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ABSTRACT 
The application of digital computing techniques to music 
is considered herein f with particular emphasis on interact.i ve 
systems. Three distinct topics are discussed: cornput.er aids 
for musicians I sound synthesis f and pi tchtraj ectory est.imation. 
A comprehensive review of the literature pertaining to each 
topi,c is presented. 
An interactive "Piano Typewriter" system which 
permits music played on an electronic organ to be recorded 
for subsequent playback, display and editing is described. 
Two notations are incorporated - MOD (a positional notation) and 
TRAD (a subset of conventional notation). Particular attention 
is paid to the transcription of keyboard performance informat:ion 
for TRAD display, and its subsequent editing. Examples which 
illustrate the present state of the system are presented. 
A digital synthes iser which is imp lemen·ted in dedica·ted 
hardware and which permits a wide range of sound timbres to be 
generated and performed interactively under compu·te:c control 
is described. 
Techniques for pitch trajectory estimation are reviewed 
in detail, and are assessed with respect to their suitabi.lity 
for wide-band musical signals. Numerical transform t.echniques 
for evaluating correlations are also reviewed. A new pitch 
estimation algorithm which operates in the time-domain by 
recognising recurring "features" of the signal waveform is 
described and is related analytically to autocorrelation 
analysis. The performance of the new algorithm is compared 
with that of the Gold and Rabiner parallel processing algorithm, 
and it is concluded that the former is more suitable for most 
music and speech signals. 
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PREFACE 
The is es had genesis in 
an afternoon tea convers 
W.K. Kennedy, of the Electrical Eng 
Prof. R.H.T. Bates and 
ring Department in 
the University of Cante Q Chr tchurch, New Zealand, 
in late 1971. 'I'his scussion led to an undergraduate 
project which invo 
during 1972. An an 
d seven students, including the author, 
t ano, purchased for $50, was fitted 
with swi tches, filled with electronics p ':and connected to the 
Department's EAI 590 Hybrid computer. Software was written 
to periodically sample keyboard switches and to display 
the resulting table of note in a primitive form 
of traditional music notation. Unfortunately, the original 
system never worked because noise problems associated 
with the analogue keyboard switch encoding system used 
(digital input facilities were not available). Despite this 
drawback the primary objective of establishing the 
feasibility of connecting a keyboard instrument to a 
computer for music input was re sed. 
During November December of the '1972 vacation 
I continued work on e and lay system. A digital 
input vice control igned p built and connected to 
the exis ng RTL I/O bus r The piano came a 
ripheral vice of EAI 640 digital computer. Major 
software changes were a made v on Christmas Eve 1972 
several approp ate tunes were pI d and subsequently 
displayed our conven I notation. 
xvii 
About this time M.R. Lamb (a musician with First Class 
Honours in Mathematics) 
Early in 1973 he enrol 
came interested in our system. 
as a Ph.D. student the 
Electrical Engineering Department under Prof. R.H.T. Bates, 
to work on the applic on of rs to music theory, 
music teaching and psychoacous A thesis sing from 
his research is now in preparation. 
During 1973 the development the music input/output 
and display system continued. The piano was retired and 
a small electronic purchased. A three word, 48 bit I/O 
digital interface was deve d by the author with help from 
W.K. Kennedy, and was constructed with the assistance of 
M.R. Surety, a Departmental Technician. This permitted both 
the recording and subsequent playback of music over a four 
octave range. The display notation MOD was also developed 
during this period. 
In late 1973 I trans red from the M.E. (Master of 
Engineering) course to commence the Ph.D., with Prof. 
R.H.T. Bates and W.K. Kennedy as joint supervisors. This 
allowed my research interests to broaden, and I started to 
work on pitch estimation of acoustic speech and music 
signalS. 
During 1973 and 1974 we weekly discussions with 
J E. Cousins of the Mus the University of 
Canterbury, and later e our contact there to include 
D.F. Sell. While ese meet s were aimed mainly at Lambvs 
research, they provi d me with a useful theoretical 
background to augment s years as an amateur clarinettist. 
They also provided direct stimu on the digital 
xviii 
synthesis stem des d in Part 2 of this thesi~, 
About mid 1974 Susan D. Frykberg began studyin~l tlw 
musical possibilities of our system v and soon started to 
implement her own thoughts on how a computer can be used 
both as a composit as an idea generator. Her 
work, like much of Lamb's, uses the organ system as a music 
interface between the creative human and the computer. 
I have made much use of their comments and suggestions in 
the development and refinement of the system. 
The next members of our team p R.J. Howarth and 
R.G. Vaughan p entered the scene in 1975 when they worked on 
digital synthesis of organ voices as an undergraduate 
project. As wi"th the ginal piano projectu they 
extensively revised and reconstructed most of what they had 
built for their project during two months! vacation work. 
Vaughan continued the development of both hardware and 
software as an M.E. project during 1976. Simultaneously, 
Howarth developed for his M.E. a software package which 
permits elegant music copy to be produced by the CALCOMP 
plotter in the University of Canterbury Computer Centre. 
This music display package operates in "batch processing" 
mode u and uses as inpu"t a paper tape which is punched by the 
interactive conven al music notation transcription module 
of the organ system v.Then e 'cing has been completed. 
Vaughan I s work now ('i 977) be extended by P. J. Cheyne, 
also as an M. E. ect. 
The main contributions of this thesis are in music 
transcription, display and editing using conventional 
notation, and in the extension of pitch estimation from the 
i:x::x: 
well researched area of speech ana 
analysis. 
is acoustic music 
Much has been done e ewhere on conventional music 
display and printing by computer. Nevertheless p previous 
efforts to develop mus transcript systems which accept 
played keyboard or acoustic music as input and produce 
conventional written music as output have been relatively 
unsuccessful. While our work not complete u it is a 
significant advance and s ially important practical 
applications in the music publishing indus-try. In automatic 
pitch analysis the contribution ented in this thesis is 
twofold. First u I review comprehensively those pitch 
estimation techniques in speech sing which have 
appeared since McKinney's (1965) survey ~ the emphasis here 
is on digital methods u and the inherent and practical 
difficulties encountered when many of these techniques are 
applied to wideband music signals are identif Second u 
I present a new algorithm which works for a wider class of 
signals than previously reported methods p and which is 
computationally efficient. Unlike the most useful of the 
existing heuristic methods (which are also efficient from a 
computational viewpoin-t) the new algo thm is analytically 
relatable to autocorrel on ana sis. This algorithm was 
developed jointly with Prof. R.H.T. Bates. 
The scope of esis is in de 1 in 
Chapter 1u in which it is clear which parts are review 
material and which parts describe original contributions. 
matter 
The 1 9 P 
this thes 
W. H. 9 Larflb M. R. 9 
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Computer mus 
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CHAPTER 1 
INTRODUCTION 
The application of digital computing techniques 
to the fine arts, and especially to music, has received 
increasing attention over the last decade. Music in 
particular is well suited to storage in and manipulation 
by computer, because of its well-defined components, rules, 
and formal structure. Application areas which have been 
reported include computer generated music composition 
(Hiller and Isaacson, 1959; Xenakis, 1971), computer 
controlled music performance and sound synthesis 
(Zinovieff, 1968; Mathews, Moore and Risset, 1974), music 
printing by computer (Hiller and Baker, 1965; Boker-Heil, 
1972; Smith, 1973) I and computer aided teaching of both 
music theory and practice (Hofstetter, 1976). In addition, 
the computer has been used to carry out analyses spanning a 
broad spectrum of music theory and musicology (Heckman, 
1967; Brook, 1970; Lincoln, 1970). The potential usefulness 
of man-machine interaction in creative musical tasks is now 
widely recognised. 
A major obstacle which seems to inhibit the 
usefulness of many existing systems lies in the design of 
the man-machine interface. For example, a frequently used 
approach to specifying music for entry into a computer is 
to manually encode the music score into a string of 
2 
alph characters. Numerous encoding II " have 
n veloped for this purpose (Byrd, 1974; sty s, 1974). 
an encoding language is both 
r most musicians and composers. As Smo ar 
(1973) observed, a primary desideratum of r-
c cility is that the user (musician, composer, 
or student) be able to approach it with a sense 
convenience and flexibility. In addition, creativi 
province of the musician and not of the computer, it 
now recognised that interactive "hands on" computer c 
tems are more effective than systems which 
ti batch processing" mode (cf. Smoliar, 1973). Thus 
sites for a successful system must include 
convenience and flexibility for the user, the on 
conventional musical instruments, the use of standard 
(or easily learned) music notations, and rapid e of 
a wide range of musical tasks (cf. Fulfer, 1971: Fredlund 
Sampson, 1973). 
This thesis considers the problems as 
encoding, storage, manipulation and 
music in an interactive computing system. It 
lopment data structures, 
the organisation of a tern 
musi interact with both acous c 
mani s of aural and written mus 
s stem to music teaching, music 
with 
on of 
ses the 
i 
rea time rformance, and music typesetting are 
se applications are discussed in more 
companion thesis by the author1s 
1 a 
(1977) • 
a considers the use of this as a ttmusician~ 
computer II in the broader con text 
topics 
work 
and musicological processing 
are not mentioned in this 
herein is oriented e 
epgineering disciplines of 
mus 
ve 
er 
-
, the 
the 
computing 
so , interface hardware, electronic sound 
I and acoustic signal processing. 
thesis is organised in three main 
Part 1 2 to 4) considers the application of 
computers to music-oriented tasks, and describes the system 
developed at the University of Canterbury. In Part 2 
(Chapters 5 and 6) the use of electronic techniques 
sound is is discussed, with particu son· 
Part 3 digital r than analogue methods. The theme 
7 to 9) is the measurement of pitch 
from acoustic speech and music signals. New 1 
introduced 3, 4, 6 and 9. 
Chapter 2 briefly reviews existing computer-music 
facilities. The emphasis here is on interactive or batch 
processing terns 
serves to place in 
remainder of the 
r 3 
of the component 
musicians. This 
played on an e 
Facilities 
provided using a 
than on techniques. Th review 
rspective the work described in the 
is. 
s the organisation and 
of our interactive aid for 
rmits the "recording" of mus 
organ, and its subsequent playback. 
editing of this music are 
1 display unit. These facilit 
3 
4 
use a positional notation of a kind often used by 
contemporary composers. Additional editing facilities which 
permit editing to be carried out in the aural rather than 
visual music domain are also provided. The material 
presented here is original, and covers the design and 
development of the overall system and its hardware and 
software components. 
Chapter 4 describes an extension of this system, 
which permits music recorded from the organ keyboard to be 
transcribed and displayed in conventional music notation. 
An essential feature of this process is the inclusion of 
flexible editing facilities which permit the display 
presentation as well as content to be altered manually. 
Examples are presented which illustrate the various stages 
required for the preparation of music typescript, and which 
indicate the kinds of results which can be achieved. New 
material is introduced throughout this chapter. 
Chapter 5 reviews the field of electronic sound 
synthesis. Both analogue and digital techniques are 
discussed, but the emphasis is on the latter. It is 
advocated that a digital computer be used to control 
dedicated synthesiser hardware rather than to perform the 
actual sound synthesis. Linear prediction (which is 
commonly used in speech synthesis) is suggested as a 
ally useful synthesis technique (Section 5.4). 
A computer-controlled digital synthesis system is 
described in Chapter 6. This system permits the generation 
of a wide range of timbres, and complements and extends the 
organ playback facility described in Chapter 3. New 
5 
material is presented throughout. Sections 6.1 and 6.2 
describe the development of the overall system, while 
sections 6.3 to 6.5 cover hardware development. Software 
aspects are discussed in Sections 6.6 and 6.7. 
Chapter 7 presents a detailed review of pitch 
trajectory estimation techniques. The perception of pitch 
and the measurement of its physical correlates are outlined. 
~he essential differences between speech and musical signals 
are discussed. A variety of pitch estimation techniques 
which have been applied to speech are described, and are 
assessed with respect to their suitability for wide-band 
musical signals. The material presented here is mainly 
review, although the analysis of the interdependence between 
signal sampling rate, pitch frequency resolution, and pitch 
frequency range given in Section 7.4.2 is original. 
In Chapter 8 is reviewed a number of recent transform 
techniques which permit the efficient numerical evaluation 
of signal correlations. This review includes the number-
theoretic transforms and methods based on the fast Walsh 
transform, as well as recent improvements to the well-known 
fast Fourier transform algorithm. It is concluded that 
these methods do not offer sufficient computational 
superiority over the conventional fast Fourier transform 
to alter the conclusion of Chapter 7 - namely that the use 
of pitch estimation methods which use correlation techniques 
not. rn:~acticable for signals whot>Q pit:ch traject.ories 
s ~nt)y:e <t:l1.an tV10 or t11ree octa,v~~s(; 
Chapter 9 describes a new pitch 8stimation algorithm 
1. " "in 'l-he t 4 me domain by :eecoc.·'. nising·· recurrino ,,.JJ.LLcn QPE~ra:ces _ "" .J- oj :J 
"features" of the signal waveform. This algorithm is 
compared with the well-known Gold and Rabiner algorithm, 
and comparative results are presented. These results 
show that the new method works for signals for which the 
Gold and Rabiner method is unsuccessful. The new method 
6 
is shown to be analytically relatable to autocorrelation 
analysis. New material is presented throughout. Factors 
influencing the development of the algorithm are discussed 
in section 9.1. A general mathematical foundation is given 
in Section 9.2. The implementation of the Gold and Rabiner 
algorithm is described in Section 9.3. More mathematical 
material is presented in Sections 9.4 and 9.5, where the 
new algorithm is described and is related quantitatively to 
autocorrelation analysis. Results are given in Section 9.6. 
An algorithm which quantises a continuous pitch trajectory 
into the discrete form required by the music transcription 
system (cf. Chapters 3 and 4) is described in Section 9.7. 
Chapter 10 summarises the main conclusions of this 
thesis and suggests areas of further research. 
PART 1 
INTE DS FOR MUSICIANS 
CHAPTER 2 
COMPUTER AIDS FOR MUSICIANS - A REVIEW 
The application of digital computing techniques 
to music can be classified into four areas: 
(i) The computer as a composition aid. 
(ii) Computer-controlled music performance 
and sound synthesis. 
(iii) 
(iv) 
Music printing by computer. 
Computer-aided teaching. 
This chapter reviews the literature pertaining to these 
application areas. Other application areas (such as the 
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use of linguistics and artificial intelligence for the 
analysis of musical style, structure and content, or the 
generation of thematic catalogues) which belong to the wider 
realm of music theory and musicology are not considered here. 
These latter topics are discussed elsewhere (Heckman, 1967; 
Brook, 1970; Lincoln, 1970; Laske, 1973; Smoliar, 1974) and 
are reviewed by Lamb (1977). It is worth mentioning here 
the articles by Bowles (1970) and Kassler and Howe (1975) 
which provide useful introductions to the field of computers 
and music, music theory and musicology. Comprehensive 
bibliographies are provided by Brook (1970) and by Kassler 
and Howe (1975). 
2.1 THE COMPUTER AND COMPOSITION 
Computers have been used to ilcompose" music almost 
since the inception of digital computing. An extensive 
review up to 1970 is given by Hiller (1970). 
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Early work on computer composition used a statistical 
approach. In 1949 u J.R. Pierce and M.E. Shannon created a 
sequence of notes by making random selections from a table 
of allowable root chords in the key of C (Pierce, 1961). 
Brooks et aZ. (1957 0 1958) used a Monte Carlo method in 
conjunction with the measured statistics of existing music 
to generate new hymn tunes. Since the approach used by 
Brooks et al. is typical of that used by many other early 
workers (cf. Pinkerton, 1956; Hiller, 1959; Olson and Belar, 
1961; Hiller and Baker, 1964) it is worth describing more 
fully. A selection of 37 existing hymn tunes (transposed 
into the key of C) was entered into the computer. Each tune 
is assumed to consist of a sequence of notes representative 
of a Markov process of order m. The statistics of the 
representative group of tunes is accordingly evaluated. 
A new tune is generated by constructing a sequence of 
randomly chosen notes such that the statistical parameters 
of the new sequence and the representative tunes are 
identical. Additional heuris are included to handle 
rests, ties and durational values u and to constrain the new 
sequence to end on the note C. The effect of the order m 
of the Markovian process on the "acceptabilityUl of the new 
tunes was subjectively evaluated, ·for m ranging from 1 to 8 
(as m increases 0 the II con text" of each note becomes 
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increasing ly important). A value of m intermediate between 
the extreme values 1 and 8 was judged to yield tunes both 
hymnic and novel, although the criteria for this decision 
are not specified. 
Hiller and Isaacson (1959) used a similar algorithmic 
procedure to compose music - the Illiac Suite for string 
quartet is a well-known example. Lambert Meertens' Quartet 
(1968) is also worthy of mention as an example of 
algorithmically composed music in the "classical" style. 
Xenakis (1963, 1971) introduced the concept of 
IIstochastic music" in which particular attributes such as 
pitch and duration are generated randomly, but in accordance 
with some predetermined statistical distribution. 
A distinguishing feature of this work is that statistical 
distributions from fields other than music are often used, 
and that no attempt is made to model existing musical styles. 
The composition techniques outlined so far are all 
oriented towards "batch processing", in the sense that the 
computer generates the entire musical passage without 
intermediate human intervention or assistance. In the late 
1960's some attempt was made to overcome the perceived 
deficiencies of the early "compositions" by incorporating 
human value judgements interactively into the composition 
process. Thus the computer is used as a "composer's 
8ssistant il • 
Pulfer (1970) describes an interactive facility 
designed specifically to aid the composition u arrangement 
and iilive" production of music. Th system incorporates 
an organ keyboard, several graphical display un u a light 
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pen, and an analogue positioning wheel. The user enters a 
melody by playing the organ keyboard and using the 
positioning wheel and teletypewriter to specify note 
pitches, durations and rests (the procedures used are not 
clearly described). The resulting music is then displayed 
on a graphical display unit, using a notation similar to 
conventional music notation. Control information such as 
the attack and decay of notes, the key, and logical 
boundaries of portions of the melody can be specified. 
The speed and loudness of the entire piece can also be 
defined, and the loudness of individual notes can be 
specified. Editing facilities permit a melody to be 
modified - thus individual notes or control parameters may 
be deleted, inserted, or overwritten. The waveform which 
constitutes one period of the sound desired can also be 
specified by sketching an amplitude versus ·time curve on the 
display screen using the light pen. 
The melody and waveforms specified in this manner 
can be "played" using real time software digital sound 
synthesis. An "arrangement" facility permits the user to 
transpose and concatenate individual sections of a melody, 
as well as to specify the envelopes and waveshapes required 
for each note or section. Melodies, waveshapes and 
arrangements may be stored for subsequent recall. 
An interesting feature of Pulfer's work is that 
considerable emphasis is placed on the design and evaluation 
of the man-machine interface - thus lithe intent is not to 
develop a good music facility, but to find out more about 
the interactive problems in a creative environment". 
This presumably explains several significant limitations 
in the system. Firstly, only a melody or single musical 
line can be handled. This limitation places a serious 
restriction on the usefulness of the system, and arises 
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as a consequence of the software sound synthesis technique 
used (cf. section 5.3). Secondly, and of lesser importance, 
pitch values are constrained to those of the chromatic 
scale, and time intervals (such as note durations) are 
constrained to multiples of a 1/32 note. 
Smoliar (1973) describes a composition aid which is 
similar in concept to Pulfer's system. However, while 
Smoliar acknowledges the desirability of using a piano-like 
keyboard as an interactive device, his implementation falls 
short of this ideal and requires that a teletypewriter be 
used instead. Smoliar also uses software sound synthesis, 
with the result that only a limited range of sounds can be 
produced in real time. It is worth pointing out that 
Smoliar is concerned primarily with interaction in the 
aural music domain, whereas Pulfer considers interaction in 
both the aural music and written music domains. These 
topics are discussed in more detail in Sections 2.2 and 2.3 
respectively. 
An entirely different approach to computer-aided 
music composition is that which uses "artificial 
intelligence" to attempt to determine and to explicate the 
various decision-making processes used by human composers. 
Reitman and Sanchez (Reitman, 1960) incorporate the "General 
Problem Solver" (Newall, Shaw and Simon, 1958, 1960) into a 
set of heuristics which was developed from extended 
observation of a composer at work. Laske (197l~) uses a 
similar approach but automates the observation process 
by using a comput.er to monitor the actions of a composer 
working with a specL:l1 int:eractive composition aid. 
Winograd (1968), Smoliar (1972) and Truax (1973a p 1974) 
apply the concepts of computational linguistics to 
composition. 
Another approach to music composition is analysis-
synthesis of musical stylep in which the !l'usic rather than 
the composition Er~cess is considered (Jackson, 1967; 
Lamb, 1977). Work in this area relies on both music 
heuristics and on well-determined musical rules such as 
those codified by Lovelock (1946) and Pi.ston (1947). 
The analysis techniques developed by Roller (1965), 
Forte (1966), Brender and Brender (1967), SHehoff (1968), 
Mendel (1969), Fuller (1970)p Lefkoff (1970)p Youngblood 
(1970) and Patrick (1974) are also relevant here. 
A more detailed discussion of the application of 
computers to composition is given by l"rykberg and Bates 
(1977). 
2.2 COMPUTER COWl'ROLLED MUSI C PE RFORM1\NCli: 
AND SOUND SYN'I'HESIS 
Computer~controlled music per rmance can be 
achieved in any of three ways: 
(i) By direct generation of the acoustic signal, 
for example using digital to analogue converters. 
(ii) Using electronic synthesisers or other electro-
acoustic "instruments". 
. (iii) Using conventional acoustic instruments. 
It is convenient to divide the information, that is 
(in general) required for a performance, into two distinct 
classes - namely "instrument performance" and "instrument 
design" (Smoliar, 1973a, b). The "instrument performance" 
information specifies those parameters contained in a 
conventional music score - viz. pitch, note onset time, 
duration, and loudness. This information is required for 
a computer-controlled performance using any of the three 
approaches listed above. "Instrument design" information 
specifies the timbre of the sounds, and is required for 
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the first two categories. The parameters which are required 
depend intimately upon the organisation of the synthesis 
system. The use of electronic techniques for sound 
synthesis is considered in detail in Part 2 of this thesis, 
and is not discussed further here. 
2.3 MUSIC PRINTING BY COMPUTER 
The development of systems which produce written 
music in conventional music notation is closely linked 
historically to the development of methods for specifying 
th.e parameters of written music in machine-readable form. 
Both these topics are discussed in this Section, because 
of their close interdependence. 
Kassler (1977) presents an eloquent argument for 
producing written music by computer. Kassler shO'W's t.hat. 
master pages (suitab for subsequent reproduction, for 
example by photo lithography) can be produced by computer 
for less cost than if the traditional labour-intensive 
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methods are used. These latter include engraving, music 
typing, and autography (i.e. reproduction from hand~copied 
music) - see Howarth (1977a) for a review of traditional 
music printing methods. In addition to this economic 
advantage, Kassler points out a number of useful by-products 
which may be automatically produced by a computer-based 
music printing system at little additional cost. These 
include: 
(i) Music output in Braille. 
(ii) Music output in a variety of keys and pitch ranges 
for different instruments, including transposing 
and non-transposing instruments. Similarly the 
various vocal ranges (e.g., soprano or bass) can 
be accommodated. 
(iii) Music output in a variety of editions (e.g., with 
or without fingering indications) . 
(iv) "Reductions" of full scores (e.g., of orchestral 
works) to piano scores. 
(v) Electronic sound synthesis of the music to permit 
"proofhearing" as a supplement to proofreading. 
(vi) Catalogues of themes or incipits (an incipit is 
the initial segment of a piece of music). 
(vii) Computation of chordal indicators (e.g., ruG7") 
which often accompany printed songs. 
(viii) Anthologies consisting of music which obeys certain 
we ll~def ined selection criteria 0 
Various methods of specifying written music 
pa;cameters an.d subsequently producin~~ a. score are nm'J 
d.iscu8sed, 
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2.3.1 Written Music Input 
Comparatively little work seems to have been done on 
direct music input from printed scores using optical 
scanners. Presumably this lack of attention is due to the 
fact that such a system is likely to be both expensive and 
limited in its usefulness, since it is applicable only to 
music for which a well-printed score already exists (Styles, 
1974). Another contributing factor could be the lack of 
potential market (Kassler, 1977). The only significant work 
in this area seems to be that of Prerau (1970, 1971), who 
describes a system (called DO-RE-MI, for Digital Optical-
Recognizer of Engraved-Music Input) which performs optical 
recognition of a range of music symbols. The output of 
DO-RE-MI is an alphanumeric coding in the Ford-Columbia 
language (which is described below). Prerau' s system was 
tested on about 20 bars of a Breitkoph & Hartel publication 
of Mozart's Twelve Duets for Two Wind Instruments, K. 487 
whose symbols it recognised correctly. While this passage 
does not include all the symbols encountered in conventional 
music notation, it contains a sufficiently large subset to 
suggest the technical feasibility of widespread optical 
music input. It is worth mentioning that Prerau cites 
earlier work by Pruslin (1967), although this latter is 
comparatively limited in the range of symbols it can 
recognise. 
Numerous "languages ll have been devised to represent 
conventional music notation using alphanumeric character 
strings. An extensive description of many of these 
languages is given by Brook (1970) u while Byrd (1974) and 
fI one 
(1974) also provi 
lem facing all desi 
use 
try ing to express a two-·dimen 
items from a very rich character set 
dimensional string of symbols from a 
(Styles, 1974). It should also be po 
The ic 
that 
al assembly of 
means of a un 
setiQ 
out 
conventional music notation contains much information that 
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is redundant and which can be omitted e corresponding 
alphanumeric code (Boker-Heil, 1972), although the 
elimination of such redundancies will 
increase in the complexity of the 
(Styles, 1974). This point is cons 
course uire an 
ing programs 
1 in 
4 (cf. Sections 4.1, 4.3 and 4.5). 
One of the best known music languages is . 
DARMS (also called the Ford-Columbia 
developed in the mid 1960 9 s as part of a 
). DARMS was 
controlled 
photocomposition system for music printing, under the 
di on of Stefan Bauer-Mengelberg and Melvin tz 
(Bauer-Mengelberg, 1970). DARMS is designed to permit the 
encoding of complete scores, in full detail, rs to 
the only language which attempts to 1 of 
cs of printed music (Styles, 1974). It 
unusual in that it defines pitch by stave 
1 s (from 00 to 49) rather than by us 
G 
An 
Oura 
t 1e octave indicators - C {i.e 
values in the twenties may omit e 
of the same instrument on to a 
e addition of a multiple of 50 to 
are denoted by the letters B (Breve), W (Who 
A to 
2. 
staff 
value. 
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note) 9 H, etc. Stem directions can be assigned by U, D, 
or % (i. e. r one of each). Slurs and tie ~> can bf~ taq-ged by 
numbers, so that their ends can be associa t~e(j wi t:h the 
correct notes. 
A Plaine and Easie Code SysteJU for Musid:.E:~ (Brook 
and Gould, 1964; Brook, 1970) was designed for the storage 
of short sections of music. Pitch is represented by the 
letters A to G using normal music conventions, and any note 
defined in this way is assumed to be within a fourth of its 
predecessor. Pitch excursions larger than a fourth are 
indicated by apostrophes and commas. Note durations are 
defined as fractions of a semibreve using a numerical 
representation (e.g., 1, 2, 4, 8 denote semibreve, minim, 
crotchet, quaver, respectively). Triplets and nt.hey unusual 
rhythmic combinations are defined by enclosing in 
parentheses the durations as written (e.g., quavers), and 
preceding the list with the total duration of t.he 
combination of notes. Such groups may be nest.ed. Repeat.ed 
rhythmic patterns or entire bars are convenient.ly handled 
without requiring the initial character st.ring to be 
duplicated. 
IML (Robinson, 1967) encodes one staff at a )eimo. 
The letters A to G are used to define pitch. Notes are 
assumed to lie between the bottom and fourth stave 1 
tmless octave shifts (denoted by U or D) ind 
An octave shift, once indicated, remains operative until 
countermanded or until the end of the current bar is reached. 
Pitches are defined according to the conventions used for 
the treble clef, even if pnother clef is actually used. 
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Durations are denoted by digits which represent the 
corresponding fraction of a semibreve. Tied notes are 
enclosed between a pair of asterisks - the possibility of 
simultaneous ties is not mentioned. The IML assembler 
converts pitches to those of the clef actually used, and 
performs simple grammatical checks on the coded character 
string. An additional programming language called MIR 
(Erickson, 1968; Kassler, 1970) is also available to permit 
musicians to write programs which interrogate the structure 
and content of the encoded music data. 
Wenker (1970) describes a system (not implemented) 
which is intended to cater for the special symbols used by 
ethnomusicologists as well as those used in conventional 
music notation. The notes between middle C (i.e., C4) and 
treble B (i.e., B4) are denoted by the corresponding letters, 
and plus and minus signs are used to indicate octave shifts 
for notes outside this pitch range. Triplets and similar 
irregular rhythmic combinations are indicated by 
parenthesizing the note group, preceding the parenthesized 
group by an integer which specifies the number of notes in 
the group, and using the character "3" as the last character 
in parenthesis. The total real-time duration of the music 
passage is stored in a separate table. Multiple voices on 
a single staff are handled - the symbol ny" between adjacent 
note descriptions indicates that both notes start 
simultaneously. 
LMT (Regener, 1967) is unusual in that pitch g 
duration etc. are encoded in separate lists. This requires 
that control information be duplicated u and suffers frornthe 
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possibility of discontinuity of Jist correlation should 
small errors be encow1t:ered. Nevertheless, a number of 
advantages are claimed for this system. These include 
quicker transcription, the potential for using the input 
character set more effectively (since a given character may 
be used for several parameters), and greater ease of 
representing repeated groups of parameters. Notes beamed 
together are parenthesized u and a number of dots is insert:ed 
between those pairs of notes for which some beams are 
missing (the number of dots corresponds to the number of 
beams missing) 
Ashton (1970) describes a transcription notation 
which was developed as part of a system for the acquisition, 
performance and display of music (see also Knowlton, 1971 p 
1972). Pitches are denoted by the corresponding letter and 
octave number (e.g., C4 denotes middle C), and durations are 
specified by the letter corresponding to the fraction of a 
semibreve. A group of notes enclosed in parentheses is 
interpreted as a chord, and some scan cant.rol is provided 
to enable shifts to the beginning of a part.icular bar n 
( : n:) or to the beginning of the current bar (i). 
ALMA (Gould and Logemann, 1970) is derived from the 
Plaine and Easie Code mentioned abovE~ 0 and intended for 
applications in information retrieval. Although ALMA is 
very [ilophisticated and therefore difficult to learn Q most 
musical features can be encoded in several ways. 
Consequently, a subset of the full language is sufficient 
for many musical scores. For example, a chord may be 
denoted in three ways - the constituent notes may be 
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enclosed within a pair of $ characters, the bottom note and 
the intervals may be defined, or < may be used to shift the 
point of scan back to the beginning of the preceding note. 
Thus the triad of C major may be denoted as $CEG$, C33, or 
C < E < G. ALMA explicity distinguishes between notes 
(including chords and rests) and attributes (such as 
phrasing, accidentals and scan control). The point of scan 
can be shifted in any direction, relatively and absolutely, 
in terms of notes or entire bars. Macro-like facilities are 
available for applying rhythmic sequences and attributes to 
strings of notes, and for defining recurrent pitch sequences. 
Styles (1974) describes an encoding language and 
defines its canonical syntax in Backus Naur Form. Pitches 
are defined numerically (1 corresponds to the lowest stave 
line and 9 to the highest stave line). Notes below or above 
the staff are indicated by a dot which precedes or follows 
the pitch number. Durations are specified by the letters L, 
B, S, M etc. Repetitions of rhythmic or harmonic sequences 
may be easily notated by enclosing in parentheses a sequence 
of pitches or durations. Groups defined in this way can be 
tagged (for subsequent recall), nested, or repeated (by 
following the closing parenthesis by an integer which 
specifies the number of repetitions). Beaming is indicated 
by enclosing the operator = between those notes so 
connected, and using commas to denote missing beams. Notes 
or groups which are enclosed within square brackets are 
interpreted as starting simultaneously, so that chords and 
phrases which begin together can be easily defined. 
Facilities are provided for full scan control, so that the 
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scan pointer may be shifted in any direction to an absolute 
position, or by a specified amount relative to the current 
position. 
The coding scheme of Lefkoff (1967a) which uses a 
special coding sheet and that of Duerrenmatt, Gould and 
La Rue (1970) which uses mark-sense cards should also be 
mentioned here, although these are essentially two-
dimensional positional codes rather than alphanumeric codes. 
In an attempt to overcome many of the difficulties 
(already mentioned) which are inherent in describing two-
dimensional written music by a one-dimensional character 
string, Fredlund and Sampson (1973) developed a direct, 
two-dimensional input system using a graphical display unit. 
This input system displays a "menu" or list of commands. 
The required command is indicated by pointing to it using 
a light pen. A staff is generated at a specified vertical 
position by indicating the command STAFF, and then pointing 
to one of a number of vertically separated asterisks. Music 
symbols such as notes, rests, or accidentals can be placed 
on the staff by pointing to the required prototype symhol 
(which is displayed as part of the "menu ll ) and then 
specifying the position at which that symbol is required. 
Scores generated in this manner can be stored for subsequent 
recall, copied on to different staffs, transposed, copied 
with a pitch inversion, or copied with a retrograde 
inversion. A disadvantage of the system is that only a 
limited number of symbols have been implemented. Also, the 
positions at which each symbol may be placed are relatively 
widely separated, so that musical punctuation and 
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justification (cf. Section 4.5) are not considered. styles 
(1974) comments that this approach to music input is also 
prone to divorcing the data from its musical significance. 
Smith (1973) describes an interactive music input 
system called MSS which uses a multi-stage entry process. 
In the first stage the clef, time and key signatures and 
note pitches are entered on an alphanumeric keyboard. Note 
pitches are specified by their letter names with an octave 
number, together with the accidental (F, S or N) if required. 
A colon following a note indicates that the note will appear 
in the same rhythmic position as the previous note, so as to 
produce a chord. In the second stage the horizontal 
positions corresponding to the start and end of the current 
note sequence are specified. The notes are then displayed 
as equally-spaced crotchets on a graphical display unit. 
Next, the duration of each note is specified (4, 8 correspond 
to quarter and eighth notes, etc.). The displayed notes are 
correspondingly altered. Beams are added next, then accents 
and staccato dots, and finally slurs and ties. The display 
is updated at the end of each input stage. Comprehensive 
editing facilities are provided to permit alteration to 
individual notes or chords or to duplicate groups of notes 
on to different staff positions. The editing facilities 
also permit musical punctuation and line justification to be 
achieved. An unusual feature is a facility which permits 
the UBer to draw special symbols using a light pen. The 
shapes of such special symbols may be subsequently altered 
by editing. When a special symbol is used in a score it may 
be inverted, reversed or scaled in size. 
Another approach to music entry for computer 
processing is the development of special-purpose input 
terminals. Hiller and Baker (1965) used a specially-
modified electromechanical music typewriter to produce 
a punched paper tape as the music is "typed" manually. 
A special feature of the typewriter is the provision 
of horizontal and vertical platen shifts in both the 
forward and reverse directions. The tape produced by 
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this machine is read by the computer for subsequent 
processing (e.g., error correction, format layout and line 
justification). A new tape is then punched by the computer, 
and fed back into the typewriter to produce the final music 
copy. 
Dal Molin (1973, 1977) describes a system which has 
been used in conjunction with a special photo-typesetter 
to produce printed music commercially since 1970. It is 
worth commenting that Kassler (1977) has recommended that 
Dal Molin's system be used in a proposed commercial 
computer-assisted music printing centre in Australia. 
Dal Molin's terminal consists of three separate sets 
of buttons, each set being used for a particular class of 
information. The desired staff-position is specified 
by pushing one of 28 buttons, which are arranged in four 
"octaves" of 7 staff-positions each. A keyboard which is 
essentially that of a music typewriter is used to enter the 
required symbol at the specified staff-position p or to enter 
alphanumeric text. A third set of 12 buttons (called the 
iicommand pad ti ) is used to specify time and key signatures 
as well as control information. 
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The first-generation terminal - designated the 
PCS-300 - produced a punched paper tape using a specially 
constructed electromechanical music typewriter. This is now 
being replaced by an all-electronic terminal (the peS-SOO) 
which incorporates a visual display unit to show the 
operator the music as it is being entered. 
The concept of automatic transcription of written 
music from its aural performance is not new, and its 
implementation has been considered by many musicians 
(Ashton, 1970; Knowlton, 1971). The numerous problems which 
are encountered in the transcription process are identified 
and discussed in detail in Chapter 4 (cf. Sections 4.1, 4.2, 
4.4 and 4. S) . 
The work of Ashton (1970) and Knowlton (1971, 1972) 
is probably the best known attempt to implement automatic 
music transcription from a keyboard instrument. Their 
system "captures" the music as it is played on an electronic 
organ, by sampling a set of switches which are associated 
with the keyboard (cf. Section 3.1). A constant sampling 
rate of 20 keyboard scans per second is used to construct 
a table of note start times, pitches and durations 
(cf. Section 3.4). Note durations are converted from their 
actual played durations (in seconds) to the corresponding 
values (in fractions of a semibreve) by assuming that the 
real-time duration of a beat is constant. A coarse time-
quantisation is used to truncate the temporal variations 
which are inevitably encountered. The limitations of this 
approach are pointed out in Chapter 4 (cf. Sections 4.1 and 
4.4) • 
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Longuet-Higgins (1976) considers music transcription 
from the viewpoint of the cognitive psychologist, and points 
out the similarity between many of the problems of melody 
perception and speech perception. Rhythm is treated by 
considering as nodes of a "tree" structure the metrical 
units which constitute the rhythm. The onset of each note 
is used to predict the time of onset of the following note 
at each level of the tree structure. An interesting feature 
of this work is that synchopation, triplets etc. are 
explicitly catered for, although obviously a precise 
performance is required if such rhythmic features are to 
be recognised correctly. 
Mars and Cattanach (1977) describe a transcription 
system which is remarkably similar in both its design and 
performance to the system developed as a Final Year 
Undergraduate project in 1972 by the author and others, and 
subsequently abandoned (see Section 4.1). Kassler (1977) 
also mentions a transcription system which is being 
developed at the Australian National University, although 
nothing seems to have been published concerning this project 
yet. 
The ambitious work of Moorer (1975) should be 
mentioned here. Moorer considers the problem of 
transcribing into conventional music notation the acoustic 
signal of polyphonic aural music (i.e. aural music which 
consists of chords). His main concern is with the 
estimation of pitch, and comparatively little attention 
seems to have been paid to the liroundoff li problem 
(Section 4.4) which is encountered in the estimation of 
mas r 
values. Smith's (1973) MSS 
al music copy. 
2.3.2' written Music Display 
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of cathode ray tubes, mechanical p 
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sufficient here to state 
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size 
and using photographic reduction). However, musical 
punctuation is determined by the controlling program 
and is a complex logical problem (see Chapter 4) . 
Consequently, improvement at this level is comparatively 
difficult to implement. 
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Early work in computer-assisted music printing 
includes that of Hiller and Baker (1965) who use an electro-
mechanical music typewriter controlled by paper tape, and 
Lincoln (1970) who uses a line printer with a special 
character set. Gabura (1967), Raskin (1967), Boker-Heil 
(1972), Byrd (1974), Fellgett (1974) and Styles (1974) 
have all developed batch processing systems which use a 
mechanical plotter as the output device. Interactive 
systems which have been reported include Cantor's (1971) 
music editor (which uses a cathode ray tube display) and 
MSS (Smith, 1973). The operation of MSS is outlined in 
Section 2.3.1. The interactive creation and editing of 
the score is performed using a cathode ray tube display, 
while the final hard copy is produced at about 1.5 times 
the required final size using a Calcomp plotter, and is 
subsequently reduced photographically. Smith also uses a 
Xerox Graphics Printer which is much faster than the 
plotter, but achieves better visual quality with the latter. 
The Dataland system mentioned by Kassler (1977) also uses 
a mechanical plotter. 
The Music Reprographics system (Dal Molin, 1973, 
1977; Kassler, 1977) has been producing music copy 
commercially since 1970. The special purpose input 
terminals used are described in Section 2.3.1. The music 
copy is produced using a special phototypesetter (see 
Section 4.9). 
2.4 COMPUTER AIDED TEACHING 
Hofstetter (1976) provides an extensive review of 
the application of computers to music teaching. Lamb 
(1977) also considers this topic in detail. The treatment 
here is cursory, because teaching is of only peripheral 
relevance in this thesis. 
Hofstetter divides computer-aided music teaching 
into two main categories, namely those in which the 
computer is used to present instructional material, 
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and those in which the computer serves as an interactive 
tool. Instructional programs are helping students to learn 
instrumental techniques (Diehl, 1971, 1973; Petersg 1974, 
1975), the fundamentals of music theory (Placek, 1974), 
ear-training (Kuhn, 1974; Hofstetter, 1975; Lamb, 1977) 
and set theory (Forte, 1973). Interactive computer-aided 
instruction systems which have been reported include those 
of Baker (1971) and Arenson (1975), while Finch (1972) 
reviews early work in this area. 
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CHAPTER 3 
AN INTERACTIVE "PIANO TYPE''I7RITER'' SYSTEM 
3. 1 PREAMBLE 
A flexible, interactive music input, output and 
display system with comprehensive editing and manipulative 
facilities has been developed, using the EAI 590 hybrid 
computer facilities in the Electrical Engineering Department 
of the University of Canterbury. 
The system is a complete entity in its own right, 
and is used for teaching, composing, and producing music 
typescript. In addition, it is a useful interface for a 
number of other computer music applications. Lamb (1977) 
uses it in his interactive teaching and musicological 
analysis systems. It forms an integral part of a 
composition aid system being developed by Susan D. Frykberg. 
Vaughan (1977) in collaboration with Miss Frykberg and the 
author, has added to it the digital synthesiser discussed 
in Chapter 6. Howarth (1977a) has developed music display 
software for the B6718 computer and Calcomp plotter in the 
Computer Centre of the University of Canterbury. This 
complements the author's display system, and is intended as 
u high quality off-line plotting system to overcome hardware 
limitations encountered with the EAI 590 graphics facility. 
The "Piano Typewriter" development began as an 
undergraduate project in 1972, with the aim of interfacing 
!() 
a piano to the EAI 590 hybrid computer to provide music 
transcription facilities. It was felt that music parameters 
such as note start time, pitch and duration could be 
conveniently entered into the computer memory by 
periodically sampling a set of switches fitted to the piano 
keyboard. These note parameters could then be used to 
generate a music display. Subsequent editing procedures 
would permit changes to both the display content (e.g. note 
pitch and duration values) and form (e.g. stem directions 
and lengths, note spatial positions). Seven students were 
involved, under the joint supervision of Prof. R.H.T. Bates 
and W.K. Kennedy. Reports by Baird (1972), Balfour (1972), 
Hosking (1972), Mukwamataba (1972), Roche (1972), Tucker 
(1972) and Wells (1972) describe the work completed during 
this undergraduate project. Although the resulting system 
never worked as a complete unit, primarily because of noise 
problems encountered with the analogue keyboard encoding and 
input system used, it did convince us of the feasibility of 
our approach to music input for computer processing. It 
also strengthened our initial convictions that the system 
design should be oriented towards interactive rather than 
-
bntch processing use. 
Subs('quent hardware and software development by the 
Quthor has achieved reliable music input and playback 
(acilities using a small electronic organ. It was found to 
be convenient to be able to display and edit recorded music 
information in either conventional notation or in a modern 
notation of a kind often used by contemporary composers. 
These two notations are henceforth denoted by TRAD and MOD 
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respectively, and are described in Chapter 4 and Section 3.7 
respectively. It is worth noting here that considerable 
effort has been required to develop the 'I'RAD transcription, 
display and editing system to the stage where it can produce 
music typescript of an aesthetic and professional standard 
acceptable to musicians. 
In this chapter the keyboard music recording, 
playback and MOD display and editing portions of the system 
are discussed. Both hardware and software aspects are 
considered, together with the organisation and multi-phase 
implementation of a large interactive system on a small 
digi tal computer. The TRAD notation ·transcription and 
editing system is discussed in Chapter 4 and is illustrated 
there with examples. 
3.2 SYSTEM OVERVIEW 
The EAI 590 Hybrid computing system of the Electrical 
Engineering Department consists of an EAI 640 digital 
computer, a small EAI 580 analogue computer, and a hybrid 
interface between the two units. The digital computer has 
16K f 16 bit words of magnetic core memory, a fixed head 
disc (360K words memory) and supplementary magnetic and 
paper tape storage facilities. An electronic organ Wll()E3E~ 
keyboard is fitted with switches - one for each note - 1.S 
connected to the EAI 640 by a digital interface which 
permits the status of each organ key to be interrogated. 
Interactive graphics is provided by a Tektronix 611 storage 
oscilloscope, a joystick which controls a light spot on the 
oscilloscope screen, and a hard-copy unit (Tektronix 4601) . 
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An advantage of a storage oscilloscope over a refresh 
display is that finely detailed displays may be generated 
without flicker (see for example Ritchie and Turner, 1975). 
A DEC-writer teletype permits on-line interaction between 
the user and system, through interpretive controlling 
software. This is summarised in Figure 3.1. 
The organ digital interface is provided with a latch 
memory, and the organ is arranged so that a note sounds if 
either a key is depressed or the corresponding latch bit 
is set. The status of each key is sampled sequentially 
at a 100 Hz rate. This allows a table of note pitches, 
start times and durations to be constructed in computer 
memory - a process called "record". The computer "plays" 
the organ by invoking a note-table decode program which 
sets the organ latch bit corresponding to each note that is 
to be sounded. The organ, interface hardware, and record 
and playback software are described in Sections 3.3 to 3.6. 
Since the pitches of notes and their start and end 
times are recorded independently, they are separately 
controllable when the organ is played back by the computer. 
Thus pitch transposition and playback speed may be 
separately altered, unlike a conventional tape-recorder. 
Because of the relatively high rate at which the keyboard 
is sampled, the computer Us playing can incorporate subtle 
adjustments of tempo and nuances of performance. 
"Sound-on-sound" recording, analogous to tape recorder 
dubbing, is effected by "playing" from one note table 
while simultaneously "recording" on to another. The 
separate tables are subsequently merged. This feature has 
proved to be very useful for recording complicated or 
difficult pieces of music. 
These facilities can be invoked by typing the 
appropriate command mnemonic on the teletypewriter. 
Table 3.1 lists ~he commands whi9h have been implemented. 
Response times for most commands are less than a second, 
and for those more complicated tasks where additional 
operator action is required, a short prompting message is 
automatically typed. The recorded note table may be 
displayed and edited in either TRAD or MOD notation. The 
TRAD display is discussed in detail in Chapter 4. The MOD 
notation is a positional notation similar to the one used, 
for example, by Brown (1959) in his composition "HODOGRAPH 
I". It is described in Section 3.7 and illustrated in 
Figure 3.5. Since the MOD display is isomorphic, in both 
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a temporal and pitch sense, to the music it represents 
(unlike conventional notation with its essentially discrete, 
parametric representation of note durations) it is ideally 
suited to performance oriented tasks where nuances of 
performance or tempo must be depicted. 
The MOD display is especially useful for "performance 
editing". This term refers to operations which alter the 
note table data and result in audible changes to the music 
when it is played back. In contrast, much of the TRAD 
display editing (cf. Chapter 4) is "typescript editing", 
which alters the presentation of the displayed symbols but 
does not introduce audible changes. Examples of performance 
editing are changes to note or chord start times and to 
pitches and durations. Examples of typescript editing are 
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alterations to stem directions or lengths, the insertion of 
beams, and annotation with text. TRAD display editing 
usually involves both performance and typescript editing 
procedures. However, the simplicity of the MOD display 
obviates the need for extensive typescript editing, while 
its temporal isomorphism to the sounded music permits subtle 
changes of note start times or durations to be made without 
difficulty. Phrases, chords or individual notes may be 
altered, deleted or inserted by suitably positioning the 
light spot with the joystick, typing the appropriate editing 
commands and specifying the correct notes either by 
teletypewriter commands or by depressing keys on the organ 
keyboard. Performance editing is described in Section 3.8, 
and the procedures required by the user are listed in 
Table 3.1. 
Another useful approach to performance editing -
editing in the aural rather than visual music domain -
is inplemented using a foot switch in conjunction with 
playback or sound-on-sound recording. The foot switch 
(see Figure 3.1) activates an audible marker and permits 
the identification of individual chords or of whole sections 
01' llIusic. In addition, simple notational marks such as bar 
lines may be inserted. This facility is used mainly for 
deleting and inserting sections of music, where continuity 
of tempo is important. Most users find that the foot switch 
is inconvenient for specifying individual notes or chords; 
they prefer to use the joystick for this, presumably because 
it avoids manual timing problems. 
A disc file facility permits edited not:e~tables to be 
conveniently stored and rapidly retrieved. Each file 
incorporates an optional message feature, which permits 
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the user to store a message or comments with each file. 
These comments are typed by the computer each time the file 
is retrieved. File retrieval overwrites the existing note-
table. However, two additional commands have been planned 
to permit juxtaposition and concatenation of a filed note 
table with the existing note table. Medium term note table 
storage is provided by the magnetic tape disc-copy storage 
system described by Jordan (1974). High speed paper tape 
input/output provides long-term storage analogous to the 
disc file system. 
The software design is modular, and is implemented 
as a multi-phase disc-based system with COMMON core data 
storage. A master interpreter together with phase overlay 
and executive modules provides overall control. A hierarchy 
of sub-controllers, with interpretive facilities where 
appropriate, is responsible for the execution of specific 
tasks. Both FORTRAN IV and EAI 640 ASSEMBLY languages are 
used, to effect a compromise between programming effort and 
machine independence, and storage efficiency and execution 
speed. The comparatively small core memory available 
(16K words) proved to be the major constraint affecting the 
software design. Thus, the data bases (Sections 3.4, 4.3) 
arc very compact, and many of the display and editing 
algorithms favour storage economies in preference to 
execution speed. This consideration also led to the 
development of special I/O routines for the teletype, 
high-speed paper tape punch and reader, and display 
oscilloscope. Software design and the system organisation 
are discussed further in Section 3.9. 
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From the user viewpoint, the system is flexible, 
convenient to use and rapid in response. The command 
mnemonics (cf. Table 3.1) are simple in form and permit 
sUbstantial freedom of format. Each command consists of a 
single letter mnemonic which indicates the required task 
type, followed where appropriate by simple letter or numeric 
arguments which are delineated by commas. Both task type 
and argument mnemonics may be optionally spelt in full or in 
an abbreviated form. For example, the user-entered command 
"Rt" or IlRECORD{-" or "REC{-" will initiate the record task. 
The character "{-" denotes the carriage return key, which 
indicates the end of the command. This flexibility. has been 
found useful for people who are learning to use the system -
since the command task names follow normal useage, it is 
natural for inexperienced users to enter the full task name. 
As more experience is gained the user desires faster 
response, and types only the command and argument mnemonic 
letters. Numeric arguments which may take integral or 
fractional values may be entered either as integers or as 
dec ima 1 numbers, wi thout format restrictions. For example 
a change in playback speed ("velocity") may be entered as 
"V,2{-" or "V,2.0{-" (which results in a doubling of playback 
speed) or as "v,O.5i-" or "V,.5{-1i (which results in a halving 
of playback speed). 
Illegal command sequences as well as illegal commands 
are recognised by the interpreter. For example the 
"playback", "display" or II edit" tasks are illegal if a 
"record" I II get fi Ie" or "read paper tape" task has not yet 
been performed. A number of global system options are 
provided to permit flexibility without requiring excessive 
repetition or complication in the command arguments. 
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These options are initialised to standard (default) values, 
and may be altered at any time using the command II Xi-" . 
A typical session proceeds in the following manner. 
The musician/composer/student plugs in the organ keyboard 
and sound unit and loads the system magnetic tape on to disc 
using the EAI 640 Monitor and magnetic tape utility routines. 
Anyone of the system phases - namely one of the core image 
files PIAN01, PIAN02, PIAN03 or PIAN04 - are then loaded 
into core and executed. The system initialises all data 
areas and options, and displays on the screen a brief 
explanation of how the system is operated, if this is 
desired. A list of available options is next displayed, 
with the current options indicated by an asterisk (see 
Figure 3.2). Option settings can be altered by typing the 
desired option code number - for example typing "2B-}" (see 
Figure 3.2(a)) will change the display notation option from 
MOD to TRAD. Since MOD and TRAD notations each require a 
different set of options, the options applicable at any time 
depend upon whether MOD or TRAD display option is requested. 
This is illustrated in parts (a) and (b) of Figure 3.2. 
Once this initialisation stage is completed, the computer 
types iD ~iI to indicate that it is ready to accept commands. 
To record music from the organ keyboard, the user type s II R-} II 
(or "HECORD{tI) and plays the music passage on the organ. 
'['lin rucord SOAS ion is terminated when the next command is 
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typed. To display the music using the MOD notation option, 
the user types IISi- 1i or IiSCOREi-". The procedure for the 
TRAD display is described in Chapter 4. Subsequent pages 
are displayed using the command "Ni-" (or "NEXTi-") or "S,ni-" 
where n is the desired page number. The message: "CLOT! 
NON-EXISTENT PAGE" is typed by the computer if the requested 
page number is invalid. Typical display times for a full 
page are 2 to 3 seconds. To play back the recorded music, 
the user types lip,,"". The command "P,n,,"" permits playback 
starting from the beginning of page n. Playback is 
terminated when the next command is typed or when the entire 
piece of music has been played. Playback speed is altered 
using the command "V, ni-" where n is the integer or decimal 
factor by which the speed is to be multiplied. The MOD 
display time scale is not affected by this command - if the 
display time scale is also required to be modified then the 
additional command "V, Fi-" must be used. To edit a note or 
chord on the currently displayed page the user positions 
the joystick so that the light spot (joystick cursor) 
coincides with the left side of the offending note symbol, 
and types and appropriate command. For example to delete a 
note the user points to the note symbol and types "D~". To 
change a note pitch the user points to the note, types the 
command IiC,p~", and specifies the new note pitch by playing 
the required note on the organ keyboard. 
Full details are given in tl1e user manual 0 which is 
lodged in the Computer Laborat.ory of thE:; Electrical 
Engineer'ing Department. 
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3.3 ELECTRONIC ORGAN INTERFACE 
The 1972 undergraduate project (see Section 3.1) used 
an analogue keyboard encoding scheme to interface the 
modified piano keyboard to the EAI 590. An analogue rather 
than digital approach was used because digital input 
facilities were not available, whereas a high resolution 
analogue interface forms an integral part of the Hybrid 
computer. Noise problems encountered with the analogue 
encoding hardware (Baird, 1972), together with the 
anticipated change from piano to organ, prompted the 
subsequent development of a 48 bit digital interface for 
both input and output of binary data. This I/O facility 
consists of three input and three output device controllers, 
each handling a 16 bit word transfer to or from the EAr 640 
I/O bus under CPU command. Output bits are stored in latch 
memories incorporated in the output controller. RTL logic 
is used, primarily to permit direct interconnection with an 
existing RTL buffer between the actual 640 I/O bus (which 
uses CT~L logic) and the accessible bus terminals. This 
buffer was developed by Cashin and Mayson (1969) to 
facilitate the development of special peripheral devices 
within the Department, while providing isolation and 
protection for the 640 hardware. 
The organ unit used in conjunction with the RTL I/O 
Tnterface h'l a modified "PIANOMATE" - a commercially 
availablE:! 4 octavE~ in!:ltrurnent intended to supplement a 
piano. It uses 16 individual discrete-component o5cillators u 
with each oscillator shared between three adjacent not:es by 
switched resistors. While this oscillator grouping technique 
reduces the hardltJare cos t and pow(~r consumption pit inhibi ts 
flexibility since if more than one note ,in any group is 
played only the lowest pi tchE!c1 lHyte of the played notes is 
sounded. This restriction led us to incorporate a further 
32 oscillators so that each note can be sounded 
independently. 
A useful feature of the PIANOMATE is its keyboard 
switches, which are portable. Two banks of 24 switches sit 
on any piano or organ keyboard to cover Its keys. Each 
swi tch is connected to its key by a light:weight "finger" I 
which drops when the key is depressed and thereby activates 
the switch. We use these switches in conjunction with a 
portable soundless practice keyboard. 
In the original PIANOMATE unit each key switch 
activates its oscillator by direct connection of a stable 
25.0 V supply. This arrangement is unsuitable for our 
application because each switch must be sampled by the 
RTL I/O Interface, and because each oscillator must be 
activated by either a logic (latch) bit or by its key switch, 
Consequently each key switch generates directly a logic 
fI iqnal Q (uid trans iator switching is employed to transla'ce 
logic level signals to the 25.0 V required to activate each 
o8c:Ll1atoL R'l'L positive logic conventions are used 
throughouL 
A schematic of the RTL I/O Interface and Organ system 
is given in Figure 3.3, while Table 3.2 summarises the 640 
CPU and I/O controller action and defines the signals 
indicated in Figure 3.3. Full documentation is held in the 
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Electrical Engineering Department, University of Canterbury. 
Although the RTL I/O Interface was designed primarily 
to suit the requirements of the organ I/O system, it was 
sufficiently comprehensive to attract other users until 
the commissioning of the general-purpose 8 word BDI in 
early 1976 (cf. Section 6.6). In accordance with 
Departmental policy, the RTL I/O Interface has been removed 
and the organ is now interfaced using the BDl. To take 
advantage of the extended facilities of the BDI, a new 
5 octave organ was constructed in conjunction with the 
digital synthesiser/organ (cf. Chapter 6) by Vaughan (1977). 
This organ uses a crystal-controlled master oscillator with 
digital frequency division to generate a square wave pulse 
train for each of its 60 notes. 
To provide a consistent presentation, the 5 octave, 
60 note organ is used in the software description which 
follows. 
3.4 MOD DATA STRUCTURE 
The data structure used for the record, playback, 
sound-on-sound and MOD display and edit tasks consists of 
thr~e parameters for each note. These parameters are: note 
start time, pitch and duration; and are packed into two 
consecutive 16 bit words to conserve storage. Parameter 
packing and unpacking routines are provided to facilitate 
the reading and writing of table entries. The COMMON area 
used for the MOD note table is shown in Table 3.4. 
Note start time, measured in samples (or equivalently 
in centiseconds because of the 100 Hz sample rate used), is 
allocated 16 bits and occupies the first word of each 
entry. The time origin is aligned to the start time of 
the first note in the table, and all note entries occur 
in chronological order SO that start times increase 
monotonically. For convenience, all start times are 
positive so that effectively only 15 bits are utilised. 
This convention places an upper limit of 5.46 minutes 
on start time values before overflow occurs. While this 
limit can be doubled by including negative values (i.e. 
by defining the time origin as _(2 16 _1) rather than 0) 
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the restriction of table storage to 2000 words or 1000 notes 
is usually a more severe limitation. 
Note pitches are encoded in 7 bits, using the code 
defined in Table 3.3. This corresponds to a labelling of 
the piano keyboard in pitch-ascending order. Since this 
representation is isomorphic to the keyboard, it is 
independent of key signature or of any modulations which 
occur. 
Note durations are measured in samples, and encoded 
in 9 bits. This convention restricts the maximum duration 
permitted in any note entry to 511 samples, or 5.11 seconds 
at the standard sampling rate. This limitation is overcome 
by the use of multiple entries for notes exceeding this 
duration. Thus, when a note duration reaches 510 samples 
it is artificially terminated, and a new note entry started 
so that an overlap of several samples is provided. Utility 
routines are available to test for this condition and to 
calculate the effective total duration of any note, so that 
this "note breaking" effect is transparent. Since most 
notes are less than 5 seconds long p the storage advantaqes 
of the packed dat.a structure amply compensates for the 
additional control software complexity requireda 
Bar line markers are treated as a special note of 
pitch 1177 and zero durationa These are used in the TRAD 
transcription and display procedures described i.n Chapter 4, 
and are inserted using the MOD edit facilities discussed in 
Section 3.8. 
Figure 3.4 shows details of the MOD data structure 
bit utilisation, and illustrates the sequential rather than 
linked list nature of the table. This sequential structure 
provides significant economies in both storage and access 
time in comparison with a linked list structure (cf. 
Fredlund and Sampson, 1973). These advantages outweigh 
the inconvenience of having to shift substantial portions 
of the table when entries are inserted or deleted during 
editing - a disadvantage avoided by the linked list 
structure. However, the effect of this on edit task 
execution time is only small because of the use of fast 
ASSEMBLY language edit modules which efficiently perform 
the necessary table n~organisation. 
The data structure described above is similar to 
those used elsewhenL Knowlton (1971) uses a 20 Hz keyboard 
sampling rate and employs an incremental rather than 
absolute approach to start time measurement. Thus Knowlton 
stores the time interval between successive note start times. 
While this approach avoids the time measurement overflow 
problem mentioned above, it increases the complexity of some 
edit operations. Longuet-Higgins (1976) describes a 
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structure identical in concept to ours, but does not utilise 
parameter packing for storage efficiency. 
3.5 RECORD SOFTWARE 
The record software periodically samples the entire 
organ keyboard while it is being played, and constructs a 
table of note parameters in the MOD data format described 
in Section 3.4. This latter process is essentially an 
information transformation which severely reduces the 
redundancy inherent in the keyboard samples. A useful 
feature which is incorporated is software protection against 
keyboard switch noise and switchbounce. ASSEMBLY language 
is used for speed and because of the convenience it 
possesses for bit manipulation tasks. 
To achieve flexibility and to permit the sharing of 
software between the record and sound-on-sound tasks, the 
record process is divided into two software modules. The 
first (subroutine RECORD) initialises pointers and data 
areas, enables the 100 Hz interrupt clock which defines each 
keyboard sample instant, and samples the keyboard switches. 
Each keyboard sample interrupt causes the sequential input 
of four data words, each of 16 bits. Since successive data 
word transfers occur in a time interval which is much 
shorter than the 'interval between successive keyboard 
samples (approx. 10 ~s compared with 10 ms), all 60 bits can 
be regarded as being transferred in parallel, and keyboard 
sampling jitter can be neglected. Following the task 
initialisation, the keyboard is thus monitored until the 
first key is depressed. At this sample instant the time 
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origin is established and the record process formally 
commences. 
The four keyboard sample words are transferred to 
the second module (subroutine REC) which sequentially 
compares each bit with the corresponding bit of the previous 
sample to ascertain the current note status. The possible 
bit configurations and the corresponding note status and 
program action are summarised below: 
Previous 
Sample 
o 
o 
1 
1 
Sample Bit Configuration and Note status 
Current 
Sample 
o 
1 
1 
o 
Note State 
Note not played 
New note starts now 
Note continues 
Note ends now 
Action 
Look at next note bit. 
Initiate duration counter, 
start new table entry 
(store start time). 
Update duration counter. 
Terminate note entry 
(store duration and pitch) . 
When all 60 bits have been processed, REC returns 
control to RECORD which pauses until the next sample 
interrupt occurs. Bit processing is sufficiently rapid 
that about 90% of the total record processing time is spent 
in this pause. 
Since record is an open-ended task (in the sense that 
it has no intrinsic termination condition), it proceeds 
until the next command is specified on the teletype. Thus 
once every sample interval RECORD tests the teletype status 
for a pending co~nandQ and if present accepts it, terminates 
the record task, inhibits the sample clock interrupts, and 
completes all note-table entries and associated parameters. 
Control is then transferred to the::! mcH3t.er interpreter for 
execution of the specified commando 
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Switchbounce and noise protection i[; implemented 
within REC by delaying the commencement: and completion of 
note-table entries by several keyboard samples, until a 
valid note start or end is confirmed. Thus p a note start 
indication is assumed to be due to noise until its duration 
exceeds 5 samples. Similarly, a note end indication is 
assumed to be due to switchbounce until it has been "off" 
for 5 samples. If a switchbounce condition is detected, 
the duration counter is updated to compensate for the 
"missed" samples. This technique is more elaborate than a 
final note-table tidying operation (e.g. to delete all notes 
of duration less than 5 samples, or to bridge consecutive 
notes of the same pitch whose end and start times are closer 
than 5 samples), and requires a small intermediate storage 
buffer. However, if a final note-table tidying approach is 
used then each note which is affected by noise and/or 
switchbounce will require multiple note=table entries during 
the record process. Thus the effective storage area is 
reduced and premature tab Ie overflow may occur. 
3.6 PLAYBACK SOFTWARE 
The ASSEMBLY language playback software reads note 
start time, pitch and duration parameters stored in the MOD 
format data table and generates the successive 60 bit 
keyboard "samples" required to duplicate the keyboard 
performance. These keyboard samples are transferred to 
the organ latch bits to sound the notes currently played. 
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the organ latch bits and all negative words in the duration 
array are incremented. '1'he requirement that all MOD data 
entries in the note table occur in chronological order 
(cf. Section 3.4) simplifies the procedure which recognises 
t,he Ii note starts novJ" condit ion 0 
For convenience to the nSfH' u playback is terminated 
prematurely when the next command is entered on the teletype. 
This facility, together with the "Pun" command which 
specifies that playback commences at the start, of page n, 
gives the user considerable freedom in specifying the 
passages desired for playback. 
A pitch transposition feature which permits music 
originally recorded in one key to be played back in a 
different key is implemented in two v'Jays 0 'rhe command 
"T,+nQl or IIT,-n" (see Table 3.1) causes each note to sound 
n semi tones above (or below) the original pi t:ch g but leaves 
'the stored note table unaltered. lA global pitch 
t:r:ansposition factor which is set to ±n modifies the pitch 
of each notE:~ entry as the latter is read. The command "T g F" 
causes all stored pitch values to be modified and the 
t,ransposi,tion factor to be reset to zero. An additional 
command ("'I' I RIO) is provided to reset the transposi tion 
factor without modification of the note-table entries. 
cro avoid Gorlfnsion v successive applications of the "T p ±n" 
command modify the transposition factor relative to its 
current value p using algebraic addition. These 
transposition facilities apply also to the MOD display 
facility discussed in Section 3.7. 
The sound-an-sound feature permits the recording of 
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successive iOlayers" of music g by playing from one note table 
while simultaneously recording on to another. The playback 
controller performs the data initialisation and keyboard 
sampling normally done by RECORD, while REC is used to 
generate the additional note table from the keyboard samples. 
In this manner the playback and record sampling intervals are 
synchronised. The sound-on-sound task, like record g is 
terminated by the next teletype command. The new note table 
is then transposed by minus the current pitch transposition 
factor (to maintain subsequent parity between tables) g and 
the two tables are merged by juxtapositioning and sorting. 
The simple "bubble-sort" algorithm described by Page and 
Wilson (1973) is used to ensure that the requirement that 
note-start times increase monotonically is satisfied. While 
this sorting procedure can take up to 30 seconds under 
extreme conditions, it is normally completed within several 
seconds. The use of more sophisticated sorting algorithms 
such as the distributive methods "quicksort" and "monkey 
puzzle sort" (cf. Page and Wilson, 1973) is not considered 
to be justified, especially in view of the need for storage 
efficiency. 
The foot switch facility, described in Section 3.8, 
is used in conjunction with playback or sound-on-sound 
recording to identify time instants. This is achieved by 
testing the status of the foot switch once every sample 
instant. 
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3.7 MOD DISPLAY 
The MOD display facility provides a visual display 
of the stored note table in a graphical pitch/time notation 
which is isomorphic to the note parameters. Figure 3.5 
illustrates the notation and demonstrates several optional 
features. Notes are represented by blocks on a pitch/time 
continuum, with time and pitch as the horizontal and 
vertical ordinates, respectively. A conventional piano stave 
,set provides a pitch reference, and conventional notation 
pitch conventions are followed with the exception that black 
keyboard notes are positioned vertically midway between the 
adjacent white notes, and no account is taken of key 
signature or modulations. Since this pitch representation 
can lead to confusion between black and white note pitches 
because of the relatively small vertical displacements used, 
an optional feature is provided whereby black and white 
keyboard notes are represented by hollow and solid blocks 
respectively (Figure 3.5(b)}. A further option permits 
control over the block widths (Figure 3.5(c) and (d». 
Since time representation is continuous rather than discrete 
or parametric '(cf. conventional music notation g discussed in 
Chapter 4), no general provision can be made for 
justification (using this term in its typesetting sense). 
Thus, a note may extend past the end of a stave group. In 
this case it is "broken" at the stave group end p and 
continued on the next stave group. Initially, an ast:eri,sk 
marker symbol was used to identify such, broken not:es, but 
this convention has been abandoned as it: was, found to 
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confuse the display. 
Bar line markers (Section 3.4), if present, may be 
suppressed or displayed as a dashed vertical line. Text 
insertion and deletion facilities, described in Chapter 4, 
permit annotation of the display and the addition of accent 
marks. 
Changes to the effective time scale are achieved 
using the "V,n iU followed by "V,F" commands, which transform 
the note-table time parameters by the factor 1/n (cf. 
Section 3.6: Frable 3. 1). A facility to permi t alterations 
to the display time scale independently of the note table 
was considered but not implemented. The display scale is 
standardised at one centisecond per horizontal resolution 
element, or about one second per 2.0 cm. Thus the effective 
length of a stave group is 7.36 seconds. 
The use of a storage rather than refresh display 
oscilloscope-dictated the use of a fixed page display, 
rather than the moving scroll display used by Ashton (1970). 
This led us to abandon the idea of implementing a real-time 
display which is generated simultaneously with the record 
ldSk, despite the technical feasibility of so doing. Since 
most display and edit applications require the fast display 
and random page access facilities provided, the development 
of an additional real-time display mode was not considered 
to be jus fied. 
The display software, which is in ASSEMBLY language, 
is organised in three modules. These control the drawing 
of an entire page, the generation of symbol placement and 
length parameters, and the drawing of note block symbols. 
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The concept. of an "invisiblE~ display" g whereby note display 
parameters are generated but symbol drawing is suppressed, 
permits the use of the display software for other tasks 
and is implemented using global steering flags. Thus, a 
particular note which is pointed ·to by the joystick for some 
edi t operation (Section 3.8) is loca.ted by comparing its 
display co-ordinates with the sampled joystick co-ordinates. 
Similarly the first note on a given page is identified by 
the sequential "invisible" display of previous pages, so 
that random access to individual pages is permitted for 
display or playback (cf. "S,n" and "P/n" commands, Table 3.1). 
This latter facility requires the invisible display rather 
than a stored table of pointers, because the time 
co-ordinate or t:he page st.art. is not in general equal to 
the start time of the first note, and because "broken" notes 
which continue from the previous page may exist. 
The display control module (subroutine SCORE) is 
responsible for setting the display mode flags and 
initialisinq new page parameters, for locating the first 
note on the required page (using subroutine PAGENM), and 
for generating the display stave lines and numbering the 
pnCjc (usin9 subroutine s']'VDw1). The note display procedure 
is controlled by sliliroutine XYGENM, which generates for each 
note in turn the co-ordinates and length of the note block 
symboL Each block symbol is drawn by subrout.ine N'I'DRWM 
which uses the vector drawinq software described in 
Section 4.5.4, and which takes into account the block width 
and hollow/solid symbol options men"tioned above. The 
pllt'nmc,ters of "broken" note blocks are stored in a small 
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circular buffer by XYC;ENM, and at the beginning of each new 
stave group the continuing note blocks are drawn. Bar line 
markers, if present, ay~ decoded and drawn as dashed 
vertical line s by N'l'DRli\!lVL 
Typical page display times are 2 to 3 seconds. 
3.8 EDITING FACLLI'rIES 
Comprehensive t facilities permit indi.vidual 
notes, chords or entire sections of music to be altered, 
inserted or deleted. This editing may be effected using 
the MOD display and joystick or playback and foot: switch to 
specify the notes, chords or sections which are to be 
changed. As discussed in Section 3.2 Buch edit processes 
are called "performance editing" because tJley are manifest 
in the correspondinq sounded music. 
Table 3.1 lists the edit facilities available and 
the required user action. Edit task mnemonics which use 
the display joystick are "c" (chanqe) p "D" (delete) and" I iO 
(insert), while tJle subsequent alpha,numeric argument (s) 
speci fy tiw parameter (s) which are t.O be changed. When an 
edl t task is t'(~coqnised by the mast~e:r in'terpreter the edi t 
con t ro 1 in to r~)Tetey~ (s ubrout ine EDl'r) JS called and the 
joystick ell. n"Jor co~o:cdina tes aren,ad" f~ ubrou'cine EDI'1' t.hen 
decodes the argument (s) and s upervi S("'!> )' he speci fied task 0 
When the task ,h,; completed the comput,f'.rtypes "<~iO and 
accepts and interprets the next user command. Non-edit 
commands cause control to return to the master interpreter. 
I.f an error condition is encoutered, for example a note is 
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not located at the specified joystick position, the computer 
types "?II together with a short error message such as "NOTE 
NOT LOCATED". The current task is then aborted and the next 
command is accepted. To simplify the command mnemonics, 
operations on notes and chords are specified using the same 
command. When the note currently pointed to is located, 
it is tested for chord membership using the criterion that 
another note must exist such that the difference in start 
times is less than 5 samples. If chord membership is 
detected, the user specifies whether the current operation 
refers to the note specified or to the entire chord, by 
responding "y" or "N" to the request "NOTE OR CHORD?". 
This concept of hierarchal levels of command interpretation, 
with operator response at appropriate points, is used 
extensively throughout the system. It has been found to 
simplify the command structure and interpretive software 
as well as increasing the flexibility and convenience to 
the opera tor. 
Most edit operations conveniently subdivide into 
distinct modules which are common to several tasks. This 
intrinsic modularity has been utilised so that at the 
control level the execution of an entire edit command 
reduces to a sequence of subroutine calls. Thus o modules 
are available to read the joystick co-ordinates, locate the 
note pointed to using the EDIT DISPLAY mode (cf. Section 
3.7), test for chord membership, delete individual notes 
comprising possibly multiple data entries (cf. Section 3.4), 
delete individual data entries, specify new note pitch(es) 
by sampling the organ keyboard, insert new notes, etc. 
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Further detail here is not warranted - the interested reader 
is referred to the software listings which are extensively 
documented. Copies are held in the Computer Laboratory of 
the Electrical Engineering Department. 
Insertions of notes, chords or sections are handled 
by setting up the new note entries in a separate data table, 
and invoking the juxtapositioning and sorting modules used 
in the sound-on-sound task (Section 3.6). This approach is 
also used in the change pitch command ("C,p") - thus the 
existing note(s) are deleted, the new pitch(es) entered via 
the organ keyboard, and the corresponding new note(s) 
inserted. This method permits a note or chord to be 
replaced by a different chord, so that the number of notes 
as well as pitches are altered. 
Operations on sections use time instants rather than 
note pointers to specify the section parameters. This 
permits complete generality, because note portions or 
arbitrary time sections can be inserted or deleted. Time 
parameters are calculated using the temporal isomorphism 
between the sounded music and corresponding display, or 
using the footswitch in conjunction with playback. Two 
options exist within the "delete section" task - the section 
time. interval can be completely deleted and the start times 
of all subsequent notes adjusted by subtracting the section 
duration, or the notes within the section can be deleted, 
leaving a silent interval. These options are specified by 
the operator response "yn or liN" to the request "CLOSE THE 
GAP AFTER DELETING SECTION?". A sound-on-sound section 
insertion facility which creates a time interval complements 
d d f . I' t' The "0, I" the straightforward soun -on-soun aC1 1 1es. 
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(or alternatively IUP,I") command causes playback to occur 
until the foot switch is first depressed, or the first note 
played manually on the organ keyboard. The time instant 
thus specified defines the start of the new section, and 
playback ceases. The record task immediately commences, 
and proceeds until the foot switch is next operated. 
Playback then re-commences. Before the new and old note 
tables are merged, the original table is modified by 
retarding the start times of all entries which commence 
later than the inserted section start time. 
The insertion of bar line markers, which are required 
for the TRAD display transcription (cf. Chapter 4), are 
inserted either using the "I,BL" command with the joystick 
and display or using the "B" command with the foot switch 
and playback. They may also be entered using the foot 
switch during the record session, but this method is not 
used as widely as expected because most pianists experience 
difficulty in accurately synchronising their feet and 
fingers. Of the available insertion methods, the joystick/ 
display method is the most widely used. For user 
convenience, this method incorporates a multiple bar line 
entry facility. Thus, the first marker is inserted at the 
joystick position when "I,BL" is typed, and subsequent 
markers are inserted each time the "RETURN" key is depressed. 
This multiple bar line insertion facility terminates when 
the next command is entered. 
The edit facilities discussed above parallel or 
extend those available with a conventional tape recorder, 
but with considerably enhanced convenience and control. 
Thus, time resolutions down to a centisecond dre P0tlti i bit'. 
Response times for all commands are of the order of a 
second, and rapid checks on the resultant note table may 
be performed visually or aurally. Time reversal has not 
been implemented for general use because of a lack of 
demand - it is incorporated as a retrograde permutation 
with Susan D. Frykberg1s composition aid (cf. Section 3.1). 
Facilities for concatenating or juxtapositioning individual 
sections have not been developed because this can be done 
using sound-on-sound. In addition, juxtaposition of 
individual sections may be unsatisfactory for the user 
because of the need to specify registration -markers, and 
because of inevitable tempo differences. 
The preceding comments are not intended to imply 
that the Piano Typewriter system can universally replace 
a tape recorder. However, for those applications where 
note timbres and pitches can be generated or controlled 
separately from note temporal characteristics then the 
comments of the previous paragraph apply. This is 
particularly pertinent to the development of computer-
controlled music synthesisers. 
3.9 SOF"I'WARE ORGANISATION 
Core storage restrictions dictate the use of a multi-
phase system which employs successive phase overlays by 
special executive routines in conjunction with the disc 
operating system. The design of this phase overlay system 
is simplified because both data and global system parameters 
may be retained in core in cormoN data area. 'NiUs only 
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executable programs in core image form need be loaded from 
disc. This approach has resulted in global storage 
conventions which are summarised in Table 3.4. About Sl< of 
the total available 16K words core storage is used for datil 
and sys tern variables. Table 3.5 summarises the can t.Em ts 
and function of each core-image phase. 
Phase overlays are controlled by the master 
interpreter u ·through a small mainline routine which occupies 
approximately '230 words and which is common to all phases. 
Modification of these two programs to accommodate new phases 
is straightforward, so that the entire system can be 
conveniently and rapidly interfaced to other programs which 
have been developed separately. Thus u the cormnands "Mil u "Iill 
or "L", which refer to tasks in Lamb's (1977) music analysis 
and teaching system, cause that system to be loaded into 
core and executed. Similarly commands prefixed by"." and 
.. #" cause control to be transferred to Miss Frykbex.'g' s 
composition aid or Vaughan's (1977) digital synthesis system p 
respectively. These systems are programmed t.o return to the 
master interpreter when the appropriate command is entered 
by the user. In this way the transition betwe(~nthe various 
systems is transparent to the user. The flexibilit;y of the 
master control int!c~J~'preter and phase overlay executive 
sys tem permi 1:8 trw Piano Type\,rci ter to be regarded as a 
gene ral~purpose operating sys tern for mus ie orient:ed programs. 
Some programmi.ng difficulty is experienced "ifJhcn 
nested subroutine calls require intermediate phase overlays, 
since this causes the subroutine return address to be 
destroyed. Wi.th ASSEMBLY language modules, return addresses 
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are easily accessible and may be saved in a COMMON area for 
subsequent restoration. This approach is not convenient 
with FORTRAN programs. In consequence many programs are 
designed with multiple entry points so that a return is 
effected by a CALL •.. rather than a RETURN statement, 
and the return address is not required. 
The master interpreter uses both STATE and OPTION 
parameters. OPTION parameters are altered by the "X" 
command (Table 3 0 1) and are used as control steering 
variables (e.g. MOD or TRAD display option). STA'rE 
variables are used for internal housekeeping operations v 
such as keeping track of which phase is currently 
operational u or testing for illegal command sequences. 
3.10 CONCLUSIONS 
The interactive Piano Typewriter system described in 
this chapter provides a useful interface between a musician/ 
composer/teacher/student and a digital computer. It permits 
sounded music to be conveniently entered into and played 
back by the computer using an electronic organ, provides 
flexible display and edit facilities u and incorporates 
efficient storage of the music. It is oriented to the needs 
of musicians u composers, teachers and st.u.dents by utilising 
media with 'iJ'J'hich they are already (or: can rapidly become) 
familiar. This permits them to approach the system Vii th a 
sense of convenience. Two complementary display notations -
MOD and TRAD (this latter is the subject of Chapter 4) -
enhance this convenience. 
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The aim throughout the development of the system has 
been to complement rather than supplant the creative human, 
by providing useful musical tools. This concept is 
reflected in the terminology "piano typewriter", and in the 
fact that the computer on which the system is implemented is 
essentially transparent to the user. Nevertheless the 
"music operating system" design does permit, if so desired, 
the incorporation into the system of computer programs 
developed specially by the user. The work by Lamb (1977), 
Susan D. Frykberg, and Vaughan (1977) has been included in 
this manner to provide additional facilities. 
The system is used for teaching music theory and 
keyboard practice, administering aural tests, composing 
music, and generating traditionally notated music scores 
(Tucker et aZ., 1977). The comments and reactions of the 
composers, teachers and musicians who have seen or used the 
system have been very encouraging, and many of their 
suggestions have been incorporated. 
TABLE 3. 1 
SUMMARY OF COMMANDS 
Where subsequent action is required by the operator, 
a short prompting message is typed. 
PART A 
R 
P 
Pin 
V,n or 
V,reS or 
V,. s 
V,R 
V,F 
o 
Or n 
S 
S,n 
N 
T,+n 
or 
T,-n 
MOD DISPLAY OPTION 
Record music played on organ keyboard, 
until next command is entered. 
Playback, starting from beginning. 
Terminate when end of piece is reached, 
or when next command is entered. 
Playback, starting from page n. 
(n a positive integer). 
Speed up playback by factor n 
or r.S or .s (note-table is unaltered). 
(n a positive integer, r.s and .s are 
positive decimal numbers). 
Reset playback speed to original value. 
Fix playback speed by modifying note-table 
time values. Set playback speed factor to 
standard value. 
Sound on sound (Overlay). Playback is 
preceded by a 3 sec. lead-in, with 
3 "beeps" at 1 sec. intervals. 
Simultaneously, record from organ 
keyboard. Terminate when next command is 
entered. 
Overlay, but start playback from page n. 
Display score in MOD notation, 
starting at page 1. 
Display page n in MOD notation. 
Display next page. 
Transpose by +(-)n semitones, relative 
to present transposition factor. Note-table 
pitch values are not altered. (Transpose 
commands apply to both display and playback.) 
Fix transposition, by modifyinq note~table 
pi tch values and set.tinq ·tran.:::;posi tion factor 
to zero. 
Reset transposi tion fact:or t.O zero. 
61 
F, Nl\MEXX 
GpNAMEXX 
$W 
$R 
$I, 
II 
M 
L 
( " ., 
:ftc 
A 
TABLE 3.1 (Continued 7) 
Change options. Current options are 
displayed, together with a list of all 
available options. 
Create a disc file named NAMEXX and 
store all note-table and text-table 
data, as well as existing options. 
Get disc file named NAMEXX and overwri te 
all existing note-table and text-table 
data and existing options. 
Create (write) a paper--t:ape dwup of 
all data, as for disc file facility. 
Read a paper tape of all daLa, 
as for disc file facility. 
List data type (MOD, rrRAT)) and 
data table on teletype. 
Transfer control to Harmonise 
module controller. 
(M. R. Lamb I s system -" see Sec-tion 3.9). 
Transfer to Mark module controller. 
(M.R. Lamb's system - see Sec,tion 3.9). 
Transfer to Learn module controller. 
(M. R. Lamb v s system - see Section 3.9). 
Transfer to Interactive Inspiration 
module controller. (c is any valid 
command handled by the 1. 1. Controller). 
(S.D. Frykberg's system - see section 3.9). 
Transfer to Digital Synthesiser-Organ 
module controller. (c ir., any valid 
command handled by D.S.O. controller). 
(R.G. Vaughan's system - see section 3.9). 
Delete all existing bar-lines, 
and insert new bar lines 
using sound-on-sound fac:1,lity. 
Exit. (Transfer cont.rol t:o 
Monitor operating system). 
Roundoff. As for TRAD roundoff 
(note start times and durations 
arc aligned), but MOD data format 
is retained. 
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P,! 
or 
0,1 
P,D 
or 
0,0 
D 
D,S 
D,B 
D,BL 
D,L 
D,O 
D,P/ 
D,/P 
D,P 
0,/ 
D,T 
TABLE 3.1 (Continued 3) 
MOD EDIT FACILITIES USING PLAYBACK 
AND FOOTSWITCH 
Insert section using playback with overlay. 
New section starts when footswitch is first 
pressed, or when first note is played on 
organ keyboard. New section ends when 
footswitch is next pressed. Playback ceases 
during new section insertion and recommences 
where it stopped when new section ends. 
Delete section using playback. 
Deleted section start and end times 
are defined by footswitch operation. 
Time gap corresponding to deleted 
section may be kept or deleted. 
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MOD EDIT FACILITIES USING DISPLAY AND JOYSTICK 
Delete note or chord. 
(Start of note is pointed to) . 
Delete section. (Section start is 
pointed to) . (Section end is next 
pointed to and "E" typed). 
Time gap corresponding to deleted 
section may be kept or deleted. 
Delete bar. 
(Anywhere in bar is. pointed to). 
Delete all bar lines. 
Delete all little notes. 
(Smallest valid note duration 
is entered next) . 
Delete the shortest of all overlapping 
notes (i.e. leave "melody"). 
Delete section from start of page 
to "here" (specified by joystick). 
Delete section from "here" to end of page. 
Delete section from start of page 
to end of page. 
Delete from "here" to end of piece. 
Delete text message. 
(First character in message is pointed to). 
C,P 
C,S 
C,D 
I 
I,BL 
I,T 
TABLE 3.1 (Continued 4) 
Change pitch of note or chord. 
(Start of note, or a note in the chord, 
is pointed to). Play new note or chord 
on organ keyboard - a half second time 
interval fram start of first note played 
to sample instant is allowed, to 
compensate for note start time variations 
in new chord. Number of notes in new 
chord may be different to number in 
original note or chord. Note start time 
and duration of note pointed to are used 
in new note or chord entries. 
Change start time of note or chord. 
(Start of existing note is pointed to). 
(New start time is next pointed to, 
and "s" typed). 
Change dUration of note or chord. 
(Start of note is pointed to) • 
. (New end time is next pointed to, 
and "E" typed). 
Insert a note or chord. 
(New note start is pointed to). 
New end time is next pointed to, 
and "E" typed, then note pitch(es) 
played on organ keyboard. 
Insert a bar line. 
(Bar line X position is pointed to). 
Subsequent bar lines are inserted 
each time the "RETURN" key is 
depressed, until the next command' 
is entered. 
Insert text. 
(First character posit1on is pointed to). 
Character size is entered on teletype, 
then message is typed. Audible "beep" 
warning is given when end of line is 
nearly reached. 
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PART B 
s 
J,n,m 
D or 
D,N 
DpR 
DpA 
D,B 
O,T 
O,L 
C,P 
C,O 
C,X 
c,s,U 
'I'ABLE J. 1 (Continued 5) 
rrRl\.D DISPLAY OPTION 
Display (Score) in TRAD. If data format is 
MOD, se'c up time and key signatures and check 
that bar lines exist. If no bar lines are 
present, get operator to insert them using B or 
I,BL commands. Perform roundoff and daLa format 
conversion to TRAD data form. When THAD dat:a 
form exis ts, display page 1 in TRAD notation. 
Justification control. Line n on current 
page is required to have m bars in it. 
(n,m are positive integers). 
De lete note. 
(Note head symbol is pointed to). 
Delete rest. 
(Rest centre is pointed to). 
Delete accidental. 
(Accidental syniliol is pointed to). 
Delete bar line. 
(Bar line top is pointed to) . 
Delete text message. 
(First character is pointed to). 
Delete link (beam). 
(Any note in the beamed cluster is pointed t:o). 
Change pitch of note or rest. 
(Note head or rest is pointed to). 
New pitch value is entered from teletype. 
Change duration of note or rest. 
(Note head or rest is pointed to). 
New duration value is entered from tel(~t_ype" 
Change key signature. 
New key signature is entered from teletype. 
Change time signature. 
New tirne s1.qna-ture is entered from teletype. 
Change X co-ordinate of note or rest. 
Note head or rest is pointed to. 
(New symbol position is next pointed 
to I and "RETURN" key pressed). 
Change specified note stem direction to up. 
Stem length is not changed. 
C,S,D 
C,S,L 
C,N,T 
C,N,B 
. C,N,R 
C,4,S 
C, 4,A 
C,4,T 
C,4,B 
I,T 
I,L 
I,U 
1,N 
I, R 
I vA 
TABLE 3.1 (Continued 6) 
Change specified note stem direction to down. 
Stem length is not changed. 
Change specified note stem length. 
(New stem end position is next pointed 
to, and .. RETURN" key pressed). 
Simultaneous changes of stem length 
and direction are thus possible. 
Change specified note type to treble. 
(Note pitch will be subsequently 
drawn relative to treble clef). 
Change specified note type to bass. 
(Note pitch will be subsequently 
drawn relative to the bass clef). 
Change note into rest . 
(Note head is pointed to). 
Set to 4 part harmony type S. 
(Treble clef, tail up). 
Set to 4 part harmony type A. 
(Treble clef, tail down). 
Set to 4 part harmony type T. 
(Bass clef, tai 1 up). 
Set to 4 part harmony type B. 
(Bass clef, tail down). 
Insert text. As for MOD command. 
Insert link (beam). First note in 
cluster is pointed to. Middle and end 
notes are subsequently pointed to. 
Insert a unison note. 
(Lonely note is specified). 
6n 
Insert a note. A reference note is pointed to. 
New note is inserted in same chord as reference 
note, or a new chord is started to left or right 
of reference note. Pitch and duration are 
specified from the teletype. 
Insert a rest. Same as for I,N 
but rest is inserted. 
Insert accidental. Note head is pointed to. 
Accidental type is specified from teletype. 
INPUT 
TABLE 3.2 
640 AND I/O CONTROLLER ACTION 
SEE ALSO FIGURE 3.3 
67 
On execution of instruction 0.1 DEVNO, the device number 
DEVNO (bits 8-15 of Instruction Word) is put on to the 
Address Lines, and the DIL is raised. Each device compares 
the Address Lines with its device number. The device 
finding agreement enables information on to the data bus, 
and then raises its DRL. The 640 samples the data lines 
and lowers the DIL. The device then lowers the DRL, and 
the 640 continues program execution. 
The controller action is summarised by: 
ADROK = 1 IFF ADR = DEVNO (Address Decoded OK) 
DIOK = ADROK • OIL (Controller recognises 
input required, this 
device) 
DTI (I) = K (I) • DIOK (Data for CPU is gated 
on to bus) 
DRL = DIOK (Device flags CPU) 
OUTPUT 
On execution of instruction DO DEVNO, the device number 
DEVNO is put onto the Address Lines, and the data in the A 
register is put on to the Data Lines. The DOL is then 
raised. Each device compares the address lines with its 
device number. The addressed device samples the Data Lines, 
nnd then raises the DRL. The 640 lowers the DOL, the device 
lowers the DRL, and the 640 resumes program execution. 
ADROK = 1 IFF ADR = DEVNO (Address Decoded OK) 
DOOK = ADROK • DOL (Con tro ller recognises 
output required, this 
device) 
N I (I) = DTO(I) • DOOK (Data from bus is accep"ted) 
DRL - DooK (Device flags CPU) 
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TABLE 3.3 
PITCH ENCODING TABLE 
Note Pitch Pitch Code Note Pitch Pitch Code 
AO 1 F4 1-l5 
A#O 2 F#4 46 
BO 3 G4 47 
C1 4 G#4 48 
C#1 5 A4 49 
D1 6 A#4 50 
D#1 7 B4 51 
E1 8 C5 52 
F1 9 C#5 53 
F#1 10 05 54 
G1 11 0#5 55 
G#1 12 E5 56 
A1 13 F5 57" 
A#1 14 F#5 58 
B1 15 G5 59 
C2 16 G#5 60 
C#2 17 A5 61 
02 18 A#5 62 
0#2 19 B5 63 
E2 20 C6 64 
.F2 21 C#6 65 
F#2 22 06 66 
G2 23 0#6 67 
Gi2 24 E6 68 
A2 25 F6 69 
A#2 26 F#6 70 
B2 27 G6 71 
C3 28 G#6 72 
CH3 29 A6 73 
D3 30 A#6 74 
D#3 31 B6 75 
E3 32 C7 7b 
F3 33 C#7 77 
F#3 31~ 07 78 
G3 35 0#7 79 
G#3 36 E7 80 
A3 37 F7 81 
A#3 38 F#7 82 
B3 39 G7 83 
C4 40 G#7 84 
C#4 41 A7 85 
D4 42 A#7 86 
0#4 43 B7 87 
E4 44 C8 88 
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TABLE 3.4 
COMMON AND ZONE-ZERO STORAGE CONVENTIONS 
AREA NAME LENGTH (WORDS) 
ZONE-ZERO 128 
TABLE/LIST1 2000 
TABLE/LIST 2 2000 
SCRTCH/DUMMY 200 
YODEL/VOICE 200 
PAGET/NPAGE 80 
o ROE R/ANS 80 
TTATR/ITEXT 160 
STATEV/STATE 5 
STATEV/OP'l' ION 10 
USE 
GLOBAL SYSTEM FLAGS 
MOD NOTE TABLE 
SECONDARY NOTE TABLE (TRAD) 
SOUND-ON-SOUND TABLE (MOD) 
PRIMARY NOTE TABLE (TRAD) 
MISCELLANEOUS BUFFER 
MISCELLANEOUS (MOD) 
NOTE LINK BUFFER (TRAD) 
MISCELLANEOUS (MOD) 
PAGINATION TABLE (TRAD) 
TELETYPE INPUT 
DISPLAY TEXT TABLE 
ST1\TE VARIABLES 
OPTION VARIABLES 
FURTHER DETAILS ARE GIVEN IN THE SOFTWARE DOCUMENTATION 
PHASE NAME 
PIAN01 
PIAN02 
PIAN03 
PIAN04 
TRADT1 
TRADT2 
TRADT3 
TABLE 3.5 
CORE-IMAGE PHASES - FUNCTIONAL LAYOUT 
FUNCTIONAL MODULES PRESENT 
MASTER INTERPRETER 
RECORD 
PLAYBACK 
SOUND ON SOUND 
EDITING USING FOOTSWITCH 
SET TRANSPOSITION FACTOR, 
PLAYBACK SPEED 
MASTER INTERPRETER 
MOD DISPLAY 
MOD EDIT 
MASTER INTERPRETER 
CONVERSION FROM MOD TO 
TRAD DATA BASE (CHAPTER 4) 
MASTER INTERPRETER 
DISPLAY AND SET OPTIONS 
DISC FILE I/O 
PAPER TAPE I/O 
(MOD AND TRAD) 
(SEE CHAPTE R 4) 
TRAD INTERPRETER 
TRAD DISPLAY CONTROL 
TRAD JUSTIFICATION 
TRAD EDITING 
(SEE CHAPTER 4) 
TRAD SYMBOL DISPLAY 
."~ 
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MEDIUM SIZED DISC STORAGE 
~ DIGITAL COMPUTER DIGITAL r- INTERFACE MAGNETIC 
TAPE I/O 
, 
TELETYPEWRITER PAPER TAPE I/O HEADPHONES , 
, ~. t , " , I \ I 
" 
I 
ORGAN SOUND " I ~ \ I 
" 
I 
UNIT 
" 
I 
"-
, I 
" 
, I JOYSTICK 
. 1 " , " + " " , ........ POINTER ... 
... ~ 
H " 
... 
'4 ... 
KEY BOA D T'I TEACHER/ f.-"; 
~ 
ORGAN ~ 
" , STU DENT/ 
1 COMPOSER/ STORAGE 
... " 
PERFORMER/ f.c------ -- I--
... COMPOSITION OSCILLOSCOPE DIGITAL " "'" ~ 1.-" ~ SYNTHESISER I 
I I \ I t / I I / \ / I I \ HARD COpy I I I \ 
- I I I \ UNIT 
WAVE SHAPE/ / I I ~ i I I I 
'+ ENVELOPE IP-' 
I I 
I I 
SPECIFIER I I MUSICAL I I 
I I INSTRUMENT I 
I I 
I I 
/ I 
.J , 'II; 
FOOT 
SWITCH POTENTIOMETERS 
TIMING / AND 
CONlROL 
I 
LOGIC ANALOGUE t PITCH 
INTERFACE INTERFACE ESTIMATOR 
1 
F 3. 1 Block diagram of the 
YOUR CURRENT OPTION 
INDI ATED WITH 
1 A * OPGAN CONNECT ~ 
B ORGAN NOT CONNECT D. 
2 A * MODERN NOTATION. 
B TRADITIONAL NOTATION~ 
3 A * DISPLAY STYLE 1. 
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(BLACK, WHITE NOTES SAM ). 
B DISPLAY STYLE 2w 
(WHITE NOTES SOLID 
BLACK NOTES HOLLOW). 
4 A * NOTE WIDTH SI E 3. 
B NOTE W IDTH OF OTH I 
5 A * BAR LINES DrSPLA 
B BAR LINE NOT DRAWN 
SPECIFY NEW OP I UI 
·'RETURN" 1 ALL RE OK 
Figure 3.2(a) Display showing the options available, 
MOD notation selected. 
YOUR CURRENT OPTIONS ARE 
INDICATED WITH • 
1 A ORGAN CONNEC • 
8 ORGAN NOT CONNECTED. 
2 A MODERN NOTATION. 
B * TRADITIONAL NOT~TION9 
3 A DISPLAY FORMAT 1. 
(SINGLE VOICE ER CLEF)~ 
B D1 PLAY FORMA • 
(PIANO MUSIC). 
C * DISPLAY FORMAT ~. 
(4 PART HARMONY). 
4 A TEM LENGTH 51 39. 
B STEM LENGTH OF OTHER SIZ 
PECIFY NEW OPTION REGUI ED, 
e. RE TlJRN .~ I F ALL ARE OK ~ 
Figure 3.2(b) Display showing the options available, 
TRAD notation selected. 
7] 
ORGAN UNIT 
4V 
Q ~~IITCHES 
ORGAN KEYBOARD 
(4 OCTAVES) 
K(I) K(I) 
NOT f-----
(48 BITS) 
N (I) 
'---- NOR 
'-------=-=-rI (4 8 BI T S ) K(I) 
"----,.----' 
K(I) .OR.N(I) 
2S V 
( PO\·lER INTP.RFACE 
4 V + 25 V 
(INVERTS) 
K(I) .OR.N(r) 
= NOTE (1) 
(48 NOTES) 
PIANO-MATE 
ORGAN UNIT 
48 NOTES 
I---
>-
N (I) 
(BITS 
1-16) 
N(I) 
(BITS 
17- 32) 
I 'N(IJ_ 
(BITS 
33-48) 
AUDIO 
OUTPUT 
I/O CONTROLLER 
(BITS 1-16) 
(BITS 17- 32) 
K(J) 
(BITS 33-48) 
DRL 
LATCH 
INPUT 
DEVICE 
'33 
DRL 
DTI 
DII, 
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640 I/O BUS 
CONTROLLER ~A~D~R~_~~ INPUT 
INPUT 
DEVICE 
'34 
CONTROLLER 
JNPlIT 
DEVICE 
, 35 
CONTROLLER 
OUTPUT 
DEVICE 
BUS 
ADR ADDRESS (8 BITS) 
~~ ----~~~-~,-----~---~ 
DIL INPUT (1 BIT) 
DTI 1 DATA (16 BITS) 
DRL DEVICE READY 
(1 BIT) 
ADR 
~, 
DTI 
DRL I 
I----IO>-----J 
DRL 
DTO 
(16 '33 OOL 
N' (I) ADR OUTPUT 
BUS BITS) 1----....-----1 CONTROLLER I--.:.::..:c'------l 
-----...1. I 
DRL 
OUTPUT I-Ac:.D=cR"----__ -O'---+--+--f.-A-D-DRES S (8 BITS) 
-
LATCH DEVICE ._ ~ ___ --I-______ --+--+-O':::U2'~il.J3IT) 
(16 , 34 ~. 1_0--_ DATA (16 BITS) 
BITS) /-:c.N_'.;,;( 11-')'--.--< DRL DEVICE RF:ADY CONTROLLER 1-=-::.:=--.---1- /--1-- -- (1 BIT) 
DRL --
OUTPUT L-ADR ____ 
LATCH DEVICE 
_DO~ __ 
(16 ' 35 mo 
BITS) N' (I) CONTROI,LER DRL , 
L-
Figure 3.3 RTL I/O Interface and organ - schematic 0 
See also Table 3.2. 
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~) W2 (1) W1 (2) W2 (2) ••• W1 (I) W2 (I) •..• W1 (N) W2 (N) 
t 
ALIST1 
(POINTER TO 
TABLE START) 
t t 
ENTPNT 
(POINTER TO 
I'TH ENTRY, 
FOR EDIT 
OPERATION) 
ALIST 1 + TABEND - 1 
(POINTER TO 
TABLE END) 
(TABEND = 2N-1) 
EXPANDED VIE~J 
[ 
WORD 1 
BITS 0-15 = STlME 
(NOTE START TIME, 
CENTISECS) 
Figure 3.4 
WORD 2 
[ DURAT PITCH 
BITS 0-8 = DURAT 
(NOTE DURATION, CENTISECS) 
BITS 9-15 = PITCH 
(NOTE PITCH = SEE TABLE 3.3) 
MOD data structure, showing the 
~equential table form and 
illustrating parameter packing. 
0 --
~ ~ 
, 
~ 
.. 
Figure 3.5 
( a) 
(b) 
( c) 
( d) 
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(b) 
-
:=J 
-
e 
r 
.. 
I 
--
-- -I 
Example of MOD display. 
Display option 3A. (Black and white keyboard 
notes not distinguished). Standard note "block" 
width. 
Display option 3B. (Black and white keyboard 
notes distinguished). Standard note liblock" 
width. 
Display option 3A, narrow note 91blockslU. 
Display option 3A, wide note "blocks". 
CHAPTER 4 
CONVENTIONAL MUSIC NOTATION - TRANSCRIPTION, 
DISPLAY AND EDITING 
4.1 INTRODUCTION 
The MOD music notation which is described in 
Chapter 3 is ideally suited to those applications which 
require nuances of performance or tempo to be depicted. 
Such applications include teaching keyboard technique 
(Tucker, Bates, Frykberg et aZ., 1977), displaying and 
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manipulating music during the composition process (Frykberg 
and Bates, 1977), and editing music which is to be performed 
under computer control (e.g. by electronic synthesiser). 
However, despite its advantages of simplicity and 
isomorphism with the corresponding aural music, MOD is not 
suitable as a performance notation for use by musicians. 
As Read (°1974) observes while commenting on similar 
notations, reading such music requires complete re-education 
of the eye. 
The conventional music notation has evolved over 
centuries into a highly efficient symbolic representation 
of sound sequences (Gamble, 1923; Ross, 1970; Read, 1974). 
Consequently .i t is oriented specifically towards the 
performance of music by human performers, and most musicians 
(at least those of Western civilisations) are trained in its 
use. Thus, the range of applications of any computer~aided 
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music facility can be significantly enhanced if TRAD display 
is incorporated. Moreover, for such a system to be widely 
used and accepted by musicians, it must be able to produce 
written music in a notation which is acceptable to them. 
Historically, the initial aim of this project was to 
develop a fast music transcription system which produces 
TRAD music typescript of a standard suitable for subsequent 
printing by photo-lithography (Tucker, 1972). As mentioned 
in Section 3.1, the main difficulty encountered by the 1972 
undergraduate project was the development of a reliable 
music input system using the pian%rgan keyboard. 
Once this technical problem was overcome the inherent 
difficulties associated with transcribing the recorded 
information into a form suitable for TRAD display became 
apparent. These problems arise from several sources. 
Firstly, it is difficult for even a skilled pianist to play 
accurately and'consistently, so that note durational values 
can be recognised directly. This is called the "roundoff" 
problem, because its solution requires a "rounding off" 
procedure which reduces or eliminates the temporal 
variations between the actual and nominal start times and 
duration values of different notes or chords. These nominal 
values are called the Ii ideal" value s, since they correspond 
to a perfectly literal performance during the record 
process. Secondly, TRAD notation is not isomorphic to an 
"ideal" performance. Numerous notational conventions exist 
which aid the human performer but are not reflected in the 
corresponding aural music. Examples of such notation 
conventions are ties and ledger lines, the directions of 
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note stems and tails I the grouping of: no'tes by beams, and 
the assignment of accidentals which distinguish enharmonic 
equivalents. 
The initial approach to the "roundoff" problem was 
to use a variable speed keyboard sampling rate during the 
record procedure. By using a special keyboard sampling 
clock which is synchronised to a metronome, it was hoped to 
be able to record note durations directly in a binary code. 
Thus the sampling clock was calibrated so that a sernibreve 
(whole note) corresponds to 128 = 27 samples, a minim 
6 (hal f note) corresponds to 64 ::::: 2 samples, etc. "l'his 
direct relationship be-tween the keyboard sampling rate and 
the ilideal ll THAD duration values has several advantages. 
Firstly the binary duration code relates elegantly to t.he 
TRAD duration values - each note in any combination of 
dotted and tied notes is represented by a "111 bit int-he 
position corresponding to its duration. For example, a 
543 double-dotted crotchet is represented as 2 + 2 + 2 , or 
binary 111000. The only exception to this rule occurs when 
compound rhy-thms or triplets are encountered. Secondly, 
because of tbe simple coding structure, it is easy to 
II round" actual durations using standard numerical t:runca-tion 
and roundoff procedures. However, several limitations of 
this approach soon become apparent. The most critical of 
these is that note attack (i.e. start) times seem to be much 
more important than note durations, and are consequently 
played more precisely. Thus the actual durations of notes 
which are nominally the same exhibit considerably greater 
variations than the corresponding intervals between the 
start times of those notes. This observation is even more 
significant when such deliberate variations in style as 
legato and staccato are considered. Because of this, the 
comparatively simple duration roundoff procedure outlined 
above does not work satisfactorily. A more suitable 
approach is to round note durations so that each note end 
is aligned to the nearest note start time, with suitable 
allowance for the possibility that a rest may be required. 
This approach is used in ti1e current roundoff procedure, 
which is described in Section 4.4. 
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A less severe limitation of the initial duration 
coding scheme is that the metronome must be used ~ this is 
irksome to many musicians. In addit.ion I the stored duration 
values are quantised to levels which are comparatively coarse 
(cf. the 100 Hz fixed sampling rate finally adopted - see 
Chapter 3). This means that nuances of perfo1~ance are not 
faithfully recorded. Since it is desirable that the TRAD 
and MOD portions of the system be fully compatible, the 
variable speed sampling rate scheme was abandoned. 
A major difficulty encountered Witll the development 
of the TRAD display (using the ideal, rounded note table as 
input data) was the organisation of the sofbvare and the 
design of a compact u non~redundant intermediate data 
structure. This difficulty arises from the fact that the 
TRAD notation is highly redundant (cf. Bol<er-Heil, 1972) and 
that many of the notation conventions are dependent upon the 
musical context (Read, 1974). Two approaches to the display 
problem are possible. One approach is to generate all the 
required display parameters in successive passes, and thus 
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construct a complicated and highly redundant display data 
table which is subsequently used as input to a procedure 
which draws the appropriate symbols. This method is called 
"display from table". The other approach is to generate the 
display parameters for each note (or chord, or beamed note 
cluster) and to draw the appropriat.e symbols as soon as the 
required parameters are generated. This method is called 
"display by rule". The limited availability of core storage 
which has already been mentioned (Section 3.2) requires that 
the "display by rule" approach be used as much as possible. 
However, it is very unwieldy to incorporate into "display by 
rule" the level of contextual information which is required 
for a satisfactory display. For example, musical punctuation 
requires that the positioning and separation of adjacent 
notes take into account the presence or absence of such 
symbols as accidentals or dots, and the duration values of 
the preceding notes. The initial display system which was 
developed during 1972 and 1973 ignored such contextual 
requirements. It was designed to process and draw each note 
or rest independently of the surrounding symbols, and 
consequently produced quite unsatisfactory results. The 
present system uses a combination of display "from table ii 
and liby rule ll to effect a compromise between the level of 
redundancy and contextual information contained in the 
display data table, and its compactness. 
l\Luy'tJ'8r reqrtin::!ment of thE~ 
both 00 tYP('!fC;Cl~ipt edi t,ing" and I' perfonnanc(c. c,c),itinq" be 
eo 0 The latter is compa1.ati,w~ easy to 
.] . l' 1 e d;,"'pl~'y n from tar)le" or l.rnp .. ,emern: 9 W 18 t: 1, r ,,,kC> ~ "by :cu1e" is 
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used, because the input note table data (such as pitch and 
duration) is modified. However, typescript editing (which 
alters the presentation of symbols, e.g. stem direction or 
length) cannot be directly incorporated if the display is 
"by rule". The method adopted in the present system is to 
generate an "exceptions table" (called the secondary note 
table) for all edited parameters which cannot be altered in 
the input data table. The secondary note table entries 
over-ride the display parameters which are generated "by 
rule" . 
The remaining sections of this chapter describe the 
roundoff, transcription, display and edit portions of the 
TRAD display system. The various stages of the display and 
editing procedures are illustrated by examples, which also 
demonstrate the practical application of the system in 
generating music typescript for subsequent printing. 
A brief review and bibliography of the historical 
development of music printing techniques is given by Howarth 
(1977a). Kassler (1977) gives a more detailed discussion of 
the commercial advantages of computer-assisted music 
printing over the traditional labour-intensive methods, 
which include engraving, music typing and autography (i.e. 
reproduction from hand-copied music). It is sufficient here 
to observe that the advantages of applying computer-assisted 
music typesetting to both the efficient storage and 
reproduction of written music are now well established. 
Kassler's (1977) conclusion that an organ keyboard is not a 
suitable input medium for subsequent display is an 
indication of the complexity of the transcription problem. 
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Nevertheless, it is asserted here that the system described 
in this chapter overcomes many of the deficiencies of 
previously reported typescript generation systems. 
In addition, it is sufficiently flexible in its design 
that further improvements can be made without requiring 
drastic reorganisation. 
4.2 TRAD TYPESCRIPT PRODUCTION - AN OVERVIEW 
The TRAD transcription, display and editing system is 
a subsystem of the "Piano Typewriter", which is described in 
Chapter 3. The TRAD system software is organised in three 
core-image phases - TRADT1, TRADT2 and TRADT3 - which are 
interfaced to the Piano Typewriter system in the manner 
described in Section 3.9. The organisation of the component 
modules within these phases is summarised in Table 3.5. 
The procedures required to generate TRAD music 
typescript in the form of a master copy suitable for 
reproduction (by photo-lithography for example) are 
conveniently divided into distinct processes. These are: 
recording, bar-line insertion, transcription, display, 
editing, and final hard copy generation. First, the music 
is played carefully on the organ and recorded in the MOD 
data structure (see Sections 3.4 and 3.5). The organ may be 
played at any speed - preferably slowly - and it is 
important that the tempo be consistent within each bar 
(measure). However, substantial tempo variations are 
permitted between different bars. Thus, the interval which 
corresponds to (say) a semiquaver in one bar can be the same 
as the interval which corresponds to a crotchet (say) in 
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another bar. This flexibility is very useful when a 
complicated or difficult passage of music is being recorded. 
Bar lines are added to indicate the time instants which 
correspond to the transition between adjacent bars. This 
may be done using the foot switch during record, by. using 
the foot switch in conjunction with playback (the liB" 
command - see Table 3.1), or using the joystick and MOD 
display (the "I,BL" command). Bar lines should be inserted 
carefully because the time instants to which they correspond 
are critical in the roundoff procedure. The user may 
display or play back the recorded music, and carry out 
performance editing using the MOD display and editing 
facilities. Alternatively, such performance editing can be 
deferred to the TRAD editing stage. 
The next stages of TRAD typescript production are 
transcription and display - the distinction between them is 
transparent to;the user. These are initiated by selecting 
the TRAD display option (using the "X" command), and typing 
"s" (or "SCORE"). This causes the phase TRADT2 to be loaded 
into core, and control to be transferred from the PIANO 
master controller to the TRAD controller. The latter 
incorporates an interpreter, and controls the entire 
transcription, display and editing processes. 
The recorded note table in the MOD data format is 
first transcribed into a TRAD primary note table. The 
forma-t and content of the latter are described in Section 
IL 3 I and the transcription process is discussed in Section 
4. 4. 'rhf~ TRAD primary table is an efficient. coding of the 
requi.red 'I'RAD score, and contains no info:rmat.ion about such 
display details as stem directions or lengths, or the 
existence of ledger lines. The data transcription is 
performed in several passes. The MOD note table is first 
rounded to the corresponding "ideal" performance. The 
resulting rounded MOD note table is then translated into 
TRAD primary note table form. Subsequent passes elaborate 
this initial TRAD primary note table, by inserting 
information about accidentals and rests. 
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When the TRAD primary note table has been generated, 
the display process starts. This is performed in three 
distinct stages for each page - page initialisation, 
justification and symbol display - which are described in 
detail in Section 4.5. The page initialisation module 
erases the display screen, draws the stave lines and treble 
and bass clef signs, and numbers the page. The 
justification stage allocates the X co-ordinates for all 
vertical clust~rs on the current stave group, taking into 
account the normal conventions of musical punctuation. 
These co-ordinates are stored in a temporary table and are 
scaled so that the final bar line coincides with the right-
hand end of the stave group. The term "vertical cluster" 
here means a cluster of vertically-aligned symbols - e.g. a 
note (including its associated accidental symbol and dot(s)), 
a chord, or a rest. The term "stave group" is herein used 
synonomously with the correct musical term "stave system" 
to denote a. group of staves which extend from the left-hand 
to the right-hand margin of a page and for which correspond-
ing bar lines are aligned vertically. For example p 1::here 
are two staves to a group for piano music and four for a 
string quartet score. 
The symbol display procedure uses the TRAD primary 
note table and the table of scaled X co-ordinates to 
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generate the detailed display parameters. Each note or rest 
entry in the primary note table is checked for an edit entry 
in the secondary note table, and if this exists the display 
parameters are read. If no edit entry exists the display 
parameters are generated "by rule", taking into account the 
different requirements imposed by the display format used. 
Thus, the four part harmony and the single instrument display 
options (see Figure 3.2(b)) use different algorithms for 
generating stem directions and assigning vertical 
co-ordinates from pitch values. As soon as the necessary 
parameters are generated the component primitive symbols are 
drawn. For example, a dotted quaver at C#4 (i.e. C# above 
middle C) is a composite symbol composed of a black (Le. 
solid) note head, a sharp symbol, a dot, a stern, a tail and 
a ledger line. When all the symbols on the current: stave 
group are drawn the temporary storage tables are 
re-initialised and the next stave group is justified and 
displayed. When the current page is completed the TRAD 
controller types II <_" and accepts and int.erprets subsequent 
commands. 
'l'HAD edi·ting is performed using ope:cat:or procedures 
similar to those required for MOD editing using the display 
and joystick. These procedures cause the appropriate 
entries in the primary note table to be altered, or a new 
entry to be established in the secondary note table (unless 
a secondary note table entry already exists, in which case 
modified) . A r which this entry is 
speci es of bars required on stave group 
permits manual con over the layout each page. This 
"pagination II initialised to a 
three r stave group, and may be 
"J,n,m" command (see Table 3.1). TRAD 
are discussed in Section 4.6. 
value of 
ng the 
procedures 
87 
The display may be annotated using the "IfT" command 
(see Table 3.1). This annotation lity is also available 
with the MOD display, and permits mes s comprised of 
alphanumeric characters to be written at specified positions 
on the page. The character ze controllable (in 
discrete steps), and a message deletion 
using the "D,T I1 command. 
lity is provided 
When the necessary editing produced the desired 
final display, a hard copy is required. This can be obtained 
using the Tektronix hard copy un which is incorporated in 
the graphics system of our EAr 640 computer. Unfortunately 
this tern suffers from a number hardware limitations 
which in a comparatively low quality music typescript. 
Howarth (1977a, 1977b) has a music plotting system 
ca GUTENBURG which overcomes e hardware limitations 
by using the CALCOMP plotter in Computer Centre of 
i,ty of Canterbury. GUTENBURG essentially a 
FORTRAN IV transcription of 
as a high quality p 
"batch" rather than "inte 
TRAD di lay software, and 
g system which operates 
II mode. To use this 
c plotting facility, user "$W" (write tape), 
which causes the TRAD system to punch a paper tape. 
This paper tape contains the various TRAD data tables as 
well as such system parameters as the currently-selected 
options. The paper tape is then taken to the Computer 
Centre, together with a set of punched cards which control 
the operation of GUTENBURG. The resulting plotted music 
typescript is usually available for collection a few hours 
later. This facility is discussed further in Section 4.7. 
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The organisation and functioning of the modules which 
perform these various stages of music typescript generation 
are now described in detail. 
4.3 TRAD DATA STRUCTURE 
In this section are described the structure and 
format of the TRAD primary and secondary note tables, the 
pagination table which specifies the display layout, and the 
text table in which is stored the display annotation. The 
core storage and COMMON conventions used for these tables 
are summarised in Table 3.4. The interrelationship between 
them is depicted in Figure 4.2. In addition is described 
the format of the temporary beam table. This is constructed 
to store the display parameters of each note in a beamed 
cluster until all notes in the cluster have been processed 
and the cluster can be drawn. 
4.3.1 Primary Note Table 
The primary note table is a sequential rather than 
linked list structure, to economise on storage, processing 
time and manipulative complexity (cf. Fredlund and Sampson, 
1973; also see Section 3.4). The syntax of the primary note 
table is defined in Backus Naur form in Table 4.1. Each 
entry in the table occupies two (16 bit) words. These two 
words are each declared as integers, so that the table is 
essentially a two dimensional array. The first and last 
entries must each be a <bar line> A <basic note> 
is represented by its <pitch> and <duration> ,which 
are integers whose code values are given in Tables 3.3 
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and 4.2 respectively. If an accidental is associated with 
the note, the <basic note> entry is preceded by the 
appropriate <accidental> entry. If the note is a member 
of a beamed cluster, or is tied to another note or split 
across a bar line, then this is indicated by the correspond-
ing <note prefix> entry. Observe that this <note prefix> 
entry incorporates a <cluster identifier> which is the 
same for all components of a particular (beamed or tied) 
note cluster. The manner in which other components of a 
score are encoded is evident from Table 4.1. To avoid 
confusion, the codes which correspond to the terminals of 
the BNF description are listed separately in Table 4.1(b). 
Two aspects of the primary note table coding need 
further explanation. Firstly, the <shift operator> is 
used to distinguish between adjacent <vertical clusters> 
so that chordal groups of notes and rests can be easily 
distinguished. This is especially useful to the algorithm 
which allocates X co-ordinates during the justification 
procedure G Secondly I each <shi ft operator> and 
<bar line> entry has an associ.at:ed <duration> en'try 0 
This <duration> corresponds to the time interval from the 
previous <shift operator> or <bar line> entry (whJchever 
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is nearest) I and is coded according to Table 4.2. Thus the 
start time of any note may be calculated by summing the 
<duration> values of all <shift operator> and <bar line> 
entries which precede the note entry. This information is 
redundant for a fully coded score, but is required at 
intermediate stages of the primary note table generation. 
For example, the duration values which are assigned to rests 
require knowledge of the start times as well as durations of 
the adjacent notes. In addition, several algorithms invoked 
during the justification and display procedures require 
knowledge of the shortest duration value present in a 
<vertical cluster> This information is obtained by 
examining the <duration> value of the following 
<shift operator> or <bar line> entry, so that a sub-scan 
is not required. 
A convention which is not indicated in Table 4.1 is 
that all notes-and rests within each vertical cluster are 
arranged in pitch descending order. This convention is 
useful when notes or rests must be allocated to a particular 
voice or part - for example when four part harmony music is 
being displayed (see Section 4.5.3). 
The encoding of a score in the primary note table is 
illustrated in Figure 4.1. 
4.3.2 Secondary Ndte Table 
In contrast to the sequential structure of the primary 
note table, the secondary note table is implemented as an 
inverse linked list. The reasons for this are twofold. 
Firstly, the secondary note table is usually sparse, in the 
sense that many of the notes and rests in the primary note 
table do not have a corresponding entry in the secondary 
table. Secondly, typescript editing is in general a 
"random" rather than "sequential" process, so that 
entries generated chronologically in the secondary table 
do not follow the same sequential ordering which is used 
in the primary note table. 
Each entry in the secondary note table occupies 
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three (16 bit) words. The first word contains a pointer 
which specifies the corresponding primary note table entry. 
The second and third words contain six display parameters, 
which are packed using the convention defined in Figure 4.3. 
A suite of fast 640 ASSEMBLY language modules is available 
to manipulate the secondary table, and to pack and unpack 
the display parameters. In this way the typescript editing 
procedures are simplified, and the inverse linked list 
nature of the secondary note table is virtually transparent. 
4.3.3 Pagination Table 
As mentioned in Section 4.2, a useful interactive 
editing feature is the "J,n,m" command (see Table 3.1) 
which permits manual control over the layout and pagination 
of each displayed page. This control is achieved by using 
a pagination table which specifies the number of bars to be 
allocated to each stave group. The pagination table is 
organised as a two dimensional table, which is indexed by 
page and line number. 
4.3.4 Text Table 
l~nnotation of the display with text is achieved by 
st,clLLrlfj in a "text table" the required text, organised in 
discrete IDmessages ii • The term "message" here refers to 
a single line of contiguous alphanumeric characters. 
Standard 8 bit ASCII alphanumeric code is used and the 
text is packed two characters per (16 bit) word, observing 
the A2 format convention. The end of each message is 
defined by the RETURN character. 
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To provide convenient access to each message, a 
separate message "directory" is used. This directory is 
called the "text pointer table", and consists of a five word 
entry for each message. These five words define the 
following message parameters: the page number on which the 
message is required, the size of all characters in the 
message, the X and Y co-ordinates of the first character, 
and the pointer which defines the location of the first 
character in the text table. 
The present system provides storage for only 
10 messages, or 200 characters (whichever is reached first). 
This is insufficient for many applications, but is a 
limitation which is easily extended. A more serious 
disadvantage of the facility is that the stored message 
co-ordinates are absolute rather than relative. Thus, it is 
often convenient to align a message to a particular symbol 
(e.g. a note or bar line) so that subsequent editing or 
pagination changes do not alter the relativity between the 
symbol and message. This applies particularly to dynamic 
indications and song words. 
The present music plotting system GUTENBURG does not 
handle text, so that all annotation of the final music 
typescript must be added manually. 
4.3.5 Tempo£ar:~_~~~~~~ 
The temporary beam table is constructed during the 
actual display process (see Section 4.5.3). Its function 
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is to store the display parameters of each note in a beamed 
cluster until all notes in the cluster have been processed. 
This temporary storage is requi.red because the final 
allocation of some display parame'ters (such as stem 
direction) cannot be made until information is available 
about all the notes in the cluster. When the entire cluster 
has been processed and drawn, the corresponding entries in 
the temporary table are erased and tile storage space made 
available for another beamed cluster. 
The table is implemented as a three dimensional 
array of integers called LINKD (I,J,K). Storage is provided 
for up to 5 beamed clusters (indexed via I), each consisting 
of up to 9 notes (indexed via J = 2 to 10. In addition, 
parameters relevant to the entire cluster are stored in 
the entry which is indexed at J = 1. The cluster parameters 
(indexed via K) are: the <cluster identifier> en'try 
from the primary note table, the J value of the most 
recently entered note, and a flag which indica-tes the stem 
direction for all notes in the cluster. This latter not 
normally assigned until all notes have been processed, but 
may be set Ur) by a secondary note table en-try. 'l'he 
<cluster identifier> entry is used to assign the correct 
index I to each new note entry. The parameters stored in 
each note entry are indexed via K and consist of: pitch 
and duration packed into one word, the pointer which 
specifies the address of the corresponding note entry in the 
primary note table, the X co-ordinate at which the note 
symbol is to be drawn and a flag which specifies the type 
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of accidental required (if any). The primary note table 
address is required so that individual notes within a beamed 
cluster can be located by the editing procedures. 
4.4 TRANSCRIPTION - CONVERSION OF THE DATA BASE 
The transcription process which generates the TRAD 
primary note table from the MOD note table operates in 
several stages - roundoff, translation and elaboration. 
These procedures are now described in detail. 
4.4.1 Roundoff 
The roundoff procedure lIidealises tl the start time 
and duration value of all notes in the MOD note table, and 
retains the MOD data structure (see Section 3.4). This 
process operates bar by bar, and requires knowledge of both 
the time signature and the instants at which each bar begins 
and ends. The latter are defined by the "bar lines ll which 
are inserted using one of the three methods described in 
Section 4.2. The time signature is specified by the 
operator in response to the request "ENTER TIME SIG, 
liN/WI <-". It is stored as the two variables NBEATS (which 
defines the number of beats per bar) and BEATYP (which 
specifies the duration value of the beat note). 
In addition to this information are required two 
threshold parameters, which govern the extent to which start 
times and durations are rounded. These two parameters are 
the "roundoff severity factor" and the "minimum rest length". 
95 
The former is specified as an integer, in response to 
the request "ENTER ROUNDOFF SEVERITY FACTOR (1 TO 20). 
1 IS FINEST, 20 IS COARSEST". This is converted to the 
range 0.1 to 2.0, and stored as the floating point variable 
RNDFAC. The minimum rest length is similarly specified 
as an integer in the range 1 to 16 (which correspond 
respectively to duration values of one semiquaver and one 
semibreve - see Table 4.2). This value is stored as MINRST. 
The operation of these two parameters is described below. 
Since they are specified by the user, rather than 
predetermined within the system, the user is given control 
over the extent to which notes are rounded. This also 
permits the transcription system to accommodate variations 
in the style and accuracy of the original playing. 
Each bar is rounded using a two pass procedure. In 
pass 1 the bar is divided into a sequence of "time slots". 
The duration of each time slot corresponds to a semiquaver 
(1/16th note). This interval has been chosen as the 
quantisation interval (denoted by QTIME), since it is the 
smallest interval which can be resolved under normal playing 
conditions. QTIME is measured in centiseconds and is 
computed from the formula: 
QTIME = BEATVL * BEATYP / 16 (4. 1) 
where 
BEATVL = BRLNTH / NBEATS (4.2) 
(* and / here denote the operations of multiplication and 
division, respectively). BEATVL is the interval (in centi-
seconds) corresponding to an ideal beat duration, and BRLNTH 
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is the interval be-tween the "bar line" instants which defin(~ 
the beginning and end of the current bar. Floating-paint_ 
rather than fixed~point arithmetic is used p to reduce 
numerical -trunca-tion errors. 
The start -time of each note in the current bar is 
next adjusted to align with a "time slot" boundary. This 
is performed by associating with each time slot a threshold 
window, whose width is computed in the manner described 
below. All no-tes \'I7hose start times lie wi thin the threshold 
window are aligned to the corresponding time slot boundary. 
The initial threshold window width is given by: 
2 * 'l'HRESI-I 2 * QTIME * RNDFAC (lL 3) 
All time slot boundaries which correspond to beat (and bar) 
boundaries are examined first. The threshold window widt_h 
is then decreased to 2/3 of its current value and the time 
slot boundaries midway between those already processed are 
examined next. This procedure continues until all time slots 
have been processed. To prevent unnecessarily fine 
resolution and excessive computation, -the -threshold window 
width _is not permitted to become smaller than Q'I'IME. 
When all note start times in the curren-t bar have 
been aligned, pass 2 commences. The duration oJ' each note 
is adj usted by requiring that the note ends on the nearest 
interval boundary on which another note starts I unless the 
difference between the "actual" and "ideal" end times 
exceeds the interval which corresponds to MINRST (i.e. 
MINRST * QTlME). When the latter condition occurs, the note 
duration is rounded to the nearest integer multiple of QTlME. 
In addi t,ion, any not;e which extends by more than QTIME;j2 
past the end of the currerl1: bar is II spli tit into two no-tes, 
such that the bar end instant defines the end of the first 
note and the beginning of "che second Q This secon(l noi:e 
segment is processed wi th the next bar. All split not.es 
are identified by a "split note tag ll prefix entry Q 
The current rounded bar is stored in a -temporary 
buffer. 
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At present, no provision is made for triplets - if 
these are present they are rounded to the nearest multiple 
of a semiquaver. However, the display edit procedures (e.g. 
change duration and insert beam) can be used" to correct this 
deficiency, since triplet durations are represented using 
the duration codes listed in Table 4.2. 
4.4.2 Translation 
The current rounded bar in MOD note table form is 
next trans lat:ed into the equivalent TRAD primary note table, 
in which time intervals are represented using the parame'tric 
TRAD duration code (see Table 4.2) rather than their real 
time values in centiseconds. This translation procedure is 
straightforward 0 St.art. ,times are converted from absolute to 
incremen tal formp to obey the conventions described in 
Section 4.3.1. The conversion from real time to duration 
code is performed by dividing real time by QTIME (sinceth.8 
duration code given in rrable 4.2 corresponds to integral 
multiples of a semiquaver). 
When the current bar has been translated, the next 
bar is rounded and translated. In this way the initial TRAD 
primary note table is constructed bar by bar. 
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4 0 403 Elaboration 
When the roundoff and Lcanslat.ion process is 
completed, the initial 'l'Rl\D primary note table is elaborated 
by inserting accidentals and rests, and grouping notes 
"horizontally" with beams. 'rhe procedure which allocates 
accidentals was designed by Lamb (1977), and is an extension 
of Longuet-Higgens and Stee&nan's (1971) key signature 
analysis algorithm. This procedure determines the overall 
key signature of the passage, and any modulations which 
occur. The accidental(s) appropriate to the modulation is 
assigned, and the required <accidental> entry is inserted 
by invoking the TRAD edit "insert entry" procedure. 
Horizontal grouping of notes so that ties, beams and 
rests can be assigned is straightforward for a single 
musical line, but is difficult when the music has a vertjcal 
as well as a horizontal structure. The main problem is how 
to track temporal and pitch transitions in the absence of 
explici t "voice crossing" information. This can be achieved 
at a rudimentary level by neglecting the possibility 01" 
voice crossings. Thus each voice is identified at any 
hori zontal position by i·ts vertical position, takinq in.to 
account notes from previous chords whose durations extend to 
this horizontal position. This technique of voice 
iden tification .Ls a.lso used for the automatic assiqnment of 
stem directionr') a~nd note pitch origins (Le. whetber p·Ltch 
is assigned relative to the bass or treble stave - see 
Section 4.5). Algorithms which assign beams, ties and rests 
using this approach are currently being designed by 
Susan Frykberg. At present however, this stage of the 
elaboration process has not been implemen1:ed v and must be 
performed manually using the editing proced.ures described 
in Section 4.6. 
4.5 TRAD DISPLAY 
Three distinct stages - page initialisation, 
j usti fication u and synmol drawing "~ are required for the 
generation of each disp layed page" 'I'he organisation and 
operation of the component modules which comprise these 
stages are now described in de·t.ail. 
4.5.1 Display Organisation 
The display task is organised in two core image 
phases in- the manner outlined in Table 3.5 and Figure 4.4. 
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A single control program (subroutine SCORED) which is common 
t.o bo·th phases supervises the overall display of each 
complete page and the transfer of execut~ive control between 
phases. 'rhe first task performed by SCORED is page 
initialisation. This is primarily a housekeeping operation 
which sets up various temporary storage tables v pointers 
and cont:rol variables. It also erases the display screen g 
draws the stave group lines and treble and bass clef signs, 
andnumhorsthe page in preparat.ion for the actual mus 
display. This display page preparation task is performed 
by subroutine S'rVDW2, which uses the vector drawing software 
described in Section 4.5.4. 
The display task proper then commences. The number 
of bars required in the current stave group is read from 
the pagination table using subroutine JSTSET,. and the 
'THE UBRAR"f 
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allocation and justification of symbol X co-ordinates is 
performed in the manner described in Section 4.5.2. The 
display parameters are then generated for each note or rest 
in the current stave group, and the appropriate symbols are 
drawn. This procedure is discussed in Sections 4.5.3 and 
4.5.4. When all symbols on the current stave group have 
been drawn the next stave group is similarly processed, 
until all stave groups on the current page are displayed. 
Finally, the text table is examined and any annotative 
messages required for this page are written, using the 
procedure described in Section 4.5.5. Control is then 
transferred to the TRAD edit controller which accepts and 
interprets the next operator command (see Section 4.6). 
4.5.2 Justification 
Subroutine LNJUST controls the justification 
procedure. The primary note table is scanned and an 
X co-ordinate is allocated to each <shift operator> and 
<bar line> entry. The co-ordinate which is allocated 
depends upon the smallest duration of the notes or rests 
in the preceding vertical cluster, and is adjusted to 
compensate for any accidentals present in the current 
vertical cluster. In this manner the rules of musical 
punctuation are observed (Ross, 1970; Read, 1974). The 
allocated X co~ordinates are stored in a temporary table. 
When the number of bars required in this stave group have 
all been processed, the X co-ordinates are scaled so that 
the final bar line coincides with the right-hand end of the 
stave group. This scaling is performed by subroutine JSTSCL. 
4.5.3 Generation of oi Parameters 
The generation ofthc detailed display parameters 
and the dra\·Jing of the musical symbols are controlled by 
subroutine LNDRAW. r1'he:i us t.i f:Led X co-ordinate for each 
vertical cluster is read, and the entries which comprise 
this cluster are successively decoded from the primary note 
table. I f any synt.ac·tic errors in this table are detected 
then an error message is typed and an appropriate error 
recovery sequence is invoked. 
The display parameter values depend significantly 
upon the type of music being drawn. For example, the rules 
which govern st.em direct.ions and pitch (L e. whether a note 
is drawn relative to the ·treble or bass stave in for 
example piano music) are different for four part harmony 
music than for instrumental or piano music. To accommodate 
these various types of music, a display format option is 
provided (see Figure 3.2(b)). This option is used as a 
steering variable which specifies the particular display 
algori t:hms to be used. For simplicity in the following 
description t.he "single part" option is as::n:uned -to be 
selected ~ this option is applicable to in~~L.Lument:al music 
of the kind illust:rated in Figure 4.7. If ITlorethan one 
note or rCf3t exiE;ts in any vertical cluster: t.hen t~hose 
notes (or rests) are treated independently. 
'l'he i'J.ctioo. Jcaken when each entry inl:.he primary note 
table is decoded is as follows:-
<bar line> Draw a bar line at the current 
X co-ordinate. Start a new vertical cluster as for 
<shift operator> 
<shift operator> Start a new vertical cluster -
read the next X co-ordinate, and read and decode the next 
primary note table entry. 
<beam start> Read the next entry. If it is an 
<accidental> , determine the type (sharp, flat etc.). 
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Read the <note> entry. Test for an entry in the secondary 
note table corresponding to this note - if an entry exists 
read: stem length, stem direction, note pitch origin, 
four part harmony flag, horizontal shift for note, and 
horizontal shift for accidental. If no secondary note table 
entry exists, set the above listed parameters to their 
default values for calculation later. Set up a new entry 
in the temporary beam note table using subroutine SETLNK -
store the cluster identifier, accidental type, pitch, 
duration, X co-ordinate, note pitch origin (if not default 
value), stem direction (if not default value), and primary 
note table pointer (this permits the location of the note by 
the edit procedures) 
note table entry. 
Read and process the next primary 
<beam middle> Process as for <beam start> , but 
associate the note display parameters in the temporary beam 
table with those of other notes in the same beamed cluster. 
<beam end> Write the entry in the temporary beam 
table as for <beam middle> Then generate the display 
parameters and draw the component primitive symbols using 
subroutine NLINK. There are two cases: 
Case (.1.) St.em direction is tJle de faul t value. Ca.lcula.t.e 
the stmn d.i.rection and pitch o:t:igin using subroutine S'l'lIJ[DEC 
- the operation of this is described in the <note> entry 
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processing. 
Case (ii) Stem direction is not the default value. Use 
this value of stem direction and the current pitch origin 
(these two parameters are set up by a secondary note table 
entry associated with the last note of the beamed cluster) . 
If the stem length is the default value, compute the 
effective stem length for the first and last beamed notes 
so that all note heads are on the same side of the beam, 
and the note head nearest to the beam is no closer than a 
preset threshold. Otherwise, use the specified stem length. 
Draw all component primitive symbols as for <note> , but 
adjust each stem length so that the stem ends on the beam. 
When all notes in the beamed cluster have been drawn, draw 
the beam. 
<split start> 
<split end> 
<tie start> 
<tie middle> 
<tie end> 
<accidental> 
These entries are ignored in the 
present system, because tie and slur 
symbols have not yet been incorporated. 
As above. 
As above. 
Read the accidental type and set up the 
accidental flag which is used in processing the associated 
note. Read the next primary note table entry - it must be 
a <note> 
<note> 
Process this <note> as described below. 
Test whether this note has a secondary note 
table entry. If so read: stem direction, pitch origin, 
four part harmony flag, stem length, X shift of note, 
X shift of accidental. Draw the required symbols as 
described below. Otherwise, calculate these parameters by 
rule. Set X shift of note and accidental to zero, set stem 
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length to the standard value, and calculate the pitch origin 
and stem direction using subroutine STMDEC. STMDEC assigns 
the pitch origin to the treble stave set if the pitch is C4 
or above, otherwise the origin is assigned to the bass stave 
set. The stem direction is set to down if the pitch is 
between D3 and B3, or above A#4. Otherwise the stem 
direction is set to up. STMDEC will also handle clusters 
of notes (e.g. beamed clusters) by calculating the mean 
pitch of the cluster, and applying to this the same decision 
criteria. The Y co-ordinate of the note head centre is 
calculated using subroutine YPITCH. A table look-up 
procedure is used, and the resulting Y co-ordina~e is 
adjusted in accordance with the pitch origin flag. The 
effective X co-ordinate is established by summing the 
vertical cluster X co-ordinate and the note X shift value. 
The note head symbol, plus accidental and dot symbol(s) 
(if any) are then drawn using subroutine DRAWHD. The type 
of note head - i.e. black (solid) or white (hollow) and the 
dotes) required are determined from the note duration. If 
the note head sits on a stave line and a dot is required, 
the Y co-ordinate of the dot symbol is adjusted upward (to 
clear the stave line) using subroutine YMODOT. Any ledger 
lines which are required are drawn next, using subroutine 
DWLDGR. Finally, the stem and tail(s) are drawn using 
subroutine DRWSTM, which uses the note duration to decide 
whether a stem and/or tails are required. The various 
component symbols are drawn using the modules described in 
Section 4.5.4. 
<rest> The rest symbol and any dotes) required are 
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drawn using subroutine DWREST. The X and Y co-ordinates are 
calculated as for <note> 
When the four part harmony option is set, the same 
procedures described above are used, but an additional stage 
is included to determine which voice the current note (or 
rest) should be assi·gned to. This module (subroutine FSATB, 
which is embedded within LNDRAW) sets the four part harmony 
flag to indicate whether the voice is S (soprano), A (alto), 
T (tenor) or B (bass). The four part. harmony flag then 
dictates both the pitch origin and the stem direction - thus 
S and A notes are drawn relative to the treble stave with 
stems up and down respectively, while T and B notes are 
drawn relative to the bass stave with stems up and down 
respectively. 
The opetation of FSATB is as follows. When the 
processing of a new vertical cluster starts, a counter 
KOUNTP is set to zero. Each time a <note> or <rest> 
entry is read, KOUNTP is incremented (remember that the 
pitches of entries within each vertical cluster are ordered 
with pitch descending). KOUNTP is thus an initial estimate 
of the voice to which the note (or rest) should be assigned. 
Now if all notes in the previous vertical clusters have 
durations which are the same within each vertical cluster, 
no note from a previous vertical cluster will still be 
operational. In this case KOUNTP indicates correctly the 
voice to which the current note (or rest) is assigned, 
assuming that no "voice crossing" has occurred. 
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However, this is not generally the case, and a check is 
required to see whether a note (or rest) corresponding to 
the current voice estimate is still continuing from a 
previous vertical cluster. This check is performed by 
establishing a "running store" of note durations indexed by 
voice number, so that when a new vertical cluster starts the 
effective remaining duration of the note (or rest) for each 
voice may be read directly. This "running store" is 
interrogated to determine whether the current voice estimate 
KOUNTP has a continuing note (or rest). If so, KOUNTP is 
incremented and the new voice estimate is similarly tested. 
If not, then KOUNTP is taken to be the correct voice and 
the current <note> or <rest> entry is assigned 
accordingly. The "running store" is then updated. Should 
more than four <note> or <rest> entries be detected in 
a single vertical cluster, then an error message is typed, 
entries after the fourth are assigned as for voice B (bass), 
and no "running store" action is taken • 
. The piano music option has not yet been implemented. 
Such music is currently displayed using the "single line" 
display algorithms, which assign independently the 
parameters of each note o~ rest in each vertical cluster. 
Subsequen t editing is required to correct the display. 
Future implementation of this display option is expected to 
use an approach similar to that of the four part harmony 
option, but with the assignment of notes and rests to 
"right-hand" and "left-hand" parts. Initially this part 
assignment would use C4 as the decision threshold - thus 
entries with pitch C4 and above would be assigned to the 
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"right-hand" part. Further sophistication of this criteria 
is possible (for example the decision threshold could vary 
adaptively so that the pitch span for each part is not 
excessive). The vertical grouping of notes and rests within 
each part is comparatively straightforward. 
4.5.4 Symbol Drawing 
The use of the high-level symbol drawing routines 
DRAWHD, DWREST, DWLDGR and DRWSTM is mentioned in 
Section 4.5.3. These modules decode such information as 
duration and pitch to decide which component "primitive 
symbols" are required. They then control the drawing of 
these primitive symbols at the appropriate positions 
relative to the composite symbol co-ordinates (which have 
been calculated elsewhere) . In this section is discussed 
the suite of modules which draw the primitive symbols. 
Each primitive symbol is composed of a set of 
vectors. To facilitate both the manual coding of the vector 
set and its subsequent drawing, a three tiered symbol 
display hierarchy was devised. ASSEMBLY language is used 
throughout for speed. At the lowest level, a suite of 
eight vector drawing routines [VECT1, [VECT2, [VECT8 
draws vectors in each of eight directions, which are either 
parallel to or at a 45 degree angle to the axes of a 
rectangular co-ordinate system. Each vector drawing routine 
operates at the display hardware control and I/O level. For 
speed, the correct display mode is assumed to have already 
been set - this display initialisation task is performed at 
a higher level. On entry, the initial X and Y co-ordinates 
and the vector length are stored in hardware registers. 
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The vector is drawn as a sequence of discrete dots on the 
screen, in the direction determined by the particular 
ro utine used. 
At the intermediate level is a routine called VECTGN, 
/ 
which decodes and draws a "block ll of parallel vectors. A 
"block" in this context is a table which contains an entry 
for each vector. Each block entry specifies the length of 
the vector, and the co-ordinates of the vector starting 
position relative to the start of the previous vector. 
In addition, the number of vectors coded in the block is 
specified, and a location [VECTN is initialised to contain 
the address of the particular vector drawing routine [VECT1 
through to [VECT8 which is required. Global variables X 
and Yare also initialised, to specify the block origin. 
These initialisation tasks are performed at the highest 
level. Since all vectors coded in a particular block are 
parallel, non :parallel vectors must be coded in separate 
blocks. The operation of VECTGN is to decode each block 
entry, compute the current vector start position 
co-ordinates and call the designated vector drawing routine. 
At the highest level is a suite of routines which 
contain the (manually coded) block tables required to draw 
each primitive symbol together with supervisory information 
such as the vector direction and the origin to be assigned 
to each block. Each routine also ensures that the correct 
display hardware mode is established. 
The primitive symbols which have been implemented 
include the treble and bass clef signs, t:he unr;c.enuned hollow 
(white) note head Le. breve or semi~breve, the stemmed 
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hollow note head (i.e. minim), the solid (black) note head, 
the dot, the up and down note stem of arbitrary length, the 
up and down note tail, the various rest symbols (semibreve, 
minim, crotchet, quaver and semiquaver), the ledger line, 
and the sharp, flat and natural accidental symbols .. 
Additional symbols can be easily added. 
It is worth observing here that because of the vector 
coding scheme used, symbols of arbitrary size can be created 
with detail resolution governed solely by the hardware. In 
this way is avoided Howarth's (1977a) problem of lack of 
detail in large symbols. 
The straight line of arbitrary thickness between two 
arbitrary points (such as is required for note beams) is 
drawn using subroutine DTHICK. This module uses the display 
routine called [JOIN which was developed as part of the 
EAI 640 display system by Mayson (1971). 
4.5.5 Text Drawing 
Upper case alphanumeric characters are drawn using 
the existing display system software, which was developed by 
Mayson (1971). Each character may be regarded as coded in a 
10/x 12 resolution-element matrix. Characters may also be 
drawn at sizes which are integer mUltiples of the basic 
matrix size, which is designated as size zero. This is also 
the approach used by Howarth C.1977a) to plot the various 
musical primi,ti ve symbols. 
The software documentation pertaining to the use of 
this system is given by Mayson (1971). The author has 
incorporated this in a high-level module called SCREEN, 
which writes character strings coded in ASCII, A2 format. 
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This module is used in conjunction with a text table message 
decode routine to display stored messages. 
4.6 TRAD EDITING 
TRAD editing is similar in concept to the MOD editing 
which is described in detail in Section 3.8. Table 3.1 
lists the facilities available and the required operator 
action. 
The edit task is controlled by subroutine TRDCNT, 
which incorporates an interpreter. Since the PIANO system 
master control interpreter (see Chapter 3) is not present in 
the TRAD subsystem phases, TRDCNT also controls other 
display~related commands such as "s" and "Nil. When commands 
relevant to the overall system are encountered (for example 
file operations) execution reverts to the PIANO system 
master control interpreter. 
Individual notes, rests or accidentals are located 
using the "invisible display" concept described in 
Sections 3.7 and 3.8. As with MOD editing, a comprehensive 
suite of modules is provided "to perform individual sub-
tasks which are common to many of the edit operations. 
Thus, individual modules are available to locate a note, 
rest or accidental symbol which is pointed to by the 
joys t:ick cursor, to effect an en try change, deletion or 
insertion in the primary note tab Ie, to manipUlate the 
secondary note table so that its inverse linked list 
structure is transparent, and to insert and delete 
annotati ve text messages. Since "the structure of t.he 
various tables and their operation within the display task 
are described in detail in previous sections of this 
chapter, further description here is not warranted. Full 
details of the operation of the edit modules are given in 
the software listings and associated documentation. 
The kind of results which are obtained using 
interactive editing are illustrated in the examples given 
in Section 4. 8. 
Experience which has so far been gained with the 
system suggests that several aspects of the editing 
procedures should be refined to improve the speed and 
convenience of the system. Firstly, the present error 
handling procedures cause the current task to be aborted 
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if an error condition (such as "symbol not located") is. 
detected during an edit task. This approach to error 
handling is inconvenient and frustrating for tasks such as 
insertion of beams, because in general it requires the 
duplication of sub-tasks which have already been 
satisfactorily completed. For example if the error occurs 
during the location of the last note in a beamed cluster, 
then all notes in the cluster must be specified again. 
Alteration to the error handling procedures to correct this 
qeficiency is straightforward. Nevertheless it is sometimes 
necessary to abort an edit task - for example when a command 
is incorrectly typed. Provision for this can be made in the 
modified error handling procedures by including a test for a 
specia.l "abort task" character. 
Secondly, many edit operations are repetitive in 
na.-cure 0 Fot: example, to change a [.;t.ern dixect.ion to "up" 
at pre~Jent. t:he user must type "C,S,U" for every note which 
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is to be altered. It would be convenient to be able to 
type this command once, then to indicate in turn each note 
to be altered, for example by pressing the "RETURN" key when 
the current note is being pointed to. This procedure is 
used by the "I,BL" MOD edit command which inserts bar lines. 
In addition to these points, the edit facilities 
should be extended to include a "horizontal shift for 
accidental" and a IIhorizontal shift for chord ll command. 
Provision for the former has been made in the secondary note 
table, so that the implementation of these additional 
facilities is a straightforward extension of the present 
"C,X" command. 
4.7 THE MUSIC PLOTTING SYSTEM GUTENBURG 
The music plotting system GUTENBURG was developed by 
Howarth (1977a, 1977b) to overcome the limitations inherent 
in the EAI 640 display hardware. These limitations are due 
primarily to the comparatively small size of the storage 
oscilloscope, which contains 1024 by 800 addressable "dots" 
on a 21 em by 16 cm screen. Thus the selection of the 
symbol size and stave line separation is a compromise 
between the need for a reasonable number of bars and stave 
groups on each page and the desire for elegant and detailed 
symbols. In addition to this fundamental limitation exist 
several hardware limitations which arise from non-linearities 
in the electron beam deflection and "dot wri te" system, and 
from drift within the controlling DACs. Thus, a dot which 
is nominally positioned at (X, Y) is actually positioned 
with a small error (which may be as large as several 
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resolution elements), and a line which is nominally straight 
may exhibit some curvature. For most applications these 
criticisms are irrelevant, but they are important for music 
typesetting because high aesthetic and visual quality is 
required. This poiht can be seen by comparing parts (d) and 
(e) of Figure 4.5. 
GUTENBURG is essentially a FORTRAN IV transcription 
of the display system described in Section 4.5, and operates 
in batch rather than interactive mode. The hardware used is 
a 28 cm CALCOMP plotter which is controlled by a PDP 11/20 
with 12K 16 bit words core memory. The PDP 11/20 is linked 
via 9600 bit per sec. lines to a Burroughs B6718 which has 
160K 48 bit words of core storage. The music plotting 
system is executed by the B6718, while the PDP 11/20 
controls the plotting of the primitive symbols. To improve 
the visual quality of the resulting typescript, the music 
is plotted at a size larger than is finally required, and 
photo-reduced to between 60% and 75% of the plotted size. 
Full design and operational details are given by 
Howarth (1977a, 1977b), who also details the format of the 
paper tape which is punched by the interactive system and 
used as input to GUTENBURG. 
4.8 EVALUATION AND EXAMPLES 
In this section the process of music typescript 
product:ion is illustrated by an example. Further examples 
are presented to indicate the kinds of results which can be 
achieved using the system. 
The transcription, display, editing and final 
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hard-copy processes are illustrated in parts (a) to (e) of 
Figure 4.5. The example used is Chorale No.6 by J.S. Bach. 
The music as it is played on the organ keyboa'rd is 
shown in MOD notation in Figure 4.5(a). Bar lines have 
been added (in this case using the joystick pointer) but 
no MOD performance editing has been carried out. The effect 
of the "roundoff" procedure is illustrated in Figure 4.5(b). 
This display was obtained using the commands "A" and liS" 
with the MOD display option set - normally the roundoff 
and transcription procedures are virtually transparent to 
the user, and the MOD display of the rounded music is 
/ 
suppressed. Figure 4.5(c) shows the TRAD display which is 
obtained after the rounded MOD note table is transcribed 
into the TRAD primary note table. This display is 
subsequently edited to produce the display of Figure 4.5(d). 
The typescript plotted by GUTENBURG is illustrated in 
Figure 4.5 (e) • ' No manual re-touching of this typescript 
has been done. 
The total time taken to produce the edited display of 
Figure 4.5(d) from the start of the organ keyboard record 
process was 12.0 minutes. 
The TRAD editing steps required in this example are 
summarised below: 
TRAD Edit Step 
Change duration 
Insert unison note 
Insert rest 
Insert note 
Change note type (S,A,T,B) 
Insert beam 
TOTAL 
Number of Operations 
6 
1 
2 
1 
4 
11 
25 
The display times for the MOD notation examples 
(Figure 4.5(a) and (b)) are 3 seconds for each page. 
The TRAD notation displays (Figure 4.5(c) and (d)) 
required 5 seconds for each page. A large proportion of 
the TRAD display time is occupied performing core-image 
phase overlays from disc storage (six phase overlays are 
required in this example - see Figure 4.4 and Table 3.5). 
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Further examples of music typescript produced by the 
system are given in Figures 4.6 and 4.7. The first is 
Mozart's "Minuet from Don Juan ll (arranged for piano) I while 
the second is IIInterface 640 11 , a trio for oboe, clarinet 
and bassoon by Philip Norman. The latter deserves special 
mention because it was commissioned specifically as a "trial 
run ii to test and evaluate the system described herein 
(Howarth, 1977a). Titles and text in this example were 
added using "Letraset" (a "stick-onl! labelling device), 
and phrase marks etc., were drawn manually. 
4.9 SUGGESTIONS FOR FURTHER DEVELOPMENT 
The music typescript production system has been 
nxtoneively evaluated, and Howarth (1977a) gives a detailed 
discussion of those aspects of the system for which 
refinement or further development is desirable. Many of 
these points relate to the user convenience of the TRAD 
edit facilities and have already been mentioned in 
Section 4.5. other aspects are a reflection of the present 
state of the system development, and these are now 
considered. 
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The desirability of inserting rests and beams 
automatically during the transcription process (rather than 
manually during the edit stage) has been noted (Section 4.4). 
At present these two aspects account for most of the total 
editing time, so that automatic rest and beam insertion 
would significantly reduce the overall amount of editing 
required. The manner in which this could be achieved is 
outlined in Section 4.4. 
The usefulness of automatic four part harmony 
formatting in reducing the number of typescript edit 
operations is self evident. A further display format is 
required to accommodate piano music - a possible method of 
implementing this is described in Section 4.5.3. 
The development of score format display facilities 
is considered to be important. A score is music copy which 
shows all instrumental parts separately (one line of music 
on each part) but with all parts shown on each page. This 
could be achieved without requiring a drastic re-organisation 
of the system, since separate primary and secondary note 
tables for each part could be constructed as at present. 
These tables could then be displayed "in parallel" in score 
format by a suitably modified display control procedure. 
The basic stave group layout on the page also needs to be 
adjusted appropriately. 
At present tie and slur symbols and phrase 
indications must be added manually to the final hard copy. 
Such IIsymbols li could be incorporated into the display system 
by requiring the user to specify (as an edit task) the 
beginning and end points of the curved line symbol and its 
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direction of curvature. The symbol could then be drawn as 
a segment of a circle or elipse. A further refinement would 
perroi t the user to specify intermedi ate po in ts through \tJhich 
the curved line passes. 
Text annotation should be extended to include musical 
annotative symbols as well as alphanumeric char~cters. Such 
symbols include staccato dots, accent marks, pause marks, 
fingerings and bowing indications (for string players) I 
breath marks (for wind players) etc. It is also important 
that annotative messages be able to be specified as 
"absolute" (at a defined point on the page) or "relative" 
(to a specified note or bar line). This point is discussed 
in Section 4.3.4. 
The effect of hardware limitations upon the visual 
quality of the final hard copy have already been mentioned 
(Section 4.7). Kassler (1977) discusses the production of 
music typescript by both graphical plotters (such as the one 
used by GUTENBURG) and by special photo-typesetters. Photo-
typesetting is now extensively used in the text printing 
industry, and is usually performed under (special-purpose) 
computer control so that justification is performed 
tHltomatically. The method of operation is as follows: 
A special disc or drum incorporates transparencies of each 
character in a variety of fonts. The disc rotates between 
a controllable light source and a photo-sensitive paper 
which will become the master copy. As the selected 
character on the disc passes in front of the light source, 
the latter is pulsed. A light beam focusing and positioning 
system causes the character to be exposed momentarily on the 
photo-sensitive paper. The character "write position" is 
then shifted and the next required character is selected 
and exposed similarly. The character size is adjusted by 
suitably controlling a magnifying lens in the light beam 
path. 
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The author's observation of text photo-typesetters 
has led to the conclusion that they are significantly faster 
than graphical plotters and that they produce a sharper, 
more clearly defined image. Kassler confirms this 
conclusion and observes that special-purpose music symbol 
discs are available commercially. Kassler also comments 
that the use of a photo-typesetter is advantageous in a 
commercial environment because the one machine can be used 
to produce both text and music. Naturally, in the 
University (experimental) environment the purchase of photo-
typesetting hardware is neither practicable nor possible for 
a project such as this. However, should the music type-
setting system be further developed for a commercial 
environment the advantages offered by a photo-typesetter 
system should be carefully considered. 
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'l'ABLE 4. 1 
TRADITIONAL NOTATION PRIMARY DATA TABLE 
DATA STRUCTURE SYNTAX IN BACKUS NAUR F'ORJVl 
(a) TERMINALS GIVEN IN MNEMONIC FORM 
<digit> 
<integer> 
<pi tch> 
<duration> 
<minus duration> 
<basic note> 
<note> 
<rest> 
<accidental> 
<note prefix> 
::= 0/1/2/3/4/5/6/7/8/9 
::= <digit> / <integer> <digit> 
::= <integer> 
: :=, <integer> 
::= -<integer> 
::= <pitch> <duration> 
::= <basic note> / 
<accidental> <basic note> / 
<note prefix> <note> 
::= <pitch> <minus duration> 
::= SHARP / FLAT / NATURAL / 
DOUBLE-SHARP / DOUBLE-FLAT 
::= <beam operator> / <tie operator> / 
<split operator> 
<beam operator> :::;; BEAl'I-S'l'ART <cluster identifier> / 
BEAM-MIDDLE <cluster identi.fier> / 
BEAM-END <cluster identifier> 
<cluster identifier> ::= <integer> 
<tie operator> ::= TIE-START <cluster identifier> / 
<split operator> 
<bar line> 
<shift operator> 
TIE-MIDDLE <cluster identifier> / 
TIE-END <cluster identifier> 
::= SPLIT-START / SPLIT-END 
::= EARLINE <duration> 
::= SHIFT-OP <duration> 
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TABLE 4.1 Continued 
<vertical cluster> : : = <note> / <rest> / 
<vertical cluster> <note> / 
<vertical cluster> <rest> 
<vertical cluster string> · .-· .- <vertical cluster> / 
<vertical cluster> 
<shift operator> 
<vertical cluster> 
<bar> 
· .- <vertical cluster string> 
<bar line> 
<primary data table> · .- <bar line> <bar> / · .-
<primary data table> <bar> 
(b) 'TERMINAL CODE VALUES 
SHARP = 3 000 
FLAT = 3 010 
DOUBLE-SHARP = 3 020 
DOUBLE-FLAT = 3 030 
NATURAL = 3 040 
BEAM-START = 2 000 
BEAM-MIDDLE = 2 100 
BEAM-END = 2 200 
TIE-START = 1 600 
TIE-MIDDLE = 1 610 
TIE-END = 1 620 
SPLIT-STA~T = 1 500 
SPLIT-END = 1 520 
BARLINE = 10 000 
SHIFT-OP = 1 000 
TABLE 4.2 
TRAD PRIMARY NOTE TABLE DURA'rION CODE 
Mnemonic Name Value 
SQ 
Q 
QD 
C 
CD 
COO 
M 
MD 
MDD 
SB 
----
Semiquaver 1/16 
Quaver 1/8 
Quaver dot 1/8 + 1/16 
Crotchet 1/4 
Illegal 
Crotchet dot 1/4 + 1/8 
Crotchet double dot 1/4 + 1/8 + 1/16 
Minim 1/2 
Illegal 
Illegal 
Illegal 
Minim dot '1/2 + 1/4 
Illegal 
Minim double dot 1/2 + 1/4 + 1/8 
Illegal 
Semibreve 1 
Illegal entries correspond to tied combinations of 
notes which must be coded accordingly in the 
primary note table. 
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Code 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
12 
1 3 
14 
1 5 
16 
PRIMARY NOTE '1'2\BLF. 
10000 
59 
56 
51 
32 
1000 
39 
1000 
51 
44 
1000 
2000 
58 
1000 
2100 
56 
1000 
2200 
5t.} 
10000 
3000 
53 
37 
10000 
o 
B 
8 
8 
6 
6 
2 
2 
~2 
8 
2 
1 
2 
2 
1 
2 
2 
'I 
2 
2 
o 
8 
8 
8 
bar line 
not.e 
shift operator 
rest 
link start operator 
link middle operator 
link end operator 
accidental 
Figure 4.1 An illustrated example of the music encoding 
data structure used in the system (see also 
Table 4.1).· 
MOD NOTE TABLE 
(start time, pitch, 
~~ PLAYBACK AND 
DISPLAY (MOD) 
ation of 
note) ~- EDIT (MOD) 
ROUNDOFF AND 
DATA CONVERSION 
TRAD PRIMARY 
NOTE TABLE 
(see Tab 
DISPLAY (TRAD) 
~--~~PERFORMANCE 
EDIT (TRAD) 
.- _ ... "'" __ - - - ... - .... "'" "'" ... """ = "'" = = "'" ~ _~ =1 
I 
I 
I 
I 
I TRAD SECONDARY 
I 
I 
I 
I 
1<- - - -
I 
I 
I 
4 2 
NOTE TABLE 
(see Figure 4.3) ~----~TYPESCRIPT 
PAGINATION 
TABLE 
TEXT 
TABLE 
EDIT (TRAD) 
data structure and the 
ips between the tables. 
BIT 
NO. 
BIT 
NOn 
STEMD o 
1 
2 
SATB 
Stem direction to be 
Stem up 
Stem Down 
o Note staff type to be 
1 Note in Treble staff 
2 Note in Bass sta 
STEI'IllN 
SATB == 0 
1 
2 
3 
4 
Note type to be a 
Note in Treble and Stem Up 
Ii Ii II Ii " Down 
Bass II 
" 
II Ii Down 
STEMLN = Length of Stem (in 1/100 
H 0 R D 3 
by a 
X SHIFT DLTXAC 
XSHIFT = Magnitude of Note Shi (horizon 
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ithm 
DLTXAC = Magnitude of Accidental zontal) 
s: (1) entry (in Seconda Note 
three words. 
(2) WORD 1 
~n LI 
(3) 16 
6LpO 
4.3 
a pointer to 
Format of Note 
-STVDW2 
(Draw 
stave 
lines 
etc. ) 
1 
DRAWHD 
YMODOT 
DWLDGR 
DRWSTM 
(Draw 
note) 
TREB2 
BASS2 
USWHNT 
SWHTNT 
BLKNT 
TAlLUP 
TAlLDN 
etc. 
(Draw primitive 
symbol) 
Figure 4.4 
~ 
SCORED 
(Display 
control) 
JSTSET 
LNJUST 
JSTSCL 
(Line 
j llstification) 
1 
"~". 
DWREST 
(Draw 
rest) 
VECTGN 
(Vector 
block 
decode) 
1 
[VECTl 
. 
. 
[VEC'I'B 
."'."' .. , ... -.-.-~ 
LNDRAW 
(Calculate 
display 
parame te rs for 
each <entry> in 
current line 
SETLNK 
NLlNK 
DRAWHD 
DTHlCK 
(Draw 
Beamed 
cluster) 
(Draw 
vector) 
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STMDEC 
YPlTCH 
FSATB 
(utility 
modules) 
SCREEN 
(Wri te 
text 
message) 
--~-
[DTEXT 
(Write 
alphanumeric 
character) 
Organisation of the TRAD display modules. 
(See also Table 3.5) 
126 
~=;;~7E'-~~~-~-~----~--=-~--=.==~ . .........;.r-------i1 
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Figure 4.5 
; ---
.-
I I 
r 
I 
Illustrating the TRAD transcription and 
editing procedure. The example shown 
is Chorale Number 6 by J.S. Bach. 
(a) Display in MOD notation of'music as 
played on the organ keyboard. Bar lines 
have been added, but no editing has been done. 
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(Continued) . 
(b) Display in MOD notation of the music shown 
in (a) after roundoff. Observe that the start 
and end time of each note is aligned to the 
appropriate "time slot boundary". 
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(Cont.inued) . 
(c) Display in TRAD notation of the music 
shown in (b) after transcription from MOD 
to TRAD data form. The procedure so far 
requires no manual intervenLion. 
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"-F-"---------I----------~--·-~~--"+_---___l 
(Con'cin ued) . 
(d) Display in THAD notation of the music 
shown in (c) after manual editing has been 
carried out. The "total elapsed time between 
the st:art of recording and the completion of 
~his display was 12.0 minutes. 
Figure 4.5 
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J 
(Continued) . 
(e) The display shown in (d) after plotting 
by GUTENBURG. The limitations of the storage 
oscilloscope for producing elegant music copy 
are evident if parts (d) and (e) are compared. 
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Figure 4.6 "Minuet, from Don Juan" I (Mozart). 
Final copy after batch processing (2 pages). 
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Figure 4.7 "INT.ERFACE 640" - Oboe part (2 pages). 
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Figure 4.7 (Continued). 
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Figure 4.7 "INTERFACE 640" - Bassoon part (2 pages). 
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PART 2 
ELECTRONIC SOUND SYNTHESIS 
CHAPTER 5 
5.1 INTRODUCTION 
The use of electronic rather than acoustic techniques 
for the generation of sounds greatly extends the range of 
sound timbres available to musicians and composers. In 
addition to providing the means for production of new 
sounds u electronic -techniques permi t enhanced control over 
existing sounds u so that complex new timbr(~s can be 
formulated and performed without mechanical limitations to 
virtuosity. 
The application of electronic techniaues to music 
performance and sound synthesis has already been mentioned 
in Section 2.2. There, the distinction is made between the 
parameters which are required to specify a performance and 
those required -to specify a sou~5~. :~:i.~re. This chapter 
conE3iders in detail the use of e1.ect:ronic techniques for t.he 
syn thesis of sounds 0 Both analoguf., and digital techniques 
are discussed although the emphasi~ is on the latter. Some 
of the methods described here are also applicable to spepch 
(see Section 7.3 for a discussion of the simi leu:i ties and 
differences between speech and music). Additionally, the 
problems of specifying and controlling the timbral 
characteristics of the synthesised sounds are considered. 
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In this context, "timbre il refers to the time-varying 
spectral structure of a sound" 'rhe problem of determining 
those particular spectral characteri.stics which permit the 
recognition and imitation of musical instruments is not 
considered here, despite its relevance. For a discussion 
of this topic, see for example Eagleson and Eagleson (1947), 
Richardson (1954), Luce (1963), Lehman (1964), Blackman 
(1965), Luce and Clark (1965, 1967), Beauchamp (1967) I 
Freedman (1967), Strong and Clark (1967a, 1967b) I Keeler 
(1972) and Robson (1976). The thesis by Grey (1975) is also 
relevant. 
It is worth commenting here t:hat many of the problems 
encountered by composers who use electronic synthesisers to 
produce "electronic music" rela-te to operational 
difficulties (i.e. inadequate control facilities) rather 
than to limitations inherent in thfJ synthesis technique. 
As Howe (1972) observes, a synthesiser limit.s t_he music 
which may be conceived with it by the operational skills 
necessary to make it respond. Howe complains that "many of 
the devices on some synthesisers have cord~.rols ·that: are 
more appropriate for electrical test equipment. than for a 
musical instrument", and that for many synth(.:~sis(;;:(,f'3 "you 
IH.'H;,d more than two hands to do everything you "!ant; to"" 
The need for adequate yet operationally simple control 
facilities is now widely recognised (cf. Covell, Holmes and 
Kabowiak, 1971; Gross and Leibig, 1976; also Section 6.1). 
However, the difficulties encountered are not easily 
overcome and much work remains to be done. 
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5.2 ANALOGUE TECHNIQUES 
Analogue techniques for electronic sound syntl10sis 
fall into two broad categories - those which start with 
acoustic signals (the so-called "concrete sounds") and 
perform extensive electronic processing such as 
amplification, filtering and modulation, and those which 
use "pure" signals of electrical origin such as the output 
of an oscillator. 
5.2.1 Early Instruments 
Historically, the origins of electronic music are 
generally linked with Edison I s invention of the ph.onograph 
in 1877 (Backus p 1970) , although sound recordin.g ;'-mel 
reproduction remained a mechanical rather than E~lectrical 
process until the development of "Orthophonic" recording 
in 1925 by J.P. Maxfield and H.C. Harrison (cf. Fletcher, 
1929). The work of A.G. Bell, C.S. Tainter and E. Gray in 
the field of sound transmission and recording in the mj.d 
1870's and early 1880's should also be mentioned here 
(cf. Bowles, 1970). 
The earliest instrument to produce rnusical sounds 
electrically seems to be the "Telharmonium", which was 
patented by T. Cahill in 1897 (Taylor, 1965). This device 
uses an assembly of rotary generators wedch produce 
sinusoidal tones of various frequencies and intensiLies. 
Switches permit the synthesis of arbitrary spectra (using 
additive synthesis), and a volume control provides dynamic 
variation. The Telharmonium was intended to produce music 
capable of trans~issio~ over telephone lines, but was never 
developed beyond t,he dE;~mcmstration stage. Nevertheless 0 it 
is regarded as the ancestor of the electronic synt.hesiser 
(Prieberg, 1960). 
The developme:mt of electronic technology following 
L. De Forest's introduction of the audion in 1907 led t~o 
numerous electronic instruments which use oscillat:ors, 
modulators, filters and amplifiers. Lewer (1948) and 
Prieberg (1960) describe these early instruments, typical 
of "'hich is the "Aetherophone" (later called the "r[,heremin"). 
The aetherophone was developed by L. Theremin in 1924, and 
consists of two radio-frequency oscillators which produce 
beat notes. rrhe pitch. of the resulting sound is altered by 
varying the distance be"tween a wire-loop aerial and a mE~t~al 
rod which is held by the operator. A similar but rllore 
advanced electronic instrument was produced by Mo Martenot 
in 1928 (cf. Bowles p 1970). Called the "Ondes Musical(~s" 
(later the "Ondes Hartenot"), the instrument also uses two 
radio-frequency oscillators to produce a beat oscillation 
by heterodyning. Pitch is controlled using a moveable 
electrode. The composers Dutilleux, Honegger, Messi.aen, 
Milhaud and Var~se have all written music for the Ondes 
Martenot (Raven-Hart, 1930). 
5 ,2. 2 ~l~~~~~J:~~~~.:t_r5:>nic Organ 
The electronic organ was first developed in the early 
"1930 1 s as an imitative instrument (ra.ther than one de~Lgned 
to stimulate the imagination of avant-garde composers), and 
has become an accepted instrument in its own right. The 
Compton electrone, patented in 1932 by Bourn and Compton 
(Taylor, 1965), uses an electrostatic technique for the 
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production of a repetitive waveshape. In its basic form it 
incorporates twelve identical tone-generating units, each 
producing seven notes spaced at octave intervals. A driving 
motor turns each generator with a belt and pulley mechanism. 
The ratios of the generator pulley diameters are chosen so 
that the generator speeds are in the correct ratios to 
produce the twelve notes of the equally tempered scale. 
In this manner a total of eighty-four notes are produced by 
the twelve tone generator units. The tone generator 
mechanism consists of an engraved rotor/stator system, with 
capacitive coupling controlled by polarising voltages. The 
shape (and hence timbre) of the repetitive signal produced 
depends on the "waveshape" which is engraved on the st.ator. 
Tonal quality may be further controlled by adding proportions 
of the outputs of several tone generators. Vibrato effects 
are produced by an oscillating auxiliary pulley which 
imposes fluctuations on the belt drive speed. Envelope 
effects such as attack and decay are produced electronically 
by analogue networks. 
'I'he Hammond organ was introduced in 1934 (Taylor, 
1965) and uses electromagnetic tone generation. The basic 
os~illator element is a steel wheel with profiled teeth. 
As the tone wheel rotates in a localised magnetic field, a 
sensing coil responds to field fluctuations caused by the 
time-varying steel profile. A t:otal of ninety-six wheels 
are used, and are arranged in twelve groups of eight. 
Each of the twelve groups is rotated at constant speed, 
with the speed ratios chosen to produce the frequencies 
of the equally~tempered scale. The numb(~r of teeth on the 
tone wheels of each group differ by multiples of two, so 
that successive octaves are produced. As in the Compton 
system, tone colouring is achieved by the addition of 
harmonics in controllable proportions. Tremolo is 
implemented using an electromechanical gain control which 
is driven by an eccentric wheel. 
144 
Both the electromechanical organ systems described 
above have been superseded by systems which use elect,ronic 
methods for frequency generation. An early example is the 
Wurlitzer organ, which uses electronic oscillators as the 
primary tone source. Twelve oscillators are tuned to the 
frequencies which correspond to the notes of the top octave 
of the instrument. Note frequencies for the lower octaves 
are generated by cascaded frequency halving networks. 
Another major difference between the Wurlitze:c and 
the Compton and Hammond systems is the method of timbre 
genera tion. Ins"tead of combining sunusoidal components to 
control spec"tral characteristics (Le. additive synthesis), 
the Wurlitzer organ uses subtractive synthesis. Each 
oscillator output. signal is clipped to produce a square 
wave which contains many harmonics. A selection of 
filtering circuits is used to provide the spectral for~aht 
shaping required fo:e each of the organ stops. Envelopes of 
both percuss.i"ve and non~percussi ve types are implemented 
using analogue circuitry, and vibrato is incorporated by 
frequency modulation of the master tone oscillators. 
Crowhurst (1975) describes ten organs which are 
representqtive of the current state of the art. In so 
doing, he outlines various approaches to the problems of 
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frequency generation and timbre colouration (incl udin(J 
envelope, tremolo and vibrato effects). Crowhurst also 
discusses the influence of the available technology on 
design philosophy, and identifies and comments on three 
distinct generations of electronic organs - viz., those 
which use valves and relays, discrete transistors, and 
medium- and large-scale integrated circuits. It is 
interesting to observe the variety of techniques used by 
the ten third-generation organs described: two employ 
individual oscillators for each note (the Conn and the 
Rodgers organs), four use the twelve master-tone generator 
system with cascaded frequency halving circuits to generate 
the lower octaves (the Baldwin, Gulbransen, Kimball and 
Yamaha organs), and four use the digital frequency method 
described in Section 6.5.1 to generate a tone for each note 
from a single high frequency oscillator using digital 
dividers (the Allen, Hammond, Lowrey and Wurlitzer organs). 
It is also worth commenting that the Allen organ uses an 
entirely digital approach to waveform generation. Each 
wave shape (i.e. one period of the repetitive signal - see 
equation 6.1) is constrained so that its second half is 
the negative reversal of the first half. The first half of 
each waveshape is stored in a digital memory as sixteen 
7-bit samples. The entire waveshape is generated by 
presenting to a DAC the successive stored samples which 
correspond to the first half of the waveshape, followed by 
the same samples negated and in reversed order. This method 
of waveshape generation is remarkably similar to that used 
in the system described in Chapter 6 (cf. Section 6.3). 
5.2.3 Other Electronic Musical Instruments 
An approach widf}ly used - especially in the popular' 
music field ~ is the extensi ve modification of sounds 
produced by conventional musical instruments. This is 
achieved using amplifiers, filters and modulators to 
manipulate the spectral characteristics of signals generated 
by special transducers which are mounted on the instrument. 
An early application of this concept resulted in the 
electronic piano. The soundboard of a conventional piano 
is removed, so that oscillations in a vibrating string are 
essentially inaudible. However, since little energy is 
transmitted as sound, the vibrations are sustained for much 
longer. A transducer is mounted adjacent to each string to 
produce a signal which is analogous to the string's 
vibration. This signal is subsequently amplified and used 
to drive a loudspeaker. Some control over timbre is 
achieved by altering the position of the transducer along 
the string, since several modes of vibration exist. The 
electronic piano has become obsolete and is no longer in 
commercial production (Backus, 1970). 
Another type of electronic piano (still being 
pn:h:luc~d Cdll\llwH'cl.ally) is based on a similar principle 
but uses vibrating metal reeds instead of strings. The 
reeds ar(;;l st.ruck by hammers which are operat:{~d by the 
conventional picmo mechanism. The sounds produced in this 
way are quite different to those of a conventional piano 
because the harmonics generated by a vibrating reed are 
different from those produced by a string. Vibrato is also 
incorporated electronically (Backus, 1970). 
147 
The well-known electric guitar uses the same principle 
as the electronic string piano. The vibrations of the 
strings are monitored by a transducer mounted either on the 
bridge or body of the guitar. Recently, similar transducers 
have been developed for violins, cellos, clarinets etc. (cf. 
Section 9.3). An important feature of these "electrified" 
instruments is the inherent possibility of control and 
modification of the resulting sounds (cf. Taylor, 1965; 
Backus, 1970). Thus, the spectral characteristics aan be 
altered by filtering, or the signal can be used to control 
other electronic sound sources such as a voltage-controlled 
synthesiser (cf. Section 5.2.5) or a ring modulator. For 
example, a ring modulator (cf. Howe, 1975) can be used to 
produce a rapidly decaying signal whose frequency is half 
that of the input signal. In this way, an instrumentalist 
(or singer) can accompany himself with a pizzicato sound 
pitched an octave lower (Backus, 1970). 
The use of signals to control an electronic sound 
source has recently been coupled with the concept of bio-
feedback (Basmajian, 1967). Thus, signals of biological 
origin such as the ECG (which monitors heart activity) u 
li:EG (producod by neuronal acti vi ty of the brain) and EMG 
(produced by muscle activity) are used to control various 
sound sources (Rosenboom, 1976). The sound sources provide 
feedback which permits the person being monitored to learn 
to control in some prescribed manner the characteristics of 
the appropriate biological activity. For example, bursts of 
alpha signal (the 8 Hz to 13 Hz portion of an EEG) can be 
used to turn a tone on and off. Similarly, the magnitude of 
the short-time average alpha wave can be used to control the 
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centre frequency of a band-pass filter, and hence to control 
sound timbres using subtractive synthesis. Quite elaborate 
systems involving ten or more people, a large voltage-
controlled synthesiser and numerous special-purpose control 
circuits have been devised to permit the performance of 
"bio-feedback music" (Rosenboom, 1976). 
5.2.4 The Tape Recorder 
The introduction of the analogue tape recorder in the 
late 1940' s stimulated the development of "electronic music" 
as it is known today (Davies, 1974). Initially, the approach 
mostly used was to record sounds such as those of musical 
instruments, singing, speech, street noises, railway yards, 
boiling pots, etc. These recordings are then modified, 
edited and combined to produce complex sequences of sound 
(as, for example, in the works of P. Boulez, P. Henry, 
O. Messiaen, P. Schaeffer and K. Stockhausen during the 
period 1948 to 1953). This branch of music composition was 
originally called "inusique concrete", although this term 
is no longer applicable since signals of electronic as well 
as acoustic origin are used. 
The tape recorder is still the most widely used 
medium for electronic music creation, despite its serious 
limitations in "live" performance. Douglas (1973) points 
out two reasons for this: the tape recorder is very 
versatile, and it is relatively inexpensive and widely 
accessible. Signals recorded on magnetic tape can be 
monitored, played back, reversed, edited, and altered in 
speed to produce changes in pitch. Reverberation can 
be in-traduced by re-recording sounds played back in a 
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reverberant room, by superimposing sounds delayed by 
acoustic or mechanical transmission lines, or by using a 
tape recorder with closely spaced multiple recording heads. 
Complicated rhythmic patterns can be constructed using tape 
loops. Other signals can be superimposed, and complex sound 
patterns can be assembled by splicing together edited 
fragments of tapes. 
Tape recorder techniques for electronic music are 
discussed comprehensively by Douglas (1957), Badings and 
de Bruyn (1957), Ussachevsky (1958), Beauchamp (1974) and 
Howe (1975). Voss (1965) and Hiller (1965) describe studios 
and equipment which are typical of those used to produce 
many of the innovative compositions of the 1960's (see for 
example Davies, 1974, for a comprehensive survey). 
5.2.5 The Synthesiser 
The electronic music synthesiser (also called the 
formal electronic synthesiser - cf. Olson, 1971) is an 
integrated system designed specifically for the electronic 
production and control of sounds. Historically, the 
synthesiser evolved from the individual items of signal 
generating and processing equipment used in the early tape 
Atudios. Initially, these items (oscillators, filters etc.) 
were connected together using patch cords for the audio 
signals. Control was performed manually, usually via 
potentiometers and switches. 
In 1954 the RCA Synthesiser was built by H.F. Olson 
and H. Belar (cf. Olson and Belar, 1955). This machine 
contains a comprehensive set of signal generators, 
modulators, filters and attenuators which are interconnected 
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using one of eight patch panels. A facility for portamento 
(frequency glide) is also incorporated. However, the most 
important feature of the RCA machine is the provision of 
programmeq control using punched paper tape. Fifteen inch 
wide paper tape is used, moving at nominally four inches 
per second. The tape is organised in ten columns, each 
four "holes" wide, so that a total of 40 bits is provided 
for each "sampling instant" (of which there are nominally 
16 per second). Five columns (i.e. 20 bits) are allocated 
to each of two independent "instruments II • Two tape readers 
are available, so that up to four independent lIinstruments" 
can be sounded simultaneously. 
The information required to specify the parameters 
of each "instrument" is coded as·follows. The first two 
columns (4 bits each) specify pitch frequency - column one 
defines the normalised pitch frequency, while column two 
indicates which octave is required. The third column 
defines the envelope characteristic (attack, steady-state 
and decay). The waveshape spectrum which is pre-patched on 
one of eight patch panels is selected by column four, and 
column five defines the overall sound intensity. A set of 
manually operated switches which parallels the paper tape 
reader is also provided, so that sounds can be manipulated 
interactively without the need for pre-programming a paper 
tape. 
A multi-track magnetic tape recorder is incorporated 
to permit the recording of sound sequences produced by an 
edi'ted paper tape. The tape speed is synchronisedt.o the 
paper tape reader, so that the results of several recording 
sessions can be combined. This overcomes the limitations 
imposed by the provision of only four independent 
II instruments" . 
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Despite its practical disadvantages (high cost, 
large size and the need for frequent maintenance), much 
interest was generated by the RCA machine. Several 
significant compositions were formulated using it, notably 
Babbitt's (1961, 1964) "Composition for Synthi" and 
"Philomel", and Wuorinen's (1970) "Times Encomium". 
Another programmable synthesiser is the Oramic system 
(Douglas, 1973). Unlike the RCA synthesiser which uses 
binary coded input, the Oramic synthesiser uses direct 
graphical input. A number of transparent perforated film 
strips are arranged to pass in parallel over a platform when 
driven by a sprocket. Functions of time are drawn on the 
film strips using opaque adhesive tape or felt pen. When 
the sprocket shaft is rotated, all strips move simultaneous-
ly over photocells which are constantly illuminated. The 
pattern on each strip modulates the light, causing a 
corresponding analogue voltage in the photocell output 
(cf. the digital graphical encoding device described in 
Section 6.7). The various signals produced in this way are 
used to control pitch, duration, vibrato, envelope and 
intensity, and to select one of a number of waveshape 
generators. A waveshape is produced by placing a suitably 
shaped mask over the screen of an oscilloscope which is 
coupled to a photomultiplier and. an oscillator (the pitch 
source). This causes the shape of the mask to be 
superimposed on the oscillator output, thereby producing a 
periodic signal \<Jhose repeti tion frequency is governed 
by the oscillator frequency. Changes in waveshape are 
affected by changing the mask. 
The development of the solid~state voltage 
controlled oscillator in the early 19600s led directly 
to a new generation of synthesisers. These machines are 
characterised by the use of electrical rather than 
mechanical analogue con trol signals, so that rapid, accurate 
changes can be made to oscillator frequencies, filter 
characteristics or amplifier gains. The commercially 
available synthesisers of Moog (1965, 1967; see also 
Chadabe p 1967), Buchla Associates, ARP Instruments, Inc. 
and Electronic Music Studios (London), Ltd, are well-known 
examples I whi le numerOUS systems have been bui lt pri va·U.~ly 
for specific studios (cf. Kindlmann and Fuge, 1968, Scott, 
1975) • 
Typically, voltage controlled synthesisers contain 
several oscillators whose waveshape (sinusoid, sawtooth, 
square, pulse) is controlled by switches. Usually one or 
more nois e genera tor is also incl uded. The portab Ie VCS~>:3 
synthesiser which is manufactured by E.M.S. (London) Ltd. 
has three independEmt asci l1.ators and one noise genE~ra t.OT p 
while the E.M.S. Synthi 100 (which is a large machine 
intended for studio work) has nine independent oscillators 
and three noise generators. The signals produced by these 
generators are patched into various filters, spectrur.n 
shapers (i.e. contiguous band-pass filters acting in 
parallel), modulators (amplitude, frequency, phase or ring), 
reverberators etc., which control and shape the resulting 
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spect.rum using either subtractive or modulat:ion synthesis. 
Next p envelope effects are introduced by multiplying the 
synthesised signal by the output of an envelope generator, 
us ing a voltage-controlled amp1i fier. F'ina11.y, various 
sounds which are synthesised in parallel are combined, 
amplified and fed into a loudspeaker and/or tape recorder. 
The most common method of interconnecting the various 
componen·ts outlined above is to use a pat:cb panel and patch 
cords (simi lar to those used on ana1ogu(-'-~ cornputers). 
However, many instruments now use a matrix panel in which 
any module output (indexed by row) can be connected to any 
module input (indexed by column) by inserting a special pin 
in the appropriate position. It is generally accepted that 
the matrix patch panel is more convenient to use than patch 
cords, and eliminates many of the cross-talk problems 
encountered with the latter (cf. Douglas p '1973). 
Nevertheless, the matrix panel does have its limitations, 
since with some designs multiple inputs or outputs are not 
possible (cf. Howe, 1972) - a criticism more applicable to 
composition than to performance. 
A recent development of the matrix panel is the use 
of prewired patches, such as the "prestopatch" used by the 
Synthi AKS, or the "programboard ii used by t.he Buchla Music 
Easel (Hower 1975). It is worth noting that: the use of a 
digitally-controlled patch panel has also been.considered 
(Kindlmann and Fuge, 1968; Howe, 1975; see also Section 6.1). 
This would permit timbre changes to be effected in real-time. 
However, this facility has not appeared, presumably because 
of the cost involved (cf. Section 6.1). 
Various methods are used to control in real time 
the performance of pre-patched sounds. The most common 
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of these is the keyboard, which may be monophonic (one note 
at a time) or polyphonic (two or more simultaneous notes). 
Howe (1972) discusses some of the operational limitations 
of keyboards - in particular their unsuitability for 
portamento or scales other than the conventional 12 tone 
scale, and the difficulty of controlling several distinct 
timbres simultaneously from one keyboard. The latter 
problem is discussed further by Hovey and Seamans (1975) 
who propose several solutions. The former problem is 
overcome using a portamento bar, or by using a programmable 
keyboard whose pitch values can be assigned by the user 
(Smoliar, 1972; see also the EMS Synthi 100). 
A paper tape control system (the "coordinome li ) 
which is similar to that used by the RCA synthesiser 
has been developed for the voltage-controlled synthesiser 
(Ghent, 1967ai, 1967b; Moog, 1967). However the subsequent 
development of control devices which use electronic memory 
(e.g. shift registers) have rendered the coordinome obsolete. 
Caine and Ciamaga (1967) describe the design philosophy of 
the Serial Sound Structure Generator, which permits the 
simultaneous and continuous reading of four series containing 
from 4 to 13 terms each. When each series has been read an 
automatic wrap-around feature is invoked, so that each 
series is cyclic. Real time editing facilities are also 
provided. A similar concept is used by the "sequencer" 
which was first incorporated in the Buchla synthesisers 
(Beauchamp, 1974). The sequencer used on the E.M.S. Synthi 
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100 provides storage and editing facilities for up to 
256 events, each with six parameters. Digital memory is 
used throughoutg with one 36 bit word defining the six 
parameters of each event. Sequences are recorded using a 
special touch-sensitive keyboard - the start time, duration, 
key position (which does not necessarily correspond to 
pitch) and key velocity are recorded each time a key is 
depressed. The keyboard sampling rate is governed by a 
clock whose frequency is manually controllable. Successive 
"layers" of parameters can be recorded, and individual 
events can be edited (cf. performance editing with foot-
switch, Section 3.8). Recorded sequences can be played back 
at any speed over a range of ±1000 to 1, so that time 
reversal is possible. A comprehensive description of the 
sequencer is given by Douglas (1973). 
The use of a digital computer permits a more general 
approach to the control of analogue synthesisers (cf. 
Zinovieff, 1968; Mathews and M.oore, 1970a, 1970b). This 
approach is well illustrated by "GROOVE II (Mathews and Moore, 
1970a, 1970b), which uses a computer to monitor the actions 
of the human performer (playing a keyboard, twiddling knobs, 
etc.). These control actions are stored as digitally 
sampled functions of time, which may be subsequently edited 
and "played back" through DACs to produce the appropriate 
control voltages. However, the most useful application of 
computer control is in what Mathews, Moore and Risset (1974) 
call the "conductor concept". Thus the actions of the human 
performer are monitored and used to provide in real time 
nuances of performance such as changes in tempo, selection 
of 
of 
a hyb 
rent , and changes in the rela ve 
rent tI struments". This approach 
tem such as GROOVE or in a totally digital 
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in 
tem) 0 rs greatest potential for rea ter-
act music generation. Digital computer techn ues are 
discuss in the following section. 
5.3 DIGITAL SYS 
analogue synthesis techniques discussed above 
permit a wide range of sounds to be produced and contro 
Neverthe , none of the systems described so far can be 
d as universal. For exam91e, those synthesisers 
which subt synthesis suffer from the 
limi 
sy 
any transient imposed on the sound ctrum 
1 harmonics identically. Additionally, analogue 
are subject to problems of drift, stability, 
ty and cumulative degradation which can be 
frustrating to a serious composer. In contrast, digital 
techniques are of these limitations. This applies 
whether implementation in special-purpose hardware, 
or 1n software on a gene purpose computer. Since any 
conce1v a itra signal can be generated digitally, 
sound 
a 
to 
to 
1 r the lopment of a universal 
era 
r. 
convers 
ree ic techniques for producing sounds 
are: sign-bit extraction, digital 
, and computer control of special-
hardware. Sign bit extraction is 
waves at controllable frequencies. 
It is an inexpensive but limited technique since tht"'!re is 
no provision for detailed wave shape or envelope control. 
Some musical works have been produced using this method -
for example "Computer Cantata" by Hiller and Baker (1964) 
and "Sonoriferous Loops" by Brun (1964). 
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Digital to analogue conversion is a direct digital 
synthesis technique in which successive signal samples are 
calculated or retrieved from memory and presented to a DAC 
(Mathews, 1961, 1963, 1966, 1969; Tenney, 1963). Real-time 
operation using a general-purpose computer is, in general, 
possible only using pre-calculated stored samples (for 
example cyclic table look-up, cf. Section 2. 1). Host 
systems which use direct digital synthesis require the 
signal samples to be calculated and stored on digital 
magnetic tape or disc for subsequent sound generation. 
Consequently, these systems are essentially batch-processing 
rather than interactive, and this is one of the main 
criticisms of the technique (cf. Beauchamp, 1974, who 
comments: "Perhaps the greatest challenge before electronics 
technologists in the field of music is to develop new systems 
that successfully combine the flexibility and universality 
of the digital computer with the immediacy of the analog 
sys terns") . 
It is the author's opinion that the third technique 
computer control of special-purpose sound generating 
equipment - is the most promising approach for a real-time 
interactive system. While special-purpose sound generators 
include conventional acoustic and electro-acoustic 
instruments (cf. Sections 2.2 and 3.3) and analogue 
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synthesisers (cf. GROOVE, Section 5.2.5), the main emphasis 
here is on digital synthesisers. 
Numerous comprehensive systems have been developed 
for "pure" direct digital synthesis (i.e. systems which use 
a general-purpose computer plus DACs). The best known of 
these is MUSIC V (Mathews, 1969) and its predecessors 
(Mathews, 1961, 1963; Tenney I 1963; Roberts, 1966). 
Versions have been written both in high-level languages 
(cf. MUSIGOL in Extended ALGOL; MUSIC4F and MUSIC4BF in 
FORTRAN IV - see Howe, 1975) and in machine-dependent 
languages (cf. MUSIC7 for the XDS Sigma-7, ORPHEUS for the 
CDC-3600 and MUSIC360 for the IBM System 360 - see Howe, 
1975). A comprehensive description of MUSIC4BF is given by 
Howe (1975), while MUSIC V is documented by Mathews (1969). 
MUSIC V and its relatives are compilers which operate 
in several passes on "score" and lIinstrument" specifications 
which are usually in the form of punched cards. MUSIC V is 
organised as follows. In Pass 1 the data cards which 
specify the score and define the instrument characteristics 
are read and storage areas are assigned. The principal task 
of Pass 2 is to sort the score description into chronological 
time order. A variable metronome function can also be 
invoked to distort the time scale, thus producing gradual 
accelerandos and ritardandos or abrupt changes in tempo. 
The actual acoustic samples are calculated and written on to 
digital magnetic tape in Pass 3. 
The concept of the "unit generator" is used to 
specify each "instrument". The unit generators "perform 
functions that experience has shown to be useful". They may 
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be one of a number of standard building blocks, or 
alternatively may be specified by the user. Examples of 
standard unit generators are oscillators, noise generatorS g 
envelope generators, filters, adders and multipliers. 
Unit generators are interconnected in the manner described 
by each liinstrument specification". The resulting 
"instrument" is essentially a digital simulation of a 
voltage-controlled analogue synthesiser. 
Stereophonic as well as monophonic sounds can be 
produced. A catalogue of sounds together with a description 
of the instrument(s) which generated them is available to 
help composers use the system (Risset, 1970). 
Slawson (1969) describes a synthesis system which is 
similar to MUSIC V in many respects. However, the score 
and timbre specification language used relates directly to 
the note sequences and the sounds it represents (see also 
Dallin, 1974). An interesting feature of this approach 
is that the basis for the description of timbres is the 
phonetic sounds of speech. This permits signals whose 
spectra vary dynamically to be easily notated. The technique 
used to compute the corresponding signal samples is borrowed 
directly from speech synthesis. A "terminal analog" model 
of speech production is used, in which the acoustic energy 
source is assumed to be independent of the vocal tract 
(cf. Section 7.3). A four pole transfer function with 
no zeros is used to model the vocal tract. Each phoneme 
is assigned a mnemonic with which is associated a table 
which specifies the corresponding time~varying vocal tract 
transfer function and the mode of excitation (i.e. voiced or 
· 1 (,0 
unvoiced). The phoneme description tables are embedded 
within the synthesis program and are essentially transparent 
to the composer. Several noteworthy compositions have been 
produced using this system, in particular Slawson's (1967) 
"Wishful Thinking About Winter" and (1968) "Hovements for 
Orchestra with Tape". 
Recognition of the importance of immediate feedback 
in the composition process has motivated the development 
of several systems which achieve real-time operation. 
The programs POD4, PODS and POD6 (Truax, 1973a, 1973b) 
use "pure" digital synthesis and are designed specifically 
for a medium sized computer (a PDP-15 with 12K 18-bit words 
core memory). Up to five 12-bit DACs are used. The main 
design philosophy is to provide real-time interaction for 
composers rather than to implement a comprehensive sound 
synthesiser. For this reason the range of sounds which can 
be produced is comparatively limited. POD4 and its 
successor PODS use fixed waveform synthesis, in which one 
period of the required waveshape is stored as 50 equally-
spaced samples and the sound is generated using cyclic table 
look-up. To accommodate pitch frequencies up to 5150 Hz 
(approximately E8 - see Table 9.2) the number of samples per 
portod is reduced to 25 and 17, depending on the pitch. 
Envelope and vibrato (amplitude modulation) effects are 
implemented by storing ten different versions of each wave-
shape. Each version corresponds to the basic waveshape 
scaled by a suitable amplitude factor, so that in effect an 
envelope or vibrato is limited to ten discrete amplitude 
steps. Waveshapes can be retrieved from a "sound catalogue" 
which is stored on disc or magnetic t.ape, calculated 
using harmonic (Fourier) synthesis, or read from paper 
tape (cf. Section 6.7). POD6 uses frequency·~·modulat.ion 
synthesis (see Section 5.4), although t.h€~ method used t:o 
achieve real-time operation is not clearly described. 
Smoliar (1973) describes a comprehensive dat~a 
structure called EUTERPE2 which is designed for real~time 
interactive composition using up to six independent 
"voices". However, Smoliar does not discuss the method 
of sound generation used, and it appears likely that each 
"voice" is realised using special purpose hardware. 
Groove (Mathews and Moore, 1970a, '1970b) has 
already been mentioned (Section 5.205) as an example of 
a "hybrid" synthesis system in which a digital computer 
is used to control an analogue synthesiser. MUSYS 
(Grogono, 1973) is similar in that it uses digitally-
controlled analogue hardware (a bank of oscillators, 
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noise generators, a percussion simulator, envelope shapers, 
filters and reverberators). Digitally-controlled function 
generators and several DACs are also incorporated. These 
compon(~n ts are manua lly patched using four (32 x 32 element) 
mat.rix panels, although a facility is provided to permit. 
limited digitally-controlled matrix switching. MUSYS is 
organised in four distinct modules: 
(i) A. Text. Editor, which the composer uses to 
prepare or modify score encoding data 
(written in the MUSYS language) 
(ii) A Compiler, which converts the score 
into coded data lists 
1G2 
(iii) A Performance Program, which reads t.he compiled daLl 
from disc and prepares it for delivery 
(iv) A Delivery Program, which sends data to the 
appropriate devices in real time. 
Grogono comments that the speed of the ovc-'!ra Jl ~"ys tern is 
"adequate for interactive use", and that the procedure 
usually adopted by composers is to divi.de a score into small 
units which can be compiled in a few seconds. The main 
criticism of the system (and this applies to MUSIC V and 
its variants also) is that the composer mus1: learn a special 
language with which to encode a score. As Grogono (1973) 
comments: "It is tempting to design a new language which 
makes more use of keywords and is not so barbarously 
hieroglyphic as MUSYS". 
Taylor (1972) sets out an eloquent: argum(~nt in favour 
of a "hybrid" synthesis system in which special purpose 
digi.t.al rather than analogue hardware is used. in the "black 
box" sound generating units. Taylor details comprehensive 
proposals for such a system, which includes numerous 
analogue input devices, keyboards, and a graphics system 
to aid composer interaction. The digital hardware 
Hynrhesi.sor proposed contains 128 oscillators, 128 multi~ 
purpm:le fl1tc'rs p 128 envelope generators, 4 noise generaton" 
4 reverbE~ration uni. ts, several high-speed ari thmetic uni ts 
capable of real-·time amplitude, frequency and ring 
modulation, and facilities for controlling sound movement 
in two or three dimensions (cf. Section 5.5). This hardware 
complement permits timbres to be produced using both 
additive and subtractive synthesis as. well as direct 
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waveform synthesis and modulation synthesis. At the 
organisational level, Taylor proposes the development of 
simulation syntax compilers to permit the performance of 
compositions already encoded in languages such as MUSIC V. 
Incorporation of the "Music Box il language concept developed 
by K. Wiggen (cf. Sandlund, 1972) is also proposed. 
Alonso, Appleton and Jones (1975) describe an 
all-digital system developed at Dartmouth College. This 
synthesiser has sixteen independent "voices" and can be 
used in a time-shared mode by up to four terminals. Thus 
four users can simultaneously produce four-part musical 
passages. Both the direct wave shape synthesis and frequency 
modulation synthesis methods are used. A similar system 
which uses additive, subtractive and frequency modulation 
synthesis is described by Gross and Leibig (1976). The 
latter system is oriented towards instruments whose timbres 
are time-varying during each note (cf. Section 5.4). 
The digital hardware synthesisers discussed above 
are all implemented using dedicated hardware. A more 
flexible approach is the programmable digital processor, 
which is a special purpose computer designed specifically 
for high speed signal processing (see also Section 8.5). 
Blasser, Baeder and Zaorski (1975) describe a synthesis-
oriented machine whose architecture incorporates partial 
pipelining u three arithmetic data registers and a high speed 
(less than 50 nanosec. access time) scratch memory in 
addition to main memory. Each executable instruction 
(e.g. load accumUlator, add, multiply, compare, skip on 
condition, etc.) can be combined with any other instruction 
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to form a "compound instruction". Both component 
instructions are executed in parallel. In this way, the 
effective instruction cycle time (200 nanosec.) is halved. 
Thus for a 35 kHz signal sampling rate, up to 285 component 
instructions can be executed for each sample while 
achieving real-time operation. 
It is worth commenting that while high-speed 
programmable processors provide great flexibility and 
convenience for experimentation, design and evaluation of 
synthesis techniques, they still operate serially rather 
than in parallel. However, the complex sounds of interest 
in music are intrinsically parallel (i.e. combinations of 
different "instruments"). This parallelism is explicitly 
exploited in most composition-oriented synthesisers. 
While a serial machine can simulate parallel operations, 
it is likely that the speed of operation of most 
programmable serial processors available today is still 
too slow to satisfy the real-time synthesis requirement8 
of serious composers. 
5.4 DIGITALLY ORIENTED TECHNIQUES 
The systems discussed in the preceding sections use 
one or more of four techniques for timbre synthesis - viz. 
additive synthesis, subtractive synthesis, direct waveform 
synthesis and modulation synthesis. In this section the 
characteristics and limitations of these methods are briefly 
considered in relation to the timbral characteristics of 
conventional acoustic instruments. Several other methods 
which are suitable for digital implementation are also 
discussed. These latter synthesis techniques offer 
advantages in hardware realisation or in the ease with 
which time-varying timbres can be controlled or produced. 
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The unnatural character of many synthesised sounds 
of "pure" electrical origin is well known. This unnatural-
ness is due to lack of variation in the waveshape within 
each note. In contrast, the sounds produced by acoustic 
instruments are characterised by inter-period changes in 
the waveform as well as by a temporal envelope variation 
(see Section 7.3). This is particularly important during 
the attack transient (cf. Robson, 1976). Thus the ideal 
synthesis system should permit independent control of the 
envelope of each of the spectral components of a sound. 
The frequency and relative phase of each spectral component 
should also be controllable, so that enharmonic as well as 
harmonic components can be used. 
The limitations of direct waveform synthesis and 
subtractive synthesis are obvious and are discussed 
respectively by Xenakis (1971) and Howe (1972). Additive 
synthesis permits the production of a much wider class of 
sounds (of. Beauchamp, 1974). Its implementation using 
analogue hardware suffers from the disadvantage that a large 
number of oscillators and envelope generators are required 
(cf. Howe, 1972). Also, the relative phases of the spectral 
components are not easily controllable (cf. Crowhurst, 1975, 
who comments on the desirability of randomising the phases 
of the spectral components of synthetic organ sounds at the 
start of each note). Neither of these objections is 
applicable if the FFT is used. Ironically, the main 
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disadvantage of additive synthesis for performance (as 
distinct from composition) seems to be the number of control 
parameters required to specify each sound (cf. Howe, 1972). 
The Walsh transform (see Section 8.4.1) has also been 
applied to additive synthesis (Hutchins, 1973, 1975; Insam, 
1974). This approach requires that the time-base of the 
Walsh transform be chosen as the pitch period, and that the 
Walsh spectrum rather than the Fourier spectrum be used to 
specify the required sound. Unfortunately the Walsh 
transform is not invariant to phase changes of the 
corresponding Fourier spectral components, so that a simple 
analogy between the Walsh and Fourier spectra does not exist. 
Modulation synthesis, while not as general as 
additive synthesis, does permit the production of a large 
variety of time-varying timbres using comparatively few 
control parameters. Frequency modulation in particular has 
recently received much attention (cf. Chowning, 1973; 
Alonso, Appleton and Jones, 1975; Scott, 1975; Hoorer, 1976). 
The main advantages of this approach are the ease with which 
complex spectra are synthesised, and the simplicity with 
which the temporal evolution of the frequency components is 
controlled. This latter feature is achieved at the expense 
of lack of independent control over the spectral components, 
so that frequency modulation is not useful for modelling 
realistically the sounds of orchestral instruments (cf. 
Chowning, 1973). Nevertheless the technique can be used to 
synthesise sounds which possess characteristics similar to 
orchestral instruments, as Chowning demonstrates. 
To illustrate frequency modulation synthesis, 
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consider the case where both the carrier and modulating 
signals are sinusoids. Constrain both signals to lie in 
the audio band, so that the resulting sidebands form the 
synthesised spectrum directly. Then 
s (t) = A sin (at + I sin 8t) (5. 1 ) 
where s(t) is the modulated signal, a = 2nf is the carrier 
c 
frequency (rads/sec), 8 = 2nfm is the modulating frequency 
(rads/sec), I = d/fm is the modulation index, and d is 
the peak deviation (see for example Lathi, 1965). The 
bandwidth (and hence the spectrum complexity) depends on 
both the frequency deviation and the modulating frequency 
according to: 
B ~ 2 (d + f m> (5.2) 
where B denotes bandwidth (cf. Chowning, 1973). Thus, if 
the modulation index I is time varying, the evolution of 
the bandwidth of the resulting spectrum is characterised by 
the form of I (t). However, the evolution of each spectral 
component also depends upon I (t), since as I increases 
energy is transferred between the carrier and an increasing 
number of side frequencies. This dynamic interdependence 
between modulation index, bandwidth and spectral amplitude 
i8 illustrated graphically by Chowning (1973). 
Moorer (1976) extends Chowning's method in a form 
sui table for diqit2tl implementation. Moorer U s starting 
point is the disc:t'ete summation formula (cf. ,Jolley v '1961) 
N 
L a k sin (8 + k 8 ) 
k=O 
= 
sine - asin(8-8) - a N+ 1 [sin{8 + (N+1)8} - asin(e +N8)] 
1 + a 2 - 2acos8 
As the number N of components becomes infinitely large, 
equation (5.3) simplifies to 
()() 
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L ak sin (8 + k8) 
k=O 
= 
sin8 - asin (8-8) 
1 + a 2 - 2acos8 
a < 1 • ( 5. 4) 
These expressions (5.3) and (5.4) are applied to sound 
synthesis by setting 8 = 2nfct and 8 = 2nf t, where 
m 
fc and fm are, respectively, the carrier and modulating 
frequencies in Hz. Both harmonic and enharmonic spectra can 
thus be produced, depending on whether the ratio f /f is 
m c 
rational or irrational. The special case f = f is 
c m 
noteworthy since it permits further simplification of the 
right-hand side of equation (5.4). Observe however that 
whenever equation (5.4) is used the ratio a of adjacent 
spectral components must be chosen small enough that the 
spectrum is effectively bandlimited to half the sampling 
frequency, to avoid aliasing. 
Equations (5.3) and (5.4) express "one-sided" rap 
which are asymmetrical about f 
c 
To produce "two-sided" 
spectra which are symmetrical about fc' the following 
extension of (503) can be used: 
sine + 
N k 
r: a sin (8 + k 8) + S in (e - k (3 ) = 
k= 1 
sine (1 - a 2 - 2aN+ 1 [cos{ (N+1)(3} - acosN(31) 
1 + a 2 - 2acos(3 
( 5 .5) 
As N becomes infinitely large this simplifies to: 
00 
sine + L: 
k=1 
ak{sin(e+kB) + sin(8-kB)} 
(1 - a 2 ) sinS 
a < 1 
1 + a 2 - 2acosB 
= 
(5.6) 
The application of the discrete summation formulae 
(5.3) to (5.6) to compute signals whose spectral envelopes 
vary with time is discussed by Hoorer (1976), who presents 
several examples. The main advantage of this approach over 
Chowning's (1973) frequency modulation technique is that 
greater control can be exercised over the form of the 
spectrum (within the constraints imposed by the left-hand 
side of equations (5.3) to (5.6». However, the discrete 
summation formulae are comparatively complicated to compute. 
Another disadvantage is the dependence of the overall signal 
amplitude on the factor a, which is an important control 
parameter for the generation of dynamically-varying spectra. 
This objection can be overcome by using "denormalisation 
factors" which maintain constant signal power as a varies 0 
An approach which is quite different to the 
deterministic synthesis techniques discussed above is 
suggested by Xenakis (1971), who proposes that sounds be 
generated stochastically. Xenakis env ages "the pressure 
variations produced by a particle capriciously moving arow1d 
equilibrium positions along the pressure ordinate in a 
non-deterministic way" . Various probability distribution 
functions are suggested by Xenakis (e.g. Poisson, 
exponential, normal, uniform, Cauchy, Bernoulli, logistic), 
i7() 
both individually and in combinations. He also considers 
the use of randomised or deterministically-varying 
parameters (e.g. time) and constraints (e.g. elastic or 
inelastic barriers) in the probability distribution 
functions. Xenakis presents graphical examples of various 
signals generated in this manner. Unfortunately it is not 
possible to judge the aural effect of these signals without 
hearing them. 
Linear prediction (cf. Section 7.6) is now widely 
used in speech analysis and synthesis, although to the 
author's knowledge it has not been used for the synthesis 
of musical sounds. The recursive filter formulation used 
in linear prediction is outlined in Section 7.6, together 
with a discussion of the assumed signal model, and is not 
repeated here. However it is pointed out that the speech 
model which is explicitly used in the formulation is not 
directly applicable for musical instruments (cf. Section 
7.3). Nevertheless, the recursive filter method does permit 
the synthesis of signals with dynamically-varying spectra 
using comparatively few control parameters which relate 
directly to the intuitively important characteristics of 
sounds (viz. the excitation, the formant frequencies and 
bandwidths, the pitch frequency, and the intensity). The 
usefulness of the method can be judged by listening to the 
record which accompanies the paper by Atal and Hanauer 
(1971) • 
Linear prediction synthesis could be applied directly 
to a music synthesiser of the kind described by Slawson 
(1969) (cf. Section 5.3). It is also probable that sounds 
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with characteristics similar to those of orchestral 
instruments could be synthesised by direct application of 
the speech analysis-synthesis technique. However, further 
research is required to ascertai.n whether linear prediction 
synthesis can be successfully appliE~d to a wider class of 
signals than that assumed by the speech model. In 
particular, the dependence of pitch on the dominant formant 
poles, and the use of excitation signals other than the 
impulse train and white noise should be investigated. The 
use of deterministic or stochastic second-order variations 
into the filter coefficients should also be considered as a 
technique for introducing "realism" into the resulting 
sounds. 
5.5 CONTROL OF SPATIAL SOUND EFF'EC'I'S 
Spatial effects are becoming an increasingly 
important feature of electronic music. F'ellgett (1973) 
points out that explicit attention to the spatial content 
of music is not a new phenomenon. and cites the work of 
Monteverdi (17th Century), J.S. Bach (18th Century) al1d 
Stravinski (20th Century). Conven tional multi-channel 
Bound reproduction preserves some of the directional and 
dist:ance cues of the recorded sound field to produce an 
illusory acoustical space (see Fellgett, 1973, for a 
discussion of stereo, quadraphonic and ambisonic sound 
reproduction). This section briefly considers the 
incorporation of similar illusory spatial effects in 
synthesised music. 
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The factors which influence the perception of the 
direction and distance of a sound source are not well 
understood (cf. Bui, 1977). Mathews (1969) observes that 
transient effects are important, and that the first arrival 
of a sound is more significant than subsequent (reverberant) 
arrivals. This latter phenomenon is called the "precedence 
effect" (cf. Wallach, Newman and Rosenzweig, 1949). The 
work of Gardner (1962, 1967, 1969) is also relevant here. 
The information which is required by a listener to 
locate an actual sound source in an enclosed space is of two 
kinds - that which defines the direction of the source 
relative to the listener, and that which defines the distance 
of the source from the listener. Chowning (1971) lists the 
cues for angular and distance location as follows: 
(i) The different arrival times of the signal at the 
two ears when the source is not centred in front 
of or behind the listener. 
(ii) The pressure level difference at the two ears, 
resulting from the shadow effect of the head when 
the source is not centred. This effect is more 
pronounced at high frequencies (cf. Flanagan, 1972). 
(iii) The ratio of the direct energy to the indirect 
(i.e. reverberant) energy. (The former decreases 
more rapidly with distance than does the latter.) 
(iv) The loss of low-intensity frequency components of 
a source with increasing distance. 
Cues (iii) and (iv) are a consequence of the non-linear 
attenuation of sound with distance. 
Chowning (1971) describes a preliminary system 
1'l1 
designed to incorporate spatial effects into music 
synthesised digitally using a program similar to lImSIC V 
(cf. Section 5.3). Four separate sound channels are used, 
and spatial control is effected with a display screen and 
joystick. Angular location cues are provided by adjusting 
the ratio of the direct signal energies applied to each 
loudspeaker pair. This approach is used because the precise 
location of the listener is not known a priori, so that those 
localisation cues which are dependent upon delay, phase, 
and the orientation of the listener's head are inappropriate. 
Distance cues are provided by controlling the ratio of the 
direct signal to the reverberant signal. A Doppler shift 
effect is also incorporated to provide a velocity cue, so 
that moving sources can be simulated. 
Research into techniques for the creation of illusory 
sound spaces is continuing. Chowning, Grey, Rush and 
Moorer (1974) describe this as one of their main research 
goals, together with the related topic of artificial 
reverberation. It is apparent that much work is still 
required on both the perception and simulation of 
distributed sound fields. 
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CHAPTER 6 
A COMPUTER CONTROLLED DIGITAL SYNTHESIS SYSTEM 
6. 1 RATIONALE 
The digital synthesis system described in this 
chapter was constructed to overcome limitations inherent in 
the electronic organ used in the music input/output system 
described in Chapter 3. The most serious defect of this 
organ was its use of a separate oscillator for each of its 
forty-eight notes, resulting in poor frequency stability 
and the consequent need for frequent tuning. Another 
disadvantage was its lack of timbre control, since it 
possessed only two voice stops. While the latter was of 
little consequence for many system applications, it placed 
severe restrictions on the potential of our system for 
composition and performance. 
A strong motivating and formulative influence on our 
work was our regular discussions during 1973 and 1974 with 
J.E. Cousins of the Music Department. These introduced us 
to t.he syn thesiser and tape recorder techniques, used by 
electronic music composers, which are reviewed in Chapter 5. 
Our primary objective was to implement a performance-
oriented system similar to GROOVE (cf. Section 5.2.5) p in 
which the performerus control actions are monitored in 
real-time and used by the computer to generate switching and 
control signals for a synthesiser. Thus, we envisaged the 
possibility of rapid changes to the synthesiser patching r 
so that stored patching configurations corresponding to 
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new or existing sounds are retrieved anQ implemented during 
real-time performance. While computer-controlled patching 
is technically feasible and forms the basis of new hybrid 
computing systems (Rubin, Keener and Downer, 1975), it is 
not practicable with our limited resources because of the 
intrinsically parallel nature of the switching matrix and 
the dimensionality factor encountered with increasing 
synthesiser complexity. This latter is demonstrated by 
comparing the rudimentary EMS VCS-3 three oscillator 
synthesiser, whose 16 x 16 matrix requires 256 analogue 
connections, with the more sophisticated EMS Synthi AKS 
used by the Victoria University of Nellington electronic 
music studio, which has 4,800 cross connections in its 
control matrix. 
The problems of automating a matrix patch panel, 
together with the intrinsic problems of stability, drift 
and repeatability associated with analogue voltage 
controlled systems, led us to conclude that an entirely 
digital approach to sound synthesis is more appropriate. 
It is interesting that our conclusions agree with those of 
other researchers working independently in this area (cf. 
Scott, 1975; Alonso, Appleton and Jones, 1975). 
The considerations discussed above led to the 
development of the computer controlled digital synthesis 
system described in the remaining sections of this chapter. 
The fundamental system design was formulated in late 1974 
by W.K. Kennedy and the author, with assistance from 
Professor R.H.T. Bates, M.R. Lamb and Susan D. Frykberg. 
Initial development work was undertaken in 1975 by 
R.J. Howarth and R.G. Vaughan as an undergraduate project 
(Howarth, 1975; Vaughan, 1975; Tucker et al" 1975), and 
continued during the summer vacation under a research 
assistance grant. It was pursued during 1976 by Vaughan 
176 
as a Master's project (Vaughan, 1977), with related high-
level software development by Susan Frykberg. The author's 
role throughout has been that of overseer and system 
co-ordinator, with personal responsibility for the computer 
interface hardware and software. 
6.2 SYSTEM OVERVIEW 
The fundamental design objectives of the system, 
formulated in late 1974 and early 1975, were as follows: 
(a) High frequency stability of note pitches 
corresponding to both the equally-tempered scale and to 
other user-defined scales or frequencies. This facility 
permits glissandi (continuous pitch change) effects, and 
enables the generation of both microtonal and conventional 
music. 
(b) A wide range of voice timbres, together with 
a flexible interactive method of specifying them, and 
f~cilities for rapid timbre changes during a performance. 
Independent control over the periodic waveshape, envelope, 
and modulating vibrato and tremolo signals is required. 
(c) Two modes of operation, manual or organ mode, 
and computer-controlled or synthesiser mode. In organ mode 
the device parallels a conventional electronic organ, and 
is played manually from a keyboard. Note timbres can be 
changed in real-time by "voice stop" switches. In 
synthesier mode .the "note event" sequences (start time, 
pitch, duration, intensity and timbre) are computer 
controlled. Both sequencer control (cf. EMS Synthi 100 
"DIGI") and programmed control (cf. MUSIC V) are thus 
possible. 
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(d) A modular design and implementation capable of 
future expension. This approach is necessary for several 
reasons. The available budget for the initial system, which 
was completed in February 1977, was approximately $1000 N.Z. 
This figure excludes the computer interface and software 
development. In addition, a modular system design provides 
the flexibility necessary in prototype development. 
These objectives and constraints led to the design 
outlined in Figure 6.1. It incorporates digital frequency 
generation, pulse code modulation techniques, and a high 
level of time-shared, rather than parallel, hardware. This 
last factor in particular is a significant departure from 
conventional synthesis techniques, since it permits highly 
cost-effective hardware utilisation. Thus, the use of more 
sophisticated digital, as opposed to analogue, signal 
generation techniques is justified on economic as well as 
performance grounds. 
The synthesis system consists of a number of 
independent "voice units", together with a single control 
unit which handles timbre changes and note playing under 
computer directi.on. Each II voice uni til generates a single 
composite sound composed of periodic waveshape, envelope, 
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tremolo and vibrato components. It can be regarded as 
a single unisonous instrument (cf. woodwind and brass 
instruments), with both percussive and non-percussive 
characteristics available. Thus, the total maximum number 
of simUltaneous notes which can be played at any instant 
equals the number of "voice units". Since all voices are 
independent, both chord effects (cf. keyboard instruments) 
and ensemble effects (cf. orchestral ensemble) may be 
produced. 
The system modularity permits additional voice units 
to be added, with an upper limit imposed by the time-shared 
control unit. We have implemented two voices, and designed 
for a maximum of sixteen. The expandable modular hardware 
concept is reflected explicitly in the software design, 
which may be easily modified to accommodate both additional 
voices and more control parameters for each voice. 
Each voice unit consists of a pair of recirculating 
digital memories. The waveshape memory contains the coded 
samples corresponding to one period of a repetitive signal. 
It is so arranged that sequential signal samples are 
cyclically presented to a DAC at a rate governed by a 
digitally controlled clock. Thus, the waveshape is 
reconstructed as a periodic analogue voltage with a 
repetition frequency (and hence pitch) dependent on the 
memory clocking rate (see Section 6.3). The envelope memory 
operates similarly, but with additional, control circuitry to 
ensure that precisely one complete memory circulation occurs 
in the interval corresponding to any specified note duration. 
Additional enveiope control permits the implementation of 
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both percussive and non-percussive envelopes by including an 
unclocked steady state portion in the latter. 
The analogue envelope and periodic waveshape, 
together with tremolo if desired, are combined using the 
analogue techniques discussed in Section 6.3. Vibrato is 
incorporated by frequency modulation of the wave shape memory 
clock. Individual gain control of the resultant "voice" 
provides independent control over the relative loudness 
contributions of simultaneously occurring notes. 
At the beginning of a performance or composition 
session, the user selects the timbre he desires from a sound 
catalogue stored on disc memory (cf. Mathews, 1969; Mathews, 
Moore and Risset, 1974) or specifies the waveshapes and 
envelopes using one of the specification facilities 
discussed below. The voice load controller transfers the 
corresponding signal samples from the computer to the 
selected voice waveshape or envelope memory. Play control 
of individual voices is effected by the play controller 
under software direction - thus a specified voice may be 
initiated at any specified audio frequency, and with either 
percussive or non-percussive envelope. Once activated, that 
voice will continue independently of all other voices until 
it is turned off by a software control signal (non-
percussive mode), or until its percussive envelope has 
decayed. Since control of voice load and play facilities is 
at the level of individual voices, different timbres may be 
played simultaneously, and the sound produced by any voice 
may be altered between notes. 
High-level play control software permits the system 
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to be used in either organ mode - i.e., played from the 
organ keyboard which is monitored by the computer - or in 
synthesiser mode from a pre-recorded, edited table of note 
parameters stored in the computer. At the time of writing 
only the sequencer option of synthesiser mode is operational. 
This is an extension of the playback system discussed in 
Chapter 3, with the inclusion of timbre control by pre-
stored parameters governing voice characteristics, or in 
real time by monitored "voice switches". The development of 
a high-level music language compiler similar to MUSYS 
(Grogono, 1973) or MUSIC V (Mathews, 1969) is at present 
under consideration. (These compilers are discussed in 
Section 5.3.) The inclusion of a similar facility in our 
system would permit greater control and flexibility for the 
composer, and enable the direct performance of existing 
composi tions which are already encoded in these languages. 
The remaining sections of this chapter discuss the 
system in detail. 
6.3 SIGNAL GENERATION 
The model of sound generation we have adopted 
requires four independent signal components to synthesise 
each "voice" signal - a periodic signal we call a "wave~ 
shape ll , an envelope which multiplicatively modifies the 
waveshape, tremolo which provides periodic amplitude 
modulation of the envelope, and vibrato which modulates the 
waveshape periodicity. 
Denote the composite signal by s(t), and let w(t) I 
e(t) p T(t) and v(t) be the waveshape, envelope, tremolo 
and vibrato signals respectively. Then 
s (t) "" G e(t) ['1 +T(t)] w(v(t)) 
where G is a gain factor. 
This model for sound synthesis is not unique Q 
nor is it entirely satisfactory for realist:ic synthesis 
of conventional music instruments (Richardson, 1954; 
Luce, 1963; Strong and Clark, 1967a, 1967b; Freedman, 
1967; Keeler, 1972; Robson, 1976; see also sections 5.4 
and 7.3). Despite these limitations it permits the 
real-time generation of a wide variety of tone colours, 
1 B 1 
an d is formula ted in a manne r which permits t:he indi vidua 1 
contributions of waveshape, envelope, tremolo and vibrato 
to be investigated (cf. frequency modula-tion synthesis, 
which is discussed in Section 5.4). 
Waveshape generation is effected using pulse-~code 
modulation as follows. Digitally coded samples 
corresponding to one period of the waveshape are stored 
in a recirculating shift register memory. As the memory 
is clocked, successive samples are presented to a DAe 
so that the original periodic waveshape is reconstructed 
as an analogue voltage 0 Control of the memory recirculation 
rate, and hence of the pitch of the resultjng waveshape. 1S 
achieved by altering the frequency of the memory clock 
according to 
= (6.2) 
where 
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f = frequency of shift register c 
memory clock ( 6. 3 ) 
N = number of words in memory ( 6. 4 ) 
f = repetition frequency of 
0 
output periodic waveshape (6. 5 ) 
From the Sampling Theorem (Shannon and Weaver, 1959), it 
follows that this technique is capable of regenerating any 
signal band-limited to fB where 
= ( 6 . 6) 
Thus N/2 spectral harmonics may be synthesised. In our 
implementation N is chosen to be 128. This is a compromise 
between the conflicting requirements of high temporal and 
spectral resolution, low cost and the desirability of 
covering the audio range 
50 Hz < f < 5 kHz 
o 
while maintaining the constraint 
< 1. 0 MHz 
imposed by the available memory technology. 
( 6. 7) 
( 6 • 8) 
An eight bit amplitude resolution was adopted as a 
rousonablc compromise between memory cost and quantisation 
('n·nr. '['his yields a normalised quantisa1~ion error of about: 
.:1. 
1%, with a rms signal/noise ratio given by 2 8 [3/2]2 or 50 dB 
for a normalised sinusoid (Bennet, 1948; Mathews, 1969). 
The limited dynamic range available with 8 bit 
resolution is extended by using normalised (full sea 1e) 
signals, wit:h separate gain cont:roL An alternative 
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technique for dynamic range extension which is commonly used 
in speech PCM systems is digital logarithmic companding, 
which employs a logarithmic rather than linear encoding 
characteristic to achieve a dynamic range comparable with 
12 bit linear encoding in only 8 bits (Schoeff and Reid, 
1976). While commercially produced logarithmic DAC and ADC 
units are available (e.g. Precision Monolithics COMDAC 
series), the additional complexity of signal specification 
software involved with this approach is not warranted. 
An interesting problem arises from the use of a 
signal sampling rate fc which is dependent on pi tch 
(equation 6.2), rather than constant. This requires the 
regenerated analogue signal to be low-bass filtered with a 
cut-off frequency given by (Lathi, 1965) 
= 
= 
f N 
o 
2 
(6.9) 
While low pass filters with controllable cut-off frequency 
can be constructed (Mitra, 1971), we have found that the 
URe of a stochastic DAC (Insam, 1973) incorporating fixed 
low pass fi ltc'Liny yields an acceptable analogue 
reproduction over most of the audio range. At high 
repetition frequencies, f approaches the DAC filter 
o 
cut-off and limits the high frequency end of the output 
signal spectrum. With low values of Fo' the DAC filter is 
unable to remove the duplicate spectrum which commences at 
fc/ 2 , and which is manifested as a high pitched whistle of 
low intensity. While it is outside the scope of this thesis 
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to compare stochastic DAC characteristics with those of 
conventional converters based on zero-order sample and hold 
techniques, subjective listening tests and visual waveform 
inspection indicate that a smoother, less stepped waveform 
results from the former. This is qualitatively explained by 
the fact that the stochastic DAC output is essentially white 
noise with a short-time mean value proportional to the 
digital input (Insam, 1973; Howarth, 1975). Another 
alternative to the conventional zero-order hold is higher 
order interpolation (Cadzow and Martens, 1970; Oetken, Parks 
and Schussler, 1975). Thus, a linear or quadratic 
interpolation smooths the output time function and 
attenuates the unwanted duplicate spectrum. We consider 
that the best solution is provided by incorporating a 
switchable range of DAC filter cut-off frequencies, 
controlled by the voice pitch. 
A similar digital synthesis technique is used for 
the generation of envelope signals, with the important 
distinction that the envelope memory clock rate is 
essentially constant rather than pitch dependent. Also, 
since the envelope signal is not in general periodic, 
control hardware is used to ensure that a complete envelope 
memory circulation occurs in precisely the desired note 
duration. with the percussive envelope option, the envelope 
signal is generated continuously at constant rate until 
completed - i.e. until the envelope "decay" is complete. 
When the non-percussive option is specified, the envelope 
is generated in three stages - attack (clocked), steady 
state (unclocked) and decay (clocked). These two modes of 
1 H', 
envelope generation are illustrated in Figure 6.2. 
To permit standardisation of waveshape and envelope 
memory and memory-load hardware (see Section 6.4), it was 
decided early in the design to use identical components for 
both wave shape and envelope signal storage. Thus 128 eight 
bit words are used to define both waveshape and envelope 
signals. Static rather than dynamic rIDS shift register 
memory was chosen, despite its lower maximum clocking rate. 
This choice simplifies the memory clocking and output 
gating, since dynamic memory requires continual refreshing. 
Although we desire an entirely digital approach to 
sound synthesis, the expense of fast digital multipliers for 
combining waveshape, envelope and tremolo makes analogue 
signal mixing a more realistic alternative. In addition, 
since tremolo is essentially a low frequency (0 - 20 Hz 
repetition frequency) signal and is generally small co~pared 
with the envelope and waveshape magnitudes (cf. Section 7.3), 
it can be regarded as a second order effect in the composite 
signal. This consideration has led to an analogue 
implementation of tremolo at this stage of system 
deve lopmen t. 
Vibrato is a second order effect similar to tremolo, 
but ~dncl' it is manifested as a frequency modulation of the 
waveshape memory clock, it is discussed separately in 
section 6.5. 
6.4 LOAD CONTROLLER 
The load controller hardware module is responsible 
for two tasks which together comprise the voice memory load 
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operation. Firstly, the serial string of 128 eight bit 
numbers which are required to specify an envelope or wave-
shape must be routed from the computer interface to the 
correct voice, and thence to either the envelope or wave-
shape memory. This task is essentially a multiplexing 
operation, and is performed using a cascaded 1 - 2 HUX which 
selects a waveshape or envelope route, and two 1 - 16 MUX' s 
which select the destination voice. Secondly, the memory 
control signals RECIRCULATE CONTROL and CLOCK are required 
to ensure that the memory is in the load rather than store 
mode, and to synchronise the data storage. 
It was found convenient to generate and transmit 
these memory control signals with the data, so that the 
multiplexed route is 10 bits wide. The unaddressed state 
of the RECIRCULATE CONTROL bit MUX is adjusted to coincide 
with store mode, so that all memories are automatically set 
to store mode unless a data transfer is occurring. 
To provide additional flexibility, provision is made 
for transfer of data from either the computer interface or 
directly from the hardware specifier unit which is described 
in section 6.7. This is implemented by inclusion of a 
~!" 1 MliX ill I h(~ bt'qinnin0 of the multiplexed path. 
6.5 PLAY CONTROLLER 
The play control system is responsible for generating 
the controllable-frequency clock pulses for each voice unit 
waveshape memory, and for initiating envelope control 
signals. 
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6.5.1 Waveshape Control 
Because of the piecemeal nature of the system 
development and the need to obtain results at the 
undergraduate project level, two modes of frequency 
control were proposed during the initial design. 
The first mode, which is now operational, uses a global 
approach to frequency generation. In this approach, all 
the 61 frequencies corresponding to the five octave 
equally-tempered scale C2 to C7 are generated in parallel 
in the form fc = 128 fo Hz (cf. equation 6.2). 
Digital frequency generation is used, incorporating 
a commercially-available master tone generator (General 
Instrument Corporation Microelectronics AY-1-0212) driven 
by a crystal oscillator. The master tone generator uses 
the pre-programmed frequency division factors listed in 
Table 6.1 to produce the twelve frequencies corresponding 
to the octave C#6 - C7, with a worst case error of 0.1%. 
The tone generators available to us were not capable of 
producing directly the higher f = 128 f frequencies. 
c 0 
This problem was overcome by using phase-locked loop 
frequency multiplication on each of the twelve master tone 
,,1'lIt'l·at 01· out puts. 'fhe five multiplied frequencies 
corresponding to the lower octaves are then generated 
using cascaded division by two. 
A computer-controlled multiplexer with 64 inputs and 
up to 16 simultaneous outputs is used to route the pulse 
train of specified frequency to a selected voice, without 
altering the switching paths existing to other voices. 
The MUX is in effect a small computer-controlled electronic 
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switching exchange capable of handling wide-band digital 
signals, and is constructed using standard TTL technology. 
This global approach to frequency generation permits 
economies in the control interface, since only 6 bits of 
pitch address, 4 bits of voice address and a MUX enable bit 
are required to control a 5 octave, 16 voice system. The 
64 pitch inputs are allocated so that 61 inputs correspond 
to the notes C2 to C7, with the remaining 3 inputs held at 
ground potential. This permits silence (or absence of 
clock) to be specified in the same manner as a note, by 
addressing one of the 3 "silence" inputs. This convention 
is utilised in the hardware which generates the envelope 
control signals. Thus, the pitch address is decoded to 
determine whether a note is commencing or finishing, so that 
an additional control bit is not required. 
The second mode of frequency generation uses a 
local frequency generation approach, in which a wide-band 
digitally-controlled oscillator is incorporated with each 
voice. The objective here is to permit the generation of 
a pitch continuum. It was originally envisaged that this 
facility be implemented using voltage-controlled oscillators 
controlled by the hybrid computer DM'!. facility. However, 
the higher repeatability and precision afforded by direct 
digital frequency generation has led to a revision of this 
idea, and design of a wideband digital oscillator using 
programmable frequency division from a master crystal 
oscillator is now being considered. An interesting feature 
of current proposals (Vaughan, 1977) is the inclusion of 
hardware vibrato generation. Thus, the control software 
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spec if ies the frequency di vi sion factor M which corresponds 
to the desired frequency - this can be directly calculated 
using 
f = I~f 
m c 
(6.10) 
where 
f == master oscillator input frequency m (6.11) 
f - output clock frequency 
c 
(6.12) 
M :: digital oscillator division factor (6.13) 
In addition, the periodic vibrato parameters oM and aT are 
specified. In this manner f can be altered by ± of in 
c c 
the time interval oT, where 
f ± 0 f :: fm / (M ± 0 M) 
c c 
(60"14) 
The manner in which fine temporal variations occur 
within oM must also be specified - this can be achieved 
using the digital method implemented for waveshape 
generation, or using pre-selected analogue function 
generation techniques and an ADC. Thus sinusoidal, 
triangular or rectangular temporal variations in 
l'i1811y implemented. 
6.5.2 Envelope Control 
fare 
c 
Envelope con"l.:.rol signals for each voice uni tare 
generated by the play control module, concurrent wi th 
frequency control. On receipt of a "note turn on" command 
from the computer, the envelope attack control signal NTSTRT 
is generated and routed to the specified voice (see Figure 
6.2). This applies to both percussive and non-percussive 
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envelope types. In addition, a voice status register is 
set. This register permits software interrogation of the 
instantaneous voice usage status (i.e. busy or free) and is 
required because of the time delay between the promulgation 
of envelope control signals and the completion of the 
envelope decay. On receipt of the NTSTRT control signal, 
the voice controller oversees the envelope clocking until 
the 'envelope steady-state is reached (non-percussive option), 
or until the envelope decay is complete (percussive option). 
In the latter case the voice controller sends a note "turn 
off" signal NTEND to the play controller, which inhibits 
the frequency clock (e.g. by resetting the pitch/voice 
multiplexer). The voice status register is also reset. 
with the non-percussive envelope option, a note "steady 
state ends, note decay starts" signal NTNDST is issued by 
the play software to initiate the envelope decay (see 
Figure 6.2). The NTEND signal is generated in the same 
manner and with the same effect as in the percussive 
envelope mode. 
6.6 COMPUTER INTERFACE AND SOFTWARE CONTROL 
The high-level interpretive software, with which the 
user interacts, is linked to the synthesiser hardware 
through the computer interface hardware and associated low-
level control software modules which perform specific tasks 
such as voice load, not.c~ play control, and waveform 
specifier input. 
Initially, the author is RTL digital int:erface 
hardware (see Section 3.3) was used, with the addition of 
TTL line drive buffers and a data output synchronisation 
clock. In early 1976 a more comprehenf;ive general-purpose 
interface (the BDl) was added to om:: EAI 6LW digital 
computer as a peripheral device for general use. This was 
developed within the Electrical Engineering Department by 
W. Ie Kennedy and F. M. Cady, and permi-ts serial or parallel 
data transfers of up to eigh-t '16 bit: words, together with 
control words, data transfer pulses, and external hardware 
in terrupts. Full details are given in the BDl User Manual 
which is lodged in the Departmentis Computer Laboratory. 
Once this BDI became fully operational the digital synthesis 
system together with the organ keyboard and conventional 
organ was transferred to it from the RTL interface, in 
accordance with departmental policy_ 
The current interface requirements for the digital 
synthesis system are as follmvs: one word (-16 bits) output 
control, a half word (8 bits) output data, 2q bit:s input 
control, and 8 bits input data. In addil:ion, a data output 
clock pulse is required for memory loading, and a general-
purpose interrupt is used to provide clock timing and 
synchronisation between the waveto:nn specifier hardware and 
its software. The organ keyboard and iLs associated play 
back latches, used in the conventional organ of the music 
input/output system discussed in Chapter 3, require four 
16 bit words of input and output respectively. While the 
output latches are not required by the digital synthesis 
system, the keyboard input is. To avoid unnecessary 
duplication of cabling, the conven tional organ interface 
has been incorporated also. A further 20 bits input control 
have been allocated for timbre control switches, and the 
future implementation of keyboard touch dynamics requires 
an additional 8 to 12 bits. Future output control 
requirements are likely to include a word each for 
continuous frequency and individual voice gain control. 
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These I/O interface requirements are summarised in Table 6.2. 
The mode and status control bit allocations are listed with 
comments in Table 6.3. 
A comprehensive suite of software modules is provided 
to control basic tasks such as loading a voice memory, 
reading the waveform specifier, checking the mode status, 
and starting and stopping notes of the equally-tempered 
scale. A preliminary version of a continuous frequency 
playback facility is also available, using a manually-
rather than a computer-controlled oscillator for frequency 
generation. These modules are FORTRAN compatible, but are 
written in ASSEMBLY language for speed and because of the 
ea~y bit manipulation facilities provided in the latter. 
In addition to these hardware control routines, a number 
of companion utility modules are provided to generate 
analytical functions (see Section 6.7) I display stored 
waveshapes and envelopes on the graphical display unit, 
smooth time functions using low-pass digital filtering, and 
to store and retrieve disc data files. 
Software conventions used throughout are as follows: 
(i) Waveshape and envelope data is stored in an 
int:eger array, 64 words long, containing 128 eight bit, 
samples packed 2 samples per word. 
(ii) A logical variable ENWAVE is .TRUE. if the dat.a 
is to be interpreted as a waveshape, .FALSE. if envelope. 
(iii) A logical variable PERCUS is .TRUE. if 
percussive envelope opt:ion is required, 
percussive. 
(iv) A 3 word NAME array (packed, 2 ASCII characte.rs 
per word) is used for file and plot identification. 
(v) An integer vorCEN ranging from 1 to 16 is the 
current voice specified (for load or play). Hardware will 
ignore commands to non~existent voices (cf. hardware voice 
addres s con ven tion ~. Table 6. 3) . 
(vi) An int:eger PITCH is used to specify pitches 
of the equally-tempered scale. The software convention 
follows that of Section 3.4 - thus 0 is silence, and 
16 to 76 correspond to notes C2 to C7 respectively 
(cf. hardware pitch address convention - Table 6.3). 
Full documentation of the software is held in 
the Electrical Engineering Department. 
6.7 WAVEFORM SPECIFICATION 
It is envisaged that during normal use in either 
organ or synthesiser mode, the composer or performer 
will retrievE:~ computer-stored timbres led in a "sound 
catalogue", using a concept similar to that pioneered by 
Mathews and others with MUSIC V and GROOVE (Mathews, 1969; 
Mathews, t1oon~ and Risset, 1974). To aid experimentation 
and permit extensions to the sound catalogue, facilities 
have been provided to expedite the specification of signals 
in either the time or frequency domains. Synthesis software 
permits the rapid generation of signals based on square or 
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triangle waveforms, or by Fourier synthesis from <:\ discn'tt' 
spectral representation using ampli tude I frequency and phast' 
parameters. A hardware "specifier" unit permits envelopes 
and waveshapes to be drawn on a perspex tablet, and 
subsequently sampled and digitally coded for computer 
storage or direct loading into the required voice memory. 
Synthesis software currently available generates 
three types of functions which may be readily defined using 
few parameters. The first two types use rectangular and 
triangular base functions respectively, with duty factor 
from 0 to 100% as the controllable parameter. Thus pulses 
ranging from impulses to continuous dc levels, and 
triangular, saw-tooth and ramp functions may be rapidly 
generated. An additional feature which could be easily 
incorporated is the inclusion of zero-crossing parameters. 
Thus, Walsh-like functions could be generated, with the 
existing periodicity parameter corresponding to time base, 
arid sequency as the additional parameter (Harmuth, 1972). 
The third function generation technique which has been 
implemented is Fourier synthesis, in which the signal 
s(t) is calculated from 
s (t) = 
N 
L 
i=1 
over the interval 
1 o < t < 
f1 
A. cos 2n(f.t + ¢.) 
111
(6. 15) 
(6.16) 
where the amplitude, frequency and phase parameters Ai' fi 
and ¢. are specified. The use of the interval defined by 
1 
equation (6.16) as the normalised period permits the 
generation of functions with both harmonic and sub-
harmonic components, as well as functions whose derivatives 
are continuous or otherwise. The Fourier synthesis facility 
has proved particularly useful, since it permits ready 
transformation between the frequency and time domains, and 
provides an efficient method of generating complicated 
timbres. 
The function generation software normalises the 
output signal to the magnitude range 0 to (2 8 - 1), required 
for an 8 bit representation with minimum quantisation error. 
Automatic display is incorporated, and a data filing 
facility permits the generated signal to be stored on disc 
if des ired. 
The waveform specifier hardware was developed by 
Vaughan (1975) as part of the initial undergraduate project. 
It consists of a sliding perspex tablet on which the desired 
(single valued) function is drawn. The tablet is "read" by 
sliding it between a light source and a bank of 64 photo-
transistors. A separate clock or sample control photo-
transistor is used to ensure that function sampling occurs 
dt uniform spatial intervals, by synchronising the sampling 
to a timing track incorporated on the tablet. Thus, at each 
sampling position the clock phototransistor is activated, 
initiating a rapid scan of the sampling phototransistor 
array. The 6 bit code corresponding to the address of the 
first blanked phototransistor is the current sample 
magnitude. In this manner 128 six bit samples are 
generated, with a linear coding characteristic and spatially 
uniform samples independent of the tablet slidin9 velocity. 
Specifier mode control switches are used to define whether 
the function drawn is a waveshape or an envelope, and 
whether it is to be read into the computer or directly into 
a voice memory (see Table 6.3). To facilitate the latter, 
a pair of thumbwheel switches is provided to generate the 
destination voice address. 
Software smoothing facilities are provided to 
interpolate the 6 bit magnitude to the normalised 8 bit 
form. This is currently achieved by digital low-pass 
filtering. 
6.8 CONCLUSION 
The digital synthesis system described in this 
chapter permits a wide range of sound timbres to be 
generated in real-time under manual or pre-programmed 
computer control. The sound generation model is formulated 
in a manner which permits the individual contributions of 
periodic waveshape, envelope, tremolo and vibrato to be 
assessed. Since the actual sound generation is performed 
by digital hardware rather than software (cf. HUSIC V), 
real time operation is possible and the computer is free 
to perform supervisory and interpretive tasks. Another 
significant factor in favour of using dedicated hardware 
rather than software for sound production is that high 
speed mass data storage is not required. Thus the system 
does not require high speed digital magnetic tape (10 to 
20 kHz word access rate) or disc storage with DMAC 
facilities - neither of which is available on our EAI 640 
computer. 
The advantages of digital synthesis over analogue 
synthesis techniques are well known, and include more 
precise control, greater accuracy, stability and 
repeatability, as well as the facility for generating 
arbitrary time functions. Moreover, digital hardware is 
amenable to time sharing so that hardware parallelism may 
be avoided. 
The system described above was designed and 
implemented on a modest budget. While it is a continuing 
project and still not complete, the facilities available 
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at present permit an impressive range of tones and sound 
colourations to be generated. The system has already proved 
to be a useful extension of the music output system 
discussed in Chapter 3, both for performance and as a 
composition aid. 
Vaughan (1977) provides detailed documentation of 
the existing system hardware. 
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TABLE 6.1 
DIGITAL GENERATION OF THE EQUALLY TEMPEP£D SCALE 
pitch Division Factor Frequency (Hz) Error (% ) 
C7 239 2 092. 1 0.04 
B6 253 1 976.3 0.04 
A#6 268 1 865. 7 0.06 
A6 284 1760.6 0.03 
G#6 301 1661.1 O. 01 
G6 319 1567.4 0.04 
F#6 338 1 479. 3 0.05 
F6 358 1 396.6 0.02 
E6 379 1 319.3 0.06 
D#6 402 1243.8 0.06 
D6 426 1 173.7 0.09 
C#6 451 1108.6 O. 01 
TABLE 6.2 
INPUT (To CPU) 
24 bits 
8 bits 
60 bits 
20 bits 
Control. 
(8 bits mode status, 16 bits voice status.) 
Signal Data. 
(From waveform specifier.) 
Keyboard Data. 
(1 bit per key, 5 octave range.) 
Timbre Control. 
(From manually operated switches.) 
Keyboard Touch Dynamics. 
(Proposed facility.) 
OUTPUT (From CPU) 
16 bits Control. 
(Controller mode select.) 
8 bits Signal Dato.. 
(To voice waveshape or envelope memory~) 
60 bits Keyboard Latch Data. 
(Used in conventional organ playback.) 
Proposed Portamento Frequency Control. 
Proposed Voice Gain Control. 
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TABLE 6.3 
MODE AND STATUS CONTROL WORD BIT ALLOCATIONS 
MODE CONTROL (OUTPUT) 
Bit 
Number 
o 
Function 
Load/Store. (Mode of memory 
specified from bits 1 and 4-7) 
Envelope/Waveshape. 
(Multiplexer control for voice 
memory addressing, with bits 4-7) 
2 Playback Addressing Mode. 
(Keyboard Playback/Random Voice 
Addressing Playback) 
3 Equally Tempered Scale/Portamento 
4-7 
8-13 
14 
15 
(Applies only if bit 2 = 1). 
(Bits 2 and 3 are used to switch 
the wave shape clock input to the 
E.T.S. MUX output, or to the 
local frequency generator) 
Voice Address (4 bits). 
Used in memory load, or random 
voice access playback. 
Pitch Address (6 bits). 
Used for playback, random voice 
access mode, equally-tempered 
scale option. 
(Pitch-Voice MUX Control) 
Pitch-Voice MUX enable, and 
strobe control for envelope 
timing. 
(N'l'S'l'R'l' -::: hi t 14, if 
]liteh l\ddress i 63, 
NTNDST = bit 14, if 
pitch Address = 63) 
Envelope Mode. 
Percussive/Non Percussive 
Values 
---
0 = Load 
1 = Store 
0 = Envelope 
1 = '.<Javeshape 
0 Keyboard 
1 = Random 
0 E.T.S. 
1 = Portamento 
o - 15 = Voice 
address 
o - 60 correspond 
to notes C2-:-C7. 
61-62 illegal. 
63 silence. 
1 if note 
starting or 
ending, 
o otherwise. 
o = Percuss i ve 
1 = Non-
percussive. 
TABLE 6.3 (Continued 2) 
MODE STATUS (INPUT) 
Bit 
Number 
o 
1 
2 
3 
Function 
Load/Store 
(Waveform specifier status, 
is "load" when specifier data 
ready, otherwise "s tore" ) 
Envelope/Waveshape 
(Control console switch, used 
with waveform specifier) 
Computer/Manual 
(Control console switch, 
indicating waveform specifier 
load into computer or voice 
memory) 
Envelope Mode. 
Percussive/Non Percussive 
(Control console switch, 
cf. bit 1) 
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Values 
o = Load 
1 = Store 
o = Envelope 
1 = Wave shape 
o = Computer 
1 = Manual 
o = Percussive 
1 = Non-
percussive 
TABLE 603 (Continued 3) 
VOICE STATUS (INPUT) 
Bit 
Number Function 
Current Status of all voice 0 
controllers during playback. 1 
Bit 0 corresponds to voice 1, 
bit 15 to voice 160 Voices 
not implemented are held busy. 
This facility is required because 
of time delay between software 
command "turn note off" (non 
percussive) or "turn note on" 
(percussive) and envelope decay 
completion. 
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Values 
busy 
not busy. 
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CHAPTER 7 
PITCH ESTH1ATION - A REVIEW 
7.1 INTRODUCTION 
The problem of pitch estimation in speech and music 
is not new. Pitch is a parameter fundamental to both, and 
theoreticians considering the analysis of speech or music 
sounds have long desired an objective technique for 
measuring pitch accurately. As with many instrumentation 
problems u the development of electronic technology offered 
the first tools for a practical solution. Pioneering work 
in speech pitch analysis was done by Scripture (1902, 1903, 
1923), Meyer and Schneider (1913), Bien-Ming (1931), Hunt 
(1935) and Cowan 1936). In music, early workers include 
Metfessel (1926), Seashore (1932), Tiffin (1932), 
Grutzmacher and Lottermoser (1937), Railsback (1937) and 
Obata and Kobayashi (1937, 1938). The approach generally 
used was to measure the fundamental frequency of the signal 
being analysed and to assume an isomorphic relationship 
between this measured frequency and the perceived pitch. 
Typical of the techniques used were those based on 
stroboscopic principles (cf. Railsback, 1937) and oscillator 
synchronisation (cf. Grutzmacher and Lottermoser, 1937; 
Obata and Kobayashi, 1937, 1938). In the stroboscope 
method, a neon lamp driven by the amplified signal is used 
to illuminate a stroboscopic screen on a drum moving at 
constaJ1t speed. Thi!'{ approach is still widely used in 
orchestral frequency meters for measuring intonation, and 
Backus (1970) state~:; that accuracy to about one cfmt 
(0.01 semitone) is achievable. Unfortunately it. is no] 
1.06 
sui table for automation" Wi·th oscillator synchronisation, 
the signal under' analysis synchronises a free~running 
oscillator whose pulses are used as input to a conventional 
frequency measuring device. Implici t in the latter and 
many subsequent techniques is the concept of preprocessing 
to enhance the energy content of the signal fundamental 
relative to the total signal energy, prior to fundamental 
frequency measurement. 
Other preprocessing techniques which have been 
used include filt.ering (either with fixed, manually tuned 
or automatic tracki.ng filters) p and non-linear t.imeciornain 
trans formations followed by filtering. For the many 
frequency meters which operate in the time domain by 
measuring the rate of zero crossings (McKinney, 1965; 
Tove, Norman, lsaksson and Czekajewski, 1966), the 
requi rement on the preprocessor is tha t its output posse~::;s 
only two zero-crossings per signal period. McKinney (1965) 
presents a relati.onship between the fundamental and hdnnonics 
of a s igna1 Itihich fIe hypothesises is a necessary and 
suffic ien t condit. ion for this zero~ cross ing requ.i remen L, 
He also investigaterl the effect of squaring, cubincJ, luJ 
and half-wave rectification, and Gaussian and log(u~iLhmic 
transformations to achieve this condition. Since these 
techniques are well documented by McKinney, and since none 
is universally acceptab Ie I these "classical analogue" 
2n7 
methods are not described herein. 
The primary motivation of early researchers appears 
to be instrumentation for analytical studies of linguistics 
or music. Following Dudley's (1939) invention of the 
Vocoder, a· significant change of motivation occurred, and 
research effort since the early 1950's has been strongly 
polarised towards the search for an automatic, reliable and 
accurate speech pitch estimator for use in the analysis 
portion of vocoder systems. This motivation is prompted by 
the (as yet largely unrealised) commercial possibilities of 
analysis-synthesis telephony systems for speech bandwidth 
reduction, and is reflected directly or implicitly in the 
pitch estimation literature (McKinney, 1965). 
A consequence of this research emphasis is that pitch 
estimation techniques have become very specialised and are 
directed almost exclusively towards speech signal analysis. 
Thus, (l rY'iori knowledge of the speech signal characteristics 
is implicitly assumed in many recent techniques - for 
example cepstral analysis (Noll, 1964) and inverse filtering 
(Markel, 1972b) assume the frequency separability of the 
source excitation and vocal tract response functions of 
speech. As shown in section 7.3, these assumptions are not 
in general valid for many music signals. Also, while the 
desired operational frequency range of most speech pitch 
estimators is about a decade (from 50 Hz to 500 Hz if both 
male and female speakers are permitted), in music a 
frequency range of 75 (about 40 Hz to 3000 Hz is desired. 
(Backus, 19701 specifies a 7 octave range from 27 Hz to 
~' 
4200Hz.) Thus, techniques such as optimum' comb fil tering 
/. 0 tl 
or autocorrelntj un ilnaly~3is, whose computational cornpJexi 
depends on the ;iqU(:1('(=, of th.e signal sampling frequency 
(Rabiner, Cheng, Hosmlbe:cg and JVlcGonegal o '1976) becom(.:.~ 
very W1wielcUyLf th(~ f:cc2quen.cy constraints are extended 
to include the desired pitch range for music. 
The motivation tor the work in this part of the 
thesis was the desire t.o implement economically a piech 
estimator suitable for as wide a class as possible of 
single-voicE-~d (unisonous) instruments, includ.ing tJle voice 
singing or humming. This pitch estimator then forms an 
alternative to the keyboard music input system described 
in Part 1 f and significantly enhances the flexibility and 
versati Ii ty of the overall system. Whi Ie uJtimat:ely 
desirable, the extension from unisonous to mult.isonous 
instruments (or to t.he composite signal of a group of 
unisonous ins1: rume ntf ..;) ha.s not been cons ide reeL A!', t,hown 
in Chapter 9 8 the rE-~striction to unisonous inSlJUm:::;nU; is 
not as s(:~vere as it. initially appears. Most non~keyboi).rd 
instruments are unisonous 8 and the use of compact, ljght~, 
weight motion-sensitive transducers connected to individual 
instruments permits ·the signal from each instrument in an 
ensemble to be available with high signal-to~no e~ratio. 
This chapter presents a detailed review of many 
recent tochnique,,{ 1rJhich have been applied to pi t.ch 
their suitability in a music-
or ien te d app li.cD.UOlJ. :in the light of the preceding commen ts. 
Section 7.:J, di;:JcW';i')(~8 briefly pi tch percept.ion <:md t.he 
relationship between the physical parameters of a signal 
and the perceived pitch. The pitch estimation problem is 
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defined, and a general specification of the" ideal" pitch 
estimator for both speech and music is given. This is 
followed in Section 7.3 by a comparison of objective 
features of speech and music signals. The techniques 
reviewed can be categorised as follows: methods based on 
auto-correlation, with or without signal preprocessing 
(Section 7.4), single and double spectrum analysis methods 
(Section 7.5), linear prediction and inverse filter 
techniques (Section 7.6), pitch estimation from measurements 
of glottal movement (Section 7.7) and heuristic methods 
(Section 7.8). Most of these techniques have been developed 
or expanded since McKinneys v (1965) detailed review of 
speech pitch estimation methods. The widespread use of 
general-purpose digital computers, and more recently the 
emergence of high-speed special-purpose digital signal 
processors has been largely responsible for the change in 
approach prevalent in McKinneys' review to that presented 
here. Also the formal introduction and subsequent 
widespread use of the fast Fourier transform in 1965 has 
played a significant role in changing attitudes away from 
the "classical analogue" approach to the current digitally-
oriented approach. 
7.2 PITCH .At'JD FREQUENCY 
7.2.1 Pitch Perception 
The human pitch perception mechanism is not yet well 
understood, either from a perceptual or "black box" 
viewpoint (behavioural psychology) or in terms of the 
physiology of the auditory pathway (Flanagan, 1972). 
It is outside the scope of this thcs is to n'vi ('W II\(\ 
extensi ve Ii terature on pi tch perception - the in tc'n U on 
is merely to outline the main factors involved so that 
the pitch estimation task may be better appreciated. 
For a comprehensive review, the reader is referred to 
Plomp and Smoorenburg (1970). 
Pitch is difficult to define. Flanagan (1972) has 
qualitatively described pitch as "that subjective attribute 
of auditory sensation that admits of rank ordering on a 
scale ranging from low to high." In general, for periodic 
waveshapes, a strong correlation exists between the 
perceived pitch and the signal periodicity. 
Various factors influence the perception of the pitch 
of a complex waveform - masking of certain spectral 
frequencies by other nearby components, beating between 
spectral frequencies, the generation of combination tones 
by non-linearities in the auditory mechanism, and the non-
linear relationship between perceived loudness and frequency. 
Because of such factors, it is possible to devise periodic 
sounds for which the pitch is uncertain by one or more 
octaves (Shepard, 1964) or for which several distinct 
pitches may be clearly heard (Schouten, Ritsma and Cardozo, 
1962). In addition, non-stationary waveforms (whose 
spectral components are inharmonic) - for example bells, 
gongs and timpani - may produce a definite pitch sensation, 
although the pitch is not the same as that of a pure tone 
of the same fundamental frequency (Mathews, 1969). 
While these facets of pitch perception are important 
for an understanding of the auditory system, they are of 
2 1 1 
less significance in normal musical listening behaviouro 
As Hilsen (1913) has pointed out, in normal musical 
list:ening one does not listen analytically ~ i.e. one does 
not attempt t:o dist:inguish the component partial tones, even 
though this is possible provided the components are spaced 
"sufficiently widely" (Schouten et al., 1962). The overall 
non~analyt.ical pitch sensation which is important in normal 
list.ening has been shown to be effected by the periodicity 
of the sOlmd waveform, rather than by a spectral (Fourier) 
tran~3 formation of the waveform to extract the fundamental 
frequency. This is easily demonstrated by considering a 
periodic waveform for which no energy exists at the 
fundamental frequency ~ for example telephone speech, music 
reproduced by small transistor radios, or notes played by 
certain instruments such as the bassoon. This "periodicit.y" 
pitch is called residue pitch (Schouten, 1940), perj.odicity 
pitch (Licklider, 1954), repetition pitch (Bilsen and Hitsmd p 
1970) I musical pitch (Houtsma and Goldstein, 1972) or 
virtual pitch (Terhardt, 1972) to distinguish it from 
"place" pitch. The latter is evoked by the fundamen tal 
(Fourier) component of the waveform and is physically 
present as a resolved entity in the vibration pattern of 
the basilar membrane (Flanagan, 1972). 
Periodicity pitch suggests t:hat t:he auditory pi tch 
extractor operates in the time domuj.n und uses a process 
simiJ.ar to autocorrelation, rather than in the frequency 
domain (for example measuring the spacing of spectral 
components) (Bilsen and Ritsma, 1970). Schouten et al. 
(1962) comment that the time-domain hypothesis "gathered 
:1/ 
momentum during the t twen or so years on account 01 
both perceptual and anatomi 
(1951, 1956), Whi d (1957) 
", and ci te Licklider 
Goldstein (1957). Recent 
experiments by Houtsma tein (1972) show that pitch 
cannot be a result of autocorrel at one single place in 
the peripheral auditory pathway, s ce dichotic presentation 
of a two-component stimulus (i.e one cy component is 
presented to one ear and the adjacent harmonic to the other) 
evokes essentially the same pitch sen as a mono tic 
presentation. In consequence is d pitch is 
extracted at higher centres in the auditory pathway, and 
that significant neural processing is involved. 
7.2.2 Pitch Discrimination 
Man is highly sensitive to di rences in the 
uency of tones presented for comparison. lith 
ons the 
cies of 
and stevens (1953) report that under certain con 
shold for detecting a difference in the 
two pure tones presented successively is as small as one 
in 1000. Backus (1970), citing Shower and Biddulp 
( 1932) observes that for frequencies up to about 1000 Hz 
ear can detect changes of about 3 Hz, and comments that 
th 1 ns the poor pitch discrimination at the low 
1000 Hz 
constant at 
are con 
the hearing range. At frequen s above 
nation remains approximate 
0.25% or 0.04 semitones. These figures 
by Flanagan (1972) who states that for 
vowel sounds 
about 0.3% to 0.5% of 
fundamental~frequency limen is 
fundamental frequency. 
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While difference limens ~ or just noticeable 
differences - are of interest for psycho-acoustic research 
because they set an upper bound on the resolving ability 
of the perceptual mechanism, their use as a fidelity or 
performance criterion is misleading, as Flanagan (1972) 
points out. Real-world listening tasks, such as those 
encountered in normal speech or music perception, involve 
absolute as well as differential judgements of multi-
dimensional sounds for which loudness and duration 
perception is also important. Under these conditions, 
pitch discrimination is reduced (Pollack, 1952; Pollack 
and Ficks, 1954; Flanagan, 1972). 
The subjective pitch scale, whose unit is the mel 
which is defined by a tone at a frequency of 1000 Hz, is 
widely used in psycho-acoustic research (Backus, 1970). 
Since this is of little significance to speech or music 
it is not used in this thesis. The natural unit for a 
musical scale is the octave and unless stated otherwise, 
the equally-tempered scale (cf. Section 9.7) is used 
herein. 
7.2.3 "Pitch" Measurement 
As mentioned in Section 7.2.1, a strong correlation 
generally exists between the perceived pitch of a periodic 
waveform and the signal periodicity. The basic objective of 
pitch estimation is to measure this periodicity, either by 
direct time domain techniques such as feature recognition, 
by frequency domain methods such as cepstral analysis, or by 
extracting the excitation signal (in speech, separating the 
glottal pulses from the vocal tract impulse response, for 
example using inverse filterinq techniques). Tlw widf'ly· 
accepted "ideal" standard which is used for comparison of 
different schemes or where extreme accuracy and reliability 
is required, is "eye" detected pitch (McKinney, 1965; 
McGonegal, Rabiner and Rosenberg, 1975). "Eye" detected 
pitch is obtained by application of human pattern 
recognition faculties to a visual display of the signal. 
While McKinney has excluded the use of human pattern 
recognition on functions derived from extensive modification 
of the acoustic signal (e.g. narrow-band spectrograms or 
other spectral representations), McGonegal et ala use a 
composite display in which the low-pass filtered signal 
display is complemented by the short-time autocorrelation 
and cepstrum functions. 
While for pitch analysis it does not in principle 
matter where the "beginning" of each "pitch period" is 
defined to occur, provided it is consistent, a widely used 
definition is "coincident with the zero crossing before the 
principal peak in the period" (Mathews, Miller and David, 
1961; Atal, 1968; Miller, 1975). HcGonegal et al. (1975) do 
not restrict their definition to the principal peak, 
presumably because of a problem in speech signals·similar 
to the "hop" mentioned by Gold (1962a), and pointed out by 
McKinney. This problem arises when gross changes in the 
speech waveshape occur over several pitch periods (for 
example during fast vocal tract transitions). However, 
McGonegal et ala still use pitch period markers positioned 
at (positive going) zero crossings where the signal slope 
is high and where positional uncertainty due to high 
:> 1 r, 
frequency noise is low. 
Another suitable pitch period marker is the principal 
peak (Gold and Rabiner, 1969). Rabiner, Cheng, Rosenberg 
and McGonegal (1976) observe that both zero~crossings 
and peaks are suitable for pitch period markers, but that 
speech period measurements based on zerq crossings will in 
general differ slightly from those based on peaks. These 
pitch period discrepancies are due not only to the quasi-
periodicity of the speech waveform, but also to the fact 
that peak measurements are sensitive to the formant 
structure during the pitch period, whereas zero crossings 
are sensitive to the formants, noise and any dc or very low 
frequency componen t. The author's experience sugges ts tha t 
period measurements based on peaks are more consistent 
than those based on zero crossings (cf. Section 9.2) . 
Figure 7.1 illustrates these period marker definitions. 
Another approach to the extraction of pitch period 
markers in speech is "epoch extraction" (Dolansky I 1955; 
Lerner, 1959; Anderson, 1960; Ananthapadmanabha and 
Yegnanarayana,1975). The underlying assumption is 
that a discontinuity exists in one of the speech signal 
derivatives. The point of discont.inuity of the lowest--
ordered derivative is an epoch point, and is used as a pitch 
period marker. Physically, the epoch can be considered as 
a point of glottal pulse excitation of the (resonant) vocal 
tract (cf. Section 7.3). However, since the discontinuity 
sometimes occurs only in the high-order derivatives, this 
approach is susceptible to noise. Recent work 
(Ananthapadmanabha et at., 1975) also indicates that several 
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markers can be derived in one pitch period. 
Real speech and music signals are dynamic and exhibit 
temporal variations which must be reflected accurately in 
the pitch estimator output. Note start and end times (in 
music) I and the onset and end of voicing (in speech) should 
be resolved within, typically, several pitch periods or at 
least 10 to 20 ms. This "time event" resolution requirement 
is additional to the necessity for accurate tracking of 
temporal variations of pitch period - such as vibrato and 
glissandi in music, or stress and intonation in speech. 
This leads to the concepts of "instantaneous pitch" and 
"pitch trajectory". "Instantaneous pitch period" is here 
defined as the time interval between the most recent two 
pitch period markers. "Pitch period trajectory" is the 
instantaneous pitch period as a function of time. Using 
these definitions, the pitch period trajectory is (in 
general) piecewise constant, with jump discontinuities at 
each point in time when pitch period markers occur. 
It is worth pointing out that the pitch period 
trajectory may be sampled (or estimated) once every pitch 
period (i.e. pitch synchronously) or at uniformly spaced 
time intervals (pitch asynchronously). 
7.2.4 A note on Terminology - "Pitch" Clarified 
Terminology in the pitch estimation literature can 
be misleading, since the terms "pitch" (a subjective 
phenomenon) and "fundamental frequency" or "F " (an objective 
o 
prop2cty) are often used interchangeablyo 'ro compoLmd 
confusion 9 periodic signals may hav(~ liLLIe or no energy at 
a spectral frequency corresponding to t.he "fundamental" (or 
-' I 
repetition) frequency. In spepch n.nn.l ys i S I th is con fils i Oil 
can be eliminated by specifying the "laryngeal frequency" 
(cf. McKinney, 1965), although this is not applicable to 
other sounds. Ward (1954) suggests that the terminology 
IIpitch level" or "pitch equivalent" with units of Hz be 
used to denote the repetition frequency. While this 
suggestion has not gained acceptance there is considerable 
merit in the use of terminology which explicitly 
distinguishes subjective pitch and its physical correlates. 
In this thesis the term Ii pitch frequency" is used to denote 
repetition frequency if there is any doubt whether this or 
the subjective pitch is intended. However, terms such as 
"pitch estimator" and "pitch trajectory" are firmly 
entrenched in the literature, and there is little point in 
abandoning accepted usage. 
Some writers prefer to deal wi th the "pitch period" 
of sounds, since no ambiguity exists and since the notion 
of repetition is implied in "period". Because pitch period 
and pitch frequency are reciprocals, both descriptions are 
equi va len t. 
7.3 SPEECH AND MUSIC COHPARED 
Speech and music signals are only approximately 
periodic. Departures from periodicity result from noise, 
and from perturbations of the excitation or response of 
the sound-producing mechanism. These latter cause the 
signal to vary both in period and in the detailed structure 
of the waveform within a period. 
During voiced speech, significant changes in the 
waveform frequently occur within several pitch periods. 
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This applies especially during fast vocal tract transitions, 
when the formants are changing rapidly. This non-
stationarity is compounded by interaction between the vocal 
tract and the glottal excitation. Under some conditions the 
formants of the vocal tract can alter significantly the 
structure of the glottal waveform (cf. Flanagan, 1972). 
Such interactions occurring during rapid formant changes are 
particularly deleterious to pitch estimation (Rabiner, Cheng, 
Rosenberg and McGonegal, 1976). Figure 7.2(a) illustrates a 
typical rapid transition, in this case the voiced plosive 
/d/ . 
While speech can generally be re~arded as stationary 
over only a 10 to 20 ms interval, some vowels may be 
essentially stationary for up to 100 ms. Figure 7.2(b) 
shows the vowel /u/ I and illustrates the highly resonant 
nature of voiced speech. Four formants (resonances) are 
typical in the band 0 to 5 kHz. 
The voiced/unvoiced transition which is peculiar to 
speech provides additional complications for pitch 
estimation. Transitions between unvoiced speech and low 
level voiced speech are often subtle, and consequently 
difficult to pinpoint. Such a transition is illustrated in 
Figure 7.2(c). Another complication which is peculiar to 
speech is a condition called "diplophonia" (Flanagan, 1972), 
in which alternate glottal pulses are of different amplitude. 
This produces a waveform for which alternate periods are 
highly correlated, but adjacent periods are poorly 
correlated. An example of diplophonic speech is given lD 
Figure 7.2 (d), in this case the vowel /a/ . 
lit) 
In contrast to the dynamic nature of speech, the 
signals produced by most non-percussive instruments are 
characterised by an attack transient, a relatively long 
steady-state portion during which the signal is essentially 
stationary, and a decay segment. This is true also for 
humming. The attack transient incorporates both a temporal 
envelope variation and inter-period changes in the 
waveform - these latter are due to energy transfers between 
different modes of excitation. Such modal energy transfers 
are illustrated in Figure 7.2(e) I which is a segment of the 
attack transient of a bassoon note. In this case the pitch 
doubles as a result of the energy trans fer. The attack 
transient duration depends on the fundamental frequency, 
and is longer for low-pitched notes than for high (Strong 
and Clark, 1967a). Nevertheless it is usually in the range 
10 to 100 ms, or about 10 to 20 pitch periods (Freedman, 
1967; Keeler, 1972). 
The decay transient is usually of similar duration 
to -the attack transient, but is characterised more by a 
decreasing temporal envelope than by significant changes 
in the waveshape. The steady-state signal may be perturbed 
by frequency and amplitude modulations caused by vibrato and 
tremolo p respectively. These modulations are usually smalL 
and seldom exceed 5% in frequency variation, or 20% in 
amplitude. Consequently the musical signals of interest are 
of similar shape between adjacent periods g over most of the 
signal duration. 
A complication encountered with speech signals in 
some applications should be mentioned here. When speech 
220 
is transmitted through <the -telephone system, the siqnal 
suffers linear filtering, non-linear processing, and the 
addition of noise (Rabiner, Cheng, Rosenberg and McGonegal, 
1976). The telephone system acts as a band-pass filter, 
retaining the frequency band from about 200 Hz to about 
3200 Hz. This can significantly attenua'te the fundamental 
pitch frequency and many of the higher pitch harmonics, 
making the periodicity more difficult to measure. 
Non-linear effects include phase distortion, fading or 
amplitude modulation of the signal, crosstalk between 
several messages, and clipping of very high~level sounds. 
While these effects are not considered in this thesis, they 
should be borne in mind for those applications which must 
process telephone-quality speech. 
7.3. 1 ,~eech Generation, 
The human speech production mechanism can be modelled 
as a source and filter, where the output. speech signal is 
the convolution of the vocal tract impulse response with -the 
source waveform. The vocal tract is a system of resonant 
cavi ties (th(~ mouth and nasal pasnageB) which can be excit:ed 
in several ways. For voiced sounds the source is a pulse 
train produced by the vocal cord oscillator. Unvoiced 
sounds are generated either by passing an air stream 
through a constriction in the vocal tract (e.g. the 
fricative consonants /f/,/6/,/s/,/!/), or by making a 
complete closure, building up pressure behind the closure 
and abruptly releasing it (e.g. the plosive or stop 
consonan ts /p/ f /t/ f /k/). 'l'he former results in turbulen t 
flow und jncoh(~ren t sound, while in the latter a brief 
transient excitation of the vocal tract occurs. The 
fricative and stop consonants can also be produced in 
conj unct,ion wi th voicing. Examples of the voiced 
fricative consonants are /v/,/i/,/z/,/J/ while the voiced 
stop consonants include /b/,/d/ and /g/. 
'rhe non~nasalised vocal tract may be represen ted by 
an all pole model. Nasalisation (which is contro,lled by 
the velum) int.roduces zeros into the filter tram,fer 
function (Flanagan, 1972). However, as Atal and Hanauer 
( 197 '1) point out I these zeros can usually be modeLLed by 
mUltiple poles. Consequently an all-pole filter model is 
frequently used for both speech analysis and synthesis. 
The source-filter model for speech assumes that the 
excitation and vocal-tract response are essentially 
independent .. , Le. that any coupling between them is smalL 
Since the acoustic impedance of the glottal source is 
usually large compared to the acoustic impedance looking 
into the vocal tract, this assumption is often correct. 
Nevertheless significant interaction can occur when the 
vocal tract is tightly constricted (Flanagan, 1972), as 
al ready noted. 
Sundberg (19 77) discussE~s the singing voice I and 
describes the effect of the low(~rinq of the larynx and the 
expansion of the pharynx and larynqeaJ ventrical which is 
peculiar to the articulation of singers. ~his has the 
effect of creating an additional formant - designated the 
"singing formant" - which lies between the third and fourth 
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formants of normal speech. 
For a comprehensive review of the speech production 
mechanism and the many models which have been formulated, 
the reader is referred to Flanagan (1972). 
7.3.2 Music Generation 
Musical instruments are conveniently categorised 
as percussive or non-percussive, depending on whether 
the exci ta tion is impulsive or periodic/. Because of the 
transient waveform which results from most percussive 
instruments (Backus, 1970) only non-percussive instruments 
are considered in this thesis. Thus ~he percussion 
instruments (such as timpani), piano, harp and other plucked 
string instruments are excluded, but the brass, woodwind 
and bowed string instruments are considered herein. 
The woodwind instruments consist of a tube which 
is approximately cylindrical or conical. Openings in the 
tube wall permit the well-defined and harmonically-related 
resonance frequencies of the tube to be altered. These 
openings are also the points from which most of the sound 
energy is radiated. Excitation is achieved using edge 
tones (for the flute and recorder) or a vibrating reed (e.g. 
clarinet and oboe). In contrast with speech the excitation 
and response are tightly coupled, and significant inter-
action occurs. Thus, the vibration of the reed in a clarinet 
follows closely the internal pressure variations within the 
mouthpiece, but lags slightly because of the damping effect 
of the player's lip (Backus, 1970). This causes the actual 
playing frequency to be slightly below the resonance 
frequency of the clarinet bore. Since this frequency shift 
2)l 
depends on the average gap between the reed tip and the 
mouthpiece, the player can adjust the playing frequency by 
up to about ± 0.2 semitone (Backus, 1970). witten (1977) 
has pointed out that for some notes, lip control can produce 
frequency variations which are much greater than those 
suggested by Backus. 
The brass instruments are acoustically similar to the 
woodwind, although they differ in several important respects. 
The air column within the instrument is excited by the 
player's lips. Since these are comparatively massive (cf. 
the light woodwind reed) they can substantially influence 
which of the possible modes of vibration of the air column is 
excited. Since the lip motion is approximately sinusoidal, 
the excitation contains relatively few harmonics (Martin, 
1942), unlike the reed excitation which can contain many 
harmonics (Backus, 1961). 
Because of the ability of the lip vibration frequency 
to influence which modes are excited, numerous notes can be 
played by selecting the appropriate mode (e.g. bugle). In 
addition, the player can adjust the playing frequency of a 
particular mode by as much as 0.75 semitone (Backus, 1970). 
Since the largest interval between usable modes is the fifth, 
the production of a complete scale requires six addi onal 
semi tones. These are generated by altering the tube 
resonance frequencies, which is achieved by lengthening the 
air column (cf. the woodwind, which use openings in the tube 
wall). Since there exist no wall openings in the brass 
instruments, all the sound is radiated from the bell. This 
permits the tonal quality to be significantly altered using 
mutes (unlike the woodwind, for which mutes have li tt 1(' 
effect) . 
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The string instruments consist of several (usually 
four) tensioned strings mechanically coupled to an acoustic 
amplifier. A string is periodically excited at its 
resonance frequencies by bowing, which results in an 
approximately sawtooth motion in the string at the point of 
bowing. In consequence, the string oscillation contains 
numerous harmonics, whose relative amplitudes depend on the 
position of bowing, the bow speed, and the bowing pressure. 
The resonance frequencies of the string are altered by 
adjusting the effective length and/or tension of the string 
(although in normal playing the latter is usually held 
constan t) . 
The string vibrations are transmitted to the sound 
box amplifier through the bridge. The sound box has a 
complicated vibration spectrum, which exhibits numerous 
resonance frequencies in addition to the single resonance 
caused by the enclosed air. 
A characteristic common to all the instruments 
discussed here is the comparatively tight acoustic coupling 
between excitation and response. This interaction makes 
untenable for musical instruments the source-filter model 
of sound production which is widely used for speech, and 
has widespread implications in the pitch p.stimation t.Ask. 
Backus (1970) provides a detailed discussion of sound 
production by musical instruments. 
2') 
7 4 METHODS BASED ON ON 
7.4.1 
Autocorre tion analysis is an old and well 
es i ique for extracting the riodici of 
q signals, or of periodic signa d 
in noise (cf. Papoulis, 1962; Lathi, 1965). Cons an 
in e periodic signal set) of periodicity T. Then 
the 
Hence 
autocorrelation function ~(T) 
;:::: 
;:::: 
lim 
s+O 
1 
T 
1 
t 
T 
set) S{t+T) dt 
J 2 set) S(t+T) dt . T 
- -2 
de 
s (t) has the period T I it follows that 
set) 
~ (0) ::::: 
s (t + T) • 
~(T) = 1 If 
T 
J ; S2(t) dt 
2 
so that ~ (T) itself periodic with period T 
"ave autocorrelation" is used here (cf. 
unbounded energy of the 
I For rea ld signals which are nei 
nor of e , a more convenient de 
autocorre on function is (Lathi I 1965) 
tP (T ) L: set) S(t+T) dt . 
by 
(7. 1) 
(7.2) 
(7.3) 
term 
1965 ) 
ition of 
(7 4 ) 
Note that </J(T) is an even function, and that tI'(O) 
corresponds to the total signal energy. 
If s (t) is zero outside the interval t1 < t < t 2 , 
and periodic, T, within this interval, then </J(T) is 
similarly periodic, T, but weighted by a linear taper which 
is maximum at T = 0 and zero at T = ± (t 2 - t 1). Hence 
4>(T) .2 4>(0). This superimposed linear taper results from 
the convolution of the mUltiplicative rectangular window 
applied to s (t) , and simplifies the measurement of T. 
Thus, T is obtained by locating the largest peak of ¢ (T) , 
other than the peak at T = 0 . Then T equals the value of 
T corresponding to this peak. For s (t) to satis fy the 
periodicity requirement, the rectangular window [t 1 , t21 
must encompass at least two complete periods. 
If s (t) is only quasi-periodic, and if in addition 
the window [t 1 , t21 spans many periods so that 
T « ( 7 • 5 ) 
and the effect of the linear taper is small, then the ratio 
¢(T) /4>(0) provides a measure of the inter-period waveshape 
correlation within s(t). This criterion is often used to 
make a voiced/unvoiced decision in speech analysis, even 
wi th short-time analysis when the condition (7.5) is not 
obeyed (cf. Dubnowski, Schafer and Rabiner g 1976). 
The discussion has so far been concerned with real 
stationary signals. Most of the speech and music signals 
of interest are non-stationary. To observe the temporal 
variations in the signal periodicity, a running auto~ 
correlation function is more appropriate. A variety of 
definitions are given by Fano (1Q50) ,1,nd Schrof'ilc't" iltld l\I'\ I 
(1962), e oriented towards different methods of 
g the autocorrelator. Since the ical 
f cult s encountered with this ear are 1 ly 
circumvented when digital rather than ana te iques 
are definitions are not discuss re, 
The essential idea behind running t 
tion analysis is that the signal s (t) 
mul by a suitable window. The autocorre ion 
of the resulting windowed s evaluated. 
The window is then advanced in time, and ana is 
In this way real time t is 
s ry variable in the autocorrelation 
for a rectangular window of length W, 
autocorrelation function is defined by 
¢ (T , t) = f t S (x) s (x + T) dx 
t-W 
as a 
Thus, 
time 
(7.6) 
Short time autocorrelation ana is rms the basis 
of numerous pitch estimators d in th section, 
For speech, a rectangular window of typ lly 20 to 30 ms 
o used. The pitch pe is measured the short 
autocorrelation function us e described 
The window is advanced, usual 10 ms, and the 
ana i ated. In is 
pitch asynchronously (cf. 7 .. 3). Note 
that each pitch period estimate is average value over 
window, and that pitch pe markers are not produced 
us 9 this approach. Note a t the dynamic range of 
the pitch period peaks in the autocorre ion function is 
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usually less than 10 dB, \'Jhich i13 considerably less than the 
(typically) 30 dB dynamic range of peakr3 in the acoustic 
signal (Markel, 1972b), 
Since the secondary variable t: of tlle short-time 
autocorrelation function arises from the integration limits 
of equat.ion (7.6), it will be omitted in the following 
discussion. The computational steps required to evaluate 
equations (7.4) (for s(t) of finite duration) and (7.6) 
are identical. Thus the designation "short time" can often 
be omitted without introducing complications. 
7.4.2 Computational Considerations 
Evaluation of equation (7.6) is difficult to perform 
llsing analogue techniques, principally because of the 
necessity for s (t) to be delayed. Until recently I analogue 
memory technology relied extensively on electromechanical 
storage devices such as acoustic delay lines and magnetic 
tape. An extensive review of analogue correlation 
techniques is given by Lange (1967). The development of 
digital memory overcame many of the practical problems 
encountered with analogue correlation, and most of the 
techniques discussed herein are digitally oriented 0 Recent 
research into ceD and SAW technologies may result in a 
resurgence of interest in analogue processing, especially 
for very high frequency signals where digital technology is 
expensive (Heighway, 1976). CCD analogue shift registers 
employing a "bucket. brigade" approach have also been used 
to construct correIa tors which operate in the audio range 
(Fannin, 1975). Since these require the signal to be 
sampled, a discrete-time representation of the signal is 
2:29 
used and many of the comments per.·taininq to digital 
computation apply. 
In discrete~ time form p tIH0 a ut:ocorre lation funct ion 
is given by 
N 
<p (T) = L: s s 
n=1 n n+m 
for m - 0 p 1, 2 " 0 • N·· ~I 
where 
T = m 6 t 
and 6 t is the sampling interval. s n 
.L II 
18 the (tLL ~}ample 
the signal, s (t), which is represented by the N sample 
sequence [s l' s 2 ... sN] 0 and is zero for n outs ide Lhe 
("1.7) 
(708) 
oC 
range 1 ~ n < N • Some authors (e.g. Rosso Shaffer, Cohen, 
Freudberg and Manley, 1974) normalise equation (7."1) by 
di viding the summation by N. Since s is in general non'~ 
n 
zero only for 1 < n < N, equation (7.7) is more efficiently 
computed as 
N~lml 
L: 
n=1 
s 
n 
('7.9) 
In addition, if the pitch period T is known a (Wlor'l 
to lie in the range T. < T < T ,then equation (J.g) 
mln - max . 
need be evaluated only for T . 
nun 
< T < rr 
-max Fur i~.h.e.y· 
computational efficiency is gained by making Uf'H) 01 Ute !act 
that many of the s appear twice a.s multipli , ,J' n -' ~ 
Blankinship (1974) has pointed out. 
The a utocorre 10. tion Eunct.ion is the inver!:'.;€'; I··our ier 
transform of the power spect:cun1 u G(UJ) ~ of s (t) (ef" 
Papoulis, 1962; Lathi, 1965). Thus 
<p(T) ++ G(w) = (7.10) 
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where 
s (t) +--+ S (w) (7.11) 
The FFT provides an efficient compu-ta tional frequency~domain 
method for evaluating equation (7.7). This is especially 
true when N is large, or when cP (T) is required for many 
values of T (i.e. when the pitch range is large). The 
evaluation of cp(T) using this approach is performed as 
follows. The N samples of s (t) are appended with N zeros 
to form an ~ = 2N length data frame {~}. This is required 
n 
because of the cyclic convolution property of the Fourier 
transform, which treats the data frame as one period of a 
periodic signal. The omission of the zeros results in the 
evaluation of equation (7.7) using the 2N samples 
[ s l' s 2' ... sN' S l' s 2 ' The spectrum {S } of {~ } n . n 
is computed using the FFT. Note that many FFT 
implementations require that N be an integer power of 2 
(cf. Bergland, 1969) although this restriction is relaxed 
to include other values of N when the mixed radix FFT is 
used (Bergland, 1969; Singleton, '1969). From {Sn} the power 
spectrum { I s I 2} is 
n 
formed. The inverse FFT of the power 
spectrum results in {¢ } = {cp (T)} for T = 0, 
m 
1, 2, ... N~ 1 . 
Since {~n} is real the FFT computation may be simplified, 
resulting in half the computation steps required if {~ } 
n 
were comple}C (Berg land, 1969). 
Further discussion of the use of the FFT method to 
compute correlations is given in Section B.2. Other 
recently developed fast transforms which possess a 
convolution property analogous to that of the DFT are also 
considered in Chapter 8. 
The number N of signal samples required to evaluate 
(P (T) for pi tch estimation depends strongly upon the expected 
range of pitch values. This is because N depends upon both 
the signal sampling rate and the signal window length. The 
signal sampling rate is governed by the period measurement 
resolution required. Since the worst case resolution for 
a given sampling rate occurs when the period is shortest; 
the sampling rate required to achieve a specified period 
measurement resolution depends upon the highest pitch 
value. In contrast, the signal window length depends upon 
the lowest pitch to be measured, because the window should 
span two or more periods (Dubnowski, Schafer and Rabiner, 
1976). The dependence of N upon the pitch range and 
measurement resolution is now considered quantitatively. 
Denote by f the frequency corresponding to the 
max 
highest pitch to be measured. Denote by f the required 
r 
resolution in Hz' and by fs = 1/~t the signal sampling 
rate. Figure 7.3{a) illustrates a signal (i) with pitch 
at f and a second signal (ii) which differs from f 
max max 
by f. It is apparent that for the period measurements of 
r 
signals (a) and (b) to be distinguishable, the sampling 
frequency fs must satisfy the condition 
< f + f 
max r 
f 
max 
Rearrangement of equation (7.12) results in 
f > f 2/f + f 
s max r max 
which shows that if fr is fixed then fs depends 
approximately upon the squre of f if f is large. 
I max max 
Fortunately, in most applications which require the 
measurement of pitch values spanning a wide range, the 
ratio frlf is a more appropriate index of performance 
max 
than f 
r 
Denote the ratio f If by B. For most 
r max 
situations B is typically in the range 0.01 to 0.03, 
since a ratio of 5.9% corresponds to about a semitone 
resolution. Then the condition (7.13) becomes 
2 I? 
(7.14) 
For 6 = 0.01 this requires that f ~ 100 f , so that a 
s max 
sampling rate of 40 kHz is adequate for most applications. 
Now consider the value of N in terms of the lowest 
pi tched signal. Denote by f. the frequency corresponding 
mln 
to this lowest pitch. Then 
= (7.15) 
is the duration of the window, which spans y periods of the 
signal at f . 
mln Typically, y > 2 as noted above. Now 
where N is the number of samples in the window. 
Consequently, 
At B = 0.05, Y 
N > 
f 
max 
-f-.-
mln 
y (1 + 1/6) 
= 2, f. = 40 Hz and f = 3 kHz 
mln max 
(7. 16) 
(7.17) 
this 
corresponds to a value of N = 3150. This is an order of 
2n 
magni tude r the number of samples used in most 
speech pitch ana sis systems which are ed on auto-
correlation 
The p discussion assumes the signal 
sampling rate, once chosen, is held constant, and that the 
measurement reso ion is selected as a worst case value. 
Once these parameters are fixed, the actual measurement 
resolution improves as the measured pitch decreases. This 
suggests that the effective sampling rate which is used 
should be adapt ly altered to achieve the sired 
" resolution. Thus I iff is the frequency of the expected 
pitch value, then the condition (7.17) can be replaced by 
A 
N > f + /). 
"-
A 
Y (1 + 1/6) 
f - /). 
A " 
where /). is the expected variation in f I and t3 A f /f 
r 
(7.18) 
This requires prior knowledge of the pitch which to be 
measured - for example using predictive pitch tracking. 
Further discussion of this is given in Section 7.4.6. 
Another approach which reduces the number N 0 f 
samples required to compute ~(T) is the technique of 
"downsampling". This method consists of the signal 
sampling by a factor which is typi ly in the 
range 2 to 51 so N is also reduced by same factor 
(cL equation 7.16) . The discrete autocorre 
function is eva and interpolated to rm a con tinuous 
function. This lation permits the peak near ¢(T) to 
be located with resolution better than a samp interval /).t' 
thus compensating the loss of resolution incurred by the 
reduction in sampling rate. Interpolation methods which 
have been used include band-limited triqonol1lf'tric 
interpolation (Markel, 1972b) and low order spline 
interpolation (Wise, Caprio and Parks, 1976). 
7.4.3 Signal Preprocessing Techniques 
for Autocorrelation 
}, l/~ 
Signal preprocessing is used in autocorrelation 
methods of pitch period measurement for either of two 
reasons. First, the signal can be modified in such a manner 
that the implementation of the autocorrelator is simplified. 
Second, formant structure in the signal may be significantly 
reduced, resulting in a higher correlation between the wave-
shapes of adjacent periods. Recently, a real-time hardware 
system was built by Dubnowski, Schafer and Rabiner (1976) 
incorporating both these techniques. This is described 
later in this section. 
Typical of preprocessing functions in the first 
category is hard limiting or infinite peak clipping. This 
is defined in Table 7.1 (a) I and results in a binary signal 
for which multiplication modulo 2 is the EXCLUSIVE OR 
function (denoted by XOR). Consequently, the expensive 
multiplier required for the autocorrelator may be replaced 
by an inexpensive XOR gate. It is thus practicable to build 
a parallel array of (modulo 2) multipliers for high speed 
autocorrelation. An additional advantage is that the 
digital memory requirement is reduced, since only 1 bit per 
sample is required. 
Gill (1961) describes a pitch estimator which employs 
four single-bit autocorrelators, each operating in parallel 
on a different prefiltered band of the speech signal. 
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He comments that while this system works well in many 
instances, there are also many signals for which it performs 
poorly. A similar conclusion is reached by Stone and White 
(1963), who describe a single-bit autocorrelator which uses 
the wideband speech signal as input. 
The reason for the comparatively high failure rate 
of such systems is not hard to see. Hard limiting preserves 
only zero crossing and polarity information, and destroys 
peak and energy distribution information. Experiments by 
Licklider and Pollack (1948) demonstrate that hard limiting 
essentially preserves the formant structure of speech. 
Consequently, the rapid changes in formant structure which 
are common in speech cause poor performance in the single-
bit autocorrelator. In addition, steady-state signals with 
significant energy at a pitch harmonic will cause an 
erroneous autocorrelator output corresponding to that 
harmonic. This situation is common in music, and occurs in 
speech when interaction exists between the glottal 
excitation and a vocal tract formant. 
The remainder of this section deals with signal 
preprocessing techniques which reduce formant structure. 
Such techniques are called "spectrum flattening" (Sondhi, 
1968) because the resulting waveform approximates a train 
of impulses of the same periodicity as the original signal. 
Sondhi proposes two methods for performing spectral 
flattening - a filter bank system and centre clipping. 
Atal (1968) uses cubing to achieve a similar result, 
although this introduces an undesirable increase in the 
signal dynamic range. 
) \t. 
The filter bank method is a frequency-domain approach 
to harmonic equalisation. The signal is filtered by a bank 
of bandpass filters which span the signal bandwidth. The 
output of each filter is normalised to unit amplitude by 
dividing it by its short-time energy. The total spectrally-
flattened signal is obtained by adding the individually 
flattened channels with appropriate delays. An additional 
refinement of this method is phase synchronisation using 
minimum phase compensation. 
As Dubnowski et ale (1976) have pointed out, there 
are several drawbacks to practical implementation of the 
filter bank method. Considerable hardware is required for 
filtering and equalisation. Also, while the method works 
well in many cases, poor results are obtained for signals 
which have no pitch harmonic occurring within the range of 
an individual bandpass filter. In this case the filter 
output level is low, and the equalised output is essentially 
high level noise which tends to obscure rather than enhance 
the pitch estimation process. 
Sondhi's second method centre clipping - is much 
more successful because it does not rely on the presence of 
a large number of harmonics in the signal. Centre clipping 
is defined in Table 7.1 (b) and was first used in speech by 
k,/ Lidllider (1946) I who showed that formant structure in 
speech is significantly destroyed by even a few per cent of 
centre clipping. 
The effect of hard limiting, cubing and centre 
clipping on the spectrum and autocorrelation function is 
shown in Figures 7.4 to 7.17 for a variety of instruments 
and for voice 0 Further discussion is given in 
Section 7. =>" 6, whc:Y'(~Lhe effects of preprocessing are 
compared for both dutocon:elatiol1 and cepstral analysi:,," 
Rabiner (1977) also presents detailed results of a fOJTlli:<J 
evaluation of the preprocessors defined in Table '1,,'1 (b) F 
(c) and (d) for autocorrelation pitch analysis of speech, 
and concludes that all three preprocessors yield similar 
results. 
/ 1/ 
Dubnowski p Schafer and Rabiner (1976) describe a 
real-time harclware speech pitch estimator which uses both 
cen tre and peak clipping (see Tab Ie 7. 1 (d) ). The input 
analogue speech signal is low pass filtered t:o a bandwidth 
of about 900 Hz, and digitally encoded in 12 bit samples 
at a 10 kHz rate. This digital signal is sectioned into 
overlapping 30 ms intervals for processing - since the 
period compn-t:at.ion is performed every 10 ms, ad:i aCf'.n L 
sections overlap by 20 ms. For each section, the clipping 
level is determined by scanning the first and third 10 IDS 
of the section. 'l'he maximum absolute signal values in these 
two intervals are measured. A fixed percentage of the 
smaller of the two maxima is used as the clippinq level for 
the sect~ion. This relatively sophisticated ada.pt.ive 
clippinq threshold calculation permits a high clipping 
level of typically 80% to be used, even when severe envelope 
changes occur" In con tras t, Sondhi uses d smaller leve 1 ~ 
typically 30% of tJ'H, peaJ~ absolute signal values of the 
entire signal fH'>.cLi.on" 
When the clipping level is determined, the signal 
section is both centre and peak clipped, so that 
x 
n = 
::::: 
= 
+ 1 
o 
if 
if 
if 
< s 
n 
s < - C 
n L (7.19) 
where xn is the nth preprocessor output, CL is the centre 
clipping threshold and s is the nth signal sample. This 
n 
preprocessor characteristic is illustrated in Table 7.1 (d). 
The resulting ternary signal is used as input to 
the autocorrelator. This is implemented as a pair of 
fast access bipolar memories (35 ns cycle time), with.a 
"combinatorial multiplier", accumulator and control logic. 
since the product required to evaluate the autocorrelation 
function (equation 7.7) is of the form x x where x 
n n+m n 
has permissible values of +1, 0 or -1, the product is 
given by 
x x = 0 if x = 0 or x = 0 
n n+m n n+m 
= 1 if x = x = ± 1 n n+m 
= -1 if x = -x = ± (7.20) n n+m 
Thus the individual product terms can be evaluated by 
a simple combinatorial circuit, and these terms can be 
summed using an up-down counter. 
The autocorrelation function is computed for all 
values of delay between controllable initial and final 
values m. and m 
ml.n'max Typical values used are 25 and 
200, which correspond to a pi,tch range of 400 Hz to 50 Hz 
at the 10 kHz sampling rate. In addition, ¢(O) is computed 
to permit normalisation of the autocorrelation function. 
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The maximum value of <p (T), T. < T < T is IT1('ast1r'('o, ,md 
mln max 
the correspondi ng delay T "" T '" 0 is th e pi tch pe r iod. 'l'he 
voiced~ unvoiced ision is made from the ratio <p (T) / ¢ (0), 
us ing a threshold of abouct 0.3 . In addition, a silence 
threshold is computed from a 50 ms measurement of background 
noise. If the peak signal value in any 30 ms signal section 
is below this silence threshold a "silence" condition is 
indicated, and the autocorrelation evaluation is suppressed. 
The silence threshold can be reset manually or under program 
control, so that the detector can adapt to a variety of 
background environments. 
This pitch estimator has been extensively evaluated 
by Rabiner, Cheng, Rosenberg and McGonegal (1976). 
Dubnowski et al. summarise its performance, and state that 
most measurements are within the resolution of the estimator. 
Gross errors occur occasionally (typically once per second) 
and can be eliminated using nonlinear smoothing (Rabiner, 
Sambur and Schmidt, 1975). The worst performance occurs 
for low~pitch speakers, where the pitch period is longer 
than half the (fixed) analysis frame size. Under these 
conditions any autocorrelation estimator is expected to 
perform poorly. 
7.4. 4 and Parameter Estimation 
Atal (1968) derives a normalised autocorrelation 
function for pitch synchronous pitch pe riod an alysis, by 
considering period measurement as a parameter estimation 
problem. He generates a model of an idealised speech signal 
(the "matching signal UO ) for which the period is uniquely 
defined. This matching signal is optimised to the actual 
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signal, and its period used as the pitch period estimateo 
Observing that speech signals are often similar between 
adjacent periods, apart from a scale factor which is due 
to a mUltiplicative envelopep Atal constrains his 
matching signal x(t) to the form 
x(t) = (7.21) 
in the interval t2 ~ t < t2 + min (T l' T2 ), where a is a 
positive constant and T1 and T2 are the durations of the 
first and second pitch periods of x(t). Note that T, and 
T2 are not constrained to be equal, so that inter-period 
differences are explicitly included in the analysis. 
Denote the beginning of the first, second and third pitch 
periods by t 1 , t2 and t3 I and the original signal by s (t). 
Figure 7.3 (b) illustrates these definitions. 
The squared error integral 
= 
2 [set) ~ X(ti T1 , T2 , a)] dt (7.22) 
is a useful indication of how well x(t) approximates s(t). 
This integral has three degrees of freedom. As outlined 
below, minimixing 1(T 1 , T2 , a) with respect to T2 and a 
yields an error function 10 (T 1) dependent only on T 1 . 
The val ue of T 1 for which 10 (T 1) is minimised is used 
as the pitch period value for i:he first period. The 
analysis then proceeds pitch synchronously. 
Atal's analysis is summarised below. Splitting 
equation (7.22) into the intervals [t" min(T 1 , T2 )]; 
[t 1 + min(T" T2 ), t21 and [t 2 , t3 1, and applying upper 
and lower constraints 
T i 
1 < < 
T Ii 
1 
T ' 2 < < T " 2 (7.23) 
to T1 and T2 yields an optimal value of x(t; T1 , T2 , a) 
given by 
= (7.24) 
in the interval [t 1, t1 + min(T 1 , l2)] . 
in (7.22) yields 
Back sUbstitution 
= 
1 
t 1 + min ( l l' T 2 ) f [a s(t) s(t 2 + T 1 ) ] dt. 
t1 (7.25) 
Since the integrand is positive, the optimum value of 
l2 is l2' from equation (7.23). Expanding equation (7.25) 
and evaluating 
= 0 (7.26) 
yields an optimum value of a given by 
= + 1 (7.27) 
for the case E 12 > 0 . E 1 , E2 and E12 are defined by 
2112 
t"l + 8 
II: , 2 E, - s (t) dt 
t, + 8 
E2 . ,~. It, s2(t + T 1 ) dt 
t1 + e 
E12 -. J s(t) s(t + T 1 ) dt 0 (7.28) t, 
where 
8 min (T 1 i T ') 2 . (7.29) 
For the cases E12 = 0 and E12 < 0, equation (7.18) yields: 
0. o (7.30) 
which indicates that a meaningful measure of pitch is 
obtained only for the case E12 > O. Since E12 is the 
short-time autocorrelation function (cf. equation 7.6); 
this result is expected. Substituting equati,on (7.27) 
into (7.25) yields 
I (T 1 ) 
for E 12 > 0 • 
yiE:~ Ids 
= 
_ ..... ---..... -- ... , JE2 - E 1) 2 -r l~ E 122 
2 
Normalising I (T 1) such that 
o < < 1 
(E 1 + E 2 ) - j( E 2 - E 1 ) 2 + 4 E 1 22 
2 min(E 1 , E2 ) 
(7.31) 
(7.32) 
(7.33) 
)/1 I 
(7.34) 
Note that J(T) is computationally more efficient to generate 
than I (T), and that J(T) is constrained to the interval 
o 
[0, 1] • Also, when E1 = E2 , J(T) reduces to E12 IE" which 
corresponds to the autocorrelation function normalised by the 
signal energy. 
Atal's approach is an interesting extension of direct 
short-time autocorrelation, since it explicitly considers 
adjacent period differences in both amplitude scale and in 
period. However the calculation of J(T) from equation (7.34) 
is computationally more expensive than evaluation of t~e 
autocorrelation function. In addition, the frequency domain 
transformation method discussed in section 7.4.2 does not 
apply. To the author's knowledge this method has not been 
compared with other standard techniques such as auto-
correlation or cepstral analysis. The fact that Atal's 
method has not been followed up with subsequent evaluation 
suggests that the trade-off between performance and 
complexity is not promising. In fact Atal (1972) comments 
that simpler techniques are preferable, at least for pitch 
asynchronous analysis, and mentions the Gold and Rabiner 
(1969) parallel processing method as a suitable alternative. 
For completeness, it should be noted here that 
Atal introduced signal cubing as a spectral flattening 
preprocessing technique (Section 7.4.3). This preprocessing 
is incorporated into his analysis system, and its effect on 
244 
his published results should not be overlooked. 
Pitch estimation has also been considered as a 
parameter estimation problem by l'llise, Caprio and Parks 
(1976) I who note that Noll (1970) independently proposed 
a similar approach. Since Wise et at. introduce 
modifications which overcome some of the problems 
encountered by Noll, the latter's method is not discussed 
here. 
The maximum likelihood method of Wise et al. is 
formulated as the problem of estimating an unknown periodic 
signal in white Gaussian noise of unknown intensity. This 
problem has been considered also by Caprio (1975), and is 
summarised below. Let sk be a periodic repetition of the P 
length sequence qk' so that 
= qk mod P . 
The measured signal r k of length K consists of sk and 
additive noise n k so that 
= for k = 1 I 2, ... N 
or in vector notation 
R = S + N 
(7. 35) 
(7.36) 
(7.37) 
The n k are independent Gaussian random variables with zero 
mean and variance 0'2 • From R it is required to estimate 
the signal [q l' q2 I ••• qp]' its period P and the noise 
intensity 0'2 • 
By considering n k = r k - sk to be a k-dimensional 
Gaussian random vector, the conditional probability density 
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function of the measured signal is formulated as 
= 
1 K-1 1 r. (r k - sk) 2 
20 2 k=O 
(7.38) 
The maximum likelihood estimator derived below maximises 
equation (7.38), or equivalent maximises 
K 2 
= - 2" In (2TTO ) (7.39) 
Recognising the periodic nature of ~, the sum in the second 
term of equation (7.39) is rewritten as 
N-1 
r. 
£=0 
(7.40) 
where N is defined as the greatest integer less than [KIP]. 
Note that when K is an integer multiple of P the second 
term of equation (7.40) is zero. 
Thus 
= (7.41) 
Equating this to zero yields 
1 N 
N+1 E rk+£P 9,=0 
k < K - NP 
A 
qk(P) = 
1 N-1 
N L: rk+Q,p 9,=0 
(7.42) 
k > K - NP . 
simi larly I equating 
Clln p(R/P, Q, 0 2 ) 0 
-
= 
Clo 2 
(7.43) 
gives 
~2(p) 1 K-1 " 2 = L (rk - sk) K k=O 
(7.44) 
where 
= qk mod P . 
It now remains to choose P as that value of P which 
maximises ln p(R/P, Q, 0 2 ) . Combining equations (7'1,42) 
- -
and (7.44) with (7.39) shows that the maximum is achieVed 
by minimising 
"2 
or equivalently by minimising 0 (P) . 
where 
Combining equation (7.42) with (7.44) gives 
= 
1 
K 
1 
K 
[ K-1 2 L r -
k=O k 
K-1-k 
L 
j=O 
A 2 K-1 1 
L sk 
k=O 
ES (P) ] 
is the autocorrelation function of R, and 
K - NP - 1 A 2 P - 1 A 2 
(N + 1) L qk + N L qk 
k=O k=K-NP 
(7.45) 
(7.46) 
(7.47) 
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is the energy of s. Since P is that value of P which 
maximises EA(P), the problem is reduced to a one dimensionul 
s 
maximisation. 
In the case where the signal measurement spans an 
integer number of periods, i.e. K = NP, equation (7.47) 
reduces to 
E" (P) 
s = 
N 
P-1 
" 2 E qk 
k=O 
Applying equations (7.42) ill1d (7.46) to (7.48) gives 
ES(P) = 
(7.48) 
(7.49) 
Thus for the special case where the signal spans an 
integer number of periods, E~ (P) can be expressed either in 
A 
terms of the signal estimate qk (P) (equation 7.4 7) or in 
terms of the autocorrelation function ¢R(k} of the observed 
signal (equation 7. 49). If N is sufficiently large, the 
value of E"(P} given by equation (7.49) is approximately the 
s 
same as that given by (7.47), even for values of P which are 
not integer submultiples of K. This makes the formula tion 
of equation (7.49) useful for pitch estimation. Thus the 
pi tch period estimate is that value of P which maximises 
E, (P), or equivalently minimises ;2 (P) 
s 
Wise ct nL modify this formulation using a result of 
Caprio (1975) I to reduce the effect of noise on the peaks of 
E"(P), and to introduce the equivalent of the linear taper 
s 
in the short time autocorrelation function (Section 7.4.1). 
This results in the function 
;; liB 
/I. 2P N-l g(P) = )~ t/JR(Q,P) K 9,=1 
E~(P) P ¢R(O) (7.50 ) = K 
The val ue of P at which g (P) is maximised is the 
period estimate. Wise et aZ. present results for speech, 
and note that g (P) can be interpolated to obtain period 
resolution finer than one sampling period. They also give 
a.n interpretation of their method as a comb filter which 
passes the maximum signal energy. This contrasts wi th t~0,!2 
methods discussed in Section 7.4.5, which null the period~c 
component of the signal. 
7.4.5 Optimum Comb Filter 
The comb filter (Moorer, 1974) is defined by the 
recurrence relation 
= s - s n n-m 
(7.51) 
where sn is the input signal sample at time n6 t , is the 
output signal sample at time n6 t , m is a constant integer 
which defines the characteristics of the filter, and 6 t is 
the sampling interval. The magnitude-frequency response of 
the comb filter is 
+ (7.52) 
so that a zero of transmission occurs at the frequencies 
which are integer multiples of 1/m6t Hz. Consequently 
if the input is a stationary signal consisting only 
of frequencies which are integer multiples of 1/mfl. t Hz 
then the steady state filter output is zero. This 
suggests that periodicity can be estimated by determining 
the parameter m of the comb fi Iter which results in the 
minimum filter output. Since the speech and music signals 
of interest are nonstationary, the optimum comb filter is 
evaluated using successive windowed signal segments. 
The optimum comb filter is determined by minimising 
(7.53) 
wi th respect to m, over the N length windowed signa 1. 
•. :' J 
since no simple minimisation technique is applicable 
other than trial and error (Moorer, 1974) I the function 
N 
l: 
n=1 
Is - s I n n-m 
is also a suitable indication of optimality, with a 
computational advantage over (7.53). Denote by m the 
value of m which minimises (7.54). Then the pitch 
period estimate T of the N sample signal sequence 
(7.54) 
(7.55) 
Note that for a periodic signal the minimum is not unique, 
because any integer multiple of m, including zero, wi 11 
also produce a minimum in (7.54). In addition, since s 
n 
is zero outside the range 1 < n < N g the sumrnation (7.511) 
contains fewer non~zero terms as m is increased" This 
results in the equivalent of the linear taper which is 
/. r d) 
discussed in Section 7.4.1. However, while this linear 
taper is advantageous for autocorrelation (since period 
multiples are weighted unfavourably with respect to the 
period) I the converse is true for the function (7.54). 
Moorer does not mention this taper problem, but he 
apparently recognises it because he evaluates (7.54) over 
precisely one period. While his explanation is not 
explicit, it appears that he evaluates 
M 
L 
n=1 
Is - s I n n-m (7.56) 
for Tmin .2 mL\t .:::. ~max' where for speech appli~~tions Tmin 
and T correspond to 225 Hz and 70 Hz respectively. By 
max 
choosing a window length NL\t which is nearly 2T I the 
max 
taper effect is virtually eliminated since few terms in 
the summation (7.56) are zero. 
Ross, Shaffer, Cohen, Freudberg and Manley (1974) 
introduce the function (7.54) as a degenerate form of 
autocorrelation, rather than as a comb filter. They define 
the average magnitude difference function as 
D(T) = N 
N-1 
L 
n=O 
Is - s I n n-m' m = 0, 1, •.. mmax (7.57) 
where T = mL\t' and L\t and sn have their usual meanings. 
To overcome the linear taper effect, Ross et at. constrain 
the summation in equation (7.57) to the range m < n < N-1, 
so that D(T) is formed only in the region of overlap of the 
~;cquences sn and s 
n-m 
Hoss et nL derive an approximate relationship between 
D (T) and tP (T). From Schwarz I s inequality (cf. Taub and 
}'. I 
Schilling, 1971), the bound 
N 
N-1 
L 
n=O 
Ix I n < [ ~ N-1 L 
n=O 
(7.58) 
is established. This permits D(T) to be approximated as 
D(T) = 1 N L n Is - s 1- B(T) [N..! L n n-m n (s - s ) 2] ! n n-m 
(7.59) 
where B(T) is a scale factor which depends on the joint 
probability density function of sand s Ross et aL 
n n-m 
note that S(T) is typically in the range 0.6 to 1.0, and 
does not depend strongly on T. Defining the auto-
correlation function as 
R(T) = 1 N L n 
s s 
n n-m 
(7.60) 
(cf. equation 7.7), expanding equation (7.59) I and assuming 
that {s } is stationary yields 
n 
.t [2 (R(O) - R(T)] ~ 
Ross d al. observe that the approximation (7.61) is a 
reliable characterisation of D(T). 
(7.61) 
Since D(T) (equation 7.57) is the same as the comb 
filter optimisation function (equation 7.54) apart from a 
scale factor, both methods are equivalent. D(T) is 
computationally more attractive than ¢(T) if the latter is 
computed in the time domain (cf. Section 7.4.2) because 
subtracters are usually faster and/or cheaper than 
mul tip liers. Ross et aZ 0 disCUSt, thE'~ irnplernen tation of a 
re a1°'1: ime pitch PS tima tor us ing a GTE Sy Ivania prograrnmab Ie 
2')2 
signal processor, which has instruction execution times of 
typically 250 to 375 ns. They conclude that for speech 
sampled at about 7 kHz, pitch estimates in the range 70 Hz 
to 300 Hz can be computed in about 10 msec. This period 
computation rate is sufficiently fast for real time 
operation. However, as Rabiner, Cheng, Rosenberg and 
McGonegal (1976) note, the computation time depends 
approximately on the square of the sampling rate, so that 
this method is not attractive for the wide pitch range 
encountered with music signals. It is doubtful whether 
downsampling (cf. Section 7.4.2) would alleviate this 
problem. 
Miller and Weibel (1956) describe analogue 
instrumentation which incorporates a delay line memory 
and which evaluates D(T) (equation 7.57) for periodicity 
measurement. 
7.4.6 Heuristics for Time Domain Computation 
The computation required to estimate the pitch period 
'1' from <p (T) (or the related functions discussed above) can 
be reduced by employing pitch tracking heuristics (Hoorer, 
1974; Rabiner, Cheng, Rosenberg and McGonegal, 1976; Wise, 
Caprio and Parks, 1976). This approach assumes that 
adjacent period estimates are similar, so that <P(T) need be 
evaluated only in the neighbourhood of <P(T. 1)' where T. 1 
J~ J-
denotes the previous period estimate. The initial period 
estimate is obtained from a global search of <P(T). Since 
this pitch tracking can lead -to the tracking of a secondary 
maximum (cf. Figure 7.2(e)0 which illustrates a pitch 
doubling signal transition) it is desirable to perform a 
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global search of ~(T) at regular intervals. Moorer (1974) 
performs this global search once every 100 ms and employs 
a back-up procedure if erroneous pitch tracking is detected. 
This global search and back-up procedure is also invoked 
if two successive period estimates differ by more than a 
predetermined tolerance. Note that the back-up procedure 
which corrects erroneous pitch tracking is suitable for 
"off-line" pitch processing, but is not possible for 
real-time operation. In the latter situation a more 
appropriate approach is to adaptively alter the interval 
between adjacent global searches. 
These pitch tracking heuristics reduce the 
computation required to determine T from ~(T) only if 
¢(T) is evaluated using the time-domain method, since the 
frequency-domain method results in the global evaluation 
o f ~ (T). As noted in Section 7.4.2, frequency-domain 
computation of ¢(T) is more efficient than time-domain 
computa tion if ¢ (T) is requi red for many val ues 0 f T or 
if the signal frame contains many sa~ples. Consequently 
pitch tracking heuristics are unlikely to be useful if 
the pitch range extends over 5 or 6 octaves. 
7.5 FREQUENCY DOMAIN METHODS 
In this section 'are discussed several pitch 
measurement methods which require transformation of the 
acoustic signal into the frequency domain" 
7.5.1 Product Spectrum 
As noted in Section 7.3 the fundamen tal frequency 
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component of a periodic signal is often contaminated with 
noise or is missing completely. This situation is 
especially common for telephone speech signals. Miller 
(1953) found that the fundamental frequency of a speech 
signal can be accurately derived by dividing the measured 
frequencies of the second, third or fourth harmonics by 
2, 3 or 4 respectively. A practical difficulty with this 
approach is that the harmonic numbers are not always known 
reliably. 
Harris and Weiss (1963) refine this method by 
measuring the frequency difference between widely separated 
harmonics, which occur at frequencies f. and f.+ 1. The J J n-
number n-2 of spectral peaks which correspond to 
intermediate harmonics is also measured. The pitch 
frequency is then computed as 
= (f. + 1 J n- f.) / (n-1). J 
However, this method requires extensive heuristics to 
minimise the risk of selecting spectral peaks which 
correspond to formant frequencies rather than to pitch 
harmonics, and to ensure that all intermediate pitch 
harmonic peaks are counted. 
(7.62) 
Observations by, Flanagan and Golden (1966) indicate. 
that for speech the instantaneous frequencies measured at 
the outputs of narrow-band filters differ little from 
integer multiples of the fundamental for frequencies up to 
at least 2500 Hz. Thus the fundamental frequency can be 
es -timated from these ins tan taneous frequencies (wh ich 
correspond to the pitch harmonic frequencies) by dividing 
each measured frequency by the correspondin0 harmonic 
number.' This proposal also suffers from the lack of 
a pY'ioY'i knowledge of the harmonic numbers. Schroeder (1968) 
suggests that this difficulty is overcome by assuming that 
the harmonic numbers of the measured frequencies are 
relatively prime (i.e. that their largest common divider 
is unity). Thus, all integer submultiples of the measured 
frequencies are computed, and that submultiple which is most 
common is the fundamental frequency estimate. For example, 
if the measured filter output frequencies are 777 Hz and 
1000 Hz, then the fundamental estimate is 111 Hz and the 
measured frequencies correspond 'to the 7th and 9th 
harmonics, respectively. 
Schroeder describes analogue instrumentation which 
incorporates a bank of band-pass filters to construct in 
real time a frequency histogram (or alternatively the 
corresponding period histogram). From this the pitch 
trajectory of speech is computed in real time. Schroeder 
found that better results are obtained if the contribution 
of each harmonic to the histogram is weighted by the 
logarithm of its spectral amplitude. In a computer 
simulation of this method he obtained speech pitch period 
measurements identical to those produced using cepstral 
analysis (cf. Section 7.5.3). Since this approach requires 
only a single spectral txansformation, unlike cepstral 
analysis which requires a double transformation, it is 
computationally superior. 
Schroeder generalises tile weighted frequency 
histogram by applying it to a continuous rather than 
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discrete spectrum. Using Schroeder's notation: 
N 
L (f) 20 logIO L IS(nf) I 
n=1 
(7.63) 
where S(f) is the short time spectrum of the acoustic 
signal s (t), and nand N are integers. The antilogarithm 
of L(f) is called the "harmonic product spectrum" of s(t) 
Schroeder notes that L(f) is related to the cepstrum C(T) 
(Section 7.5.3) by 
= 
N 
II 
n=1 
C(T In) (7.64) 
where a (T) is the Fourier cosine transform of L (f). He 
also notes that Noll, in his efforts to refine cepstral 
analysis, has introduced functions similar to the product 
spectrum (cf. Noll, 1970). The logarithmic product spectrum 
of speech is suitable for direct pitch measurement since it 
usually possesses a sharp absolute maximum at the 
fundamental frequency. This is true even when significant 
additive Gaussian noise is present. Under these conditions 
the corresponding peak in the cepstrum is frequencly 
obscure. 
It is interesting to note that despite the 
computational and claimed performance superiority of the 
product spectrum over the cepstrum, the former has received 
little supsequent attention, while the cepstrum is often 
used as a comparison standard when evaluating new pitch 
measurement methods (Markel, 1972b; Moorer, 1974). 
Since the product spectrum and frequency histogram 
rely on the presence of pitch harmonics, they are not 
suitable for pitch analysis of some musical instruments 
(e.g. flute, french horn). This is discussed further in 
Section 7.5.6. 
7.5.2 Hilbert Transform 
If s(t) is a real band-limited signal, the 
corresponding analytic signal ~(t) is defined as 
~ (t) s(t) + j ~(t) 
- a (t) exp[j 8 (t)] (7.65) 
"-
where s(t) is the Hilbert transform of s(t), and art) and 
8(t) are the amplitude and phase respectively of ~(t) 
(cf. Papoulis, 1962; Westman, 1968). The application of 
the Hilbert transform to analysis of modulated signals is 
well known (cf. Westman, 1968) - for example a,(tl and 
8(t) are identical to the envelope and phase, respectively, 
of a single-sideband modulated signal. Other applications 
are discussed by Gold, Op~enheim and Rader (1970), in 
connection with digital signal processing. It is worth 
noting here that the bandwidth of speech can be reduced by 
a factor of about 2 using. the technique of "analytic signal 
_:I. 
rooting" I in which the signal Re [~2 (t)] is formed (Schroeder, 
F lanagan and Lundry, 1967). In addition, Robson (1976) uses 
ci(-t) and EJ (tl to identify orchestral musical instruments, 
Lerner (1959) and Rader (1964) have constructed pitch 
estimators which use Hilbert transform techniques. Since 
Rader's method is essentially an extension of Lerner is 
method, only the former is discussed here. 
Rader calls his method "vector pitch detection". 
The input signal 1S applied to a bank of N band<"pass 
filters. The output of each band-pass filter is passed 
through a 90 0 phase-shifting circuit (which approximates 
a Hilbert trans former) 0 The N fi Iter outpu tr.:; and the N 
phase shifted outputs constitute the components of a vector 
in 2N space. When the input signal is periodi c v t:he vector 
traces a closed curve in 2N space, and the time taken to 
traverse this curve is equal to the period. If several of 
the band-pass filters contain significant energy then the 
curve is unlikely to be self-intersecting, so that the 
vector will return to it~ "starting point" only once every 
pi tch period. Horeover, even if the curve is se If-
intersecting, the vector will return to :Li~s "starting point H 
too early only if the "starting point" and the point of 
curve self-intersection are coincident. This is very 
unlikely if the "starting point" is selected randomly. 
Rader implements his method by generating a "distance 
measure" D(t) between the instantaneous vector position and 
the "starting point". The latter is defined by sampling the 
vector components at an instant specified by the pitch 
es timator control circuitry. D (t:) is formed by squaring 
the difference between the instantaneous and starting point 
values of each vector component, and summing these squared 
va lues. 
When the input signal is only quasi-periodic, D(t) 
has a local minimum after one pitch period. Rader suggests 
that improved performance can be achieved by employing pitch 
tracking (cf. Section 7.4.6). He also observes that for 
speech the local minimum in D (t) at the pi tch period T is 
also usually the global minimum over the interval 
0.3T < t < 1 .8T . 
2 S9 
Sondhi (1964) asserts th at the vector pitch es timator 
is essentially an autocorrelation pitch estimator. Sondhi 
shows that if narrow band fil.t:ers are used, then 
D(T) 2rr [<1>(0) - <I>(T)] (7.66) 
where <I> (T) is the short time autocorre la tion function, and 
1 is the time in terval which has elapsed since the vector 
starting point was sampled. However, Bluestein and Rader 
(1965) point out that Sondhi's analysis is applicable only 
if an infinite number of infinitesimally narrow band-pass 
fi 1 ters are used in the vector pitch estima<tor. They 
provide a detailed comparison of both vector and auto-
correlation pitch estimation, and show that for practical 
filter banks there exist substantial differences between 
the two methods. 
7.5.3 Cepstrum 
The cepstrum was introduced by Bogert, Healy and 
Tukey (1963) in an attempt to estimate the time delay 
between a seismic signal and its echoes. Cepstral anaJ<ysis 
has since been applied to a variety of problems in 
seismology and geophysics (Cohen, 1970, Ulrych u 19 '11 
Hassab, 1974), in bioelectric data processing (Kemerajt 
and Childers, 1972), in image deblurring and image 
classification (Rom, 1975) and in speech analysis-synthesis 
(Oppenheim, 1969), as well as to speech pitch estimation 
(Noll, 1964, 1967; Markel, 1972b; Rabiner, Cheng, Rosenberg 
and McGonegal, 1976). A feature common to many of these 
2 (, () 
problems is that two or more signals are combined by 
convolution rather than by addition. The de-convolving 
property possessed by the cepstrum can aid the separation 
of the constituent signals - a technique called homomorphic 
filtering (Oppenheim, Schafer and Stockham, 1968). The 
properties of the cepstrum and some of its relatives are 
now discussed, and its application to pitch estimation of 
speech and other signals is described. 
Consider a composite signal s(t) which is the 
convolution of two component signals. As noted in 
Section 7.3, speech can be modelled as such a composite 
signal, where the glottal excitation g(t) and the vocal 
tract impulse response v(t) are the convolved components. 
Then 
s(t) = g(t) * v(t) (7.67) 
where the operator * denotes convolution. Denote by S(w), 
G(w) and V(w) the Fourier transforms of s(t), g(t) and v(t) 
respectively, and assume that these transforms exist. 
Then 
S(w) = G(w)"V(w) (7.68) 
For voiced speech g(t) can be modelled as a quasi-periodic 
train of impulses with period T. Consequently s (t) is 
also quasi-periodic wi th period T, and the power spectrum 
1 S (ell) 12 contains harmonics spaced at 1/T Hz. These 
harmonics are manifested as periodic "ripples" in the 
power spectrum (see Figure 7.4(b)). The period of these 
ripples can be measured by taking the Fourier transform of 
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the power spectrum. The peak which corresponds to the 
"frequency" of the power spectrum ripples occurs at 1/(1/T), 
or T sec. This process is essentially that of auto-
correlation analysis (cf. Section 7.4.2) and is illustrated 
in Figure 7.4(a). Thus, 
= r [IG(w) 12 • IV(w) 12] 
= 
= * ~.~ \ (7.69) 
~, 01 
, ~.t' 
where 1'[ a] denotes the Fourier tran.s form of a, and tP (T) 
.~. g 
and tPV(T) denote the autocotrelation functions of g(t) and 
v(t) respectively. The effects of the glottal excitation 
and vocal tract are thus convolved with each other in the 
autocorrelation function of speech. This disadvantage of 
autocorrelation pitch analysis in speech is noted by 
Schroeder (1966, 1970). Various signal preprocessing 
techniques which reduce the formant structure (and hence 
the effect of tPv(t) are discussed in Section 7.4.3. 
Figure 7.4(a) illustrates the effect of the vocal tract 
response on the autocorrelation function, while Figure 7.6(a) 
shows the kind of improvement which is obtained when the 
formant structure is suppressed by centre-clipping the 
speech signal. 
Now consider the logarithm of the power spectrum. 
log 1 S (w) 12 = log [ 1 G (w) 1 2 • 1 V ( w) 1 2 ] 
= log 1 G (w) 12 + log 1 V (w) 1 2 (7.70) 
The cepstrum C(T) is defined as 
r [logIS(w) 12] 
= r [log 1 G ( w) I 2] + r [log 1 V (w) I 2] (7.71) 
(Markel, 1972b). The excitation and response signals are now 
added rather than convolved. Thus if G(w) and V(w) occupy 
separate frequency regions they may be easily separated by 
"filtering" the logarithm power spectrum. Following Tukey's 
terminology (Noll, 1967) I the term "quefrency" (with units 
of seconds) is used to describe the ., frequency" of the 
ripples in the logarithm power spectrum. The effect of the 
vocal tract is to produce a low quefrency ripple in the 
logarithm power spectrum, while the periodicity of the 
glottal source is manifested as a high quefrency ripple in 
the logarithm power spectrum. Therefore, the cepstrum has 
a sharp peak corresponding to the high quefrency glottal 
source g(t) and a broader peak corresponding to the low 
quefrency vocal tract response v(t) . Figure 7.4(b) 
illustrates the spectrum, power spectrum and logarithm 
power spectrum, while Figure 7.4(a) shows the corresponding 
cepstrum and identifies the peak which occurs at quefrency 
T. For most speech the main contribution of v(t) to the 
cepstrum is contained in the first two or three milliseconds 
quefrency. Thus the vocal tract response is virtually 
eliminated by setting to zero the first two or three 
milliseconds of the cepstrum (Noll, 1967; Markel, 1972b). 
The application of cepstral analysis to pitch 
estimation is described in detail by Noll (1964, 1967). 
Weiss, Vogel and Harris (1966) describe a real-time hardware 
2(d 
cepstrum pitch estimator. This implementation cont~ins 
two analogue spectrum analysers and a wide-band analogue 
delay line memory_ Digital evaluation of the cepstrum 
using the FFT is described by Schafer and Rabiner (1970) 
and by Markel (1972b). An evaluation and comparison of the 
cepstrum with other pitch estimation methods is given by 
Rabiner, Cheng, Rosenberg and McGonegal (1976). 
It is worth commenting that Noll (1964) defines the 
2 
cepstrum as c (T), where C(T) is the cepstrum defined here 
by equation (7.71). This squared cepstrum produces a 
sharper peak at quefrency T, and results in a more 
attractive representation since low amplitude peaks are 
suppressed. However, as Jl.1arkel (1972b) points out, the use 
2 
of c (T) rather than C(T) does not simplify the location of 
the cepstral peak corresponding to the pitch period, 
because the dynamic range of this cepstral peak is also 
squared. 
Noll (1967) considers analytically the effect of 
windowing the signal s(t) to obtain a short-time cepstrum 
(cf. Section 7.4.1). This analysis shows that the time 
window w(t) which mUltiplies s(t) should be tapered 
smoothly, so that its spectrum W(w) has a narrow main lobe 
and low-amplitude side lobes. The well-known Hamming and 
Hanning windows are often used (Noll, 1967; Oppenheim, 
1969) . 
Hassab and Boucher (1976) consider the effect of the 
signal-to-noise ratio on the usefulness of the cepstrum in 
estimating echo delays. Additive Gaussian noise is assumed, 
and the mean reduction in the cepstrum peak at delay T is 
2 (, II 
evaluated as a function of the input total signal-to~noise 
ratio and the relative signal-to-noise bandwidths. 
7.5.4 Clipstrum 
Noll (1968) describes a variation of the cepstrum 
which he calls the clipstrum. The clipstrum is defined by 
clipstrum (T) = r [sgn [logIF(w) 12] (7.72 ) 
where 
F(w) = r [f(t)] 
and f(t) is a signal derived from s(t) by suitable 
preprocessing such as hard limiting or centre clipping 
(cf. Section 7.4.3). In practice it is desirable to 
eliminate the vocal tract contribution to the logarithm 
power spectrum (cf. Section 7.5.3) before hard limiting. 
This is achieved by high-pass filtering (or equivalently 
by low-quefrency liftering) the logarithm power spectrum -
an operation which Noll includes in his definition but 
which is omitted here for clarity. 
The development of the clipstrum was motivated by 
the desire to simplify the arithmetic required to evaluate 
the cepstrum. The usefulness of hard-limiting to achieve 
such arithmetic simplicity is discussed in Section 7.5.3. 
If the signal preprocessing used is hard limiting, so that 
f(t) = sgn[s(t)], then the clipstrum performs poorly as a 
pitch estimator. The reason for this is that the formant 
structure of s(t) is enhanced rather than suppressed in f(t) 
(cf. Section 7.5.3). However, if centre-clipping is used 
then the formant structure of s(t) is suppressed in f(t) 
2G 5 
and the clipstrum performs well. Noll does not make it 
c lear how much of t:he improvemen t is due to the initial 
centre-clipping and how much to the hard limiting of the 
logarithm power spectrum. He does, however, state that-the 
latter procedure introduces additional pitch harmonics to 
the logarithm power spectrum, consequently enhancing the 
clipstrum peak at quefrency T. It is worth noting that 
the author has independently proposed centre-clipping as 
a useful preprocessing technique for cepstral analysis 
of signals which possess few harmonics (e.g. the flute) 
This is discussed further in Section 7.5.6, where results 
are presented. 
'rhe comput.ational advantage of· the fast Walsh 
transform over the fast Fourier transform (cf. Section 
8.4.1) led to the development of the Hapstrum (Tanaka, 
1972). '1'he hapstrum is defined as 
hapstrum (T) = if [ log I S (w) I 2] (7.73) 
where t?'tal denotes the Walsh (or Hadamard) t.r-ansform of a. p 
and S(w) is the Fourier transform of s(t). Tanaka reports 
tha t the hapstrum is inferior to t.he cepst.rum for pi tch 
esLi.mation because the peak at .;quefr~ncy T is not as 
• . I 
clearly defined in the hapstrum as in Lhe ceps'crum. This 
conclu~;j.on is consistent with the comments made in Sections 
8.4 and 8.5, concerning the use of the Walsh transform. It 
should be noted here that Tanaka also investigates the 
application of the hapstrum to formant-tracking, using an 
approach similar to that of Schafer and Rabiner (1970). 
2 i.E'i 
However, while the use of the hapstrum ra ther than cc'pst rum 
reduces the computation time required, the accuracy of the 
estimated formant frequencies is also degraded. 
7.5.6 Comparison of Autocorrelation and Cepstrum 
It is apparent from the discussion in Section 7.5.3 
that the cepstrum performs poorly as a pitch estimator for 
signals which can not be modelled by equation (7.67). 
Since most musical instrument signals are of this kind 
(cf. Section 7.3) cepstral analysis is not a generally-
applicable method. It is also worth pointing out that the 
cepstrum also performs poorly for those speech signals which 
contain few pitch harmonics, as Rabiner, Cheng, Rosenberg 
and McGonegal (1976) demonstrate. However in the latter 
case the use of a preprocessor which introduces additional 
pitch harmonics should cause improveITIet:lt (see the paragraph 
which contains equations (7.70) and (7.71)). 
The results of a comparison between autocorrelation 
and cepstral pitch analysis for a selection of musical 
instruments and speech is presented in Figures 7.8 to 
7.17. These results confirm the comments of the preceding 
paragraph, and demonstrate that autocorrelation analysis 1S 
significantly more successful than cepstral analysis for 
the sighals produced by musical instruments. Figures 7.8 
to 7.17 also show the kind of improvement which is achieved 
for both autocorrelation and cepstral analysis by the use of 
preprocessing functions (cf. Table 7.1). The effect of 
these on the signal spectrum, power spectrum and logarithm 
power spectrum is illustrated in Figures 7.4 to 7.7. 
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Examination of Figures 7.8 to 7.17 shows that 
centre clipping is the most universally successful 
preprocessing function for both autocorrelation and cepstral 
pi tch analysi s. While cubing wi 11 in ge ne ra 1 improve both 
the autocorrelation and cepstrum pitch estimators, this 
improveI11E!nt is not universal, as can be seen by comparing 
parts (a) and (b) of Figure 7.11. For those waveforms which 
are characterised by possessing only two zero-crossings per 
pitch period, infinite peak clipping causes more improvement 
than cubing (e.g. Figures 7.9 to 7.11). However this is not 
true for signals whi ch exhibit resonances (e. g. Figure 7. '14 
- see also the fourth paragraph of section 7~4.3) . 
• I ~ ., 
7.6 LINEAR PREDICTION AND INVERSE FILTERING .[I1ETHODS 
A speech analysis-synthesis method called linear 
prediction is formulated in the time-domain by Atal and 
Schroeder (1970) and Atal and Hanauer (1971). This method 
and its variants have subsequently received considerable 
attention, both for speech analysis (cf. Makhoul, 1973; 
Maksym, 1973; Crichton and Fallside, 1974; Itakura, 1975; 
Knudsen, 1975) and synthesis (cf. Haskew, Kelley, Kelley 
and McKinney, 1973; Sambur, 1975; Rabiner and Schafer, 
1976), as well as for diverse applications such as recovery 
of "helium speech" (Atal and Hanauer, 197'1) and speech 
encryption (Sambur and Jayant, '1976). Markel (1972a) 
points out that linear prediction is a special case of the 
method formulated by R. Prony in 1795, which was extended 
to a least~squares formulation in 1924 by C. Runge and 
H. Konig. Makhoul (1975) presents an extensive and detailed 
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review of linear pcdiction, and discusses its applications 
to neurophysics and geophysics as well as to speech. 
Makhoul also points out that the all~zero linear predictor 
corresponds to the well known "moving average" model used 
in statistics, while the all-pole linear predictor and 
pole-zero linear predictor correspond, respectively, to the 
"autoregressive" model and "autoregressive moving average" 
model (cf. Box and Jenkins, 1970). 
This section presents a brief review of linear 
prediction and inverse filtering techniques for speech 
analysis, with emphasis on pitch estimation. For a 
comprehensive review and extensiv~bibliography, the reader 
is referred to'Makhoul (1'975). Section 7.6.1 outlines the 
time-domain linear prediction formulation of Atal and 
Hanauer (1971), which Makhoul (1973) calls the covariance 
method. In Section 7.6.2 the inverse fi 1 tering method of 
Markel (1972a, 1972b) is discussed - this approach is also 
called the autocorrelation method of linear prediction 
(Makhoul, 1973). It should be pointed out here that these 
techniques are essentially equivalent, and are related also 
to the maximum likelihood estimator which is derived in 
terms of the autocorrelation function in Section 7. L~. 4 
(cf. Markel, 1972ai Makhoul, 1973). Makhoul (1975) also 
points out that the inverse filter formulation is identical 
to the method of maximum entropy spectral estimation (cf. 
Burg, 1972; Van den Bos, 1971). Provided these points are 
remembered, the terminology used herein should cause no 
confusion. 
7060'1 Linear Prectictic:m 
The essential feature of linear prediction as 
applied to speech analysh:; cmd synthesis lS that speech 
is assumed to be generated as the ouLput of an all~pole 
filter which is excited once every pitch period (for voiced 
speech) or by white noise (for Imvoiced speech). The 
all-pole model can be extended t:o include zeros (cL I"opec p 
Oppenheim and Tribolet I 1977) alLho Delh this latter mode 1 is 
not considered here. Atal and Hanauer (1971) point out that 
for non-nasalised voiced speech tile vocal tract transfer 
ftmction has no zeros 0 Also, for ~3peec11 which is unvoiced 
or nasal, all the zeros of the vocal tract transfer function 
lie wi thin the unit circle of t.he z plane and can therefore 
be approximated by mUltiple poles, so that the all~pole 
model of the vocal tract is adequate. Atal and Hanauer also 
show that. the effect of the glottal volume flow and the 
radiation can be accounted for by a two pole trans fer 
function v which can thus be incorporated wi·th the vocal 
tract transfer function into a single all<'pole filter" 
The all~pole filter (with r:he nmnber' of poles denot.ed 
by p) is formulated digitally cu', a recursive weighted sum 
of Ule previous p samples ,of the fi lLer input, pI us the 
excitation signal (hence th nninology "] inea.r predic'cion n ) 
Denot:e by s 
n 
the speech signal sample aL Lime n6 t , whe re 
/I. ..• 'l/f t [) the sampling interva.I" 
predictor output is 
s 
n = 
+ 
'L'hen l.he linear 
o 
n 
(7.74) 
where the predictor coefficients a J a6count for the c 
filtering action of the vocal tract, the glottal volume 
flow, and the radiation; and 0 denotes the nth sample of n -
the excitation. The trans fer function of the fi 1 ter is 
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T (z) = 1 / (1 ~ P -k L: a k Z ) (7.75) 
k=1 
so that the filter has p poles which must be either real 
or complex conjugate pairs. Additionally, for the filter 
to be stable, all the poles must lie inside the unit circle 
of the z domain 0 
Atal and Hanauer show analytically that for speech 
the number of poles required for an adequate represen tation 
of the vocal tract transfer function can be estimated from 
the requirement that the duration of the linear predictor 
memory be twice the time )caken for sound to propagate from 
the glottis to the lips (or, for nasal sounds, to the nasal 
opening) 0 For a typical adult whose vocal tract is 
approximately 17 cm long, the predictor memory duration 
should be approximately 1 ms. If the signal sampling rate 
fs is 10kHz I the corresponding number of poles is1 00 
Thus, P should be approximately 12 (taking into account 
the two additional poles which are required to account for 
glottal volume flow and radiation)" This result is 
con firmed expe rimentally. I t should hOvJever be remembered 
that p depends strongly upon f 
s 
A comple'ce description of the speech signal over a 
time in terva 1 during which the vocal tract shape is assumed 
to be constant is provided by the predictor coefficients a k 
(which are estimated from the speech signal in the manner 
described below), the pi tch period, the rms value of the 
speech samples, and a binary parameter which indicates the 
nature of the excitation (i.e. voiced or unvoiced). 
The continual variations in the vocal tract shape which are 
encountered in practice can be adequately accounted for by 
periodic readjustment of these parameters, for example 
once every 5 or 10 ms. 
The method used by Atal and Hanauer to evaluate the 
predictor coefficients a k from the speech signal is now 
described. 
where 
Define the prediction error e as 
n 
A 
e = s - s 
n n n 
p 
= s L a k s n-k n k=1 
p 
s = L a k s n k=1 n-k 
(7.76) 
(7.77) 
is the nth predicted speech sample, and s is the nth speech 
n 
sample. Define the mean-squared prediction error <en 2 >av 
as 
2 
<en > 
av = 
< (s -
n 
> 
av 
Observe that this definition omits the effect of the 
(7.78) 
excitation function 0 
n 
The predictor coefficients ak 
are chosen such that <e; 
solution of 
2 3<en > av 
3a k 
= o , 
> is minimised, i.e. as the 
av 
k = 1, 2, ... p (7. 79) 
F/! 
I\tal and Hanauer show that the condition (7.79) can be 
formulated as 
P 
L ¢)' k a k 
k=1 
= j=1,2, ... p (7.80) 
where 
= < s , 
n-) s n-k > av 
Equation (7.80) can be written in matrix form as 
<P a = ~) 
(708 n 
(70 82) 
where <P = [(¢jk)] is a positive definite symmetric 
covariance matrix, and a = leak)]· and ~ = [(¢jO)] are column 
vectors. The nature of <P (viz. positive definite, 
symmetric) permits equation (7.82) to be solved efficiently 
(cf. Faddeev and Faddeeva, 1963; Makhoul, 1975). Atal and 
Hanauer also cornmen t that occasionally the coeffic ients ale 
computed in this manner produce poles in the predictor 
trans fer function which lie outside the unit circle of the 
z domain. They describe a simple procedure to detect such 
poles and correct the predictor coefficients. 
The prediction error e defined by equation (7.76) 
n 
does not take into account the excitation function 8 , as 
n 
has been pointed out. This forms the basis of a pitch 
period estimation method, since for voiced speech {() } 
n 
approximates an impulse train (see also Maksym, 1972, 1973, 
who describes a real-time hardware implementation) 0 Thus; 
e will also approximate an impulse train, and a relatively 
n 
simple peak-picking procedure is sufficient to estimate each 
pitch period. However, for other excitation functions (such 
27 l 
as those of musical inst.ruments ~ cL Section 7.3) this 
approach is not satisfactory, as the author has confirmed 
(Tucker, 1974). Consequently this pitch estimation n~thod 
is not generally applicable for signals other than speech .. 
Atal and Hanauer also consider application of the 
linear predictor to speech synthesis, and provide a 
recording which illustrates their results. The formulation 
of equation (7.74) is used directly. The control parameters 
supplied to the synthesiser are the pitch period, the binary 
voiced-unvoiced parameter, the rms value of the speech 
samples, and the p predictor coefficients. A pulse 
generator produces a pulse of unit amplitude at the 
beginning of each period, while a white noise generator 
produces tmcorre lal:ed uni formly di stributed random samples 
at each sampling instant. A voiced-unvoiced switch selects 
the appropriate excitation, whose amplitude is scaled by a 
factor G which is appropriate to the required rms signal 
level. The linearly predicted value sn is combined with 
the excitation signal on to form the nth sample of the 
synthesised speech. The samples s are presented to a DAC, 
n 
and low-pass filtered to produce the continuous speech 
signal s(t). The synthesiser control parameters are updated 
at the start of each pitch period (for voiced speech) or 
once every 1 0 ms (for tllivoiced speech). 
It is worth pointing out that linear-prediction 
analysis-syn'thesiiCi provides cons iderab Ie in tr ins ic 
flexibility, which is necessary for many applications such 
as text-to-speech conversion of connected speech (cf. 
Rabiner and Schafer, 1976). For example, the speech rate 
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can be altered without change in pitch, and vice~versa. 
The formant frequencies and bandwidths can be independently 
altered, so that a "male voice" can be transformed into a 
"female voice" and vice-versa. Intonation and stress 
contours can be produced from stored information about 
individual words. 
It is also worth'commenting that the transfer 
function of an idealised acoustic tube is equivalent to 
that of the linear prediction model, as Atal and Hanauer 
show. This property is exploited by Crichton and Fallside 
( 1974), who use line ar prediction to compute and display in 
'\. '.,:. 
,~,), ' 
real time the estimated vo¢aJ tract shape. This display 
forms a useful aid to the teaching of deaf children (see 
also Section 7.7). 
7.6.2 Inverse Filtering 
Markel (1972a, 1972b, 1973) presents a frequency-
domain formulation of all-pole speech modelling, and 
discusses its application to formant analysis as well as 
to pitch estimation. Makhoul (1973, 1975) derives an 
identical model from a frequency-domain consideration of 
linear prediction. The latter approach is outlined here, 
because it relates more obviously to the discussion of 
Section 7.6.1. 
Consider the z transform of the prediction error 
defined by equation (7.76): 
P 
E ( z ) = [1 + I: a k z - k ] S ( z ) 
k=1 
e 
n 
== A(.'3) S (z) (7.83) 
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where the inverse filter A(z) is defined by 
A (z) = 1 + -k z (7~84) 
and where E(z) and S(z) are the z trans forms of {e } and 
n 
{s }, respectively .. Therefore, e can be regarded as the 
n n 
result of passing s through the inverse filter A (z) . 
n 
Recall that {e } is assumed to consist of an impulse at 
n 
start of each pitch period (for voiced speech) or white 
noise (for unvoiced speech) (cf. Section 7.6.1), so that 
the spectrum of {en} for one pitch period is flat. Thus 
the inverse filter A(z) can·~e regarded as a "whitening 
filter". 
the 
The coefficients a k of A(z) are evaluated by 
requiring the energy of {e } to be minimised (cf. equations 
n 
7.76 to 7.82), or equivalently be requiring that the 
average of the magnitude spectrum IE(z) 12 evaluated on the 
unit circle be minimised. Markel (1972b) shows that {ale} 
can be obtained as the solution to 
where 
r. 
J 
= - r. 
= 
J 
N-1-lj 1 
L: 
n=O 
j = 1,2, ... p (7.85) 
(7.86) 
and the signal {s } is of length N. Since {r.} is the 
n J 
,autocorrelation function of {s } (cf. equation 7.9) this 
. n 
formulation is called the autocorrelation method of linear 
prediction. 
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Markel (1972b) describes a speech pitch cstimiltion 
algorithm called SIFT (simplified inverse filter tracking) 
which is more than an order of magnitude faster in operation 
than cepstral analysis, while yielding results of comparable 
accuracy (cf. Rabiner, Cheng, Rosenberg and McGonegal, 1976). 
However the SIFT algorithm is applicable only to speech, 
for the reasons mentioned in Section 7.6.1. It is also 
worth pointing out that the SIFT algorithm performs poorly 
for speech which has few pitch harmonics, as Rabiner et al. 
(1976) demonstrate. 
7.7 PITCH FROM GLOTTAL MEASURE~mNTS (SPEECH) 
The techniques reviewed so far attempt to extract 
the pitch period from the acoustic signal which, for speech, 
may be approximated as the convolution of the glottal 
excitation and vocal tract response functions (cf. 
Section 7.3). This section reviews speech pitch analysis 
methods which are based on direct measurement of vocal cord 
movement. Since the source-filter model of speech 
production does not apply to musical instruments (Section 
7.3), no analogous process exists for music signal analysis. 
Signals derived from glottal movement possess 
considerably simpler waveshapes than the corresponding 
acoustic speech signal. Consequently, many of the 
difficulties encountered by the pitch measurement methods 
reviewed above do not apply, and simple real-time period 
measurement techniques may be used. Such simple techniques 
include threshold crossing interval and peak interval 
measuremen ts. 
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Despite the simplified pitch estimation methods which 
are possible using signals derived from glottal movement, 
comparatively little interest has been shown in this 
approach. This is presumably because of the need for the 
speaker to wear sensors which are in physical contact with 
his throat. It is ironical that this limitation did not 
discourage many earlier workers from considering the use of 
throat microphones, which produce a signal which is similar 
to the acoustic signal and which contains much of the vocal 
tract response (McKinney, 1965). 
Four different techniques are currently available for 
direct measurement of vocal cord movement - laryngoscopy, 
trans-glottal illumination I air flow measurement and 
electro-glottography (Fourcin and Abberton, 1971). Of 
these, e lectro-glottography is the only approach sui table 
for pitch estimation. 
7.7.1 Laryngoscopy 
Laryngoscopy involves the illumination and viewing 
of the vocal cords, usually with the aid of an interposed 
mirror at the back of the mouth, near the naso-pharynx. 
The laryngeal frequency can be measured using a stroboscope 
(Flanagan, 1972), or with the high-speed photographic 
technique developed by Farnsworth (1940). Normal speech 
is not possible during this procedure. 
7.7.2 Trans-glottal Illumination 
Trans-glottal illumination uses a small supra-'glottal 
light source whi~h is introduced through one nostril and the 
naso-pharynx. The light path through the vocal cords is 
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monitored by a photo-cell pressed externally agaj_nst the 
throat. The photo-cell output signal correlates well with 
the vocal cord displacement (Sonesson, 1960). However it 
is difficult to maintain the light source in position, and 
its introduction is unpleasant for many speakers 0 
7.7.3 Air Flow M_easurement 
Air flow from the lungs through the vibrating vocal 
cords has a pulsating component superimposed on an 
approximately steady velocity. The pulsating component lS 
due to the periodic blocking of the tracheal air stream by 
the vocal cords, and has the same periodicity as the vocal 
cord vibration. This pulsating veloci ty component of the 
direct air velocity measurement has not been used for 
laryngeal frequency measurement (Fourcin and Abberton, 
1971). However a related signal has been derived by 
inverse filtering of the pressure (i. e. acons tic) speech 
waveform (Miller, 1959). More recent inverse filtering 
methods are discussed in Section 7.6. 
7.7. 4 §Je~tE_o-glottography 
The electrical impedance between electrodes situated 
on ei ther side of the throat at the leve 1 of the larynx is 
largely dependent: on t~he position of the la:ryngeal 
components (Fourein, Donovan and Roach, '1971). The 
dependence on vocal cord separation is of particular 
interest, and has been exploited to monitor vocal cord 
movement during normal speech by Fabre (1959) and more 
recently by Fourcin and Abberton (1971). 
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Of t.he four methods outlined above, only the 
electrical impedance monitoring approach is sui table for 
monitoring larynx vibration during normal speech, as Fourcin 
et al. (1971) have pointed out. Research by Fourcin and 
others at the Department of Phonetics, University College 
London, has resulted in the commercial manufacture and 
distribution of a device - the Laryngograph - which monitors 
and displays in real time the pitch contours of speech. 
The Laryngograph uses a pair of screened electrodes 
VJhich are placed on either side of the speaker's throat at 
larynx leve 1. One electrode is excited by a 1 Mllz 
sinusoidal signal. The signal received by the other 
electrode is processed by a compensation network, which 
compensates for gross impedance differences between 
different speakers and for long-term fluctuations due to 
oesophageal movement and vertical displacement of the 
larynx. The receiving electrode signal is approximately 
independent of the glottal aperture, and depends 
predominantly on the degree of vocal cord con tact. 
Normal voicing produces a waveform with three 
distinct parts in each period. A typical waveform is shown 
.in Figure 7.18 (a). A sharp rise is produced by the rapid 
closing of the vocal cords - this cor:r."e~.:;ponds to the 
interval of greatest vocal tract excitation. Immediately 
following this is a gentler fall, which is associated with 
the gradual parting of the vocal cords as the sub-glottal 
pressure is increased. Between successive glottal closures 
the waveform is relatively flat, corresponding to the 
interval during which the glot,tisu; open and the vocal 
cords are out of contact. Normal speakers using normal 
voicinq always produce this type of wave form, which 
is regularly repeated at the laryngeal frequency rate. 
However people with pathological concli Lions of the larynx 
often produce quite di fferent waveshapes, such as those 
shown in parts (b) and (c) of Figure 7.18. This has led 
to the suggestion that the laryngograph (displaying the 
electrode output signal) be used as a medical diagnosis 
tool. 
Because the laryngograph electrode output signal 
15 simple in shape and has one predominant peak in each 
peri.od during normal voiced speech, simple techniques can 
be used to measure pitch trajectories in real time. In 
addit,ion ·the voiced-unvoiced decision can be easily 
incorporated because of the absence of significant peaks 
in the laryngograph signal during unvoiced intervals. 
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It is worth noting here that. the realtime display 
of pitch trajectories has recently been applied to learning 
situations where visual feedback is a useful complement to, 
or replacement of, normal aural feedback. The frequency 
display uses a logarithmic rather than linear scale, 
to correlate better with subjective piLch perception. 
l\ppLLcations where this approach is provinq useful include 
the teaching of foreign languages (Abberton and Fourcin, 
1973) and t,he teaching of deaf children (Abberton, 1972). 
It should also be pointed out that a similar application 
of visual feedback to music teaching is described by Lamb 
(1977) (see also Tucker, Bates, Frykberg et al., 1977). 
l.B1 
In is er application the MOD display (cf. 
pitch~trajecto~~ information. 
r 3) 
p 
7.8 
P ch estimation techniques reviewed so 
to measure periodicity (or quasi-periodici 
s 1 using mathematical techniques. Gold (1962a) 
observes pitch estimation is essentially a pattern 
re tion problem, and can be approached by heuristical 
racteri the set of "rules" which humans app when 
rform pitch estimation from a visual signal display 
(cf. Section 7.2.3). In this section several methods which 
use this heuristic approach are described. 
708.1 _P~~~~~ __ ~~~~M~e~th __ o_d_s 
The co :,of processing in parallel a number of 
s rate" features" of the signal waveform (and then 
s t combining the results) arises naturally when the 
human visual pattern recognition facility is considered. 
us, a humru1 takes into account not only the amplitudes 
of s 
a wh 
p sen 
Go 
1 but also their "shape". This point is 
in Chapter 9, where a new pitch es mat 
emp signal feature recognition 
(1962a) a pitch estimation method 
s te for both peakedness and regulari of 
of the (wide band) speech signal. Goldvs 
me consists of four main stages. First p the voiced and 
segments are distinguished. This is done 
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determining the positive or negative maxima and positive 
or negative minima of the signal. The average of the 
amplitude separations between adjacent minima and maxima 
is computed over an interval which is greater than the 
largest expected period (20 ms). If this average is 
smaller than a preset threshold then the segment is 
de c lared "un voi ced" . 
Second, voiced segments are subjected to three tests, 
which corresponds to parallel processing by three 
independent processors. One test compares adjacent maxima 
and assigns a tag to each maximum which exceeds the previous 
maximum by a predetermined constant threshold. Another test 
assigns a tag to all maxima for which the difference between 
it and the previous minimum exceeds an adaptive threshold 
(which is defined as 8S% of the short-time signal envelope 
magnitude). Th~ third test is similar to the first 
except that the threshold used is time-varying - the 
previous maximum amplitude is decreased linearly with time. 
Third, the peaks which have been tagged in this 
manner are examined for the regularity of their spacing. 
Those peaks which are tagged by all three tests are examined 
initially, by considering all such peaks {P.} in groups of 
1 
five. Let five adjacent peaks P 1 , P 2 , ... Ps occur at times 
ts respectively. Then if 
- t.) + 
1 
- t.) -
1 
(t. - t. 1) 1 1-
(t. - t. 1) 
1 1-
> R 
n 
i=2,3,4 (7.87) 
the peaks P 1, P2 , ... Ps are tentatively tagged as "pitch 
period marker peaks". R is a predetermined threshold, and 
n 
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the subscript n refers to the search "mode" which is 
discussed below. If the condition (7.87) is satisfied 
then the search window is advanced and the peaks 
P2' P 3 , ... P 6 are examined similarly. However, if condition 
(7.87) is not satisfied the search "mode" is altered, by 
considering the peaks which are tagged by two (instead of 
three) tests. A total of ten search modes are provided for. 
These correspond to: all three tests satisfied (1 mode), 
two tests satisfied (3 modes), one test satisfied (3 modes), 
and one or another test satisfied (3 modes). Should the 
regularity examination fail for all ten search modes then 
no peaks in the current voiced segment are tagged as pitch 
period marker peaks, and the next voiced segment is 
processed. Failure also occurs if adjacent peaks P. are 
1 
spaced too widely. 
Finally, the tentative pitch period markers are 
"edited" to produce the final pitch period markers (from 
which the pitch trajectory is computed). This stage is 
required because sometimes legitimate period marker peaks 
(as obtained by "eye detection") can fail the tests and/or 
regularity examination. Similarly, the tests sometimes tag 
a spurious peak. The editing procedure is essentially a 
pitch trajectory smoothing algorithm. When sudden period 
irregularities occur the pitch trajectory is "smoothed" and 
the largest peak near the smoothed value is investigated as 
a possible period marker peak. In this way tentative 
marker peaks may be deleted or new marker peaks inserted. 
Following the development of Gold's (1962a) method, 
Gold (1962b) produced a heuristic algorithm which uses six 
comparatively simple period estimators, which operate in 
parallel on the signal maxima and minima, and determine 
the periodicity of contiguous peaks and valleys both 
individually and in pairs. The six independent period 
estimates are then combined using a "majority vote" 
procedure which takes into account the fact that some 
estimators may be incorrectly measuring the second or third 
harmonics. This algorithm was subsequently implemented in 
hardware (Daggett, 1966). Gold (1964) describes its 
application to the voiced-unvoiced decision. Gold and 
Rabiner (1969) describe the algorithm and two simplifying 
modifications, and present results. A modified version 
suitable for musical signals with wide pitch trajectory 
bandwidths is described in Chapter 9, where it is compared 
with our new algorithm. 
7.8.2 Single Feature Methods 
Reddy (1967) describes an algorithm which searches 
fo~ "significan t peaks II in the signal wave form, and which 
assumes that these significant peaks are spaced at 
approximately uniform intervals. The first step in the 
algorithm is to locate all local maxima and minima in the 
current signal segment. The amplitude of the absolute 
maximum in the segment is measured. The significant maximum 
and minimum peaks are then located. A significant maximum 
peak is defined to be a local maximum which satisfies the 
following requirements: 
(i) It is positiveo 
(ii) It does not occur within 2.5 ms of the previous 
~LLgni fi can t maximum peak. 
( iii) It is either (a) greater than 0.9 times the absolute 
maximum, or (b) greater than the linearly 
extrapolated value of the previous two significant 
maximum peaks, or (c) if neither condition (a) nor 
(b) are satisfied within 13.5 ms from the previous 
significant maximum, then it is defined as the 
maximum of all the local maxima in that 13.5 ms 
interval. 
A significant minimum peak is defined similarly. 
These significant maximum and minimum peaks are next 
examined by an editing procedure. It is required that a 
significant minimum peak exist within a neighbourhood 
(3.5 ms wide) of each significant maximum peak, and vice 
versa. In this way the significant maximum and minimum 
peaks are "matched" in pairs - such a matched combination 
is designated as a "significant peak marker", and its time 
of occurrence is defined as the time of occurrence of the 
corresponding significant maximum. The significant peak 
markers are subjected to regularity tests. These require 
that each individual period estimate (as obtained from the 
significant peak markers) must not differ from the "most 
likely" pitch or from the preceding period estimate by more 
than a fixed percentage. The "most likely" pitch is defined 
to be the mode of the discrete statistical distribution 
formed by considering the number of pitch periods that fall 
within each of the 1 ms intervals between 2 ms and 14 ms. 
The regularity test procedure contains provision for 
deleting or inserting significant peak markers. 
Miller (1975) describes an algorithm which is similar 
to Reddy's. Miller approaches the pitch estimation problem 
by attempting to locate the "principal excursion cycles" 
of the signal. The pitch period markers are defined as 
the zero-crossing instants which correspond to the start 
of each principal excursion cycle. An excursion cycle is 
defined as the portion of signal between two consecutive 
zero crossings. The principal excursion cycles playa 
similar role in Miller's algorithm to that played in 
Reddy's algorithm by the "significant peaks". 
The values of the amplitude and time of occurrence 
of the largest value of each excursion cycle are stored 
as "potential principal excursion cycles", provided the 
following conditions are met: 
(i) The square root of the energy of the excursion cycle 
exceeds a preset threshold (this distinguishes 
between voiced and unvoiced speech). 
(ii) The time separation between consecutive potential 
excursion ,cycles exceeds 2 ms. 
If condition (ii) is nqt satisfied then the excursion cycle 
whose energy is ,largest is selected and stored. The stored 
potential principal excursion cycles are then examined to 
isolate the true principal excursion cycles. Regions of 
continuous voiced speech are partitioned into syllabic 
intervals by examining the signal envelope. A piecewise-
linear approximation to the envelope during the syllabic 
interval is constructed. A discrete period histogram 
is computed, using as pitch period markers all the 
potential principal excursion cycles whose amplitudes 
exceed 0.9 of the piecewise-linear envelope approximation. 
!.1l1 
The period which occurs most frequently is the "most likely 
pitch period" of the syllable. The potential princi]Jal 
excursion cycles are then examined and edited using a 
procedure similar to that described by Reddy. 
It is worth noting here that formal linguistic 
analysis has recently been applied to pattern-recognition 
problems in image processing. Many of these problems are 
concerned with identifying or matching the "shape" of 
waveforms of a signal f(x). Consequently, there is common 
ground between these image processing problems and pitch 
estimation. Ehrich and Foith (1976) give a useful 
discussion of such formal linguistic methods. They also 
consider the representation of the peaks and valleys in 
a signal using a "relational tree" formalism. To the 
author's knowledge such techniques have not yet been 
applied to pitch estimation. 
TABLE 7" 1 
PREPROCESSING FUNCTIONS FOR AUTOCORRELATION 
AND CEPSTRAL ANALYSIS" 
y(t) DENOTES PREPROCESSOR OUTPUT, x(t) DENOTES INPUT. 
(a) INFINITE PEAK CLIPPING 
Y 
-+ " 1-----------
x 
~~---4 - 1 
y(t) = sgn[x(t)] 
(b) CENTRE CLIPPING 
c
Y 
-------------/ L , 
I 
~------------
yet) clp [ddt:) ] "'" 
= 
= 
~C 
L 
x (t) Q 
0 , 
x (t) , 
I 
I 
}~ Cd 
I x (t) I 
x(t) 
> 
-
< 
< 
-
c L 
CL 
-c L 
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TABLE 7 Q 1 (Continued 2). 
(c) COMPRESSED CENTRE CLIPPING 
y(t) 
-c L 
= clc[x(t)] 
y 
= (X (t) 
= 0 , 
"" 
(x(-t) 
-
cL), 
+ CL ), 
(d) COMBINED CENTRE AND PEAK CLIP-PING 
y 
x (t) 
I x (t) I 
x(t) 
1 ---- ------- ---,.------
y(t) == cpc [x (t) ] = 1 , 
"" 
0, 
C L 
x(t) 
I X (t) I 
> CL 
-
< CL 
> 
-
< 
< 
--
= -1, x(t) < - CL 
-
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CL 
CL 
~ CL 
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TABLE 7.1 (Continued 3). 
(e) CUBING 
y 
.x 
I 
y(t) =: 
I~ 
1-4-1 « --... T 
Figure 7.1 
v 
v 
Pitch period markers: 
(a) coincident with zero crossing 
(b) coincident with principal peak. 
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Figure 7.2 
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Speech and music wa.ve forms: 
(a) A rapid vocal tract transition in speech 
(the voiced plosive Idl, male speaker). 
(b) A "stationary" speech signal (the vowel 
lui, male speaker). 
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( c) 
(d) 
(c) 
(d) 
and music waveforms ( 
to unvoiced trans 
(Ma speaker) . 
lophonic speech, in wh 
are highly corre 
acent periods are poor 
(The vowel lal, male 
) : 
eech. 
alternate 
d, but 
correlated. 
) . 
293 
100 ms 
200 ms 
o ros 
20 ros 
40 ros 
Figure 7.2 Speech and music waveforms (continued): 
(e) pitch dOQbling in the attack 
transient of a bassoon note. 
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gure 7.3 (a) Illus ng analysis 
interdependence between pitch frequency 
resolution, signal sampling rate and 
pitch frequency range (see Section 7.4.2). 
{b} Illus g the definitions used in 
Atal's (1968) analysis (see Section 7,4,4). 
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(a) Original s 1 
(b) Preprocessed by cubing 
( c) Preprocessed by centre clipping 
( d) Preproces by infinite ak clipping 
ANALYSED SIGNAL. 
~-
AUTOCORRELATION FUNCTION. 
( a) 
ClARIN&T G (MIP. RCGIS1CR) 
~~ ~ij ~ij ~~ 
ANALYSED SIGNAL. 
WvA~ 
AUTOCORRELATION FUNCTION. 
~ .. ~,1" ..... ,-... 
(c) 
CLH<~ INt::T' G (M ID. REG 1 STEP) 
ANALYSED SIGNAL. 
LAAA VyvCV 
AUTOCORRELATION FUNCTION. 
(b) 
CI.ARII-Il:.T C; (MID. REGISTER) 
ANALYSED SIGNAL. 
AUTOCORRELATION FUNCTION. 
(d) 
7.9 Compa son of autocorre on and cepstrum 
for CLARINET wave rm. 
(a) signal 
(b) P rocessed by 
( c) preprocessed by centre clipping 
( d) Preprocessed by f peak clipping 
301 
FLUTE A' U! B (/) HZ). FLUTE!. 
(\f\f\f\l\c 
I V vvvV 
ANALYSED SIGNAL. 
\f\!\!\ L\ c> VVVV\J 
AUTOCORRELATION FUNCTION. 
CEPSTRUN. 
(a) 
FLUTE fI' (880 HZ). FLUTE1. 
Q 0 Q 0 0 (\ 
U U V U U 
ANALYSED SIGNAL. 
\f\/\/\ L\ ~ V V V v~ 
AUTOCORRELATION FUNCT ION. 
l 
'If'1l v "p' .. r 1" ~... v ~. .l,.., .,J.. .. ....... ... ~ 
CEPSTRUM. 
( c) 
302 
A A A A A A 
V V V V V 
ANALYSED SIGNAL. 
\ A 1\ !\ A== V \f\TV 
AUTOCORRELATION FUNCTJON. 
J CEPSTRUM. 
(b) 
FLUTE A' (lIB0 HZ). FLUTE1. 
~nJlnnl UUUUD 
ANALYSED SIGNAL. 
~v-== 
AUTOCORRELATION FUNCTION. 
CEPsmUM. 
(d) 
Figure 7.10 Comparison of autocorrelation and cepstrum 
for typical FLUTE waveform. 
( a) Original signal 
(b) Preprocessed by cubing 
( c) Preprocessed by centre clipping 
( d) Preprocessed by infinitepea.J<. clipping. 
ANALYSED SIGNAL. 
~!\/\A~ \J cr~ 
AUTOCORRELATION FUNCTION. 
!a) 
rr.FNCH HORN F FHORN I • 
Q 0 Q 0 [ 
D D U U 
AUTOCORRELATION FUNCTION. 
( C) 
303 
Fpn~"::H I lOI(N F FilORNL 
ANALYSED SIGNAL. 
\ f\1L~~~ W~ 'v-V 
AUTOCORRELAT ION FUNCTION. 
(b) 
FRENCH HORN F FHOPllI • 
ANALYSED SIGNAL. 
AUTOCORRELATION FUNCTION. 
(d) 
Figure 7.11 Comparison of autocorrelation and 
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( a) Original 
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Figure 7.13 Comparison of autocorrelation and cepstrum 
for typical SAXOPHONE waveform. 
( a) Original signal 
(b) Preprocessed by cubing 
( c) Preprocessed by centre clipping 
(d) Preprocessed by infinite peak clipping. 
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Figure 7.14 Comparison of autocorrelation and cepstrum 
for typical TRUMPET waveform. 
( a) Original signal 
(b) Preprocessed by cubing 
( c) Preprocessed by centre clipping 
( d) Preprocessed by infinite peak clipping. 
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Figure 7.16 Comparison of autocorrelation and cepstrum 
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( a) Original signal 
(b) Preprocessed by cubing 
(c) Preprocessed by centre clipping 
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F'iqure 7.18 
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Typical Laryngograph wave forms (after 
Fourcin and Abberton g 1971) 0 
(a) Normal voiced speech 
(b) Voiced speech of subject with 
unilateral palsy 
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(c) Voiced speech of subject with laryngitis. 
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CHAPTEH B 
TRAl\lSFORJVl IVIE'THODS FOP. CORHEL/\'l'10N 
The use of the Fourier transfo:nil Lo comput,eLhe 
autocorre lation function of a signal has alt'eady heen 
mentioned (see Section 7.4.2). This frequency domain 
approach is possible because of the convolution theorem 
possessed by the Fourier transform. 'I'hece la,Li.onship 
between convolution and correlation is considernd inLhe 
standard texts (e.g. Lathiv 1965) need not be repeated 
here. It is sufficient to state the Autocorrelation theorem 
(which is also called the Wiener-Khinchj_n theorem) 
= s (t) * s (~ t) -+--+ s ( w) S (- w) I S (ill) I 2 ( 8. 1) 
where ¢ (T) is the autocorre lation funct~ion of the rea 1 
signal s(t), the operator * denotes convolution and ~(t) 
and S(w) are Fourier transform pairs. 
This chapter briefly :cevievvsi::li,,: ll,~:;e oL ic,\wo:or:m 
methods to n urneric,).11y eva luc\te convolu'i-
mos t of the dis cus 5ion cl,pp Lies more g(?nel'cd_1Yl~o corte la Lion 
'" 
and convolution. The only major exception to this occurs in 
Section 8.4. 3, where the computation of the autocorre la tion 
function using Walsh functions is considered - this 
discussion is specific to autocorrelation. Note also that 
the terms "convolution" and "correlation" are herein used 
interchangeably, since the only difference between them 
from a computation viewpoint is in the ordering of the 
input data sequences (see for example Section 12.2 of 
Lathi, 1965). Provided this is clearly understood it need 
cause no confusion. 
Section 8.2 outlines the use of the FFT to compute 
non-cyclic convolution. In Section 8.3 the number theoretic 
transform is considered, and the Rader transform (RT), 
Mersenne Number transform (MNT) and Fermat number transform 
(FNT) are discussed. Methods based on the Walsh transform 
are presented in Section 8.4. These include the method of 
Pitassi (1971) and its generalisation by Davis (1972) as 
well as the transformation from the dyadic to arithmetic 
autocorrelation. 
8.2 FAST FOURIER TRANSFORM 
The numerical evaluation of ¢(T) using the approach 
suggested by the Autocorrelation theorem (equation 8.1) is 
conveniently performed using the FFT, as Stockham (1966) 
first suggested. Computational considerations are discussed 
in Section 7.4.2, where it is pointed out that this method 
is more efficient than direct time domain computation if 
tjl (T) is required for many values of T, or if the sequence 
of signal samples {s } is long. This computational 
n 
superiority is due to the fact that direct time domain 
evaluation of ¢(T) (as defined by equation 7.7) requires 
approximately (N/4) (N/2 + 3) multiplications, whereas the 
3 '13 
FFT method requires approximately 3N 10g2 N mUltiplications 
if a radix 2 FFT is used (Cochran et al., 1967). N here is 
the length of the sequence {sn} . These figures are only 
approximate and vary with different implementations (cf. 
Section 7.4.2): however, they provide a useful indication 
of the relative computation requirements. Measurements by 
Gethoffer (1973) of the total computation time for both the 
direct and FFT methods indicate that for values of N 
greater than 2 8 = 256 the FFT method is faster than direct 
computation of ¢ (T). This conclusion takes into account the 
frame length doubling which is required when non-cyclic 
convolution is performed by the (cyclic) FFT. The use of 
an FFT algorithm which employs pruning U1arkel, 1971 i 
Skinner, 1976) to eliminate unnecessary operations on the 
zero data terms makes the FFT method even more attractive. 
Many papers which exist in the literature discuss 
the use of the FFT to compute correlations. A useful 
collection of these is given by Rabiner and Rader (1972). 
The texts by Oppenheim and Schafer (1975) and Rabiner and 
Gold (1975) provide additional useful information. 
Recently Rader and Brenner (1976) have derived secant 
and cosecant forms of the FFT, which have the property that 
none of the multiplying factors are complex (most are pure 
imaginary). These forms are useful if complex sequences are 
being convolved using hardware for which multiplication is 
slow and/or costly. However, they are more susceptible to 
accumulated computation errors than are the conventional 
FFT forms. 
Winograd (1976) derives a new algorithm - the WFTA -
which permits the DFT to be evaluated using fewer 
multiplications and approximately the same number of 
additions as required by the FFT. Silverman (1977) 
describes various forms of the WFTA, and discusses them 
from a programming and computational viewpoint. Silverman 
also presents a comparison between the WFTA and the FFT, 
and shows that the former exhibits a speed advantage of the 
order of 1.5 to 2.5 over the latter. For a detailed 
description of the WFTA the reader is referred to Silverman 
(1977). 
A useful software technique for generating fast 
in-line FFT machine code is described by Morris (1977). 
This technique eliminates the time-consuming decision making 
and arithmetic operations for loop control or data access, 
which for conventional software implementations are 
performed during execution. Morris observes that this 
approach can result in transformation speed improvement by 
a factor of 2 to 3. 
8. 3 NUMBER THEORETIC TRANSFORMS 
The FFT operates on sequences in the complex number 
field. However, in practical applications the data 
sequences are available with only finite precision. 
Consequently, without loss of generality, the data can be 
considered to be integers with some upper bound. In this 
digital domain, the complex number field of the continuous 
domain can be replaced by a finite field, or more generally 
by a finite ring of integers for which multiplication and 
addition are defined modulo some integer F. In this ring 
\ I r; 
cyclic convolution can be performed very efficiently using 
tran:c:;forms similar to the FFT. These transforms are called 
"number theoretic transforms", and permit the cyclic 
convolut.ion to be computed without the roundoff error which 
l' ,~ 
_u ob-tained when the FFT is used (Agarwal and Burrus I 197L!) " 
'rhe use of transforms in finite fields is proposed 
by Knuth (1969). Good (1971) points out the existence of 
nUffLbertheoretic transforms which possess a convolution 
theorem. Pollard (197'1) discusses transforms which have 
the cyclic convolution property in a finite field, and 
gives the conditions required by such transforms in a 
fini te r :Lng 0 f in tegers. Agarwal and Burrus (19 7tt) ci te 
the work by Schonhage and Strassen (1971), Knuth (1971) and 
Nicholson (1971). The application of number theoretic 
transforms to digital signal processing is proposed by 
Rader (1972a, 1972b), whose main motivation was t:.he desire 
to eliminate the truncation and roundoff errors encountered 
during convolution by transforms in the complex number field. 
He proposes finite transforms in rings of integers modulo 
both Mersenne and Fermat numbers and shows that such 
transforms can be calculated using only addition and bit 
shifting (cf. the FFT which requires both addition and 
mul tiplication) . He also shows that a constraint is imposed 
on the processor word length and sU9ges ts Ule use of a two~ 
dimensional transform to overcome this constraint when 10n9 
sequences are to be convolved. These points are discussed 
in section 8.3.2. 
Agarwal and Burrus (1974) examine the structure of 
transforms which have the cyclic convolution property. 
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They consider the class of linear invertible (i.e. non-
singular) transforms which map a sequence of length N to 
another sequence of lenqth N. The main conclusion from 
thi s examination is that t:he "DE"!' structure" is the on ly 
structure which supports the cyclic convolution propertyp 
and that any transform which possesses this structure will 
have the cyclic convolution property. Since the approach 
used by Agarwal and Burrus provides a useful insight to the 
nature of such transforms it is summarised below. 
Le t { x } an d { h } un'''' () v 1, 2 f ••• N - 1, be two 
n n 
sequences which are to be cyclically convolved. Denote by 
{y } = {x } * {h } the convolution of x and h 
n n n n n 
= 
N-1 
l: 
k=O 
n 0, 1,' ... N-1 
Then 
(8. 2) 
where the sequences are periodically extended (with period 
N) or, equivalently, the indices are evaluated modulo N. 
It is convenient to invoke the latter requirement, and to 
consider the sequences as vectors of length N. Since 
only linear invertible transforms are considered, they can 
be represented by an N x N nonsingular matrix '1' whose 
elements are tk ,k,m == 0,1, ... N-L 
,m 
Denote transformed 
sequences by capital letters, so that 
x :::::: Tx 
H ::::: Th 
Y = Ty 
Consider the conditions on the t is so that k,m 
( 8 • 3) 
111 
y X ® H ( 8 . II ) 
where ® denotes term by term multiplication of the vectors. 
Combining equations (8.2) and (8.3) gives 
N-1 N-1 N-1 
Yk = L t Yn =: L t L x h 
n=O kin n=O k,n m=O m n-m 
N-1 N-1 
= L L x hQ, t 
m=O Q,=O m k,m+Q, 
N-1 
Xk = I t x 
m=O k,m m 
= k = 0, 1, ... N-1 . 
The individual terms in (8.4) can be re'oJri t ten as 
= 
which, using (8.5), becomes 
N-1 
L 
m=O 
N-1 
I 
Q,=O 
x h t 
m Q, k,m+Q, = 
N-1 
L 
m=O 
( 8. 5) 
( 8. 6 ) 
Matching the mUltiples of xmhQ, on both sides of equation 
(8.6) gives 
t k,m+Q, = k, .Q, ,m = 0, 1 I ••• N-1 
Repeated applications of equation (8.7) gives 
t k,m = k,m = 0, 1, ..• N-1 
( 8. 7) 
( 8 . 8 ) 
and since the convolution is cyclic, the indices in equation 
(8.7) are added modulo N. This gi ves 
t N 
k,m = 1 k,m=O,1, ... N-1 
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(8. 9) 
Therefore the tk I S are the Nth roots of uni ty. For T to 
,m 
be nonsingular, all the t k ,1's must be distinct. since 
there are only N distinct roots of unity, the tkl 1 's must 
be these N distinct roots. Without loss of generality, 
t 1 ,1 can be taken as a root of order N, so that N is the 
least positive integer which satisfies t 1 ,1N = 1. Therefore 
all the t k ,1's can be written as some power of t 1 ,1. Again 
wi thout loss of generality, the rows of T can be arranged 
so that 
= (8.10) 
Combining equations (8.8) and (8.10), and denoting t 1 ,1 by 
ex gives 
t = k,m 
km 
ex k,m = 0,1, ... N-1 (8.11 ) 
The structure established in this way causes the transform 
to be orthogonal. -1 The elements t of T are given by kim 
This is 
or 
t = k,m 
proved 
TT- 1 = 
-1 N-1 N L 
n=O 
-1 -km N ex k, m = 0, 1 I ••• N-1 
by considering 
I 
kn - Q,n 
ex ex 
°k,Q, = 
(8.12) 
( 8. 1 3) 
where 
°k,.Q, is the Kronec Ita ction. Putting 
k-Q, == P in equation (8.13) resul requirement 
-1 N-1 if P 0 (mod N) N E a pn 
"" 
n=O 0 se, (8.1Li) 
Thus to prove (8.12) ires that (8.14) be proved. If 
p = 0 (mod N) then a P = 1 so the rst part is 
established. If P ~ 0 (mod N), aP ~ 1 or (aP - 1) ~ O. 
Multiplying equation (8.14) by (aP - 1) gives 
1 ) =: = o • 
Thus (8.14) is estab 
The preceding cuss ion shows that the existence of 
an NxN transform which has the cyc convolution property 
depends only upon e stence of an a that is a root of 
unity of order N , and the tence -1 of N . It should be 
remembered that the er condition does not necessarily 
hold for non-zero values of N if the transform is defined 
on fields other than the complex number field. The 
structures of the transform matrix T and its inverse are 
given by ons (8.11) and (8.12) respectively. 
are on structures which support the cyclic convolution 
prope are jo ly called the OFT structure. Because 
of this OFT structure, any transform which has the lie 
convolution a has a fast computation algo 
simi to FFT, although N may be restricted to hi 
compos example integer powers of two. In the 
complex d OFT (with a = e j2n/ N) is e on 
transform which has the cyclic convolution property. 
However; in a finite field or, more generally, a ring, 
transforms with the cyclic convolution property exist 
provided a root of unity of order N exists and provided 
-1 N exists. 
\ ) () 
Agarwal and Burrus also investigate transforms which 
have the non-cyclic convolution property. Such transforms 
belong to a more general class than those with cyclic 
convolution, because equation (8.9) no longer follows from 
equation (8.8). Thus the t k/1 's are not restricted to Nth 
roots of unity, and the only restriction is the non-
singularity condition (which requires all the t k ,1's to be 
distinct). Because of this, the FFT type fast algorithm is 
not generally applicable. Since non-cyclic convolution may 
be performed using cyclic convolution (by padding the 
sequences with zeros, cf. Section 7.4.2), this review 
considers only transforms with a cyclic convolution 
property. 
8.3.1 Terminology 
The number theoretic transforms whose structure has 
been considered above are implemented on a finite ring of 
integers, for which mUltiplication and addition are defined 
modulo an integer F. In such a ring commutativity, 
associativity and distributivity applyu but division is 
undefined (Rader, 1972b). Consequently some numbers other 
than zeros have no multiplicative inverse mod F, unless F 
is prime. 
In a number theoretic transform an integer a which 
is . -j2TI/N h' h . a root of un1ty of order N replaces e w 1C 1S 
12 1 
used in the DFT. When F is a Mersenne number 
(F = 2P - 1 , P E r+) the transform is called a Mersenne 
number transform (MNT) . Similarly when F is a Fermat 
number (F = 2b + 1 where b = 2t t E r+) the transform , 
is called a Fermat number transform FNT. The particular 
MNT's and FNT's for which ex = 2 are called Rader transforms 
(RT's) (Agarwal and Burrus, 1974). 
8.3.2 Computational Considerations 
Agarwal and Burrus present a general theorem which 
gi ves the necessary and sufficient condi tions which Nand 
F must satis fy for a number theoretic trans form to exist. 
For completeness this is reproduced here: 
An N x N transform T having the cyclic convolution 
property in the ring of integers modulo an integer F exists 
if and only if N divides 0 (F) where 
o (F) (8.15) 
gcd here means greatest common divisor, and 
F = (8.16) 
is the prime factorisation of F. The implications of this 
theorem are discussed by Agarwal and Burrus (1974). For a 
number theoretic transform to be computationally more 
attractive than the FFT, there are three requirements that 
must be satisfied. Firstly I N should be usefully large, 
and should be composite (e.g. a power of 2) so that a fast 
FFT type algorithm exists. Secondly, multiplication by 
powers of ex should be a simple operation. For example, if 
powe rs of ex are a Iso a power of 2, then mul tiplica tion by 
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Ct reduces to a word shift which is faster and/or L'hu;\pt'! 
than conventional multiplication. Thirdly, for inexpensive 
ar i thmetic modulo F u F should be representable in few bits. 
These considerations have led Agarwal and Burrus to 
conclude that FNT's are more useful than MNT's. This 
conclusion is based partly upon the criterion that N be an 
integer power of 2, which is not necessary if a mixed radix 
FFT type algorithm is used (Rader, 1968; Singleton, 1969). 
Reed and Truong (1975) show that MNT's can be used to 
convolve complex sequences, but state that this is not 
possible using FNT's. Complex convolution is discussed by 
Agarwal and Burrus (1975), who give a theorem.analogous to 
that expressed in the paragraph containing equations (8.15) 
and (8.16). 
Vegh and Leibowitz (1976) and Nussbaumer (1977) also 
consider the use of number-theoretic transforms for complex 
convolution. Further research is required to clarify the 
relative merits of FNT's and MNT's. 
A major disadvantage of both FNT's and MNT's is that 
the word length requi red depends strongly upon N. 
Table 8.1, which is taken from Agarwal and Burrus (1974), 
lists various combinations of parameters for FNT implement~ 
ations to illustrate this problem. Remember that for non~ 
cyclic convolution the input sequences are padded with 
zeros, which compounds the problem further. However, as 
Rader (1972b) points out, this can be overcome by using a 
multi-dimensional transform. Table 8.2 (also from Aga~~al 
and Burrus, 1974) shows how N can be increased while 
practical word lengths are retained. 
The use of transforms other than tho MN'I' and FN'I' d }'(' 
discussed by Lui, Reed and Truong (1976) and Nussbaumer 
( 1977). Lui et aZ. consider rings modulo pr imes 0 f the form 
(2 m - 1)2n + 1. They show that high-radix FFT algorithms 
can be utilised to relax the restriction imposed by the 
register word length on the transform length. Nussbaumer 
(1977) considers "pseudo FNT's", which are applicable to 
rings modulo 2b + 1 where b " 2 t. This approach also 
permits greater flexibility in the choice of word lengths 
and transform lengths than is permitted using the FNT. 
In addition, "pseudo FNT's" may be used to perform complex 
convolution. 
An FNT algorithm has been implemented in ASSEMBLY 
language for an IBM 360/155 by Agarwal and Burrus (1974), 
and compared with an efficient FFT algorithm. This shows 
that the FNT is faster than the FFT by a factor of 3 to 5 
for N < 256. For values of N greater than this the speed 
advantage is reduced to about 2. Presumably if the hardware 
were designed specifically for modulo F arithmetic then the 
speed advantage would pe even greater. 
A special purpose pipelined hardware implementation 
of a 64 point, 16 bit FNT is described by McClellan (1976), 
who also considers the hardware requirements for a 1024 
point real aperiodic convolver, and compares the pipelined 
FFT and FNT methods. This analysis shows that the FNT 
requires more memory and more computational elements (i.e. 
"butterflies") than does the FFT. However, the FNT method 
can result in significant hardware cost savings because the 
FNT "butterflies" are much cheaper than the FFT "butterflies" 
(typically the former is only 15% to 30% of the cost of 
the latter). This conclusion applies only for real 
con volutions. In addition, as the transform length is 
increased the cost advantage of the FNT convolver over the 
FFT convolver must decrease, because the memory cost of a 
pipeline processor increases faster than the "butterfly" 
cost. 
8.4 WALSH TRANSFORM METHODS 
The preceding sections of this chapter have 
considered the efficient computation of convolutions 
using the Fourier transform, or using number theoretic 
transforms which are analogous to the Fourier transform. 
In this section are discussed methods based on the ~valsh 
transform, which is also called the Walsh-Fourier 
transform, Walsh-Hadamard transform and Hadamard transform. 
8.4.1 The Walsh Transform 
It is well known that the trigonometric (or complex 
exponential) functions form a complete orthogonal set, 
and that this orthogonality is the basis of the Fourier 
transform (cf. Papoulis, 1962; Lathi, 1965), Numerous 
other functions also form a complete orthogonal set. 
Of particular interest are the Walsh and Haar sets of 
functions. These assume, respectively, only two and three 
values, and are consequently well matched to digital 
techniques and semiconductor technology. In addition, the 
Walsh and Haar transforms exhibit a smaller computation-
speed / storage-space product than the corresponding Fourier 
transform. This latter property provided the initial 
motivation for the author's investigation of these 
transforms. 
Detailed discussion of both the Walsh and Haar 
functions and their applications are given by Harmuth 
(1972, 1977) and Beauchamp (1975). While these provide 
a comprehensive background, they give scant consideration 
to the use of the transforms in computing conventional 
convolutions. 
The Haar transform is the fastest linear transform 
known at present (cf. Beauchamp, 1975) and is simpler to 
implement than the Walsh transform. However, it does not 
seem to be as useful as the latter and is not considered 
here. It is also worth noting that the Walsh and Haar 
transforms have been generalised. A useful discussion of 
such generalised transforms is given by Elliott (1974). 
The use of the Walsh transform in the Hapstrurn 
technique of pi tch estimation has already been discussed 
(see Section 7.5.5). 
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Walsh functions form an ordered set of rectangular 
waveforms which take only two amplitude values + 1 and ~ 1. 
This set is complete and orthogonal, and is defined over a 
fini te in terval T which is called the time base. The 
continuous Walsh function of order n is written wal (n, t) . 
The time period t is usually normalised to tIT. Two major 
ordering conventions are in use - these are "sequency order" 
(also called ordered form, Walsh order, Walsh-Kaczmarz 
order) and "natural order" (also called normal order, binary 
order, dyadic order, Paley order). Sequency order 
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corresponds to arranging the Walsh functions so that the' 
number of zero crossings Il'li thin the time base increases 
with n. This form is useful in spect.ral analysis 
applications u because of the analogy between sequency and 
frequency. Natural ordering may be achieved from sequency 
ordering by Gray Code transformation of n (cL Yuen, 1971)" 
Natural order arises when the NaIsh functions are defined 
as products of Rademacher functions (which correspond to 
hard-limited sinusoids, and themselves form an orthogonal 
but incomplete set (Harmuth, 1972». Natural order also 
has analytic advantages over sequency order. 
The discrete Walsh functions are sampled versions 
of the continuous set, for which numerous definit.ions exisL 
The complete set of N-Iength discrete Walsh functions is 
obtained by an N-point sample of the continuous functions 
on the interval [0 I 1], and for convenience N is herein 
constrained to be an integral power of 2. The sequence 18 
defined to be zero outside the interval [0, 1]. 
A convenient sequency ordered definition of the 
N-length discrete Walsh functions is given by Kennett 
(1970): 
(k + k )' 
wal(k,j) 
p~1 
=:: II (~ '1) p~r p~r-l J r 
r=O 
j 
k 
where N = 2P and jr' kr here 
representation of j,k (viz. 
= 
=: 
0, 1 , 2 v . . . N-l 
0, 1 I 2 I " .. N-l 
denote the bits of the 
p-1 
J' = E 0 j 2 r ). This r= r 
binary 
definition is illustrated for N = 8 by expressing wal(k,j) 
as an 8 x8 matrix: 
j = 0 1 2 3 4 5 6 7 k = 
1 1 1 1 1 1 1 0 
1 1 1 1 1 
1 1 1 1 2 
wal (k, j ) = 1 1 1 1 3 
1 1 1 4 
1 1 1 1 5 
1 1 1 6 
1 1 1 1 7 
where - denotes -1. 
From this representation of the discrete Walsh 
functions the following properties are easily deduced. 
They are orthogonal: 
N-1 
E wal(k,j) wal(2,j) = N 
j=O 
= 0 
Also they are symmetric: 
k = 2 
wal(k,j) = wal(j,k) . 
There is an addition formula: 
wal(2,j) wal(k,j) = wal(2 ~ k,j) 
where ~ indi ca tes addition modulo 2 (i. e. , 
bit by bit addition with no carry, viz. 
o ~ 1 = 1 ~ 0 = 1, 1 ~ 1 = 0 ~ 0 = 0). This is also 
the exclusive OR function, XOR. 
For an N-Iength real sequence {f.} the finite 
J 
Walsh transform is defined as 
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(8.18) 
(8.19) 
(8.20) 
(8.21) 
Similarly 
trans 
F. = J 
1 
N f. wal(k,j) J k 0, 1, 2, " . N-1 . 
is expressed as the inverse ite Wal 
thus 
N-1 
E Fk wal(k,j) 
o 
(8.22) 
j == 0, 1, 2, .•• N-1 . ( 8 . 23) 
N-1 
r. wal(j,k) 
k=O 
Fast Walsh transforms exist for both sequency and natural 
ordering (cf. Beauchamp, 1975). Denote Walsh trans 
pairs as 
{ } WT +-+ 
Then the properties apply (cf. Kennett, 1970). 
(i) The ite Walsh transform is linear. If 
and 
then 
(8.24) 
for real constants a and b 
(ii) Symmetry. wal(k,j) is symmetric about the midpoint 
of the sequence j:= 0, 1,2, ... N-1 if k is even, and 
asymmetric if k odd. a sequence {f.} which is 
J 
symmetric about its midpoint will have a transform {Pkl 
which is composed solely of even-order Walsh function 
coefficients. Similarly if {f.} is asymmetric about its 
J 
midpoint then {Fk } consists only of odd-order coefficients. 
(iii) A delta function o (n) exists such that 
WT {o . } +--+ 1/N 
J 
NT 
1 +--+ {ok} . (8.25) 
The sequence 0 is defined by 0 = 1 if n = 0, 0 = 0 
n n n 
otherwise. This is useful in expressing the transform 
of a shifted sequence: 
(8.26) 
(iv) If {f j } is a set of observations, FO is the sample 
mean. 
= 
= 
N-1 
E Fk 
k=O 
1 
N 
N-1 
E 
k=O 
f. 
J 
(v) Convolution. Consider 
N-length sequences {f.}, {g.} 
the convolution of two 
WT 
such th at {f j} +- -+ { F k } I 
WT J J 
{g.} +--+ {Gk }. The first N values of the J . 
sequence {h} = {f} * {g} is obtained from 
= N 
N-1 
E f 9 
r s-r 
r=O 
convolved 
where 9 = 0 if m < 0, and s = 0, 1, 2, ... N-1 . 
m 
(8.27) 
(8.28) 
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The factor 1/N is introduced here (cf. equation 8.2) 
following Kennett's definition, because this results in 
a direct analogy between the conventional and logical 
convolution (cf. equations 8.31 to 8.33 below). Thus 
= 
= 
I." 
1 
N 
N-1 
E 
r=O 
[ N-1 ~ E Fk wal(k,r) 
k=O 
• [N~1 Gk Wal(~'S-r)] 
~=O 
1 
N 
N-1 
E 
k=O 
[N-1 J E wal(k,r) wal(~,s-r) 
r=O 
(8.29) 
where the expression in brackets is the convolution of the 
discrete Walsh functions (note that wal(k,m) = 0 for m < 0). 
An alternative expression for hs ~ay also be derived: 
= 
= 
1 
N 
1 
N 
N-1 
E fr 
r=O 
N-1 
E Gk 
k=O 
[ N;1 ~ L.. Gk wal(k,s-r) 
k=O 
[ N; 1 fr ] L.. wal(k,s-r) 
r=O 
(8.30) 
The complexity of these expressions arises from the lack of 
a simple arithmetic shifting relation for the Walsh 
functions. 
(vi) "Logical convolution" ,(Gibbs, 1967) is a function of 
two sequences {f } and {g } which is the Walsh transform 
r r 
analogy of Fourier transform convolution. The logical 
convolution is defined as 
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= N (8.31) 
where $ indicates addition modulo 2 (i. e. "logical 
addition"). The symbolic representation of logical 
convolution is 
{h} = {f} * (g} (8.32) 
It is easily proved (Kennett, 1970) that 
(8.33) 
(vii) Logical convolution leads to an analogue of the 
Wiener-Khintchin theorem (cf. equation 8.1). Define the 
logical autocorrelation of a N-length sequence {f.}, 
J 
WT 
where {f j } +~ {Fk }, as 
{L. } = J 
{f. } 
J * 
{f. } 
J 
1 N-1 
= E f. f N 
m=O J$m m 
(8.34) 
and the Walsh power spectrum {Pk } by the relation 
(8.35) 
But from equation (8.33) 
WT {F 2} {f. } 
* 
{f. } +~ 
J J k 
(8.36) 
so that 
{L. } WT {P k } +~ J 
(8.37) 
:JJ2 
which is the analoque of the Wiener~Khintchintheor:em. 
(viii) The Walsh function analogue of Parseva].v s theorem 
is 
N~·i 
2 
N-1 
F 2 
N l: f. 
_. L (8.38) 
j"'O J k=O }c 
The proof is outlined by Kennett (1970), 
The preceding summary is necessarily briE.~f, but it 
introduces the definitions necessary for the discussion 
which follows. r·t is now advantageous to compare the FFT 
and the FWT. 
Since the Walsh functions take only the values ±1, 
the FWT is fast.er and much simpler to implement: than the 
corresponding FFT. This simplification arises because the 
complex mul tiplications required by the FF'I' are replaced by 
mUltiplication by ±1 in the FWT. Consequently the sum of 
products of the FF'I' can be implemented using only addition 
and subtraction in the F'WT. Geadah and Corinthios (1977) 
present algorit.hms for the efficient. computation of the FW'J' 
for natural, dyadic and sequency order. 
Beauchamp (1975) gives a table of comparative 
computation time~3, vJhich indicates that. the FWT is typically 
4 to 6 times faster than the FFT. However, Landwehr (197:3) 
gives a more comprehensi ve table which lists the computa on 
times for a variety of computers. Landwel"l.r is results 
indicate that the speed advantage of the FWT is typically 
1.5 to 4. 'l'his speed advantage of the FWT over the FFT can 
be expected to decrease as advances in integrated circuit 
technology produce faster multipliers. 
The lack of a simple e~)ression for circularly 
shifting the Walsh functions has already been noted 
(cf. (~quations 8.29 and 8.30) g The rna_in consequences 
of this are that the Walsh coefficients in the DWT are 
phase~dependentf and that arithmetic (Le. conventional) 
convolution cannot be performed simply. The phase 
dependence of the DWT is illustrated in Figure 8.1. 
Several approaches are nm" considered which aim too 
overcome this deficiency, so that the speed and 
simplicity of the FWT can be utilised. These approaches 
include developing Walsh-like transforms which are 
invariant to cyclic shifts, and developing a fast 
transformation which coverts a logical convolution into 
an arithmetic (i.e. p conventional) convolution. 
8.4.2 Walsh-Related Transforms with 
Cyclic Shift Invariance 
The dyadic rather than cyclic shift invariance of 
t:he Walsh trans form prompted the deve lopmen t of several 
Walsh-related transforms which are invariant to cyclic 
shifts. The earliest of these appears to be the 
H.-trans form, which is described by Rei tboeck and Brody 
(1968). Ulman (1970) shows that the only computational 
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difference between the Walsh and R-transforms is that all 
subtraction operations (a-b) in the fonner are replaced by 
la-hi in 1±e latter. Unfortunately this non-linearity 
make~1 the R~trans form non- invertible. It also results in a 
substantial reduction in the information about the sequency 
distribution of the transformed coefficients, particularly 
in the high sequency range (Beauchamp, 1975). This is 
illustrated in Figure 8.2. The non~invertibility of the 
R~transform makes it unsuitable for computing convolutions. 
Ohnsorg (1971) derives a transform which operates 
on the DWT coefficients to produce a spectrum which is 
invariant to cyclic shifts. This transform takes the form 
of a combination of quadratic and paired~product terms of 
the DWT coefficients, and is called the WT quadratic 
spectrum or Q spectrum (Ahmed, Abdussattar and Rao, 1972). 
The derivation and definition of the Q-spectrum is given 
by Ohnsorg (1971) and Ahmed et aZ. (1972) and is not repeated 
here. It suffices to illustrate the approach used by giving 
an example for the case N = 8, where N is the length of the 
WT 
sequence {x j } ++ {Xk }. Then 
= 
= 
= 
= 
X 2 
o 
X 2 
1 
X 2 + X 2 + X 2 + X 2 
456 7 
(8.39) 
where Q are the Q-spectrum coefficients. In general 
m,q 
there are N/2 + 1 coefficients of the Q-spectrum, so tha't 
the spectral resolution is significantly reduced. 
Ohnsorg (1971) refines the Q-spectrum to obtain the 
optimum quadratic spectrum, which is called the J-spectrum 
by Ahmed et ale (1972). The optimum quadratic spectrum is 
obtained by a further transformation of the Q-spectrum, and 
is so called because it optimises the spectral resolution 
l J Ij 
which is attainable by the quadratic spectrum. This is 
achieved by rearranging the squared DWT coefficients so 
that" scrambling ll of the spectral sequencies is minimised. 
This is illustrated by the J-spectrum corresponding to 
the example of equation (8.39): 
= 
= 
= 
= 
X 2 
o 
X 2 
1 
(8.40) 
Ohnsorg (1971) notes that the approach used to derive the 
cyclic shift-invariant transforms can also be used to derive 
analogues of the circular convolution and correlation 
theorems. There is little point in so doing because of the 
amount of computation required to evaluate the J- and 
Q-spectra. Ahmed et aZ. (1972) give fast algorithms for the 
matrix transformations derived by Ohnsorg. Their 
implementation (on an IBM 360/50) required 0.5 minutes and 
1.6 minutes to compute the Q- and J-spectra, respectively, 
for a 1024 point sequence. These times are greater than the 
cyclic convolution of a 1024 point sequence using the FFT on 
a similar machine (cf. Table III of Agarwal and Burrus, 
1974). For this reason there has been little subsequent 
investigation of cyclic shift-invariant relatives of the 
DWT. Instead, most research in this field has been directed 
toward the number-theoretic transforms which are discussed 
in Section 8.3. 
8.4.3 Autocorrelation from Logical (Dyadic) 
Correlation 
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The analogy between the logical (i.e. dyadic) and 
arithmetic (i.e. conventional) Wiener-Khintchin theorems 
is noted in equation (B.37). Since logical correlations 
can be computed faster and/or more cheaply than arithmetic 
correlations, it is worth investigating whether a 
transformation exists which generates the latter from the 
former. If such a transform exists, then its complexity 
and speed will determine the usefulness of this approach. 
Denote by TA- L the transformation from the arithmetic 
to logical autocorrelation function of a sequence {f}, and 
by TL_A the transformation from logical to arithmetic auto-
correlation function of {f}. Gibbs (1967) deduced that if 
the input sequence {f} is real and representative of a 
discrete, wide-sense stationary, stochastic process, then 
TA_ L and TL- A exist as linear transforms. This is proved 
by Pichler (1970), and discussed further by Gibbs and 
Pichler (1971). Robinson (1972) derives this transformation 
in matrix form by comparing dyadic shifts and time shifts. 
She also shows that the symmetry of the transform matrix 
permits the relationship between the logical and arithmetic 
autocorrelation functions to be expressed recursively. 
Lopresti and Suri (1974) factor the transformatin matrix 
and present a fast algorithm. They show that the 
computat.ion of the arithmetic autocorre la tion function 
using the series of transforms 
w'r ( ) 2 'T' I.-A 
Jl7 
+--+ +--). fL} -<--+ { 'P } (8.41) 
is substantially more efficient than the conventional 
frequency domain method 
FT 
{f} +--+ (8.42 ) 
where {f} denotes the input sequence, {FF} and {FW} denote 
the Fourier and Walsh transforms of {fl I {PFl and {pwl 
denote the Fourier and Walsh power spectra, and {L} and r,p} 
denote the logical and arithmetic autocorrelation functions, 
respectively. For example, for a 1024 point real sequence 
{fl, the FFT method (relation 8.42) requires a total of 
94,208 multiplications and 94,208 additions. In contrast, 
the FWT method (relation 8.41) requires only 3072 
multiplications and 25,601 additions. This can be further 
simplified, since 1024 of the multiplications involve 
multiplication by an integer power of 2 and can therefore 
be implemented using word shifts. 
The approach outlined above is applicable only if 
the input sequence {fl is a wide-sense stationary stochastic 
process, and little work seems to have been done on 
generalising the method to other functions, such as the 
quasi-periodic signals encountered in pitch estimation. 
However, the requirement of wide-sense stationarity is used 
explicitly in the derivations and proofs given by the 
workers ci ted above. The blind use of the method expressed 
by relation (8.41) yields results of the form illustrated 
in Figure 8.3(d), which shows the autocorrelation function 
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of a segment of voiced speech. Comparison of Figures 8.3(d) 
with Figure 8.3(c) (which is the directly-computed 
autocorrelation function of the same signal) shows that this 
method is not sui table for pitch estimation. 
8.4.4 Cyclic Convolution from the Walsh Transform 
Pitassi (1971) describes an efficient algorithm for 
computing cyclic convolutions of sample sequences of length 
N = 2M where N,M are integers. Pitassi's method is 
essentially a factorisation of the convolution equation 
(cf. equation 8.28). Each iteration of his algorithm 
requires three sub-convolutions of sequences whose lengths 
are half the input sequence length at the current iteration 
level. In this way the cyclic convolution is performed . 
using 2(3M- 1) multiplications, which is more efficient than 
the FFT method for values of M less than 10 (i. e. for 
sequences of length N less than 1024). 
Pitassi's approach is summarised below. Consider 
the circular convolution {r} = {x} * {y}, which is defined 
as 
r 
n = 
n = 0, 1, •.• N-1 (8.43) 
where the sequences {r}, {x} and {y} are of length N and 
the indices of equation (8.43) are evaluated modulo N. 
Note that this definition is strictly that of a circular 
correlation (cf. equation 8.2). However, bearing in mind 
the comments in the second p,aragraph of Section 8.1, 
Pitassi's definition is retained here. Constrain N to be 
an integer power of 2, say N=2M. Then equation (8.43) may 
be rewritten: 
r 
n 
~-1 
2 
= E x y 
m=O 2m 2m+n 
N 
--1 2 
+ E x2m+ 1 y 2m+ 1-n . 
m=O 
The odd and even componen ts of {r} can be written 
N N 
--1 --1 2 2 
r 2n = E x2m Y2m+2n + r x2m+1 Y2m+2n+1 
m=O m=O 
and 
N N 
--1 - - 1 2 2 
as 
r 2n+1 = E x2 Y2m+2n+1 + E x2m+1 Y 2m+2n+2 . m=O m m=O 
Define operators E{x} and O{x} such that 
E{X} = O{x} = 
~-2 ~-1 
where 
{x} = and {x} , 
~-1 
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(8.44) 
(S.4S) 
(8.46) 
(8.47) 
Then equations (8.45) and (8.46) can be expressed as 
E{r} = E{x} * E{y} + O{x} * o{y} 
Orr} = E{x} * o{y} + O{x} * E{y}' 
Now define operators p{x} and S{x} such that 
p{x} = S {x} = 
~-2~-1 
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(8.48) 
(8.49) 
(8. 50 ) 
and note that p{x} = E{x} + O{x}, S{x} = E{x} - O{x} . 
Consider the auxiliary convolution functions {c} and {d}, 
defined as 
{c} = p{x} * p{y} = (E+O){x} * (E+O){y} 
{d} = S{x}*S{y} = (E-O){x} * (E-O){y} 
Adding (8.51) and (8.52) yields 
{c} + {d} = 2 (E{x} * E{y} + O{x} * o{y}) . 
Similarly, 
{c} - {d} = 2(E{x} * o{y} + o{x} * E{y}) . 
Comparison of equations (8.48) with (8.53) shows that 
{c} + {d} = 2 E{r} . 
(8.51) 
(8.52) 
(8.53) 
(8.54) 
( 8. 55) 
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However, the same is not true of equations (8.49) and (8.54) 
because of the circular shift of the second term of the 
right-hand side of (8.49). A third auxiliary convolution is 
introduced to correct equation (8.54) so that the odd indexed 
components of {r} are produced. This auxiliary convolution 
is denoted by {f} and defined as 
{f} = (P - S) {x} * E{y} = 2 O{x} * E{y} • (8.56). 
Since. 
{x} * {y} I = ({x} * {y}) I 
the desired correction term is {f}' - {f} 
correction term to equation (8.54) yields 
(8.57) 
Adding this 
{c} - {d} + {f} I - {f} = 2 (E{x} * o{y} + o{x} * E{y}') 
= 20{r} (B.58) 
The preceding discussion sho\'ls that the desired convolution 
{r} can be obtained by linear combination of the three 
auxiliary convolutions {c}, {d} and {f} . 
Pitassi provides algorithms for computing {r} in this 
manner. The signal flow diagram for part of this algorithm 
is identical to that of the Walsh transform algorithm given 
by Shanks (1969). Thus, the input sequences at each level 
of iteration are essentially Walsh-transformed, "shuffled", 
and re-combinedto form the input sequences to the next level 
of i tera tion. 
This approach to cyclic convolution is generalised by 
Davis (1972) u who shows th at Pi tassi i s method is a special 
case of a qeneral class of methods. Davis derives efficient 
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algorithms for both cyclic and linear (i.e. o aperiodic or 
non-cyclic) convolution. He also notes that linear 
convolution can be performed faster using his linear 
convolution algorithm than using cyclic convolution, because 
the latter requires that the input sequence be padded with 
zeros. In addition he shows that partial convolution (L e., 
a segment of the complete convolution) may be computed 
efficiently using this approach. 
In generalising this approach Davis derives two 
distinct methods, which he calls "halving by parisection" 
and "halving by bisection". These two methods are similar 
to the two approaches used in deriving the FFT algorithm 
(viz. decimation-in-time and decimation-in-frequency, 
respectively). Davis also clarifies the relationship 
between these methods and the Walsh transform. 
To the author's knowledge, no name has been given to 
these methods of convolution. It is worth noting that 
Agarwal and Burrus (1974) suggest that Pitassi's method is 
a suitable adjunct to the FNT, so that long sequences may be 
efficiently convolved using a two-dimensional convolution. 
8.5 CONCLUSION 
In this chapter are reviewed a variety of transform 
methods for computing both cyclic and linear convolutions. 
These methods include the familiar FFT, number theoretic 
transforms - in particular the FNT, MNT and RT - and several 
techniques which are based on Walsh transforms. Of the 
lat:t.er, the fast trans formation TL- A (which converts tlH"! 
logical autocorrelation function into the arithmetic 
autocorrelation function) is not suitable for pitch 
estimation, because it requires that the input signal be 
a stationary stochastic process. This is unfortunate, 
since for such signals the method is very much more 
efficient than conventional computation using the FFT 
(cf. Section 8.4.3). The attempts to derive Walsh-related 
transforms which are phase insensitive and possess 
conventional convolution theorems are essentially 
unsuccess fu!. Those transforms which are phase insensi ti ve 
(cf. the Q- and J-spectra, Section 8.4.2) are comparatively 
complicated to compute, and the potential advantage offered 
by the FWT is lost. The most suitable Walsh-transform 
method is that of Pitassi (1971) (cf. Section 8.4.4) which 
is generalised by Davis (1972). These algorithms permit 
both cyclic and linear convolutions to be computed more 
efficiently than by the FFT method, provided the sequence 
length is small (less than about 1024 samples). Even so 
the margin of superiority is not large. 
Number theoretic transforms are discussed in 
Section 8.3. These permit cyclic convolutions to be 
computed more efficiently than when the FFT is used. 
When implemented on general purpose computers the speed 
superiority over the FFT method is of the order of 2 for 
sequence lengths of the order of 256 to 2048. This would 
presumably be improved if the arithmetic were performed 
using hardware designed to perform modulo F arithmetic, 
where F is an integer appropriate to the particular 
transform being used. The main advantage of these number 
,theoretic transforms is that they eliminate the truncation 
3/~ 1·1 
and roundoff errors which accrue wit.h the FFT 0 
None of the transform methods reviewed here offers 
s ubstan t,ia 1 advan tages over the FE"!' rnethod of computing 
convolut,ions and correlations, unlesf::, the sequence lengths 
are very small. It is worth notinq here that recently a 
variety of high speed programmable toiqnal processors have 
been developed. Freeny (1975) discusses the hardware 
components of such processors, while Allen (1975) and 
Peled (1976) consider their design and architecture. 
Allen also describes a number of such machines which compute 
a 1 0 2l~ point complex FFT in 5 ms to 8.5 ms. Consequently 
it appears very likely that the well established FFT will 
remain the most useful transform for computing convolutions 
and correlations. 
In the light of this conclusion, the comments in 
Chapter 7 (cf. Sections 7.4.1 and 7.4.6) which pertain to 
pitch estimation using the autocorrelation function need 
not be modified. 
t 
3 
4 
5 
6 
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TABLE 8.1 
Parameters for several possible implementations of FNT IS. 
(From Agarwal and Burrus, 1974). 
b Ft 
2t 
CtN 2 N ff N a. for :::::: 2 :::::: Ct :::::: 
:= No. of max Nmax bits 
8 28 + 1 16 32 256 3 
16 2 16 + 1 32 64 65536 3 
32 2 32 + 1 64 128 128 ff 
64 264 + 1 128 256 256 ff 
TABLE 8.2 
Maximum one-dimensional cyclic convolution lengths 
using two-dimensional FNT or RT. 
(From Agarwal and Burrus, 1974). 
Word length 
b 
16 
32 
64 
N for Ct :::::: 2 
512 
2 048 
8 192 
N for 01. "" 
2048 
8 192 
32 768 
Figure 8.1 
ANAL YSED S IGNPtL.. (a) 
FOUR IER SPECTRUM~ (b) 
WPtLSH SPECTRUM" ( c) 
I llustrating the effect of cyclic shi ft on 
the Fourier and Walsh spectra. 
(a) Speech signal segment 
(b) Discrete Fourier transform of 
the segment (a) 
(c) Discrete Walsh transform of 
the segmen·t (a) 
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Figure 8.1 
ANALYSED IGNAL..", (d) 
FOURIER PECTRUM.. (e) 
WALSH SPECTRUM~ ( f) 
(Continued) . 
(d) The signal segment shown in (a) aft.er 
displacement in time by approximately 
half a pitch period 
(e) The discrete Fourier transform 
of the segment (d) 
(f) The discret.e ~tValsh transform 
of the segment (d). 
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Figure 8.2 
~NALYSED SIGNAL., (a) 
WALSH SPECTRUM~ (b) 
R SPECTRUM., (c) 
Comparing the Walsh transform with the 
R-transform. 
(a) Speech signal segment 
(b) The discrete Walsh transform 
of the segment (a) 
(c) The discrete R-transform of 
the segmen t (a). 
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ANALYSED SIGNAL. (a) 
LOGICAL t"UTOCORRELATION. (b) 
AUTOCORRELATION VIA (c) 
AUTOCORRELt"TION VIA T L-P\. (d) 
Figure 8.3 Comparing the logical (dyadic) and arithmetic 
autocorrelation functions. 
(a) Speech segment 
(b) The logical (dyadic) autocorrelation 
of (a) 
(c) The arithmetic autocorrelation of (a) 
(d) The arithmetic autocorrelation of (a) 
as obtained from (b) using the 
trans form TL- A . 
350 
CHAPTER 9 
PITCH ESTIMATION SYSTEMS FOR SPEECH AND MUSIC 
9.1 PITCH ESTIMATION USING TIME DOMAIN FEATURE RECOGNITION 
Of the numerous pitch estimation techniques which are 
reviewed in Chapter 7, the only methods which are suitable 
for fast, inexpensive operation over wide pitch trajectory 
bandwidths seem to be those which operate in the time domain 
by recognising recurring features of the signal. This 
conclusion is reinforced by the findings of Chapter 8, in 
which it is shown that none of the recently developed fast 
correlation methods offer significant computational 
advantages over the well-known FFT method (at least for the 
quasi-periodic signals encountered in pitch estimation). 
Thus, those pitch estimation methods which require one or 
more frequency domain transformations are not suitable when 
the pitch trajectory spans more than two or three octaves. 
In addition to these important speed and cost considerations, 
it should be remembered that some of the successful speech 
pitch analysis methods (such as cepstrum and inverse 
filtering analysis) do not work well for more general 
signals because they rely on signal characteristics which 
are spec~fic to speech. 
This chapter describes two computationally efficient 
algorithms which operate over wide classes of signals, of 
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which those encountered in speech and music are typicalo 
The desideratum here was to produce a pitch estimation system 
which operates successfully on both speech and music 
signals whose pitches span a six octave range, from 40 Hz 
to 2.5 kHz. The application initially envisaged was the 
recording of music by the Piano Typewriter system (which is 
described in Chapter 3). Thus, musical instruments 
(including the voice humming or singing) could be interfaced 
to the system to provide an alternative to the organ 
keyboard. Such a system must satisfy the following 
requiremen ts : 
(i) It must be inexpensive. 
(ii) It should operate rapidly, preferably in real time. 
(iii) If incapable of operating in real time, it must 
provide storage for reasonable signal durations 
(say, half a minute). 
(iv) It must possess a pitch frequency resolution of 
the order of 1% to 2% throughout the operating 
pitch range. 
(v) It must be able to resolve to within 20 ms to 25 ms 
temporal events such as the beginning and end of 
voicing or notes. 
Historically, the development of such a system was 
approached by searching for an established technique wh 
could be suitably modified or extended to satisfy the 
requirements listed above. The only method which seemed 
appropriate was Gold's (1962b) method (cf. Section 7.8). 
Since this method and several simplifying modi cations 
are described in detail by Gold and Rabiner (1969) it is 
3 ':;2 
herein referred to as the Gold and Rabiner (G. R.) alyori thnL 
The G. R. algorithm was suitably modified, implemented in 
software, and extensively tested using a variety of 
synthetic and real musical instrument signals. This work 
is described in Sections 9.3 and 9.6. It was soon obvious 
that real-time software implementation lS not possible, 
even when special-purpose hardware is incorporated to 
perform the necessary and time-consuming signal 
pre-processing. The development of a "stand alone" 
real-time hardware unit was examined in detai 1 and a 
preliminary design was made, based on standard TTL logic. 
However the anticipated hardware cost (approximately $1000 
in early 1975) exceeded the budget available to me. 
Consequently I decided to concentrate on the development of 
a fast software implementation using the computing 
facilities already available within the Department. The 
solution of the problems encountered in attempting to 
satisfy both of the requirements (iii) and (iv) above is 
discussed in Section 9.3, wherein is described the storage 
of a compact representation of the signal on digital 
magnetic tape for subsequent fast processing. 
The decision to implement the G.R. algorithm in 
software rather than hardware was fortuitous, because it 
led to the development of a new algorithm which operates 
successfully on signals which contain more than one 
prominent peak in each pitch period (see Figure 9.2) I and 
for which the modified G.R. algorithm fails (see Table 9.1). 
This algorithm is presented in Section 9.4 and its 
performance is compared with that of the modified G.P. 
method in Section 9.6. A further theoretical advantage 
of the new algorithm is that it is analytically relatable 
to autocorrelation analysis - the complicated structure of 
the G.R. algorithm makes such a comparison very difficult 
for the latter. This analytic relationship between the 
new algorithm and autocorrelation is discussed in 
Section 9.5. The relative simplicity of the new algorithm 
permits its implementation (in hardware or software) to be 
less complicated than that required for the GoR. algorithm. 
Specific suggestions for the development of a system 
which achieves real-time operation are made in 
Se ction 9. 8. 
The application of any pitch estimation method 
to a music processing system such as the "Piano Typewriter" 
requires that the pitch trajectory be quanti sed to the 
notes of a musical scale. Section 907 describes an 
algorithm which performs this pitch frequency quantisationo 
This algorithm incorporates a "tune up" feature which 
permits the successful recognition of notes played by 
instruments tuned to equally-tempered scales other than 
the standard A4 at 440 Hz. 
It is worth noting that the inclusion of the 
pi tch trajectory quantisation faci 1i ty and the abi li ty 
to handle a six octave pitch range is also an advance 
on previously reported pi tch estimators designed specifically 
for music (Seegar, 1951, 1957; Tove et al. p 1966, see also 
the review by Kassler and Howe, 1975). 
3') 4 
9.2 METHODS BASED ON SINGLE PRIMARY FEATURES 
Before proceeding to a description of the modified 
Gold and Rabiner algorithm or the ne'Vl algorithm, it is worth 
considering the various signal "features" which can be used 
to estimate the periodicity of a quasi-periodic signal. 
This discussion serves to unify the basis of these two 
algorithms, as well as the other techniques described in 
Section 7.8. 
Consider an arbitrary signal which has been 
multiplied by a time window whose duration is appropriate 
to pitch estimation (cf. Section 7.4.1), and biased so that 
its mean value is zero. Denote this signal by the real 
continuous time function s(t). A pair of adaptive 
thresholds B_(t) < 0 and B+(t) > 0 can be suitably adjusted 
to partition s(t) into a sequence' of contiguous, non-
overlapping pulses p (t), where H E {1, 2, ••• M}. The 
m 
pulses are either entirely positive or entirely negative. 
The duration T of p (t) is given by 
m m 
T = t - t 
m m,2 m,1 (9 • 1 ) 
where t m,l is the instant at which s(t) either crosses B+(t) 
with positive slope, or crosses B (t) with negative slope, 
and t 2 is the instant at which s(t) next crosses the same 
m, 
threshold. Thus, s(t) can be written as 
s(t) 
M 
= L p (t) + b(t) 
m=1 m 
(9.2) 
where the "background" b (t) is the part of s (t) between the 
thresholds, and does not overlap any of the pulses. 
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Define the time of occurrence, t , of the mth pulse 
m 
to be the instant at which \p (t) \ is largest. Other 
m 
possible choices for t are the threshold crossing instants 
m 
t or t 2 - experience suggests that the peak of \p (t) \' 
m,1 m, m 
should be used, because tm defined in this way exhibits less 
temporal variation than t 1 or t (cf. Rabiner, Cheng, 
m, m,2 
Rosenberg and McGonegal, 1976). The amplitude (which can be 
negative or positive) of the mth pulse is defined by 
A = Pm(tm) m ( 9 • 3) 
The energy in the mth pulse is de fined to be 
t 
m,2 
J 
2 E = Pm ( t) dt m (9. 4) 
t 
m, 1 
These definitions are illustrated in Figure 9.1. Since {Am}' 
{E } and {T } are measurable directly from s(t) they are 
m m 
called the "primary features" of s (t) . Define Y to be the ~m 
vector whose components are A , E and T 
m m m 
Then the output 
of the preprocessor which extracts these features from the 
signal can be represented by the "vector signal" V(t), where 
= 
M 
L 
m=1 
y 8(t-t) 
~m m 
The incorporation of delta functions in equation (9.5) 
(9 • 5 ) 
emphasises that the bandwidths of the sampling circuits in 
the preprocessor must be much larger than the highest 
significant frequency in s(t) 
It is worth noting that the number of components of 
y can be increased, for example by incorporating more 
~m 
thresholds into the preprocessor. However there seems to 
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be little point in doing this, because the three components 
A , E and T contain sufficient information to permit the 
m m m 
estimation of the pitch trajectories of most speech and 
music signals (see Sections 9.4 and 9.6). 
If only one primary feature is extracted from each 
pulse, the vector ¥m (equation 9.5) can be replaced by the 
scalar y which corresponds to the chosen primary feature. m . 
The output of the preprocessor is conveniently denoted by 
v(t), because it is now a scalar. 
To determine the pitch periods of s(t) it is required 
that the pulses be grouped in recurring pairs. A simple way 
of achieving this is to evaluate 
= (9 • 6 ) 
for v = 1, 2, ••. (m-1) , and to postulate that p (t) is a 
m 
recurrence of Pm-v (t) if gm, v < E, where E is a positive 
real number which is chosen to accord with the expected 
variations between successive recurring pulses. An estimate 
at time t of the period T of s (t) is given by 
m 
T = t - t 
m m m-v 
m 
(9 • 7) 
where v is the-smallest positive integer value of v for 
m 
which g < E • 
m,v 
The estimated pitch trajectory samples T 
m 
obtained in this way can be subsequently smoothed (see 
Section 9.7; also Rabiner, Sambur and Schmidt, 1975). 
Two conditions must be satisfied for a single-feature 
algorithm based on the relations (9.6) and (9.7) to be 
useful: 
l', ) 
(a) When sIt) is truly periodic, a single f03turc is 
sufficient to distinguish between the individual pulses 
wh ich cons ti t ute one pe riod of ~; (t) 0 
(b) 'rhe variations between Lhe waveforI;ls of adj acen t 
periods are sufficiently :3nlal1 that E is not required to 
be so large that erroneous "pulse pairings" occur too 
frequently. 
It is worth noting here that if the signal occupies 
only a small percentage bandwidth (e.g. those used in most 
carrier communication syst:ems) then the signal consists of 
only two pulses in each period and the zero crossing rate is 
twice the frequency. This observation remains essentially 
valid even in the presence of considerable noise. For such 
signals both of 1:he conditions (a) and (b) are satisfied. 
The most sui table y is T , in which case the algori thm is 
m m 
equivalent to counting zero crossings. 
It is also worth commenting that many early pi-tch 
estimation methodf5 at:tempt to preprocess s (t) so that only 
two zero crossings occur in each period. Such preprocessing 
techniques are considered In detail by M.cKinney ('1965) (see 
also the second paragraph of Section 7.1). 
Few wide band signals of the kind encount(~red in 
speech and music satisfy both of the conditions (a) and 
(b). whichever primary feature is represented by \, 
- .1 In 
For example, if y = A then condition (a) 1S not satisfied 
- m m 
if two or more pulses within a single period have the same 
amplitude. Even when these amplitudes are appreciably 
different, the envelope variations that occur in practice 
force [ to be so large that condition (b) lS often violated. 
This is illustrated in Figure 9.2. 
The single feature algorithm outlined in relations 
(9.6) and (9.7) can be usefullx extended to operate 
successfully over a wide class of signals of practical 
interest by making a number (L, say) of comparisons of each 
Ym with a number (K, say) of its predecessors. The output 
of the preprocessor can then be represented by the vector 
signal W(t), where 
w (t) = (9. 8) 
where the dimension of Z is KL • 
-m 
The ()-:-1 + Q,) th component 
of Z is a particular comparison of y with y For 
-m m m-k . 
example, for Q, = 1 the comparison might be whether or not 
iYm i is greater or less than iYm-k i , for Q, = 2 the 
comparison might be of sgn(y ) and sgn(y k)' etc. The 
m m-
parallel processing algorithms of Gold (1962b) and Gold 
and Rabiner (1969) are of this kind (see also Sections 7.8 
and 9. 3) • These algori thms use y = A • 
m m 
The observation 
that the G.R. method fails for signals of the kind depicted 
in Figure 9.2 prompted the development of an algori thrn which 
uses all three of the signal primary features defined in 
equations (9.1), (9.3).and (9.4). This algorithm is 
described in Section 9.4. 
9.3 THE MODIFIED GOLD AND RABINER ALGORITHM 
The original Gold and Rabiner (1969) parallel 
processing algorithm was designed primarily for speech, 
and operates in four stages. 
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1. The speech signal is filtered to select approximately 
the first formant region. Typically, a band pass filter 
with cut-off frequencies at 100 Hz and 600 Hz is used. 
2. The amplitudes and times of occurrence of the maxima 
and minima of the filtered signals are measured. From 
these, six impulsive signals are generated. 
3. Six identical pitch period estimators, each operating 
on one of the six impulsive signals, produce independent 
period estimates. 
4. The independent period estimates are used to produce 
a final pitch period estimate by employing a relatively 
sophisticated "voting" algorithm. 
The original G.R. algorithm was modified to permit 
analysis over a six octave pitch range. This modified 
algorithm is now described, and its implementation discussed 
in terms of the requirements laid down in Section 9.1. 
For speech or music signals whose pitches span five 
or six octaves, the filtering employed in the G.R. method 
is inappropriate. However, it is sometimes advantageous to 
eliminate hum and low frequency noise by employing a high-
pass filter which excludes frequencies from 0 Hz to about 
80 Hz or 100 Hz. The spectral magnitude response of this 
filter is not critical, although it is desirable that the 
phase response be approximately linear, as Hiller (1975) 
has pointed out. 
The magnitude A and time of occurrence t of each 
m m 
pulse p (t) of the wideband signal s(t) is measured. The 
m 
terminology used here is the same as that introduced in 
section 9.2. In this case the positive and negative 
thresholds ~ (t) and R (t) are set to constant valu0s 
+ -
which just exceed the average background noise level. 
For each positive pulse p (t) > 0 three scalar 
m 
quantitiesF. are generated. Similarly, for each 
liP 
negative pulse p (t) < 0 three scalar F. are generated. 
m l,n 
These F. and F. correspond to peak and peak-to-peak l,p 1,n 
measurements, and are generated as follows. Denote by A 
P 
the most recent Am such that Am > 0, and by A the latest 
n 
Am < o. Distinguish the tm which correspond to positive 
and negative pulses by defining instants t and t such p n 
that 
A = p (t ) p ··m p 
and 
A = P (t ) (9 .9) 
n m n 
'rhen 
F = A 1 , p P 
F = A + IA I 2,p P n 
F = A - A if A > A 3,p p p-1 p p-1 
== 0 otherwise. (9. 10) 
'These features "occur" at time t Similarly p 
F == IA I 4,n n 
F == IA I + A 5,n n p 
F6 ,n = IA I 
_. IAn _ 1 1 if IA I > IAn _ 1 I n n 
= 0 otherwise. (9 . 11 ) 
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The F. " occur" at time t 1,n n 
Six scalar functions v. (t) are formed from the 1 
F. l,P and F. ln Thus 
p 
v. (t) == l: F. 8 (t - t ) i = 1 ,2 / 3 1 p=1 l,p P 
and 
N 
v. (t) = l: F. 8 (t - t ) i = 4,5,6 (9.12) 1 
n=1 1,n n 
The choice of this set of measurements is based on 
consideration of two extreme cases illustrated in 
Figure 9.3. For the case when the fundamental only is 
present, period estimates derived from v 1 ' v 2 ' v 4 and v5 
are correct but those from v3 and v6 fail (see Figure 9.3a). 
When a strong second harmonic exists with weak fundamental, 
period estimates from v3 and v6 are correct whereas those 
from v 1 ' v 2 ' v 4 and v5 incorrectly indicate half the period 
(see Figure 9.3b). Despite this, the final period 
computation (described below) has a high probability of 
being correct in both cases. 
Independent estimates T. k of the periodicity of each 
1, 
v. (t) are computed using a "blanking interval" followed by a 
1 
decaying threshold. The threshold time constant depends on 
the smoothed T. k which is computed from previous T. k. 
1, 1, 
Thus for each v. (t) 
1 
T. k 1, = t (p)' k-1 
n 
(9.13) 
where t(p),k is the instant at which the kth match is 
n 
detected from the threshold crossing 
v.(t) > e.(t). 
1. 1. 
(9.14) 
The threshold e. (t) following the kth match is defined by 
1. 
e. (t) 
1. 
O. (t) 
1 = 
00 for 
v.(t p k} 
1 (), 
n 
for 
i = 
< t < t k + T. (p), 1. 
n 
exp[-{t - (t (P), k + T.}}/fL] 1. 1. 
n 
t(p),k + T. < t < t 1 (p), k+ 1 
n n 
1 , 2, ••• 6 (9.15) 
. and is reset each time a match is detected. The blanking 
, .•.. , 
.lnterval duration T and time constant B are given by 
-
T. 
1. 
8. 
1 
= 
= 
0.375 T. k 1., 
T. k / 0.695 1, 
where T. k is computed from 1. , 
-
T. k 1, = 
(9~16) 
(9.17) 
when the kth match is detected. To prevent extreme values 
of '[ and 8, T. k is constrained to the range 0.4 ms to 
1., 
25.5 ms, which corresponds the pitch frequency range 40 Hz 
to 2.5 kHz. The definition of T used here is slightly less 
than the 0.4 T. k used in the original G.R. algorithm, 
1., 
because this improves the detector performance when the 
signal possesses, a strong third harmonic component. 
Observe that the process used to estimate T. k 
1, 
from v. (t) can be viewed as a simple cross correlation 
1 
of the F. or F. l,p 1,n 
Once every 5 ms the T. k are combined into a 
1, 
"vote matrix" M which is formed as follows: 
M1 . == T. k 11 1, 
i 
M2 . I - Ti ,k-1 ,1 
M3 . = Ti ,k-2 ,1 
M4 . = T. k + Ti ,k-1 ,1 1, 
MS . = Ti ,k-1 + Ti ,k-2 .1 
M6 . 
,1 T. k + T. k-1 + T. k-2 1, 1, 1, 
'Ii/here T. } is the most recent period estimate from the 
1, \: 
ith detector. Note that if entries in the first three 
rows incorrectly measure the second harmonic, then the 
(9.18) 
corresponding entries in rows four and five are correct. 
Similarly, entries in row six are correct if the 
corresponding entries in rows one to three incorrectly 
estimate the third harmonic. In addition, the non-linearity 
in the computation of features of type 3 and 6 (cf. equations 
9.10 and 9.11) ensures tl1at T 3 ,k and T6 ,k are likely to be 
correct if significant second or third harmonic exists in 
s(t) (see Figure 9.3). 
To compute the final pitch period estimate from the 
vote matrix, each M1 . in turn is compared with all other 
,1 
The tota I number of Ii coincidences" (defined belo,,",)') 
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is counted. The entry M1 . (i = 1, 2, ... 6) which rcqlstcrs 
, 1. 
the greatest number of coincidences is the final period 
estimate. 
If a tie is encountered where several candidates 
"win Ii P a secondary vote procedure is used. "Winning" 
candidates are sorted into groups of mutually-coincident 
iiwinners" 8 and the mean value of that group with the largest 
number of members is the final period estimate. If no group 
"wins", a "doubtful" vote is registered and the mean value 
of the group nearest to the previous period estimate is used 
as the final estimate. If a "doubtful" vote occurs for two 
successive period calculations, a "noise" decision is made 
(analogous to the "unvoiced" decision in speech) I whereupon 
all detectors are reset and the vote matrix memory is 
cleared. The detector reset operation (which is also 
performed during the pitch estimator initialisation, and when 
-
a "silence" condition is detected) sets T. k = 0.4 ms so 
1., 
that T and B (equation 9.16) are minimised. In addition, 
O. (t) is set to zero. Experiments with signals whose 
1 
spectral compositions span a wide range show that when the 
reset operation is performed during analysis of a steady 
state signal, detector equilibrium is usually re-established 
within two pitch periods. 
The period estimate coincidence measure used should 
ideally be based on the ratio of the two estimates being 
compared. 'rhus I if M1 . and M. k are being compared, a 
,1. J , 
coincidence," could be defined by 
M. k J p 
< ( 9 "i 9 ) 
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or alternatively by 
M. 1 - M1 . J,<: ,l 
< (9.20) 
M. k + M1 . J , ,l 
Since many (6 x 35) coincidence calculations are required 
to produce each final period estimate, a simpler coincidence 
criterion is used, to avoid the need for a divide operation: 
< (9.21) 
A table look-up procedure is used to obtain E 3 (M 1 ,i) - the 
values used are listed in Table 9.3. Note that E3 need be 
calculated only six times during the entire pitch period 
calculation, since each M1 . is compared with 35 different 
, 1 
M. k • J , 
It is in the final pitch period calculation that the 
greatest departure from the original G.R. algorithm occurs. 
The original G.R. algorithm does not use the secondary vote 
procedure to eliminate ties, but instead performs the 
initial vote using four different values of E 3 (M1 ,i). 
For each vote a bias is subtracted, so that fine thresholds 
are weighted more heavily than coarse thresholds. This 
extended vote procedure requires 6 x 4 x 35 coincidence 
calculations for each final period calculation, and is 
designed to accommodate the rapid waveshape transitions 
encountered with speech. Gold and Rabiner report that their 
software implementation of the original algorithm runs about 
50 times slower than real time. 
Gold and Rabiner also propose two modifications of 
the original algorithm, which they report to be suitablo 
for speech whose highest pitch is limited to 220 Hz and 
300 Hz respectively. These modifications use a single value 
of E3 which is independent of M"i (cf. equation 9.21) and 
fixed values of T and S (equation 9,16) 0 'rhe second 
modification also reduces the number of estimators from six 
to four p and simplifies the voting matrix by omi tting rows 
3. 5 and 6. While these modifications result in software 
implementations which run typically '1.3 to '1.5 times slower 
than real time, they are unsuited for music because they are 
designed specifically for a narrow pitch frequency range. 
Three different software implementations of the 
modified G.R. algorithm described above have been made. 
The first implementation was an attempt to achieve real~time 
operation. Special hardware peak detectors are patched on 
the EAI 580 analogue computer I to measure A and A p n These 
quantities are read by the 640 digital machine (via an ADC) 
whenever a peak detector interrupt is generated. A peak 
detector interrupt also controls a pair of special hardware 
clocks, so that the intervals between successive t and t p n 
are measured. These intervals are read by the 640 via the 
RTL in terface (cf. Section 3.3). A fas t ASSEHBLY language 
program was written, using fixed-point arithmetic, to 
simulate the six individual estimators and to perform the 
final period calculation. To reduce the time required to 
eva luate the threshold 8. (t) (cf. equation 9. 15) a fast 
~ 
formula based on a piecewise linear approximation to a 
normalised exponential function is used - this is described 
below. The voting matrix is generated and the final period 
estimate is computed once every '10 Hlfjo 'This process lS 
ini tiated by an interval t:imer in terrupt 0 
JG '7 
The implementation described above does not achieve 
real~time operation over a useful pitch range 0 'The peak 
interrupt servicing routine and the associated detector 
processing requires about 800 ps execution time, despite 
the use of very efficient machine-level programming. Thus 
the minimum allowable interval between two successive 
posi tive peaks is 1600 ps 6 which corresponds to a maximurn 
permitted fundamental frequency of 625 Hz for a pure 
sinusoid. This is reduced by factors of 2 and 3 
respectively if significant second or third harmonic i[, 
presen t. Since this calculation does not include the final 
period calculation, it is obvious that real-time opera.tion 
is not practicable using this approach. This conclu~)ion 
should however be qualified by the observation tJldt thee' 
most critical bottleneck in the program is a loop which 
contains several "multiply" operations (each of which 
requi res approximately 18 ps). The use of a faster computer 
(such as the G'rE Sylvania programmable signal p:r:'oce~)sor, 
which requires only 750 ns for each mUltiplicat:ion -- cL, 
Ross et at. I '1(74) would permit the existing implementation 
'co achieve real--t,jme operation for a useful range oC pit:ch 
frequencies o 
A major problem encountered with slower than real<~ 
time operation lies in the necessity to store c.he ~dgnal 
s(t) or a suitably preprocessed representation of it (e.g. 
the y(t) defined in equation 9.5). The storage of digital 
samples of s(t) requires a large memory if useful signal 
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durat.ions are accommodat.ed ~ the interdependence of sampling 
rateo pitch frequency resolution, and pitch range which is 
discussed in Section 7.4.2 (in the paragraphs containing 
equa ons 7.12 to 7.14) apply here. The use of analogue 
magnetic tape storage is inconvenienL because of the need 
foe f.:;ynchronisation and con'trol to permit the computer to 
sample and process successive sections of signaL The 
digital magnetic tape storage facility available 
incorporates the necessary control facilities and provides 
storage for 150K words, but is limited to a word write rate 
of about 5 0 0 kHz (Jordan, 1974). By using only 8 bits for 
each sample an effective sampling rate of abou.L10.0 kHz is 
achieved. However the restriction to 8 bH:s pLlces a severe 
lj,mitation on the signal dynamic range which can be 
accommodat:ed wi thout excessive quan tisa tion noise (cf, 
Section 6.3). Another storage medium available is the 
fixed head disc which provides storage for a total of 360K 
words. Unfortunately a DMA facility is not incorporated v 
so that signal samples cannot be stored On disc without 
in terruptingthe signal sampling process for an unacceptably 
long periodo Thus the largest available memory which lS 
8uj,tabl.e as buffer storage of uniformly-spaced signal 
samples acquired at useful rates (20 kHz to ~O kHz) lS the 
16K words core storage. 
The existence of the signal sampling, editing and 
c1i ,;e :3l'.orage EiyS tern which is described in the Appendix 
led to the development of the second implementation of the 
modified G.R. algorithm. This signal acquisition system 
permits the storage on disc of 12K uniformly-spaced samples , 
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using a core buffer store. The samplinq rate used is 
controllable, up to a maximum rate of about 40K sumplus 
per second. The second implementation of the modified 
G.R. algorithm is a FORTRAN IV program which reads 
s uccessi ve "blocks" of 880 samples from disc to core 
and measures digitally the magnitude and time of occurrence 
of each A and A 
n p It then simulates the six independent 
period estimators, performs the final period calculation, 
and plots the resulting pitch trajectory on the storage 
oscilloscope. This version was used to evaluate the 
modified G.R. algorithm and to produce the results presented 
in Section 9.6. It requires approximately 25 seconds to 
pr9cess 1 second of signal, although the actual processing 
time depends upon the rate at which peaks occur. The main 
limitation of this implementation is the restricted signal 
duration (less than 2 s, depending on the sampling rate 
used) . 
The third implementation uses the digital magnetic 
tape to store a coded representation of the scalar signal 
v(t) = (9.22) 
where A and t are defined in Section 9.2. The magnitude 
m m 
(which may be positive or negative) and time of occurrence 
of each A is stored as the pair of numbers (DTPP, PKMAG) , 
m 
DTPP is the number of samples corresponding to the interval 
(tm - tm~1) while PKMAG is the peak magnitude, Am PKHAG 
is constrained to be non-zero, unless a peak has not been 
detected within the last 20 ms. Hhen this latter condition 
OCCUX'~5 th(~ entry (DTPPMX, O) is stored, where DTPPMX 
cor responds to an in terva 1 of 20 ms. 'l'h is preven ts D'l'PP 
from becoming sufficiently large that an overflow condition 
occurs. The present system which creates the digital 
magnetic tape signal representation operates by sampling 
the signal at uniform intervals. It then computes the 
entries (DTPP, PKMAG). The latter are stored in core in a 
large circular buffer, the entries of which are written at 
uniform intervals on to the magnetic tape. Since this 
system is implemented entirely in software, the highest 
signal sampling .rate which is possible is about 8.3 kHz 
(which is too low to achieve adequate pitch frequency 
resolution). A hardware digital peak detector has been 
designed to permit (DTPP, PKMAG) to be measured using a 
signal sampling rate of 100 kHz. This hardware generates 
an interrupt each time a peak is detected. In this way, 
the computer need only read DTPP and PKMAG and perform the 
housekeeping operations required to ring-buffer the output 
to the magnetic tape. 
The pitch trajectory is computed and displayed using 
software which is essentially a fast version of that used 
in the second implementation. The main difference is that 
the data are read from tape in blocks of 3000 words, the 
peak detector is omitted, and the threshold 8. (t) 
1 
(equation 9.15) is computed using a fast piecewise-linear 
approximation to the normalised exponential, exp[-t/0.695]. 
This approximation uses the following break-point values: 
t e xp [ ~ t / 0 . 6951 
0 
'" 
T. k 1 ,0 1, 
=". 
'" 
0.5 1 T. k 1, 
~ 
'" 
2 '1'. k 0,25 1, 
.~ 
3 
'" 
'r. O. 125 etc. 
J., k 
where '" denotes multiplication and the time origin is set: 
at t(p),k + 
n 
T .• 
. L 
This approximation ·to the normalised 
exponential possesses a worst case error of about 5%. 
An additional difference from the second 
implementation is that efficient in-line ASSEMBLY language 
coding and fixed~point arithmetic are used extensively to 
improve speed. 
The resulting pitch trajectory is either displayed 
or is quantised to the equally-tempered scale using the 
algorithm described in Section 9.7. This latter facility 
permits a table of note events to be constructed in the MOD 
data format (cf. Section 3.4). This t:able is subsequently 
stored on disc in the same form used by the Piano Typewri ter 
files" Figure 9.6 illustrates these features, and their 
application to the Piano Typewriter system·· Figure 9.6(d) 
is the edited TRAD notation copy produced from the pitch 
trajectory shown in Figure 9.6(a). In this case the input 
sound is a female humming, and a condenser microphone is 
used. U~';efuJ results have also been obtained from both 
violin and clarinet sounds, using either a condenser 
microphone or special lightweight motion-sensitive 
transducers (e.g. those marketed by Barcus Berry) which 
372 
moun t on the bridge or reed, respecti ve ly. 'rhese lat ter 
transducers are especially useful, because they permit 
the sounds produced by each individual instrument in an 
ensemble to be monitored with a high signal--to-noise ratio 
not achievable with microphones. 
9.4 THE SECONDARY FEATURE ALGORITHH 
The modified G.R. algorithm described in the 
preceding section works well for many speech and music 
signals. However it fails for signals which possess several 
peaks of similar magnitude in one pitch period (see Figure 
9.2 and Table 9.1). This section describes a new algorithm 
which uses all three of the primary features defined in 
Section 9.2 and which successfully operates on such wave-
forms. 
The simple algorithm which is described in the 
paragraph containing equations (9.6) and (9.7) can be 
extended to use all three primary features. However, the 
improvement is not great, mainly because the A are strongly 
m 
affected by envelope variations. This suggests that 
"secondary features" which are relatively insensitive to 
envelope variations should be derived from the primary 
features. Something which 1S completely insensitive to 
envelope variation is 
B :::: sgn (A ) 
m m 
(9.23) 
Another quantity little affected by the signal envelope is 
A / E ~ 
m m 
(~.24) 
Of the primary features, L is the least sensitive to 
_ m 
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envelope variations. While B and C are of the same sign 
m m 
and could therefore be combined into a single secondary 
feature, it is advantageous to distinguish them. Thus, B 
m 
can be incorporated into the processor memory address 
structure so that positive and negative pulses are stored 
and processed separately. 
The quantities Bm' ICml and Lm are satisfactory 
secondary features. It is also useful to include E , even 
m 
though this is sensitive to envelope variations, because it 
can provide a useful final check on whether a particular 
pulse is actually a recurrence of a previous pulse. E is 
m 
also used in the computation of the final pitch period 
estimate. 
The preprocessor output vector signal V(t) which is 
defined in equation (9.5) is replaced by another vector 
signal 
u (t) = 
H 
L: 
m=1 
x 8 (t - t ) 
-m m 
(9.25) 
where the components Xn of the vector X are the secondary 
x",m -m 
features: 
X = B 1, m m X = Ic I 2,m m X = L 3 , m m X = E 4,m m (9.26) 
For 9- > 1 the quantities 
G = 9-,m,v 
are computed. 
I (X n - Xn ) / (X n + Xn ) I 
X" , m X" ,m- v X" ,m X" ,m- v 
(9.27) 
Small positive real numbers £n are chosen 
x"t V 
so that Pm(t) can be said to be a recurrence of Pm-v(t) if 
\ / II 
\! 
"1 ,m 
\,' 
j\ 'I ,m \i 
and 
for £ - 2, 3 and 4 
Ideally, the E£,V should be made small for values of v 
less than the expected number of pulses per period. This 
applies particularly to ELI because E can be expected to 
" V m 
vary appreciably from one period to the next. An a priori 
estimate of the expected pitch period of the current signal 
segment could be obtained by extrapolat~ingthe smoothed 
pi tch traj ectory (see a Iso Section 7. lL 6). However, this 
refinement ha~ not been included in the present algorithm, 
which uses 
E := 2,v E = 0.1 3,v and E 4,v 0.3 
An estimate of T at time tu:; given by '1' as 
m ' m 
defined by equation (9.7), where v is the least positive 
In 
integer value of v for which X'I 
1 m 
G < E for all three values of Q, > 1 . £,m,v £,v 
The pitch trajectory can be constructed by 
suitably ~Hnoothin9 tb,e pitch estimat,es 'rm which occur at 
t 0 However, I,vhen tlle pi tch of s (t) is approximate ly 
m 
constant a betJcer estimate of 'r is given by 
T 
fvl 
( z:: 
m= "I 
J, M 
(E E ) 2 T"n) / L: 
m m~ Vm ' m= '1 
The justification for this is given in Section 9.5. 
(9.28) 
Since the pitch is presumed to be approximately constant 
throughout the signal segment which con tains the M pulses, 
17') 
those estimates which are "excessively erroneous" should 
be identifiable. This identification is achieved by 
A 
calculating the real, positive number T which is closest 
to most of the T 
m 
It is worth noting that T is the 
average of the T only when all of the latter are equal, 
m 
and that a simple method of computing T is to construct a 
discrete period histogram and locate its mode. T is then 
used to remove from the summations in equation (9.28) those 
terms which correspond to values of m for which 
A 
IT - TI 
m 
> TL'l , (9.29) 
where L'l is a speci fied fractional tolerance. A suitable 
value for L'l is 0.05 • 
9.5 COMPARISON OF SECONDARY FEATURE ALGORITHM 
WITH AUTOCORRELATION ANALYSIS 
Denote by ~(T) and ~ (T) the autocorrelation of 
m,n 
s(t) and the cross-correlation of the mth and nth pulses 
respectively. The autocorrelation (denoted by ~(T) ) of 
[s(t) - b(t)] can be written in the form 
== 
M 
L: ~m,n (T) 
m,n=1 
(9.30) 
The correlation of two functions of finite duration, or of 
two finite sequences, exists for no longer than the sum of 
the durations of the functions, or the sum of the extents 
of the sequences. Consequently the limits appended to any 
integrals or summations representing such correlations must 
depend explic~tly upon the correlation variable (here the 
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delay T). Any precise notation is therefore ungainly p 
and the notation of equation (9.30) is used here. 
When s(t) is truly periodic, ~(T) is identical with 
:= 
M 
I I/!m,m-\j(T) 
m= 1 
(9.31) 
within the delay interval which is centred at T = T and 
which is of duration one half of the shortest of the T 
m 
Note that v is the least positive integer which satisfies 
G - = 0 , 
.Q"m,v m € {1, 2, ••• M} , .Q, € {1,2,3,4L (9.32 ) 
Recall that ~(T) has an absolute maximum at T = 0, and that 
the period of s (t) cannot be less than the shortest interval 
(denoted by T ) between the start of a positive pulse and 
o 
the end of the next negative pulse. If s(t) is truly 
periodic and free of noise then the period of s(t) is that 
value of T > T at which ~(T) has its largest positive value. 
o 
In practice, however, it is possible for ~(T) to be larger 
in the neighbourhood of T =.Q,T where .Q, is an integer 
greater than unity, than it is in the neighbourhood of 
T = T, where T is the true period. This applies 
particularly when the duration of s(t) spans many periods, 
so that the linear taper on ~ (T) is not steep. Thus T can 
be estimated by observing the separation of the major 
positive peaks of ~ (T) • Alternatively, a positive 
threshold B < ~ (0) can be introduced, where (1 - B / ~ (0) ) 
is a little larger than the estimated signal-to-noise ratio. 
The period T is estimated from 
~(T) = max ~(T) (9.33) 
where T is the least value of T > T at which 4>(r) crosses 
o 
" r. with positive slope, and T+ is the least value of T > T 
at which 4> (T) crosses B with negative slope. 
When ~(t) is. a section of a real world signal it is 
possible to wriie 
A 
4>(T) = 4>(T) + 8(T) (9.34) 
where 4> (T) is defined in equation (9.31), and where 8 ('r) has 
the character of noise because it includes some W (T) not 
min 
included in equation (9.31). The integer v appearing in 
(9.31) must now be taken as the average of the v appearing 
m 
in equation (9.28). 
It is convenient to define real numbers n such that 
m 
.l. 
IJ! -(T) = (1 + niT) (E E _)2 
m,m-v m m m-v 
(9. 35) 
where T, the estimate of the period as given by auto-
correlation analysis, is defined by equation (9.33). When 
set) is truly periodic, E - = E so that the definitions 
m-v m 
of IJ! (T) and E ensure that n = 0 . Thus for real-world 
m,n m m 
signals the n are measures of the differences between 
m 
recurring pulses in successive periods of s(t). On 
substituting equations (9.31) and (9.35) into (9.34) and 
mul tip ly ing through by T we get 
where 
1. A 
T 4>(T) = 
M 
E 
m=1 
(E E -)~ T + T aCT) 
m m-v m 
T == T + n 
m m 
(9. 36) 
(9.37) 
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It follows necessarily from the d~finitions of ~ (T), 
m,n 
¢(T) and ¢(T) that 
A 
¢ (0) = ¢(O) = 
H 
~ 
m=1 
E 
m 
(9.38) 
When T = T, most of the ~m,m-~(T) are close to their largest 
values. Consequently, if ¢(T) is written in the form 
¢(T) = y 
M 
~ 
m=1 
.l. (E E ~)2 
m m-\) (9.39) 
then the positive real number y is expected to be less than 
unity by an amount equal to the effective signal-to-noise 
ratio. Combining equations (9.36) and (9.39) gives 
T = 
M 
( L: 
m=1 
.l. (E E ~):3 
m m-\) 
A M 
(Tm/y)) I L: 
m=1 
.l. (E E ~) 2 + <p 
m m-v 
(9. 40) 
where the "noise" <p is given by 
M 
.l. 
<p = T e (T) I y ~ (E E \i ) 2 
m=1 m m-
(9.41) 
Multiply the numerator and denominator of the first term on 
the right-hand side of equation (9.40) by the positive real 
number Ct, where 
M .l. 
~ (E E ~ ) 2 
m=1 m m-v = 
M 
L: 
m=1 
(9.42) 
where the \) are defined in the penultimate paragraph of 
m 
Section 9.4. There must exist positive real numbers, A 
m 
say, such th at 
= 
M ( ~ 
m=1 
(E E 
m m-\! 
m 
(9.43) 
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substituting equations (9.42) and (9.43) into (9.40) qivos 
M 1 ,~ M 30 
T == ( ): (E E ) :1 T ) / L: (E E ) :! 
m= 1 m m~\! m m=1 m m-v m m 
(9,44 ) 
where 
1. 
T = (E - / E ) 2 (aT / y ) + A m m-v m-V m m (9.45) 
m 
The justification for equation (9.28) is now apparent. 
Its form is similar to that of equation (9.44), which lS 
provided by the "rigorous" method of autocorrelation 
ana lysis. The difference between the two estimates of the 
period T of s (t) is accounted for by the differences 
between the T and the T All of these differences vanish 
m m 
'" when s(t) is truly periodic, in which case T == T from 
m 
equation (9.37) because all the nm are zero, by definition. 
So, T = T from (9.45) because a = y = 
m 
and, for every 
m, A == 0 
m 
and v == v ; but T = T 
m m 
because s(t) is truly 
periodic. 
An error in the pitch period estimate provided by 
autocorrelation analysis can only be caused by differences 
in the shapes of recurring pulses. These differences are 
characterized by the n . 
m 
When the latter are zero then 
equations (9.35) to (9.37) show that the pitch period 
estimate is exact. 
When the secondary feature algorithm correctly 
identifies all recurring pulses then v = v for every m, 
m 
so that any differences between the T and T is due to 
m 
the differences in the shapes of recurring pulses. Thus 
the secondary feature algorithm is virtually equivalent 
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to nutocorroll1tion nnnlysis in this cnse. The major souret'S 
of discrepancy between and 
do not equal v. 
9.6 COMPARATIVE RESULTS 
T are those integers \) which 
m 
The secondary feature algorithm has been implemented 
in software on the EAI 640. FORTRAN IV is used, because 
the main objective was to evaluate and refine the algorithm 
rather than to achieve fast operation. For this reason 
also, software floating-point arithmetic is used even though 
this is at least an order of magnitude slower than fixed-
point arithmetic. The signal data acquisition and disc 
storage system outlined in Section 9.3 is used to provide 
the input signal samples. ThUS, successive blocks of 880 
samples are read from disc on to core for subsequent 
processing. 
The implementation is designed to handle signals 
whose pitches span a six octave range from 40 Hz to 
2.5 kHz. Two separate memory stacks are incorporated, 
so that the features of positive and negative pulses are 
stored separately. In this way the secondary feature 
B = X is conveniently handled. Since the lowest pitch 
m 1,m 
frequency of interest is 40 Hz p the length of each memory 
stack is adjusted to discard the features of pulses which 
occurred earlier than 25 ms before the present instant. 
Thus the effective signal window is rectangular and has a 
fixed duration of 25 ms. This interval is also used for 
the computation of the final period estimate using 
equation (9.28). It is worth pointing out that the memory 
H! 1 
length of the "vote matrix" used in the G.R. algorithm is 
usually about 3 pitch periods, which corresponds to 25 ms 
at a pitch frequency of 120 Hz. Therefore the comparative 
results presented here are fair in the sense that the pitch 
trajectory smoothing implied by equation (9.28) is applied 
over an interval which is of similar duration to the G.R. 
vote matrix memory length. In the present implementation 
the "nominally correct" period estimate T is computed by 
comparing each T with every other T using a similar 
m m 
"coincidence" criterion to that used in the G.R. algorithm. 
In this case the coincidence measure given by equation 
(9.19) is used, with E1 = 0.05 T is set equal to that 
T which registers the largest number of coincidences. 
m 
A simpler and faster method is to construct a discrete 
" period histogram using the T , and to set T equal to the 
m 
mode of the histogram. 
In the present implementation no distinction is made 
between the "silence" and "unvoiced" decisions - both are 
treated· as a silence. A silence is registered if no Am 
exceeds the threshold 8+ or 8 during the current 25 ms 
interval (i.e. s(t) consists entirely of "background", 
b(t) - cf. equation 9.2) or if the largest E in any 25 ms 
m 
interval is less than 0.05 Em__ ' where EITL_ 
---max --1nax 
denotes the 
largest value of E in the previous 25 ms interval. 
m 
Results obtained using the secondary feature 
algorithm are compared with those obtained using the 
modified G. R. algori thm in Table 9.1 and in Figures 9. Il 
and 9.5. In these cases the acoustic signals were sensed 
using a Bruel and Kjaer Type 4 '134 condenser microphone 
whose bandwidth extends from 20 Hz to 20 kHz. The signals 
were sampled at rates of 42 kHz for musical instruments 
and 10 kHz for speech, and digitised to 14 bits. 
Table 9.1 presents the results obtained from an 
analysis of several notes played by a selection of 
orchestral instruments. A 75 ms portion of a steady note 
is analysed in each case. To obtain a useful number of 
pi tch estimates I the period estimate T is computed at 
5 ms intervals. To ensure that the comparison with .the 
GeR. algorithm is fair, the final pitch period averaging 
(equation 9.28) is performed over a 10 ms interval rather. 
than the usual 25 InS interval. Gross errors in Tare 
defined as those estimates which differ by more than 10% 
from the eye-detected period. Gross errors are not included 
in the mean and standard deviation calculations. It is 
apparent that the secondary feature algorithm produces 
significantly fewer gross errors than the G.R. algorithm, 
and that for most notes the pitch frequency estimates 
exhibit less variation. It is worth remarking that the two 
trumpet notes which cause the G.R. algorithm to fail (notes 
2 and 3) possess waveshapes of the kind illustrated in 
Figure 9.2(b) I for which the G.R. algorithm is expected to 
fail. 
Figures 9.4 and 9.5 illustrate pitch trajectories 
obtained from utterances by a male speaker. Compare first 
the secondary feature and G.R. algorithms under the special 
conditions for which the latter is designed. Before 
digitisation, the analogue speech signals were prefiltered 
to the pass band 100 Hz to 600 Hz, which corresponds 
approximately to the first formant region. The speech 
was recorded in a room with high ambient noise level, 
due mostly to the fans 6f an air-conditioning system. 
The average signal-to-noise ratio (before filtering) 
was 20 dB. Both algorithms performed similarly, as 
Figure 9.4 shows. The pitches estimated manually from 
the displayed signal agree with the crosses and circles 
where they are closely grouped in Figure 9.4. The few 
erroneous pitch estimates produced by both algorithms 
are probably of little significance in Vocoder 
applications, because they occur at the beginning and 
end of voicing where the signal energy is low. 
In addition, subsequent pitch trajectory smoothing 
(for example using the non-linear median smoothing 
algorithm described by Rabiner, Sambur and Schmidt 
(1975)) is expected to eliminate most of these erroneous 
estimates. 
The advantages of the secondary feature algorithm 
are more pronounced for applications in which pre-
filtering is inconvenient or inappropriate. The wideband 
speech signal was recorded in an acoustically-deadened 
(but not anechoic) room. Figure 9.5 shows the secondary 
feature algorithm to be more reliable. It appears 
therefore that the latter is to be preferred whenever 
the signal to be processed is inherently wideband, 
or when speech from men, women and children is to be 
processed without prior selection of the pitch range. 
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9. 7 PITCH TRAJECTORY QUANTISATION - CONVERSION 'l'O 
NOTE TABLE FORM 
The discussion of pitch estimation techniques 
has so far concentrated on the generation of the pitch 
trajectory in the form of pitch frequency as a function 
of time. Since the quantisation intervals of both time 
and frequency are small, it is convenient to regard the 
pitch trajectory as being essentially in analogue form. 
l H I~ 
This section considers the conversion of the pitch 
trajectory into the form of a table of notes (such as the 
MOD data structure, cf. section 3.4). Two distinct 
"quantisation" processes are required. These are the 
segmentation of the pitch trajectory into separate notes 
and the recognition of the pitch corresponding to each note. 
The time segmentation and pitch quantisation tasks are 
interrelated in the sense that both time and pitch 
information are often required to separate adjacent notes. 
For example, if:a piece of music is played legato rather 
than staccato then successive notes are separated by a 
pitch discontinuity rather than by a short silence interval. 
Additional complications may arise if vibrato is present 
(since pitch variations of the order of a semitone either 
side of the actual note pitch can occur) or if a pitch 
"overshoot" occurs during the attack transient of a note. 
Also, the pitch quantisation procedure should include 
provision for notes tuned to scales other than the standard 
equally-tempered scale with A4 at 440 Hz. This is 
especially importan t for singing or humming, since a "cue 
\ !l " 
note" may not be available to the singer. 
These considerations led to the algorithm which is 
now described. The pitch trajectory is sampled at 10 ms 
intervals, which is the same sampling rate used by the 
organ keyboard input system (cf. Section 3.5). Each pitch 
period is compared with a set of pitch period thresholds, 
which correspond to the time intervals midway between 
adjacent pitch periods of the notes of the standard equally-
tempered scale. These thresholds are listed in Table 9.2, 
together with the frequencies and pitch periods of the 
equally-tempered scale tuned to A4 at 440 Hz. From the 
pitch period threshold examination is determined the pitch 
of the equally-tempered scale note which is nearest to the 
current pitch estimate. This "quantised" pitch is converted 
to the standard pitch code (listed in Table 3.3) and to the 
equivalent organ keyboard sample (see Section 3.5). These 
note parameters are stored in a short buffer memory, and 
pitch trajectory "smoothing" is performed. The main object 
of the smoothing algorithm is to delete all "notes" which 
are shorter than 40 ms, and to "bridge" short gaps (of up 
to 40 ms duration) in any note. The "smoothed" note 
parameters are then passed to subroutine REC (cf. Section 
3.5) and the note table is constructed using the MOD data 
structure (cf. Section 3.3). 
So far it is assumed that the note pitches are tuned 
accurately to the standard equally-tempered scale. However 
this is not generally true, and provision is made for 
"tuning" the system to other equally-tempered scales as 
follows. At the start of each pitch processing run the user 
18fl 
is r sted to specify whether a "tune-up" required. 
If so, then the rst (smoothed) note whose dur 
exceeds one second is taken to be the tune~up re 
note. The average period estimate is computed over the 
one second rval. The user is requested to i 
whether this note is to be aligned to the nearest note of 
the standard equally-tempered scale or to a specified p ch 
(e.g. C3). From this information is computed the pitch 
frequency in Hz to which the reference note must be al 
The effe ve signal sampling rate is then scaled so that 
DELTAT ~ DELTAT' * PPSPEC I PPREF (9.46) 
where DELTAT the reciprocal of the effective signal 
sampl rate, DELTAT' is the reciprocal of the actual 
signal sampling rate, PPSPEC is the pitch period of the 
speci reference pitch, and PPREF is the averaged pitch 
period of the tune up note. The operators * and I denote 
multipl tion and division, respectively. All subsequent 
pitch periods are computed as 
PPEST = ISAM * DELTAT (9. 47) 
where PPEST is the estimated pitch period in seconds, ISA~ 
is the number of signal samples in the estimated pitch 
period, and DELTAT is the reciprocal of the effective signal 
sampling rate. 
The note t Ie generated in this way is filed on 
disc in the same as Piano Typewriter files. 
An which lustrates the pitch trajectory 
quan and smoothing procedure is presented in 
387 
Figure 9.6, which is the tune "Georgy Girl" by 
'1'. Springfield, as hummed by Susan Frykberg. Figure 9.6 (a) 
shows the pitch trajectory obtained using the third software 
implementation of the Gold and Rabiner algorithm (see 
Section 9.3). The quantised pitch trajectory is displayed 
in MOD notation in Figure 9.6(b). The poor pitch frequency 
resolution of the pitch estimator (which results from the 
low signal sampling rate of about 8.3 kHz) is apparent when 
Figures 9.6(a) and (b) are compared. Nevertheless 
subsequent "smoothing" (not manual editing) of the HOD note 
table results in the display shown in Figure 9.6(c). The 
note-table smoothing algorithm used here deletes all notes 
whose duration is less than 100 ms. Also, if two or more 
notes overlap, all but the longest note in each overlapping 
note cluster is deleted. Figure 9.6(d) illustrates the TRAD 
notation display produced from the smoothed HOD note table 
using the transcription and editing system described in 
Chapter 4. 
9.8 SUMMARY AND CONCLUSIONS 
This chapter considers in detail the use of pitch 
estimation techniques which operate in the time domain by 
recognising recurring features of the signal waveshape. 
n general discussion of such methods is presented (cf. 
Section 9.2). This discussion forms a unified basis for 
the various algorithms described in Section 7.8, and 
suggests how these algorithms can be extended to include 
more than one "feature" of the signal waveshape. The well~ 
known Gold and Rabiner (1969) algorithm is next described, 
1 H H 
together with several modifications which ('xU'nei its pitch 
range to six octaves. The problems encountered during the 
implementation of this algorithm are identified, and 
various hardware-software tradeoffs are considered to 
speed the processing and to facilitate the temporary 
storage of the signal. 
While the Gold and Rabiner algorithm works well for 
many speech and music signals, it fails for those signals 
which possess several peaks of similar magnitude in each 
pitch period. A new algorithm which is designed to operate 
successfully on such signals is described in Section 9.4. 
This new algorithm possesses a simpler logical structure 
than the Gold and Rabiner algorithm, so that the 
implementation in hardware or software is less complicated 
for the former than for the latter. Another advantage of 
the new algorithm is that it is analytically relatable to 
autocorrelation analysis (cf. Section 9.5). The results 
presented in Section 9.6 show that for wideband speech and 
music signals the new algorithm performs better than the 
Gold and Rabiner algorithm. 
Future work should be directed towards real-time 
implementation. The first priority is the development of 
dedicated hardware which measures in real time the signal 
"primary features" (cf. Section 9.2) and their times of 
occurrence, using a signal sampling rate of at least 50 kHz. 
'1'his hardware could be incorporated directly into the signal 
preprocessor and magnetic tape storage facility used in the 
third software implementation of the Gold and Rabiner 
algorithm (see Section 9.3). In this way would be overcome 
the poor pitch frequency resolution which at present 
limts the usefulness of the latter. The second priority 
is to refine the new algorithm, since no attempt has so 
far been made to "optimise ll it for computational efficiency. 
For example, the need for a divide operation in equation 
(9.27) should be examined in the light of the comments in 
the paragraph which contains equation (9.21). The 
conversion of the existing program from floating-point to 
fixed-point arithmetic should also be considered, and the 
appropriate word size and scaling factors (if any) should 
be established. The memory stack lengths should also be 
investigated further, although those used in the existing 
program seem suitable. The resulting "optimised" program 
could also be incorporated with the signal preprocessor 
and magnetic tape storage facility to provide a useful fast 
(but not real-time) pitch estimator which overcomes many of 
the limitations of the Gold and Rabiner system. Finally, 
the design and construction of dedicated hardware which 
achieves real-time operation should be undertaken. 
Continuing developments in microprocessor technology will 
undoubtedly influence the design - for example it could 
soon be economically feasible to interconnect several 16-bit 
machines to achieve real-time operation. 
390 
'l'ABLE 9" 1 
Summary of results from representative musical instrumenl: 
signals. Each signal analysed is a 75 ms portion of a 
steady note. The pi"t.ch estimate 1/T is computed at 5 ms 
intervals. The improved algorithm employs pitch averag:Lng 
(equation 9.28) over a 10 ms interval for these results 
(the usual averaging interval is 25 ms which further reduces 
the standard deviation). Gross errors in T are defined as 
those estimates which differ by more than 10% from t:he 
eye-detected period. Gross errors are not included in the 
mean and standard deviation calculations. 
INSTRUMENT 
OBOE 
Note 1 
" 2 
" 3 
" 4 
SAXOPHONE 
Note 1 
" 2 
" 3 
" 4 
VIOLIN 
Note 1 
" 2 
" 3 
" 4 
Mean 
(Hz) 
55704 
556.1 
561.5 
558.3 
299.1 
301.0 
300.3 
30L2 
462.3 
462.7 
463.1 
457.1 
GOLD AND RABINER 
ALGORITHM 
Standard 
Deviation 
(Hz) 
2.9 
3.6 
2.9 
3.4 
1.6 
1.4 
106 
1.0 
4.1 
3.3 
3.8 
3.2 
No. of 
Gross 
Errors 
in T 
o 
o 
o 
o 
o 
o 
o 
o 
o 
2 
o 
o 
Mean 
(Hz) 
556.0 
563.0 
563.0 
556.0 
298.5 
300.8 
299.3 
301.0 
460.4 
460.4 
462.5 
455.7 
IMPROVED 
ALGORI'rHM 
Standard 
Deviation 
(Hz) 
0.0 
0.0 
0.0 
0.0 
1. 1 
0.6 
O.B 
0.0 
1.4 
8.2 
4.0 
1.8 
No. of 
Gross 
Errors 
in T 
o 
o 
o 
o 
o 
o 
1 
o 
o 
o 
o 
o 
FRENCH HORN 
Note 1 
11 2 
" 3 
" 4 
TRUMPET 
Note 1 
2 
11 3 
11 4 
FLUTE 
Note 1 
" 2 
11 3 
BASSOON 
Note 1 
" 2 
" 3 
CLARINET 
Note 1 
" 2 
" 3 
TOTAL GROSS 
ERRORS 
TABLE 9. 1 
332.2 2.9 
324.3 ·3.0 
327.2 2.7 
378.1 6.2 
414.3 2.6 
408.0 0.0 
417.0 0.0 
410.9 1.8 
852.4 11.0 
853.6 9.6 
853.5 6.7 
183.1 0.4 
186.2 1.3 
185.9 0.6 
331.9 1.0 
330.6 1.1 
332.2 1.5 
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(Con tinued) 
0 331.2 2.5 0 
0 324.7 0.7 0 
1 326.1 1.5 0 
0 379.5 6.3 0 
0 414.5 2.6 0 
11 405.1 4.3 0 
11 412.0 0.0 0 
0 408.9 1.7 0 
0 851.0 0.0 0 
0 851.0 0.0 0 
0 851.0 0.0 0 
0 183.0 0.0 0 
1 185.3 0.6 0 
0 185.9 0.4 0 
0 331. 3 0.7 0 
0 329.9 1.5 0 
0 331. 0 0.0 0 
26 1 
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TABLE 9.2 
FREQUENCIES AND PITCH PERIODS OF THE EQLJALLY-TEMPERED SCALE. 
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TABLE .2 (Continued 2) 
NOTE FREQUENCY PITCH PERIOD DECISION THRESHOLD 
(HZ) (MICROSEC. ) (HZ) (MICROSEC. ) 
C8 4186.00 239. 
4068.53 246. 
B7 3951 .06 253. 
3840.18 260. 
At7 3729.31 268. 
3624.65 ~7i ~/~. 
A7 3520.00 284. 
3421 .21 292. 
Gt7 3322.43 301 • 
3229.20 310. 
r 7 JI 3135.96 319. 
3047.95 328. 
Ft7 2959.95 338. 
2876.89 348. 
F7 2793.82 358. 
2715.42 368. 
F7 
-I 2637.02 379. 
2563.01 390. 
Dt7 2489.01 402. 
2419.16 413. 
D7 2349.31 426. 
2283.38 438. 
Ct7 2217.46 451. 
2155.23 464. 
[7 2093.00 478. 
4 
TABLE 9 2 (Continued 3) 
NOTE FREQUENCY PITCH PERIOD DECISION THRESHOLD 
(HZ) <MICROSEC. ) (HZ) CMICROSEC. ) 
r~ ~I 2093.00 478~ 
2034.26 492. 
B6 1975.53 506. 
1920.09 521 • 
Ai6 1864.65 536. 
1812.32 552. 
A6 1760.00 568. 
1710.60 585. 
816 1661.21 602. 
1614.60 619, 
86 1567.98 638. 
1523.97 656. 
FI6 1479.97 676. 
1438.44 695. 
F6 1396.91 716. 
1357.71 737. 
E6 1318.51 758. 
1281.50 780. 
Di6 1244.50 804. 
1209.58 827. 
D6 1174.65 851. 
1141 • 69 876 • 
Ci6 1108.73 902. 
1077.61 n~~ )~0. 
86 1046.50 956. 
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TABLE 9.2 (Continued 4) 
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TABLE 9.2 (Continued 5) 
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TABLE 9.2 (Continued 6) 
NO'!"!::: FI:~EC~l.JENCY PITCH F'EI:~ J (lD DECISION T H F~ I::: B HOI", Ii 
(HZ) (MICFmBEC + ) (HZ) (M ICF~CJS[:C , ) 
C4 26:1. + 6~.~ ;3B~?? " 
2:::i4.20 :':~~) 3?~ • 
B:3 246.94 40::,:jO. 
24().O:l. 4:1.66. 
A:II:;':~ 2~5;'5. OB 4290. 
2 ~.~ f.) + !:) 4 4414 • 
i:)3 220.()() 4!:,:j4!:,',i" 
2:1. ;'3.02 46'/7 • 
G:II:~5 ?O'.7.,~~,) 4B:l.6. 
~:,~ () :I. ~ ~:~;? 4 (?::,',i!::i , 
03 .1. 9!::i. 99 !:) :I. () ~;! • 
:1.90.49 ~:.:;24(? • 
F:':1I:3 :1.04.99 540!7; + 
:1, '.79. BO ~:,:j ~:.:.j 6 ~:.~ • 
F~~ :1.74.6:1. ~:)7 ~:.~? (-
:1,69. '.7:1, ~::jB\?2 • 
[;'5 :l.1.!4.B:I. 606'7. 
lbO, :l.B 6:::.~4:·3 • 
D:II:3 :1. ~:5 ~:) \' ~::; c) 6420. 
:I. ::):l • :l9 t,t.:1. -4 " 
II;3 ll~6 "B3 llD :to , 
:1.42.'/:1. ?OO'7 • 
[;:11:3 :I. 38. !:,) 9 7 ~:,~ :1. ::.'i • 
:1.34. 70 '/4;:,~4 , 
C3 :l.30.B:1. /64~5 • 
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TABLE 9.2 (Continued 7) 
NOTE FF~[C~UENCY PITCH PEI:< I un DE::CI ~:;I ON lHF"E::!:;HDI...D 
(HZ) (MICF~C)!:)EC • ) (HZ) ( i"1 I C F~ D BEe <. ) 
C''l 
., ~.J :I. 3() • f.l :1. '1()4~:;i • 
:I. ::.~ "/ • :1.4 '? ~:~ 6 ~::i .) 
r.~ ::.~ :1.2;'5.47 B099. 
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:1.06, 9:1. ()3~:5::) ~ 
0:1):2 :L 03 • B::.~ ?63:1. • 
:1.00.9:1. ')9:1.0. 
G? 9'1.9<'} :1.0204. 
<;> !::; ~ ~~~·4 :1. 049~;>. 
F:':1I:2 92.49 :I.OB:I.:I. • 
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TABLE 9.2 (Continued 8) 
NOTE FREQUENCY PITCH PERIOD DECISION THRESHOLD 
(HZ) (MICROSEC. ) (HZ) (MICROSEC • ) 
r? ~- 65.40 15289. 
63.57 15730. 
Bl 61 .73 16198. 
60.00 16666. 
A#1 58.27 17161 • 
56.63 17657. 
A1 55.00 18182. 
53.45 18707. 
G#1 51 .91 19263. 
50.45 19819. 
Gl 48.99 20408. 
47.62 20998 • 
F#l 46.24 21622. 
44.95 22246 • 
F1 43.65 22908. 
42.42 23569. 
E1 41 .20 24270. 
40.04 24971 • 
D#1 38.89 25713. 
37. 79 26455 I 
Dl 36.70 27242. 
35.67 28029 • 
C#l 34.64 28862. 
33. t~ 0/ 29695. 
C1 32.70 30578. 
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TABLE 9.2 (Continued 9) 
NOTE FREQUENCY PITCH PERIOD DECISION THRESHOLD 
(HZ) (MICROSEC. ) (HZ) (MtCROSEC~ ) 
Cl 32.70 30578. 
31 .78 31461. 
BO 30.86 32396. 
30.00 33332. 
AIO 29+13 34323. 
28.31 35314. 
AO 27.50 36364. 
26.72 37414. 
GIO 25.95 38526. 
25.22 39638. 
GO 24+49 40817. 
23.81 41995. 
FlO 23.12 43244. 
22.47 44492. 
FO 21.82 45815. 
21.21 47138. 
EO 20.60 48~40. 
20.02 49941. 
DIO 19.44 51426. 
18.89 52911. 
DO 18.35 54484. 
17.83 56057. 
CIO 17.32 57724. 
16.83 59390. 
CO 16.35 61156. 
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TABLE 9.3 
Values of E 3 (M 1 ,i) used in the modified 
Gold and Rabiner algorithm (see equation 9.21) . 
All values are in ms. 
M1 . 
, 1 E3 (t1 1 .) ,1 
o .4 to o . 8 0.03 
0.8 to 1 . 6 0.05 
1.6 to 3. 1 o. 1 
3. 1 to 6.3 0.2 
6.3 to 12. 7 o .4 
12. 7 to 25.5 o . 8 
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Figure 9. 1 I 1 trating the de fini tions of signal 
sholds and primary atures. 
signal shown is speech (a segment of 
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the vowel IAI, male speaker) ltering. 
pass band is 100 Hz to 600 Hz. 
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2 and 3 of Table 9.1). 
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( a) (b) 
Figure 9.3 Two examples "Thich illustrate the six scalar 
functions v. (t) used by the six independent period estimators. 
1 
(a) Waveform with fundamental component only. Period 
estimates 1, 2, 4 and 5 are correct, while 3 and 6 are 
incorrect. 
(b)' Waveform with fundamental and strong second harmonic 
component. Period estimates 3 and 6 are correct, 
while 1, 2, 4 and 5 are incorrect. 
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Figure 9.4 Pitch trajectories for prefiltered utterances 
of a male speaker. 
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Figure 9.6 Example of pitch trajectory quantisation and display 
in MOD and TRAD notations (cf. Chapters 3 and 4). 
The piece shown is "Georgy Girl" (T. Springfield) 
as hummed by Susan Frykberg in a quiet room. 
(a) Original pitch trajectory (2 pages). The 
relatively poor pitch frequency resolution of the 
present implementation is apparent (see Section 9.3). 
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Figure 9.6 (c) Display of smoothed quantised pitch 
trajectory. No manual editing has 
been done. 
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PAGE 1 
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Figure 9.6 (d) Display in TRAD notation of the passage 
shown in Figure 9.6(c) after transcription 
and editing. The music notation used. is 
identical to that of the original score. 
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PART 4 
SUMMARY AND CONCLUSIONS 
Most writers regard truth as their most valuable 
possession3 and therefore are most economical in 
its use. 
Marl< Twain. 
II 1/ 
CHAPTER 10 
SUMMARY AND CONCLUSIONS 
The central theme of this thesis is the application 
of digital computing techniques to music. Particular 
emphasis is placed on interactive systems in which the 
computer serves as a "secretary" or "assistant" to the 
creative human. Thus the underlying philosophy is that 
the computer should complement rather than supplant the 
musician, composer, or music teacher. Accordingly, 
considerable attention is paid to the design of the man-
machine interface and to the organisation of a system which 
provides a wide range of facilities. Other topics which are 
discussed in detail include the use of digital techniques 
for sound synthesis and the estimation of the pitch 
trajectories of speech and music signals. 
10.1 COMPUTER AIDS FOR MUSICIANS 
The early applications of computers to music 
composition, music performance, and music printing operated 
in "batch" rather than .. interacti veil mode. By the early 
1970's it became widely recognised that interactive systems 
offer sUbstantial advantages over systems which operate in 
batch processing mode. However, .to achieve their potential 
usefulness, interactive systems require that the man-machine 
interface be designed so that the user approaches the system 
II 1 1 
with a sense of convenience. Thus the user should interact 
with the system using aural and visual media that are 
already familiar, rather than be forced to learn an 
alphanumerical "language" which describes sounded or written 
music. Similarly, the commands used to specify the desired 
tasks should closely resemble the terminology normally used 
to describe those tasks. The system described in Chapters 3 
and 4 was designed with these goals as the primary objective. 
'fhis system is used for teaching, composing, and producing 
music typescript. In addition it is a useful interface for 
other computer music applications, and is used by Lamb 
(1977) and Susan Frykberg as a general-purpose "music 
operating system". 
The automatic transcriotion of aural music into the 
corresponding written conventional notation has long been 
desired by both musicians and composers (see for example 
Ashton, 1970). Fully automatic transcription is fraught 
with difficulties, and Kassler (1977) has concluded that 
this approach is not suitable for score preparation in a 
commercial music printing environment. Nevertheless the 
transcription, display and editing system described in 
Chapter 4 overcomes many of the difficulties mentioned by 
Kass ler. The system incorporates fast, flexible editing 
facilities which permit a human operator to manually correct 
any errors perpetrated by the transcription system. 'rhe 
score of an original composition by P. Norman has been 
produced in this way by the composer (who is not a trained 
computer operator) . Specific suggestions which should 
improve the speed and flexibility of the system are made 
Ij I Ij 
in Chapte r 4. 
10.2 SOUND SYNTHESIS 
The ability to generate and control sounds using 
electronic techniques has created new areas for musical 
exploration. Not only may new sounds be generated, but the 
traditional limitations of manual dexterity may be removed 
from musical performance. The methods of electronic sound 
synthesis are reviewed in Chapter 5, with particular 
emphasis on digital techniques. While this thesis was in 
press, the extensive review paper by Moorer (1977) appeared. 
Moorer's review parallels much of the material presented in 
the last two sections of Chapter 5. He also discusses the 
use of linear-prediction for music synthesis, and cites work 
by Peterson (1975, 1976a, 1976b) of which the author was 
; \ unaware. Consequently the comments in the penultimate 
paragraph of Section 5.4 should be revised to acknowledge 
Petersen's research. 
Many existing systems which use digital techniques 
for sound synthesis are implemented using a computer to 
produce the samples which are subsequently converted to 
analogue form. It is more appropriate to delegate this task 
to dedicated hardware, freeing the computer to· perform 
supervisory control. In this way real-time interaction lS 
possible, and the human operator can "orchestrate" or 
"conduct" the performance. An additional advantage of this 
approach is that nuances of performance can be controlled 
in real-time, rather than be required to be predetermined. 
A digital synthesis system which incorporates these ideas is 
described in Chapter 6. This system is being developed 
as a continuing series of M.E. projects, and a great deal 
of further work is required before its full potential is 
realised. In particular, the development of interactive 
control software is required so that performances may be 
more conveniently constructed. 
10.3 PITCH TRAJECTORY ESTIMATION 
Analysis-synthesis telephony provided a strong 
motivation for the development of techniques for pitch 
estimation from speech signals. The difficulty of this 
problem is attested to by the large number of methods 
which have been developed (McKinney, 1965; Rabiner, 
Cheng, Rosenberg and McGonegal, 1976). Hany of the 
II 1 'j 
recently developed techniques utilise signal characteristics 
which are specific to speech. In particular, cepstrum and 
inverse filtering analysis work well for speech but fail 
consistently for signals produced by some musical 
instruments. 
An extensive review of pitch estimation methods is 
given in Chapter 7. The applicability of each method to 
signals other than speech is assessed, and an indication is 
given of the amount of computation required. This latter 
is particularly important when signals whose pitches span 
more than two or three octaves are to be analysed. For 
example, in many cases the computation cost increases as 
the square of the signal sampling rate, which in turn 
depends upon the pitch range. The interdependence between 
sampling rate, pitch range, and pitch frequency resolution 
416 
is analysed for discrete autocorrelation pitch estimation. 
It is concluded that autocorrelation analysis is the most 
universally applicable pitch estimation method, although 
signal preprocessing (such as adaptive centre-clipping) 
should be used for speech to reduce the effect of the vocal 
tract response. The main disadvantage of autocorrelation 
analysis is that it is computationally expensive. Various 
computational techniques which use number theoretic 
transforms and Walsh transforms to efficiently evaluate the 
autocorrelation function are reviewed in Chapter 8. While 
these numerical techniques offer some advantages over the 
conventional FFT method, the decrease in computation effort 
is not sufficient to make autocorrelation analysis 
attractive for fast, inexpensive pitch estimation. A more 
suitable approach is to attempt to recognise recurring 
features of the time-domain signal waveform. 
In Chapter 9 a general basis of time-domain 
feature-recognition pitch estimation methods is given. 
The well-known Gold and Rabiner (1969) algorithm is 
described, and the problems encountered in its 
implementation are identified. The Gold and Rabiner 
algorithm uses only the amplitude of the signal maxima and 
minima to determine the signal periodicity. Consequently 
it is unsuccessful for signals which contain several peaks 
of similar amplitude in each pitch period. A new algorithm 
is presented which overcomes this deficiency by using 
addi tional "features" of the signal. Results from both 
speech and musical signals show that the new algorithm works 
over a wider class of signals than does the Gold and Rabiner 
I[ 1 7 
nlgorithm. In addition, the new algorithm possesses a 
simple logical structure and is analytically relatable to 
autocorrelation pitch estimation. Specific suggestions for 
the development of both hardware and software to achieve 
real-time operation are made in section 9.8. 
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APPENDIX 
A S IGNAL DA1'~~.~S:.QQ!§ITION f DISPLAY AND EDI'I'I~G_.~~~!"_EiV1. 
F.'OR TIm EAr 590 HYBRID cm1PUTER 
This appendix describes a system which permits 
signals to be sampled, stored, and subsequently edited 
using an interactive display. The present system is an 
extension of A.B. Robson's signal acquisition system, 
and was developed specifically for use in conjunction 
with a Fourier illld Walsh spectral analysis software 
package developed by the author. This latter was used 
to produce the results presented in Chapters 7 and 80 
The use of the signal acquisition and storage portion of 
the system for pitch estimation is described in Cha.pter 9. 
The computing facilities available within the 
University dictated the form of the system. The most 
convenient of these is the Electrical Engineerinq 
Department v sEAT 590 hybrid computer, which consis·Ls 
of an EAI 640 diqital computer with 16 K 16 bit: words of 
magnetic core memo:cy and fixed head disk storage for an 
additional 360 K words p a small analogue comput.er (t:he 
EAr 580), and a hybrid interface between the two uni t.s 0 
Two-way communication between the analogue and digital 
! 
computers is provided by four logic sense lines, four logic 
control lines, two general-purpose interrupt lines, 16 ADC 
channels, and six DAM channels. The maximum ADC conversion 
rate is approximately 42 kHz. An interactive graphics 
facility is incorporated with the digital computer - this 
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is described in Section 3.2. Supplementary digital storage 
is provided by magnetic tape (150 K words on each tape f wi th 
a maximum word-write rate of about 5.0 kHz) and paper tape. 
Direct memory access is not incorporated. 
The limitation of this computing configuration for 
high-speed acquisition and storage of signals whose 
durations span more than a few seconds is discussed in 
detail in Section 9.3, where the use of both analogue and 
digital magnetic tape as well as disc storage is considered. 
It transpires that for signal sampling rates of more than 
about 10 kHz an intermediate storage buffer in core memory 
is required. Since no DMAC is provided, this buffered 
signal cannot be written on to disc without interrupting 
the signal sampling procedure for an unacceptably long 
interval (typically 20 to 40 ms). The construction of a 
dedicated high-speed memory buffer connected between the 
ADC and the CPU to overcome this problem was investigated. 
However the cost of development of such hardware was not 
considered to be justified. As a consequence of this 
decision the software system described below was developed. 
The signal acquisition module operates as follows. 
The analogue signal to be sampled is patched into ADC 
channel 0 (which incorporates an analogue sample-and-hold 
to minimise the errors incurred by the non-zero conversion 
time). A clock which produces pulses at the required signal 
sampling rate is patched into general-purpose interrupt 
line o. Logic circuitry is provided so that a logic HI 
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signal into sense-line 3 initiates the sampling procedure. 
Normally this logic HI is generated when a "start button" 
is pushed. 
Once the sampling procedure is initiated the signal 
is sampled each time the sample clock interrupt occurs. 
If this sample interrupt rate exceeds 42 kHz then the latter 
sampling rate is used. The signal samples (digitised to 
14 bits) are stored one sample per word in a 12 K word core 
buffer (the remaining 4 K words of core are required by the 
sampling software, which is efficiently written in ASSEMBLY 
language). Thus a total signal duration of 1.2 seconds may 
be stored if the sampling rate is 10 kHz. An alternative 
option (selected by depressing sense switch B) truncates 
each signal sample to 8 bits and packs two samples into 
each word. However this option is of limited usefulness 
because of the consequential reduction in signal dynamic 
range. The incorporation of a non-linear (e.g. logarithmic) 
encoding characteristic would reduce this problem. However 
the additional processing time and memory required to 
implement a non-linear encoding characteristic in software 
(e.g. using table look-up) could nullify its advantages. 
When the core buffer is full the signal samples 
are automatically displayed o and if required are written 
on to a disc file, together with identifying comments. 
The display and edit module reads the specified 
file, requests the user to specify the signal sampling rate 
used g and displays the signal frame by frame. Each display 
frame is scaled to occupy 20 ms. Above the signal is 
written the frame sample number which corresponds to each 
421 
zero-crossing, local maximum u and local minimum. These 
sample numbers permit the user to specify the beginning and 
end of a "data frame" which is subsequently written on to 
a COMMON array for use by other core-image phases. An 
elementary qisc operating system is incorporated within 
the display and edit module interpreter so that these 
processing phases can be conveniently executed. It is 
worth commenting that the signal display module can also 
be used for manual estimation of pitch period "by eye" 
(cf. McGonegal, Rabiner and Rosenberg, 1975). 
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