Abstract. We start with a combinatorial definition of I-sign types which are a generalization of the sign types indexed by the root system of type A l (I ⊂ N finite). Then we study the set D I p of I-sign types associated to the partial orders on I. We establish a 1-1 correspondence between D [n] p and a certain set of convex simplexes in a euclidean space by which we get a geometric distinction of the sign types in D
types and some of its subfamilies were obtained in all the cases (see [8, 9, 11] ).
Recently sign types indexed by the root system of type A l have been studying extensively as hyperplane arrangements by quite a number of people (see [2, 3, 5, 6, 12, 13] ).
0.2.
In the present paper, we make some further developments for the sign types indexed by the root system of type A l . All the sign types mentioned in this paper are assumed in this case, but with slightly generalized forms. We start with a combinatorial definition of sign types. By this definition, the admissible sign types form only a special family, which belong to a larger and also important family of sign types associated to finite posets. We define the admissibility of a sign type also in a combinatorial way, although it is equivalent to the original definition by geometry. The new definition has the advantage that it is easier to be applied in the theoretic study.
The set D
I p of sign types associated to finite posets of the underlying set I ⊂ N is the main object studied in this paper, where N is the set of natural numbers. Let [n] = {1, 2, · · · , n} for n ∈ N. We establish the connections of D [n] p with some other mathematical objects, such as digraphs, convex simplexes, partitions of a positive integer, and use them to get a number of properties of these sign types.
We use the admissible sign types to describe a sign type in D [n] p and establish a 1-1 correspondence between the set D [n] p and a certain set of convex simplexes in a euclidean space, by which we distinguish the elements of D [n] p from D [n] − D
[n] p (set difference), where D [n] is the set of all the [n]-sign types (see 4.5 and Theorem 4.7).
0.4.
We define an action of the symmetric group S n on D [n] p , which induces a bijection between the set of S n -orbits in D [n] p and the set of isomorphism classes of posets of cardinality n. We consider the intersections of an S n -orbit O of D a (resp. D [n] da , resp. D
[n] da
) is amount to the existence of an admissible (resp. dominant admissible, resp. anti-dominant admissible) labeling of G. We show that a poset graph G has at most one (up to congruence) dominant admissible labeling, exactly one if and only if G is nice (see 5.1.). This implies that an S n -orbit of D [n] p contains at most one dominant admissible sign type (or dast for short), exactly one if and only if the corresponding poset graph is nice (see Theorem 5.2). Finally we show that the poset ([n], X ) associated to a dast X is admirable (see 6.2 and Theorem 6.7). This result has been applied to give a new characterization of Lusztig's afunction on the cells of the affine Weyl group W a ( A l ) in terms of positive roots of certain parabolic subgroups and in terms of tilting modules (see [7] ). 0.5. We can also characterize a poset graph to have an admissible or anti-dominant admissible labeling. But this will be more complicated than the case of having a dominant admissible labeling. We shall deal with this in a forthcoming paper. 0.6. The content of the paper is organized as below. We define sign types and introduce some general concepts related to sign types in section 1. Then in the subsequent sections, we pay a special attention to the set D p and its complement in D [n] . In section 5, we give a graph-theoretical criterion for an S n -orbit O of D [n] p to contain a dast and show that O contains at most one dast. Finally, we show the admirability of a poset associated to a dast in section 6. §1. Sign types.
1.1. Let I be a finite subset. By an I-sign type (or just a sign type), we mean a matrix X = (X ij ) i,j∈I over the symbol set Ξ = {+, , −} subject to the requirement: for any i, j ∈ I
X is determined entirely by the "upper-unitriangular "part X ∆ = (X ij ) i<j of the matrix. So we can identify X with X
be the set of all the I-sign types.
An I-sign type X is regular, if all the entries X ij , i = j are in the set {+, −}.
When (I, ) is a totally ordered set, we can define some more kinds of I-sign
) be the set of all the regular (resp. dominant, resp.
anti-dominant) I-sign types.
The above definitions of sign types can be extended to the case where I is a poset. In particular, when I is a trivial poset (i.e. a set without any relation among elements), any I-sign type is dominant and anti-dominant. Of course, this case is not interesting to us. In the present paper, we always assume that I is a finite subset of N. Thus I is totally ordered. We are particularly interested in the case where I = [n] for some n ∈ N. The root system of type A n−1 can be
essentially a Φ-sign type (X ij ) i =j , the latter can be obtained from X by removing all the entries X ii , i ∈ [n], which are all .
Symbolically, one may think of a sign type as a skew-symmetric matrix over the prime field of characteristic 3 or over the set {−1, 0, 1}.
Example
In the case where I = [3] , we arrange the entries of the upperunitriangular part of an I-sign type X in the following way.
Then there are 2 3 different I-sign types in total, displayed as below.
(
where we set a total ordering on the symbols: − < < +.
Let I c be the set of all the triples (i, j, k) in I 3 such that the sequence i, j, k is a cycle permutation of their natural (weak) increasing ordering. Then in the above definition, the condition "any i < j < k in I "can be equivalently replaced by "any (i, j, k) ∈ I c ". 
and D [n] a are known for any n ∈ N (see [8, 9, 11] ).
The following result can be deduced directly from the definition. 
. This is a euclidean space of dimension n − 1 with inner product (
we set
Then X is only dependent on C, but not on the choice of v in C. Identify C with X and call it a sign type.
Note that not all the [n]-sign types can be obtained in this way. Proof. The first equivalence is a result of [8, 9] . The second equivalence follows directly from the definition of an admissible sign type by setting I = [n].
From this proposition, we see that the regular admissible sign types are in 1-1 correspondence with the Weyl chambers in E. where an arrow of G is an ordered pair (x, y) with x, y ∈ V . Written G = (V, E).
To an I-sign type X = (X ij ) i,j∈I , we associate a digraph G X = (V, E) by setting V = I and E = {(i, j) | X ij = +}. Clearly, up to isomorphism, a digraph is associated to a sign type if and only if it is finite, contains no loops, no multiarrows and no length 2 direct circle, that is, it contains no arrow of the form (x, x) and contains at most one of the arrows (x, y), (y, x) for any x = y in V . In this paper we shall always assume a digraph satisfying these conditions and identify it with the associated sign type.
Here and later, we use the concepts and the terminologies of the graph theory quite often. It is hard for us to provide all the initial definitions in the paper. We refer the readers to the book [14] as a dictionary.
1.9. Let S n be the symmetric group on the set [n]. For any
and any w ∈ S n , we set w(X) = (X w(i),w(j) ). This defines an action of S n on D [n] .
Two sign types in D [n] are in the same S n -orbit if and only if their associated digraphs are isomorphic (see 1.8) . The action of S n respects the relation on
(see 1.7). So it fixes the trivial sign type and stabilizes the set D
[n] r (see
1.1). But it does not stabilize the set D [n]
a (see 1.3 and Example 1.2). Then it is interesting to study the intersections of an S n -orbit of D [n] with the set D 
Proof. We must show the following statements. For any i, j, k ∈ I, Under the assumption of (b), suppose i = j. Then X ij = X ji = +, contradicting (1.1.1). So we must have i = j as required for (b).
2.3.
Note that not all the partial orders on I are associated to the admissible sign types as above. However, to a partial order on I, we can associate a sign type
, if otherwise.
Y is not always admissible, but admissible when is a linear order (i.e. Y regular). (1)- (19) are associated to the partial orders on [3] .
Let D I p be the set of all the sign types associated to the partial orders on I.
Proof. Let X be the relation on I associated to X. The implication "=⇒"is amount to asserting that a partial order relation on I is transitive and so it is obvious. For the reversing implication, the given condition guarantees the transitivity of the relation X . The remaining thing is to show that if i, j ∈ I satisfy both relations i X j and j X i then i = j. The relation i X j (resp. j X i) implies either i = j or X ij = + (resp. either i = j or X ji = +) holds. If i = j then it would imply {X ij , X ji } = {+, +} , contradicting (1.1.1). Hence we must have i = j and so our result follows.
Proof. This follows from (1.3.1), (1.3.2), Example 1.2, and the notices in 1.3 and 2.5. Note that in Corollary 2.8, we presuppose X ∈ D I p in (2), but not in (4). 2.9. Recall in 1.9 that we defined an action of S n on the set D [n] .
and only if for any i < j < k in I, the equation
p by Lemma 2.6. So by restriction, we get an action of
p has non-empty intersections with both sets D ra coincides with that on the Weyl chambers, the latter is S n -simply-transitive (see [1] ). So we get (1).
The assertion (2) was actually mentioned in 1.3, whose proof can be reduced to the case of n = 3, the latter is straightforward. The action of S n respects the relation on D [n] p (see 1.7). We know that any sign type in D [n] p can be extended to a regular admissible sign type by Lemma 2.4, and that there is a (unique) regular admissible sign type which is dominant (resp. anti-dominant). We also know that a retraction of a dominant (resp. anti-dominant) sign type is again dominant (resp. anti-dominant). These facts, together with (1), implies (3). Finally, (4) is obvious.
2.11. Example. In Example 1.2, there are seven S 3 -orbits: {(1)}, {(4), (12) , (15)}, {(5), (13) , (16)}, {(6), (7) , (8), (9), (10), (11)}, {(2), (3), (14) , (17), (18) [3] p , each of which contains some dominant and also some anti-dominant sign types. In particular, there is a unique dominant admissible sign type in each S 3 -orbits of D [3] p . The last phenomenon only conditionally holds for an arbitrary n ∈ N (see Theorem 5.2 for a precise statement). §3. Poset graphs. In particular, this implies that a poset graph contains no direct circle by the fact that G contains no arrow of the form (x, x), x ∈ V (By a direct circle in
t).
A digraph G = (V, E) satisfying the following property is called a Hasse graph.
There is a natural 1-1 correspondence between poset graphs and Hasse graphs without direct circles (up to isomorphism). We shall identify a poset graph with the associated Hasse graph. In the remaining part of this section, we fix a poset graph G = (V, E). 
A labeling of
Recall in 1.8 that we associated any X ∈ D 3.5. Let (a, b) ∈ E. We say that τ is increasing (resp. decreasing) at (a, b),
is dominant (resp. antidominant) if and only if τ is increasing (resp. decreasing) at all the arrows of G. We call τ an admissible (resp. dominant admissible, resp. anti-dominant admissible) labeling if Z(G(τ )) is an admissible (resp. dominant admissible, resp.
anti-dominant admissible) sign type.
We shall use the abbreviations a.l., d.a.l. andd.a.l. for the terminologies admissible labeling, dominant admissible labeling and anti-dominant admissible labeling, respectively.
In a poset graph G = (V, E), two vertices v, w ∈ V are comparable if either (x, y) or (y, x) is in E, and incomparable if otherwise.
The following result gives some criteria for these labelings. 
(3) τ is dominant admissible if and only if τ is increasing at all the arrows of

G, and the condition (2)(i) holds for any triple a, b, c ∈ V described in (2). (4) τ is anti-dominant admissible if and only if τ is decreasing at all the arrows of G, and either of the conditions (ii), (iii) holds for any triple a, b, c ∈ V described in (2).
Proof. (1) holds since G is a poset graph. (2)- (4) are just the graph-theoretic versions of Lemma 2.7 and Corollary 2.8.
3.7.
We say that a poset graph G is admissible (resp. dominant admissible, resp. anti-dominant admissible) labelable, if there is a labeled poset graph of G whose associated sign type is admissible (resp. dominant admissible, resp. anti-dominant p containing X contains an admissible (resp. dominant admissible, resp. anti-dominant admissible) sign type.
The following result is concerned with the relation of the labelability between a poset graph and its full subdigraphs. 
Then any full subdigraph of G is also a. . (resp. d.a. ., resp.d.a. .).
Proof. Obvious. §4. Geometry of D [n]
p . We gave a geometric interpretation in 1.5 for the admissible [n]-sign types. In the present section, we shall extend it to the elements of D [n] p .
Recall the notations E, H
F X ⊆ H as follows. For 1 i < j n, we designate H ij;1 (resp. H ij;0 ) to F X if and only if X ij = + (resp. 
)). Then for any i < j, we have
a i − a j = 0, 1; moreover, we have a i − a j > 1 if X ij = +, and a i − a j < 0 if
Then v ∈ Y and Y ∈ X . This shows (4.2.1) and hence the equation in (3) follows.
The convexity of C X is obvious.
4.3.
Let C be the set of all the connected components of E F with F ranging over the subsets of H.
From the above proposition, we see that π :
One may ask if it is possible that two different elements of D [n] p give rise to the same element in C. The answer will be negative.
Note that if X ∈ D
[n] p is not admissible, then by Lemma 2.7, there exist at least two pairs {i, j}, {h, k} ⊆ [n] with |{i, j} ∩ {h, k}| = 1 and X ij = X hk = .
Then for any χ ∈ Ξ (see 1.1), there is some Y ∈ X with Y ij = χ. In particular, when χ ∈ {+, −}, we can choose Y to be regular.
Take a linear order extension of the partial order X on R, say
Moreover, with respect to X , we have the following facts for any m ∈ T , p ∈ P and q ∈ Q. Take a linear order extension of the partial order X on T , say
Then by (a)-(c), both of the following orderings are linear order extensions of the partial order X on [n].
Let Y (resp. Z) be the sign type associated to the linear ordering (4.4.1) (resp. − D [3] p (i.e. X is one of the sign types (20)- (27)), either X = ∅ (for X=(26), (27)), or there exists some i = j in [3] with X ij = such that {Y ij | Y ∈ X } Ξ (for the remaining X). This implies that the property of a sign type X stated in Proposition 4.4 distinguishes the elements of D
p . This still holds when [n] is replaced by any finite subset I ⊂ N.
By Proposition 4.4, we get the following result.
Proof. By Lemma 2. 
Proof. (1) follows by Proposition 4.2, Lemma 4.6 and from the relation between F X and C X . Next we show (2) . By Propositions 4.2 and 4.4, any C ∈ im π satisfies one of the conditions (i)-(iii) for any i, j, 1 i < j n. Conversely, suppose that C ∈ C satisfies these conditions. Define an [n]-sign type X = (X ij ) such that for any i, j, 1 i < j n,
By Lemma 2.6, we can show
p containing a dast. In this section, we shall characterize a poset graphs to be d.a. . (see 3.7). This provides us a graph-theoretic criterion for an S n -orbit of D [n] p containing a dast (see 0.4). We shall also show that each S n -orbit of D [n] p contains at most one dast.
A poset graph is of type (A) (resp. (B)) if its associated Hasse graph is as below.
•
A poset graph is A-avoiding (resp. B-avoiding), if it contains no full subdigraph of type A (resp. B). A poset graph is nice, if it is both A-and B-avoidings.
Theorem 5.2. (1) A poset graph is d.a. . if and only if it is nice. (2) A poset graph has at most one d.a.l. (up to congruence, see 3.5 and 3.2). (3) Each
p contains at most one dast, exactly one if and only if the corresponding poset graph is nice.
5.3.
In a poset graph G = (V, E), we associate to any x ∈ V two vertex sets (
Proof. Assertion (1) is obvious in the case where a, b are comparable (see 3.5).
When a, b are incomparable, this follows by the condition that G is A-avoiding.
(2) and (3) hold since G is B-avoiding. It remains to show (4) .
Now assume that G = (V, E) is a nice poset graph with
Then by Lemma 5.4 (1),(2), there is a permutation
If there is another permutation j 1 , j 2 , · · · , j n of 1, 2, · · · , n satisfies (5.5.1) with the subscripts i k replaced by j k for all k, 1 k n, then the sequence a j 1 , · · · , a j n can be obtained from a i 1 , · · · , a i n by permuting some associated terms (see 5.3).
Lemma 5.6. Suppose that a poset graph G = (V, E) is nice with
Proof. For any (a i , a j ) ∈ E, we have X a i X a j and so i < j by (5.6.1). This means that τ is increasing at all the arrows of G (see 3. ( That is, there is a digraph automorphism σ of G such that σ(
So τ = ησ and hence τ and η are congruent (see 3.2).
(3) This follows from (1), (2) and Lemma 3.4. §6. Admirability of posets associated to dasts.
In the present section, we shall show that a poset (I, X ) associated to an I-dast X is admirable (see 6.2 for the definition).
6.1. Let (P, ) be a poset. By a chain of P , we mean a subset J of P such that 
6.2.
Let d k (k 1) be the maximal possible cardinality of a k-chain-family in P .
for 1 < i r. Then λ 1 λ 2 · · · λ r by a theorem of C. Greene (see [4] ). We get a partition λ = (λ 1 , · · · , λ r ) of n, called the partition associated to the poset P .
Note that there does not always exist an r-chain-family P = J 1 ∪ · · · ∪ J r with
i r for the poset P . A poset P is admirable if there does exist such an r-chain-family. The admirable posets play an important role in the combinatorics and in the group theory (see [7, 8, 10] for example).
6.3. Now take a poset to be a finite subset I of N with the partial order X determined by an I-dast X = (X ij ) (see 2.1). In the subsequent discussion, an I-dast X is fixed. So by the poset I, we always refer to the partial order X . Let λ = (λ 1 , · · · , λ r ) be the partition of n = |I| associated to this poset.
We have the following result concerning the relations between two orders X and on I which will be useful in the subsequent discussion. 
Proof. It is easily seen that X ∈ D
I
is dominant if and only if X satisfies condition (1). By Corollary 2.8 (4), we also see that X ∈ D I d is admissible if and only if X satisfies condition (2). Then our result follows from these two facts. Furthermore, we can also define a lexicographic order k on the set ∆ k (I, X) of all the d.f.'s (see 6.1) of the k-chain-families of I (k 1) as below. We write 
6.6. For any k 1, we define a k-chain-family
in the poset (I, X ) as follows. Let i, 1 i k. Suppose that we have got all the
We want to find a chain
Otherwise, we take a i1 to be the smallest number in E i . Inductively, having got a ij for some j 1, we either take a i,j+1 to be the smallest number h in E i with h > a ij and X a ij ,h = + whenever it exists, or set m i = j if otherwise.
We see that the expression (6. 
