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In diesem Kapitel soll ein kurzer U¨berblick u¨ber die Mikrofluidik im Allgemeinen
gegeben werden. Im Anschluß daran wird gesondert auf das hier relevante Teilge-
biet eingegangen, das Mischen in mikrofluidischen Stro¨mungsanlagen; es wird ein
U¨berblick u¨ber den Stand der Technik gegeben, und die Motivation fu¨r die gestellte
Aufgabe wird erla¨utert.
1.1 Mikrofluidik
Der Begriff Mikrofluidik bezieht sich auf Stro¨mungen mit typischen La¨ngenskalen
unter einem Millimeter. Mit dem Aufkommen moderner Mikrofertigungstechnologi-
en wie beispielsweise der Lithographie aus der Halbleiterindustrie oder der Mikro-
fertigung (herko¨mmliche Bearbeitungsmethoden wie Drehen, Fra¨sen, Bohren, spe-
zialisiert auf kleine Dimensionen), sowie z.B. A¨tzverfahren wurde es Anfang der
neunziger Jahre mo¨glich, Bauteile mit Abmessungen im Mikrometerbereich mit
hoher Pra¨zision zu fertigen. Der Begriff
”
Miniaturized total chemical analysis sy-
stems“ (µTAS) wurde erstmals in der chemischen Prozeßindustrie gepra¨gt [31],
wo zuerst ein Bedarf an Anlagen bestand, welche deutlich kleiner ausfielen als die
herko¨mmlichen Gera¨tschaften; spa¨ter wurden die besonderen Vorteile auch in der
chemischen und biomedizinischen Analytik sowie der Lebensmittelindustrie wahr-
genommen. Der Gewinn in der Verwendung solcher miniaturisierter Apparaturen
liegt unter anderem im geringeren Verbrauch oftmals teurer und knapp bemessener
Chemikalien zur Analyse oder Weiterverarbeitung. Chemische Reaktionen laufen we-
sentlich schneller ab als in makroskopischen Anlagen, was die Prozeßzeiten drastisch
herabsetzt, und die thermische Prozeßkontrolle wird durch das große Verha¨ltnis von
Oberfla¨che zu Volumen deutlich erleichtert. Aufgrund der kleinen Abmessungen las-
sen sich alle notwendigen Prozeßschritte auf kleinem Raum integrieren; hier entstand
der Begriff des
”
Lab-on-a-chip“ (LOC). Mit diesen Technologien ist es mo¨glich, klein-
ste Stoffmengen, insbesondere Flu¨ssigkeiten im Nano- bis Picoliterbereich, zu analy-
sieren und zu verarbeiten. Weiterhin wird die zeitgleiche, parallele Durchfu¨hrung von
Prozeßschritten gangbar, was z.B. in der Genomanalyse, wo derselbe Vorgang viele
Male mit variierten Reaktanden bewerkstelligt werden muß, eine große Zeiterspar-
nis bedeutet; dasselbe gilt fu¨r DNA- oder Medikamentenanalysen oder kombinatori-
sche Synthesen. Weitere Anwendungsfelder, welche von der Mikrosystemtechnologie
profitieren, sind zahlreiche Arbeitsschritte aus der Biotechnologie wie z.B. die Be-
handlung einzelner Zellen mit Testsubstanzen; hier kann es z.B. von entscheidender
Bedeutung sein, daß die Positionierung der Zelle im Raum und die Applikation von
Substanzen auch mit subzellularer Genauigkeit (beispielsweise die Anstro¨mung nur
einer Ha¨lfte der Zelle mit einer Na¨hrlo¨sung) vorgenommen werden kann. Das Sor-
tieren von Zellen, Polymeren oder von in einer Tra¨gerflu¨ssigkeit dispergierten Par-
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tikeln wird auch deutlich erleichtert, ebenso wie andere Standardverfahren wie die
Kapillarelektrophorese oder die Erstellung von Immunoassays. Ein weiterer Vorteil
von µTAS ist die gute Handhabbarkeit und Mobilita¨t der Gera¨tschaften aufgrund
der kleinen Abmessungen. So wird es z.B. mo¨glich, scha¨dliche Substanzen erst am
Ort des Gebrauchs in nicht mehr als der erforderlichen Menge herzustellen, was
Transport und Lagerung erheblich erleichtert. Es ko¨nnen bei Bedarf Analysen ver-
schiedenster Stoffe direkt vor Ort vorgenommen werden, und der Ablauf von stark
exothermen Reaktionen (Explosionsgefahr) wird durch die sehr kleinen Stoffmengen,
welche nun fu¨r die vorgesehenen Arbeitsga¨nge ausreichend sind, deutlich entscha¨rft.
Die meisten der genannten Verfahren sowie viele weitere beinhalten die Handha-
bung und die Verarbeitung von Flu¨ssigkeiten; hier kommt die Mikrofluidik zum Ein-
satz. Die Flu¨ssigkeiten mu¨ssen in oftmals komplexen Stro¨mungskanalverschaltungen
transportiert, getrennt, vermischt, umgeleitet, analysiert, mit Feststoffpartikeln an-
gereichert oder zu chemischen Reaktionen angeregt werden. Dazu beno¨tigt man
elementare Bauelemente wie Ventile, Pumpen, Mischer, Sensoren, Schalter, Disper-
gierer, Filter, Reaktionskammern und Heizelemente. Diese Grundbausteine werden
dann zu komplexen Gesamtsystemen verschaltet und ko¨nnen so vielfa¨ltige Aufga-
ben u¨bernehmen. Bei der Auslegung mikrofluidischer Anlagen muß im Rahmen von
Simulationsrechnungen auch auf theoretische Modelle zuru¨ckgegriffen werden. Trotz
der kleinen La¨ngenskalen ist fu¨r Flu¨ssigkeiten immer noch der herko¨mmliche konti-
nuumsmechanische Ansatz gu¨ltig; allerdings gewinnen Oberfla¨cheneffekte und rein
geometrische Eigenschaften der Stro¨mungsstrukturen (Kanalformen, Querschnitts-
Aspektverha¨ltnis) im Gegensatz zu makroskopischen Anlagen wegen des wesentlich
gro¨ßeren Verha¨ltnisses von Oberfla¨che zu Volumen stark an Bedeutung. Tra¨gheitsef-
fekte hingegen spielen eine untergeordnete Rolle, was an der kleinen Reynolds-Zahl
deutlich wird; diese liegt meist in der Gro¨ßenordnung O(1). Auf mikrofluidische
Stro¨mungen kann auf vielfa¨ltige Weise Einfluß genommen werden, so z.B. mittels
von außen eingebrachter Kraftfelder; hierzu za¨hlen etwa angelegte Druckgradienten,
elektrische und magnetische Felder, akustische Einflu¨sse oder Kapillarkra¨fte. Ein
weiteres Beispiel zur Beeinflussung ist die kontrollierte zyklische Deformation von
Kanalwa¨nden, was zum peristaltischen Pumpen genutzt werden kann. Etablierte
Verfahren wie das elektroosmotische Pumpen beruhen ebenfalls auf einem typischen
mikrofluidischen Pha¨nomen, der sog. elektrischen Doppelschicht; hierauf wird in Ka-
pitel 2 gesondert eingegangen werden.
1.2 Mischen bei kleinen Reynolds-Zahlen
Ein wichtiges Grundelement vieler mikrofluidischer Aufgabenstellungen ist das Ver-
mischen von Flu¨ssigkeiten. Allgemein besteht dieser Vorgang aus zwei Teilprozes-
sen, na¨mlich (i) der Vergro¨ßerung der virtuellen Grenzfla¨che1 zwischen den Flu¨ssig-
1Strenggenommen existiert zwischen mischbaren Flu¨ssigkeiten keine Grenzfla¨che. Dennoch wird
in der gesamten Arbeit von einer ”(virtuellen) Grenzfla¨che“ gesprochen werden, wenn der Grenz-
bereich gemeint ist, in welchem die Flu¨ssigkeiten einander kontaktieren und durch molekulare
Stoffdiffusion miteinander vermischt werden.
3 Kapitel 1 Einleitung
keiten und (ii) dem Abschluß des Mischvorgangs durch Stoffdiffusion auf moleku-
larer La¨ngenskala. Die Vergro¨ßerung der Grenzfla¨che zwischen den Flu¨ssigkeiten
begu¨nstigt die Stoffdiffusion, da nun gro¨ßere Anteile der beiden Flu¨ssigkeiten inein-
ander diffundieren ko¨nnen. In herko¨mmlichen, makroskopischen Anlagen wird diese
Vergro¨ßerung meist durch Verru¨hren mit Hilfe gewollter Stro¨mungsturbulenz oder
Ru¨hranlagen bewerkstelligt, da hier die Reynolds-Zahlen ausreichend groß sind die
geometrischen Abmessungen genu¨gend Raum fu¨r bewegte mechanische Teile lassen.
In Mikromischern hingegen sind die Reynolds-Zahlen aufgrund der geringen Abmes-
sungen u¨blicherweise so klein, daß Turbulenz nicht auftritt und Ru¨hrwerkzeuge nicht
oder nur in Einzelfa¨llen mit extrem großem Aufwand realisiert werden ko¨nnen. Die
Problematik bei Mikromischern besteht also darin, den Teilschritt (i), die Vergro¨ße-
rung der Grenzfla¨che zwischen den Flu¨ssigkeiten, zu bewerkstelligen. Hierzu sind in
der Literatur mehrere Ansa¨tze zu finden; diese lassen sich in zwei Kategorien eintei-
len. (i) Passive Mikromischer zeichnen sich meist durch stationa¨re Durchstro¨mung
sowie eher komplizierte Geometrien aus, wa¨hrend (ii) aktive Mikromischer zumeist
zeitabha¨ngig arbeiten und in relativ einfachen, oftmals ebenen Geometrien realisiert
werden ko¨nnen; der Mischvorgang wird durch das Einbringen von zusa¨tzlicher Ener-
gie von außen gefo¨rdert. Durch die auftretenden, zusa¨tzlichen Parameter (Amplitu-
den, Frequenzen oder a¨hnliches) kommen zusa¨tzliche Freiheitsgrade hinzu, welche
genutzt werden, um den Mikromischer auf die jeweilige Anwendungssituation abzu-
stimmen und so das Mischergebnis individuell zu optimieren. Das popula¨rste passive
Prinzip ist die Multilamination [46]. Durch mehrfaches Aufspalten und Wiederzu-
sammenfu¨hren von Teilstro¨men der aneinandergrenzenden Flu¨ssigkeiten wird eine
schnelle Vergro¨ßerung der Grenzfla¨che sowie eine Reduzierung der Dicke einzelner
Flu¨ssigkeitslamellen erreicht. Die Realisierung dieses Prinzips in einer Mischergeo-
metrie bedingt jedoch immer eine komplizierte, dreidimensionale Stro¨mungsfu¨hrung,
was eine entsprechend aufwendige Fertigung des Mischers impliziert und deshalb
nicht ohne weiteres fu¨r die billige Massenfertigung geeignet ist. Ein weiteres Mischer-
konzept beruht auf Zentrifugalkra¨ften, die in Kanalkru¨mmern auftreten [55]. Jenseits
einer kritischen Stro¨mungsgeschwindigkeit bilden sich sog. Dean-Wirbel aus, welche
als Sekunda¨rstro¨mung im Kanalquerschnitt die Flu¨ssigkeiten miteinander verru¨hren.
Auch chaotische Advektion kann zur Vermischung genutzt werden. In [50] wird eine
Kanalwand geeignet mit Riefen strukturiert, um eine chaotische Sekunda¨rstro¨mung
zu erzeugen; [29] und [6] verwenden einen helixfo¨rmigen Kanal, um ebenfalls chao-
tische Stro¨mungsformen zu erzeugen. Mit Hilfe von mechanischen Ultraschallwellen
ko¨nnen Sto¨rungen in die Stro¨mung eingebracht werden, welche den Mischvorgang
fo¨rdern [54]. [35] verwendet zeitlich vera¨nderliche Seitenkanalstro¨mungen, mit deren
Hilfe die Stro¨mung im Hauptkanal periodisch gesto¨rt wird und so eine komplexe
Mischerstro¨mung hervorruft. In Abha¨ngigkeit von den Geschwindigkeitsamplituden
in den Seitenkana¨len und der Phasenverschiebung der Seitenkanalstro¨mungen zuein-
ander kann auch mit diesem Prinzip eine chaotische Systemantwort erreicht werden.
[36] regt mit einem externen elektrischen Feld eine bislang noch nicht erkla¨rte In-
stabilita¨t an, welche die Grenzfla¨che zwischen den Flu¨ssigkeiten la¨ngt und auffaltet.
[42] versieht die Kanalwa¨nde mit einer wechselnden Verteilung des Zeta-Potentials,
wodurch zellulare Stro¨mungen entstehen, wenn von außen ein elektrisches Feld an-
gelegt wird; bei zeitlich vera¨nderlichem Zeta-Potential auf den Kanalwa¨nden kann
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es zu chaotischer Advektion kommen, was die Vermischung weiter begu¨nstigt. [30]
ordnet am Boden einer Mischkammer Gruppen von Rotoren an, welche aus einem
magnetisierbaren Material mikrogefertigt sind. Diese werden durch ein rotierendes
Magnetfeld in Bewegung versetzt und wirken so als mechanische Ru¨hrer. Weiterhin
ko¨nnen Magnetfelder im Zusammenspiel mit elektrischen Feldern in Elektrolyten
Lorenz-Kra¨fte induzieren, mit welchen die Mischerstro¨mung beeinflußt werden kann
[5, 43, 56].
Das in der vorliegenden Arbeit zur Anwendung kommende Prinzip zur Fo¨rderung
der Vermischung zweier Flu¨ssigkeiten beruht auf der Wirkung von außen angeleg-
ter elektrischer Felder auf die Flu¨ssigkeiten in der Na¨he der Kanalwa¨nde, wo das
Stro¨mungsmedium elektrisch nicht neutral ist; dieser fu¨r Flu¨ssigkeits-Mikrostro¨mun-
gen typische Effekt wird in Kapitel 2 na¨her erla¨utert. Es wird von einem generischen
Mischermodell nach Abbildung 1.1 ausgegangen. Die beiden zu mischenden Flu¨ssig-
keiten werden, aus zwei getrennten Zufu¨hrungskana¨len kommend, in einen gemein-
samen Mischkanal geleitet, wo die eigentliche Vermischung stattfindet. In diesem
Mischkanal soll mit Hilfe externer elektrischer Kra¨fte die Vermengung der Flu¨ssig-
keiten realisiert werden (
”
elektrisches Ru¨hren“), so daß die Grenzfla¨che zwischen
den Flu¨ssigkeiten mo¨glichst stark gela¨ngt und aufgefaltet wird und die molekula-
re Stoffdiffusion den Mischvorgang effizient abschließen kann. Welche Maßnahmen
zur Lo¨sung dieser Aufgabe zu treffen sind, soll in der vorliegenden Arbeit gekla¨rt
werden.
Abbildung 1.1: Generisches Mischermodell.
In Kapitel 2 soll die Physik der elektrischen Doppelschicht eingefu¨hrt werden. Im
Anschluß daran erla¨utert Kapitel 3 die Ergebnisse der asymptotischen Na¨herungen,
die hier zur Verwendung kommen. Diese Na¨herungen fu¨hren zu einer deutlich ver-
einfachten numerischen Behandlung der Mikromischerstro¨mungen. Danach soll das
niedrigdimensionale Modell vorgestellt werden, mit dessen Hilfe queroszillierende
Kanalinnenstro¨mungen berechnet werden, um ein Kriterium zur Vermischungsgu¨te
abzuleiten. Kapitel 5 erla¨utert das bei der Simulation der Mischerstro¨mungen zur
Anwendung kommende numerische Verfahren, die zugeho¨rige Verifikation und ver-
anschaulicht die Verwendung des in Kapitel 3 abgeleiteten asymptotischen Mo-
dells. In Kapitel 6 werden verschiedene Ansa¨tze zur Vermischungsbewertung dis-
kutiert und miteinander verglichen, und es wird ein Kriterium zur Bewertung der
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Vermischungsgu¨te abgeleitet. Die Ergebnisse zur Vermischung in mikrofluidischen
Stro¨mungsanlagen mit Hilfe elektrischer Kra¨fte werden in Kapitel 7 vorgestellt, und
es werden Schlußfolgerungen gezogen, wie eine mo¨glichst optimale Vermischung er-
reicht werden kann. Kapitel 8 faßt die Arbeit zusammen und gibt einen Ausblick




Werden zwei unterschiedliche Phasen, z.B. ein fester Stoff und eine Flu¨ssigkeit, in
Kontakt miteinander gebracht, so wird sich an ihrer gemeinsamen Kontaktfla¨che
eine Ladungstrennung ausbilden. Wenn auf einer Seite der Phasengrenzfla¨che ein
U¨berschuß an positiver Ladung vorhanden ist, wird sich auf der anderen Seite ein
U¨berschuß an negativer Ladung ausbilden. Diese Anordnung von Ladungen an ei-
ner Phasengrenze wird als Elektrische Doppelschicht (engl. Electrical Double Layer,
EDL) bezeichnet. Dieses Pha¨nomen ist in vielen Bereichen der Technik von Be-
deutung, so z.B. in der Elektrokinetik, bei der Elektrokatalyse, bei Korrosion, Ad-
sorption und Kristallwachstum, fu¨r die Stabilita¨t von Kolloiden, in Stro¨mungen
von Kolloid-Suspensionen oder Stro¨mungen von Elektrolyten durch poro¨se Medien.
Insbesondere in elektrokinetischen Anwendungen wie der Elektroosmose und der
Elektrophorese wird dieser Effekt gezielt ausgenutzt (elektroosmotisches Pumpen,
elektrophoretische Trennung).
Im Folgenden soll ein kurzer U¨berblick u¨ber elektrokinetische Pha¨nomene gegeben
werden. Im Anschluß daran werden mehrere Modellansa¨tze fu¨r die EDL vorgestellt,
wie sie in der Literatur zu finden sind. Abschließend wird das Modell vorgestellt,
welches in der vorliegenden Arbeit fu¨r die Simulationsrechnungen verwendet wird.
2.1 Elektrokinetische Effekte
Wenn ein Elektrolyt und eine geladene Festko¨rper-Oberfla¨che in Kontakt mitein-
ander stehen, bildet sich in der Regel eine EDL aus. Wechselwirkt diese EDL mit
einem elektrischen Feld, und befindet sich die eine Phase in Bewegung relativ zu der
anderen Phase oder wird in Bewegung versetzt, beobachtet man vier verschiedene
Pha¨nomene, die unter dem Begriff Elektrokinetik zusammengefaßt werden.
Elektrophorese Bewegung einer geladenen Oberfla¨che relativ zu einer Flu¨ssigkeit
aufgrund eines angelegten elektrischen Feldes, z.B. die Wanderung von gela-
denen Partikeln (Ionen oder Makromoleku¨le mit umgebender EDL) in einem
Elektrophorese-Gel.
Elektroosmose Bewegung einer Flu¨ssigkeit relativ zu einer stationa¨ren Oberfla¨che
aufgrund eines angelegten elektrischen Feldes, z.B. elektroosmotisches Pumpen
eines Elektrolyten durch eine Kapillare.
Streaming Potential Wenn ein Elektrolyt entlang einer Grenzfla¨che stro¨mt, baut
sich ein elektrisches Feld auf, das durch den Transport der in der Flu¨ssigkeit
befindlichen Ladungstra¨ger in Fließrichtung hervorgerufen wird. Ein Beispiel
ist das hydrodynamische Pumpen eines Elektrolyten durch einen Mikrokanal,
wobei sich ein elektrisches Feld entgegen der Fließrichtung aufbaut. Hier sind
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im Vergleich zur Elektroosmose Ursache (Stro¨mung) und Wirkung (elektri-
sches Feld) vertauscht.
Sedimentation Potential Bewegung einer geladenen Oberfla¨che relativ zu einer
Flu¨ssigkeit, z.B. das schwerkraftbedingte Absetzen von geladenen Partikeln
(Sedimentation) in einer Flu¨ssigkeit. Hier sind im Vergleich zur Elektrophorese
Ursache (Partikelbewegung) und Wirkung (elektrisches Feld) vertauscht.
2.2 Modelle fu¨r die elektrische Doppelschicht
Die meisten Festko¨rper-Oberfla¨chen bilden eine elektrische Oberfla¨chenladung aus,
wenn sie mit einer elektrolytischen Flu¨ssigkeit in Kontakt gebracht werden [25,
26]. In mikrofluidischen Anwendungen bestehen diese Oberfla¨chen (z.B. Wa¨nde von
Stro¨mungskana¨len) ha¨ufig aus Glas oder Kunststoff, und als Elektrolyten kommen
ha¨ufig wa¨ßrige Lo¨sungen zum Einsatz. Mechanismen, die zur Aufladung der Ober-
fla¨che fu¨hren, sind z.B. die Ionisierung oder Dissoziation von Oberfla¨chengruppen
(SiOH 
 SiO− + H+ oder COOH 
 COO− + H+), was zu einer negativen Auf-
ladung der Oberfla¨che fu¨hrt, oder die Anbindung (Adsorption) von Ionen an eine
zuvor ungeladene Oberfla¨che. Die Aufladung der Oberfla¨che wird durch Ladung ent-
gegengesetzten Vorzeichens in der Flu¨ssigkeit kompensiert, so daß das Gesamtsystem
elektrisch neutral ist. Das Zusammenspiel der beiden Bereiche unterschiedlicher La-
dung bezeichnet man als Elektrische Doppelschicht, siehe auch Kapitel 2.1.
Es finden sich in der Literatur verschiedene Modelle, die die Verha¨ltnisse in der
Na¨he einer solchen Fest-Flu¨ssig-Phasengrenze beschreiben. Das einfachste Modell
ist das Helmholtz-Modell [22], welches die EDL als einfachen Plattenkondensa-
tor auffaßt, siehe Abbildung 2.1. Dabei wird angenommen, daß sich solvatisierte
(von Lo¨sungsmittel-Moleku¨len, meist Wasser, umschlossene) Ionen entgegengesetz-
ter Ladung (Gegenionen) direkt auf der Oberfla¨che des Festko¨rpers anlagern und
die Oberfla¨chenladung kompensieren. Die Festko¨rper-Oberfla¨che und die angrenzen-
de Schicht aus Gegenionen entsprechen den beiden Kondensatorplatten. Diffusion
wird in diesem Modell nicht beru¨cksichtigt, da alle auf der Flu¨ssigkeitsseite an der
EDL-Bildung beteiligten Ionen als fix mit dem Festko¨rper verbunden angenommen
werden. Das Potential in der EDL fa¨llt linear, wie bei einem Plattenkondensator,
vom Wert ψW auf der Wand auf den Wert Null in der sog. inneren Helmholtz-Ebene
(engl. Inner Helmholtz Plane, IHP) ab. Die IHP geht durch den Mittelpunkt der
Gegenionen, die sich auf der Oberfla¨che angelagert haben. Mit diesem Ansatz kann
die Abha¨ngigkeit der Kapazita¨t des Kondensatormodells von der Wandladung und
der Ladungstra¨ger-Konzentration in der Flu¨ssigkeit nicht erkla¨rt werden.
Gouy [19] und Chapman [10] hingegen nehmen unabha¨ngig voneinander an, daß
die Gegenionen und die Ionen gleicher Ladung (Koionen) in der Flu¨ssigkeit nicht
an die Festko¨rper-Oberfla¨che gebunden sind, siehe Abbildung 2.2. Vielmehr ordnen
sie sich in einer diffusen Schicht angrenzend an die Oberfla¨che so an, daß sich ein
Gleichgewicht aus elektrostatischen Kra¨ften und dem vergleichma¨ßigenden Einfluß
der Stoffdiffusion einstellt. Die EDL besteht hier aus der sog. kompakten Schicht
der Wandladungen einerseits und der diffusen Atmospha¨re der Gegen- und Koio-
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Abbildung 2.1: Helmholtz-Modell.
nen in der Flu¨ssigkeit andererseits. Um die Oberfla¨chenladung des Festko¨rpers zu
kompensieren, sammeln sich Gegenionen vermehrt in der Na¨he der Oberfla¨che an
(elektrostatische Anziehung), wa¨hrend derselbe Bereich an Koionen verarmt (elek-
trostatische Abstoßung). Weit weg von der Oberfla¨che hat die Wandladung keinen
Einfluß auf die Konzentrationsverteilung der Gegen- und Koionen; hier dominie-
ren die Kra¨fte der Stoffdiffusion, so daß positiv und negativ geladene Ionen dort
in gleicher Konzentration n∞ homogen verteilt vorliegen. Es ergibt sich ein expo-
nentieller Verlauf des Potentials in der EDL, welcher vom Wert auf der Oberfla¨che
ψW auf den Wert Null weit weg von der Oberfla¨che abfa¨llt. Zur Verdeutlichung
sind in Abbildung 2.2 auch die Konzentrationsverla¨ufe der Gegen- und Koionen
n	 und n⊕ schematisch gezeigt. Da die Ionen in diesem Modell als Punktladungen
angenommen werden, wird ihr endlicher Radius nicht beru¨cksichtigt, und das Mo-
dell liefert nahe der Festko¨rper-Oberfla¨che zu hohe Ionenkonzentrationen. Außerdem
wird vorausgesetzt, daß die Flu¨ssigkeit als homogenes Medium mit u¨berall gleicher
Dielektrizita¨tskonstante angenommen werden kann. Die Dicke der diffusen Schicht
wird durch die sog. Debye-La¨nge lD charakterisiert; diese wird in Kapitel 2.3 na¨her
erla¨utert.
Stern [49] verfeinert die Modellierung der EDL weiter, indem er den endlichen Ionen-
radius beru¨cksichtigt (Verdra¨ngung von Nachbarmoleku¨len, sterische Effekte) und
weiterhin erkennt, daß sich die Dielektrizita¨tskonstante der Flu¨ssigkeit in Abha¨ngig-
keit von der lokalen Feldsta¨rke a¨ndern kann. Beide Effekte machen sich nahe der
Festko¨rper-Oberfla¨che und bei ho¨heren Wandpotentialen bemerkbar. Das Stern-
Modell besteht aus einer Schicht an der Wand haftender, nicht solvatisierter (nicht
von Lo¨sungsmittel-Moleku¨len umschlossener) Gegenionen, die jedoch nicht die ge-
samte Oberfla¨chenladung kompensieren, siehe Abbildung 2.3. Die Ebene, die im Ab-
stand δ durch die Mittelpunkte dieser Gegenionen verla¨uft, heißt Stern-Ebene. Wie
beim Helmholtz-Modell verla¨uft das Potential zwischen der Festko¨rper-Oberfla¨che
und der Stern-Ebene linear; es fa¨llt vom Wert ψW an der Wand auf den Wert ψδ in
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Abbildung 2.2: Gouy-Chapman-Modell.
der Stern-Ebene ab. Den Rand der Schicht im Abstand 2δ von der Oberfla¨che be-
zeichnet man als Scherebene; das Potential in dieser Ebene wird als Zeta-Potential
ζ bezeichnet. An die Stern-Ebene grenzt der diffuse Teil der EDL an; hier fa¨llt das
Potential wie auch beim Gouy-Chapman-Modell vom Wert ψδ exponentiell auf den
Wert Null weit weg von der Festko¨rper-Oberfla¨che ab.
Abbildung 2.3: Stern-Modell.
Noch weiter entwickelte Modelle der EDL wie etwa das nach Gouy-Chapman-Stern-
Grahame (GCSG) [20], das Modell von Bockris, Devanathan und Mu¨ller [7] oder
Dreischicht-Modelle bescha¨ftigen sich mit dem unmittelbar an die Festko¨rper-Ober-
fla¨che angrenzenden Bereich der Flu¨ssigkeit und nehmen dort weitere Verfeinerungen
und Aufteilungen in zusa¨tzliche Schichten vor. Weiterhin wurde in der Vergangenheit
angemerkt [21], daß die Annahme einer einfachen Boltzmann-Verteilung der Ionen
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in der Flu¨ssigkeit Effekte wie (i) die Verdra¨ngung umgebender Teilchen aufgrund
endlicher Ionenradien, (ii) die vera¨nderliche Dielektrizita¨tskonstante der Flu¨ssigkeit
(dielektrische Sa¨ttigung), (iii) Ionenpolarisation oder (iv) den Einfluß der Ionen-
atmospha¨re nicht beru¨cksichtigt; diese Kritikpunkte gelten vornehmlich fu¨r hohe
Ionenkonzentrationen. Auf diese Modelle soll hier nicht na¨her eingegangen werden.
2.3 Das Gouy-Chapman-Modell mit Debye-Hu¨ckel-
Linearisierung
Die Elektrokinetik befaßt sich mit Flu¨ssigkeitsstro¨mungen, die von der EDL einer
Phasengrenzfla¨che zwischen Festko¨rper-Oberfla¨che und einem Elektrolyten beein-
flußt werden. Im u¨berwiegenden Teil aller Arbeiten zu diesem Thema wird fu¨r die
Modellierung der EDL das Modell nach Gouy und Chapman verwendet, siehe auch
Kapitel 2.2. In der vorliegenden Arbeit werden die Einflu¨sse der EDL auf die hier un-
tersuchten Stro¨mungen ebenfalls nach diesem Ansatz modelliert, jedoch wird zusa¨tz-
lich eine Vereinfachung vorgenommen, die als Debye-Hu¨ckel-Linearisierung bekannt
ist. Im Folgenden soll die mathematische Modellbildung dargestellt werden.
Es wird ausgegangen von einer wa¨ßrigen Lo¨sung eines monovalenten, symmetri-
schen Elektrolyten wie NaCl 
 Na+ + Cl− oder KCl 
 K+ + Cl−, angrenzend an
eine unendlich ausgedehnte Festko¨rper-Oberfla¨che aus einem elektrisch nichtleiten-
den Material wie Glas oder Kunststoff, welche eine homogen verteilte Oberfla¨chen-
ladung tra¨gt. Das System soll sich im elektrochemischen Gleichgewicht befinden,
und die Temperatur wird als konstant angenommen. Die Ionen werden als Punktla-
dungen modelliert, und die Dielektrizita¨tskonstante des Elektrolyten soll konstant
sein. Weitere Festko¨rper-Oberfla¨chen sollen so weit entfernt sein, daß ihre elektri-
schen Doppelschichten diejenige der hier betrachteten Oberfla¨che nicht beeinflussen.
Die Ionenpolarisation und der Einfluß der Eigenatmospha¨re eines Ions werden ver-
nachla¨ssigt.
Innerhalb der EDL wird ein zusa¨tzlicher Volumenkraftterm in die Navier-Stokes-
Gleichungen eingehen, welcher von der lokal herrschenden, elektrischen Feldsta¨rke
E abha¨ngt. Diese kann direkt aus der Verteilung des elektrischen Potentials ψ ab-
geleitet werden, beschrieben durch die Poisson-Gleichung,
∆ψ = −ρe/εrε0 . (2.1)
ρe bedeutet die elektrische Netto-Ladungsdichte, ε0 die Dielektrizita¨tskonstante des
Vakuums und εr die relative Dielektrizita¨tskonstante des Elektrolyten. Da eine un-
endlich ausgedehnte Festko¨rper-Oberfla¨che betrachtet wird, la¨ßt sich (2.1) auf die
eindimensionale Form
ψyy = −ρe/εrε0 , (2.2)
reduzieren, wobei der Index yy fu¨r die zweite Ableitung nach der wandnormalen
Koordinate y steht. Es muß nun noch ein Ausdruck fu¨r die unbekannte Ladungs-
dichte ρe gefunden werden.
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Da sich das System im elektrochemischen Gleichgewicht befindet, ist das elektro-
chemische Potential
µi = kT lnni + zieψ (2.3)
der Ionensorte i an jedem Ort y gleich. Dabei steht k fu¨r die Boltzmann-Konstante,
T fu¨r die absolute Temperatur, ni fu¨r die Dichte der Ionensorte i, zi fu¨r die Valenz der
Ionensorte i, und e fu¨r die Elementarladung. Somit la¨ßt sich fu¨r das elektrochemische
Potential an einem Punkt weit weg von der Festko¨rper-Oberfla¨che (y → ∞), im
Folgenden als Bulk bezeichnet, und fu¨r das elektrochemische Potential an einem
Punkt innerhalb der EDL schreiben,
kT lnni + zieψ = kT lnni,∞ + zieψ∞ . (2.4)
Der Einfachheit halber wird ψ∞ ohne Einschra¨nkung der Allgemeinheit zu Null
gesetzt. Es ergibt sich dann eine Boltzmann-Verteilung fu¨r die Dichte der Ionensorte
i, na¨mlich
ni = ni,∞ exp(−zieψ/kT ) . (2.5)
Die Netto-Ladungsdichte ergibt sich aus der Summation der Verteilungen aller Io-







zieni,∞ exp(−zieψ/kT ) . (2.6)
Der Ausdruck (2.6) kann in die Poisson-Gleichung (2.2) eingesetzt werden, und es






exp(−zieψ/kT ) . (2.7)
Diese Gleichung kann fu¨r monovalente, symmetrische Elektrolyte zwar noch analy-
tisch gelo¨st werden [10, 19]; hier soll jedoch noch eine weitere Vereinfachung durch-
gefu¨hrt werden, welche unter dem Namen Debye-Hu¨ckel-Linearisierung bekannt ist
[11]. Fu¨r kleine Argumente zieψ/kT kann die Exponentialfunktion in der Poisson-
Boltzmann-Gleichung (2.7) mittels einer Taylor-Reihe gema¨ß
exp(−zieψ/kT ) = 1− zieψ/kT + · · · (2.8)
linearisiert werden. Anschaulich bedeutet dies, daß zieψ  kT ist, also die Stoffdif-
fusion u¨ber die elektrostatischen Kra¨fte dominiert; bei Raumtemperatur entspricht
dies fu¨r einen monovalenten Elektrolyten einem Potential von etwa 25mV . Es ergibt













wobei der erste Term auf der rechten Seite von Gleichung (2.9) zu Null wird, da ja
im Bulk der Flu¨ssigkeit alle Ionensorten in gleicher Konzentration vorliegen, siehe
Kapitel 2.2.
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als dem sog. Debye-Hu¨ckel-Parameter. Das Reziproke von κ wird als Debye-La¨nge
lD bezeichnet, lD = 1/κ. Die Debye-La¨nge ist ein charakteristisches Maß fu¨r die
Dicke der EDL, siehe auch Abbildung 2.2. Die Lo¨sung der linearisierten Poisson-
Boltzmann-Gleichung (2.10) mit den Randbedingungen
ψ(y = 0) = ψW , (2.12)
ψ(y →∞) = 0 , (2.13)
lautet
ψ(y) = ψW exp(−κy) . (2.14)
Die detaillierte Herleitung dieser Lo¨sung ist in Anhang A dargestellt.
Da die Poisson-Boltzmann-Gleichung in linearisierter Form (2.10) gelo¨st wird, muß








ergibt. Die Lo¨sung (2.14) fu¨r die Potentialverteilung in die Ladungsdichte (2.15)
eingesetzt liefert
ρe = −εrε0κ2ψW exp(−κy) , (2.16)




wobei qW die Wandladungsdichte bezeichnet. Dieser Verlauf ist in Abbildung 2.4 fu¨r
lD = 1 µm und qW = 0.03 C/m
2 dargestellt.
Abbildung 2.4: Verlauf der Netto-Ladungsdichte nach (2.17).
Es steht nun mit (2.17) ein Ausdruck zur Verfu¨gung, mit dessen Hilfe man die Volu-
menkra¨fte modellieren kann, die aufgrund selbstinduzierter und/oder aufgrund von




Nur in wenigen Fa¨llen la¨ßt sich fu¨r ein physikalisches Problem eine exakte Lo¨sung
angeben. Soll eine Lo¨sung fu¨r eine komplexere Problemstellung gefunden werden,
muß das urspru¨ngliche Problem oftmals so stark vereinfacht und einschra¨nkenden
Annahmen unterworfen werden. Die Lo¨sung ist dann in ihrem Gu¨ltigkeitsbereich
merklich eingeschra¨nkt, und nur fu¨r vereinzelte Spezialfa¨lle ko¨nnen Aussagen ge-
macht werden. Aus diesem Grund sind Na¨herungslo¨sungen in der mathematischen
Physik von elementarer Bedeutung, da sie oft fu¨r eine gro¨ßere Klasse von Problemen
und fu¨r weite Parameterbereiche gu¨ltig sind.
Das hier zur Anwendung kommende Na¨herungsverfahren geho¨rt zur Gruppe der
asymptotischen Methoden [23, 28, 38, 45, 52]. In vielen Problemstellungen ist es
nach geeigneter Skalierung der beschreibenden Grundgleichungen mo¨glich, dominan-
te Effekte zu identifizieren oder den Einfluß einzelner Terme vorab auf bestimmte
Bereiche des Lo¨sungsgebietes einzuschra¨nken. Letzteres ist auch in der vorliegenden
Arbeit der Fall. Wie in Kapitel 2 dargelegt, beschra¨nkt sich das Pha¨nomen der EDL
auf eine du¨nne Schicht nahe der Wa¨nde, wa¨hrend im Bulk der Stro¨mung der Ein-
fluß der elektrischen Kra¨fte verschwindet. Dies spiegelt sich, wie spa¨ter gezeigt wird,
auch in der Skalierung der Grundgleichungen wider. Es ko¨nnen zwei Teilbereiche
identifiziert werden; einerseits eine du¨nne, wandnahe Schicht, innerhalb derer die
elektrischen Kra¨fte die Stro¨mung stark beeinflussen, andererseits der u¨brige Teil des
Stro¨mungsgebietes, in welchem diese Kra¨fte vernachla¨ssigbar sind. Jeder der beiden
Teilbereiche kann separat behandelt werden, und insbesondere fu¨r die Stro¨mung im
wandnahen Bereich kann eine analytische Lo¨sung abgeleitet werden.
Der Vorteil dieser Methode liegt fu¨r die hier zu simulierenden Kanalstro¨mungen mit
elektrischen Kra¨ften darin, daß man anstelle der herko¨mmlichen Randbedingungen
auf den Wa¨nden im Rahmen der Asymptotik eine Anpassungsbedingung erha¨lt,
welche den Einfluß der elektrischen Kra¨fte auf die wandnahen Bereiche der Stro¨mung
beru¨cksichtigt. Dadurch muß die EDL, deren Dicke auch in Mikrokana¨len sehr viel
geringer als die Kanalweite ist, in den numerischen Stro¨mungssimulationen nicht
explizit aufgelo¨st werden. Dies bedeutet eine drastische Reduktion der Rechenzeit,
da innerhalb der sehr du¨nnen EDL kein feines Rechengitter beno¨tigt wird.
Im Folgenden werden die Grundgleichungen vorgestellt, die das gestellte physikali-
sche Problem beschreiben. Die Anwendung asymptotischer Methoden auf das Pro-
blem wird im Detail ausgefu¨hrt, insbesondere die Bestimmung der analytischen in-
neren Lo¨sung fu¨r den wandnahen Bereich der Stro¨mung und die Anpassung dieser




Es soll die Stro¨mung einer inkompressiblen, Newtonschen Flu¨ssigkeit in einer ebenen
Geometrie unter Beeinflussung durch elektrische Felder simuliert werden, wobei ein
wandtangentiales, wandnormales Koordinatensystem (x, y) zugrunde gelegt wird.
Die Dichte ρ und die dynamische Viskosita¨t µ der Flu¨ssigkeit sowie die Temperatur
werden als konstant angenommen. Die beschreibenden Grundgleichungen sind dem-
zufolge die Kontinuita¨tsgleichung, die Navier-Stokes-Gleichungen mit den zusa¨tzli-
chen elektrischen Volumenkrafttermen und die Gauß-Gleichung fu¨r das elektrische
Feld. Es wird angenommen, daß das Gegenfeld, welches sich durch den konvektiven
Transport von Ionen mit der Stro¨mung aufbaut, siehe Kapitel 2.1, viel schwa¨cher ist
als das von außen angelegte elektrische Feld E und als das selbstinduzierte Feld E0,
welches sich aufgrund der Nicht-Gleichverteilung der Ionen in der Flu¨ssigkeit ausbil-
det. Somit kann diese Ru¨ckwirkung auf die elektrische Feldverteilung vernachla¨ssigt
werden, und die Berechnung des elektrischen Feldes kann a priori, entkoppelt von
der Stro¨mungsberechnung, erfolgen.
Die Ladungsdichte ρe in der Flu¨ssigkeit la¨ßt sich na¨herungsweise durch die Abha¨ngig-





ein selbstinduziertes elektrisches Feld E0 = (Ex0, Ey0)
T erzeugt. Da die Ladungs-
verteilung ρe nur von der Wandnormalenrichtung y abha¨ngt, gibt es keine Feldkom-
ponente Ex0 in der wandtangentialen Richtung x, und das Gauß-Gesetz (3.1) kann







Dieser Ausdruck kann in y vom Bulk (y → ∞) bis zu einem Punkt y in der EDL
integriert werden und liefert mit der Randbedingung Ey0(y → ∞) = 0 fu¨r das





Weiterhin wird angenommen, daß ein extern angelegtes elektrisches FeldE = (Ex, Ey)
T
auf die Flu¨ssigkeit wirkt, was in den Navier-Stokes-Gleichungen weitere Volumen-
kraftterme bedingt. Die dimensionsbehafteten Grundgleichungen fu¨r die Klasse der
hier zu behandelnden Stro¨mungsprobleme bei bekanntem elektrischen Feld lauten
somit
ux + vy = 0 , (3.4)
ρ(ut + uux + vuy) = −px + µ(uxx + uyy) + ρeEx , (3.5)
ρ(vt + uvx + vvy) = −py + µ(vxx + vyy) + ρeEy + ρeEy0 . (3.6)
Die Indizes t, x und y an den Geschwindigkeitskomponenten (u, v) und am Druck
p stehen fu¨r partielle Ableitungen nach der Zeit t und den Koordinatenrichtungen
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(x, y). Auf den Wa¨nden gilt die Haftbedingung
(u, v) = 0 . (3.7)
U¨ber die Druckdifferenz zwischen Aus- und Einlaß,
∆p = paus − pein , (3.8)
kann der Massenstrom durch die Stro¨mungsgeometrie eingestellt werden. Alternativ
kann die direkte Vorgabe eines Einlaß-Geschwindigkeitsprofils,
(u, v)ein = f(y) , (3.9)
in Kombination mit einer geeignet gewa¨hlten Auslaß-Randbedingung erfolgen. Hierfu¨r
bietet sich beispielsweise eine konvektive Ausstro¨m-Randbedingung
ut,aus + u0ux,aus = 0 ,
vt,aus + u0vx,aus = 0 (3.10)
nach [48] an; u0 bedeutet eine mittlere Stro¨mungsgeschwindigkeit. Wahlweise sind
z.B. auch reine Neumann-Randbedingungen gema¨ß
(ux, vx)aus = 0 (3.11)
mo¨glich.
Es ist an dieser Stelle von Vorteil, ein wandtangentiales/-normales Koordinatensy-
stem (x, y) mit dem Ursprung auf der Wand einzufu¨hren, da dann die Ladungsdichte
(2.17) fu¨r die Modellierung der elektrischen Terme verwendet werden kann. Es kom-












Die Ausdru¨cke (3.12) und (3.13) beschreiben den Einfluß der wandtangentialen und
wandnormalen Komponenten von außen angelegter elektrischer Felder auf die Stro¨-
mung; der Term (3.14) steht fu¨r die Wirkung des selbstinduzierten elektrischen Fel-
des aufgrund der Nicht-Gleichverteilung der Ionen in der Flu¨ssigkeit.
3.2 Entdimensionierung
Die Entdimensionierung der Gleichungen bringt die Terme (bis auf eventuell auf-
tretende Vorfaktoren) in die Gro¨ßenordnung ∼ 1, was zum einen Vorteile fu¨r die
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numerische Lo¨sung des Problems hat (schnellere Konvergenz der numerischen Ver-
fahren, kleinere Rundungsfehler) und andererseits die Beurteilung der Wichtigkeit
der einzelnen Terme anhand der Vorfaktoren ermo¨glicht. Es wird mit den Skalen
















entdimensioniert. Dabei steht d0 fu¨r eine typische La¨ngenskala des Problems, im
vorliegenden Fall die Weite des Stro¨mungskanals, und u0 fu¨r die mittlere Geschwin-
digkeit der Stro¨mung im Kanal. Die dimensionslose Form der Gleichungen lautet
dann
UX + VY = 0 , (3.19)
Re(UT + UUX + V UY ) = −PX + UXX + UY Y − δ−2Πx exp(−Y/δ) , (3.20)
Re(VT + UVX + V VY ) = −PY + VXX + VY Y − δ−2Πy exp(−Y/δ)− δ−2Π0 exp(−2Y/δ) ,
(3.21)
























Re ist die Kanal-Reynolds-Zahl, und δ ist ein Parameter, welcher das Verha¨ltnis der
Dicke der EDL zur Kanalweite beschreibt; auch in Mikrostro¨mungen ist die EDL-
Dicke in den meisten Fa¨llen wesentlich geringer als die Kanalweite, weshalb δ sehr
klein wird. Π0 und (Πx,Πy) sind Verha¨ltnisse von elektrischen zu viskosen Kra¨ften.
3.3 Reskalierung
Aus den Gleichungen (3.19-3.21) wird klar, daß es offensichtlich zwei La¨ngenskalen
im Problem gibt. Alle Terme bis auf die elektrischen skalieren mit d0, wa¨hrend
letztere auf der La¨ngenskala lD abfallen. Daher ist es naheliegend, das Problem
mittels asymptotischer Methoden in Teilgebieten getrennt zu behandeln und die
Teillo¨sungen danach zu einer Gesamtlo¨sung zu u¨berlagern.
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Einen Anhaltspunkt fu¨r die Art der Aufteilung des Lo¨sungsgebietes bekommt man,
wenn man sich vor Augen ha¨lt, daß die Exponentialfunktionen in den elektrischen
Termen sehr schnell von dem Wert an der Wand auf Null in der Flu¨ssigkeit abfallen;
dieser Abfall vollzieht sich innerhalb einer sehr du¨nnen Schicht an der Wand (der
EDL) von der Dicke ∼ lD. Die elektrischen Kra¨fte mu¨ssen nur in diesen du¨nnen,
wandnahen Schichten u¨berhaupt werden; im u¨brigen Stro¨mungsgebiet ko¨nnen sie
vernachla¨ssigt werden. Diese Beschra¨nkung der elektrischen Kra¨fte auf den Wand-
bereich ru¨hrt daher, daß nur im Wandbereich ein nennenswerter U¨berschuß von
Ladungstra¨gern einer Sorte vorhanden ist, so daß nur hier die Netto-Ladungstra¨ger-
dichte ρe von Null verschieden ist; weit weg von der Wand sind alle Ladungstra¨ger-
sorten in gleicher Konzentration in der Flu¨ssigkeit vorhanden.
Im wandnahen Bereich ist die in Gleichung (3.15) eingefu¨hrte Skalierung fu¨r die
wandnormale Richtung Y = y/d0 unpassend, weil die exponentiellen Verla¨ufe der










der wandnormalen Richtung Y und der wandnormalen Geschwindigkeitskomponen-
te V durchgefu¨hrt, was einer La¨ngenskalierung mit der Dicke der EDL gleichkommt;
dies kann anschaulich als Streckung der wandnormalen Koordinate interpretiert wer-
den. Wird dies in die Gleichungen (3.19-3.21) eingefu¨hrt, so ergibt sich ein reskalier-
ter Satz von Gleichungen, na¨mlich
UX + V˜Y˜ = 0 , (3.28)
Re(UT + UUX + V˜ UY˜ ) = −PX + UXX + δ−2UY˜ Y˜ − δ−2Πx exp(−Y˜ ) , (3.29)
Re(V˜T + UV˜X + V˜ V˜Y˜ ) = −δ−2PY˜ + V˜XX + δ−2V˜Y˜ Y˜ − δ−3Πy exp(−Y˜ )− δ−3Π0 exp(−2Y˜ ) .
(3.30)
3.4 Innere Lo¨sung
Im Bulk der Stro¨mung ko¨nnen die Gleichungen (3.19-3.21) unter Vernachla¨ssigung
der elektrischen Terme numerisch gelo¨st werden und liefern die sog. a¨ußere Lo¨sung;
nahe der Wand, innerhalb der EDL, beschreiben die Gleichungen (3.28-3.30) die
sog. innere Lo¨sung. Im Rahmen einer asymptotischen Behandlung erster Ordnung
ist von diesen Gleichungen nur die fu¨hrende Ordnung zu beru¨cksichtigen; diese ist
durch
UX + V˜Y˜ = 0 , (3.31)
0 = UY˜ Y˜ − Πx exp(−Y˜ ) , (3.32)
0 = −PY˜ + V˜Y˜ Y˜ − δ−1Πy exp(−Y˜ )− δ−1Π0 exp(−2Y˜ ) (3.33)
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gegeben. Gleichung (3.32) beinhaltet (in der fu¨hrenden Ordnung) ein Gleichgewicht
aus elektrischen und Reibungskra¨ften tangential zur Wand, und Gleichung (3.33) ein
Gleichgewicht aus Druck-, Reibungs- und elektrischen Kra¨ften normal zur Wand.
Das wandtangentiale Gleichgewicht (3.32) kann zweimal integriert werden, und mit
der Haftbedingung auf der Wand (Y˜ = 0) ergibt sich eine der beiden Integrati-
onskonstanten zu C2 = −Πx. Die andere Integrationskonstante C1 bleibt (vorerst)
unbestimmt, wodurch spa¨ter eine Anpassung an die a¨ußere Lo¨sung ermo¨glicht wird.
Somit findet man in wandtangentialer Richtung die Lo¨sung
UW = Πx(exp(−Y˜ )− 1) + C1(X)Y˜ , (3.34)
wobei C1 allgemein noch von der wandtangentialen Koordinate X abha¨ngen darf.
Aus der Kontinuita¨tsgleichung (3.31) und der Lo¨sung (3.34) ergibt sich fu¨r die wand-
normale Geschwindigkeitskomponente V˜ die Gleichung
V˜Y˜ = −C1,X Y˜ , (3.35)
wobei der Index ,X die Ableitung nach der wandtangentialen Koordinate X be-
zeichnet. Nach Integration und Bestimmung der Integrationskonstanten zu Null mit
Hilfe der Haftbedingung auf der Wand (Y˜ = 0), erha¨lt man als Lo¨sung fu¨r die





Wird dieser zweimal nach Y˜ abgeleitet und in das wandnormale Gleichgewicht (3.33)
eingesetzt, kommt
PY˜ = −C1,X − δ−1Πy exp(−Y˜ )− δ−1Π0 exp(−2Y˜ ) (3.37)
zur Bestimmung des Druckes P . Nach Integration findet man die Lo¨sung
PW = −C1,X Y˜ + δ−1Πy exp(−Y˜ ) + 1
2
δ−1Π0 exp(−2Y˜ ) + C3(X) . (3.38)
Die Integrationskonstante C3 darf allgemein noch von X abha¨ngen.
3.5 Asymptotische Anpassung
Zur asymptotischen Anpassung verwenden wir die Methode nach [52]; die Anpassung
erfolgt in fu¨hrender Ordnung. Die Bulkstro¨mung (a¨ußere Lo¨sung)
UB(T,X, Y ), VB(T,X, Y ), PB(T,X, Y ) , (3.39)
in gestreckten Koordinaten (T,X, δY˜ ) dargestellt, lautet
UB(T,X, δY˜ ), VB(T,X, δY˜ ), PB(T,X, δY˜ ) . (3.40)
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Wird der Grenzu¨bergang nach δ → 0 betrachtet, so findet man
UB(T,X, 0), VB(T,X, 0), PB(T,X, 0) , (3.41)
was einem unendlich du¨nnen inneren Lo¨sungsgebiet, bzw. einer unendlich du¨nnen
EDL, entspricht.
Die Beziehungen (3.34, 3.36, 3.38) liefern die wandnahen (inneren) Lo¨sungen
UW (T,X, Y˜ ), VW (T,X, Y˜ ), PW (T,X, Y˜ ) (3.42)
fu¨r die Stro¨mung innerhalb der EDL. In Bulkkoordinaten (T,X, Y/δ) dargestellt,
lauten sie




−2Y 2 , (3.44)
PW = −C1,XY/δ + δ−1Πy exp(−Y/δ) + 1
2
δ−1Π0 exp(−2Y/δ) + C3(X) .
(3.45)
Beim Grenzu¨bergang δ → 0 wird deutlich, daß die freie Konstante C1(X) zu Null
gewa¨hlt werden muß, damit die wandnahe Lo¨sung (3.43-3.45) beschra¨nkt und damit
anpaßbar bleibt; daraus folgt außerdem C1,X = 0, und es ergibt sich fu¨r den Grenzfall
δ → 0
UW = −Πx , (3.46)
VW = 0 , (3.47)
PW = C3(X) . (3.48)
Fu¨r δ → 0 soll die wandnahe Lo¨sung (3.46-3.48) in die Bulklo¨sung (3.41) u¨bergehen,
so daß man das Ergebnis
UB(T,X, 0) = −Πx , (3.49)
VB(T,X, 0) = 0 , (3.50)
PB(T,X, 0) = C3(X) , (3.51)
erha¨lt. Dies sind die Anpassungsbedingungen fu¨r die Bulkstro¨mung. Am Rand des
Gu¨ltigkeitsbereiches der Bulklo¨sung gilt demnach nicht die Haftbedingung; statt-
dessen wird mit der U¨bergangsbedingung (3.49) ein endlicher Geschwindigkeitswert
tangential zum Rand vorgegeben. Die U¨bergangsbedingung (3.50) besagt, daß inner-
halb der du¨nnen, wandnahen Schicht keine Geschwindigkeitskomponente senkrecht
zur Wand auftritt.
Durch die asymptotische Behandlung der Wandschicht wird eine deutliche Ver-
einfachung bei der Berechnung der gesamten Kanalstro¨mung erreicht. Wollte man
den du¨nnen, wandnahen Bereich numerisch auflo¨sen, so wu¨rde dies einen erhebli-
chen Aufwand bedeuten, da das Rechengitter dort sehr fein sein mu¨ßte. Mit Hilfe
der U¨bergangsbedingungen (3.49-3.51) werden die elektrischen Kra¨fte in der EDL
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beru¨cksichtigt, und die Wandschicht muß in der numerischen Berechnung nicht ex-
plizit aufgelo¨st werden.
Die wandnahe Lo¨sung (3.34, 3.36, 3.38) lautet mit C1 = C1,X = 0 letztendlich
UW = Πx(exp(−Y˜ )− 1) , (3.52)
VW = 0 , (3.53)
PW = δ
−1Πy exp(−Y˜ ) + 1
2
δ−1Π0 exp(−2Y˜ ) + PB(T,X, 0) . (3.54)
Die U¨berlagerung von innerer und a¨ußerer Lo¨sung liefert dann mit den Gleichungen
(3.39), (3.49-3.51) und (3.52-3.54) die Gesamtlo¨sung
U(T,X, Y ) = UB(T,X, Y ) + UW (T, Y )− UB(T,X, 0) , (3.55)
V (T,X, Y ) = VB(T,X, Y ) + VW (T, Y )− VB(T,X, 0) , (3.56)
P (T,X, Y ) = PB(T,X, Y ) + PW (T, Y )− PB(T,X, 0) . (3.57)
Das urspru¨nglich elektrohydrodynamische Problem wird mit Hilfe der Asymptotik
auf ein rein hydrodynamisches reduziert. Die Stro¨mung innerhalb der EDL wird
mittels der U¨bergangsbedingungen (3.49, 3.50) auf eine repra¨sentative Geschwin-
digkeitsamplitude (3.49) reduziert, welche als Randbedingung fu¨r die numerische
Berechnung der Bulkstro¨mung dient; diese Vereinfachung ist eine Folge der asymp-
totischen Betrachtung, welche die EDL als unendlich du¨nne Wandschicht ansieht.
Diese Randbedingung fu¨r die numerische Berechnung der Bulkstro¨mung ergibt dann
u¨berall dort, wo lokal eine wandtangentiale Komponente des elektrischen Feldes vor-
liegt, eine endliche, wandtangentiale Geschwindigkeit.
3.6 Verifikation
Um die oben abgeleitete, asymptotische Behandlung zu testen, soll hier ein Vergleich
zwischen der exakten Lo¨sung einer Kanalstro¨mung mit elektrischen Kra¨ften und der
Lo¨sung, die mit Hilfe der asymptotischen Anpassung von zwei Teillo¨sungen erhalten
wird, angestellt werden [12].
3.6.1 Exakte Lo¨sung
Es wird die stationa¨re, ausgebildete Stro¨mung einer inkompressiblen, Newtonschen
Flu¨ssigkeit in einem geraden, ebenen Kanal der La¨nge L und der Weite d0 unter
Einfluß des selbstinduzierten (Π0) und eines von außen angelegten elektrischen Fel-
des (Πx,Πy) betrachtet. Am Kanaleinlaß X = 0 soll der Druck P = P0 anliegen,
und am Auslaß X = L der Druck P = 0; somit liegt u¨ber die Kanalla¨nge L der
Druckgradient PX = −P0/L an. Die Kanalwa¨nde liegen bei Y = ±1/2; auf die-
sen wird die Haftbedingung angenommen, und die Stro¨mung sei symmetrisch zur
Kanal-Mittelachse bei Y = 0.
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Um die exakte Lo¨sung dieses Problems zu finden, mu¨ssen die vollen Erhaltungs-
gleichungen (3.19-3.21) analytisch gelo¨st werden. Wegen der Annahme einer ausge-
bildeten Stro¨mung (∂/∂X=0) liefert die Kontinuita¨tsgleichung (3.19) VY = 0, und
wegen der Haftbedingung kommt
V = 0 . (3.58)
Die Navier-Stokes-Gleichungen (3.20, 3.21) vereinfachen sich zu
0 = −PX + UY Y − δ−2Πx[exp(−(Y + 1/2)/δ) + exp((Y − 1/2)/δ)] ,(3.59)
0 = −PY − δ−2Πy[exp(−(Y + 1/2)/δ) + exp((Y − 1/2)/δ)]
−δ−2Π0[exp(−2(Y + 1/2)/δ)− exp(2(Y − 1/2)/δ)] . (3.60)
Hier ist bereits beru¨cksichtigt, daß an beiden Kanalwa¨nden bei Y = ±1/2 jeweils
eine EDL existiert. Die Gleichungen (3.59, 3.60) ko¨nnen umgeschrieben werden zu
UY Y = PX + 2δ
−2Πx exp(−1/2δ) cosh(Y/δ) , (3.61)
PY = −2δ−2Πy exp(−1/2δ) cosh(Y/δ) + 2δ−2Π0 exp(−1/δ) sinh(2Y/δ) .
(3.62)
Gleichung (3.61) kann zweimal integriert werden, und mit der Haftbedingung auf







− Y 2) + 2Πx exp(−1/2δ)[cosh(Y/δ)− cosh(1/2δ)] . (3.63)
Der erste Term auf der rechten Seite von Gleichung (3.63) beschreibt das aus der
Poiseuille-Stro¨mung bekannte, parabelfo¨rmige Profil der druckgetriebenen Kanal-
stro¨mung. Dieses wird durch den zweiten Term modifiziert, welcher u¨ber Πx von der
wandtangentialen Komponente des extern angelegten elektrischen Feldes abha¨ngt.
Gleichung (3.62) kann integriert werden, und nach Beru¨cksichtigung der Druckrand-




(L−X)− 2δ−1Πy exp(−1/2δ) sinh(Y/δ) + δ−1Π0 exp(−1/δ) cosh(2Y/δ) .
(3.64)
Die Ausdru¨cke (3.58, 3.63, 3.64) stellen die exakte Lo¨sung des gegebenen Stro¨mungs-
problems dar, mit welcher die Na¨herungslo¨sung verglichen werden soll.
3.6.2 Na¨herungslo¨sung
Die Na¨herungslo¨sung geht im Kernbereich (a¨ußere Lo¨sung) von den herko¨mmlichen
Navier-Stokes-Gleichungen ohne elektrische Terme,
UX + VY = 0 , (3.65)
Re(UT + UUX + V UY ) = −PX + UXX + UY Y , (3.66)
Re(VT + UVX + V VY ) = −PY + VXX + VY Y , (3.67)
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aus, denn diese werden ja u¨ber die Randbedingungen beru¨cksichtigt. Es werden die-
selben Annahmen und Vereinfachungen getroffen wie bei der Herleitung der exakten
Lo¨sung, doch die kinematischen Randbedingungen kommen jetzt aus den asympto-
tisch abgeleiteten U¨bergangsbedingungen (3.49, 3.50) und der Symmetriebedingung
in der Kanalmitte bei Y = 0; die Haftbedingung auf den Wa¨nden darf fu¨r die
Kernlo¨sung natu¨rlich nicht verwendet werden. Aus der Kontinuita¨tsgleichung (3.65)
und der U¨bergangsbedingung (3.50) ergibt sich fu¨r die Geschwindigkeit in Kanal-
Querrichtung
VB = 0 . (3.68)
Die Gleichungen (3.66, 3.67) vereinfachen sich somit zu
0 = −PX + UY Y , (3.69)
0 = −PY . (3.70)
Die Impulsbilanz in Kanalrichtung X, Gleichung (3.69), kann zweimal integriert
werden und liefert zusammen mit der Symmetriebedingung und der U¨bergangsbe-







− Y 2)− Πx (3.71)
fu¨r die Geschwindigkeit in Kanal-La¨ngsrichtung. Der erste Term auf der rechten
Seite von (3.71) ist identisch mit dem ersten Term der exakten Lo¨sung (3.63) und
beschreibt den rein hydrodynamischen Anteil der Stro¨mung. Der zweite Term ver-
schiebt das Parabelprofil um den Wert −Πx, was letztlich Rutschen an der EDL





Dieses Ergebnis stimmt mit dem ersten Term der exakten Lo¨sung (3.64) u¨berein und
beschreibt den linearen Druckverlauf einer ausgebildeten Kanalstro¨mung. Anders als
in Gleichung (3.64) ha¨ngt dieser hier nicht von der Kanal-Querrichtung Y ab, was
direkt aus der Impulsbilanz (3.70) in Y -Richtung folgt.
Die Gleichungen (3.68, 3.71, 3.72) stellen die a¨ußere Lo¨sung, basierend auf den
asymptotisch abgeleiteten U¨bergangsbedingungen, dar. Diese Lo¨sung beschreibt die
Stro¨mung im Bulk der Flu¨ssigkeit; die analytische innere Lo¨sung (3.52-3.54) muß
dieser noch u¨berlagert werden, um das gesamte Stro¨mungsfeld zu erhalten. Die ent-
sprechenden inneren Lo¨sungen an der oberen und der unteren Wand lauten
UW,oben = Πx(exp((Y − 1/2)/δ)− 1) , (3.73)
UW,unten = Πx(exp(−(Y + 1/2)/δ)− 1) . (3.74)
In Abbildung 3.1 sind fu¨r die axiale Geschwindigkeit U die exakte Lo¨sung (3.63), die
Bulklo¨sung (3.71) sowie die U¨berlagerung aus Bulklo¨sung (3.71) und Wandlo¨sungen
(3.73, 3.74) gegenu¨bergestellt; zur Veranschaulichung sind die beiden Wandlo¨sungen
(3.73, 3.74) fu¨r die beiden Kanalwa¨nde auch separat gezeigt. Die fu¨r die Darstellung
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gewa¨hlten Parameterwerte sind δ = 2 ·10−2, Πx = 6 ·104, P0/2L = 5 ·105. Die Pfeile
deuten die Richtung der wirkenden Kra¨fte an; Fp steht fu¨r die im Bulk der Stro¨mung
dominierenden hydrodynamischen Druckkra¨fte, wa¨hrend FΠx die Richtung der von
außen aufgepra¨gten elektrischen Kra¨fte angibt. Diese wirken fu¨r die gewa¨hlten Pa-
rameterwerte entgegen den Druckkra¨ften, so daß in Wandna¨he eine Stro¨mung entge-
gen der Bulkstro¨mung entsteht. Wie fu¨r kleine Werte δ erwartet, gibt die Bulklo¨sung
den Kernbereich der Stro¨mung gut wieder; im wandnahen Bereich wird durch die
U¨berlagerung aus Bulk- und Wandlo¨sung eine sehr gute U¨bereinstimmung mit der
exakten Lo¨sung deutlich. Je du¨nner die EDL ist (kleine δ), desto gro¨ßer wird der
Bereich, in welchem die Bulklo¨sung alleine bereits eine gute Na¨herung darstellt. Im
hier diskutierten, linearen Problem (ausgebildete Stro¨mung) fu¨hrt die U¨berlagerung
der Teillo¨sungen (3.71) und (3.73, 3.74) identisch auf die exakte Lo¨sung (3.63).
Abbildung 3.1: Gegenu¨berstellung von exakter Lo¨sung und Na¨herungslo¨sung fu¨r die elek-
trisch beeinflußte Kanalstro¨mung.
Die exakte Lo¨sung (3.64) fu¨r den Druck im Stro¨mungskanal entha¨lt zwei Terme,
welche die Abha¨ngigkeit des Druckfeldes von der wandnormalen Richtung Y be-
schreiben. Der erste Term steht fu¨r den Einfluß der wandnormalen Komponente in
Y -Richtung eines von außen angelegten elektrischen Feldes, und der zweite fu¨r das
selbstinduzierte elektrische Feld, welches sich aufgrund der Nicht-Gleichverteilung
der Ionen in der EDL ausbildet. Der erste Term hat einen zur Kanal-Mittelachse
(Y = 0) punktsymmetrischen Verlauf, weshalb die Y -Komponente eines a¨ußeren
elektrischen Feldes an der einen Wand einen Druckanstieg und an der anderen Wand
einen Druckabfall bewirkt, siehe Abbildung 3.2a. Der zweite Term ist spiegelsym-
metrisch zur Kanal-Mittelachse und immer positiv, wie Definition (3.24) zeigt; dies
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bedeutet, daß die Nicht-Gleichverteilung der Ionen in der Flu¨ssigkeit immer einen
Druckanstieg zu den Wa¨nden hin verursacht, vgl. Abbildung 3.2b. In Abbildung 3.2
haben die Parameter die Werte Πy = 6 ·104, Π0 = 2.6 ·104, Π0/δ = 1.3 ·106. Der Pfeil
zeigt die Richtung der a¨ußeren elektrischen Kra¨fte FΠy an, welche fu¨r die gewa¨hlten
Parameter von der oberen zur unteren Kanalwand weisen. Dementsprechend ergibt
sich an der oberen Wand (Y = 0.5) ein Druckabfall, wa¨hrend an der unteren Wand
(Y = −0.5) ein Druckanstieg entsteht.





Das Lo¨sen komplexer Differentialgleichungssysteme wie der Navier-Stokes-Gleichung-
en bedeutet in der Regel einen erheblichen numerischen Aufwand. Um ein Stro¨mungs-
problem ra¨umlich ausreichend fein aufzulo¨sen, wird oftmals eine große Anzahl von
Gitterpunkten beno¨tigt. Dies gilt insbesondere fu¨r du¨nne Grenzschichten wie die in
Kapitel 2 und 3 diskutierte elektrische Doppelschicht, und der Aufwand vervielfacht
sich noch bei der Berechnung einer zeitabha¨ngigen Stro¨mung. Eine Klasse von Na¨he-
rungsverfahren, die hier Abhilfe schaffen kann, bilden die Methoden der gewichteten
Residuen. Dabei wird die gesuchte Lo¨sung u(x, t) eines Differentialgleichungsystems






approximiert, wobei die Ansatzfunktionen ϕn u¨blicherweise die Abha¨ngigkeiten der
gesuchten Lo¨sung u von den Ortskoordinaten x enthalten; ist u auch eine Funk-
tion der Zeit t, so werden die Reihenkoeffizienten an(t) zeitabha¨ngig. L steht fu¨r
den (nicht)linearen Differentialgleichungsoperator. Bilden die Ansatzfunktionen ein
vollsta¨ndiges und orthogonales Funktionensystem, geht der Reihenansatz (4.2) fu¨r
N → ∞ in die exakte Lo¨sung u u¨ber. Wird der Ansatz jedoch fu¨r ein endliches
N in die Differentialgleichung (4.1) eingesetzt, wird diese nicht mehr exakt erfu¨llt,
sondern es verbleibt im Gegensatz zu Gleichung (4.1) ein Fehler, das Residuum
R = L(ua) . (4.3)
Die noch unbestimmten Koeffizienten an aus dem Reihenansatz (4.2) werden so
angepaßt, daß das Residuum mo¨glichst klein wird. Dies geschieht, indem das innere
Produkt aus Residuum und einer Gewichtungsfunktion wn zu Null gesetzt wird,
gema¨ß der Vorschrift
(wn, R) = 0 , n = 1, . . . , N . (4.4)
Dabei ist das innere Produkt zweier Funktionen u(x), v(x) bezu¨glich einer Wich-
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Beim Galerkin-Verfahren werden als Sonderfall die Gewichtungsfunktionen wn ge-
rade wie die Ansatzfunktionen ϕn gewa¨hlt. Vorschrift (4.4) liefert ein algebraisches
Gleichungssystem fu¨r die unbekannten Koeffizienten an, wenn alle Abha¨ngigkeiten
der unbekannten Lo¨sung u in den Ansatzfunktionen ϕn modelliert werden. Wie
oben erwa¨hnt wird eine Zeitabha¨ngigkeit oftmals in die Koeffizienten an u¨bertra-
gen, weshalb die Vorschrift (4.4) dann ein Anfangswertproblem fu¨r die zeitabha¨ngi-
gen Koeffizienten an definiert. Die Ersparnis an Rechenaufwand liegt darin, daß bei
geeigneter Wahl der Ansatzfunktionen ϕn die exakte Lo¨sung u schon fu¨r kleines N ,
also mit wenigen Moden (niedrigdimensional), gut wiedergegeben werden kann. Das
aus Vorschrift (4.4) resultierende (Differential-)Gleichungssystem ist dann klein, und
es wird zu seiner Lo¨sung nur wenig Rechenzeit beno¨tigt.
4.2 Niedrigdimensionales Modell fu¨r oszillierende
Kanalstro¨mungen
Wie in Kapitel 1.2 erla¨utert, ergibt sich fu¨r einen elektrisch erregten Mikromi-
scher mit internem Hindernis eine Kanal-Innenstro¨mung, welche quer zur Haupt-
stro¨mungsrichtung oszilliert. Auf diese Weise soll die Grenzfla¨che zwischen den
Flu¨ssigkeiten aufgefaltet und vergro¨ßert werden, um den diffusiven Mischvorgang auf
molekularer Ebene effizienter zu gestalten. Um die Berechnung solcher Stro¨mungen
zu beschleunigen, wird in diesem Kapitel ein niedrigdimensionales Modell abgeleitet,
beschra¨nkt auf zweidimensionale, inkompressible, zeitabha¨ngige Stro¨mungen New-
tonscher Flu¨ssigkeiten auf Basis der herko¨mmlichen Navier-Stokes-Gleichungen
UX + VY = 0 , (4.6)
Re(UT + UUX + V UY ) = −PX + UXX + UY Y , (4.7)
Re(VT + UVX + V VY ) = −PY + VXX + VY Y . (4.8)
Als Na¨herung fu¨r die oszillierend Mischer-Stro¨mung wird eine Kanal-Innenstro¨mung
mit zeitperiodischem Einstro¨mprofil verwendet. Dabei wird eine gewisse Idealisie-
rung der echten Mischer-Stro¨mung vorgenommen, damit mit wenigen Moden (bis
sechs Moden im Ort und bis vier Moden in der Zeit) die Modellstro¨mung berechnet
werden kann. Dies erlaubt mit geringem Zeitaufwand zur Berechnung der Stro¨mung
die Ableitung und den Test eines Kriteriums zur Mischungsbewertung. Es ist zu be-
tonen, daß hier keine elektrischen Kra¨fte auf die Stro¨mung zu beru¨cksichtigen sind;
vielmehr wird der oszillierende Charakter der Kanal-Innenstro¨mung nachgebildet,
was u¨ber die oben erwa¨hnte, oszillierende Einstro¨mrandbedingung realisiert wird.
Ausgehend von der in Abbildung 4.1a dargestellten Situation (Kanal-Innenstro¨mung
mit internem Hindernis) wird das Simulationsgebiet entlang der roten, gestrichelten
Linie abgeschnitten. Dies ist notwendig, um eine mo¨glichst einfache, rechteckige Geo-
metrie zu erhalten, auf welche das globale Galerkin-Verfahren angewendet werden
kann, siehe Abbildung 4.1b.
Um den Druck aus dem Problem zu eliminieren, wird die doppelte Rotation auf die
Impulsgleichungen (4.7, 4.8) angewendet, und man erha¨lt zwei Gleichungen vierter
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Abbildung 4.1: Vereinfachte Geometrie fu¨r das niedrigdimensionale Modell.
Ordnung
VXY T − UY Y T + U(VXXY − UXY Y ) + V (VXY Y − UY Y Y )
+Re−1(UXXY Y + UY Y Y Y − VXXXY − VXY Y Y )
+UX(VXY − UY Y ) + UY (VXX − VY Y − 2UXY )
+VX(UXY + VY Y ) + VY (2VXY − 2UY Y ) = 0 , (4.9)
UXY T − VXXT + V (UXY Y − VXXY ) + U(UXXY − VXXX)
+Re−1(VXXY Y + VXXXX − UXY Y Y − UXXXY )
+VY (UXY − VXX) + VX(UY Y − UXX − 2VXY )
+UY (VXY + UXX) + UX(2UXY − 2VXX) = 0 . (4.10)
Die Ansa¨tze fu¨r die gesuchten Geschwindigkeitskomponenten U und V lauten






ψk(T )pmk(X) , (4.11)






ψk(T )qmk(X) . (4.12)
Offensichtlich wird die Abha¨ngigkeit der gesuchten Gro¨ßen von der Kanal-Quer-
richtung Y u¨ber die Ansatzfunktionen ϕm(Y ) modelliert, wobei jede fu¨r sich die
Randbedingungen auf den Kanalwa¨nden erfu¨llen muß. Wie weiter unten erla¨utert,
kann wegen der periodischen Einstro¨mung ein streng periodisches Verhalten in der
Zeit T erwartet werden, weshalb fu¨r die ψk(T ) ein Fourieransatz fu¨r die Zeitabha¨ngig-
keit gewa¨hlt wird. Die Ansatzfunktionen lauten somit (die indizierte Gro¨ße Tm steht
das m-te Chebyshev-Polynom erster Art, und nicht fu¨r die Zeit T !)
ψk(T ) = exp(ikT ) = cos(kT ) + i sin(kT ) , k = 0, . . . , K , (4.13)
ϕm(Y ) = Tm+1(Y )− Tm−1(Y ) ,m = 1, . . . ,M . (4.14)
Wegen der komplexen Darstellung der Ansatzfunktionen ψk(T ) werden auch die
Reihenkoeffizienten pmk(X) und qmk(X) in den Ansa¨tzen (4.11, 4.12) komplex. Die
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Kombination Tm+1(Y ) − Tm−1(Y ) garantiert, daß jede Ansatzfunktion ϕm(Y ) fu¨r
sich die Randbedingung auf den Kanalwa¨nden erfu¨llt. Um ein System orthonorma-
ler Funktionen zu erhalten, werden die Ansatzfunktionen ϕm gema¨ß [4] mit der sog.
Gram-Schmidt-Orthogonalisierung (GS) modifiziert, unter Verwendung der Wich-
tungsfunktion 1; es handelt sich hierbei um eine rekursive Vorschrift, welche die
Ansatzfunktionen geeignet renormiert, so daß sie linear unabha¨ngig voneinander
werden. Die ersten vier Ansatzfunktionen ϕ1 bis ϕ4, zusammen mit den orthonor-
mierten Ansatzfunktionen ϕ1,GS bis ϕ4,GS, sind in Abbildung 4.2 dargestellt.
Abbildung 4.2: Die ersten vier Ansatzfunktionen fu¨r die Abha¨ngigkeit der gesuchten Ge-
schwindigkeitskomponenten (U, V ) von der Kanal-Querrichtung Y .
Die Abha¨ngigkeit der Lo¨sungen von der Kanal-La¨ngsrichtung X findet sich in den
Reihenkoeffizienten pmk(X) und qmk(X), welche mittels des Galerkin-Verfahrens zu
bestimmen sind. Entgegen der meist u¨blichen Vorgehensweise (Ortsabha¨ngigkeiten
modelliert, Zeitabha¨ngigkeit in den Koeffizienten) werden hier die Abha¨ngigkeiten
von der Ortskoordinate Y und von der Zeit T modelliert. Nach Einsetzen der Aus-
dru¨cke (4.11, 4.12) in die X-Impulsbilanz (4.9) erha¨lt man so eine Differentialglei-
chung, welche die unbekannten Reihenkoeffizienten pmk(X) und qmk(X) entha¨lt.
Nach Eliminierung der qmk(X) aus dem Problem mittels der Kontinuita¨tsgleichung
(4.6) und Anwendung des Galerkin-Verfahrens ergibt sich fu¨r die unbekannten Koef-
fizienten pmk(X) ein nichtlineares Randwertproblem in X. Dieses muß im allgemei-
nen numerisch gelo¨st werden, und nachfolgend ko¨nnen die Koeffizienten qmk(X) aus
den Koeffizienten pmk(X) bestimmt werden. Im letzten Schritt wird das gesuchte
Geschwindigkeitsfeld gema¨ß (4.11, 4.12) aus den numerisch ermittelten Reihenkoef-
fizienten pmk(X), qmk(X) und den Ansatzfunktionen in Y und T rekonstruiert.
Auf den Kanalwa¨nden (Y = ±1/2) soll die herko¨mmliche Haftbedingung
(U, V ) = 0 (4.15)
gelten, was auch aus Abbildung 4.2 deutlich wird; wie oben erwa¨hnt, erfu¨llt je-
de Ansatzfunktion fu¨r sich diese Randbedingung. Am Auslaß wird eine konvektive
29 Kapitel 4 Niedrigdimensionales Modell
Ausstro¨m-Randbedingung
UT + U∞UX = 0 ,
VT + U∞VX = 0 (4.16)
nach [48] verwendet. Am Einstro¨mrand wird die Geschwindigkeit in Kanal-La¨ngs-
richtung X zu
U(Y ) = Aˆϕ1 = AˆGSϕ1,GS (4.17)
gewa¨hlt, wobei u¨ber den Parameter Aˆ bzw. AˆGS die Amplitude (der Volumenstrom)
des Einstro¨mprofils eingestellt wird. Um die oszillierende Umstro¨mung des Hinder-
nisses in der Original-Geometrie, Abbildung 4.1a, auch in die vereinfachte Geometrie
abzubilden, wird am Einstro¨mrand (vgl. Abbildung 4.1b) eine in der Zeit oszillie-
rende Geschwindigkeit in Kanal-Querrichtung V (Y, T ) angesetzt, na¨mlich V (Y, T ) =
Bˆϕ1 sin(ΩkT ), mit der dimensionslosen Anregungsfrequenz Ωk = ωkd0/u0, oder (=
kennzeichnet den Imagina¨rteil)
V (Y, T ) = Bˆϕ1=(ψk) = BˆGSϕ1,GS=(ψk) . (4.18)
U¨ber den Parameter Bˆ bzw. BˆGS kann die Amplitude der Oszillation gewa¨hlt wer-
den, und die Anregungsfrequenz wird u¨ber Ωk festgelegt. Die Ansa¨tze (4.11, 4.12)
fu¨r die gesuchten Geschwindigkeiten werden in die Randbedingungen (4.15-4.18)
eingesetzt, um nach Anwendung des Galerkin-Verfahrens und Eliminierung der Ko-
effizienten qmk(X) mittels der Kontinuita¨tsgleichung Randbedingungen fu¨r die Be-
rechnung der Reihenkoeffizienten pmk(X) zu erhalten. Das Gleichungssystem fu¨r
die Reihenkoeffizienten, hergeleitet mit dem Galerkin-Verfahren, kann vollsta¨ndig
analytisch behandelt werden; dafu¨r wird in dieser Arbeit das Computeralgebra-
System MAPLE verwendet. Die numerische Lo¨sung des resultierenden Differenti-
algleichungssystems wurde mit Hilfe der numerischen Mathematik-Software MAT-
LAB berechnet, welche ein Finite-Differenzen-Verfahren zur Lo¨sung des Randwert-
problems verwendet [51].
Abbildung 4.3 zeigt numerisch berechnete Koeffizientenverla¨ufe fu¨r zwei Kanal-
Reynolds-Zahlen (Re = 10, 30) und zwei Anregungsamplituden (Bˆ = 1, 2). Es
wurden vier Moden im Ort (M = 4) und fu¨nf Moden in der Zeit (K = 4) zuge-
lassen. Das Rechengebiet erstreckt sich vier Kanalweiten d0 stromab, von X = 0
(Einstro¨mung) bis X = 4 (Ausstro¨mung). Die Abbildungen 4.3a und 4.3e zeigen die
Koeffizientenverla¨ufe pmk(X) und qmk(X) der Reihenansa¨tze fu¨r die Geschwindig-
keiten U gema¨ß Gleichung (4.11) und V gema¨ß Gleichung (4.12) fu¨r die Parameter-
kombination (Re = 10, Bˆ = 1). Die Abbildungen 4.3b und 4.3f zeigen analog die
Koeffizienten fu¨r (Re = 10, Bˆ = 2), die Abbildungen 4.3c und 4.3g fu¨r (Re = 30,
Bˆ = 1), und die Abbildungen 4.3d und 4.3h fu¨r (Re = 30, Bˆ = 2). Die oszillierende
Anregung der Kanalstro¨mung wird u¨ber den Mode =(q12) aus dem Reihenansatz
(4.12) eingebracht, oder in der Einstro¨m-Randbedingung (4.18) ausgedru¨ckt, k = 2.
Die Amplitude des orthonormierten Einstro¨mprofils ist AˆGS = 2.06, und die Ampli-
tuden der orthonormierten Queroszillation sind BˆGS = 2.06 bzw. 4.13. Diese nicht-
ganzzahligen Werte kommen durch die Gram-Schmidt-Orthogonalisierung zustande,
siehe auch Abbildung 4.3 bei X = 0. Einige ausgewa¨hlte Koeffizientenverla¨ufe sind
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mit Bezeichungen versehen, um einen Vergleich der verschiedenen Parameterkombi-
nationen (Re, Bˆ) zu ermo¨glichen. Zur Orientierung ist der Koeffizient =(q12), welcher
die Queroszillation einbringt, in den Abbildungen 4.3e-h in rot bezeichnet. Es wird
deutlich, daß eine gro¨ßere Amplitude Bˆ der Queroszillation eine sta¨rker schwingende
Stro¨mung verursacht, die Abklingla¨nge der eingebrachten Sto¨rung aber nicht wesent-
lich vergro¨ßert; fu¨r beide Anregungsamplituden Bˆ = 1, Bˆ = 2 ist die Oszillation ab
etwa X ' 2 verschwunden. Eine Erho¨hung der Reynolds-Zahl von Re = 10 auf
Re = 30 hingegen hat offensichtlich eine gro¨ßere Abklingla¨nge zur Folge. Weiterhin
werden durch den anregenden Mode =(q12) u¨ber die sta¨rkere nichtlineare Kopp-
lung (gro¨ßere Reynolds-Zahl) auch andere Moden sta¨rker angeregt, vgl. etwa der
na¨chstho¨here harmonische Mode q32.
Aus diesen Koeffizientenverla¨ufen lassen sich nun die GeschwindigkeitsfelderV(T,X, Y )
gema¨ß der Ansa¨tze (4.11, 4.12) rekonstruieren. In Abbildung 4.4 sind diese fu¨r diesel-
ben Parameterkombinationen wie in Abbildung 4.3 fu¨r einen willku¨rlich gewa¨hlten
Zeitpunkt T0, V(T0, X, Y ), dargestellt. Es besta¨tigt sich, was auch schon die Koef-
fizientenverla¨ufe aus Abbildung 4.3 vermuten lassen: Ho¨here Anregungsamplituden
bewirken ho¨here Geschwindigkeiten, und die Abklingla¨nge der am Einlaß einge-
brachten Queroszillation wa¨chst mit wachsender Reynolds-Zahl.
Die analytische Herleitung der Koeffizientengleichungen in MAPLE wird aufwendi-
ger, je mehr Moden in Y und T zugelassen werden. Zugleich wird auch die nume-
rische Lo¨sung des Gleichungssystems fu¨r die Koeffizienten in MATLAB immer auf-
wendiger. Bei den hier zu erwartenden, relativ niedrigen Reynolds-Zahlen ist jedoch
nicht damit zu rechnen, daß es zu einer starken nichtlinearen Kopplung und damit
zu merklichen Anteilen in ho¨heren Moden kommt. Essentielle dynamische Eigen-
schaften des betrachteten Problems werden somit nicht vernachla¨ssigt, weshalb fu¨r
kleine Reynolds-Zahlen die Verwendung des beschriebenen Niedrigmoden-Ansatzes
gerechtfertigt ist.
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Abbildung 4.3: Koeffizientenverla¨ufe fu¨r die Parameterkombinationen (Re = 10, Bˆ = 1),
(Re = 10, Bˆ = 2), (Re = 30, Bˆ = 1), (Re = 30, Bˆ = 2).
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Abbildung 4.4: Rekonstruierte, instantane Geschwindigkeitsfelder V(T0, X, Y ) zum be-
liebig gewa¨hlten Zeitpunkt T0 fu¨r die Parameterkombinationen (Re =
10, Bˆ = 1), (Re = 10, Bˆ = 2), (Re = 30, Bˆ = 1), (Re = 30, Bˆ = 2):




Trotz der Beschra¨nkung auf zweidimensionale Probleme sind auch diese geome-
trisch oftmals schon so komplex, daß zur Untersuchung realistischer Geometrien
manche Na¨herungverfahren wie niedrigdimensionale Modelle (Kapitel 4) nicht ver-
wendet werden ko¨nnen. Stattdessen mu¨ssen die Grundgleichungen mit Hilfe von
Methoden gelo¨st werden, welche die zu untersuchenden Strukturen in ihrer geome-
trischen Komplexita¨t verarbeiten ko¨nnen. Hierzu bieten sich Verfahren wie Finite-
Differenzen-, Finite-Volumen- oder Finite-Elemente-Methoden an. In der vorliegen-
den Arbeit kommt das kommerzielle Finite-Elemente-Programm FIDAP zum Ein-
satz. Bei der Ortsdiskretisierung der Grundgleichungen werden vierseitige Elemen-
te mit linearen Ansatzfunktionen fu¨r die Geschwindigkeiten verwendet, wa¨hrend
der Druck innerhalb eines Elementes als konstant angenommen ist. Als Zeitschritt-
verfahren wird eine Pra¨diktor-Korrektor-Methode zweiter Ordnung verwendet. Die
Stro¨mungsgleichungen werden simultan, also voll gekoppelt, gelo¨st, da diese Me-
thode laut FIDAP-Manual [15] fu¨r die meisten 2D-Probleme effizienter ist als die
Entkopplung der Gleichungen fu¨r die gesuchten Gro¨ßen und die anschließende itera-
tive Lo¨sung, beispielsweise mit einem SIMPLE- oder einem verwandten Verfahren.
Fu¨r die Simulation der zweidimensionalen Stro¨mung zweier inkompressibler, New-
tonscher Flu¨ssigkeiten werden die Materialgro¨ßen der beiden Flu¨ssigkeiten, d.h. die
Dichten ρ, die dynamischen Viskosita¨ten µ und die Dielektrizita¨tskonstanten εr, als
identisch angenommen.
Allgemein ist das (ebene) elektrische Potentialfeld zwischen zwei Elektroden in An-
wesenheit verschiedener Stoffe durch eine Lo¨sung des Gauß-Gesetzes
∇(ε∇ϕ) = q , (5.1)
in Verbindung mit sinnvollen Randbedingungen zu erhalten. Auf Elektroden ist et-
wa das Potential fest vorgegeben, an den Ra¨ndern des Rechengebietes sind geeignete
Randbedingungen zweiter oder dritter Art zu formulieren. Aufgrund der Anordnung
verschiedener Stoffe innerhalb des Rechengebietes mit unterschiedlichen Dielektri-
zita¨tskonstanten ist zum einen ε(x, y) zu beachten. Zum anderen ist ein Quellterm
q(x, y) u¨berall dort pra¨sent, wo verschiedene Stoffe (verschiedene ε) aneinandergren-
zen. Das lokale elektrische Feld E(x, y) ist u¨ber
E = −∇ϕ (5.2)
mit dem Potentialfeld ϕ(x, y) verknu¨pft.
Im Rahmen der hier vorgestellten Behandlung der EDL wird die Auswirkung des
Quellterms an den Stoffgrenzen durch die wandnormale Verteilung der Ladungsdich-
te, Gleichung (2.17), approximiert. Es verbleibt demnach Gleichung (5.1) fu¨r q = 0
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zu lo¨sen (liefert das externe elektrische Feld), und das wandnahe Feld zu u¨berlagern.
Wenn zwischen den Elektroden zwei Stoffe (Flu¨ssigkeit l, Wandmaterial s) a¨hnli-
cher Dielektrizita¨tskonstante angeordnet sind, d.h. fu¨r εl ' εs, entfa¨llt weitergehend
die Abha¨ngigkeit ε(x, y), und die Lo¨sung wird weiter vereinfacht. Das externe elek-
trische Feld zwischen zwei Linienelektroden wird in diesem Fall konstant. Da in
der vorliegenden Arbeit die prinzipielle Funktionsweise und die kontinuumsmecha-
nische Behandlung elektrisch erregter Mikromischer-Stro¨mungen aufgezeigt werden
soll, erscheint es im Sinne einer ersten Na¨herung ausreichend, das elektrische Feld
als ra¨umlich konstant anzunehmen. Diese Na¨herung ist zula¨ssig, solange die Dielek-
trizita¨tskonstanten von Flu¨ssigkeit und Wand nicht zu verschieden sind.
5.2 Verifikation
Alle numerischen Verfahren sind Methoden zur na¨herungsweisen Lo¨sung mathema-
tischer Problemstellungen. Sie kommen dann zum Einsatz, wenn fu¨r das gegebene
Problem keine analytische Lo¨sung gefunden werden kann. Diese Na¨herungslo¨sungen
sind fehlerbehaftet und unterscheiden sich deshalb von der eigentlich gesuchten, ex-
akten Lo¨sung. Anstelle einer analytischen, kontinuierlichen Lo¨sung liefern sie eine
diskrete Na¨herung derselben, berechnet an einer endlichen Anzahl von Stu¨tzstel-
len. Rundungs-, Abbruch- und Diskretisierungsfehler verfa¨lschen die Na¨herung; es
ist daher von Bedeutung zu wissen, inwieweit die Na¨herungslo¨sung von der ech-
ten Lo¨sung abweicht. Dabei ist zu beachten, daß auch ein sorgfa¨ltiges Austesten
und Verifizieren der verwendeten numerischen Methoden keine endgu¨ltige Gewiß-
heit bezu¨glich der Genauigkeit der Na¨herung bieten kann, denn das Anwenden von
zuvor getesteten, numerischen Methoden auf das interessierende Problem bedeutet
immer eine Extrapolation der in der Verifikationsphase gemachten Erfahrungen auf
das neue Problem. Es ist aus diesem Grund darauf zu achten, daß Verifikationsfa¨lle
ausgewa¨hlt werden, welche a¨hnliche Anforderungen an die Numerik stellen wie das
eigentlich zu lo¨sende Problem. Fu¨r numerische Stro¨mungsberechnungen bedeutet
dies, daß eine Klassifizierung des Stro¨mungstyps vorgenommen werden muß, nach
Kriterien wie beispielsweise U¨ber-/Unterschallstro¨mung, (in)kompressibles Fluid,
(nicht-)Newtonsches Fluid, (in)stationa¨re Stro¨mung, ein-/zwei-/dreidimensionales
Rechengebiet, Um-/Innenstro¨mung, oder ob das zu lo¨sende Problem Grenzschicht-
charakter besitzt.
In der vorliegenden Arbeit sollen mit Hilfe des kommerziellen Finite-Elemente-
Programms FIDAP inkompressible, instationa¨re Stro¨mungen eines Newtonschen
Fluids in zweidimensionalen Geometrien berechnet werden. In den meisten Be-
rechnungen inkompressibler Stro¨mungen kommt auf festen Wa¨nden u¨blicherweise
die herko¨mmliche Haftbedingung zum Einsatz; in der vorliegenden Arbeit hinge-
gen tritt fu¨r die Bulk-Stro¨mung aus der asymptotischen Anpassung eine unu¨bliche
Randbedingung auf, na¨mlich die Rutschbedingung (3.49, 3.50). Diese liefert eine
endliche Geschwindigkeitskomponente tangential zur Wand, sofern lokal eine wand-
tangentiale Komponente des elektrischen Feldes vorliegt. Auf diese Weise wird der
Einfluß externer elektrischer Felder auf die Stro¨mung innerhalb der (im Rahmen
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der Asymptotik unendlich du¨nn angenommenen) EDL in das Problem eingebracht,
ohne diese mit einem sehr feinen Gitter auflo¨sen zu mu¨ssen; so wird das elektro-
hydrodynamische Problem auf ein rein hydrodynamisches reduziert, siehe auch die
Erla¨uterungen in Kapitel 3.5. Diese Rutschbedingung entspricht einer in ihrer ei-
genen Ebene mit der aus (3.49) berechneten Geschwindigkeit bewegten Wand, auf
welcher die herko¨mmliche Haftbedingung gilt. Aus diesem Grund wird als Verifi-
kationsbeispiel das Zweite Stokessche Problem der schwingenden Platte ausgewa¨hlt
[44], wo man ebendiese Situation antrifft: In dieser Stro¨mung tritt eine in ihrer
eigenen Ebene schwingende Wand mit Haftbedingung auf, was den hier zu berech-
nenden Mikromischer-Stro¨mungen mit der Rutschbedingung (3.49, 3.50) entspricht.
Weiterhin existiert eine analytische Lo¨sung fu¨r das Stokessche Problem, was einen
optimalen Vergleich mit der von FIDAP errechneten, numerischen Na¨herungslo¨sung
ermo¨glicht. In Abbildung 5.1 ist das Problem skizziert. Eine unendlich ausgedehnte
Platte schwingt periodisch in der Zeit in ihrer eigenen Ebene, was als Randbedin-
gung gema¨ß
u(t, y = 0) = uˆ sin(ω0t) (5.3)
in das Problem eingeht, mit uˆ als Amplitude und ω0 als Frequenz der Plattenschwin-
gung. Aufgrund der Haftbedingung (5.3) an der Platte wird das inkompressible Fluid
in Schwingung versetzt; eine Welle wandert ausgehend von der Platte in das halb-
unendlich ausgedehnte Fluid hinein und wird dabei geda¨mpft. Fu¨r große Absta¨nde
von der Platte verschwindet die Amplitude der Bewegung, was als weitere Randbe-
dingung
u(t, y →∞) = 0 (5.4)
in die Definition des Problems eingeht. Die Navier-Stokes-Gleichungen ko¨nnen auf-
grund der Annahme einer unendlich ausgedehnten Platte erheblich vereinfacht wer-
den, und nach Auswertung der Kontinuita¨tsgleichung erha¨lt man die das Problem
beschreibende Differentialgleichung zu
ut = νuyy , (5.5)
wobei ν die kinematische Viskosita¨t des Fluids bezeichnet. Die analytische Lo¨sung
des Problems lautet unter Einbeziehung der Randbedingungen (5.3, 5.4)







Offensichtlich la¨uft eine geda¨mpfte Welle von der Platte weg in das Fluid hinein.
Abbildung 5.2 zeigt in dimensionsloser Form das numerische Ergebnis fu¨r u(t, y)
aus FIDAP und die analytische Lo¨sung (5.6) im eingeschwungenen Zustand zu vier
verschiedenen Zeitpunkten wa¨hrend einer Schwingungsperiode; zusa¨tzlich wird die
Einhu¨llende, exp(−ky), aus der analytischen Lo¨sung (5.6) gegeben. Die Geschwin-
digkeit u ist mit der Schwingungsamplitude der Platte, uˆ, entdimensioniert, und
der Plattenabstand y mit der La¨nge k−1. Nach einem kurzen Einschwingvorgang
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gehen die Unterschiede zwischen der numerischen Lo¨sung aus FIDAP und der ana-
lytischen Lo¨sung (5.6) in der Strichsta¨rke unter (maximaler relativer Fehler 0.2 0/00);
der Einschwingvorgang in der numerischen Simulation kommt zustande, weil das
Fluid als Anfangsbedingung fu¨r die numerische Berechnung als ruhend angenom-
men wird. Außerdem wird ersichtlich, daß die numerische Diffusion der Na¨herungs-
verfahren keine erkennbare ku¨nstliche Da¨mpfung der Schwingung, und damit keine
nennenswerte ku¨nstliche Diffusion, in die numerische Lo¨sung einbringt (maximale
Zell-Reynolds-Zahl Rec,max = 0.023).
Abbildung 5.1: Stokessches Problem der schwingenden Platte.
Abbildung 5.2: Vergleich der FIDAP-Lo¨sung mit der analytischen Lo¨sung zu vier verschie-
denen Zeitpunkten wa¨hrend einer Schwingungsperiode Tper.
5.3 Erla¨uterung der Randbedingung
Den Einfluß der Anpassungsbedingungen (3.49, 3.50), welche in den numerischen
Simulationen verwendet werden, verdeutlicht Abbildung 5.3. In Abbildung 5.3a ist
die stationa¨re, symmetrische Umstro¨mung eines zylindrischen Hindernisses von links
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nach rechts ohne elektrische Kra¨fte anhand von Stromlinien und Geschwindigkeits-
vektoren visualisiert; die Fa¨rbung der Geschwindigkeitsvektoren steht fu¨r den Ge-
schwindigkeitsbetrag. Ohne elektrische Kra¨fte ergibt sich auf der Zylinderoberfla¨che
aufgrund der Haftbedingung die Geschwindigkeit Null. In Abbildung 5.3b hinge-
gen wirken nach oben gerichtete, elektrische Kra¨fte Fel auf das Fluid innerhalb der
elektrischen Doppelschicht, welche den Zylinder umgibt; die Hauptstro¨mung ist wie
in Abbildung 5.3a von links nach rechts gerichtet. Gema¨ß (3.49) ergibt sich an je-
der Stelle der Zylinderoberfla¨che in Abha¨ngigkeit von der lokalen, wandtangentialen
Komponente des elektrischen Feldes ein Wert fu¨r die wandtangentiale Geschwindig-
keit; die wandnormale Geschwindigkeit ist laut (3.50) immer Null. Da das elektri-
sche Feld gerade senkrecht nach oben gerichtet ist, wird die Geschwindigkeit auf der
Zylinderoberfla¨che nach (3.49) dort maximal, wo die Wand gerade tangential zum
elektrischen Feld verla¨uft, also am A¨quator des Zylinders1. An den Polen hinge-
gen ist die Wand gerade senkrecht zum elektrischen Feld ausgerichtet, weshalb dort
keine wandtangentiale Komponente des Feldes vorhanden ist und somit auch keine
Rutschgeschwindigkeit gema¨ß (3.49). Der Staupunkt der Stro¨mung wird durch den
Einfluß der Randbedingung auf die Unterseite des Zylinders verschoben, wa¨hrend
der Ablo¨sepunkt auf die Oberseite wandert. Es entsteht eine lokal asymmetrische
Umstro¨mung des Hindernisses, hervorgerufen durch die asymmetrischen elektrischen
Kra¨fte.
Wird ein zeitlich vera¨nderliches Feld Fel(T ) angelegt, variieren auch die Anpas-
sungsbedingungen in der Zeit; dies ist fu¨r den Fall eines periodisch vera¨nderlichen,
vertikalen elektrischen Feldes in Abbildung 5.3c dargestellt. Die Umstro¨mung des
zylindrischen Hindernisses ist zu zwei Zeitpunkten gezeigt. Zum Zeitpunkt T1 weist
das elektrische Feld gerade mit maximaler Amplitude nach oben, wa¨hrend es zum
Zeitpunkt T2 nach unten gerichtet ist. Die Umstro¨mung des Hindernisses verla¨uft
wiederum von links nach rechts und wird zu beiden Zeitpunkten durch einige Strom-
linien visualisiert. Durch die alternierenden elektrischen Kra¨fte wird das Fluid ab-
wechselnd nach oben (T = T1) und nach unten (T = T2) vom Zylinder weg in
die Hauptstro¨mung getrieben. Auf diese Weise la¨ßt sich die Vermischung zweier
Flu¨ssigkeiten, welche ein Hindernis in einem Kanal unter- und oberhalb der Sym-
metrieachse umstro¨men, fo¨rdern; weitere Erla¨uterungen zu den Einzelheiten dieses
Effektes folgen in Kapitel 7.
1Obwohl fu¨r einen (zweidimensionalen) Kreis die Begriffe eines Pols und eines A¨quators eigent-
lich nicht definiert sind, sollen diese Bezeichnungen hier in Analogie zu einer (dreidimensionalen)
Kugel aufgrund ihrer Anschaulichkeit dennoch verwendet werden.
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Abbildung 5.3: (a) Symmetrische (ohne elektrische Kra¨fte) und (b) asymmetrische (mit
elektrischen Kra¨ften) Umstro¨mung eines Hindernisses; (c) periodische (mit
elektrischen Kra¨ften) Umstro¨mung eines Hindernisses.
Kapitel 6
Vermischungsbewertung
Das Ziel der vorliegenden Arbeit ist es, eine mo¨glichst schnelle und vollsta¨ndige
Vermischung zweier Flu¨ssigkeiten 1, 2 in einer Mikrokanalstruktur zu erreichen. Da-
zu sollen die Flu¨ssigkeiten unter Einwirkung elektrischer Wechselfelder miteinander
verru¨hrt werden, um die dazwischenliegende Grenzfla¨che zu vergro¨ßern. Die Stoffdif-
fusion auf molekularer Ebene kann dann u¨ber diese Grenzfla¨che effektiver ablaufen
und zu einer vollsta¨ndigen Vermischung der beiden Flu¨ssigkeiten fu¨hren. Die Effizi-
enz dieses Verfahrens ha¨ngt von mehreren Parametern ab, etwa von der gewa¨hlten
Geometrie des Mikromischers, dem Stro¨mungsfeld, der Sta¨rke, Frequenz und ra¨um-
lichen Ausrichtung des angelegten elektrischen Wechselfeldes, oder den Stoffeigen-
schaften von Flu¨ssigkeiten und Wandmaterialien. Um eine gegebene Kombination
dieser Parameter auf ihre Eignung zum effizienten Mischen hin zu beurteilen, muß
ein Kriterium zur Bewertung der Vermischungsgu¨te gefunden werden. Es werden
im Folgenden vier verschiedene Ansa¨tze vorgestellt. Alle vier Methoden werden an-
hand der in Abbildung 6.1 dargestellten Mischer-Modellstro¨mung hergeleitet und
erla¨utert.
6.1 Berechnung der Konzentrationsverteilung
Der naheliegendste Ansatz ist, die beiden reinen Flu¨ssigkeiten durch die Konzen-
trationen c1 = 0 und c2 = 1 darzustellen und die Konzentrationsverteilung c1 ≤
c(x, y) ≤ c2 in der Mikrokanalstruktur infolge der zugrundeliegenden Stro¨mung zu
berechnen. Hierzu werden fu¨r N Spezies N − 1 Stofftransportgleichungen der (di-
mensionslosen) Form






die Peclet-Zahl der k-ten Spezies bedeutet, welche konvektiven und diffusiven Stoff-
transport ins Verha¨ltnis setzt. Da hier die Stoffdiffusivita¨t fu¨r alle beteiligten Spezies
als gleich angenommen wird, Dk = D, gilt vereinfachend eine universelle Peclet-Zahl
Pe = Pek, welche fu¨r alle Stoffe gleich ist. Als Randbedingungen bieten sich in den
hier interessierenden Fa¨llen Dirichlet-Randbedingungen am Einlaß an, wa¨hrend auf
den Wa¨nden und am Auslaß der Normalgradient zu Null gesetzt wird. Die Lo¨sung
einer Stofftransportgleichung erlaubt es somit, sowohl den konvektiven als auch den
diffusiven Transport zu beru¨cksichtigen. Als Ergebnis erha¨lt man etwa am Mischer-
auslaß ein Konzentrationsprofil, welches direkt Aussagen u¨ber die Gemischqualita¨t
erlaubt, siehe Abbildung 6.1a. Ziel ist es, am Auslaß eine mo¨glichst homogene Kon-
zentration c = 0.5 zu erreichen. Der Konzentrationsberechnung aus Abbildung 6.1a
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zugrunde gelegt ist eine am Einlaß quer zur Hauptstro¨mungsrichtung oszillierende
Kanalstro¨mung, wie sie auch in Kapitel 4.2 beschrieben ist. Weitere Einzelheiten der
Stro¨mung sollen an dieser Stelle nicht interessieren; es geht hier lediglich darum, die
verschiedenen Ansa¨tze zur Vermischungsbewertung zu erla¨utern und bei identischer
Stro¨mung zu vergleichen.
Bei der numerischen Lo¨sung der zugeho¨rigen Stofftransportgleichung treten allge-
mein Schwierigkeiten auf, die diesen Ansatz fu¨r viele Anwendungsfa¨lle unpraktika-
bel werden lassen. Realistische Diffusivita¨ten D fu¨r Flu¨ssigkeiten sind so klein, daß
zur Berechnung sehr feine Gitter mit entsprechend hohem Rechenaufwand notwen-






ausgedru¨ckt werden, welche mittels einer fu¨r die Rechenzelle typischen Gschwin-
digkeit u∗ und einer typischen Zellabmessung l∗ das Verha¨ltnis von Konvektion zu
Diffusion beurteilt. Daß der Stofftransport in Flu¨ssigkeitsstro¨mungen oftmals kon-
vektionsdominiert ist und die Stoffdiffusion nur eine sehr untergeordnete Rolle spielt,





welche fu¨r Flu¨ssigkeiten typischerweise Werte um 1000 annimmt. Da hier zeitabha¨ngi-
ge Simulationen durchgefu¨hrt werden, begrenzt die geringe Gitterweite außerdem die
Zeitschrittweite, wenn explizite Zeitschrittverfahren verwendet werden. Weiterhin
kann unphysikalische numerische Diffusion, bedingt durch die verwendete ra¨umliche
Diskretisierung, in die gleiche Gro¨ßenordnung wie die physikalische kommen; dies
fu¨hrt zu weiteren Fehlern.
6.2 Verfolgen der gesamten Grenzfla¨che
Wie in Kapitel 1.2 dargelegt, ha¨ngt die Effizienz eines Mischverfahrens entschei-
dend davon ab, wie stark die Grenzfla¨che zwischen den Flu¨ssigkeiten wa¨hrend des
Mischprozesses vergro¨ßert wird. Daher liegt es nahe, diese zu betrachten und ihre
Vergro¨ßerung wa¨hrend des Mischvorganges zu messen. Dazu werden Partikel (jeweils
eines pro Zeitschritt der instationa¨ren Simulation) am Einlaß der Geometrie auf der
Grenzfla¨che plaziert und dann stromab geschwemmt; die Verbindungslinie zwischen
diesen Partikeln gibt ein Bild der Grenzfla¨che. Da sich die Grenzfla¨che mit fortschrei-
tender Zeit stark verformen und vergro¨ßern wird, werden sich benachbarte Partikel
mit der Zeit voneinander entfernen. Um sicherzustellen, daß eine vernu¨nftige Na¨he-
rung der Grenzfla¨chenposition und -form erhalten wird, werden zusa¨tzliche Partikel
dort eingefu¨gt, wo der Abstand zweier benachbarter Partikel einen vorgegebenen
Maximalwert u¨berschreitet. Ebenso ko¨nnen Partikel, welche sich aufgrund der zu-
grundeliegenden Stro¨mung zusammenballen und lokal eine unno¨tig hohe ra¨umliche
Auflo¨sung der Grenzfla¨che liefern, entfernt werden; dadurch wird der Rechenauf-
wand in Grenzen gehalten. Abbildung 6.1b zeigt exemplarisch eine Momentaufnah-
me einer so verfolgten Grenzfla¨che (rot), und die Iso-Konzentrationslinie c = 0.5
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Abbildung 6.1: Methoden der Vermischungsbewertung: (a) numerisch berechnetes Kon-
zentrationsfeld, (b) Verfolgen der gesamten Grenzfla¨che zwischen den
Flu¨ssigkeiten, (c) Verfolgen eines Teils der Grenzfla¨che zwischen den
Flu¨ssigkeiten, (d) Markieren der beiden Flu¨ssigkeiten durch Partikel.
(gru¨n) aus dem Konzentrationsfeld aus Abbildung 6.1a ist zum Vergleich ebenfalls
eingetragen. Die La¨nge einer solchen Linie (Grenzfla¨che) kann mit der La¨nge ei-
ner Referenzlinie verglichen werden. Ein mo¨gliches Maß fu¨r die Vermischungsgu¨te
stellt z.B. der Vergleich der Linienla¨ngen bei an- bzw. ausgeschalteter Anregung
dar, lan/laus. Der Fall der ausgeschalteten Anregung dient hierbei als Referenz, und
die Mischleistung bei angeschalteter Anregung soll mo¨glichst optimal werden, d.h.
lan/laus soll einen mo¨glichst großen Wert annehmen. Abbildung 6.2a demonstriert
das Potential dieser Methode. Die zugrundeliegende Stro¨mung entspricht der aus
Abbildung 6.1, jedoch bei viermal gro¨ßerer Amplitude der Quergeschwindigkeit und
doppelter mittlerer Stro¨mungsgeschwindigkeit. Dadurch ergibt sich eine wesentlich
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komplexere Stro¨mung, und in der Folge wird die Grenzfla¨che zwischen den Flu¨ssig-
keiten deutlich sta¨rker gela¨ngt und aufgefaltet als dies in Abbildung 6.1 der Fall
ist. Zusa¨tzlich belegt Abbildung 6.3, daß die Grenzfla¨chenla¨nge mit fortschreitender
Zeit T in etwa exponentiell anwa¨chst.
Abbildung 6.2: Verfolgen der Grenzfla¨che zwischen den Flu¨ssigkeiten: (a) Verfolgen der
gesamten Grenzfla¨che, (b) Verfolgen eines Teils der Grenzfla¨che.
Abbildung 6.3: Entwicklung der Grenzfla¨chenla¨nge mit fortschreitender Zeit T .
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6.3 Verfolgen eines Teils der Grenzfla¨che
Da hier die Stro¨mung durch einen Mischer mit Ein- und Auslaß behandelt wird,
verla¨ßt die Grenzfla¨che den betrachteten Stro¨mungsbereich nach und nach wieder.
Daher kann es von Vorteil sein, die Vermischungsbewertung anhand der Grenz-
fla¨che in dem Zeitraum vorzunehmen, innerhalb dessen ein definiertes Teilstu¨ck der
Grenzfla¨che den Stro¨mungskanal durchwandert; diese Vorgehensweise demonstriert
Abbildung 6.1c. Hier kommen dieselben Methoden (Einfu¨gen zusa¨tzlicher Partikel,
Entfernen u¨berflu¨ssiger Partikel) zum Einsatz wie in Kapitel 6.2, um eine genaue
Verfolgung der Grenzfla¨che zu gewa¨hrleisten. Gestrichelt dargestellt ist ein Teil der
Grenzfla¨che der La¨nge l0 zum Anfangszeitpunkt, welcher mit der Zeit durch die
Stro¨mung gela¨ngt, verformt (aufgefaltet) und stromab geschwemmt wird. Bei ab-
geschalteter Anregung wu¨rde diese Linie unvera¨ndert stromab tranportiert werden,
wa¨hrend die Stro¨mung bei angeschalteter Anregung die Linie vera¨ndert. Die blaue
durchgezogene Linie (La¨nge lT ) nahe des Auslasses zeigt Position und Form dieses
Teils der Grenzfla¨che zu einem spa¨teren Zeitpunkt T bei eingeschalteter Anregung,
wohingegen die rote durchgezogene Linie denselben Teil der Grenzfla¨che bei abge-
schalteter Anregung zum selben Zeitpunkt T darstellt (La¨nge l0). Das Verha¨ltnis
beider La¨ngen, lT/l0, kann als Maß fu¨r die Vermischungsgu¨te dienen. Die Abbildun-
gen 6.2b und 6.3 demonstrieren auch fu¨r diese Methode, daß ein genaues Verfolgen
der schnell anwachsenden Grenzfla¨che mit hoher ra¨umlicher Auflo¨sung mo¨glich ist.
6.4 Bestimmung des Konzentrationsfeldes mittels
Partikelverfolgung
Um das Konzentrationsfeld im gesamten Simulationsgebiet zu erhalten und gleich-
zeitig die Probleme bei der Berechnung der Konzentration mit Hilfe der Stofftrans-
portgleichung zu umgehen, kann alternativ eine Partikelna¨herung verwendet werden.
Wa¨hrend bei der numerischen Lo¨sung der Stofftransportgleichung durch ku¨nstliche
Diffusion der diffusive Austausch u¨berbewertet wird, verspricht der Transport von
Partikeln (nahezu) diffusionsfrei zu bleiben. Die Methoden in Kapitel 6.1 und Kapitel
6.4 grenzen demnach das wahre Konzentrationsfeld bei kleiner definierter Diffusi-
vita¨t ein. Anstatt die beiden Flu¨ssigkeiten am Mischereinlaß mit den Konzentratio-
nen c1 = 0 bzw. c2 = 1 zu belegen, werden zur Markierung masselose, schlupffrei
der Stro¨mung folgende und diese nicht beeinflussende Tracer-Partikel verwendet;
außerdem besteht keine Interaktion zwischen den Partikeln. Die Partikel werden
zeitlich kontinuierlich und gleichma¨ßig u¨ber den Einlaßrand verteilt in die Stro¨mung
eingebracht. Entsprechend ihrer jeweiligen Anfangsposition innerhalb der Flu¨ssig-
keiten 1 oder 2 werden sie der einen oder der anderen Flu¨ssigkeit zugeschlagen;
diese Zugeho¨rigkeit behalten sie wegen der Schlupffreiheit wa¨hrend der gesamten
Simulation bei. Die Partikel werden von der Stro¨mung durch den Kanal transpor-
tiert, bis sie diesen schließlich durch den Auslaß verlassen, siehe Abbildung 6.1d.
Dort wo sich ein Partikel der Sorte 1 befindet, liegt Flu¨ssigkeit 1 vor; entsprechen-
des gilt fu¨r Partikel der Sorte 2 und Flu¨ssigkeit 2. Je dichter die Partikelbesetzung
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der Stro¨mung ist, umso feiner wird die Verteilung der beiden Flu¨ssigkeiten ra¨um-
lich aufgelo¨st. In Abbildung 6.1d sind die Partikel zu einem bestimmten Zeitpunkt
im Kanal farblich markiert gezeigt, und zusa¨tzlich ist die Iso-Konzentrationslinie
c = 0.5 (gru¨n) zum selben Zeitpunkt aus dem Konzentrationsfeld aus Abbildung
6.1a u¨berlagert. Offensichtlich kommt diese Iso-Konzentrationslinie in guter Na¨he-
rung auf die Grenze zwischen roten und blauen Partikeln zu liegen. Abweichungen
der Iso-Konzentrationslinie von der Grenzlinie zwischen roten und blauen Parti-
keln entstehen nur durch unterschiedlich starke Diffusion bei der Berechnung des
Konzentrationsfeldes und bei der Berechnung der Partikelverteilung; das zugrun-
degelegte Geschwindigkeitsfeld, und damit der konvektive Transport, ist in beiden
Fa¨llen gleich. In den Bewegungsgleichungen fu¨r die Partikel,
x˙ = V(x, t) , (6.5)
tritt keine physikalische Diffusion auf; das zur Partikelverfolgung verwendete Inte-
grationsverfahren wird dennoch zu geringer (numerischer) Diffusion fu¨hren. Die Glei-
chungen (6.5) werden deshalb mit einem Runge-Kutta-Verfahren vierter Ordnung
integriert. Methoden niedrigerer Ordnung wie beispielsweise die Euler-Vorwa¨rts-
Integration liefern zu ungenaue Ergebnisse, und Verfahren ho¨herer Ordnung bringen
kaum Genauigkeitsgewinn, verursachen aber einen deutlichen Mehraufwand bei der
Berechnung.
Zur Vermischungsbewertung mittels der hier geschilderten Partikelmethode wird nun
als allein ausschlaggebend angesehen, von welcher Qualita¨t das Gemisch ist, das den
Mikromischer nach Durchlaufen der Mischstrecke verla¨ßt; in welchem Zustand die
beiden Flu¨ssigkeiten innerhalb des Mischers sind, sei von untergeordneter Bedeu-
tung. Daher wird bei dieser Methode nur der Auslaß des Mischers betrachtet, um
mit Hilfe der Partikelverteilung u¨ber die Gemischqualita¨t zu befinden. Dazu wird
der Ausstro¨mrand der Ho¨he H in D Bilanzzellen der Breite ∆y = H/D unterteilt,
siehe vergro¨ßerter Ausschnitt in Abbildung 6.1d. Innerhalb jeder dieser Bilanzzel-
len werden alle austretenden Partikel (nr rote, nb blaue) geza¨hlt. Daraus la¨ßt sich
fu¨r die i-te Bilanzzelle eine mittlere Konzentration, etwa fu¨r Flu¨ssigkeit 1, gema¨ß
ci,r = nr/(nr+nb) berechnen. Die Bilanzierung der austretenden Partikel erfolgt fu¨r
die Dauer mindestens einer Zeitschrittweite ∆t der Simulation, oder je nach Bedarf
u¨ber einen gro¨ßeren Zeitraum hinweg, was jeweils einer zeitlichen Mittelung gleich-
kommt. Auf diese Weise erha¨lt man aus der Bilanzierung der austretenden Partikel
eine Na¨herung fu¨r das instantane oder zeitlich gemittelte Konzentrationsprofil am
Auslaß.
Anhand von Abbildung 6.4 sollen die wesentlichen Einflu¨sse auf die Gu¨te der so
erhaltenen Konzentrationsprofile erla¨utert werden. Hier ist jeweils das aus der Par-
tikelverteilung ermittelte Konzentrationsprofil (blau) am Mischerauslaß zusammen
mit dem Konzentrationsprofil (rot) aus der numerischen Lo¨sung der Stofftransport-
gleichung gezeigt; beiden Profilen liegt die Stro¨mung aus Abbildung 6.1 zugrunde.
Die Anzahl der Bilanzzellen ist zu D = 64 bzw. D = 256 gewa¨hlt, und die u¨ber den
Mischerauslaß austretenden Partikel werden u¨ber 20 bzw. 100 Zeitschritte hinweg bi-
lanziert (∆tB = 20∆t bzw. ∆tB = 100∆t), weshalb auch das aus der Stofftransport-
gleichung erhaltene Konzentrationsprofil jeweils u¨ber denselben Zeitraum gemittelt
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wird. Je gro¨ßer D gewa¨hlt wird, umso feiner wird das Konzentrationsprofil ra¨umlich
aufgelo¨st; gleichzeitig wird das Profil jedoch sta¨rker verrauscht, da die Anzahl der
bilanzierten Partikel pro Bilanzzelle sinkt und deshalb zu statistisch unsichereren
Mittelwerten fu¨hrt. Diese Beobachtung wird aus dem Vergleich der Abbildungen
6.4a und 6.4b bzw. der Abbildungen 6.4c und 6.4d deutlich. Weiterhin ist zu erken-
nen, daß fu¨r einen la¨ngeren Bilanzierungszeitraum ∆tB das Rauschen im Profil zwar
schwa¨cher wird, dies jedoch um den Preis einer la¨ngeren Zeitmittelung; diese Aus-
sage kann aus dem Vergleich der Abbildungen 6.4a und 6.4c bzw. der Abbildungen
6.4b und 6.4d abgeleitet werden. Abhilfe kann hier eine dichtere Partikelbeladung
der Stro¨mung schaffen, was allerdings auch einen erho¨hten Rechenaufwand aufgrund
der gro¨ßeren Partikelanzahl mit sich bringt.
Abbildung 6.4: Einfluß der Anzahl D der Bilanzzellen und des Mittelungszeitraums
∆tB auf die Gu¨te des Konzentrationsprofils am Mischerauslaß: (a) D =
64, ∆tB = 20∆t, (b) D = 256, ∆tB = 20∆t, (c) D = 64, ∆tB = 100∆t,
(d) D = 256, ∆tB = 100∆t.
Fu¨r ingenieursma¨ßige Anwendungen ist es von Vorteil, wenn die Bewertung der Ge-
mischqualita¨t anhand einer einzigen, charakteristischen Gro¨ße vorgenommen wer-
den kann. Hierzu bietet es sich an, das aus der Partikelverfolgung erhaltene Auslaß-
Konzentrationsprofil zuna¨chst mit den beiden Grenzfa¨llen (i) perfekter Vermischung
und (ii) denkbar schlechter Vermischung zu vergleichen und so eine Einordnung der
erhaltenen Gemischqualita¨t vorzunehmen. Unter (i) perfekter Vermischung ist zu
verstehen, daß am Mischerauslaß an jeder Stelle und zu jedem Zeitpunkt die Kon-
zentration c = 0.5 vorliegt. (ii) Die schlechteste Vermischung ist dadurch gekenn-
zeichnet, daß die beiden Flu¨ssigkeiten sich u¨berhaupt nicht miteinander vermischt
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haben. In Abbildung 6.5a sind die beiden Grenzfa¨lle schematisch dargestellt. Gezeigt
sind die Konzentrationsprofile u¨ber den Mischerauslaß der Ho¨he H fu¨r perfekte (rot,
Index
”
id“) und denkbar schlechte (gru¨n, Index
”
wc“) Vermischung; die aus der Par-
tikelsimulation erhaltene Mischer-Auslaßkonzentration wird zwischen diesen beiden
Extrema liegen.
Abbildung 6.5: Grenzfa¨lle der Gemischqualita¨t: (a) Mischerauslaß-Konzentrationen, (b)
Autokorrelationsfunktionen der beiden Grenzfa¨lle.
Zuna¨chst erscheint es naheliegend, die Abweichung des ermittelten Konzentrations-
profils vom Idealfall zu quantifizieren; diese Vorgehensweise wird jedoch insbesondere
bei großer Anzahl D der Bilanzzellen und bei kleinerem Bilanzzeitraum ∆tB durch
den hohen Rauschanteil im Konzentrationsprofil erschwert. Aus diesen Gru¨nden ist
es sinnvoll, zuna¨chst die Autokorrelation Rˆ der Konzentrationsprofile zu berechnen,
um statistische Rauschanteile zu entfernen. In Abbildung 6.6 sind zum einen die
Konzentrationsprofile aus der Lo¨sung der Stofftransportgleichung und zum anderen
Konzentrationsprofile aus der Partikelverfolgung fu¨r verschiedene D, ∆tB gegeben
(erste Spalte). Die daraus berechneten Autokorrelationen (dritte Spalte) weichen
fu¨r einen Parametersatz nur wenig voneinander ab, lediglich die Autokorrelation der
Konzentration aus der Stofftransportgleichung (rote Kurve) ist aufgrund sta¨rkerer
Diffusion glatter. Der Vergleich der Ortsfrequenzspektren (zweite und vierte Spalte)
zeigt weiter, daß die wesentlichen Anteile erhalten bleiben und um Rauschanteile
bereinigt sind.
Damit bietet es sich an, anstelle der Konzentrationsprofile die Autokorrelation zur
Ableitung einer charakteristischen Gro¨ße fu¨r die Gemischqualita¨t zu verwenden.
Zwar erlaubt die Autokorrelation nicht die Rekonstruktion des Konzentrationspro-
fils, jedoch beinhaltet sie (bereinigt um statistisches Rauschen) die wesentlichen sta-
tistischen Eigenschaften des Konzentrationsprofils. In Abbildung 6.5b sind die Auto-
korrelationen Rˆid und Rˆwc fu¨r die Grenzfa¨lle perfekter (rot) und schlechtestmo¨glicher
(gru¨n) Vermischung gezeigt. Offensichtlich gilt fu¨r die Autokorrelation bei idealer
Vermischung
Rˆid = 0 . (6.6)
Die Autokorrelation einer endlichen, diskreten Wertefolge xk, 0 ≤ k ≤ D− 1, wobei
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xn+kxn , 0 ≤ k ≤ D − 1 . (6.7)











+ 1 ≤ k ≤ D − 1 , (6.8)
angeben. Hierzu ist die Wertefolge aus Abbildung 6.5a (gru¨n) um den Mittelwert x¯ =
0.5 bereinigt. Man findet mit den Definitionen (6.7) und (6.8) fu¨r die Autokorrelation











+ 1 ≤ k ≤ D − 1 . (6.9)
Die Abweichung vom Idealfall la¨ßt sich mittels der Definition der Standardabwei-
chung s geeignet darstellen. Mit den Gleichungen (6.6, 6.9) erha¨lt man die Stan-
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Hierin stellt Rˆk die Autokorrelation des zu bewertenden Konzentrationsprofils dar.
Die Vermischungsgu¨te Q kann nun mit sid = 0 etwa gema¨ß
Q =
swc − s




definiert werden. Hier wird die Abweichung des zu bewertenden Konzentrationspro-
fils vom Idealfall auf die Abweichung bei schlechtestmo¨glicher Vermischung bezogen.
Fu¨r perfekte Vermischung wird s = sid = 0 und Q somit zu Eins, wa¨hrend man fu¨r
schlechtestmo¨gliche Vermischung s = swc bzw. Q = 0 findet; in allen anderen Fa¨llen
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nimmt Q einen Wert zwischen Null und Eins an. Je gro¨ßer der Wert von Q, desto
besser sind die Flu¨ssigkeiten vermischt.
Abbildung 6.7 zeigt die Autokorrelationen Rˆ (blau), fu¨r dieselben vier Parameter-
kombinationen (D = 64, 256 und ∆tB = 20∆t, 100∆t) wie in Abbildung 6.4 und
Abbildung 6.6, im Vergleich zu den Autokorrelationen Rˆid fu¨r ideale (rot) und Rˆwc
fu¨r schlechtestmo¨gliche (gru¨n) Vermischung. Wie zu erwarten, liegt die Autokorrela-
tion Rˆ betragsma¨ßig zwischen den beiden Grenzfa¨llen Rˆid und Rˆwc. Ebenfalls gezeigt
sind die nach Definition (6.12) bestimmten Werte Q fu¨r die Vermischungsgu¨te. Zu-
erst wird deutlich, daß die Werte aus der Partikelverfolgung nur sehr schwach von
der Anzahl der Bilanzzellen D und der La¨nge des Bilanzzeitraums abha¨ngen; dies
wird offensichtlich durch die Verwendung der Autokorrelation erreicht. Die Abwei-
chungen der vier Werte voneinander liegen bei weniger als 8.5 0/00. Die Abweichun-
gen der Werte fu¨r Q aus den Partikelverfolgungen von den Werten fu¨r Q aus der
Stofftransportgleichung sind jedoch deutlich gro¨ßer; die Werte fu¨r Q aus der Stoff-
transportgleichung werden aufgrund der sta¨rkeren Diffusion um bis zu 9.5% gro¨ßer.
Abbildung 6.8 demonstriert, daß die Vermischungsgu¨te Q auch fu¨r komplexe Stro¨-
mungen zuverla¨ssige Ergebnisse liefert. Hier ist ein zylindrisches Hindernis in einem
geraden Stro¨mungskanal angeordnet. Mittels eines von außen angelegten elektrischen
Wechselfeldes, welches stets senkrecht zur Hauptstro¨mungsrichtung gerichtet bleibt,
wird eine oszillierende Umstro¨mung des Hindernisses realisiert, siehe die ausfu¨hrliche
Erla¨uterung dieses Problems in Kapitel 7.2. Durch die elektrische Anregung bilden
sich am Hindernis Wirbelstrukturen, welche mit der Kanalstro¨mung stromab trans-
portiert werden. Diese Wirbel bewirken ein starkes Verru¨hren der beiden Flu¨ssigkei-
ten, was die Diffusion auf molekularer La¨ngenskala begu¨nstigt, da die Grenzfla¨che
zwischen den Flu¨ssigkeiten vergro¨ßert wird. Um die Konzentration auf Basis der Par-
tikelverfolgung mit der Konzentration aus der Stofftransportgleichung vergleichen zu
ko¨nnen, wird fu¨r die Stro¨mung das (zeitabha¨ngige) Konzentrationsfeld berechnet.
Dies geschieht fu¨r eine Schmidt-Zahl von Sc = 10, was eine unphysikalisch große
Stoffdiffusion impliziert; dies wird aus dem Konzentrationsfeld im oberen Teil von
Abbildung 6.8 deutlich, wo die beiden anfa¨nglich getrennten Flu¨ssigkeiten (rot, blau)
innerhalb kurzer Laufla¨nge zum großen Teil bereits bereits recht gut vermischt sind
(gru¨n). Die Wahl Sc = 10 ist erfolgt, um den numerischen Aufwand in Grenzen zu
halten. Wa¨ßrige Lo¨sungen haben typischerweise Schmidt-Zahlen von Sc ∼ 103, was
von in der Realita¨t deutlich kleineren Diffusivita¨ten herru¨hrt, als es der hier getroffe-
nen Wahl von Sc = 10 entspricht. Die Bewertung der Vermischungsgu¨te geschieht an
der mit der Linie A−A markierten Position, weil dort noch deutliche Gradienten im
Konzentrationsfeld vorhanden sind. In Abbildung 6.8 sind wiederum die Konzentra-
tionsprofile, deren Autokorrelationen sowie die Vermischungsgu¨te Q aus der Lo¨sung
der Stofftransportgleichung und aus der Partikelverfolgung fu¨r D = 64 und D = 256
gegenu¨bergestellt, sowohl fu¨r einen Bilanzzeitraum von ∆tB = 20∆t als auch fu¨r
∆tB = 100∆t. Die Periodendauer der elektrischen Anregung ist Tper = 100∆t. Wie
zu erkennen ist, weist die Partikelverteilung dieselbe Struktur wie das Konzentrati-
onsfeld auf. Der Partikelverteilung ist zusa¨tzlich die Iso-Konzentrationslinie c = 0.5
aus der Stofftransportgleichung u¨berlagert, und wie zu erwarten treffen rote und
blaue Partikel gerade entlang dieser Linie aufeinander. Anhand der Werte fu¨r Q
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wird deutlich, daß fu¨r jeden Mittelungszeitraum ∆tB die Werte aus der Partikelver-
folgung nur sehr schwach von der Anzahl D der Bilanzzellen abha¨ngen. Der Wert Q
aus der Lo¨sung der Stofftransportgleichung ist jeweils deutlich ho¨her, bedingt durch
die starke Stoffdiffusion. Die Werte Q, welche sich fu¨r gro¨ßere Mittelungszeitra¨ume
∆tB ergeben, sind konsistenterweise gro¨ßer als fu¨r kleine Mittelungszeitra¨ume. Dies
macht deutlich, daß die Vermischungsgu¨te Q in instationa¨ren Konzentrationsfeldern
empfindlich vom Mittelungszeitraum abha¨ngt, ein physikalisch sinnvolles Ergebnis.
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Abbildung 6.6: Konzentrationen, Autokorrelationen und Spektren: (a) ∆tB = 20∆t, (b)
∆tB = 100∆t.
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Abbildung 6.7: Autokorrelationen und Q-Werte nach (6.12) der Konzentrationsprofile aus
der Stofftransportgleichung und aus der Partikelverfolgung fu¨r D = 64 und
D = 256: (a) ∆tB = 20∆t, (b) ∆tB = 100∆t.
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Abbildung 6.8: Konzentrationen, Autokorrelationen und Q-Werte nach (6.12) der Kon-
zentrationsprofile aus der Stofftransportgleichung und aus der Partikelver-
folgung fu¨r D = 64 und D = 256 an der Position A−A: (a) ∆tB = 20∆t,
(b) ∆tB = 100∆t.
Kapitel 7
Ergebnisse
Die Streckung und Auffaltung der Grenzfla¨che zwischen den zu mischenden Flu¨ssig-
keiten ist entscheidend fu¨r die Effizienz eines Mischverfahrens. In makroskopischen
Stro¨mungen wird dies u¨blicherweise durch mechanisches Ru¨hren oder durch Turbu-
lenz erreicht. In Mikrostro¨mungen sind mechanische, bewegte Komponenten jedoch
kaum realisierbar, und die Reynolds-Zahl ist in Mikrostro¨mungen so klein, daß Tur-
bulenz als Mittel zur Vermischung entfa¨llt. Die hier vorgestellte Methode zur Vermi-
schung beruht auf der Erzeugung einer zeitabha¨ngigen Sekunda¨rstro¨mung, um eine
Streckung und Auffaltung der Grenzfla¨che zu erreichen. Hierzu wird die Tatsache
ausgenutzt, daß von außen eingebrachte, elektrische Kra¨fte die Mikrostro¨mung in-
nerhalb der EDL beeinflussen ko¨nnen. Mit Hilfe dieser elektrischen Kra¨fte werden
Teile der zu mischenden Flu¨ssigkeiten quer zur Hauptstro¨mungsrichtung bewegt, so
daß sie in die Hauptstro¨mung getrieben werden und dort eine Verwirbelung verur-
sachen.
In der vorliegenden Arbeit werden zwei Kanalgeometrien auf ihre Eignung zum
Vermischen von Flu¨ssigkeiten hin untersucht, siehe Abbildung 7.1. Im Folgenden
sollen beide Varianten bezu¨glich ihres Potentials zum Vermischen von Flu¨ssigkeiten
charakterisiert werden. Die in Kapitel 6 vorgestellten Methoden zur Vermischungs-
bewertung werden hierzu auf beide Fa¨lle angewendet.
7.1 Untersuchte Mischergeometrien
Die Simulationen gehen von einem generischen Mischermodell aus, siehe Abbildung
1.1. Zwei zu mischende Flu¨ssigkeiten werden, aus zwei getrennten Kana¨len kom-
mend, in einem gemeinsamen Mischkanal zusammengefu¨hrt. In diesem vollzieht sich
der eigentliche Vermischungsvorgang, und das Gemisch wird aus dem gemeinsamen
Mischkanal abgefu¨hrt. Die Simulationsrechnungen beschra¨nken sich auf den in Ab-
bildung 1.1 gekennzeichneten Bereich, um den Rechenaufwand so klein wie mo¨glich
zu halten.
Es werden zwei verschiedene Maßnahmen vorgeschlagen, um die Vermischung der
beiden Flu¨ssigkeiten zu fo¨rdern. Wie in Abbildung 7.1a gezeigt, wird im einen Fall ei-
ne gerade Kanalstruktur betrachtet, wobei auf der Mittelachse ein zylindrisches Hin-
dernis des Durchmessers D angeordnet ist. Wird von außen ein elektrisches Wech-
selfeld E(t) senkrecht zur Kanal-La¨ngsachse angelegt, wirken innerhalb der EDLs
aller Wa¨nde, an denen eine wandtangentiale Komponente des elektrischen Feldes
existiert (orange eingefa¨rbt), wandtangentiale elektrische Kra¨fte; diese Kra¨fte be-
einflussen die Stro¨mung lokal an den Wa¨nden, was zur Fo¨rderung der Vermischung
ausgenutzt werden kann. Im zweiten Fall wird die aufgefaltete Kanalstruktur aus Ab-
bildung 7.1b untersucht. Wird ein vertikal ausgerichtetes elektrisches Feld angelegt,
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kann die Stro¨mung an den orange markierten Wandteilen (wandtangentiale Kom-
ponente Ex des elektrischen Feldes ungleich Null) mit Hilfe der elektrischen Kra¨fte
gezielt modifiziert werden, um die Vermischung der Flu¨ssigkeiten zu begu¨nstigen.
Abbildung 7.1: Fu¨r die Simulationen verwendete Geometrien.
Als Einlaßrandbedingung wird in beiden Geometrien jeweils ein Rechteckprofil mit
u = u0 ,
v = 0 (7.1)
vorgegeben, wa¨hrend am Auslaß in beiden Fa¨llen eine konvektive Ausstro¨mrandbe-
dingung gema¨ß
ut + u0ux = 0 ,
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vt + u0vx = 0 (7.2)
verwendet wird [48]; diese erlaubt den sto¨rungsfreien Austritt von Sto¨rungen aus
dem Rechengebiet. Auf den Wa¨nden gelten die Anpassungsbedingungen (3.49, 3.50).
7.2 Mischkanal mit internem Hindernis
Die Simulationen fu¨r den in Abbildung 7.1a gezeigten geraden Kanal mit inter-
nem Hindernis werden fu¨r verschiedene Hindernis-Reynolds-Zahlen, Anregungsfre-
quenzen und -amplituden durchgefu¨hrt. Die Kanalweite d0 betra¨gt 14 Hindernis-
Durchmesser D; der Einstro¨mrand befindet sich sieben Durchmesser stromauf, und
der Ausstro¨mrand 50 Durchmesser stromab des Hindernisses. Abbildung 7.2a zeigt
anhand von Stromlinien die stationa¨re Hindernis-Umstro¨mung ohne Anregung, und
im Vergleich dazu Abbildung 7.2b typische Stromlinien fu¨r eine Anregungsamplitu-
de (Πx,Πy)
T = (0, 15)T (d.h. keine Feldkomponente in X-Richtung) und fu¨r eine
dimensionslose Anregungsfrequenz F = fd0/u0 von F = 1.4 zu vier verschiede-
nen Zeitpunkten wa¨hrend einer Anregungsperiode T0. Die Hindernis-Reynolds-Zahl
ReD = u0D/ν betra¨gt ReD = 10, gebildet mit der Geschwindigkeit u0 aus der Ein-
stro¨mrandbedingung (7.1). Ausgehend vom Hindernis bilden sich periodische Wir-
belstrukturen, welche stromab geschwemmt werden und die Grenzfla¨che zwischen
den zu mischenden Flu¨ssigkeiten vergro¨ßern.
7.2.1 Einfluß der Anregungsfrequenz
Der Einfluß der Anregungsfrequenz wird an Abbildung 7.3 deutlich. Hier werden zum
einen zwei Durchmesser stromauf des Hindernisses kontinuierlich Partikel (rot, blau)
ober- bzw. unterhalb der Trennlinie zwischen beiden Flu¨ssigkeiten in die Stro¨mung
eingebracht, so daß die virtuelle Grenzfla¨che gerade zwischen den verschiedenfarbi-
gen Partikelstro¨men liegt. Mit Hilfe der in Kapitel 6.4 beschriebenen Partikelver-
folgung werden die Teilchen mit der Stro¨mung durch die Geometrie geschwemmt,
und die Abbildungen 7.3A-E zeigen Momentaufnahmen der Partikelverteilungen fu¨r
die Anregungsfrequenzen F = 0, 2.33, 1.4, 0.93, 0.7, so daß ein Eindruck von
der Geometrie der virtuellen Grenzfla¨che gewonnen werden kann. Abbildung 7.3A
gibt zum Vergleich die Situation ohne elektrische Anregung wieder. Ohne elektri-
sche Anregung und bei einer Hindernis-Reynolds-Zahl von ReD = 10, stellt sich eine
stationa¨re, zur Kanal-Mittelachse symmetrische Umstro¨mung ein; Vermischung auf
molekularer La¨ngenskala kann nur entlang der kurzen Grenzfla¨che zwischen den bei-
den Flu¨ssigkeiten stattfinden. Wird die Stro¨mung hingegen durch elektrische Kra¨fte
in der oben erla¨uterten Weise periodisch angeregt, bildet sich in allen Fa¨llen eine
periodische Stro¨mung aus. Fu¨r eine hohe Anregungsfrequenz von F = 2.33, Abbil-
dung 7.3B, vergro¨ßert sich die Grenzfla¨che zwischen den beiden Flu¨ssigkeiten nur
geringfu¨gig, was an der schwach welligen Linie deutlich wird, an der rote und blaue
Partikel aneinandergrenzen. Weiterhin ist die Querbewegung der Grenzfla¨che gering,
weshalb große Bereiche an den Wa¨nden keine Vermischung erfahren. Fu¨r kleinere
Anregungsfrequenzen F = 1.4, 0.93, 0.7 wie in den Abbildungen 7.3C,D,E wird die
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Abbildung 7.2: Stromlinien der Hindernis-Umstro¨mung im geraden Kanal (a) ohne An-
regung (stationa¨re Stro¨mung) und (b) mit elektrischer Anregung fu¨r die
Anregungsfrequenz F = 1.4 und die Anregungsamplitude Πy = 15, zu den
vier Zeitpunkten T = (0, T0/4, T0/2, 3T0/4) innerhalb einer Anregungs-
periode T0 = 1/F .
Querbewegung der Grenzfla¨che gro¨ßer, und Partikelballen der einen Farbe werden
von andersfarbigen Partikeln eingeschlossen, was auf eine bessere Vermischung der
beiden Flu¨ssigkeiten hindeutet. Andererseits werden aufgrund der kleineren Anre-
gungsfrequenz weniger Wirbelstrukturen pro La¨ngeneinheit erzeugt. Hier deutet sich
bereits an, daß eine optimale Frequenz existiert, die zur bestmo¨glichen Vermischung
fu¨hrt.
Zum anderen wird in den Abbildungen 7.3b-e eine Reihe von Partikeln gema¨ß der
in Kapitel 6.3 vorgestellten Methode auf einem Teil der virtuellen Grenzfla¨che pla-
ziert (gestrichelte Linie) und dann stromab transportiert. Diese Reihe von Parti-
keln erfa¨hrt aufgrund der zugrundeliegenden Stro¨mung eine La¨ngung und Verfor-
mung, und die durchgezogenen Linien zeigen die Positionen dieser Partikel zum
selben Zeitpunkt wie in den Abbildungen 7.3B-E fu¨r die Anregungsfrequenzen von
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F = 2.33, 1.4, 0.93, 0.7. Hier ist auf die Darstellung fu¨r den Fall der Anregungsfre-
quenz F = 0 verzichtet.
Die Vergro¨ßerung der Grenzfla¨che zwischen den Flu¨ssigkeiten kann quantifiziert wer-
den, indem die La¨nge des Fadens l∆T nach einer bestimmten Zeit ∆T mit der An-
fangsla¨nge l0 verglichen wird. Dieses Verha¨ltnis l∆T/l0 ist demnach ein Maß fu¨r
die Vergro¨ßerung der Grenzfla¨che zwischen den Flu¨ssigkeiten, siehe Kapitel 6.3. In
den vier Fa¨llen werden die Verha¨ltnisse l∆T/l0 = 4.52, 5.87, 5.70, 4.36 gemessen.
Dieses Ergebnis verdeutlicht, daß eine bezu¨glich der Vermischungseffizienz optimale
Anregungsfrequenz existiert. Offensichtlich wird fu¨r ansonsten konstante Parame-
ter die Grenzfla¨che zwischen den Flu¨ssigkeiten maximal fu¨r eine Anregungsfrequenz
zwischen F = 2.33 und F = 0.93.
Abbildung 7.3: (A-E) Partikelverteilungen in der Hindernis-Umstro¨mung im geraden Ka-
nal fu¨r die Anregungsfrequenzen F = 0, 2.33, 1.4, 0.93, 0.7, (b-e) Posi-
tionen und Formen eines imagina¨ren Fadens auf der Grenzfla¨che fu¨r die
Anregungsfrequenzen F = 2.33, 1.4, 0.93, 0.7 .
Dieses Ergebnis wird durch Abbildung 7.4 besta¨tigt, wo Momentaufnahmen der
Grenzfla¨chen nach der in Kapitel 6.2 beschriebenen Methode fu¨r dieselben Anre-
gungsfrequenzen F = 2.33, 1.4, 0.93, 0.7 dargestellt sind. Zusa¨tzlich sind die di-
mensionslosen La¨ngen der Grenzfla¨chen l/d0 als Funktion der Zeit T gezeigt. Auch
hier wird deutlich, daß zwischen den Anregungsfrequenzen F = 2.33 und F = 0.93
ein Maximum der Grenzfla¨chenla¨nge zu erwarten ist, denn fu¨r F = 1.4 findet man
stets den gro¨ßten Wert l/d0 (gru¨ne Kurve). Bis zum Zeitpunkt T = TH wa¨chst l/d0
in allen vier Fa¨llen gleich an, wa¨hrend sie von links in das Rechengebiet hineinge-
schwemmt wird; dann wird das Hindernis erreicht, und von da an (T > TH) beein-
flußt die periodische Umstro¨mung des Hindernisses die Verformung und La¨ngung
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der Grenzfla¨che unterschiedlich stark, je nach Anregungsfrequenz. Das Anwachsen
von l/d0 und damit das Anwachsen der Grenzfla¨che erfolgt in allen Fa¨llen expo-
nentiell; wegen der hier gewa¨hlten halblogarithmischen Auftragung erscheint dieses
exponentielle Anwachsen linear.
Abbildung 7.4: Positionen und Formen der Grenzfla¨chen fu¨r die Anregungsfrequenzen F =
2.33, 1.4, 0.93, 0.7, und Entwicklung ihrer La¨ngen mit der Zeit T .
7.2.2 Einfluß der Anregungsamplitude
Um die Auswirkungen verschiedener Anregungsamplituden auf die Vermischung zu
untersuchen, werden hier zwei Fa¨lle miteinander verglichen. Die Hindernis-Reynolds-
Zahl betra¨gt ReD = 1, die Anregungsfrequenz F = 1.4, und die Anregungsampli-
tuden sind (Πx,Πy)
T = (0, 15)T und (Πx,Πy)
T = (0, 30)T . Abbildung 7.5 zeigt
Momentaufnahmen der Partikelverteilung fu¨r diese beiden Fa¨lle; hier ist bereits zu
erkennen, daß eine ho¨here Anregungsamplitude eine sta¨rkere Durchmischung der
Flu¨ssigkeiten zur Folge hat.
Zudem werden bei der gro¨ßeren Anregungsamplitude irregula¨re, nicht-periodische
Geschwindigkeitsfelder beobachtet, siehe Abbildung 7.6b im Vergleich zu Abbildung
7.6a. Hier werden Trakjektorien im Phasenraum der Geschwindigkeitskomponenten
U(x0, T ) und V (x0, T ), aufgenommen an einem festen Ort x0 = (42.4D, 0)
T stromab
des Hindernisses, gezeigt1. Wa¨hrend sich fu¨r Πy = 15 ein periodischer Grenzzyklus
1Zugunsten einer besser erkennbaren Darstellung sind die Achsen an die jeweiligen Amplituden
angepaßt. Die Amplituden der Geschwindigkeitskomponenten U , V im Fall Πy = 15 sind deutlich
geringer als im Fall Πy = 30.
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einstellt (vgl. Abbildung 7.6a), lassen sich im Fall Πy = 30 keinerlei geordnete Struk-
turen mehr identifizieren (vgl. Abbildung 7.6b). Dies wird auch in den zugeho¨rigen
Spektren der V -Zeitreihen deutlich. In Abbildung 7.6c fu¨r Πy = 15 erscheinen aus-
schließlich Anteile bei der Anregungsfrequenz F = 1.4; fu¨r Πy = 30 hingegen zeigt
Abbildung 7.6d ein breitbandiges Spektrum. Es treten sowohl gro¨ßere, aber vor allem
auch kleinere Frequenzen als F = 1.4 auf, was auf eine Frequenzverdopplungskaska-
de hinweist. Zwischen Πy = 15 und Πy = 30 a¨ndert sich die Systemantwort auf die
a¨ußere Anregung offensichtlich qualitativ.
Abbildung 7.5: Momentane Partikelverteilungen bei der Umstro¨mung des Hindernisses im
geraden Kanal mit den Anregungsamplituden (a) Πy = 15 bzw. (b) Πy =
30.
Abbildung 7.6: Trajektorien im Phasenraum (U, V ) fu¨r die Anregungsamplituden (a)
Πy = 15 und (b) Πy = 30 sowie zugeho¨rige Frequenzspektren der V -
Geschwindigkeitskomponente fu¨r (c) Πy = 15 bzw. (d) Πy = 30.
Die Beobachtung, daß eine gro¨ßere Anregungsamplitude bessere Vermischung be-
deutet, wird weiterhin durch Abbildung 7.7a auch quantitativ besta¨tigt. Hier ist die
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Entwicklung der La¨nge eines Teils der Grenzfla¨chen mit fortschreitender Zeit T fu¨r
die beiden Fa¨lle Πy = 15 und Πy = 30 gezeigt. Es ergibt sich in beiden Fa¨llen ein
exponentielles Wachstum, welches jedoch bei großer Anregungsamplitude deutlich
fru¨her einsetzt und steiler verla¨uft. Die Abbildungen 7.7b und 7.7c zeigen exem-
plarisch den markierten Teil der Grenzfla¨chen zu Beginn und zu einem spa¨teren
Zeitpunkt fu¨r die beiden Anregungsamplituden Πy = 15 und Πy = 30. Offensicht-
lich bedingt die zugrundeliegende Stro¨mung in beiden Fa¨llen eine sehr komplexe
Vergro¨ßerung und Auffaltung der Grenzfla¨che. Wie aus dem Vergleich der beiden
blauen Kurven in den Abbildungen 7.7b und 7.7c deutlich wird, ist die Grenzfla¨che
zum Zeitpunkt T = 190∆t durch die Anregung mit Πy = 30 deutlich sta¨rker gela¨ngt
und aufgefaltet worden als durch die Anregung mit Πy = 15.
In Abbildung 7.7c ist erkennbar, daß die Partikel fu¨r große Anregungsamplituden
nicht u¨berall einen glatten Verlauf der Grenzfla¨che liefern. Eine Ursache hierfu¨r
ko¨nnte das explizite Runge-Kutta-Verfahren zur Integration der Partikelgleichungen
(6.5) sein, welches bei der hier gewa¨hlten Zeitschrittweite in Kombination mit den
auftretenden Stro¨mungsgeschwindigkeiten evtl. ein feineres Rechengitter beno¨tigt.
Auf eine weitergehende Analyse wird hier verzichtet, da zum einen solch große Anre-
gungsamplituden in der Praxis nur schwer erzeugt werden ko¨nnen, und zum anderen
eine genauere Behandlung einen enormen Mehraufwand darstellen wu¨rde.
Abschließend soll die in Kapitel 6.4 eingefu¨hrte Vermischungsgu¨te auf die beiden
Fa¨lle angewendet werden. Abbildung 7.8 zeigt die Autokorrelationen der idealen
(rot) und der schlechtestmo¨glichen (gru¨n) Vermischung sowie fu¨r die hier zu bewer-
tenden Konzentrationsprofile am Mischerauslaß (blau) fu¨r Πy = 15 und Πy = 30;
zusa¨tzlich sind die Werte fu¨r die Vermischungsgu¨te Q nach Definition (6.12) ein-
getragen. Das Konzentrationsprofil am Mischerauslaß wird in beiden Fa¨llen mit
D = 64 Bilanzzellen aufgelo¨st, und die Partikel werden u¨ber einen Zeitraum von
∆tB = 100∆t bilanziert, was gerade einer Periode der Anregung entspricht. Wie
deutlich wird, liefern beide Anregungsamplituden mit Q = 0.949 bzw. Q = 0.967
eine gute Vermischung. Die Vermischungsgu¨te Q bei großer Anregungsamplitude ist
erwartungsgema¨ß gro¨ßer.
Zusammenfassend la¨ßt sich sagen, daß mit einem internen Hindernis im Mischkanal
eine Verbesserung der Vermischung erreicht werden kann. Das Konzentrationsprofil
am Mischeraustritt ha¨ngt ab von der Geometrie des Mischkanals, der mittleren axia-
len Stro¨mungsgeschwindigkeit im Mischer sowie der gewa¨hlten Anregungsamplitude
und -frequenz. Die Vermischungsgu¨te steigt insbesondere monoton mit der Anre-
gungsamplitude, wa¨hrend es fu¨r die Anregungsfrequenz jeweils ein Optimum gibt.
Da die elektrische Feldsta¨rke in der Praxis nicht beliebig hoch gewa¨hlt werden kann,
besteht auch die Mo¨glichkeit, mehrere Hindernisse hintereinander in den Kanal ein-
zubringen, um so die Vermischungsgu¨te zu verbessern. Dann treten zusa¨tzliche Pa-
rameter auf, beispielsweise der axiale Abstand der Hindernisse, oder ein Versatz der
Hindernisse quer zur Hauptstro¨mung. Diese zusa¨tzlichen Parameter mu¨ssen dann
bezu¨glich der Mischereffizienz optimiert werden.
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Abbildung 7.7: (a) Entwicklung der La¨nge eines Teils der Grenzfla¨chen in der Zeit T fu¨r
Πy = 15 und Πy = 30, (b) markierter Teil der Grenzfla¨che zu Beginn
(T = 0∆t) und zu einem spa¨teren Zeitpunkt (T = 190∆t) fu¨r Πy = 15, (c)
dto. fu¨r Πy = 30.
7.3 Aufgefalteter Ma¨ander-Mischkanal
Der in Kapitel 7.2 diskutierte Mischerkanal mit internem Hindernis eignet sich zwar
prinzipiell zur Vermischung von Flu¨ssigkeiten, jedoch stellt es eine große fertigungs-
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Abbildung 7.8: Autokorrelationen und Vermischungsgu¨te Q nach (6.12) fu¨r D = 64 Bi-
lanzzellen und einen Bilanzzeitraum von ∆tB = 100∆t, am Auslaß des
Mischers mit internem Hindernis: (a) Πy = 15, (b) Πy = 30.
technische Herausforderung dar, ein kleines Objekt in einem Mikrokanal zu plazie-
ren. Daher wird in diesem Kapitel die Mischergeometrie aus Abbildung 7.1b unter-
sucht, welche deutlich einfacher zu fertigen ist, zumindest wenn man aus fertigungs-
technischen Gru¨nden in den Ecken der Geometrie kleine Radien zula¨ßt.
Abbildung 7.9a zeigt anhand von Stromlinien die stationa¨re Innenstro¨mung ohne
elektrische Anregung. Die Kanal-Reynolds-Zahl Re = u0d0/ν betra¨gt Re = 10. Im
Fall der stationa¨ren Stro¨mung ohne elektrische Anregung findet man kleine, stati-
ona¨re Wirbel in den inneren Ecken des Kanals, welche vollsta¨ndig innerhalb einer
Flu¨ssigkeit bleiben und somit nicht zur Vermischung beitragen ko¨nnen. Lediglich
entlang der Grenzfla¨che kann die molekulare Diffusion die beiden Flu¨ssigkeiten ver-
mischen. Dies wird auch in Abbildung 7.10a deutlich, wo das Konzentrationsfeld in
der stationa¨ren Stro¨mung eine du¨nne Konzentrationsgrenzschicht zeigt. Diese Rech-
nungen wurden fu¨r dieselben Parameterwerte (Kanal-Reynolds-Zahl, Anregungs-
amplitude und -frequenz) durchgefu¨hrt wie in Abbildung 7.9. Die Schmidt-Zahl
Sc = ν/D, gebildet mit der kinematischen Viskosita¨t ν und der Stoffdiffusivita¨t
D der Flu¨ssigkeiten, betra¨gt Sc = 100.
Unter dem Einfluß einer elektrischen Anregung hingegen bildet sich ein komple-
xes, periodisches Stro¨mungsfeld aus, wie Abbildung 7.9b deutlich macht. Hier sind
typische Stromlinienverteilungen fu¨r eine Anregungsamplitude (Πx,Πy)
T = (0, 6)T
und eine dimensionslose Anregungsfrequenz von F = 1.4 zu vier verschiedenen Zeit-
punkten wa¨hrend einer Anregungsperiode T0 gezeigt. Man findet zahlreiche Wirbel,
welche eine ausreichend große ra¨umliche Ausdehnung haben, um die Flu¨ssigkeiten
wirksam miteinander zu vermischen. Eine Momentaufnahme des Konzentrationsfel-
des im instationa¨ren Fall ist in Abbildung 7.10b gezeigt. Obwohl das zugrundeliegen-
de Geschwindigkeitsfeld zeitlich periodisch ist, ergibt sich durch den akkumulierten
Stofftransport ein irregula¨res Konzentrationsfeld. Die numerische Lo¨sung der Stoff-
transportgleichung erweist sich fu¨r die Schmidt-Zahl von Sc = 100 als schwierig.
In Abbildung 7.10b sind an einigen Stellen ra¨umlich periodische Oszillationen der
Konzentration zu erkennen, welche auf ein zu grobes Rechengitter hinweisen. Diese
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Abbildung 7.9: Stromlinien der Innenstro¨mung im Ma¨ander-Kanal (a) ohne elektrische
Anregung (stationa¨re Stro¨mung) und (b) fu¨r die Anregungsfrequenz F =
1.4 und die Anregungsamplitude Πy = 6, zu vier Zeitpunkten T =
0, T0/4, T0/2, 3T0/4 innerhalb einer Anregungsperiode T0 = 1/F .
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Oszillationen wa¨ren nur durch ein feineres Rechengitter zu beseitigen. Hier erweist
sich die Partikelverfolgung als eher geeignetes Werkzeug, um das Konzentrationsfeld
am Mischeraustritt zu erhalten.
Abbildung 7.10: Konzentrationsfeld der Innenstro¨mung im Ma¨ander-Kanal aus der Lo¨sung
der Stofftransportgleichung (a) ohne elektrische Anregung (stationa¨re
Stro¨mung) und (b) Momentanbild des Konzentrationsfeldes fu¨r die An-
regungsfrequenz F = 1.4 und die Amplitude Πy = 6.
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Abbildung 7.11 vergleicht das Ergebnis der Partikelverfolgung nach der in Kapitel
6.4 beschriebenen Methode mit der Iso-Konzentrationslinie c = 0.5 (schwarz) aus
dem Konzentrationsfeld in Abbildung 7.10b. Es ist zu erkennen, daß die Isolinie
erwartungsgema¨ß etwa dort zu liegen kommt, wo rote Partikel an blaue Partikel
grenzen. Weiterhin wird deutlich, daß die Berechnung des Konzentrationsfeldes aus
der Stofftransportgleichung mehr Diffusion aufweist als der rein konvektive Trans-
port der Partikel bei der Partikelverfolgung. Demgema¨ß ist das Konzentrationsfeld
in Abbildung 7.10b weniger fein strukturiert als die Partikelverteilung in Abbildung
7.11, weil insbesondere feine Lamellen mit z.B. hoher Konzentration durch Diffusion
verschmiert werden oder gar vollsta¨ndig verschwinden.
Abbildung 7.11: Momentanbild der Partikelverteilung und Isolinie der Konzentration c =
0.5 (schwarz) fu¨r die Anregungsfrequenz F = 1.4 und die Amplitude
Πy = 6.
Der qualitative Eindruck guter Vermischung aus den Abbildungen 7.10b und 7.11
wird durch Abbildung 7.12a besta¨tigt. Das hier gezeigte Momentanbild der Grenz-
fla¨che weist vielfache Faltungen und eine starke Vergro¨ßerung der Grenzfla¨che auf.
Man findet, ebenso wie im Fall des Mischers mit internem Hindernis, ein exponenti-
elles Wachstum der Grenzfla¨che, siehe Abbildung 7.12b. Dieses schnelle Wachstum
bringt jedoch auch einen ebenso stark anwachsenden Rechenaufwand mit sich, da
kontinuierlich zusa¨tzliche Partikel auf der Grenzfla¨che eingefu¨gt werden mu¨ssen,
um ein ausreichend genaues Verfolgen der Grenzfla¨che zu ermo¨glichen (vgl. Kapi-
tel 6.2. Daher mußte die Simulation zum in Abbildung 7.12b markierten Zeitpunkt
aus Rechenzeitgru¨nden abgebrochen werden; die Darstellung der Grenzfla¨che aus
Abbildung 7.12a entpricht gerade diesem Zeitpunkt. Der exponentiell anwachsen-
de Rechenaufwand ist bezeichnend fu¨r die exponentiell zunehmende Komplexita¨t
des Problems. Dies fu¨hrt zu der Erkenntnis, daß der Vermischungsvorgang in einem
einigermaßen effizienten Mischer auf den heute zur Verfu¨gung stehenden Rechenan-
7.3 Aufgefalteter Ma¨ander-Mischkanal 66
lagen nur mit ganz erheblichem Aufwand (oder, so wie hier, nur zum Teil) simuliert
werden kann.
Abbildung 7.12: (a) Momentane Grenzfla¨chenposition und -form sowie (b) Grenzfla¨chen-
wachstum in der Zeit T fu¨r die Anregungsfrequenz F = 1.4 und die
Amplitude Πy = 6.
Um die Effizienz des Ma¨ander-Mischkanals auch quantitativ zu erfassen, wird wie-
derum die Vermischungsgu¨te Q nach Definition (6.12) ermittelt. Die Autokorrelation
und die Vermischungsgu¨te Q sind in Abbildung 7.13 dargestellt. Die Autokorrela-
tion Rˆ (blau) weicht offensichtlich nur schwach von der Autokorrelation Rˆid der
idealen Vermischung (rot) ab. In der Folge ergibt sich ein hoher Wert Q, welcher die
Vermischungseffizienz des Ma¨ander-Mischkanals auch zahlenma¨ßig belegt.
Abbildung 7.13: Autokorrelation und Vermischungsgu¨te Q nach (6.12) des Konzentrati-
onsprofils fu¨r D = 64 Bilanzzellen und den Bilanzzeitraum ∆tB = 100∆t
am Auslaß des Ma¨ander-Mischers fu¨r die Anregungsfrequenz F = 1.4 und
die Amplitude Πy = 6.
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Offenbar la¨ßt sich mit dem einfach aufgefalteten Ma¨anderkanal, ebenso wie mit dem
in Kapitel 7.2 diskutierten Kanal mit internem Hindernis, eine gute Vermischung
erzielen. Die hier vorgestellte Ma¨ander-Geometrie ist leichter zu fertigen als ein Ka-
nal mit internem Hindernis. Innerhalb nur einer Ma¨ander-Periode werden die bei-
den Flu¨ssigkeiten effizient miteinander vermischt, besser als im Kanal mit internem
Hindernis. Bei Bedarf, etwa wegen eingeschra¨nkter elektrischer Feldsta¨rke, lassen
sich auch mehrere Ma¨ander hintereinander anordnen, um die Vermischung weiter
zu intensivieren. Die Geometrie des Mehrfach-Ma¨anders, die mittlere Stro¨mungs-
geschwindigkeit sowie Anregungsamplitude und -frequenz beeinflussen das Mischer-
gebnis. Diese Parameter sind im Hinblick auf eine mo¨glichst gute Vermischung zu
optimieren.
In der vorliegenden Arbeit wurden ausschließlich zweidimensionale Simulationen
durchgefu¨hrt; es ist jedoch zu erwarten, daß die dritte Raumrichtung einen Einfluß
auf die Mischerstro¨mung haben wird. Aufgrund der Zentrifugalkra¨fte bildet sich in
jeder der Ma¨anderumlenkungen eine zusa¨tzliche Sekunda¨rstro¨mung aus, welche sich
der Hauptstro¨mung und der elektrisch induzierten Sekunda¨rstro¨mung u¨berlagert;
diese zusa¨tzliche Sekunda¨rstro¨mung besteht aus paarweise gegensa¨tzlich rotieren-
den, sog. Dean-Wirbeln. Laut [55] verschwinden die Dean-Wirbel bei der Kanal-
Reynolds-Zahl Re = 10 innerhalb von etwa zehn Kanaldurchmessern aufgrund der
viskosen Da¨mpfung. Angesichts der hier verwendeten Geometrie des Ma¨anderka-
nals mit relativ kurzen Zwischenstu¨cken zwischen den Umlenkungen ist die Se-
kunda¨rstro¨mung demnach nicht auf einen kleinen Bereich in der Umgebung der
Umlenkung beschra¨nkt, sondern erstreckt sich u¨ber die gesamte Kanalla¨nge bis hin
zur na¨chsten, stromab gelegenen Umlenkung. Weiterhin wird die Sekunda¨rstro¨mung
laut [37] sogar gezielt zur Blutplasmatrennung in gekru¨mmten Mikrokana¨len aus-
genutzt; dies zeigt, daß dieser Effekt bei geeigneter Wahl der Betriebsparameter
einen deutlichen Einfluß auf die Hauptstro¨mung haben kann. Andererseits postu-
liert [55] ein lediglich lineares Wachstum der Grenzfla¨che mit der Anzahl der 90◦-
Umlenkungen. Dies wiederum deutet darauf hin, daß keine signifikante Verbesse-
rung des Ma¨ander-Mischers durch die Dean-Wirbel mehr erreicht werden kann; die
geringe Anzahl der Umlenkungen im Ma¨ander-Mischkanal und das exponentielle
Grenzfla¨chenwachstum allein aufgrund der elektrischen Erregung, siehe Abbildung
7.12b, sprechen dafu¨r, daß bei den hier u¨blichen, kleinen Kanal-Reynolds-Zahlen die




Die vorliegende Arbeit hat zum Ziel, einen unter dem Aspekt der Vermischung
bisher wenig beachteten physikalischen Effekt zu bewerten. Elektrische Felder im
Zusammenspiel mit der elektrischen Doppelschicht (EDL) sollen auf ihre Eignung
zur effizienten Vermischung von Flu¨ssigkeiten in mikrofluidischen Strukturen hin
untersucht werden. Hierzu muß die Vermischung quantitativ mit Hilfe der Vermi-
schungsgu¨te bewertet werden. Es wird ein asymptotisches Modell zur Behandlung
der elektrischen Doppelschicht entwickelt und mit anderen, in der Literatur vorhan-
denen Modellansa¨tzen verglichen. Es zeigt sich, daß mit Hilfe der asymptotischen
Anpassung einer wandnahen Lo¨sung eine Vereinfachung in die numerische Lo¨sung
der Bulkstro¨mung eingebracht werden kann. Der Einfluß der EDL auf den Misch-
vorgang in der Bulkstro¨mung wird so beru¨cksichtigt und gleichzeitig der Rechen-
aufwand fu¨r die numerischen Simulationen der ganzen Mischerstro¨mung deutlich
vermindert. Im Detail sind es Anpassungsbedingungen, welche die Auswirkungen
der elektrischen Doppelschicht auf die ganze Stro¨mung einbringen und so die nume-
rische Auflo¨sung der EDL u¨berflu¨ssig machen. Dies bedeutet deutliche Einsparun-
gen im numerischen Aufwand. Weiterhin wird ein niedrigdimensionales Modell fu¨r
queroszillierende Kanalstro¨mungen abgeleitet, mit welchem zeitabha¨ngige Modell-
stro¨mungen berechnet werden ko¨nnen. Dieses Modell hilft bei der Ableitung und
dem Test der Vermischungsgu¨te, welche als quantitatives Maß zur Bewertung der
Vermischung herangezogen wird. Die Vermischungsgu¨te basiert auf einer Na¨herung
fu¨r das Konzentrationsprofil am Auslaß der Mikromischers. Diese Na¨herung wird aus
der Verteilung von passiven, masselosen und schlupffrei der Stro¨mung folgenden Par-
tikeln abgeleitet, mit welchen die beiden Flu¨ssigkeiten markiert werden. Alternativ
ist auch eine Lo¨sung der Stofftransportgleichung als Basis des Konzentrationsfel-
des mo¨glich. Zusa¨tzlich werden weitere Methoden zur Vermischungsbewertung auf
Grundlage der Grenzfla¨che zwischen den zu mischenden Flu¨ssigkeiten aufgezeigt.
Anwendung finden die genannten Methoden bei der Erprobung zweier verschiedener
Mischergeometrien, dem geraden Kanal mit internem Hindernis und dem aufgefalte-
ten Ma¨anderkanal. Die wesentlichen Parameter werden variiert, und es werden Re-
geln zur Realisierung einer effizienten, elektrisch erregten Vermischung von Flu¨ssig-
keiten in mikrofluidischen Mischern abgeleitet. Es zeigt sich, daß mit beiden Mischer-
konzepten eine gute Gemischqualita¨t erreicht werden kann. Das Ergebnis ha¨ngt im
Wesentlichen ab von der gewa¨hlten Geometrie, der mittleren axialen Stro¨mungs-
geschwindigkeit, der Amplitude der angelegten Feldsta¨rke sowie der Anregungsfre-
quenz. Das Mischgebnis la¨ßt sich noch weiter verbessern, wenn mehrere Hindernisse
im Kanal oder mehrere Ma¨ander hintereinander angeordnet werden; dann sind auch
Optimierungen bezu¨glich des Abstandes der einzelnen Hindernisse mo¨glich, oder Va-
riationen der Ma¨anderform (z.B. Ausdehnung einer Ma¨ander-Periode in La¨ngs- und
Querrichtung).
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In dieser Arbeit werden einige Vereinfachungen bezu¨glich der physikalischen Gege-
benheiten vorgenommen, um die Betrachtungen weitgehend analytischen Methoden
zuga¨nglich zu machen. Ein wichtiger Punkt ist die Annahme, daß das Wandmaterial
und die Flu¨ssigkeiten dieselbe relative Dielektrizita¨tskonstante εr haben. In der Rea-
lita¨t a¨ndert sich diese Stoffgro¨ße beim U¨bergang von der Wand in das Fluid um etwa
eine Gro¨ßenordnung. Zwar wird die wandnormale Auswirkung dieses Sprungs durch
die Ladungsverteilung in der EDL modelliert, doch ist auch eine Modifikation des
angelegten elektrischen Feldes durch die verschiedenen Materialien zu erwarten. Eine
genauere Behandlung muß demnach das homogene angelegte elektrische Feld durch
eine numerische Lo¨sung der Feldgleichung bei Beru¨cksichtigung der ortsabha¨ngigen
Dielektrizita¨t ersetzen. Außerdem werden alle weiteren Stoffeigenschaften der zu
mischenden Flu¨ssigkeiten als gleich angenommen. Effekte wie die Ausbildung unter-
schiedlicher EDLs in beiden Flu¨ssigkeiten, verschiedene Viskosita¨ten o.a¨. wu¨rden die
Symmetrie der Stro¨mung brechen und neue Effekte ins Spiel bringen. Das Modell fu¨r
die elektrische Doppelschicht ist durch eine Linearisierung in seiner Gu¨ltigkeit auf
kleine Wandladungen beschra¨nkt. Eine Erweiterung des Modells auf große Wandla-
dungen wird etwa von [27] angegeben.
Eine Verbesserung des niedrigdimensionalen Modells wa¨re etwa die Verwendung
divergenzfreier Basissysteme, z.B. nach [17], da hierdurch die Anzahl der Moden
weiter verringert werden ko¨nnte. Wie oben erwa¨hnt, ko¨nnen die in der vorliegen-
den Arbeit behandelten Mischergeometrien (internes Hinderis, Ma¨anderkanal) auch
in Mehrfachanordnung kombiniert werden, um die Vermischung weiter zu verbes-
sern. Die Untersuchung und Optimierung solcher Anordnungen mit der Zielsetzung,
ra¨umliche und zeitliche Resonanz zu erreichen, erscheint vielversprechend. Da mi-
krofluidische Strukturen in der Regel Aspektverha¨ltnisse (Kanalweite zu -ho¨he) in
der Gro¨ßenordnung O(1) aufweisen, ist mit einem Einfluß der dritten Raumrich-
tung zu rechnen. Die Begrenzung der hier zweidimensional behandelten Kana¨le in
der dritten Raumrichtung fu¨hrt etwa zu Wa¨nden, welche gleichfalls tangential zum
elektrischen Feld ausgerichtet sind. Dreidimensionale Simulationen wu¨rden den Ein-
fluß der dort induzierten, elektroosmotischen Stro¨mung kla¨ren; es ist zu erwarten,
daß diese zusa¨tzliche Sekunda¨rstro¨mung sowohl im geraden Kanal mit internem Hin-
dernis als auch im Ma¨anderkanal deutliche Auswirkungen auf die Gesamtstro¨mung
haben wird. Der Einfluß der durch Zentrifugalkra¨fte induzierten Dean-Wirbel in
den Umlenkungen des Ma¨ander-Kanals auf die Gesamtstro¨mung kann ebenfalls nur
durch weitere numerische Simulationen abgescha¨tzt werden. Es ist zu erwarten, daß
bei den in Mikromischern u¨blichen, kleinen Reynolds-Zahlen die Grenzfla¨chenver-
gro¨ßerung durch Dean-Wirbel nicht maßgeblich verbessert werden kann, siehe dazu
auch die Ero¨rterungen in Kapitel 7.3.
Die Partikelverfolgung hat sich als geeignet erwiesen, um eine Na¨herung fu¨r das Kon-
zentrationsfeld im Mischerkanal und insbesondere fu¨r das Konzentrationsprofil am
Mischerauslaß zu bestimmen. Da diese Na¨herung auf statistischen Methoden beruht,
wird die Genauigkeit der berechneten Konzentration mit wachsender Partikelzahl
steigen; mit der Partikelzahl steigt jedoch auch der Rechenaufwand an. Daher ist
es wu¨nschenswert, die Algorithmen zur Lo¨sung der Partikel-Bewegungsgleichungen
weiter zu verbessern und insbesondere zu beschleunigen. Da die Partikel nicht mit-
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einander wechselwirken und auch nicht auf die Stro¨mung zuru¨ckwirken, la¨ßt sich die
Verfolgung eines Partikelschwarms ideal parallelisieren, mit minimalem Kommuni-
kations-Overhead. Die parallel auf verschiedenen Prozessoren oder Rechenanlagen
erhaltenen Ergebnisse zur Bewegung verschiedener Partikel-Kollektive mu¨ssen le-
diglich anschließend zusammengefu¨hrt werden.
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Mit der Randbedingung (2.13) und wegen ψ(y →∞) = 0 erha¨lt man
ψ2y = κ
2ψ2 . (A.5)
Nach Wurzelziehen beha¨lt man die Lo¨sung
ψy = −κψ , (A.6)
damit das Potential fu¨r große Wandabsta¨nde y → ∞ immer gegen Null strebt,
unabha¨ngig davon, ob das Wandpotential ψW positiv oder negativ ist. Integriert







lnψ = −κψ + C , (A.8)
und mit der Randbedingung (2.12) wird die Integrationskonstante C festgelegt zu
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