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Abstract—Large intelligent surfaces (LIS) present a promis-
ing new technology for enhancing the performance of wireless
communication systems. So far, the significant performance gains
brought by LIS have mainly been shown under the assumption
that perfect channel state information is available. In practice
however, acquiring accurate channel knowledge poses a signif-
icant challenge, and the corresponding overhead can be large.
Here, we study the achievable rate of a LIS-assisted communi-
cation system accounting for such channel estimation overhead.
As a main observation, we demonstrate that there exists a trade-
off between the number of LIS elements K and achievable rate.
More specifically, there exists an optimal K∗, beyond which, the
achievable rate starts to decline, since the power gains offered
by LIS are outweighed by the channel estimation overhead. We
present analytical approximations for K∗, based on maximizing
an analytical upper bound on achievable rate that we derive.
Index Terms— Large intelligent surface, channel estimation,
achievable rate
I. INTRODUCTION
Large intelligent surfaces (LIS), or reconfigurable intelli-
gent surfaces (RIS), are envisioned as a new physical layer
technology that may play an important role in the sixth
generation (6G) wireless communication systems [1]–[3]. LIS
are composed of almost passive elements that induce phase
shifts to intelligently control the propagation of impinging
electromagnetic signals. Since LIS do not require active
components for signal reception and transmission, they are
energy efficient technologies. They have been suggested to
provide massive multiple-input-multiple-output (MIMO) type
spectral and energy efficiency gains, but with much fewer
active antennas at the base station [4].
Recently, LIS has drawn considerable attention. Much of
the emphasis so far has been placed on optimizing the
configuration of the LIS elements (referred to as a “passive
beamforming” configuration or vector), and, for systems with
a multiple-antenna transmitter, optimizing the corresponding
active transmit beamforming vector. Optimized solutions have
been presented to maximize spectral efficiency [5]–[7] and
energy efficiency [4], or to maximize the worst-case signal-
to-interference-plus-noise ratio (SINR) in a multi-user system
[8].
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In this paper, our focus is on the performance limits of LIS
technologies, which are still not well understood. Some initial
works have carried out performance analysis of LIS-assisted
communications for both single-antenna [9], [10] and multiple-
antenna systems [11]–[13], assuming that perfect channel
knowledge is available at the transmitter. These contributions
do not account for channel estimation overhead, which can
significantly influence performance. More specifically, unlike
for massive MIMO systems, the required pilot duration needed
for estimating the cascaded channel usually scales with the
number of LIS elements, due to their passive nature [14]–
[16]. Since LIS systems are typically envisioned to contain a
large number of elements, this overhead could potentially be
a limiting factor.
Here, we study the performance of a LIS-assisted system,
incorporating channel estimation overhead. Our analysis shows
that as the number of LIS elements K increases, initially the
achievable rate increases due to the increased power gain (i.e.,
beamforming and aperture gains) provided by the LIS that
scales as K2 [9], [10]. However, beyond a certain point K∗, the
penalty due to channel estimation overhead dominates, and the
achievable rate starts decreasing monotonically. This behavior
is in contrast to the behavior observed when one ignores
channel estimation overhead, for which the performance has
been shown to increase monotonically with K [5]–[10].
A select few recent works have incorporated channel esti-
mation overhead when considering beamforming design and
radio resource allocation for LIS-assisted communications
[17], [18]. Distinct from our current study, the focus was on
adaptive system design, such as choosing the optimal number
of LIS elements to employ based on the instantaneous channel
realisation (assumed to be known perfectly). Moreover, a
greedy computational algorithm was developed to optimize
the channel-specific energy or spectral efficiency [18].
Here, in contrast, we assume that the number of LIS
elements is not adaptively adjusted based on the instantaneous
channel condition. Rather, our focus is to characterize the
average achievable rate of the system, accounting for channel
estimation overhead, and studying how this varies as a function
of the number of LIS elements K. Our focus is on the standard
least-squares (LS) channel estimator, for which the pilot length
is constrained to be at least as high as K. By using statistical
knowledge of the channel, we develop an upper bound on the
average achievable rate, which we use to present an analytical
approximation for K∗, the optimal number of LIS elements.
The accuracy of our analysis is confirmed using numerical
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simulations. Our results indicate that the channel estimation
overhead can create significant performance bottlenecks with
implications for system design; for example, the optimal
number of LIS elements may be on the order of tens, rather
than hundreds (as may be predicted when estimation overhead
is ignored), particularly under favorable channel conditions.
II. SYSTEM MODEL
We consider a scenario where a single-antenna source
(S) communicates with a single-antenna destination (D). The
direct channel between them is of poor quality (e.g., due to
heavy blockage from building walls, trees, etc.), and hence, a
LIS having K passive elements is used to assist the communi-
cation, as shown in Fig. 1. Prior to data transmission, channel
estimation is performed. We assume a time-division duplex
scheme, where first the channel from D to S is estimated
by transmitting pilot symbols from D. Exploiting channel
reciprocity, S then uses the channel estimate to control the
LIS phase shifts using a physical back-haul link, prior to data
transmission.
𝒈𝒉
	LIS
D
S
𝝓
Fig. 1. LIS-assisted communication system.
A. Channel Estimation
In the channel estimation phase, the received pilot signal at
S during the t-th training step is given by
yt =
√
Ptrh
Tdiag(φt)gxt + nt (1)
where yt ∈ C is the received signal at S, xt ∈ C with
|xt| = 1 is the pilot symbol transmitted from D, and Ptr
is the pilot transmit power. The vector h ∈ CK represents
the channel between S and LIS, g ∈ CK is the channel
between D and the LIS, nt ∼ CN(0, σ2) is AWGN at S, and
φt = [e
jθt,1 , . . . , ejθt,K ]T ∈ CK denotes the vector of phase
shifts induced by the LIS, where θt,k ∈ [0, 2pi]. In the following,
we will also define the training SNR as γtr = Ptr/σ2.
Due to the passive nature of the LIS elements, it is difficult
to estimate h and g separately. Rather, the cascaded channel
hTdiag(g) = vT ∈ C1×K is estimated. With this definition, we
can re-express (1) as
yt =
√
Ptrv
Tφtxt + nt . (2)
Throughout the paper, we assume that the channels exhibit
quasi-static Rayleigh fading, such that h ∼ CN(0, IK) and
g ∼ CN(0, IK), remaining constant during the coherence
time Tc. It is assumed that Tc > Tp, where Tp is the pilot
duration. Collecting all received signals yt from (2) across
t = 1, 2, . . . , Tp, it can be compactly written as a linear
measurement model [15]
y = Gv + n , (3)
where y = [y1, y2, . . . , yTp ]T , n = [n1, n2, . . . , nTp ]T contain
the observation vector and the noise vector respectively, with
n ∼ CN(0, σ2ITp). Further, we have G =
√
PtrXΦ with X =
diag([x1, x2, . . . , xTp ]), and
Φ =
—-φ
T
1 —-
...
—-φTTp—-

Tp×K
. (4)
From the linear measurement model (3), the cascaded
channel v may be estimated via LS. This gives [7], [14]–[16]
vˆls = argmin
v
||y −Gv||22 =
(
GHG
)−1
GHy (5)
which exists when Tp ≥ K. This necessary condition implies
that the channel estimation overhead Tp scales at least linearly
with the number of LIS elements K. The LS estimate (5)
depends on the LIS phase shifts Φ employed during the
channel estimation phase. It has been shown that the optimal
choice of Φ, leading to the minimum mean-squared error, is
given by the first K columns of the Tp × Tp DFT matrix
[FTp ]t,k = e
−j2pi(t−1)(k−1)/Tp (see [15]).
B. Data Transmission
From (2), and by channel reciprocity, the received signal at
D during the data transmission phase can be expressed as
yd =
√
Pdφ
Tvxd + nd (6)
where Pd is the data transmit power, xd is information symbol
with E[|xd|2] = 1, and nd ∼ CN(0, σ2d) is the AWGN at D. As
before, φ ∈ CK denotes the phase shift vector at the LIS, with
|φi| = 1 ∀i = 1, . . . ,K.
During this phase, for the case of v assumed known, the
received SNR at D is maximized by setting [9]
φ = exp{−j v} , (7)
where v is a vector containing the argument of the elements
of v, and exp{.} is the element-wise exponential operator.
Practically, v is unknown and is replaced with its estimated
value; in this paper, the LS estimate vˆls. We will denote this
by:
φˆ = exp{−j vˆls} . (8)
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(c) Tp = K
Fig. 2. Subfigures (a) and (b) show the heat map of the achievable rate for different values of K and Tp ≥ K for γtr = −10 dB (low) and γtr = 10 dB
(high) respectively, with Tc = 196 and γ¯ = 5 dB. The curves in (c) show the achievable rate as a function of K with Tp = K, for two different system
parameters.
III. OVERHEAD-AWARE ACHIEVABLE RATE
Here we study the average achievable rate of the LIS system,
accounting for channel estimation. This is given by [19]
R =
(
1− Tp
Tc
)
E
[
log2
(
1 + γ¯|φˆTv|2
)]
(9)
where γ¯ = Pd/σ2d is the average transmit SNR during the
data transmission phase. Note that the pre-log penalty in (9),
capturing the channel estimation overhead, increases with Tp,
and hence also with K, since Tp ≥ K for the existence of the
LS channel estimate.
We first use simulations to study the joint effect of Tp and K
on the achievable rate. Numerical computation of (9), shown
in Fig. 2(a) and Fig. 2(b) for two different training SNRs,
indicates that for a fixed K, the achievable rate decreases
monotonically with increasing Tp. This is not unexpected,
since the performance gain due to increased accuracy of φˆ
is outweighed by the (linear) loss in rate due to channel
estimation overhead (i.e., longer pilots). Along the main
diagonal however, for which Tp = K, the achievable rate
first increases with K, before reaching a maximum, and then
monotonically decreasing. This behavior is further illustrated
in Fig. 2(c), where the same trend is observed for different
system parameters (γ¯ and Tc).
Now, we provide an analytical upper bound on the achiev-
able rate of the system, and approximate the optimal number
of LIS elements K that maximizes the achievable rate for a
given Tc and γ¯.
Lemma 1: The achievable rate in (9) is upper bounded by
R˜ =
(
1− Tp
Tc
)
log2(1 + γ¯(aK
2 + bK)) (10)
where a = pi2/16 and b = (16− pi2)/16.
Proof: Use of Jensen’s inequality in (9) gives
R ≤
(
1− Tp
Tc
)
log2
(
1 + γ¯E
[
|φˆTv|2
])
. (11)
This is further upper bounded by replacing φˆ with φ; i.e.,
ignoring estimation error, and assuming that perfect knowledge
of v is used to design φ. Substituting φ from (7) and further
utilizing the result from [9, eq. 15], we obtain
E
[|φTv|2] = E
( K∑
i=1
|hi||gi|
)2 = pi2K2 + (16− pi2)K
16
(12)
which leads to the result.
Note that, when viewed as a function of Tp, the bound (10)
is obviously maximized by choosing its minimum value; i.e.,
Tp = K. The accuracy of the bound is confirmed in Fig.
3, where it is compared with the exact achievable rate (9),
computed numerically. In addition, a “genie aided” curve is
provided, for which φˆ is replaced by φ in (9). Results are
shown as a function of K, with Tp = K, and for different
training SNRs. It is observed that the upper bound (10) from
Lemma 1 matches very closely with the genie aided curve, and
agrees well with the exact achievable rate (9) for the higher
training SNR. The observed difference when the training SNR
is low is due to the larger channel estimation errors, manifested
in errors in φˆ (compared with φ), which are not accounted
for in the analytical bound. Nevertheless, the curve for low
training SNR is still reasonably accurate, and the same general
trend is captured by all curves, including the approximate
location of the rate-maximizing K.
IV. OPTIMAL LIS CONFIGURATION
Based on the result of Lemma 1, we look for an analytical
approximation for the optimal rate-maximizing K. To this end,
setting Tp = K, we recall that Tc > Tp (by assumption), and
hence K < Tc. Therefore, we seek to solve
K∗ = arg max
0<K≤Tc
R˜(K) , (13)
with R˜(K) given by
R˜(K) =
(
1− K
Tc
)
log2(1 + γ¯(aK
2 + bK)) . (14)
Theorem 1: There exists a unique optimal solution to (13)
obtained by numerically solving
γ¯(Tc −K)(2aK + b)
(1 + γ¯aK2 + γ¯bK)
= log(1 + γ¯aK2 + γ¯bK) (15)
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Fig. 3. Comparison of the achievable rate upper bound of Lemma 1 and the
exact achievable rate (9), given for two training SNRs. For further comparison,
a “genie aided” scenario is also simulated, corresponding to (9) but with φˆ
replaced by φ. The pilot duration is chosen as Tp = K, Tc = 196, and
γ¯ = 5 dB.
for K, and then rounding the solution to the nearest integer.
Proof: Direct computation of the first derivative of R˜(K)
yields
R˜′(K) =
γ¯(Tc −K)(2aK + b)
log(2)Tc(1 + γ¯aK2 + γ¯bK)
− log2(1 + aγ¯K
2 + bγ¯K)
Tc
. (16)
Since a, b > 0, after some straightforward algebraic manip-
ulations, it can be shown that R˜′′(K) < 0, which implies
that R˜′(K) is a strictly monotonically decreasing function
of K. Moreover, from (16) we find that R˜′(0) > 0 and
R˜′(Tc) < 0. This implies that R˜(K) first increases, reaches
a unique maximum, and then decreases as the argument K
increases from 0 to Tc. Thus, for 0 < K ≤ Tc, R˜(K), is a
concave function of K, and the unique optimal solution to
(13) is obtained by solving R˜′(K) = 0.
While a closed-form solution to (13) is difficult in general,
it can be easily solved numerically. Moreover, a closed-form
solution is attainable under a high SNR transmit approxima-
tion, as shown by the following result.
Theorem 2: At high transmit SNR (γ¯ →∞), the solution to
(13) can be approximated by
K∗ =
⌊
Tc
W (e
√
γ¯aTc)
+
1
2
⌋
, (17)
where W (x) denotes Lambert’s W-function [20], e denotes
Euler’s number, and b.c is the floor operation.
Proof: As γ¯ →∞, R˜(K) in (14) can be approximated by
keeping the leading order term inside the logarithm, i.e.,
R˜1(K) =
(
1− K
Tc
)
log2(γ¯aK
2) . (18)
Setting the first derivative of (18) w.r.t K equal to 0, we obtain
Tc
K
= 1 + log(
√
γ¯aK) . (19)
Let t = log(
√
γ¯aK). Then, after some algebra, (19) can be
equivalently expressed as
(1 + t)e(1+t) = e
√
γ¯aTc . (20)
Since the solution of the equation xcx = d is given by [20]
x =
W (d log c)
log c
, (21)
the solution of (20) can be expressed as
t = W
(
e
√
γ¯aTc
)− 1 . (22)
Using (22), the optimum value of K that maximizes (18) is
given by
K =
et√
γ¯a
=
eW (e
√
γ¯aTc)
e
√
γ¯a
. (23)
Finally, using the property of the Lambert-W function, z =
eW (z)W (z) [20], and rounding off the solution to the nearest
integer, we obtain the result in (17).
From Theorem 2, since Lambert’s W-function W (x) is
monotonically increasing in x for x > 0, we observe that
K∗ decreases with increasing γ¯. That is, as the transmit
SNR is improved, it is beneficial to have less LIS elements.
This is primarily due to the additional training overhead that
comes with increased K, while the relative beamforming gains
offered by having more LIS elements are less significant when
the transmit SNR is high.
This general behavior is confirmed in Fig. 4, which shows
the optimum K∗ obtained from Theorem 1, the high SNR
approximation of K∗ from Theorem 2, as well as the true
optimum K∗ which maximizes the exact achievable rate (9),
obtained via Monte-Carlo simulations. The results in the latter
case are shown for two different training SNRs. In addition
to showing the trend of K∗ decreasing for larger transmit
SNR γ¯, we see that the analytical solutions are quite accurate.
This includes the result in Theorem 2 which, although derived
under an assumption of high transmit SNR, is accurate for
all but very low γ¯. Moreover, we see that while ∼ 100 LIS
elements may be optimal when the channel conditions are
particularly poor, beyond such scenarios, the optimal number
of LIS elements can be considerably less.
It is important to note that the general trend observed in Fig.
4 does not imply that the achievable rate degrades for higher
γ¯. In fact, it is quite the opposite. This is seen from Table I,
which reports the K∗ obtained from Theorem 1, along with
the corresponding values of R˜, and the corresponding values
of R obtained from numerical evaluation of (9), with γtr = 10
dB. Intuitively, as γ¯ increases the received SNR is larger due
to a better effective channel, and a lower training overhead
brought by a smaller value of K∗ leads to a higher achievable
rate.
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Fig. 4. The optimized number of LIS elements K∗ obtained from Theorem
1, the high SNR approximation from Theorem 2, and the optimized value of
K∗, obtained by numerically maximizing the exact achievable rate (9) with
respect to K, given for two training SNRs.
TABLE I
OPTIMIZED NUMBER OF LIS ELEMENTS K∗ FROM THEOREM 1, THE
CORRESPONDING UPPER BOUND ON ACHIEVABLE RATE R˜ FROM (10),
AND THE SIMULATED ACHIEVABLE RATE R FROM (9) WITH γtr = 10 DB.
γ¯ (dB) −10 −5 0 5 10 15 20
K∗ 54 48 43 39 35 33 30
R˜ (b/s/Hz) 5.44 6.67 7.94 9.25 10.6 11.97 13.37
R (b/s/Hz) 5.42 6.64 7.92 9.22 10.55 11.92 13.33
V. CONCLUSION
Large intelligent surfaces hold significant potential for im-
proving the performance of wireless communication systems.
One of the practical challenges in realising their promised
gains is the need to acquire accurate channel information to
optimally adjust the phases of the incident signals. This comes
with an overhead cost to data transmission which, under the
model that we consider and due to the passive nature of the
LIS, scales linearly with the number of reflecting elements
K. Here, taking such overhead into account, we demonstrated
through analysis and numerical simulations that there exists a
performance trade-off in terms of K: for small K, the power
gains reaped by the LIS outweigh the channel estimation
overhead, while for large K, the opposite happens. Analysis of
the optimal value K∗ revealed a trend showing that a reduced
LIS size can be preferential under more favorable channel
conditions; i.e., for higher transmit SNRs.
Our study assumed that the channels exhibited Rayleigh
fading, and that a least-squares estimator was employed. The
main implication for our results is that the pilot length was
required to be least as large as K for the channel estimator to
exist, which is the source of the channel estimation overhead.
It is possible that under alternative channel assumptions, such
as models involving sparsity, more efficient channel estimation
methods may be employed. In such cases, the overhead may be
less of an issue. It remains to be seen however, whether such
methods can lead to monotonic growth in achievable rate of
LIS systems for increasing K, as suggested by studies which
ignore channel estimation overhead, or whether a trade-off,
and optimal configuration K∗, still exists.
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