Abstract-A multi-stage task allocation problem is difficult to solve when the search space is large. The intrinsic uncertainty imbedded in military operations makes the problem more challenging. Scalability and robustness are recognized as two main issues. A new hierarchical algorithm is proposed to attack this problem. The algorithm has two levels. The upper level provides mutual coordination among all decision-makers; while the decision-making at the lower level is decentralized. The algorithm is not only a tasking planner but also an online feedback controller. Computational demand of the algorithm is divided into two parts. The most computationally intensive part can be implemented off-line, and the complexity of the online part is reduced significantly. Simulations show that this is potentially a good method for solving multi-stage resource allocation problems involving a large number of vehicles and tasks with robust performance.
I. INTRODUCTION U nmanned Aerial Vehicles (UAV) have shown great
potential value in reducing the human workload in future military operations. A fleet of UAVs can work more efficiently and effectively than a single UAV, but requires a complex high-level tactical planning tool. This kind of problem involves significant challenges, which include team composition, sensor information, optimal task allocation and optimal path planning etc. In this paper, we focus on a multi-stage task allocation problem, where only target strike is concerned. A typical scenario is to assign M identified targets to a team of N available UAVs in a partially known environment. The utility of every possible assignment pair is determined according to the position and the capability of each UAV and each target. An optimal allocation scheme is searched by maximizing the sum of the utilities of all assignments. In the case when N < M, more than one target may be assigned to a UAV, and that UAV proceeds to the assigned targets in sequence. We call it a multistage task allocation problem, which has characteristics of both resource allocation and scheduling. This problem is very difficult to solve due to a large search space, such that scalability is of concern. Another challenge results from environmental uncertainties. In a battle field, it is likely that new pop-up targets are identified or some UAVs are destroyed in the middle of operations. The algorithm must be robust enough to compensate for these changes.
Extensive research has been done recently in this field [1] - [8] . In [2] - [4] , task allocation has been formulated in the form of Mixed-Integer Linear Programming (MILP). The timing issue is addressed [3] - [4] . In this approach, the problem is treated as a deterministic optimization problem with known parameters. Although the solutions preserve global optimality, the MILP suffers from poor scalability due to the NP-hardness of such problems [ 1] . On the other hand, military situations are inherently dynamic and uncertain because of the UAV's sensing limitation and adversarial strategies. Thus, replanning is needed whenever the information is updated. Without considering the computation demand, the extreme behavior of churning phenomenon is discussed in [5] . A potential disaster of the simple replanning approach is illustrated, where tasks may never be accomplished. Thus, heuristics and ad-hoc methods are considered during replanning in [2] . In [5] , an approach to limiting the rate of change by replanning in the frequency domain is introduced. In [6] - [7] , uncertainty is taken into account in terms of optimization parameters, and risk management techniques in finance are utilized. In [6] , a nonlinear integer programming problem is formulated with a constraint based on a risk measure by conditional value-atrisk. In [7] , a robust approach based on the Soyster formulation on the expectation of the target scores is proposed. These approaches are based on solving combinatorial optimization problems, where solutions are conservative and scalability is still a big issue. An alternative approach in dealing with uncertainties is to formulate a stochastic optimal control problem based on the method of Model Predictive Control (MPC) [8] - [9] . With online optimization in MPC with necessary constraints, control becomes feedback of the state. However, due to the limited horizon, the actual plan is no longer optimal and feasibility can be a potential problem [9] .
In this paper, different from the approaches mentioned above, a new method of solving a multistage UAV-task allocation problem is introduced. The approach combines optimization and feedback control. We assume sufficient communication capabilities among UAVs. Our goal is to design an algorithm that must be: 1) computationally scalable, i.e., capable of dealing with a relatively large number of UAVs and targets; 2) adaptive, i.e., the algorithm is able to response to environmental changes promptly; 3) robust, where controls are feasible under possible 0-7803-9568-9/05/$20.00 ©2005 IEEE TulB1 8.5 uncertainties.
In the next section, we formulate the problem and derive its complexity. Motivation from a special case of the problem with a single stage is discussed, and a hierarchical algorithm is introduced in section III. Greedy decision-making under uncertainty is investigated and the computational complexity of the algorithm is analyzed. In section IV, examples are presented to demonstrate the performance. In the last section, we conclude the paper with suggestions for the future work.
II. PROBLEM FORMULATION AND ANALYSIS Given N UAVs and M targets, the objective function of a multi-task allocation problem is formulated as maX I$Oyl I U21 * * UN =-umax W$piMi D t Here uj denotes the ordered target set assigned to UAV j, uj {=Tj, T"i } wherein Tj denotes a target; p(j) is the probability for target i of being destroyed by UAV j; mi is the ith target's value that implies its relative importance; ti denotes the time that it takes for target i to be destroyed, which it is estimated by the distance to travel by the UAV to which target i is assigned; D is a large number such that D -i 0 for V i. Note that the order in u indicates the N tasking sequence for UAV j, and assume that uu T and ui ruwy. s, i j, where T is the set of targets. According to (1) , it is desired that more important targets be damaged with less time, so that the mission risk at later stages is reduced.
The problem can be generalized as follows. Notice that problem (2) is NP-hard [ 1] . Generally speaking, there is no efficient algorithm for large N and M . We derive the complexity using the size of the search space as a measure. (2) with the MILP. In the MILP, the objective can be J = III ckijxkij with some necessary constraints. Here k is the index for stages; Xkiu E {I,1 , the binary decision variable, and XkU = 1 when bi is assigned to ai at stage k and XkU = 0 if it is the opposite case. In a problem with N resource elements, M tasks and K possible stages, the search space associated with the MILP formulation has 2N-M K points. This number is much larger than the upper bound derived in theorem 1. By taking into account the specific structure ofthe task allocation problem, the formulation of (2) creates an "easier" problem by eliminating a number of infeasible solutions.
III. HIERARCHICAL ROBUST ALGORITHM Task allocation is a centralized problem, which requires global information and intensive computation capability. Its solution is globally optimal, but sensitive to local changes. A small disturbance may cause drastic changes in a global optimum. In addition, local failure may be fatal for centralized systems. However, in a decentralized approach, decision-making is based on local information, such that a system has more prompt response to the environment with less computational demand. Systems become less sensitive to small disturbance and more robust against local failures. With these advantages, optimality is compromised. In general, centralized control is more suitable for deterministic or applications with mild changes; while a decentralized approach is advantageous in applications involving rapid changes and significant uncertainties. Due to the uncertain nature of UAV applications, we take a partially decentralized approach, where a tradeoff between optimality and robustness is taken into account. In this paper, a hierarchical structure of decision-making is created, in which each UAV is viewed as an independent Decision-Maker (DM) with its own sensing and decision-making capability. A ..
In this sequence, a circulation involving up to N elements takes place. Consider one complete circulation as 
In (5) Fig. 1 . Flowchart of the Hierarchical Planner calculated for each DM. The DM with the minimum time is the next to make a decision. The same procedure is followed until all M tasks are assigned. In the case when more than one DM finishes its current task at the same time, the next DM is chosen randomly. With the lower level, objective (2) can be evaluated provided a sequence of DMs. The upper level is to solve for an optimal sequence according to (2) . The flowchart is shown in Fig. 1 .
C. On-line Decentralized Feedback Controller Fig. 1 illustrates the procedure of the algorithm for planning under the assumption that each UAV can successfully fulfill its assigned tasks, which may not be true in reality. During the online implementation, decisions at the lower level are made based on the latest information. In this case, the lower level acts as an online feedback controller. Without unexpected events during actual operations, the implementation will coincide with the plan. However, it is likely that some uncertain event, such as loss of UAVs or pop-up of new targets, might happen. The feedback mechanism at the lower level helps compensate for the uncertainties such that the algorithm is robust. Finally, the optimization for each DM is similar to the procedure of Open-Loop-Feedback Control [12] . A DM solves a complete optimal tasking sequence but only executes the first control in the sequence.
D. Greedy Decision-Making at the Lower Level
At the lower level, greedy decision-making can be applied, where only the next task is solved instead of the whole sequence. Then, the optimization problem in (6) becomes max {Jj(b, Bk)} -max {p')m, ( t, B k} (7) Under uncertainty, a decision based on (7) may be the same as that based on (6) . In this section, a bound on uncertainty is given such that a solution to (7) is the first task in a sequence that solves (6) . In this paper, uncertainty is characterized by the factor p(J), which includes the probability of survival for UAV j and the probability of destruction for target i . Both probabilities depend on target i and UAV j . For simplicity, we consider UAV j and use notations ps and pD to represent the probabilities respectively. Suppose that the events of survival and destruction are independent, then, i() =. fD ps Equation (6) By theorem 4, with a decrease of probability of survival, the decision-making of UAV j becomes more and more myopic. Finally, solutions to (7) and (8) 
E. Algorithm Analysis
The two-level approach is suboptimal from the optimization point of view. It is because a special structure has been imposed on the allocation calculation, and a best plan is searched within a subspace of the original search space. From the motivation problem with a single stage, this structure captures some characteristics of optimal allocations. On the other hand, the sacrifice of optimality provides a greater degree of freedom for improving robustness and adaptability, because the decentralized decision-making at the lower level acts as a feedback controller during the mission. So far, we have assumed that the information about the battlefield is shared by all UAVs through sufficient communication links.
It is worth noting that the hierarchical approach is conceptually identical to a two-level Stackelberg game problem [13] or bi-level programming [14] , where the optimization at the upper level depends on that at the lower level. In this approach, a best priority sequence determines a starting point for the mission, and the decentralized feedback control is used at the lower level to improve robustness.
Suppose a greedy decision-making is applied at the lower level. The complexity of the lower level is
The complexity of the upper level is N! 5L . Although this is a hard problem, the hierarchical method is still applicable because: 1) the number of UAVs is normally small compared to the number of tasks; 2) the optimization at the upper level can be implemented off-line.
IV. SIMULATION RFESULTS AND ANALYSIS Small battles were created to illustrate the performance of the algorithm. A scenario with 3 UAVs and 8 targets were selected with the necessary parameters listed in Table I and II. Consider that the probability of survival is 1 and the global optimal plan generated according to objective (1) is illustrated in Fig. 2. In Fig. 3 , the result of the hierarchical algorithm is presented. In both figures, the tasking sequence of each UAV is indicated by arrows, where UAV and target number are indicated. The performance index of the global optimal plan illustrated in Fig. 2 is 120 .3, and that for the suboptimal plan in Fig. 3 For the scenario selected, the suboptimal results obtained by the hierarchical algorithm can reach about 90% of the global optimum on average. The result with greedy decision-making at the lower level is a little better. This is because the decision-making of each UAV depends not only on its own choices but also on the decision-making of other UAVs at later stages. However, only the former dependence is considered in (8) . Furthermore, the hierarchical algorithm helps reduce computation dramatically. The computationally intensive part can be implemented offline, and the online optimization can be implemented to compensate for possible uncertainties. The failures in the extreme cases proposed in [5] can be prevented. This can potentially be a good online tactical operational tool for UAV applications.
V. CONCLUSIONS AND FUTURE WORK
The hierarchical approach is motivated by a special problem with a single stage. It is a hybrid of optimization with decentralized feedback control. Computation has been divided into two parts, where the computationally intensive part can be done offline. Optimization at the upper level provides central coordination; whereas the decentralized feedback at the lower level enables prompt responses to environmental changes. Priority sequences capture the major characteristics of task allocation problems. The method generates good assignment plans with significant savings on computations. In practice, feedback at the lower level can compensate for possible uncertainties such that robustness is improved, especially when online replanning based on a centralized approach is computationally prohibitive.
The following issues need to be further investigated: 1) a fast algorithm for solving the upper level optimization problem, 2) coordination among DMs or replanning algorithm during operations when there are dramatic changes, 3) including practical constraints on timing or path planning.
