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Abstrat
In this paper we ontinue our investigation of the analogial neu-
ral network, paying interest to its replia symmetri behavior in the
absene of external elds of any type. Bridging the neural network
to a bipartite spin-glass, we introdue and apply a new interpolation
sheme to its free energy that naturally extends the interpolation via
avity elds or stohasti perturbations to these models.
As a result we obtain the free energy of the system as a sum rule,
whih, at least at the replia symmetri level, an be solved exatly.
As a next step we study its related self-onsistent equations for the or-
der parameters and their resaled utuations, found to diverge on the
same ritial line of the standard Amit-Gutfreund-Sompolinsky theory.
1 Introdution
The number of disordered models, whose desription is reahed in the frame
of statistial mehanis for omplex system, inreases year by year [5℄. As
a onsequene, the need of powerful tools for their analysis raises, whih
ultimately push further the global eld of researh suggesting new possible
models where their appliability an be ahieved.
Among these, interestingly, neural networks have never been analyzed from
an interpolating, stohasti perturbation, perspetive [18℄. In fat, from the
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early work by Hopeld [27℄ and the, nowadays historial, theory of Amit
Gutfreund and Sompolinsky (AGS) [2, 3, 4℄ to the modern theory for learn-
ing [9, 15℄, about the neural networks (thought of as spin glasses with a
Hebb-like synapti matrix [24℄) very little is rigorously known.
Surely several ontributions appeared (e.g. [1, 10, 11, 12, 13, 31, 32, 33, 34℄),
often following understanding of spin-glasses (e.g. [19, 20, 21, 30, 35℄) and
the analysis at low level of stored memories has been ahieved.
However in the high level of stored memories, fundamental enquiries are still
rather obsure. Furthermore general problems as the existene of a well de-
ned thermodynami limit, ahieved for the spin glass ase in [22, 23℄, are
unsolved.
Previously we introdued an analogial version of the standard Hopeld
model, by taking the freedom of allowing the learned patterns to live on the
real axes, their probability distribution being a standard Gaussian N [0, 1]
[7℄.
Within this senario, we proved the existene of an ergodi phase where
the expliit expression for all the thermodynamial quantities (free energy,
entropy, internal energy) have been found to self-average around their an-
nealed expression in the thermodynami limit, in omplete agreement with
AGS theory.
In this paper, again by using an analogy among neural networks and bi-
partite spin glasses, we move on introduing a novel interpolating tehnique
(essentially based on two dierent stohasti perturbations) whih we use to
give a omplete desription of the analogial Hopeld model phase diagram
in the replia symmetri approximation and with high level of stored mem-
ories (i.e. patterns).
Furthermore we ontrol the utuations and orrelations of the order param-
eters of the theory, whose divergenes onrm the transition line predited
by standard AGS theory to hold even in this ontinuous ounterpart.
As a last remark we stress that the whole is exploited without external elds
heking system responses and, as a onsequene, nor retrieval neither the
presene of any magnetization are disussed and are left for future speu-
lation.
The paper is organized as follows: In Se. 2 we introdue the analogial
neural network with all its statistial mehanis pakage of denitions and
properties. In Se. 3 we analyze its replia symmetri behavior by means of
our interpolating sheme, while in Se. 4 we exploit the utuation ontrol
to hek for regularities and singularities of the order parameters, obtaining
the ritial line for the phase transition from the ergodi regime to a non-
ergodi one.
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Se. 5 is left for onlusion and outlook.
2 Analogial neural network
We introdue a large network of N two-state neurons σi = ±1, i ∈ (1, .., N),
whih are thought of as quiesent (sleeping) when their value is −1 or spiking
(emitting a urrent signal to other neurons) when their value is +1. They
interat throughout a symmetri synapti matrix Jij dened aordingly the
Hebb rule for learning,
Jij =
k∑
µ=1
ξµi ξ
µ
j . (1)
Eah random variable ξµ = {ξµ1 , .., ξµN} represents a learned pattern and tries
to bring the overall urrent in the network (or in some part) stable with re-
spet to itself (when this happens, we say we have a retrieval state, see e.g.
[2℄). The analysis of the network assumes that the system has already stored
p patterns (no learning is investigated) and we are interested in the ase
in whih this number inreases proportionally (linearly) to the system size
(high storage level).
In standard literature these patters are usually taken at random with distri-
bution P (ξµi ) = (1/2)δξµi ,+1 + (1/2)δξ
µ
i ,−1, while we extend their support to
be on the real axes weighted by a Gaussian probability distribution, i.e.
P (ξµi ) =
1√
2pi
e−(ξ
µ
i )
2/2. (2)
The Hamiltonian of the model is dened as follows
HN(σ; ξ) = − 1
N
k∑
µ=1
N∑
i<j
ξµi ξ
µ
j σiσj , (3)
whih, splitting the summations
∑N
i<j =
1
2
∑N
ij −12
∑N
i δij enable us to write
down the following partition funtion
ZN (β; ξ) =
∑
σ
exp
( β
2N
k∑
µ=1
N∑
ij
ξµi ξ
µ
j σiσj −
β
2N
k∑
µ=1
N∑
i
(ξµi )
2
)
(4)
= Z˜(β; ξ) ×
(
e
−β
2N
Pk
µ=1
PN
i=1(ξ
µ
i )
2
)
.
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β, the inverse temperature in spin glass theory, denotes the level of noise in
the network and we dened
Z˜(β; ξ) =
∑
σ
exp(
β
2N
k∑
µ=1
N∑
ij
ξµi ξ
µ
j σiσj). (5)
Notie that the last term at the r.h.s. of eq. (4) does not depend on the
partiular state of the network.
As a onsequene, the ontrol of the last term easily follows:
lnZN,k(β; ξ) = ln Z˜N,k(β; ξ) − β
2N
k∑
µ
N∑
i
(ξµi )
2 = ln Z˜N,k(β; ξ) − β
2
fˆN (6)
where, as fˆN is a sum of independent random variables, EfˆN = k and
limN→∞(1/N)EfˆN = k/N , whih in the thermodynami limit, simply adds
a term −αβ/2 to the free energy (to be dened in (11)).
Consequently we fous just on Z˜(β; ξ). Let us apply the Gaussian integration
[16℄ to linearize with respet to the bilinear quenhed memories arried by
the ξµi ξ
µ
j : The expression for the partition funtion (5) beomes (renaming
Z˜ → Z for simpliity)
ZN (β; ξ) =
∑
σ
∫ k∏
µ=1
dµ(zµ) exp
(√ β
N
k∑
µ=1
N∑
i=1
ξµi σizµ
)
, (7)
with dµ(zµ) standard Gaussian measure for all the zµ.
Taken O as a generi funtion of the neurons, we dene the Boltzmann state
ωβ(O) at a given level of noise β as
ωβ(O) = ω(O) = (ZN (β; ξ))
−1∑
σ
O(σ)e−βHN (σ;ξ), (8)
and often we drop the subsript β for the sake of simpliity. The s-repliated
Boltzmann measure is dened as Ω = ω1 × ω2 × ... × ωs in whih all the
single Boltzmann states are independent states at the same noise level β−1
and share an idential distribution of quenhed memories ξ. For the sake
of learness, given a funtion F of the neurons of the s replias and the
freedom of using the symbol a ∈ [1, .., s] to label replias, suh an average
an be written as
Ω(F (σ1, ..., σs)) =
1
ZsN
∑
σ1
∑
σ2
...
∑
σs
F (σ1, ..., σs) exp(−β
s∑
a=1
HN (σ
a, ξ)).
(9)
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The average over the quenhed memories will be denoted by E and for a
generi funtion of these memories F (ξ) an be written as
E[F (ξ)] =
∫ p∏
µ=1
N∏
i=1
dξµi e
− (ξ
µ
i
)2
2√
2pi
F (ξ) =
∫
F (ξ)dµ(ξ), (10)
of ourse E[ξµi ] = 0 and E[(ξ
µ
i )
2] = 1.
We use the symbol 〈.〉 to mean 〈.〉 = EΩ(.).
In the thermodynami limit, it is assumed
lim
N→∞
p
N
= α,
α being a given real number, parameter of the theory.
For the sake of simpliity we allow a little abuse in the notation so to use the
symbol α even at nite N , still meaning the ration among the two parties.
The main quantity of interest is the quenhed intensive pressure dened as
AN (α, β) = −βfN (α, β) = 1
N
E lnZN (β; ξ). (11)
Here, fN (α, β) = uN (α, β)−β−1sN (α, β) is the free energy density, uN (α, β)
the internal energy density and sN (α, β) the intensive entropy.
Reeting the bipartite nature of the Hopeld model expressed by eq. (7)
we introdue two other order parameters: the rst is the overlap between
the repliated neurons (rst party overlap), dened as
qab =
1
N
N∑
i=1
σai σ
b
i ∈ [−1,+1], (12)
and the seond the overlap between the repliated Gaussian variables z (se-
ond party overlap), dened as
pab =
1
p
k∑
µ=1
zµa z
µ
b ∈ (−∞,+∞). (13)
Both the two order parameters above play a onsiderable role in the theory
as they an express thermodynamial quantities [7℄.
5
3 Replia symmetri free energy
In this setion we pay attention to the struture of the free energy: we
want to obtain the latter via a sum rule in whih we may isolate expliitly
the order parameter utuations so to be able to neglet them ahieving a
replia-symmetri behavior.
Due to the equivalene among neural network and bipartite spin-glasses, we
generalize the way avity eld and the stohasti stability tehniques work
on spin glasses to these strutures by introduing a new interpolation sheme
as follows:
For the sake of learness, in order to exploit the interpolation method adapted
to the physis of the model, we introdue 3 free parameters in the interpo-
lating struture (i.e. a, b, c) that we x a fortiori, one the sum rule is almost
ahieved.
In a pure stohasti stability fashion [20℄, we need to introdue also two
lasses of i.i.d. N [0, 1] variables, namely N variables ηi and K variables η˜µ,
whose average is still enoded into the E operator and by whih we dene
the following interpolating quenhed pressure A˜N,k(β, t)
A˜N,k(β, t) =
1
N
E log
∑
σ
∫ k∏
µ
dµ(zµ) exp(
√
t
β
N
N,k∑
i,µ
ξµi σizµ) (14)
· exp(a√1− t
N∑
i
ηiσi) exp(b
√
1− t
k∑
µ
η˜µzµ) exp(c
(1 − t)
2
k∑
µ
z2µ).
We stress that t ∈ [0, 1] interpolates between t = 0 where the interpolating
quenhed pressure beomes made of by non-interating systems (a series of
one-body problem) whose integration is straightforward and the opposite
limit, t = 1, that reovers the orret quenhed free energy (11).
The plan is then to evaluate the t-streaming of suh a quantity and than
obtain the orret expression by using the fundamental theorem of alulus:
AN,k(β) = A˜N,k(β, t = 1) = A˜N,k(β, t = 0)+
∫ 1
0
dt′
(
∂tA˜N,k(β, t)
)
t=t′
. (15)
When evaluating the streaming ∂tA˜ we get the sum of four terms (A,B,C,D):
eah omes as a onsequene of the derivation of a orresponding exponential
term appearing into the expression (14).
One introdued the averages 〈·〉t that naturally extend the Boltzmann mea-
sure enoded in the interpolating sheme (and redue to the proper one
6
whenever setting t = 1), we an write them down as
A =
1
N
√
β
N
1
2
√
t
N,k∑
i,µ
Eξi,µω(σizµ) =
β
2N
E
k∑
µ
ω(z2µ)−
αβ
2
〈q12p12〉t,
B =
−a
2N
√
1− t
N∑
i
Eηiω(σi) = −a
2
2
(
1− 〈q12〉t
)
,
C =
−b
2N
√
1− t
k∑
µ
Eη˜µω(zµ) =
−b2
2N
k∑
µ
Eω(z2µ) +
αb2
2
〈p12〉t,
D =
−c
2N
k∑
µ
ω(z2µ),
where in the rst three equations we used integration by parts (Wik theo-
rem).
In the replia symmetri ansatz, the order parameters do not utuate with
respet to the quenhed average and the only values (at any given β, α point)
they gets are 〈q〉 = q¯, 〈p〉 = p¯, where the bars denote the replia symmetri
approximation.
Summing all the ontributions (A,B,C,D) and adding and subtrating the
term αβq¯p¯/2 (that we use to enter and omplete the square of the two
overlaps), we get
dA˜N,k(β, t)
dt
= (β − b2 − c) 1
2N
E
k∑
µ
ω(z2µ)−
αβ
2
〈q12p12〉t − (16)
− a
2
2
(1− 〈q12〉t) + αb
2
2
〈p12〉t + αβ
2
q¯p¯− αβ
2
q¯p¯.
So we see that if we hoose
a =
√
αβp¯, b =
√
βq¯ c = β(1− q¯),
we get
dA˜N,k(β, t)
dt
= −αβ
2
〈(q12 − q¯)(p12 − p¯)〉t − αβ
2
p¯(1− q¯). (17)
One inserted the expression (17) into eq.(15) the sum rule for the free energy
is ahieved.
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In order to get the replia symmetri solution ARSN,k(β) we impose the self-
averaging of the overlaps, so that we need to evaluate only
ARSN,k(β) = A˜N,k(β, t = 0)−
αβ
2
p¯(1 − q¯)− αβ
2
, (18)
where the last term at the r.h.s. omes from the diagonal term of the rst
party as explained in Se. 2.
The evaluation of A˜N,k(β, t = 0) is easily available beause it is a one-body
alulation, whih implies fatorization in the volume sizes. Namely, we have
to evaluate expliitly the quantity
A˜N,k(β, t = 0) = (19)
=
1
N
E log
∑
σ
∫ k∏
µ
dµ(zµ)e
√
αβp¯
PN
i ηiσie
√
βq¯
Pk
µ η˜µzµe
β
2
(1−q¯)Ppµ z2µ
=
1
N
E log
∑
σ
e
√
αβp¯
PN
i ηiσi +
+
1
N
E log
∫ k∏
µ
dzµe
− 1
2
Pk
µ z
2
µ(1−β(1−q¯))e
√
βq¯
Pk
µ ηµzµ
= log 2 +
∫
dµ(η) log cosh
(√
αβp¯η
)
+
+
α
2
log
(
1− β(1− q¯)
)
+ αE log
∫
dre−r
2/2e
q
βq¯
1−β(1−q¯)
ηr
,
where we introdued r = σz, σ dening the standard Gaussian variane suh
that
σ2 = (1− β(1 − q¯))−1. (20)
As a onsequene we get
A˜N,k(β, t = 0) = log 2 +
∫
dµ(η) log cosh(
√
αβp¯η) + (21)
+
α
2
log(
1
1− β(1− q¯)) +
αβ
2
q¯
1− β(1− q¯) ,
and, overall, we an state the next
Theorem 1. The replia symmetri free energy of the analogial Hopeld
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neural network is given by the following expression
ARS(β, α) = log 2 +
∫
dµ(η) log cosh(
√
αβp¯η) + (22)
+
α
2
log(
1
1− β(1 − q¯) ) +
αβ
2
q¯
1− β(1− q¯) −
αβ
2
p¯(1− q¯)− αβ
2
.
Remark 1. We stress that in the ergodi regime, where the overlap self-
averages to zero, the expression reover the orret ergodi expression [7℄ as
well as the annealed expression of the Sherrington-Kirkpatrik model (SK)
when sending α→∞ and β → 0 by keeping αβ = βSK .
Self-onsisteny relations an be found by imposing equal to zero the
partial derivatives of the free energy with respet to its order parameters,
namely the system (∂qA(β, α) = 0), (∂pA(β, α) = 0), whih gives
∂A
∂q
=
αβ
2
(
p¯− βq¯
(1− β(1− q))2
)
= 0 (23)
∂A
∂p
=
αβ
2
(∫
dµ(z) tanh2(
√
αβp¯z)− q¯
)
= 0, (24)
by whih
q¯ =
∫
dµ(z) tanh2
( √αq¯βzµ
(1− β(1− q¯))
)
, (25)
and as a onsequene p¯(q¯) = βσ4q¯. These onditions an be seen as a
minimax priniple dening the replia symmetri solution. Let us reall
that in the spin glass ase we have a minimum priniple instead [21℄.
4 Flutuations of the order parameters and ritial
line
We are now ready to separate dierent regions in the phase diagram, where
dierent behaviors do appear. In partiular we want to see where the anneal-
ing, haraterized by (q = 0, p = 0), is spontaneously broken and ergodiity
is lost.
To satisfy this task we proeed as follows: at rst we introdue the streaming
equation so to be able to alulate variations of generi observable as overlap
orrelation funtions.
Then we dene the entered and resaled overlaps and introdue their or-
relation matrix. Eah element of this matrix then is evaluated at t = 0
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and then propagated thought t = 1 via its streaming: This proedure en-
odes naturally for a system of oupled linear dierential equations that,
one solved, give the expressions of the overlap utuations. The latter are
found to diverge on a line in the (α, β) plane, whih beomes a natural an-
didate for a seond order phase transition (onrmed by the regularity of
the behavior before suh a line is reahed from the ergodi phase).
Let us start the plan by introduing the following
Proposition 1. Given O as a smooth funtion of s replia overlaps (q1, ..., qs)
and (p1, ..., ps), the following streaming equation holds:
d
dt
〈O〉t = β
√
α
( s∑
a,b
〈O · ξa,bηa,b〉t (26)
− s
s∑
a=1
〈O · ξa,s+1ηa,s+1〉t + s(s+ 1)
2
〈O · ξs+1,s+2ηs+1,s+2〉t
)
.
We skip the proof as is long but simple and works by diret evaluation
pretty standard in the disordered system literature (see for example [21, 6,
8℄).
The resaled overlap ξ12 and η12 are dened aordingly to
ξ12 =
√
N
(
q12 − q¯
)
, (27)
η12 =
√
K
(
p12 − p¯
)
. (28)
In order to ontrol the overlap utuations, namely 〈ξ212〉t=1, 〈ξ12η12〉t=1,
〈η212〉t=1, ..., noting that the streaming equation pastes two replias to the
ones already involved (s = 2 so far), we need to study nine orrelation
funtions. It is then useful to introdue them and link them to apital
letters so to simplify their visualization:
〈ξ212〉t = A(t), 〈ξ12ξ13〉t = B(t), 〈ξ12ξ34〉t = C(t), (29)
〈ξ12η12〉t = D(t), 〈ξ12η13〉t = E(t), 〈ξ12η34〉t = F (t), (30)
〈η12η12〉t = G(t), 〈η12η13〉t = H(t), 〈η12η34〉t = I(t). (31)
Let us now sketh their streaming. Let us at rst introdue the operator
dot as
O˙ =
1
β
√
α
dO
dt
,
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whih simplies alulations and shifts the propagation of the streaming from
t = 1 to t = β
√
α: Using it we sketh how to write the streaming of the rst
two orrelations (as it works in the same way for any other):
A˙ = 〈ξ212ξ12η12〉t − 4〈ξ212ξ13η13〉t + 3〈ξ212ξ34η34〉t,
B˙ = 〈ξ12ξ13
(
ξ12η12 + ξ13η13 + ξ23η23
)
〉t −
− 3〈ξ12η13
(
ξ14η14 + ξ24η24 + ξ34η34
)
〉t + 6〈ξ12η13ξ45η45〉t.
By assuming a Gaussian behavior, as in the strategy outlined in [21℄, we an
write the overall streaming of the orrelation funtions in the form of the
following dierential system
A˙ = 2AD − 8BE + 6CF,
B˙ = 2AE + 2BD − 4BE − 6BF − 6EC + 12CF,
C˙ = 2AF + 2CD + 8BE − 16BF − 16CE + 20CF,
D˙ = AG− 4BH + 3CI +D2 − 4E2 + 3F 2,
E˙ = AH +BG− 2BH − 3BI − 3CH + 6CI + 2ED − 2E2 − 6EF + 6F 2,
F˙ = AI +CG+ 4BH − 8BI − 8CH + 10CI + 2DF + 4E2 − 16EF + 10F 2,
G˙ = 2GD − 8HE + 6IF,
H˙ = 2GE + 2HD − 4HE − 6HF − 6IE + 12IF,
I˙ = 2GF + 2DI + 8HE − 16HF − 16IE + 20IF.
It is easy to solve this system, one the initial onditions at t = 0 are known.
Our general analysis overs also the ase where external elds are involved.
We do not report here the full analysis, for the sake of brevity.
In order to proeed further, in our ase of absene of external elds, we
need to evaluate these orrelations at t = 0. As at t = 0 everything is
fatorized, the only needed hek is by the orrelations inside eah party.
Starting with the rst party, we have to study A,B,C at t = 0. As only
the diagonal terms give not negligible ontribution, it is immediate to work
out this rst set of starting points as
11
A(0) = N−1
N∑
i
(1− 2q¯〈σ1i σ2i 〉+ q¯2) = 1− q¯2, (32)
B(0) = N−1
N∑
i
(σ2i σ
3
i − q¯σ1i σ2i − q¯σ1i σ3i + q¯2) = q¯ − q¯2, (33)
C(0) = N−1
N,N∑
ij
(σ1i σ
2
i σ
3
i σ
4
i − q¯σ1i σ2i − q¯σ3jσ4j + q¯2) =
=
∫
dµ(z) tanh4(
β
√
αq¯z
1− β(1− q¯))− q¯
2, (34)
where we stress that even in the last equation only the diagonal terms i = j
ontribute.
For the seond party we need to evaluate G,H, I at t = 0. The only dierene
with the rst party is the laking of the dihotomy of its elements suh that
z2µ 6= 1 as for the σ's.
It is immediate to hek that G(0),H(0), I(0) are funtion of ω(z2) and
ω2(z), whih are Gaussian integrals and an be we worked out as
ω(z) =
∫
ze
√
βq¯ηze
β
2
(1−q¯)z2e−z
2/2dz∫
e
√
βq¯ηze
β
2
(1−q¯)z2e−z2/2dz
=
√
βq¯ησ2, (35)
ω(z2) =
∫
ze
√
βq¯ηze
β
2
(1−q¯)z2e−z
2/2dz∫
e
√
βq¯ηze
β
2
(1−q¯)z2e−z2/2dz
= σ2(1 +
√
βq¯ησ)2. (36)
Remembering that βσ4q¯ = p¯ (fr. eq.(24)), we get
G(0) = Eω(z2)ω(z2)− p¯2 = Eσ4(1 +
√
βq¯ση)4 − p¯2,
H(0) = Eω(z2)ω(z)2 − p¯2 = Eσ2(1 +
√
βq¯ησ)2βq¯η2σ4 − p¯2,
I(0) = Eω4(z) − p¯2 = E(βq¯)2η4σ8 − p¯2.
The last step missing is averaging over the η, by exploiting 〈η2〉 = 1, 〈η4〉 = 3.
Finally, we have obviously D(0) = E(0) = F (0) = 0, beause at t = 0 the
two parties are independent.
Here, we are interested in nding where ergodiity beomes broken (the
ritial line), we start propagating t ∈ 0 → 1 from the annealed region,
where q¯ ≡ 0 and p¯ ≡ 0.
It is immediate to hek that, for the only terms that we need to onsider,
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A,D,G (the other being stritly zero on the whole t ∈ [0, 1]), the starting
points are A(0) = 1,D(0) = 0, G(0) = (1− β)−2 and their evolution is ruled
by
A˙ = 2AD, (37)
D˙ = AG+D2, (38)
G˙ = 2GD. (39)
So we need to solve the system above. The rst step is notiing that
dt logA =
A˙
A
= 2D =
G˙
G
= dt logG,
as d(A/G)/dt = 0, and A(0)/G(0) = (1 − β)2, we obtain immediately the
oupled behavior of the self-orrelations:
A(t) = G(t)(1 − β)2. (40)
We now redued to onsider the system
D˙ = (1− β)2G2 +D2, (41)
G˙ = 2GD. (42)
Let us all [D+ (1− β)G] = Y suh that summing (41) and (42) we get the
dierential equation
Y˙ (t) = Y 2(t)⇒ Y (t) = Y0
1− tY0 ,
by whih, as Y0 = (1− β)−1, we get
D(t =
√
αβ) + (1− β)G(t = √αβ) = 1
1− β(1 +√α) , (43)
i.e. there is a regular behavior up to βc = 1/(1 +
√
α).
Now, starting from eq.(43), we have to solve separately for G(t) and for
D(t).
Let us at rst notie that
G˙(t) = 2G(t)
(
Y (t)− (1− β)G(t)
)
, (44)
by whih, dividing both the sides by G2 and onsidering Z = G−1, we get
− Z˙(t)− 2Y (t)Z(t) + 2(1− β) = 0, (45)
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namely an ordinary rst order dierential equation for Z(t).
We solve it by posing Z(t) = W (t) exp
(
− 2 ∫ t0 Y (t′)dt′
)
, with Z0 = W0
xing the auxiliary funtion W (t) as
∫ t
0
Y (t′)dt′ = log
( 1− β
1− β − t
)
.
We an obtain in a few algebrai steps the funtion Z(t) and onsequently,
remembering that G(t) = Z−1(t) we get
G(t) =
1
2(1− β)
( 1
1− β − t +
1
1− β + t
)
=
1
(1− β)2 − t2 . (46)
Now it is possible to insert eq.(46) into (43) whih onludes the proof of the
following
Theorem 2. In the ergodi region the behavior of the overlap utuations
is regular and desribed by the following equations:
〈ξ212〉 =
(1− β)2
(1− β)2 − β2α, (47)
〈ξ12η12〉 = β
√
α
(1− β)2 − β2α, (48)
〈η212〉 =
1
(1− β)2 − β2α. (49)
The ergodi region ends in the line
βc =
1
1 +
√
α
, (50)
whih is the ritial line.
We stress that it turns out to be the same AGS-line of the standard neural
network ounterpart.
5 Conlusion and outlook
In this paper we ahieved another step toward a general theory of neural
networks whose statistial mehanis is not based on replia-trik.
We found the replia symmetri behavior of the analogial Hopeld model,
its self-averaging equations for the order parameters and a omplete quanti-
tative piture of their utuations and orrelations. The ritial line dening
14
ergodiity breaking is found as well, in agreement with the standard AGS
ounterpart.
Furthermore the method paves the way for analytial investigation of general
bipartite systems, whih are assuming by themselves a very important role
in applied statistial mehanis [14℄.
Despite these new results, fundamental enquiries are still open: apart the
hallenging thermodynami limit, the retrieval phase (the response to an ex-
ternal stimulus) has not been disussed so far, neither the replia symmetry
breaking sheme, whih should be inorporated in the theory too.
We plan to report soon on these topis.
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