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Eingebettete Systeme sind in nahezu allen Anwendungsbereichen des täglichen Lebens wie
beispielsweise in der Automobiltechnik, der Telekommunikation, der Medizintechnik oder in
der Unterhaltungselektronik zu unverzichtbaren Komponenten geworden. Sie übernehmen
Steuer- und Regelungsaufgaben, realisieren die Verarbeitung der Daten und interagieren mit
der Systemumgebung. Fast ausnahmslos ist mindestens ein Prozessorkern, typischerweise ein
Mikrocontroller, ein fester Bestandteil eines eingebetteten Systems.
Für solche eingebetteten Systeme mit programmierbaren Elementen ist in der Abbildung 1–1
ein typischer Entwurfsablauf dargestellt. Eine vollständige Realisierung der Funktionalität in
Hardware ist nur in wenigen Fällen ökonomisch vertretbar. Mit der Programmierbarkeit wird
eine Wiederverwendung der Hardware für ähnliche Systeme ermöglicht und die während der
Entwicklung nötige Flexibilität sichergestellt.
Die Anwendungen eingebetteter Systeme reichen von sehr einfachen und bezüglich der Zeit-
und Sicherheitsanforderungen unkritischen Aufgaben bis hin zu hoch komplexen Algorithmen
der Signalverarbeitung. Häufig sind harte Echtzeitanforderungen zu erfüllen. Teilweise sind
solche Systeme in Maschinen oder Anlagen integriert, an die hohe Sicherheitsanforderungen
gestellt sind, wie beispielsweise das Bremssystem eines Automobils oder die Steuerung eines
Herzschrittmachers. Dementsprechend hoch sind die Anforderungen an die Hardware und an
die Software des eingebetteten Systems.
Es existiert keine durchgängige Methode für den Entwurf und das Generieren von fehlerfreier
Software. Besonders kritisch ist die korrekte Umsetzung von Zeitabhängigkeiten. Bei einem
von der Spezifikation abweichenden Verhalten der Software kommen mehrere Fehlerquellen
wie die Erstellung der Spezifikation selbst, die Partitionierung, die Programmierung oder der
Compiler in Frage. Die Detektion von solchen Fehlern ist schwierig [HM06a]. Mit dem hohen
und weiter stark zunehmenden Anteil an Software [Mij10] in eingebetteten Systemen werden
diese Aspekte zunehmend kritisch für den gesamten Systementwicklungsprozess.
Abbildung 1–1: Typischer Entwurfsablauf für eingebettete Systeme
1 Einleitung
2
Zahlreiche leistungsfähige Methoden und Werkzeuge unterstützen die Software-Entwicklung
in den einzelnen Stadien. In den frühen Phasen dominiert die Simulation. Deren wesentliche
Nachteile sind in Abhängigkeit von dem zugrunde liegenden Simulationsmodell die begrenzte
Genauigkeit oder die limitierte Geschwindigkeit oder beides [MSK+03]. Echtzeitfähigkeit ist
mit Simulatoren nicht erreichbar. Aus ökonomischen Gründen wird oftmals für ein System in
dessen Gesamtheit kein Simulationsmodell erstellt. Statt dessen werden Einzelsimulatoren der
Systemkomponenten gekoppelt, woraus sich neue Problemstellungen ergeben [Hat05]. Sind
auch, wie es bei vielen Systemen der Fall ist, analoge Komponenten einzubeziehen, müssen
geeignete Lösungen für die Mixed-Signal-Simulation ausgewählt werden [Fre08]. Neben der
Überprüfung des analogen Schaltungsteils selbst sind aus der Sicht der Software vor allem die
vom Analogteil kommenden Eingangsdaten relevant.
Die Instrumentierung der Software durch Befehle, die durch Ausgaben auf digitale Ports oder
in ähnlicher Weise die Beobachtung des Programmlaufes außerhalb des Systems ermöglichen,
ändern selbst bei einer sparsamen Verwendung das Zeitverhalten der Software und damit des
gesamten Systems [SHM06]. In der Folge ist die Maskierung von Fehlern möglich, so dass
diese nur oder verstärkt dann auftreten, wenn der Code nicht instrumentiert ist. Gleiches gilt
für die Beeinflussung durch einen klassischen ROM-Monitor.
Mit einer für das Software-Debugging dedizierten Hardware ist die Ausführung der Software
in Echtzeit möglich. Zum Auslesen der Systemzustände muss das System jedoch angehalten
werden. Dazu werden üblicherweise Break- oder Watchpoints mit entsprechend definierten
Auslösebedingungen verwendet. Dieses Vorgehen ist nur dann durchführbar, wenn der Lauf
der Systemumgebung unbeschadet bleibt. Das ist insbesondere bei mechanischen Systemen
wie beispielsweise der Regelung eines Verbrennungsmotors nicht der Fall. Ein Anhalten des
Prozessors und damit der Steuerung oder Regelung kann zu unkontrolliertem Verhalten oder
zur Zerstörung des Systems führen [HC07].
Dieses Beispiel zeigt, dass für entsprechende kritische Systeme die Notwendigkeit der nicht-
invasiven Beobachtung und Aufzeichnung von Systemzuständen besteht, während diese in
Echtzeit unter realen Einsatzbedingungen laufen und mit der Systemumgebung interagieren.
Für solche Szenarien wird im Allgemeinen der Begriff des Tracings oder Trace verwendet. Es
existieren dabei zunächst keine Einschränkungen, welche Zustände und Daten aufgezeichnet
werden. Für die anschließende Verarbeitung und Verwertung der Daten sind ebenfalls keine
Restriktionen impliziert. Auf die verschiedenen Arten von Trace und die auf den Tracedaten
aufbauenden Analyseaufgaben wird im folgenden noch näher eingegangen.
Ein entscheidendes Kriterium zur Abgrenzung von Trace gegenüber anderen Methoden, die
im Kontext der hier beschriebenen Softwareanalyse unter Begriffen wie Test oder Debugging
subsumiert werden können, ist die absolute Rückwirkungsfreiheit bezüglich des beobachteten
Systems und dessen Systemumgebung. Diese Rückwirkungsfreiheit gilt ab der Ebene, in der
mit synchronen digitalen Werten gearbeitet wird. Sowohl die Pegel als auch deren zeitliche
Relationen bezüglich des maßgeblichen Taktsignals sind mit und ohne der Anwesenheit des
Trace-Systems identisch. Eine Rückwirkungsfreiheit auf allen Abstraktionsebenen ist nicht
realisierbar. Die Rückwirkung auf den anderen Ebenen muss so klein sein, dass sie keinen
Einfluss auf die Quantisierung hat.
1 Einleitung
3
In der Vergangenheit waren für sehr anspruchsvolle Analyseaufgaben und insbesondere für
die Aufzeichnung von Tracedaten Logikanalysatoren (LA) und In-Circuit-Emulatoren (ICE)
[KCH08] die Werkzeuge der Wahl [HM06c]. In der Abbildung 1–2 ist das Tracing mit einem
Logikanalysator gezeigt. Dieser ist um ein Decodermodul erweitert, um aus den Bussignalen
den Instruktions- und Datenfluss des Prozessors rekonstruieren zu können. Eine rückwirkende
Einspeisung von Signalen auf den Bus erfolgt nicht. Voraussetzung für dieses Szenario ist ein
Prozessor, dessen Speicherbus für mindestens den Befehlsspeicher auf Pins geführt und über
einen Bus-Konnektor zugänglich ist. Moderne Systeme erfüllen diese Voraussetzungen in der
Regel aufgrund der zunehmenden Integration und Miniaturisierung nicht [MSM07]. Sollen im
Fall von getrennten Bussystemen auch Zugriffe in den Arbeitsspeicher und Peripheriezugriffe
aufgezeichnet werden, so müssen auch diese Busse kontaktiert werden.
Der Einsatz eines ICE ist mit weniger Restriktionen verbunden. Die Busse müssen nicht mehr
extern zugänglich sein. Insbesondere moderne Mikrocontroller, die außer der CPU selbst auch
den Speicher sowie Peripheriekomponenten integrieren, werden mit ICE adressiert. Derartig
integrierte eingebettete Systeme werden auch als System-on-Chip (SoC) bezeichnet. Ein ICE
ersetzt während der Entwicklung das SoC innerhalb der Entwicklungsumgebung im Sinne der
gesamten Hardware-Software-Umgebung. Für die Kontaktierung gibt es in Abhängigkeit vom
Gehäuse des SoC verschiedene Varianten. Teilweise ist eine spezielle Version der Leiterplatte
notwendig, um den ICE einsetzen zu können. Die Abbildung 1–3 zeigt stellvertretend für alle
Varianten die prinzipielle Struktur. Für die Kommunikation mit dem Host, der in den meisten
Fällen ein herkömmlicher Personalcomputer ist, dient eine hinreichend schnelle Verbindung.
Üblicherweise werden hier Standardschnittstellen wie USB genutzt.
Ist das zu übertragende Datenvolumen zu groß für eine solche Anordnung, dann ist es üblich,
zwischen den Host und den Emulator ein separates Gerät für die Vorverarbeitung der Daten
zu schalten. Dieses kommuniziert mit der SoC-Seite über sehr schnelle serielle Verbindungen
wie LVDS und mit der Host-Seite über schnelle Standardschnittstellen wie Ethernet, FireWire
oder USB. Aus der Sicht des Host, der darauf laufenden Debugger-Software und damit aus
der Sicht des Anwenders ist diese Zwischenschaltung weitgehend transparent. Entscheidend
für die Wahl des Szenarios sind die Geschwindigkeit und Leistungsfähigkeit des SoC sowie
die konkreten Analyseaufgaben und in der Folge die pro Zeiteinheit generierten Tracedaten.
Abbildung 1–2: Tracing mit Logikanalysator
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Für die Realisierung von ICE sind zwei grundsätzliche Varianten üblich. Die erste basiert auf
einem sogenannten Bond-out-Chip, einer speziellen Version des Serienchip, bei dem interne,
für die Emulation und das Tracing wichtige Signale auf zusätzliche Pins herausgeführt sind.
Die zweite Variante basiert auf einer Implementierung des Prozessors beziehungsweise des
SoC als Softcore in einem FPGA. Beide Versionen sind prinzipbedingt verschieden von dem
Serienchip und verhalten sich teilweise nicht völlig identisch zu diesem [MSM05].
Bei der Bond-out-Variante werden die internen Signale durch die extra Bondings zusätzlich
belastet und damit wird deren elektrisches Verhalten geändert. Die steigende Komplexität der
Systeme erfordert immer mehr nach außen geführte Signale. Deren Anzahl ist jedoch nicht
beliebig erweiterbar [HM06c]. Die Gehäuse und damit die verfügbaren Pins sind inzwischen
zu einem wichtigen Kostenfaktor bei der Herstellung geworden.
Bei den Softcore-Varianten ist es noch schwieriger, das Zeitverhalten des Systems möglichst
exakt nachzubilden. Die Modellierung analoger Komponenten ist auf der Basis rein digitaler
Strukturen nur sehr eingeschränkt möglich. Neben diesen Restriktionen sind die zunehmenden
Taktfrequenzen ein entscheidender Faktor, der die Einsetzbarkeit von ICE limitiert [HM07a].
Die Grenze für die am ICE zu kontaktierenden Signale des Gesamtsystems wird im Bereich
von 80 MHz [HM06a] bis maximal 100 MHz angegeben.
Ein weiteres Problem ergibt sich aus der Vielfalt der Systeme und insbesondere der Emulation
der in das SoC integrierten Peripherie. In einer Familie von Mikrocontrollern eines Herstellers
ist es üblich, auf der Basis des selben Rechnerkerns viele verschiedene Derivate in Bezug auf
Peripherie- und Speicherausstattung sowie Gehäusevarianten anzubieten. Aufgrund des hohen
Entwicklungsaufwandes und der kleinen Produktionsvolumina ist die Fertigung eines ICE für
jedes Derivat ökonomisch nicht vertretbar. Entwickler sind folglich häufig mit der Situation
konfrontiert, dass für das verwendete SoC entweder gar kein Emulator verfügbar ist oder mit
einem nur teilweise passenden gearbeitet werden muss.
Abbildung 1–3: Tracing mit In-Circuit-Emulator
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1.1 Problemstellungen beim On-Chip-Trace
Die sinkende Einsetzbarkeit der etablierten leistungsfähigen Werkzeuge LA und ICE erfordert
adäquate Lösungen, mit denen die anspruchsvollen Analyseaufgaben auch für die komplexen
und hoch integrierten eingebetteten Systeme realisiert werden können. Den Ausgangspunkt
dafür bildet die Integration von dedizierter Debug- und Trace-Hardware direkt auf dem Chip
des Prozessors oder SoC. Der entscheidende Vorteil gegenüber den externen Lösungen, bei
denen die Lücke zwischen den Technologien des Analyse-Systems und des zu analysierenden
Systems bezüglich der Signalfrequenzen und weiterer Leistungsparameter stetig zunimmt, ist
deren implizites Skalieren mit der eingesetzten Halbleitertechnologie [HM06c]. Die für das
SoC selbst realisierbaren Signalfrequenzen sind auch für die dedizierte Hardware realisierbar.
Bei einem konstanten Anteil an der Chipflächen für diese Hardware kann deren Aufwand mit
dem des Systems linear wachsen, wodurch deren Leistungsfähigkeit gesteigert und damit den
höheren Anforderungen angepasst werden kann.
Mit der Integration von Debug- und Trace-Hardware treten neue Problemstellungen auf. Aus
der Sicht einer ökonomischen Produktion ist im Einzelfall zu entscheiden, ob entweder zwei
Varianten des SoC, mit und ohne der zusätzlichen Hardware, hergestellt werden oder ob es
aufgrund der sehr hohen Maskenkosten günstiger ist, die zusätzliche Chipfläche in sämtlichen
Chips zu investieren. Aus der Sicht der späteren Systementwicklung ist die zweite Variante
die bessere. Bei der ersten besteht in Analogie zu den bei den ICE beschriebenen Problemen
die Gefahr, dass die beiden Chipvarianten abweichendes Verhalten zeigen können. Für beide
Varianten ist es aus wirtschaftlichen Gründen meist nicht vertretbar, mehrere Versionen der
Hardware für den On-Chip-Trace (OCT) zu produzieren. Demzufolge muss die Universalität
gegenüber einer Spezialisierung für einzelne Anwendungsszenarien deutlich stärker gewichtet
werden. Für die Modellierung von On-Chip-Trace-Architekturen ist daher eine umfassende
Analyse der adressierten Anwendungsszenarien von großer Bedeutung.
Mit dem Übergang vom Off-Chip-Trace zum On-Chip-Trace erfolgt ein Paradigmenwechsel
bezüglich der Aufzeichnung und Auswertung der Tracedaten. Mittels LA und ICE werden im
Wesentlichen kaum oder nicht vorselektierte Rohsignale aufgezeichnet. Die Relevanzfilterung
und Volumenreduktion der Tracedaten erfolgt in Abhängigkeit von der Analyseaufgabe erst
nach dem Tracelauf. Beim On-Chip-Trace muss die Reduktion bereits auf dem Chip erfolgen,
so dass nur die für die Analyseaufgabe relevanten Daten aufgezeichnet und zudem verdichtet
werden. Darum sind eine konfigurierbare Vorfilterung, die Kompression und eine Paketierung
in Messages unverzichtbare Bestandteile einer On-Chip-Trace-Architektur [HM06c].
Bei der Ausgabe der Tracedaten werden die beiden Varianten "Trace-to-Port" und "Trace-to-
Memory" unterschieden, die sich jedoch nicht gegenseitig ausschließen. In der Abbildung 1–4
ist die erste Variante der direkten Ausgabe der Trace-Messages auf einen dedizierten Trace-
Port dargestellt. Erforderlich ist hier eine permanente und hinreichend schnelle Verbindung zu
einem Adaptionsgerät, das die Messages aufzeichnet, vorverarbeitet und decodiert, optional
zwischenspeichert und an den Host weiterleitet. Die zweite Variante ist in der Abbildung 1–5
gezeigt. Mit dem großen Trace-Speicher im Bereich von vier bis 750 kByte [Sto11] statt dem
kleinen FIFO ist sie bezüglich der Chipfläche deutlich aufwendiger. Nachteilig ist zudem das
durch die Speichergröße limitierte Zeitfenster für die Aufzeichnung. Andererseits kann so auf
einen dedizierten Trace-Port verzichtet und der Trace-Speicher über ein langsameres Interface
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wie JTAG [IEE01], RS232 oder CAN ausgelesen werden. Ein komplexes Adaptionsgerät ist
dafür nicht erforderlich. Bei Umgebungsbedingungen, wo eine permanente Verbindung zum
Host nicht möglich ist, kann das Tracing nur auf diese Weise erfolgen, wie beispielsweise bei
einem gekapselten Motorsteuergerät eines fahrenden Automobils.
Bei beiden Realisierungsvarianten ist die Beherrschung des beim Tracing anfallenden hohen
Datenvolumens eine der wesentlichen Herausforderungen. Die hauptsächlichen begrenzenden
Faktoren sind die Bandbreite des Trace-Ports sowie die Größe des Trace-Speichers [KRS11].
Eine effiziente Vorfilterung und hohe Kompression der Tracedaten in Echtzeit ermöglichen
die Vergrößerung der Dauer der ununterbrochenen aufzeichenbaren Systemlaufzeit und damit
den Grad der Rekonstruierbarkeit von Systemzuständen. Bei der Modellierung von On-Chip-
Trace-Hardware gilt diesen Aspekten deshalb besonderes Augenmerk. Die Vorfilterung wird
vom Anwender konfiguriert. Die Kompression und die Messagecodierung hingegen müssen
ohne Interaktion für alle Anwendungsszenarien mit hoher Effektivität arbeiten.
Abbildung 1–4: On-Chip-Trace mit direkter Ausgabe auf den Trace-Port
Abbildung 1–5: On-Chip-Trace mit On-Chip-Trace-Speicher
1.2 Ziele der Arbeit
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1.2 Ziele der Arbeit
Die Anforderungen an eingebettete Systeme in Bezug auf deren Leistung und Zuverlässigkeit
sind bereits in vergleichsweise unkritischen Bereichen wie der Unterhaltungselektronik hoch
und wachsen stetig weiter. Für sicherheitsrelevante Systeme, von denen menschliches Leben
wie beispielsweise in der Medizintechnik abhängt oder ähnlich kritische Systeme, sind diese
Anforderungen nochmals deutlich größer. Im Entwicklungsprozess ist deren Erfüllung durch
geeignete Methoden sicherzustellen. Für den Softwareanteil sind unter anderem die folgenden
Funktionen und Aufgaben auf der Basis von On-Chip-Trace zu realisieren:
- nicht-invasive Analyse des Laufzeitverhaltens
- nicht-invasive Fehlerdetektion zur Unterstützung der Fehlerlokalisierung
- Messung der Code-Abdeckung (Code Coverage)
- Leistungsanalyse (Profiling) zur Optimierung des Systems
Das Tracing muss auch erfolgen, wenn das System in dessen Systemumgebung eingebettet ist
und unter realen Einsatzbedingungen in harter Echtzeit läuft. Beispielsweise existieren für die
Zertifizierung von sicherheitskritischen Systemen Forderungen nach Echtzeit-Tracedaten des
gesamten Codes mit allen Varianten der Sprungverzweigungen [HW08a]. Für Hersteller von
Systemen liefern Tracedaten wertvolle Anhaltspunkte für konzeptionelle Verbesserungen der
nächsten Generation [MH08]. Für Software-Debugger bilden sie die Basis für Funktionen wie
"Reversible Execution" oder "Undo ".
Um diese und weitere Aufgaben realisieren zu können, sind leistungsfähige On-Chip-Trace-
Architekturen notwendig. Kritisch sind dabei insbesondere die Konstellationen, bei denen das
Frontend für den Entwickler nicht in oder an der Systemumgebung sein kann. Im vorherigen
Abschnitt wurden die wesentlichen Restriktionen, möglichst kleiner Anteil an der Chipfläche
und Universalität, dargestellt. Aus diesen Problemstellungen und den zu realisierenden hohen
Anforderungen ergeben sich die folgenden Forschungsfragen:
Sind aus den Tracedaten gemeinsame Eigenschaften erkennbar? Lassen sich diese effektiv für
deren Kompression nutzen? Wie muss ein Kompressor schaltungstechnisch realisiert sein, um
in Systemgeschwindigkeit arbeiten zu können? Wie sollten Trace-Messages aufgebaut sein,
um den Overhead klein zu halten? Wie gut skaliert der Nutzen mit dem Aufwand? Wieviel
Kompression ist erreichbar? Wie effektiv ist eine universelle Architektur insbesondere für die
besonders schwierigen Einzelfälle?
Zahlreiche Arbeiten adressieren Problemstellungen, die sich aus dem notwendigen Übergang
zum On-Chip-Trace ergeben und bieten Lösungsvorschläge an. Weiterhin existieren bereits
einige konkrete Implementierungen. Es ist zu untersuchen und zu bewerten, in welchem Maß
diese Arbeiten und Lösungen geeignet sind, um die oben genannten, auf dem On-Chip-Trace
basierenden Aufgaben zu realisieren, wie hoch der Aufwand dabei ist und welche Nachteile
bestehen bleiben. Wenn Defizite erkennbar sind, sollen Lösungsmöglichkeiten gefunden und
eine On-Chip-Trace-Architektur entwickelt werden, die zu deren maßgeblichen Dezimierung
geeignet ist. Ob zielführende Antworten auf die Forschungsfragen gefunden werden konnten,
ist durch eine quantitative Bewertung der Leistungsfähigkeit der Architektur im Vergleich zu
den existierenden Lösungen zu zeigen.
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1.3 Inhaltsübersicht und Aufbau der Arbeit
Den Aufbau der vorliegenden Arbeit zeigt die Abbildung 1–6. Im folgenden Kapitel wird der
aktuelle Stand der Technik untersucht. Die dabei herausgearbeiteten Verbesserungspotentiale
führen zur Konkretisierung der Ziele und zur Auswahl der für die quantitativen Bewertungen
verwendeten Metrik. Die detaillierte Darstellung des systematischen Entwurfs der modularen
und skalierbaren On-Chip-Trace-Architektur ist Gegenstand des dritten Kapitels. Das Kapitel
vier fasst die erzielten Ergebnisse zusammen und beurteilt in der vergleichenden Bewertung
die Zielerreichung. Das fünfte Kapitel beinhaltet die Zusammenfassung der Arbeit und gibt
einen Ausblick auf mögliche weiterführende Arbeiten.
Abbildung 1–6: Aufbau der Arbeit
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Dieses Kapitel beschreibt den aktuellen Stand der Technik auf dem Gebiet des On-Chip-Trace
für eingebettete Systeme, die mindestens einen Prozessor, der auch als Softcore implementiert
sein kann, enthalten. Zuerst werden typische Quellen und Arten von Tracedaten klassifiziert
und ihre Besonderheiten benannt. Die Volumenreduktion von Tracedaten direkt auf dem Chip
durch Relevanzfilterung und Kompression als wesentliches Kennzeichen von On-Chip-Trace
wird anschließend dargestellt. Darin einbegriffen ist die Beschreibung der Grundlagen und die
Beurteilung der Eignung von allgemeinen Kompressionsverfahren. Der dritte Abschnitt stellt
verschiedene industrielle und akademische On-Chip-Trace-Architekturen aus der Literatur im
Detail dar. Der Schwerpunkt liegt auf der Untersuchung und der Diskussion architektonischer
Merkmale zur Realisierung der Kompression von Tracedaten. Die Bewertung ausgewählter
Lösungen erfolgt im vierten Abschnitt. Nach der Eingrenzung der behandelten Schwerpunkte
und Komponenten werden einheitliche Untersuchungsbedingungen definiert, auf deren Basis
alle weiteren Bewertungen erfolgen. Dafür werden Maßzahlen und Kriterien herausgearbeitet.
Der darauf basierende quantitative Vergleich der ausgewählten Architekturen schließt sich an.
Aus den sich dabei offenbarenden Mängeln wird im fünften Abschnitt die Zieldefinition für
diese Arbeit konkretisiert.
2.1 Quellen und Arten von Tracedaten
In einem eingebetteten System können vom Grundsatz her alle Systemkomponenten Quellen
von Tracedaten sein. Die konkrete Analyseaufgabe bestimmt, welche Daten relevant sind und
in den Trace einbezogen werden. Zur Abgrenzung zu der im nächsten Abschnitt behandelten
Relevanzfilterung ist herauszustellen, dass jede Komponente sowohl Stimuli für die Filterung
bereitstellen als auch Daten liefern kann, die in Trace-Messages verpackt ausgegeben werden.
Die hier getroffene Unterscheidung basiert nur auf den Ausgabedaten. Eine erste Einordnung
der Systemkomponenten kann in Prozessoren, Speicher, Peripherie und Busse erfolgen, wobei
Speicher üblicherweise keine eigenständigen Quellen sind. Speicherzugriffe werden bei den
Prozessoren oder den Bussen aufgezeichnet. Das Tracen der Peripherie erfolgt ebenfalls über
die Zugriffe seitens der Prozessoren oder Busse. Für Peripheriekomponenten mit komplexer
Konfigurierbarkeit oder Programmierbarkeit kann darüber hinaus ein Logik- oder System-
Trace implementiert werden. Die bedeutendsten Arten sind der Bus-Trace und der Prozessor-
oder Core-Trace. Eine Übersicht der Tracearten zeigt die Abbildung 2–1.
Abbildung 2–1: Arten von Trace
Trace
Prozessoren                                          Busse        Peripherie /
                                                                                                                               System-
Instruktions-      Daten-       Watch-       Kontext-       Instrumen-                       komponenten
fluss                 fluss          points        wechsel           tierung
            Adressen   Werte   Zugriffsart
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Neben den Systemkomponenten selbst können auch Quellen in der On-Chip-Trace-Hardware
implementiert sein. Ein typisches Beispiel hierfür sind Performance-Counter zur Zählung von
Ereignissen verschiedenster Art wie Lese- oder Schreibzugriffen auf Speicher, Cache-Misses,
Wartezyklen auf Busteilnehmer oder Häufigkeiten von Interrupts. Quellen dieser Art dienen
hauptsächlich der statistischen Erfassung von Systemeigenschaften und der Generierung von
Stimuli für die Filterung. Die Menge der erzeugten Tracedaten ist sehr klein im Vergleich
zum Prozessor- oder Bus-Trace.
Sobald mehrere Tracequellen gleichzeitig Daten generieren, ist bei deren Ausgabe zumindest
deren zeitliche Relation zu wahren. Die Ausgabe der Messages in der korrekten Reihenfolge
ist folglich die Minimalforderung. Analyseaufgaben, bei denen das nicht erforderlich ist, sind
die Ausnahme. Für Laufzeitanalysen ist darüber hinaus ein konkretes Zeitmaß notwendig. Die
Granularität hat einen großen Einfluss auf die Genauigkeit und auf das zusätzliche generierte
Volumen an Tracedaten. Als interne Zeitbasis wird in der Regel der Takt der Komponente
verwendet und somit eine hohe Auflösung erreicht. In den meisten Fällen erfolgt die Ausgabe
des Zeitstempels als zusätzliches Datenpaket innerhalb der ohnehin auszugebenden Messages.
Das bei diesem Modus zusätzlich entstehende Datenvolumen liegt in der Größenordnung von
20 % [IS13]. Werden innerhalb der Message mehrere Informationen übertragen, dann gilt der
Zeitstempel für das auslösende Ereignis. Alle davor liegenden müssen approximiert werden.
Da diese Ereignisse aus der selben Quelle stammen, ist das in der Regel unproblematisch. Im
Extremfall ist die Granularität bis auf den Pipelinetakt eines Prozessors steigerbar [ARM11d].
Dabei wird in jedem Zyklus eine Message und somit ein großes Datenvolumen generiert.
2.1.1 Tracing von Prozessoren
Aufgrund deren verschiedener Eigenschaften werden die Quellen und Arten von Tracedaten
innerhalb von Prozessoren weiter differenziert. Unterschieden werden mindestens das Tracen
des Instruktionsflusses und des Datenflusses. Übliche Begriffe dafür sind "Instruktionstrace",
"Execution-Trace" oder "Programm-Trace" sowie "Datentrace". Darüber hinaus kann, wenn
der Prozessor dies unterstützt, ein sogenannter Watchpoint-Trace existieren. Es werden dabei
Watchpoint-Messages generiert, wenn eine vordefinierte Auslösebedingung erfüllt ist. Wenn
Kontextwechsel in Hardware unterstützt werden, dann ist ein Kontext- oder Ownership-Trace
zur Signalisation solcher Ereignisse üblich. Eine Sonderstellung nimmt der Instrumentation-
Trace ein, auf dessen Basis ein minimal-invasives Tracing möglich ist. Spezielle Instruktionen
im Programmcode triggern die Ausgaben entsprechender Messages.
Für den Datentrace erfolgt wegen dem extrem hohen Datenvolumen bei einem vollständigen
Trace eine weitere Differenzierung. Unterschieden werden das Tracen der Adressen der im
Speicher zugegriffenen Positionen und das Tracen der transferierten Werte. In der Praxis ist
ein Datentrace meist nur partiell unter Einbezug der Vorfilterung kritischer Bereiche möglich.
Dies gilt insbesondere für die Aufzeichnung der Werte, da deren Kompressionspotential noch
geringer ist als das der Adressen, welches in [HM06a] mit 14 % angegeben wird. Als günstige
Eigenschaft der Werte wird das häufige Variieren um den Wert null genannt. Kleine Werte
mit weniger Bits zu übertragen, ermöglicht einen Kompressionsfaktor von 1,4 [Uce10]. Oft ist
nicht der exakte Wert relevant, sondern es genügt die Aussage, ob dieser in einem definierten
Bereich liegt. Dies ist mit der Filterlogik einfach realisierbar.
2.1 Quellen und Arten von Tracedaten
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Eine weitere Unterscheidung erfolgt nach lesenden und schreibenden Operationen. Um das
generierte Datenvolumen möglichst klein zu halten, werden häufig nur schreibende Zugriffe
aufgezeichnet. Wenn der Inhalt des Speicherbereiches beim Start der Aufzeichnung bekannt
ist und nicht durch andere Komponenten wie DMA-Zugriffe modifiziert wird, dann sind die
Ergebnisse der Lesezugriffe implizit bekannt und müssen nicht ausgegeben werden. Für von
Peripherieeinheiten beschriebene Adressen hingegen ist nur der Lesezugriff erforderlich.
Der wichtigste Trace ist der des Instruktionsflusses [Sto11], weil die überwiegende Mehrzahl
der anderen Tracedaten nur im Kontext des Programmablaufes bewertbar ist. Eine Ausnahme
bilden beispielsweise Statistiken von Speicherzugriffen über die gesamte Laufzeit. Folglich ist
ein vollständiger Instruktionstrace die unverzichtbare Basis. Je effektiver dieser erfolgt, desto
mehr von den anderen Quellen stammende Tracedaten können bei den limitierten Ressourcen
gespeichert und ausgegeben werden. Darüber hinaus sind mit der alleinigen Anwendung des
Instruktionstrace bereits die meisten der Analyseaufgaben realisierbar. Dementsprechend sind
zahlreiche praktische Realisierungen von On-Chip-Trace-Systemen auf den Instruktionstrace
beschränkt oder sind erst ab einer höheren Ausbaustufe mit Datentrace ausgestattet.
2.1.2 Tracing von Bussen
In Bezug auf die Klassifizierung der Tracearten bei Prozessoren hat der Bus-Trace [YLK+11,
WHK+12] die größte Ähnlichkeit mit dem Datentrace. Auch hier sind Adressen, Werte und
die Richtung des Transfers die Unterscheidungskriterien. Hinzu kommt erforderlichenfalls die
Unterscheidung nach Datentypen. Der Bus-Trace wird in dieser Arbeit nicht behandelt. Der
Stand der Technik ist wegen der Parallelen zum Core-Trace trotzdem analysiert worden und
ist hier exemplarisch für ausgewählte Arbeiten dargestellt.
On-Chip-Busse mit einem standardisierten Interface sind derzeit die am weitesten verbreitete
Methode, um die einzelnen Komponenten auf dem SoC miteinander zu verbinden [CJW+10].
Die Autoren stellen einen Monitor-basierenden Protokoll-Checker mit 73 Regeln vor. Für die
Aufzeichnung der Tracedaten wird alternativ zum sonst üblichen Starten und Stoppen auf der
Basis von vordefinierten Systemereignissen ein "Windowed Trace Buffer" vorgeschlagen, der
mehrere kurze Ausschnitte nacheinander im Trace-Speicher ablegt.
In [KHL07] wird eine Bus-Trace-Architektur vorgestellt, die sowohl einen zyklenakkuraten
als auch einen transaktionsbasierenden Trace ermöglicht. Auf diese Weise kann zwischen den
Parametern Präzision und Datenvolumen gewählt werden. Aufbauend darauf wird in [LSH08]
eine Architektur vorgestellt, die Forward- und Backward-Tracing ermöglicht. Die Tracedaten
werden hier mittels eines periodischen Triggers in voneinander unabhängige kleine Segmente
aufgeteilt. Der Trace-Speicher ist ebenfalls segmentiert, wobei jedes Speicher-Segment genau
ein Trace-Segment aufnimmt.
Diese Segmentierung wird in [YCH10] als uneffektiv bewertet, weil jeder zirkulare Überlauf
des Trace-Speichers ein zerstörtes Segment zur Folge hat und die Nutzungsrate bezüglich der
Segmente negativ beeinflusst wird. Mit einer Vergrößerung der Anzahl an Segmenten wird
dieser Einfluss zwar geringer, es erhöht sich jedoch das Volumen der unkomprimierten Daten,
da in jedem Segment ein definierter Start realisiert sein muss.
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Als Lösung für das Problem wird eine Umkehr der Referenzierungsrichtung vorgeschlagen.
Die Initialdaten werden am Ende statt am Anfang gespeichert, so dass nach einem Überlauf
zuerst alle diese Initialdaten referenzierenden Werte gelöscht werden und erst am Schluss die
Initialdaten selbst. Das jeweils neueste Datum wird unkomprimiert gespeichert und alle bisher
gespeicherten Werte werden dann basierend darauf komprimiert. Wie die Kompression
erfolgt, ist nicht festgelegt.
2.1.3 Tracing von Multi-Core-Systemen
Systeme mit mindestens zwei Rechenkernen werden im Allgemeinen als Multi-Core-Systeme
bezeichnet. Die Kombination von heterogenen Prozessoren auf einem PCB ist dabei ebenso
eingeschlossen wie ein Mehrkernprozessor mit homogenen Kernen. Im Kontext dieser Arbeit
stehen SoC im Fokus und erst aus diesem Integrationsschritt ergeben sich die für Multi-Core-
Systeme spezifischen Herausforderungen. Auf einem PCB kann jeder Core einen separaten
Trace-Port haben und die Interaktion zwischen den Cores ist mittel LA auf den Koppelbussen
aufzeichenbar. Die zeitliche Korrelation der Messagequellen ist außerhalb des Systems auf
der Ebene der Software-Werkzeuge zu lösen.
Bei einem Multi-Core-SoC existiert in der Regel nur ein externer Trace-Port. Die interne
Verschaltung der Trace-Ports der Einzelcores wird durch das Debug-Interface [OCP07b] des
Open-Core-Protocol (OCP) [OCP07a] adressiert. Das OCP ist das einzige nicht proprietäre,
offen lizensierbare und Core-zentrische Protokoll zur Unterstützung eines SoC-Entwurfs im
Baukastenprinzip [ZAM09]. In [IKS+09] wird eine geeignete Abbildung und Behandlung der
Strukturen der Multi-Core-Systeme auf der Ebene der Software-Werkzeuge vorgestellt.
Die gemeinsame Nutzung des Trace-Ports durch alle Cores verschärft die Problematik des zu
transferierenden Tracedatenvolumens erheblich [HMC07]. Das durch das Tracen der Core-
Interaktionen erzeugte Datenvolumen muss zwar zusätzlich behandelt werden, jedoch ist
dessen Volumen in den meisten Fällen vergleichsweise klein. Die größere Problematik ist die
Summe der ohnehin schon großen Einzelvolumina der von den einzelnen Cores kommenden
Tracedaten. Eine effektiver Single-Core-Trace hat folglich einen deutlich größeren positiven
Effekt auf den Multi-Core-Trace als das Behandeln der Multi-Core-Daten im engeren Sinne.
In [HM06a] wird argumentiert, dass eine zentrale Kompression effektiver ist als die einzelnen
Kompressionen innerhalb der Cores, weil die Kompressionshardware nur ein Mal pro System
anstatt ein Mal pro Core vorhanden sein muss. Dem ist entgegenzuhalten, dass dadurch die zu
dem zentralen Kompressor zu übertragende Datenmenge signifikant ansteigt. Zudem müssten
die heterogenen Cores gleichermaßen gut unterstützt werden. Weiterhin wird die Lokalität der
Tracedaten des einzelnen Cores teilweise zerstört und kann für die Kompression weniger gut
ausgenutzt werden. Alle bekannten Implementierungen arbeiten mit lokaler Kompression. Der
komponentenbasierte SoC-Entwurf ist ein weiterer für eine lokale Realisierung sprechender
Aspekt. Bei der Entwicklung von Cores ist es kaum vorhersagbar, in welchen Kombinationen
diese während des Lebenszyklus zum Einsatz kommen. Zudem müsste für jedes neue SoC der
zentrale Kompressor entsprechend angepasst oder neu entworfen werden. In [KIS+04] sind
Ansätze zur Realisierung eines komponentenbasierenden Debuggings mit dem Einbezug von
Trace-Funktionalitäten vorgestellt.
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In der Abbildung 2–2 sind die Strukturen von On-Chip-Trace-Architekturen für Multi- und
Single-Core-Systeme gegenübergestellt. Zur Wahrung der Reihenfolge der Messages aus den
einzelnen Quellen ist ein globaler Zeitstempel notwendig. Dieser kann so implementiert sein,
dass er den am Anfang dieses Abschnitts beschriebenen lokalen Zeitstempel ersetzt. Dafür ist
der Takt der globalen Zeitbasis jedem Core bereitzustellen. Die Ausgabe des Zeitstempels mit
der Message ist damit nicht notwendig verbunden. Die Stufe der Message-Sortierung kann so
arbeiten, dass die Messages auf der Basis ihres Zeitstempels in der korrekten Reihenfolge für
die Ausgabe vorbereitet werden, der Zeitstempel selbst jedoch zur Volumenreduktion entfernt
wird, wenn er für die konkrete Analyseaufgabe nicht erforderlich ist.
Der Cross-Trigger ist eine weitere Komponente, die für ein Multi-Core-System hinzu kommt
und die Relevanzfilterung auf globaler Ebene ermöglicht. Mittels kombinatorischer und zum
Teil auch sequentieller Logik werden auf der Basis der von den einzelnen Cores generierten
lokalen Ereignisse systemweite Ereignisse abgeleitet und damit neue Auslösebedingungen für
die Steuerung der Aufzeichnung erzeugt. Diese können dann wiederum Eingangssignale der
lokalen Vorfilter sein. Auf diese Weise lassen sich komplexe Filterbedingungen definieren
und die Aufzeichnung auf spezielle Interaktionsmuster der Cores eingrenzen.
In [TX07] werden für die Verbindung der Cores beim komponentenbasierenden SoC-Entwurf
Network-on-Chip (NoC) als Alternative zu den klassischen Bussystemen vorgeschlagen, weil
diese in Bezug auf die Geschwindigkeit und Verlustleistung besser mit Halbleitertechnologie
skalieren. In [TX08] wird aufbauend darauf als Alternative zum verdrahteten Cross-Trigger
die Verteilung der Ereignisse als in-band Signalisation über das NoC vorgeschlagen. Definiert
werden hier transaktionsbezogene Cross-Trigger-Events, die aus Transaktionen infolge einer
Interaktion von Cores, insbesondere einer Aktivität auf dem NoC, resultieren. Das Problem
dabei ist, dass die Ankunftszeiten der Cross-Trigger-Events nicht mit den Ankunftszeiten der
Transaktionen am Empfänger korreliert sind. Als Lösung schlagen die Autoren vor, solche
Ereignisse gemeinsam mit der zugehörigen Transaktion auf dem NoC zu übertragen. Wegen
dieser zeitlichen Verschiebungen ist dieses Vorgehen nur für solche Transaktionen geeignet
und damit keine vollwertige Alternative zum verdrahteten Cross-Trigger.
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Abbildung 2–2: Multi-Core-System und Single-Core-System
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2.2 Relevanzfilterung und Kompression
Als unmittelbare Folge aus dem im Abschnitt 1.1 beschriebenen Paradigmenwechsel ist eine
massive Datenreduktion direkt auf dem Chip und möglichst nahe an der Quelle eine essentiell
wichtige Komponente von On-Chip-Trace-Architekturen. Die beiden Hauptstrategien sind das
Ausblenden der für die konkrete Analyseaufgabe nicht relevanten Daten und die Verdichtung
der verbleibenden Daten unter Ausnutzung ihrer impliziten oder spezifischen Eigenschaften.
Diese beiden Strategien werden als Relevanzfilterung und als Kompression bezeichnet und in
den folgenden beiden Unterabschnitten erläutert. Eine scharfe Trennung ist dabei nicht immer
gegeben, denn auch das Ausblenden implizit nicht notwendiger Informationen wird häufig der
Kompression zugeordnet. Zur Abgrenzung der Begriffe wird in der vorliegenden Arbeit nur
die explizite, vom Entwickler zu definierende Relevanzfilterung so bezeichnet.
2.2.1 Relevanzfilterung und Trace-Qualification
Für den häufigen Fall, dass eine kontinuierliche Aufzeichnung oder Ausgabe der Tracedaten
aufgrund des zu großen Datenaufkommens nicht möglich ist, müssen mindestens eine Start-
und eine Stop-Bedingung zur Steuerung der Aufzeichnung definiert sein. Dabei werden die in
der ersten Zeile der Abbildung 2–3 gezeigten drei Szenarien unterschieden. Für Aufgaben wie
das Messen von Laufzeiten ist die Festlegung der Aufzeichnungsfenster eindeutig. Hingegen
können bei der Fehlerdetektion zwischen der initialen Fehlerursache und der Sichtbarkeit der
Auswirkung lange Zeiten liegen. Während die Auswirkung zumeist eindeutig benannt werden
kann, existiert für die Ursache oftmals nur eine gewisse Menge von in Betracht gezogenen
Möglichkeiten. Das Definieren der Auswirkung als Auslösebedingung beim Pretrigger-Modus
ermöglicht es, ein maximales Aufzeichnungsfenster vor der Wirkung im Trace-Speicher zu
haben. Dazu muss der Speicher zirkular arbeiten, so dass kontinuierlich aufgezeichnet wird.
Die ältesten Daten werden überschrieben. Der nach dem Stoppen älteste gültige Eintrag wird
im Nachhinein als Startpunkt des Aufzeichnungsfensters deklariert.
Abbildung 2–3: Aufzeichnungsszenarien im Trace-Speicher
(a) Pretrigger-Modus                    (b) Posttrigger-Modus                  (c) Centertrigger-Modus
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Es ist beim Pretrigger-Modus nicht determiniert, ob die Fehlerursache in den aufgezeichneten
Daten enthalten ist. Kann der Fehler auf diese Weise nicht lokalisiert werden, dann muss auf
mögliche Ursachen getriggert werden. Beim Posttrigger-Modus startet die Aufzeichnung mit
der als Auslösebedingung definierten vermuteten Ursache und endet automatisch, sobald der
Speicher voll ist. Aufgrund der Eindeutigkeit von Start- und Endpunkt ist dieser Modus der
unproblematischste. Zwischen den beiden Modi liegt der Centertrigger-Modus. Dieser arbeitet
zunächst wie der Pretrigger-Modus. Tritt die Auslösebedingung ein, so erfolgt der Wechsel in
den Posttrigger-Modus. Die Aufzeichnung wird automatisch gestoppt, nachdem der Speicher
seit dem Trigger zu einem vordefinierten Anteil, der beispielsweise auf 30 % festgelegt sein
kann, gefüllt ist. Damit sind vor und nach dem Trigger liegende gültige Daten vorhanden.
Diese einfachen Start-Stop-Mechanismen sind für den On-Chip-Trace in den meisten Fällen
nicht mehr ausreichend. Soll beispielsweise das Verhalten einer bestimmten Unterfunktion bei
deren Aufruf und Rückkehr aufgezeichnet werden, dann müssen alle aufrufenden Positionen
als Startpunkte und die Instruktionen danach als Stoppunkte definiert werden. Die einzelnen
Aufzeichnungsfenster stehen dann, wie in der Abbildung 2–3 (d) dargestellt, nacheinander im
Trace-Speicher. Zur Definition der Start- und Stoppunkte ist eine entsprechend große Anzahl
von konfigurierbaren Trigger-Komponenten erforderlich. Mit dem Grad der Eingrenzbarkeit
der Aufzeichnung steigt die Komplexität der Auslösebedingungen und Trigger-Komponenten.
Grundsätzlich kann jede Quelle Eingangssignale für die Relevanzfilterung liefern und somit
eine präzise Definition von Start- und Stoppunkten ermöglichen.
Ein konkretes Beispiel für die Implementierung einer komplexen Hardware zur Filterung ist
in [IBS+05] vorgestellt. Zu deren als "Trace-Qualification" bezeichneten Konfiguration sind
viele Hundert Register entsprechend der Analyseaufgabe zu setzen und die Filterbedingungen
auf diese Weise festzulegen. Das ist manuell kaum beherrschbar. Ein dreistufiges Software-
Werkzeug zur Unterstützung der Konfiguration mit einer grafischen Eingabe auf der obersten
Ebene ist in [IBS+06] beschrieben. Darunter liegt eine Beschreibungssprache mit einer an C
angelehnten Syntax. Details der Compilierung auf die unterste, zu Assembler ähnliche Ebene
sind in [BS09a] und [BS09b] erörtert. In [SHM+07] wird vorgeschlagen, Automatismen für
die Konfiguration auf einem hohen Abstraktionsniveau mit Hilfe der künstlichen Intelligenz
zu entwickeln. Der hohe Aufwand auf der Ebene der Software-Werkzeuge verdeutlicht, dass
mit der Konfigurierbarkeit auch nachteilige Aspekte verbunden sind.
Mit einer leistungsfähigen Hardware zur Relevanzfilterung und entsprechenden Werkzeugen
zu deren Konfiguration lassen sich die einzelnen Aufzeichnungsfenster eingrenzen und somit
eine bessere Ausnutzung des Trace-Speichers erreichen. Wenn jedoch im Fall der Fehlersuche
keine hinreichend kleine Menge von möglichen Ursachen eingegrenzt werden kann oder eine
Verkettung mehrerer Ursachen besteht, gestaltet sich diese weiterhin schwierig. Es sind dann
mehrere Trace-Läufe mit immer wieder geänderten Filtereinstellungen durchzuführen. Das ist
aufgrund der Umgebungsbedingungen nicht immer durchführbar und zudem zeitaufwendig.
Die große Anzahl der verschiedenen Kombinationen der Filtereinstellungen für die einzelnen
Quellen kann schnell unübersichtlich werden. Außerdem besteht bei der Orientierung auf eine
möglichst effektive Nutzung des Trace-Speichers die Gefahr, durch zu strenge Einstellungen
die Abschnitte mit den Fehlerursachen auszublenden. Die auf der Basis der Relevanzfilterung
erreichbare Datenreduktion ist begrenzt und kann die Kompression nicht ersetzen.
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2.2.2 Kompressionsverfahren
Im Gegensatz zur Relevanzfilterung ist für die Kompression in der Regel eine Konfiguration
nicht notwendig und zumeist auch nicht möglich. Aus der Sicht des Entwicklers besteht darin
ein großer Vorteil. Wenn die bei der Kompression erzielte Volumenreduktion so groß wäre,
dass ein vollständiger Trace möglich ist, könnte auf die Relevanzfilterung komplett verzichtet
werden. Damit wären die zuvor beschriebenen Probleme bei der Fehlerdetektion beseitigt. Die
Realisierung eines hohen Kompressionsfaktors ist folglich das erstrebenswerteste Ziel bei der
Modellierung von On-Chip-Trace-Architekturen und ist der wichtigste Schwerpunkt in dieser
Arbeit. Auch wenn die Relevanzfilterung dadurch nicht vollständig verzichtbar wird, so lässt
sich deren Hardwareaufwand an Komparatoren, Verknüpfungen, Zählern und Sequenzern für
die Filter reduzieren und in der Folge auch die Konfigurierbarkeit übersichtlicher gestalten.
Im Allgemeinen unterscheidet man zwischen verlustbehafteter und verlustloser Kompression.
Bei der verlustbehafteten werden die Verluste durch das Verfahren selbst verursacht. Solche
Kompressionsverfahren werden in dieser Arbeit nicht behandelt. Ein vollständiger und somit
verlustloser Trace ist zwar aufgrund der beschränkten Ressourcen in der Regel nicht möglich,
die nicht aufgezeichneten Daten sollen aber nur durch die Relevanzfilterung und die Grenzen
des Trace-Speichers und der Bandbreite des Trace-Ports bestimmt werden. Die Kompression
muss eine Dekompression vollständiger Daten ermöglichen.
Verlustlose Kompressionsverfahren verfolgen den Ansatz der Redundanzreduktion und lassen
sich in statistische und wörterbuchbasierte Verfahren unterteilen [AN07]. Für die statistischen
wird auch der Begriff Entropiecodierung verwendet. Die Huffman-Codierung [Huf52] ist ein
bekannter Vertreter. Häufige Codewörter werden dabei mit kürzeren Codes codiert und häufig
auftretende Gruppen können einen eigenen Code erhalten. Die Kenntnis der Quellenstatistik
ist eine notwendige Voraussetzung zum Aufbau des Codes. Für die arithmetische Codierung
gilt dies ebenfalls. Bei nicht idealer binärer Verteilung der Häufigkeiten werden gegenüber
Huffman bessere Kompressionen erzielt. Der Aufwand ist jedoch höher.
Für die Tracedaten der verschiedenen Quellen ist die Quellenstatistik nicht bekannt. Folglich
müssten die selben Daten zwei Mal verarbeitet werden. Beim ersten Lauf wird die Statistik
ermittelt und der Baum der Codewörter erzeugt. Erst beim zweiten Lauf erfolgt die Codierung
und Kompression. Für die beim On-Chip-Trace erforderliche Echtzeitverarbeitung sind solche
Verfahren daher ungeeignet. Es existieren zwar adaptive Varianten dieser Verfahren [LLJ06],
jedoch ist der Aufwand für eine Implementierung in Hardware sehr hoch in Relation zu der
erzielbaren Kompression [AN07].
Wörterbuchbasierte Kompressionsverfahren sind in Abhängigkeit von der festgelegten Größe
der Wörterbücher vergleichsweise aufwendig. Klassische Beispiele für die wörterbuchbasierte
Kompression sind [ZL77], [ZL78] und deren Weiterentwicklung [Wel84]. Der entscheidende
Vorteil gegenüber statistischen Verfahren ist die adaptive Anpassung an die Quellenstatistik.
Wiederholt auftretende gleiche Gruppen aufeinanderfolgender Zeichen werden detektiert und
diese Zeichenketten werden als ein einzelnes Zeichen codiert. Mit diesen Eigenschaften sind
wörterbuchbasierte Kompressoren für eine Verwendung in echtzeitfähigen On-Chip-Trace-
Architekturen grundsätzlich geeignet. Nachteilig für eine Implementierung in Hardware ist
der hohe Aufwand für das Speichern des Wörterbuches.
2.2 Relevanzfilterung und Kompression
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Teilweise werden die zu komprimierenden Daten einer Vorverarbeitung unterzogen, um bei
der anschließenden Kompression einen höheren Kompressionsfaktor zu erreichen. Beispiele
für derartige Transformationen sind die Burrows-Wheeler-Transformation [BW94] und das
Move-to-Front (MTF) [BST+86], die bei bzip2 verwendet werden. Für eine Implementierung
in Hardware ist das MTF aufgrund der einfachen Arbeitsweise besonders gut geeignet. Dabei
wird die lokale Korrelation zwischen den Codewörtern zur Verringerung der Entropie in den
zu komprimierenden Daten ausgenutzt.
Ein sehr einfaches und wenig aufwendiges Verfahren ist die Lauflängencodierung (RLE: Run
Length Encoding). Dabei werden mehrfach hintereinander stehende gleiche Codewörter durch
das einzelne Codewort und einen nachfolgenden Zähler ersetzt. In Abhängigkeit der Bitbreite
der Codewörter und der Organisation der Zählerwerte arbeitet dieses Verfahren erst ab einer
Mindestanzahl gleicher Codewörter gewinnbringend. In den Tracedaten sind Wiederholungen
gleicher Werte beispielsweise infolge häufig angesprungener Zieladressen zwar vorhanden,
diese stehen aber in den meisten Fällen nicht unmittelbar hintereinander. Außerdem muss ein
freies Codewort zur Signalisation des Zählers vorhanden sein und es muss sichergestellt sein,
dass dieses nicht in den Tracedaten auftritt.
2.2.3 Kompression durch implizite Relevanzfilterung
Neben den vorgestellten allgemeinen Kompressionsverfahren existieren einfache Verfahren,
die spezifische Eigenschaften von Tracedaten zur Kompression ausnutzen. Bei Adressen von
Instruktionen oder Daten gibt es innerhalb des selben Typs eine räumliche und eine zeitliche
Lokalität. Nahe beieinander liegende Adressen haben eine größere Wahrscheinlichkeit, auch
nacheinander zugegriffen zu werden und kürzlich zugegriffene Adressen haben eine größere
Wahrscheinlichkeit, in naher Zukunft wieder zugegriffen zu werden [JCT06, JWW+07]. Fast
alle Architekturen nutzen diese Lokalitäten durch eine Differenzbildung zum unmittelbaren
Vorgänger aus. Dicht beieinander liegende Adressen haben in der Regel eine große Anzahl
identischer MSB. Ausgehend von einem vollständigen Startwert genügt es, anschließend nur
noch die gegenüber dem Vorgänger geänderten LSB zu übertragen. Der Vergleich erfolgt auf
der Basis von XOR, die führenden Nullen werden unterdrückt. Die arithmetische Differenz
wird nur von [HM06a] als die geeignetere angesehen.
Beim Instruktionstrace lässt sich das Datenvolumen mittels einer impliziten Relevanzfilterung
unter der Voraussetzung, dass der ausgeführte Code mindestens zur Laufzeit statisch ist und
sich insbesondere nicht selbst modifiziert, erheblich reduzieren. Viele Informationen sind aus
dem Binärcode ablesbar, so dass auf eine Ausgabe in den Tracedaten verzichtet werden kann.
Die ausnutzbaren Eigenschaften sind im Program-Flow-Change-Model (PFCM) [HMC06]
beschrieben und in der Tabelle 2–1 zusammengefasst.
Tabelle 2–1: Behandlung der Befehlstypen beim Program-Flow-Change-Model
Befehlstyp unbedingt bedingt, ausgeführt bedingt, nicht ausgeführt
sequentiell zählen zählen zählen
Verzweigung, direkt zählen Sprung ausgeben zählen
Verzweigung, indirekt Adresse ausgeben Adresse ausgeben zählen
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Der Programmfluss ist zu einem großen Teil durch den Binärcode determiniert und kann sich
nur an Verzweigungsbefehlen oder beim Auftreten einer asynchronen Unterbrechung infolge
eines Hardware-Interrupts oder einer Exception ändern. Zu den Verzweigungsbefehlen zählen
die Sprungbefehle, alle Aufrufe von und die Rückkehr aus Unterprogrammen sowie Software-
Interrupts. Aufgrund dieses Determinismus ist es für eine nachträgliche Rekonstruktion des
Programmflusses ausreichend, die Aufzeichnungen auf alle ausgeführten Verzweigungen zu
beschränken. Verzichtet werden kann dabei auf alle unbedingten direkten Verzweigungen, da
diese immer ausgeführt werden und die Zieladresse aus dem Binärcode ablesbar ist.
Bei ausgeführten bedingten direkten Verzweigungen genügt das Tracen der Sprungereignisse
im Sinne einer Ein-Bit-Information. Die Zieladresse ist auch hier aus dem Binärcode ablesbar,
so dass auf deren Ausgabe verzichtet werden kann. Das Tracen der Zieladresse ist nur für die
indirekten ausgeführten Verzweigungen erforderlich. Optional kann hier zusätzlich die zuvor
genannte XOR-Kompression angewandt werden. Alle Befehle, für die keine Ausgabe erfolgt,
werden gezählt. Der Zählerstand wird mit dem jeweiligen Sprungereignis ausgegeben und die
Zählung startet neu. Auf dessen Basis sind die nicht ausgeführten bedingten Verzweigungen
eindeutig rekonstruierbar.
Das Tracen der asynchronen Unterbrechungen erfolgt ähnlich zu den indirekten ausgeführten
Verzweigungen. Alternativ zur Zieladresse kann hier auch der Interrupt-Vektor ausgegeben
werden. Die konkrete Unterbrechungsposition im regulären Programm ist auf der Basis des
Zählerstandes rekonstruierbar. Der Rücksprung aus der Interrupt-Service-Routine ist ebenfalls
als indirekte Verzweigung zu behandeln, da die Adresse vom Stack gelesen wird.
2.3 On-Chip-Trace-Architekturen
In diesem Abschnitt werden ausgewählte On-Chip-Trace-Architekturen vorgestellt und deren
spezifische Merkmale herausgearbeitet. Die bislang einzige standardisierte Architektur ist im
Nexus 5001 Standard [IEE12] beschrieben und wird in vielen Arbeiten zitiert. Deshalb wird
Nexus zuerst vorgestellt. Es schließt sich CoreSight als komplette Infrastruktur für Debugging
und Tracing an. Eine Sonderstellung nimmt der parallel laufende Emulator ein, da das Tracing
zu einem relativ großen Teil aus dem Zielsystem in den Emulator verlagert ist. Alle weiteren
Architekturen und Konzepte behandeln nur Teilaspekte des On-Chip-Trace. Den Fokus der
Betrachtungen bildet dabei die Volumenreduktion. Die Verwendung von Branch-Prädiktoren
wird als erste Möglichkeit vorgestellt. Implementierungen der Entropiecodierung und der
wörterbuchbasierten Kompression schließen sich an. Weiterhin erfolgt die Betrachtung von
besonderen architektonischen Merkmalen, die in den anderen Systemen nicht zu finden sind.
2.3.1 Nexus Standard IEEE-ISTO 5001TM
Der Nexus Standard wurde im Jahr 1999 erstmals veröffentlicht [IEE99]. Im Jahr 2003 kam
mit der Unterstützung für Prozessoren mit bedingten Befehlen durch den History-Mode eine
wesentliche Neuerung hinzu [IEE03]. Der Standard definiert im Wesentlichen das Format von
Trace-Messages und deren Ausgabe über einen Trace-Port. Berücksichtigt werden alle Arten
von Tracedaten. Darüber hinaus stehen vom Hersteller individuell belegbare Message-Codes
für Erweiterungen zur Verfügung. Eine Übersicht zeigt Abbildung 2–4.
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Jede Message beginnt grundsätzlich mit einem sechs Bit breiten Transfercode (TCODE), aus
dem sich die weitere Struktur und die Dateninhalte ergeben. In einer Message können beliebig
viele Pakete übertragen werden, die entweder eine feste Länge haben oder variabel sind. Jedes
Message-Ende und jedes Ende eines variablen Paketes muss signalisiert werden. Es existieren
zwei Modi mit einem oder zwei Signalisationsbits, die als MSEO (Message-Start-End-Out)
bezeichnet werden. Bei einem MSEO-Bit ist das Verhältnis von Daten- zu Signalisations-Bits
besser. Der Nachteil besteht in einem leeren Datenslot am Ende jeder Message. Zudem muss
jedes Paket variabler Länge mindestens zwei Slots lang sein, weil sonst ein Paket-Ende nicht
von einem Message-Ende unterscheidbar wäre. Die Konfiguration mit zwei MSEO-Bits hat
diesen Nachteil nicht, verursacht aber einen zusätzlichen Overhead von einem Bit pro Slot.
Eine Volumenreduktion der Tracedaten ist kein vordergründiges Ziel des Nexus Standards. Es
ist keine Relevanzfilterung vorgesehen und es existiert keine Unterstützung für Cross-Trigger
in Multi-Core-Systemen. Unabhängig davon ist Nexus für solche Systeme geeignet, denn die
Trace-Messages können ein Paket mit der Identifikation der Quelle enthalten. Zudem existiert
eine Message zur Übermittlung des Device-Identifiers. Die Kompression geht nicht über das
Program-Flow-Change-Model hinaus und die Adressen von Datenzugriffen werden mit einer
einfachen XOR-Kompression auf den Vorgängerwert analog zum Instruktionstrace verdichtet.
Die Datenwerte werden keiner Kompression unterzogen.
In der Mehrzahl der im folgenden näher vorgestellten Arbeiten wird nur die erste Version des
Standards zitiert. Es existierte zu diesem Zeitpunkt nur der sogenannte Traditional-Mode für
den Instruktionstrace. In diesem Modus wird für jeden ausgeführten Sprungbefehl eine Trace-
Message generiert und alle zwischen den Sprüngen liegenden Befehle werden gezählt. Dieser
Zählerwert ist ein obligatorischer Bestandteil der darauffolgenden Message. Wenn der Sprung
ein direkter war, so wird dem PFCM entsprechend das Sprungziel nicht ausgegeben. Bei den
indirekten Sprüngen wird die XOR-komprimierte Zieladresse ausgegeben.
Abbildung 2–4: Nexus 5001 Interface [IEE03]
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Im History-Mode verursachen nur ausgeführte indirekte Sprünge Messages. Gegenüber dem
Traditional-Mode werden alle Direct-Branch-Messages eingespart. Statt dessen werden alle
direkten Sprünge im History-Field abgebildet. Für jeden ausgeführten Sprung wird eine Eins
und für jeden nicht ausgeführten Sprung eine Null in dieses Schieberegister eingetaktet. Bei
Prozessoren, die bedingte sequentielle Befehle unterstützen, werden diese in der gleichen
Weise in das History-Field eingetragen. Analog zum Traditional-Mode gezählt werden alle
unbedingten Befehle. Ausgegeben wird das unkomprimierte History-Field als Paket innerhalb
einer Indirect-Branch-Message. In [IS14] wurde die höhere Kompression im History-Mode
gezeigt. Zur Konfiguration existieren vier Freiheitsgrade: die Bitbreite des AUX-Port, die
Anzahl der MSEO-Bits, der Messaging-Mode und das Vorhandensein eines Zeitstempels in
den Messages. Das Message-Format ist für eine direkte Ausgabe auf einen parallelen Port
entworfen, schließt aber die Ausgabe in einen Trace-Speicher nicht aus.
2.3.2 ARMTM CoreSightTM On-Chip-Trace- und Debug-Architektur
Die umfassendste On-Chip-Trace-Architektur ist ARM CoreSight [ARM13b]. Praktisch alle
Aspekte werden mit entsprechenden Komponenten [ARM09b] abgedeckt. Die Abbildung 2–5
zeigt beispielhaft ein Multi-Core-System mit einer möglichen Auswahl und Kombination von
Komponenten. Die Trace-Funktionalität im engeren Sinn wird durch die verschiedenen Trace
Macrocells realisiert. Von den gezeigten Komponenten sind hier insbesondere die Embedded
Trace Macrocell (ETM) und die Program Trace Macrocell (PTM) von Interesse. Nicht gezeigt
ist die Instrumentation Trace Macrocell (ITM).
Abbildung 2–5: ARM CoreSight mit ETM und PTM
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Die ITM [ARM09b] nimmt eine Sonderstellung ein, weil damit ein minimal-invasiver Trace
realisiert wird. Damit liegt die ITM zwar nicht im Fokus dieser Arbeit, die ausschließlich auf
nicht-invasiven Trace orientiert, soll aber trotzdem kurz vorgestellt werden. Mit dedizierten
und gezielt in den Programmcode eingebauten Trace-Instruktionen ist ein Trace im printf-Stil
möglich. Eine Trace-Instruktion wirkt aus der Sicht der Programmabarbeitung wie ein NOP-
Befehl und hat außer der Laufzeit von einem Zyklus keinen Einfluss. Bei deren Ausführung
wird eine Trace-Message generiert. Wenn diese Instruktionen auch nach der Analyse im Code
verbleiben, ist ein quasi-nicht-invasiver Trace mit einfacher Funktionalität möglich.
Mit der ETM [ARM11d] sind in Abhängigkeit von deren Konfiguration die weitreichendsten
Möglichkeiten zur Aufzeichnung von Tracedaten gegeben. Die Basis ist ein Instruktionstrace,
der Datentrace ist optional. Eine Relevanzfilterung ist in der ETM ebenfalls optional möglich.
In diesem Fall sind entsprechende Komparatoren und Filterlogik vorhanden. Das Generieren
der Messages beim Instruktionstrace ist ähnlich zum History-Mode von Nexus. Auch bei der
ETM generieren im Normalfall nur indirekte Sprünge eine Message, wobei sich die direkten
über ein Konfigurationsbit zuschalten lassen. Das Message-Format ist byteorientiert und nicht
konfigurierbar. Die Messages haben entweder eine feste Länge oder deren Ende wird mit dem
MSB signalisiert. Die Zieladressen ausgeführter Sprünge werden in Branch-Packets mit einer
zu Nexus ähnlichen XOR-Kompression zum Vorgängerwert ausgegeben. Im Gegensatz dazu
erfolgt keine Unterscheidung bedingter und unbedingter Befehle. Alle werden gleichermaßen
in zwei Typen von P-Headern eingetragen. Beide Typen sind nur ein Byte groß und können
nur wenige Befehle aufnehmen. Ist ein P-Header voll, so wird dieser unabhängig von einem
Branch-Packet in den Message-Strom ausgegeben.
Die PTM [ARM11b] unterstützt ausschließlich den Instruktionstrace. Bezüglich ausgeführter
indirekter Sprünge ist das Verhalten nahezu identisch zur ETM. In den P-Headern hingegen
werden ausschließlich Verzweigungsbefehle, die hier als Waypoint-Instruktionen bezeichnet
sind, verarbeitet. Alle anderen Befehle und insbesondere auch bedingte sequentielle werden
im Trace ignoriert. Das Ausgabevolumen, aber auch der Informationsgehalt sinken dadurch
erheblich. Die PTM und die ETM können Timestamp-Packets mit absoluten Zählerwerten in
den Trace einfügen. Deren Periodizität ist in weiten Grenzen einstellbar. Zeitstempel in den
Messages wie bei Nexus sind nicht möglich.
2.3.3 Parallel laufender Emulator
Ein echtzeitfähiges System zur Gewinnung beliebig umfangreicher Tracedaten auf der Basis
eines parallel zum Zielsystem laufenden externen Emulators wird in [WH08] vorgestellt. Da
existierende Systeme nicht in der Lage sind, einen kontinuierlichen Echzeit-Trace aller Daten
inklusive aller ausgeführten Instruktionen, aller gelesenen und geschriebenen Daten und aller
DMA-Transfers sowie die Werte in den Registern der CPU aufzuzeichnen, ist dieser Ansatz
entwickelt worden [HW08b]. Die Lösung eignet sich für ASICs und FPGAs. In [HW08a] ist
die FPGA-Variante von Zielsystem und Emulator vorgestellt. Eine Verifikation von Software
zur Laufzeit als konkreten Anwendungsfall des Emulators wird in [BHW+13] adressiert. Dazu
wird dieser um eine als "Trace Analyzer" bezeichnete konfigurierbare Komponente erweitert,
die ein nicht-invasives Monitoring im Kontext der "Runtime Verification" realisiert. Die bis
zu zehn gleichzeitig testbaren Korrektheitsbedingungen werden formal beschrieben.
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Die Grundidee ist, dass der Emulator das Verhalten des Zielsystems exakt abbildet und in der
selben Geschwindigkeit läuft. Auf diese Weise wird eine identische Programmausführung in
beiden Systemen realisiert. Die bei den anderen On-Chip-Trace-Architekturen direkt aus dem
Zielsystem selbst gelesen Tracedaten werden hier aus dem Abbild im Emulator gelesen. Zur
Wahrung der Synchronität müssen nur die Daten, die nicht im Emulator vorhergesagt werden
können, aus dem Zielsystem gelesen und übertragen werden. Im Wesentlichen sind das alle
aus der Peripherie stammenden Daten sowie alle asynchronen Ereignisse wie Interrupts oder
DMA-Transfers. Mit diesem Konzept werden der Hardwareaufwand im Zielsystem und die
aus dem Zielsystem zu übertragende Datenmenge signifikant gesenkt. Insbesondere kann auf
Trace-Speicher sowie auf Vorfilterung und Kompression verzichtet werden. Die zusätzlich
erforderliche Hardware kann aufgrund deren geringen Aufwandes in jedem Produktionschip
enthalten sein. Dieser Ansatz ist grundsätzlich auch für Multi-Core-Systeme anwendbar. Dem
geringen Aufwand im Zielsystem stehen sehr hohe Anforderungen an den externen Emulator
gegenüber:
- Emulator und Zielsystem müssen mit einem identischen Systemzustand und
insbesondere mit identischen Speicherinhalten starten.
- Der Emulator muss das Taktsignal des zu emulierenden Prozessors erhalten.
- Der Emulator muss eine exakte Kopie des zu emulierenden Prozessors inklusive aller
auf den Speicher oder Systembus zugreifenden Komponenten enthalten.
- Die Speicher des Emulators müssen mindestens so groß und so schnell wie der des
Zielsystems sein.
- Es müssen alle von der Peripherie des Zielsystems gelesenen und relevanten Daten
sowie alle asynchronen Ereignisse in Echtzeit zum Emulator transferiert werden.
Die Peripherie muss jedoch nicht repliziert werden. Das hat den Vorteil, dass der Emulator für
eine ganze Familie von Prozessoren verwendbar ist. Es existieren aber auch einige Nachteile.
Die Übertragung des Prozessortaktsignals ist nur für vergleichsweise geringe Frequenzen mit
moderatem Aufwand möglich. Bei Anwendungen, die viele Daten aus der Peripherie lesen,
kommt es auch hier zu einem Bandbreitenengpass. Vergleicht man zu einem Zeitpunkt die
aktuell verfügbaren Technologien, dann ist eine FPGA-Implementierung deutlich langsamer
als eine funktional gleiche Implementierung auf der Basis der aktuellen Halbleitertechnologie.
Damit wird die Anwendbarkeit dieses Ansatzes auf Systeme beschränkt, die selbst in FPGAs
implementiert sind oder mit einem hinreichend niedrigen Takt arbeiten.
Unabhängig von den genannten Grenzen existieren beim Tracen des Emulators sehr ähnliche
Herausforderungen wie beim klassischen On-Chip-Trace. Unproblematischer ist hier lediglich
der Aufwand, weil dieser nur im Emulator und nicht in jedem Produktionschip erforderlich
ist. Eine effektive Implementierung ist trotzdem erstrebenswert. Im Kontext der vorliegenden
Arbeit wird der Emulator selbst zum Zielsystem für den On-Chip-Trace. Die mit dem Trace
verbundenen Problemstellungen sind praktisch aus dem zu analysierenden Zielsystem in den
Emulator verschoben worden und müssen dort adäquat behandelt werden. In [HW08b] wird
vorgeschlagen, das Trace-Interface in Abhängigkeit von der konkreten Analyseaufgabe wie
Code Coverage oder Stack-Analyse konfigurierbar zu gestalten, weil aufgrund der begrenzten
Bandbreite nicht alle Systemzustände kontinuierlich übertragen werden können. Der Nutzen
einer Volumenreduktion mittels Vorfilterung und Kompression für den Ansatz eines parallel
laufenden Emulators wird dabei deutlich.
2.3 On-Chip-Trace-Architekturen
23
2.3.4 Architekturen auf der Basis von Branch-Prädiktoren
Die Grundidee der in [UMB+10] und [UMM+14] vorgestellten Architekturen ist die Nutzung
der Signale von Branch-Prädiktoren für das Tracen von Adressen beim Instruktionstrace. Das
setzt das Vorhandensein von Branch-Prädiktoren voraus und ist deshalb auf Mid- und High-
end-Prozessoren beschränkt, so dass eine allgemeine Verwendbarkeit dieser Architektur nicht
gegeben ist. Aufgrund der komplizierten Verflechtung des Branch-Prädiktors mit der Pipeline
des Prozessors wird dessen unmittelbare Nutzung für das Tracing als schwierig eingeschätzt.
So wäre beispielsweise das für das Tracing erforderliche definierte Rücksetzen des Branch-
Prädiktors nach jedem Kontextwechsel nicht realisierbar.
Implementiert wird folglich ein separater Trace-Module-Branch-Predictor, der eine möglichst
stark reduzierte Variante des Branch-Prädiktors des Prozessor ist. Direkte Sprünge werden als
einziger Aspekt einer Reduktion konkret benannt. Deren Zieladressen sind entsprechend dem
PFCM aus dem Binärcode ableitbar. Mit 5200 Gatteräquivalenten wird in der aufwendigsten
Konfiguration ein mittlerer Kompressionsfaktor von fast 900 erzielt.
Zur Rekonstruktion des Instruktionsflusses ist ein Simulationsmodell des Prozessors, das auch
den Branch-Prädiktor exakt simuliert, eine zwingende Voraussetzung. Der Simulator hält eine
genaue Kopie des Systemzustandes. Die Wahrscheinlichkeit für eine korrekte Vorhersage der
Sprünge beträgt über 95 %. Da diese Vorhersagen in exakt der selben Weise in der Hardware
und auch im Simulator erfolgen, kann deren Übertragung eingespart werden. Darin liegt das
wesentliche Kompressionspotential des vorgestellten Ansatzes. Es genügt folglich, die falsch
vorhergesagten Sprünge zu übertragen.
Die Einsetzbarkeit dieses Ansatzes ist unter den anspruchsvollen Voraussetzung als deutlich
beschränkt zu bewerten. Außerdem ist die Übertragung der Daten aus der Systemumgebung,
die zum Halten des exakten Abbildes im Simulator notwendig sind, nicht einbezogen. Für den
in der praktischen Anwendung seltenst vorkommenden Fall, dass diese Daten keinen Einfluss
auf den Instruktionsfluss haben, würde der Simulator die falschen Vorhersagen exakt gleich
zur Hardware vorhersagen und auch diese Übertragung könnte eingespart werden.
2.3.5 Architekturen mit Entropiecodierung
Die Grundlagen für das Double Move-to-Front-Verfahren (DMTF) [UM09] sind in [MM07]
für die Simulation und in [MMB07] mit Orientierung auf eine Implementierung in Hardware
unter Hinzunahme eines N-Tupel-History-Puffers [MMK03] gelegt worden. Die Tracedaten
werden mittels der Instruktionsstrom-Kompression [MM03] verdichtet. Diese Verfahren soll
die Lücke schließen zwischen einfachen Verfahren und solchen, die mehrere Durchläufe oder
eine komplexe Code-Analyse benötigen. Ein Instruktionsstrom ist definiert als eine Sequenz
von Instruktionen, die an der Zieladresse eines ausgeführten Sprungbefehls beginnt und mit
dem ersten ausgeführten Sprungbefehl in der Sequenz endet. Ein Instruktionsstrom ist durch
Adresse (Stream Address SA = 32 Bit) und Länge (Stream Length SL = acht Bit) eindeutig
gekennzeichnet. Die Konkatenation von SA und SL ergibt den Streamdeskriptor. In [UM09]
wird die Definition des Instruktionsstromes dergestalt modifiziert, dass dieser nicht mehr an
direkten unbedingten Sprüngen endet, weil solche Sprungbefehle in jedem Fall ausgeführt
werden und die Befehls- und Zieladressen aus dem Programmcode ablesbar sind.
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Damit verringert sich die Anzahl der Instruktionsströme und es steigt deren durchschnittliche
Länge. Alle Untersuchungen wurden mit 17 Benchmarkprogrammen aus MiBench [GRE+01]
durchgeführt. Die Anzahl unikater Instruktionsströme beträgt 341 bis 6871. Mit 5,9 bis 54,7
Instruktionen streut deren mittlere Länge deutlich weniger. Die Maximallänge bewegt sich im
Bereich von 43 bis 251 Instruktionen und wird mit acht Bit codiert. Diese Beschränkung von
SL auf eine feste Bitbreite ist als sehr kritisch einzuschätzen, denn von den Autoren wird kein
Szenario für die Behandlung längerer Instruktionsströme angegeben.
Die ersten Stufe des Kompressors generiert aus den 40 Bit breiten Streamdeskriptoren auf der
Basis einer relativ großen History-Table HT1 deutlich kürzere Indizes. Die Autoren verfolgen
das Ziel, den Index, der am häufigsten einen Hit hat, mit nur einem Bit zu codieren. Aufgrund
der großen Abhängigkeit vom Programm und der Problematik, diesen Index zu identifizieren,
wird ein zweites Move-to-Front-Level implementiert. Dieses verarbeitet die HT1-Indizes und
gibt noch kürzere HT2-Indizes aus. Diese Staffelung ließe sich beliebig erweitern. In der HT2
entfallen im Mittel 82 % der Hits auf HT2[0]. Diese werden im Ausgabedatenstrom mit einem
Bit codiert. Bei einer HT2-Länge von vier werden mit den HT1-Längen 64, 128 und 256 bei
einem Aufwand von 7750, 15450 und 30800 Gatteräquivalenten Kompressionsfaktoren von
143, 181 und 248 erzielt. Größere HT1 verschlechtern das Ergebnis.
Die gleichen Autoren stellen in [UMM+09] eine auf assoziativen Speichern beruhende Lösung
vor. Die wesentlichen architektonischen Unterschiede zu DMTF sind der Austausch der HT1
durch einen Cache und der Austausch der HT2 durch den Last-Stream-Predictor. Identisch ist
der grundlegende Ansatz zur Datenreduktion durch die Abbildung langer Streamdeskriptoren
auf kürzere Indizes. Dabei sind die Speicherorganisation und die Strategien zur Ersetzung der
Inhalte die hauptsächlichen Unterschiede. Bei der HT1 liegt eine implizite feste Reihenfolge
und Indizierung der Speicherzellen vor. Ein neuer Wert wird grundsätzlich in den Index null
eingetragen. Jede weitere Speicherzelle kann nur den Inhalt des Vorgängers übernehmen. Bei
einer Länge N der HT1 verbleibt jeder Wert mindestens N weitere Einschreibezyklen in der
HT1. Eine Obergrenze für die Verweildauer existiert nicht.
Ein Cache mit N Einträgen ist organisiert in Nway Wege und Nset Sets mit N = Nway · Nset, so
dass für ein N mehrere Varianten der Cache-Organisation bestehen. Die Konkatenation der
Bitvektoren Iway = 0...Nway - 1 und Iset = 0...Nset - 1 ergibt den Index einer Speicherzelle. Die
Adressierung im Cache erfolgt jedoch nur über Iset, so dass alle Nway Speicherzellen zeitgleich
angesprochen werden. Wird der gesuchte Streamdeskriptor in einer dieser Zellen gefunden,
dann liefert der Cache-Hit den Adressteil Iway der entsprechenden Speicherzelle. Damit ist die
vollständige Adresse bekannt. Bei einem Cache-Miss wurde der Streamdeskriptor an keiner
Position gefunden und wird folglich in den Cache geschrieben. Dabei wird die am längsten
nicht zugegriffene Zelle innerhalb der selektierten Eintragsgruppe überschrieben.
Die Untersuchungsbedingungen sind zu denen in [UM09] weitestgehend identisch. Bei einem
vergleichbaren Aufwand mit gleicher Anzahl von Einträgen in der HT1 und im Cache werden
für das DMTF in nahezu allen Konfigurationsvarianten höhere Kompressionsfaktoren erzielt.
Nur bei 128 HT1-Einträgen sowie vier und acht Wegen beim Cache werden mit dem Cache
unwesentlich höhere Kompressionsfaktoren erreicht. Generell wächst die Kompression mit
der Anzahl der Wege, wobei ein, zwei, vier und acht Wege untersucht worden sind.
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Ein weiterer auf Caches basierender Ansatz dieser Autoren für einen reinen Datentrace wird
in [UM10] vorgestellt. Voraussetzung ist ein Simulator des Daten-Cache zur Rekonstruktion
des vollständige Datentrace aus den aufgezeichneten Ereignissen. Von der Hardware müssen
nur Miss-Ereignisse und der jeweils erste Zugriff bei einem Hit-Ereignis ausgegeben werden.
Der Cache muss dafür um ein First-Access-Tracking [UM13] erweitert werden.
Der in [JL05] vorgestellte Kompressor für Instruktionsströme basiert auf einer kleinen und als
Ringpuffer arbeitenden Tabelle mit nur acht bis 16 Einträgen bei einer Breite von 64 Bit. Die
Adresse des ausgeführten Sprungbefehls und das Sprungziel werden gemeinsam gespeichert.
Das Verfahren benötigt jedoch drei Zyklen für die drei Phasen.
2.3.6 Wörterbuchbasierte Architekturen
Hardwareimplementierungen von wörterbuchbasierten Kompressoren auf Basis von LZ und
LZW wurden bereits in [CW99] und [Lin00] vorgestellt. Eine sehr ausführliche Darstellung
der LZ-Kompression in Hardware ist auch in [HSM00] zu finden. Diese Arbeiten zielen noch
nicht speziell auf die Kompression von Tracedaten ab. In [KHH07] wird aufbauend darauf ein
dreiphasiger, verlustlos und in Echtzeit arbeitender Hardwarekompressor auf der Basis von
LZ für ausschließlich den Instruktionstrace vorgestellt. Dessen drei Komponenten respektive
Phasen "branch/target filtering" (P1), "branch/target address encoding" (P2) und "LZ-based
data compression" (P3) sind einzeln parametrierbar und modular einsetzbar. In Abhängigkeit
von der Konfiguration beträgt der Kompressionsfaktor fünf bis 454. Mit diesem steigt auch
der Hardwareaufwand und liegt im Bereich von 1000 bis 50000 Gatteräquivalenten.
Die Entscheidung für LZ wird mit der Feststellung begründet, dass die Tracedaten sich häufig
wiederholende Zeichenketten enthalten, die vornehmlich infolge von Schleifen entstehen und
einen großen Anteil am Datenvolumen haben. Die Zeichenketten sind damit perfekt geeignete
Kandidaten für eine LZ-Kompression. Da deren typische Kompression jedoch nur im Bereich
von drei bis zehn liegt, soll durch eine Kombination mit anderen Methoden und Komponenten
eine deutlich höhere Kompression erreicht werden. In der ersten Phase werden Basisblöcke
durch Ausfiltern der sequentiellen Instruktionen gebildet. Ein Basisblock beginnt an einem
Sprungziel im Sinne der Zieladresse des vorherigen Blockes und endet an der Adresse des
Sprungbefehls, dessen Ziel der Anfang des nächsten Blockes ist. Mit dieser Definition sind
Basisblöcke sehr ähnlich zu den Instruktionsströmen in [MM03].
Die zweite Phase bildet in jedem Basisblock die arithmetische Differenz zwischen Ende und
Anfang. Diese ist in jedem Fall positiv und zumeist klein, so dass durch die Unterdrückung
der führenden Nullen eine deutliche Volumenreduktion erreicht wird. Der Sprung selbst kann
sowohl auf größere als auch auf kleinere Adressen erfolgen, wobei die Distanzen meist kurz
sind. Für die Verdichtung zwischen Ende und nächstem Anfang wird ein XOR-Vergleich mit
Unterdrückung identischer führender Bits verwendet. Als größten Beitrag heben die Autoren
das "Data-Slicing" hervor, weil der Aufwand in P3 dadurch signifikant gesenkt werden kann.
Dieses wird ebenfalls in P2 realisiert und teilt die beiden Differenzen in Slices gleicher Größe
auf. Die Zusammengehörigkeit wird durch "Connection-Bits" gekennzeichnet. Diese erhöhen
das Datenvolumen nur in dieser Zwischenstufe und haben ansonsten keinen Einfluss auf die
Kompression. Bezüglich der Realisierung der Phase P3 verweisen die Autoren auf [HSM00].
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Ausgegeben wird ein aus drei Komponenten bestehendes Wort. Der Index Cp des Eintrages
im Wörterbuch ist die erste und die Länge der Zeichenkette Cl die zweite. Der dritte Teil ist
Cn mit dem als "Candidate Word" (CW) bezeichneten Zeichen in unkomprimierter Form, das
die Kette beendet hat. Das ist der Fall, wenn entweder das CW in Cp nicht gefunden worden
ist oder der Längenzähler voll ist. Dieses CW kann keine neue Kette beginnen, sondern erst
das nachfolgende Zeichen.
Die Bitbreiten von Cp und Cn sind durch die Wörterbuchlänge und die Slicebreite bestimmt,
Cl kann hingegen beliebig gewählt werden. Eine große Breite erlaubt große Zählerstände und
damit die Kompression langer Ketten. Wenn diese in entsprechender Häufigkeit vorkommen,
erhöht das aufgrund der selteneren Ausgaben den Kompressionsfaktor. Für kurze Ketten ist
hingegen ein schmaler Cl vorteilhafter.
Alle Untersuchungen erfolgen auf der Basis von nur acht Benchmarkprogrammen, wobei der
Turm von Hanoi ein sehr unüblicher Vertreter ist. Es werden zwei Hardware-Konfigurationen
analysiert. Es wird von 32 Bit breiten Adressen ausgegangen, die Slicebreite beträgt zwölf Bit
und wird nicht variiert. Die größere Konfiguration mit Cp=8 Bit und Cl=7 Bit erfordert 27 Bit
breite Ausgabeworte. Die Wahl der Parameter wird nicht begründet. Das geometrische Mittel
der Kompressionsfaktoren beträgt 454. Den weitaus größten Anteil daran hat der Turm von
Hanoi mit einem Kompressionsfaktor von rund 3000. In der kleineren Konfiguration ist das
Wörterbuch auf 128 Einträge halbiert und die Breiten von Cp und Cl um je ein Bit gekürzt.
Der Kompressionsfaktor verringert sich dadurch drastisch um mehr als den Faktor 40 auf nur
noch 11,4 im geometrischen Mittel. Der Aufwand für die beiden Konfigurationen wird mit
rund 50000 respektive 25100 Gatteräquivalenten angegeben.
2.3.7 Besondere Architekturmerkmale und verwandte Arbeiten
In [LYK+09] wird ein Ansatz zur Nutzung des regulären Instruktions-Cache vorgestellt. Die
normale Cache-Funktionalität bleibt dabei bestehen. Es wird eine Zusatzschaltung zwischen
den Prozessor und den Cache gebracht, um die Look-Up-Funktion nutzen zu können. Wenn
eine Instruktion im Cache gesucht wird, so führt der Cache eine Look-Up-Operation aus. Bei
einem Hit wird der deutlich kürzere Index statt der Instruktions-Adresse aufgezeichnet. Damit
ist diese Architektur nur für Prozessoren mit Cache nutzbar. Das nachträgliche Einfügen der
Zusatzhardware ist ein sehr problematischer Aspekt.
Im Gegensatz dazu wird in [LYH13] die Struktur des Cache modifiziert und es werden Teile
des Cache als Trace-Speicher verwendet. Dieses Vorgehen stellt einen Eingriff in das System
dar und ist in Anbetracht der Forderung nach einem unbeeinflussten Arbeiten des Systems nur
dann akzeptabel, wenn die für den Trace-Speicher verwendeten Cacheanteile auch nach der
Analyse nicht als Cache verwendet werden.
Die Besonderheit des in [HH08] vorgestellten Ansatzes ist, dass neben dem Instruktionstrace
ein Datentrace auf der Basis des Registerfiles möglich ist. Bei der Analyse der Adressen von
Sprungbefehlen des DSP auf Basis von 18 Benchmarkprogrammen aus DSPstone [ZVS+94]
wird festgestellt, dass Hardware-Loops, die den Befehlszähler während der Iterationen nicht
ändern, die größte Häufigkeit haben.
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Die in [HMC+06] vorgestellte Architektur unterstützt als Besonderheit Enable-Bits, die vom
Anwender gesetzt werden müssen und die Ausgaben der verschiedenen Sprungtypen in die
Tracedaten steuern. Damit ist es beispielsweise möglich, ausschließlich unbedingte indirekte
Sprünge auszugeben und alle anderen zu unterdrücken.
Das automatische Unterdrücken der Ausgaben bestimmter Funktionsaufrufe in die Tracedaten
mit dem Ziel einer signifikanten Senkung des Ausgabevolumens ist das in [MD12] verfolgte
Ziel. Für sehr kurze Funktionen, die selbst keine weiteren Unterfunktionen aufrufen, wird der
Trace vollständig unterdrückt. Für kurze Funktionen wird nur der Aufruf aufgezeichnet und
die Rückkehr unterdrückt. Die Schwellwerte zur Entscheidung sind konfigurierbar und mittels
Trigger-Ereignissen zur Laufzeit umschaltbar.
Die Realisierung eines hinreichend genauen Profilings in Hardware ist das Ziel in [GV05],
wobei die Kompression selbst nicht behandelt wird. Im Fokus stehen eingebettete und in
Echtzeit laufende Prozessoren, deren Zeitverhalten durch die Analyse nicht verändert werden
darf. Untersucht wurden die Benchmarks Powerstone [SLC+99] und MediaBench [LPM97].
Im Mittel entfallen etwa 90 % der Ausführungszeit auf nur 10 % des Codes. Das bestätigt die
Angaben in [JL05]. Bei der detaillierteren Untersuchung in [SNV+03] wurde festgestellt, dass
etwa 90 % der Ausführungszeit in den ersten zwei bis vier am meisten ausgeführten Schleifen
verbracht wird. Solche Schleifen werden als kritische Regionen bezeichnet. Weiterhin wurden
die folgenden Eigenschaften herausgearbeitet:
- 66 % der in Schleifen verbrachten Ausführungszeit wird in Schleifen mit 256 oder
weniger Instruktionen verbracht
- 51 % der in Schleifen verbrachten Ausführungszeit wird in Schleifen mit 32 oder
weniger Instruktionen verbracht
- typischerweise sind höchstens vier Schleifen verschachtelt
- 85 % der kritischen Regionen sind innere Schleifen mit wenigen Instruktionen
- 15 % der kritischen Regionen sind Unterprogramme, die von den häufig ausgeführten
Schleifen aufgerufen werden
Die Untersuchungen in [ZYG00] und [YG02] sowie in [Lar00] haben ergeben, dass für die
Mehrzahl von Programmen, die mit einem optimierenden Compiler erzeugten wurden, die
folgenden Aussagen zutreffen:
- die 10 häufigsten Werte im Speicher belegen über 50 % der Speicherplatzes und haben
einen Anteil von fast 50 % an den Zugriffen
- die häufigen Werte sind gleichmäßig über den Speicher verstreut
- große Werte sind häufig Speicheradressen oder Konstanten und weitgehend unikat
- kleine Werte und insbesondere Werte um null sind über alle Programme
vergleichsweise gleichmäßig verteilt
- eine Ausnahme machen lediglich Kompressionsalgorithmen selbst; diese haben eine
deutlich geringer ausgeprägte Häufung weniger Werte
Diese Arbeiten fokussieren zwar nicht auf die Kompression, konkretisieren aber die Aussagen
zur Lokalität von Code und Daten, die sich auch in den Tracedaten widerspiegelt. Damit wird
die Richtigkeit des Grundansatzes der Suche und Ausnutzung dieser Lokalitäten bestätigt, auf
dem alle mit Speicherstrukturen arbeitenden Kompressoren basieren.
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2.4 Auswahl und Bewertung der On-Chip-Trace-Architekturen
2.4.1 Auswahl und Eigenschaften der On-Chip-Trace-Architekturen
Die beiden industriellen Lösungen Nexus und CoreSight sind die einzigen Systeme, die alle
derzeit üblichen Aspekte des On-Chip-Trace in Abhängigkeit von der gewählten Ausbaustufe
vollständig integrieren können. Zudem sind sie häufig eingesetzte Systeme und werden darum
in den Vergleich einbezogen. Auf Branch-Prädiktoren basierende Systeme werden aufgrund
von deren beschränkten Einsetzbarkeit nicht in die Auswahl aufgenommen. Als Vertreter für
die Kompressoren mit Entropiecodierung wird das in [UM09] vorgestellte Double Move-to-
Front ausgewählt. Die auf Caches basierenden Ansätze der gleichen Autorengruppe erreichen
bei gleichem Aufwand in fast allen Konfigurationen etwas schlechtere Kompressionsfaktoren
und werden deshalb nicht in den Vergleich einbezogen. Als Vertreter der wörterbuchbasierten
Kompressoren wird die in [KHH07] vorgestellte Architektur in die Auswahl aufgenommen.
Eine Übersicht wesentlicher Merkmale der zum Vergleich ausgewählten Lösungen zeigt die
Tabelle 2–2. Deutlich werden hier die teilweise erheblichen Unterschiede im Hinblick auf die
einbezogenen Komponenten und adressierten Teilaspekte des On-Chip-Trace.








Instruktionsfluss ja ja ja ja
Datenfluss optional optional nein nein
Kontextwechsel optional optional nein nein





Watchpoints optional optional nein nein

































Synchronisation ja ja nein nein
Überlaufbehandlung nein ja nein nein





Multi-Core-Fähigkeit ja ja nein nein
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Allen Architekturen gemeinsam ist die Unterstützung des Instruktionstrace und der Verzicht
auf eine Relevanzfilterung, außer bei der ETM. Eine Zeitstempelvergabe auf Message-Ebene
ist nur für Nexus möglich. Über ein vollständiges Message-Format verfügen nur Nexus und
CoreSight. Der Ausgabedatenstrom von DMTF und dem Wörterbuchansatz beinhaltet nur die
rohen Ausgabedaten.
2.4.2 Abgrenzung der Schwerpunkte
Die besondere Bedeutung und Wichtung des Instruktionstrace von Prozessoren wurde bereits
im Unterabschnitt 2.1.1 dargestellt und spiegelt sich auch in den vorgestellten Architekturen
und Arbeiten wider. Über einen vollständigen Instruktionstrace hinaus werden keine anderen
Tracearten in die Untersuchungen einbezogen. Eine implizite Unterstützung ist aber teilweise
gegeben. Für den Datentrace ist beispielsweise erkennbar, ob eine lesende oder schreibende
Instruktion ausgeführt worden ist. Bei direkten Datenzugriffen sind die Adressen in Analogie
zu den direkten Verzweigungen im PFCM aus dem Binärcode ablesbar. Eine Untersuchung
der Eignung der Architekturen für Datenzugriffe auf indirekte Adressen erfolgt nicht.
Die grundsätzliche Einsetzbarkeit der neuen Architektur in Multi-Core-Systemen ist zwar ein
wichtiges Merkmal, der Fokus liegt aber auf dem Instruktionstrace und insbesondere auf der
hohen lokalen Kompression für die einzelnen Cores. Tracedaten, die infolge der Interaktion
auf Systemebene entstehen, werden nicht behandelt. Das Detektieren von Wettlaufsituationen
in Many-Core-Systemen wird in [WCC+09] diskutiert.
Das anvisierte Einsatzfeld der zu entwickelnden Architektur wird auf Prozessoren beschränkt,
die nicht zu den rekonfigurierbaren zählen. Das Debugging und Tracing rekonfigurierbarer
Cores ist ein weitgehend unbearbeitetes Feld. In [HM06b] werden erste Ansätze für mögliche
Lösungen vorgeschlagen.
Das Generieren von Zeitstempeln und die optionale Ergänzung der Trace-Messages damit ist
kein Gegenstand dieser Arbeit. Das zu entwickelnde Messageformat soll diese Möglichkeit in
Analogie zu Nexus aber offen halten. Mit Ausnahme des zyklenakkuraten Modus der ETM
arbeiten alle Architekturen auf der Basis der Befehlszyklen und erreichen damit keine höhere
Granularität. Auch hier wird diese Ebene gewählt. Das Tracen von Pipelinezuständen und
eine taktzyklengenaue Arbeitsweise ist kein Ziel.
Die Tracedaten sollen auf der Basis eines effektiven Messageformates paketiert und somit für
die Ausgabe aufbereitet werden, wobei die Ausgaben in einen Trace-Speicher und auf einen
Trace-Port gleichermaßen gut unterstützt werden sollen. Diese beiden Komponenten werden
im Rahmen der vorliegenden Arbeit nicht behandelt, da dafür zahlreiche etablierte Lösungen
verfügbar sind [ARM09b, IEE01, IEE12, Sto12]. Darüber hinaus existieren Vorschläge zur
Implementierung induktiver oder optischer Links [HM07b].
Beim Entwurf der Kompressionsverfahren ist der Aufwand für die Decodierung auf der Seite
des Host von untergeordneter Bedeutung. Zwingend ist jedoch die eindeutige und verlustlose
Decodierbarkeit der Messages, um eine vollständige Rekonstruktion des Instruktionsflusses
zu erreichen.
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2.4.3 Definition der Untersuchungsbedingungen
Als einheitliche Basis für die vergleichende Bewertung aller On-Chip-Trace-Architekturen
und für die Ermittlung charakteristischer Eigenschaften von Programmen, die typischerweise
von eingebetteten Systemen ausgeführt werden, sind repräsentative Benchmarkprogramme
erforderlich. Ausgewählt worden ist die EEMBC Automotive Benchmark Software [Eem07],
die aus 16 Benchmarkprogrammen besteht und bereits in [HM07b] und [KRS11] verwendet
worden ist. Zwei Benchmarks sind ausgewiesene Gleitkomma-Benchmarks und weitere zwei
enthalten Gleitkommaoperationen. Die Anzahl der jeweils ausgeführten Iterationen übersteigt
den Wertevorrat verschiedener Eingangswerte in keinem Fall. Damit ist die Wiedererkennung
und Kompression ganzer Iterationen infolge identischer Eingangsdaten ausgeschlossen. Jedes
Programm wird mit den Compileroptimierungen "None", "Size" und "Speed" compiliert, so
dass für jeden Prozessor insgesamt 48 Binärprogramme zur Verfügung stehen.
Aufgrund der sehr weiten Verbreitung von ARM-Prozessoren in eingebetteten Systeme und
wegen deren Typenvielfalt werden die Untersuchungen für die aktuellen Cortex-Prozessoren
durchgeführt. Es existieren aus der Sicht der bedingten Befehle drei Arten von Befehlssätzen.
Beim Thumb-Befehlssatz des Cortex-M0 [ARM09a] können nur Sprünge bedingt sein. Beim
erweiterten Thumb2-Befehlssatz des Cortex-M4(F) [ARM10b] gibt es den Befehl "IT...", der
einen sogenannten If-Then-Else-Block [ARM10a] über die unmittelbar nachfolgenden ein bis
maximal vier Befehle aufspannt und diese in bedingte ändert. Die Ausführungsbedingung für
die mit "else" markierten Befehle ist dabei implizit gleich der Negation der mit dem IT-Befehl
angegebenen Ausführungsbedingung [ARM13a] für die mit "if" markierten Befehle.
Deutlich flexibler ist der ARM-Befehlssatz, bei dem nahezu jeder Befehl unabhängig von den
anderen mit jeder Ausführungsbedingung verknüpft werden kann. Für die Untersuchungen ist
aus der Familie der Applikations-Prozessoren der Cortex-A5(N) [ARM10c] mit und ohne der
NEON-Einheit ausgewählt worden. Die Vertreter der Familie der Realtime-Prozessoren sind
der Cortex-R4F [ARM11c] und der Cortex-R7F [ARM11a]. Die oben genannten Cortex-M
gehören zur Familie der Mikrocontroller. Damit werden alle Familien und Befehlssätze in die
Vergleiche einbezogen. Aus dem Vergleich zwischen dem Cortex-M4F mit der FPU und dem
Cortex-M4 und aus dem Vergleich zwischen dem Cortex-A5N mit der Vektoreinheit NEON
und dem Cortex-A5 ist der Einfluss einer zusätzlichen Gleitkommaeinheit ablesbar. Alle diese
Prozessoren basieren auf der derzeit aktuellen ARMv7-Architektur [ARM11a]. Ein Ausblick
auf die nächste Generation mit der ARMv8-Architektur und auf deren Tracehardware ETMv4
wird in [Wil12] gegeben.
Die Autoren der zitierten Arbeiten verwenden ebenfalls ARM-Prozessoren zur Bewertung der
On-Chip-Trace-Architekturen. Das untermauert die getroffene Entscheidung. Es fehlen aber
zumeist Angaben zum verwendeten Befehlssatz. In [KHH07] wird ein ARM7 verwendet. Bei
der diesem Prozessor zugrunde liegenden Version ARMv4 existiert der Thumb2-Befehlssatz
noch nicht. Bedingte Befehle sind also nur bei Verwendung des ARM-Befehlssatzes möglich.
Die mittlere Länge der Basisblöcke von nur vier bis fünf Instruktionen deutet auf unbedingte
Befehle und damit auf die Verwendung des Thumb-Befehlssatzes hin. In [UM09] wird der
Unterschied in den LSB der Adressen zwischen den Befehlssätzen ARM und Thumb zwar
erwähnt, aber erst in einer späteren Veröffentlichung dieser Autoren werden der Cortex-A8
und der ARM-Befehlssatz explizit genannt [UM13].
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2.4.4 Maßzahlen und Kriterien zur Bewertung
Für den quantitativen Vergleich der On-Chip-Trace-Architekturen ist eine einheitliche Metrik
erforderlich. Bewertet werden jeweils der Aufwand und der Nutzen. Der Kompressionsfaktor
ist das allgemein für den Nutzen verwendete Maß. Hierbei wird die Menge der Eingangsdaten
durch die Menge der Ausgangsdaten dividiert.
In [KHH07, S. 10] ist dieses Verhältnis in (3) abgebildet. Die Menge der Eingangsdaten wird
mit (2) aus der Anzahl aller ausgeführten Befehle multipliziert mit der Bitbreite der Adressen
von 32 berechnet. Die Konfiguration bestimmt die Bitbreite des Ausgangsdatenstromes und
ist gleich der Summe aus den drei Komponenten Cp, Cl und Cw. Die Ausgangsdatenmenge
ergibt sich aus der Anzahl der Ausgaben multipliziert mit dieser Bitbreite.
In [UM09, S. 3] wird der Kompressionsfaktor mit (Eq. 2) in identischer Weise berechnet. Die
Menge der Eingangsdaten ist hier ebenfalls das Produkt aus der Bitbreite der Adressen von 32
und der Anzahl aller ausgeführten Befehle. Die Menge der Ausgangsdaten ist das Produkt aus
der Anzahl der Instruktionsstromausgaben und deren Bitanzahl. Letztere wird gemäß (Eq. 1)
ermittelt. Die Berechnung des Kompressionsfaktors KF wird übernommen. Dabei ist Ngesamt





KF ⋅= 32 (2.1)
Die Bewertung des Aufwandes erfolgt in der Literatur in sehr uneinheitlicher Weise. Die vom
Kompressor beanspruchte Chipfläche ist abhängig von der verwendeten Halbleitertechnologie
und somit weniger gut geeignet. Zudem sind nicht für alle Kompressoren die entsprechenden
Angaben verfügbar. Bei Implementierungen in FPGAs wird die Anzahl der Slices angegeben.
Ein unabhängigeres und geeigneteres Maß ist die Anzahl GC der Gatteräquivalente. Bei deren
Berechnung sind jedoch große Unterschiede vorhanden. Insbesondere bei den Architekturen,
die auf großen Speichern für Wörterbücher, Move-to-Front-Tabellen oder Caches basieren,
wird der Aufwand pro Speicherbit von den einzelnen Autoren sehr unterschiedlich bewertet.
Die detailliertesten Angaben werden in [KHH07, Table VIII, S. 11] gemacht. Die Chipfläche
pro Gatter AGatter wird mit 9,98 µm2 für UMC 0.18 kalkuliert. Das Wörterbuch hat eine Breite
von Cn=32 Bit und eine Länge von 2Cp mit Cp=8. Pro Speicherbit im Wörterbuch werden in
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Dieses Ergebnis lässt auf eine Implementierung mit aufwendigen D-Flip-Flop schließen. Der
auf die Speicherbits umgelegte Gesamtaufwand aller Phasen in der Tabellenspalte (a) ergibt,















Im Kontrast dazu wird in [MUM+11, S. 12] ein Flächenbedarf von nur 63250 µm2 für 4042
Speicherbits in der 180 nm Technologie angegeben. Berechnet man hier auf der Basis der
9,98 µm2 pro Gatter die Anzahl der Gatteräquivalente, so werden folglich rund 6300 Gatter

















Pro Speicherbit resultiert ein Aufwand von nur 1,6 Gatteräquivalenten. Dies entspricht einem












In [UM09, S. 6] wird der Aufwand für den CAM-Speicher mit drei Gatteräquivalenten pro
Speicherbit angegeben. Diese Angabe wird aus [PS06] zitiert. Beim most-recently-used-stack
werden jeweils 2,5 Gatteräquivalente für das Latch und den Komparator sowie 0,5 für den
Tri-State-Puffer berechnet, so dass pro Speicherbit-Komparator-Zelle ein Aufwand von 5,5
Gatteräquivalenten resultiert.
Aus dem weiten Bereich aller Angaben von 1,6 bis 16,7 Gatteräquivalenten pro Speicherbit
werden in Anlehnung an die Berechnungen in [UM09] fünf als realistischer Wert angesehen.
Für die nachfolgenden Bewertungen werden deshalb fünf Gatteräquivalenten pro Speicherbit-
Komparator-Zelle als einheitliche Aufwandsabschätzung festgelegt.
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Alle auf Speichern basierenden Kompressoren haben trotz der spezifischen Unterschiede die
gemeinsamen Merkmale, dass die Speicher synchron arbeiten und an jede Speicherzelle ein
Komparator gebunden ist. Bei gleicher Technologie für die Implementierung ist der Aufwand
pro Speicherzelle mit Komparator sehr ähnlich. Folglich ist die Anzahl der aus diesen beiden
Komponenten bestehenden Basiszellen ein für relative Vergleiche sehr gut geeignetes Maß
und wird für die Bewertung des in Speicherbits gemessenen Aufwandes verwendet.
Mit dem Quotienten aus dem Kompressionsfaktor KF und der in KBit angegebenen Anzahl S




Nicht bewertet werden die Verlustleistung oder vergleichbare Parameter, weil in der Literatur
entsprechende Angaben fehlen und weil Trace-Hardware abschaltbar ausgelegt werden kann,
so dass sie im normalen Wirkbetrieb keinen Einfluss hat.
Neben den quantitativen Bewertungskriterien ist die Vollständigkeit des Instruktionstrace im
Sinne einer vorhandenen Unterstützung bedingter sequentieller Befehle moderner Prozessor-
und Befehlssatzarchitekturen ein weiteres sehr wichtiges Kriterium. Die Konsequenzen des
Fehlens einer solchen Unterstützung werden anhand des in der Abbildung 2–6 dargestellten
Beispielcodes für den Suchalgorithmus nach dem größten gemeinsamen Teiler für den ARM-
Befehlssatz [ARM13a] verdeutlicht.
Die klassische Variante zeigt die Umsetzung des Quellcodes in Befehle auf Assemblerebene
für Prozessoren, die ausschließlich Sprungbefehle bedingt ausführen können. Verzweigungen
im Quelltext werden in diesem Fall immer auf Verzweigungen im Binärcode abgebildet. Die
Ausführung von Verzweigungen auf der Ebene des Quellcodes ist somit aus der Ausführung
der Sprungbefehle auf Assemblerebene direkt rekonstruierbar. Die Aufzeichnung der Sprünge
erfolgt auf der Basis des PFCM.
C-Quellcode klassische Variante bedingte Befehle
if(a != b) gcd:CMP  r0, r1 gcd:CMP   r0, r1
{ BEQ  end BEQ   end
  do{
    if(a > b) BLE  m01
      a -= b; SUBS r0, r0, r1 m01:SUBGT r0, r0, r1
    else B    gcd SUBLE r1, r1, r0
      b -= a; m01:SUBS r1, r1, r0 CMP   r0, r1
  }while(a!=b); B    gcd BNE   m01
} end: end:
Abbildung 2–6: Ersatz bedingter Sprünge durch bedingte sequentielle Befehle
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Die beiden hauptsächlichen Ziele, die mit der Integration bedingter sequentieller Befehle in
modernen Prozessor- und Befehlssatzarchitekturen verfolgt werden, sind eine Reduktion der
Anzahl von Sprungbefehlen und die Erhöhung der Codedichte. Damit werden Taktzyklen bei
der Programmabarbeitung gespart und somit die Geschwindigkeit erhöht. Die Sprungbefehle
können durch das Neubefüllen der Pipeline einen erheblichen Zyklenoverhead verursachen.
Dieser beträgt zum Beispiel bei den Cortex-M typischerweise drei Zyklen. Bei Prozessoren
mit Sprungvorhersage tritt dieser Overhead im Fall einer korrekten Vorhersage zwar nicht
auf, dafür erhöht sich der Overhead bei fehlerhafter Vorhersage erheblich. Beim Cortex-R4
beispielsweise beträgt der Overhead acht bis neun Zyklen.
Über die bedingte Befehlsausführung in Abhängigkeit der Flags hinaus existiert die Option,
die Flags in Abhängigkeit vom Ergebnis eines Befehls entweder zu beeinflussen oder nicht.
Mit diesen Mechanismen wird ein Teil der Verzweigungen im Quellcode auf einen linearen
Programmfluss im Binärcode abgebildet. Dieser Ersatz von bedingten Sprungbefehlen durch
bedingte sequentielle Instruktionen wirkt sich unmittelbar auf den Trace des Programmflusses
aus. Das PFCM basiert auf den durch ausgeführte Sprünge markieren Instruktionsströmen und
Basisblöcken. An den Stellen, an denen Sprünge ersetzt worden sind, fehlt die entsprechende
Programmflussinformation auf der Ebene des Quellcodes in den Tracedaten. Diese Situation
ist für die Abbildung der If-else-Verzweigung aus der linken Spalte auf bedingte sequentielle
Befehle in der rechten Spalte von Abbildung 2–6 illustriert. Aus den Tracedaten ist hier nicht
rekonstruierbar, wann der If- und der Else-Pfad ausgeführt wurden, wenn das PFCM nicht mit
geeigneten Aufzeichnungsformen erweitert ist.
In der Abbildung 2–7 ist der Anteil der bedingt ausgeführten sequentiellen Befehle in Bezug
auf die Menge aller bedingten Befehle als Boxplot dargestellt. Für optimierten Code liegt der
Median über alle EEMBC-Benchmarks in Abhängigkeit vom Prozessor bei etwa 30 %. Bei
etwa 25 % der Benchmarks ist der Anteil 50 % oder größer. Der Informationsverlust in den
Tracedaten liegt ohne eine Unterstützung von bedingten sequentiellen Befehlen ebenfalls in
dieser Größenordnung. Die hohen Maximalwerte zeigen, dass der Verlust für einen Teil der
Programme fast 90 % erreichen kann.
Abbildung 2–7: Anteil der bedingten sequentiellen Befehle an allen bedingten Befehlen
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2.4.5 Bewertung der On-Chip-Trace-Architekturen
Nur bei einem Teil der Architekturen sind in den originalen Quellen detaillierte Angaben zum
Kompressionsfaktor enthalten. Für Nexus werden im Standard keine Aussagen gemacht und
für die ETM existiert nur die allgemeine Angabe von einem Bit Ausgabedaten pro Instruktion
[Orm08, S. 5], so dass sich mit (2.1) ein mittlerer Kompressionsfaktor von 32 ergibt. Für den
Wörterbuchansatz werden in [KHH07, Table VII, S. 11] für die Wörterbuchlängen 128 und
256 in den Konfigurationen Cp=7, Cl=6, Cn=12 und Cp=8, Cl=7, Cn=12 detaillierte Angaben
gemacht. Das geometrische Mittel des Kompressionsfaktors über die acht Benchmarks beträgt
454,5 respektive 11,4. Beim Double Move-to-Front [UM09, Figure 4, S. 4] ist bei fester HT1-
Länge von 128 der höchste mittlere Kompressionsfaktor von 181 bei der HT2-Länge von vier
erreicht. Die Werte von 17 Benchmarks sind angegeben. Das gilt auch für die HT1-Längen 64
und 192, die in [UM09, Figure 7, S. 5] gezeigt sind und deren mittlere Kompressionsfaktoren
143 respektive 243 betragen. Alle vorstehend genannten Angaben aus der Literatur sind in der
Abbildung 2–8 als Boxplot nach Tukey zusammengefasst. Die Ausdehnung einer Box zeigt
den Interquartilsabstand mit den mittleren 50 % der Daten an. Der Querbalken kennzeichnet
den Median und der Punkt das arithmetische Mittel. Mit "+" sind milde und mit "x" extreme
Ausreißer gekennzeichnet. Der Median und das Minimum sind mit Zahlenwerten beschriftet.
Abbildung 2–8: Vergleich der Kompressionsfaktoren ausgewählter Architekturen
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In der Literatur beschränken sich die Vergleiche mit anderen Architekturen in den meisten
Fällen auf allgemeine Aussagen. Bei den Vergleichen mit Nexus fehlen die Angaben zu den
Konfigurationen und es wird in nahezu allen Fällen nur der ältere und weniger leistungsfähige
Traditional-Mode zugrunde gelegt. Zu CoreSight sind an keiner Stelle Angaben verfügbar.
Detaillierte Angaben zu Nexus in nicht genannter Konfiguration und zum Wörterbuchansatz
nach [KHH07] für Wörterbuchlängen von 256 (Cp=8) und 1k (Cp=10) bei Cw=12 und nicht
genanntem Cl werden in [MUM+11, Table 8, S. 11] und [UMB+10, Table 2, S. 8] auf Basis
der in diesen Arbeiten verwendeten Benchmarks [ALE02] gemacht. Die ermittelten Resultate
sind ebenfalls in der Abbildung 2–8 dargestellt. Für das Wörterbuch weichen die Ergebnisse
signifikant von denen in [KHH07] ab. Für die Länge 256 liegt die mittlere Kompression um
den Faktor 3,6 niedriger. Für die Länge 128 sind keine Daten zum Vergleich angegeben. Mit
dem aufwendigsten Wörterbuch in der Länge 1024 wird nur etwa die Hälfte des in [KHH07]
angegebenen Kompressionsfaktors erreicht.
Der erhebliche Einfluss der sehr verschiedenen und bezüglich der Auswahl nicht begründeten
Benchmarkprogramme in den einzelnen Arbeiten wird hier deutlich. Mit diesen Daten ist ein
unmittelbarer Vergleich nur eingeschränkt möglich. Darum wurden für alle Architekturen und
Konfigurationen die Kompressionsfaktoren auf Basis der im Unterabschnitt 2.4.3 definierten
einheitlichen Untersuchungsbedingungen ermittelt und in der Abbildung 2–8 dargestellt.
Aus dieser vergleichenden Gegenüberstellung werden die folgenden Konfigurationsvarianten
der einzelnen Architekturen für die weiteren Untersuchungen ausgewählt:
- Nexus: History-Mode, acht Bit Portbreite, davon ein MSEO, kein Zeitstempel
- CoreSight ETM
- Wörterbuch nach [KHH07]: Cp = 8 (Wörterbuchlänge = 256), Cl = 7, Cw = 12
- Double Move-to-Front nach [UM09]: HT1-Länge = 128, HT2-Länge = 4
Hohe Kompressionsfaktoren sind nur zum Teil auf entsprechend geeignete Eigenschaften der
Architekturen zurückzuführen. Eine weitere Ursache sind wegen des Einbezuges aller Befehle
in die Berechnung von KF laut (2.1) die Eigenschaften der Benchmarkprogramme. Ein hoher
Anteil von Befehlen, die entsprechend der Klassifikation beim PFCM in Tabelle 2–1 auf S. 17
nur gezählt werden, steigert den Kompressionsfaktor ebenfalls. In der Abbildung 2–9 sind die
Anteile der drei Behandlungstypen Zählen, Sprungereignis und Adresse Ausgeben dargestellt.
Mit Zahlen beschriftet ist jeweils der Median, so dass die Summe leicht von 100 % abweicht.
Der Anteil der nur zu zählenden Befehle beträgt rund 94 % und ist niemals kleiner als 75 %.
Legt man einen Hardwareaufwand von rund 7000 Gatteräquivalenten [Orm08, S. 5] für die
Realisierung des Instruktionstrace bei der ETM zugrunde und zieht in Betracht, dass außer der
XOR-Kompression auf die Vorgängeradressen in den Branch-Packets keinerlei Kompression
erfolgt, dann sollten auch die Realisierungen nur des Instruktionstrace bei Nexus und anderen
Architekturen ohne höhere Kompression in der gleichen Größenordnung liegen. Der Aufwand
für die speicherintensiven Kompressoren kommt jeweils hinzu. Mit der Festlegung von fünf
Gatteräquivalenten pro Speicherbit-Komparator-Zelle im Unterabschnitt 2.4.4 als einheitliche
Aufwandsabschätzung entspricht der Basisaufwand für einen vollständigen Instruktionstrace
ohne Kompression 1400 Speicherbits. Dieser Basisaufwand wird beim Aufwandsvergleich
auf der Basis von Speicherbits für alle Architekturen zugrunde gelegt.
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Die Abbildung 2–10 zeigt den Vergleich des in Speicherbits bewerteten Hardwareaufwandes
der ausgewählten Architekturen und Konfigurationen und das auf diesen Aufwand bezogene
und mit (2.13) berechnete Nutzen-Aufwand-Verhältnis. Als Kompressionsfaktor wurde dabei
jeweils der Median der Datenbasis EEMBC aus der Abbildung 2–8 verwendet.
Abbildung 2–9: Anteile der Behandlungstypen beim Program-Flow-Change-Model
Abbildung 2–10: Aufwand und Nutzen-Aufwand-Verhältnis ausgewählter Architekturen
2 Stand der Technik
38
Abschließend wird die Vollständigkeit des Instruktionstrace bewertet. Das PFCM wird in den
Architekturen zum Teil in verschiedener Weise umgesetzt. Das gilt insbesondere für direkte
Sprünge. Bei Nexus und der ETM werden diese als Bitinformation verarbeiten, während sie
beim Wörterbuch und beim DMTF wie indirekte Sprünge behandelt werden. Eine detaillierte
Auflistung aller Befehlstypen und deren Behandlung enthält die Tabelle 2–3.
Der Einbezug der Ausführungsbedingung von bedingten sequentiellen Befehle erfolgt nur bei
Nexus und der ETM. Beim Wörterbuch und beim DMTF werden diese analog zu unbedingten
sequentiellen Befehlen behandelt. Es existieren keinerlei Mechanismen für die Aufzeichnung
dieser Programmflussinformation. Deshalb können diese beiden Architekturen für moderne
Prozessoren und Befehlssätze keinen vollständigen Instruktionstrace liefern. Das schränkt die
Einsetzbarkeit deutlich ein und ist ein erheblicher Kritikpunkt.
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Asynchrone Verzweigungen werden nur von Nexus und der ETM separiert von den regulären
indirekten Sprüngen aufgezeichnet. Bei der ETM sind für den Eintritt in und die Rückkehr aus
einer Exceptionbehandlung spezielle Messages vorhanden. Bei Nexus werden hierbei zwar
die gleichen Indirect-Branch-History-Messages verwendet, in diesen ist mittels des optionalen
Paketes "B-TYPE" jedoch eine Unterscheidung zwischen normalen Branches, Exceptions und
Hardware-Loops möglich.
2.5 Verbesserungspotential und Zieldefinition
Aus dem quantitativen Vergleich sind in Bezug auf das Verhältnis von Hardwareaufwand und
erzielbarem Kompressionsfaktor zwei Ausprägungen erkennbar. Den einfachen Lösungen mit
einem vergleichsweise geringen Aufwand und dementsprechend kleinem Kompressionsfaktor
stehen deutlich aufwendigere Lösungen mit einem wesentlich höheren Kompressionspotential
gegenüber. Diese haben jedoch den schwerwiegenden Nachteil, für Prozessoren mit bedingten
sequentiellen Befehlen nur einen unvollständigen Instruktionstrace liefern zu können. Schließt
man diesen Gesichtspunkt ein, so existieren die folgenden drei Klassen von On-Chip-Trace-
Architekturen für den Instruktionstrace:
- einfache Lösungen mit geringem Aufwand und geringer Kompression ausschließlich
für Adressen
- einfache Lösungen, die sowohl Adressen als auch die Ausführung bedingter Befehle
aufzeichnen
- aufwendige Lösungen mit hoher Kompression, die nur Adressen von ausgeführten
Verzweigungsbefehlen in den Trace einbeziehen
Bisher existieren keine Lösungen, die einen vollständigen Instruktionstrace bei einer mit den
aufwendigen Architekturen vergleichbaren hohen Kompression ermöglichen. Diese Lücke zu
schließen ist das Hauptziel der vorliegenden Arbeit. Die Notwendigkeit dafür ergibt sich aus
der stetigen Weiterentwicklung und der wachsenden Verbreitung von Prozessoren, deren
Leistungsmerkmale eine bedingte Ausführung sequentieller Instruktionen einschließen.
In den in diesem Kapitel vorgestellten Arbeiten erfolgt keine systematische Untersuchung der
verwendeten Benchmarkprogramme mit dem Ziel, Eigenschaften zusammenzustellen, die für
die Kompression nutzbar sind und an denen dann der Entwurf des Kompressors orientiert ist.
Eine unmittelbar anwendbare Systematik ist aus der Literatur folglich nicht ableitbar. Deshalb
wird in dieser Arbeit eine mit der Analyse von typischen Benchmarkprogrammen beginnende
systematische Modellierung der neuen On-Chip-Trace-Architektur angewandt.
Ein Kritikpunkt an den vorgestellten Arbeiten ist, dass die wenigen sehr hohen Maximalwerte
des Kompressionsfaktors bei einzelnen Benchmarkprogrammen die Mittelwerte in zu starker
Weise positiv beeinflussen. Für den praktischen Einsatz ist insbesondere das in der Literatur
am häufigsten verwendete arithmetische Mittel nur bedingt aussagekräftig. Das geometrische
und auch das harmonische Mittel werden zwar weniger stark von einzelnen hohen Ausreißern
beeinflusst, spiegeln aber ebenfalls den Bereich der kleinsten Werte nur unzureichend wider.
Um aussagekräftigere Bewertungen zu ermöglichen, werden die Streuungen in BoxPlots mit
dem Median als Mittelwert in der Definition nach Tukey angegeben. Die Minima sind direkt
ablesbar. Die arithmetischen Mittelwerte werden zum Vergleich als Punkt mit angegeben.
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In Hinblick auf die praktische Anwendung und die notwendige Universalität einer On-Chip-
Trace-Architektur besteht in der Steigerung des Kompressionsfaktors für insbesondere die
bisher schlecht zu komprimierenden Programme ein erhebliches Verbesserungspotential. Ein
wichtiges Ziel der vorliegenden Arbeit ist es, kritische Programme in besonderer Weise zu
berücksichtigen. Falls sich daraus konträre Entwurfsentscheidungen ergeben sollten, wird auf
hohe Maximal- und Mittelwerte verzichtet. Die jeweiligen Minima der Kompressionsfaktoren
sollen bei vergleichbarem Aufwand mindestens das Niveau von DMTF in der Konfiguration
mit 128 Einträgen erreichen. Gegenüber dem Wörterbuchansatz entspricht dies mehr als einer
Verdopplung.
Die Skalierbarkeit des Aufwandes ist ein sehr wichtiges Merkmal der neu zu entwickelnden
Architektur, um sowohl den Anforderungen nach sehr hohen Kompressionen gerecht werden
zu können, als auch Implementierungen mit einem möglichst niedrigen Hardwareaufwand zu
ermöglichen. Gegenüber den existierenden Lösungen Wörterbuchansatz und DMTF sollen bei
einem vergleichbaren Aufwand höhere Kompressionsfaktoren erzielt werden, obwohl die bei
der bedingten Befehlsausführung entstehende Informationsmenge zusätzlich behandelt und
ausgegeben werden muss.
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3 Modellierung der On-Chip-Trace-Architektur
Dieses Kapitel beschreibt den systematischen Entwurf einer echtzeitfähigen und skalierbaren
On-Chip-Trace-Architektur für einen vollständigen Instruktionstrace von Prozessoren mit und
ohne bedingten sequentiellen Befehlen in eingebetteten Systemen. Der Zieldefinition folgend
orientiert sich der Entwurfsablauf hauptsächlich an den Parametern Kompressionsfaktor und
Hardwareaufwand. Im ersten Abschnitt wird von den Eigenschaften der EEMBC Benchmarks
ausgehend die grundlegende Struktur der Architektur festgelegt. Im zweiten Abschnitt folgen
Festlegungen zum Messageformat. Die Abschnitte drei bis fünf beschreiben die Modellierung
der einzelnen Kompressoren.
3.1 Strukturierung der Modellierung
Der Ausgangspunkt der systematischen Modellierung ist die detaillierte Analyse der für den
Instruktionstrace maßgeblichen Eigenschaften aller Benchmarkprogramme entsprechend der
im Unterabschnitt 2.4.3. definierten Untersuchungsbedingungen. Die Anzahl der ausgeführten
Befehle ist in der Abbildung 3–1 gezeigt, wobei "ausgeführt" hier auch die Befehle mit nicht
erfüllter Ausführungsbedingung meint. Diese Gesamtzahl pro Benchmark geht in (2.1) zur
Ermittlung des Kompressionsfaktors ein. Erkennbar ist die sehr große Spannweite über mehr
als drei Zehnerpotenzen.
Bereits bei den Analysen für Prozessoren ohne bedingte sequentielle Befehle zeigte sich eine
deutliche Überlegenheit von Nexus History gegenüber Nexus Traditional [IS13]. Offenbar hat
es einen großen positiven Effekt auf den Kompressionsfaktor, wenn bedingte direkte Sprünge
in eine Bitsequenz eingetragen werden, anstatt sie als separate Message auszugeben. Dieses
Ergebnis ist insofern bemerkenswert, als dass die Bitsequenzen ausschließlich von direkten
Sprüngen genutzt werden. Zudem werden auch nicht ausgeführte bedingte direkte Sprünge in
die Bitsequenzen eingetragen, während sie andernfalls keine Message erzeugen. Außerdem
sind die Messages für direkte Sprünge kurz, da keine Adresse übertragen wird.
Abbildung 3–1: Gesamtzahl der ausgeführten Befehle pro Benchmark
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Aus dieser Erkenntnis folgt die Festlegung, alle bedingten direkten Sprünge in Bitsequenzen
abzubilden. Für Prozessoren mit bedingten sequentiellen Befehlen sind Bitsequenzen ohnehin
bereits vorhanden, so dass die Einordnung der Sprünge keinen Zusatzaufwand verursacht.
Aus der Sicht eines vollständigen Instruktionstrace existieren damit drei grundsätzliche Arten
von Befehlen und dabei auszugebenden Tracedaten:
- ausgeführte indirekte Sprünge: diese erzeugen eine komplette Adresse in der Breite des
Adressbusses des Prozessors
- alle bedingten Befehle mit Ausnahme der ausgeführten indirekten Sprünge: diese
erzeugen genau ein Bit, das in einer Bitsequenz aufgezeichnet wird
- alle restlichen Befehle: diese werden gezählt, wobei der Zählerstand nur bei Interrupts
und Exceptions ausgegeben werden muss
Die indirekten Sprünge haben das größte Datenvolumen pro Ausgabe. In der Abbildung 3–2
ist die Anzahl der pro Benchmark und Prozessor ausgeführten indirekten Sprünge dargestellt.
Bemerkenswert ist, dass Benchmarks ohne indirekte Sprünge existieren. Auffällig ist der sich
über fünf Zehnerpotenzen erstreckende Bereich. Die mittlere Häufigkeit dieser Sprünge ist in
der Abbildung 3–4 dargestellt. Im Extremfall ist jeder achte Befehl ein ausgeführter indirekter
Sprung. Je größer die Häufigkeit ist, desto kritischer ist das Benchmark bei der Kompression
der Adressen. Für sehr kleine Häufigkeiten ist die Wirkung der Kompression der Adressen in
Bezug auf das gesamte Benchmark praktisch vernachlässigbar.
Neben den Adressen der indirekten Sprünge sind die Bitsequenzen der zweite große Anteil an
den auszugebenden Tracedaten. Auf der Basis der zuvor aufgeführten Klassifizierung ist die
Gesamtzahl der Ausgabebits ermittelt worden. In der Abbildung 3–3 ist die Anzahl aller pro
Benchmark ausgeführten bedingten Befehle ohne die bedingten indirekten und ausgeführten
Sprünge für jeden Prozessor dargestellt. Es zeigt sich ein etwas ausgeglicheneres Verhalten
als bei den indirekten Sprüngen. Die mittlere Häufigkeit eines bedingten Befehls und damit
Ausgabebits bezogen auf alle Befehle ist in Abbildung 3–5 gezeigt. Im Extremfall ist nahezu
jeder zweite Befehl bedingt. Je größer diese Häufigkeit ist, desto kritischer ist das Benchmark
bei der Kompression der Bitsequenzen.
Abbildung 3–2: Gesamtzahl der ausgeführten indirekten Sprünge pro Benchmark
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Abbildung 3–3: Gesamtzahl der bedingt ausgeführten Befehle pro Benchmark
Abbildung 3–4: Häufigkeit der ausgeführten indirekten Sprünge bezogen auf die Gesamtzahl
aller ausgeführten Befehle
Abbildung 3–5: Häufigkeit der bedingt ausgeführten Befehle bezogen auf die Gesamtzahl
aller ausgeführten Befehle
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Betrachtet man die Häufigkeiten in Abbildung 3–4 und Abbildung 3–5, so fällt auf, dass es
Benchmarks gibt, bei denen die Adressen überwiegen und solche, bei denen die Bitsequenzen
dominieren. Das Verhältnis der Anteile ist deshalb vertiefter untersucht worden. Hierfür sind
die Adressausgaben mit dem Faktor 32 wegen des 32 Bit breiten Adressraumes multipliziert
worden. Zu den so skalierten Adressausgaben wurden die Bitausgaben der bedingten Befehle
addiert. Diese Summe dient als Abschätzung des insgesamt auszugebenden Datenvolumens.
Die Abbildung 3–6 zeigt den Anteil der Adressausgaben am gesamten Datenvolumen und die
Abbildung 3–7 zeigt den Anteil der Bitsequenzausgaben. Auffällig sind die weiten Bereiche
von mehr als vier Zehnerpotenzen bei den Adressen und mehr als zwei bei den Bitsequenzen.
Es gibt Benchmarks, die keine indirekte Sprunginformation enthalten und ausschließlich auf
bedingt ausgeführten Befehlen beruhen, direkte Sprünge eingeschlossen, und solche, die einen
sehr geringen Anteil an Bitsequenzen haben.
Diese sehr großen Schwankungen in den beiden Anteilen und die grundlegend verschiedenen
Strukturen der Rohdatenformate, Adressen fester Breite auf der einen Seite und beliebig lange
Bitsequenzen auf der anderen Seite, resultieren in der ersten Entwurfsentscheidung, Adressen
und Bitsequenzen getrennt zu behandeln. Die Modellierung der Kompressoren für Adressen
und für Bitsequenzen erfolgt also weitgehend entkoppelt. Die spezifischen Eigenschaften der
Rohdaten können auf diese Weise ohne gegenseitige Beeinflussung und damit deutlich besser
für die Kompression ausgenutzt werden. Es bleiben dabei aber nur die zeitlichen Relationen
innerhalb desselben Kompressors bestehen. Die Wahrung der zeitlichen Relation aller Befehle
in den Ausgabedaten ist deshalb eine unverzichtbare Anforderung. Die Ausgabeformate der
beiden Kompressoren müssen kompatibel sein.
Setzt man die Anzahl der Ausführungsbits ins Verhältnis zur Anzahl der indirekten Sprünge,
dann ergibt sich das in der Abbildung 3–8 gezeigte Bild. Mit Ausnahme von "cacheb" liegt
das Verhältnis immer deutlich über 1,0. Im Mittel erfolgt nach jeweils rund 48000 bedingten
Befehlen ein indirekter Sprung. Auf dieser signifikanten Überzahl der bedingten Befehle wird
die zweite Entwurfsentscheidung begründet. Bitsequenzen haben keine Wirkung in Richtung
der Adressausgaben. Ein ausgeführter indirekter Sprung hingegen erzwingt die Ausgabe der
bis dahin aufgezeichneten Bitsequenz und ordnet diese zur Wahrung der zeitlichen Relation in
den Ausgabedaten vor der Adressausgabe ein.
Ohne diese Festlegungen würde die aktuelle Bitsequenz bei einem indirekten Sprung nicht
abgebrochen werden, sondern normal weiterlaufen. Falls der indirekte Sprung bedingt war,
würde dieser zusätzlich in die Bitsequenz eingetragen und somit kenntlich gemacht werden.
Auf diese Weise wären die Bitsequenzausgaben und die Adressausgaben entkoppelt und es
könnten innerhalb der Adressen Sequenzen erkannt und komprimiert werden. Allerdings wäre
in diesem Fall der gemeinsame Startpunkt der Aufzeichnung der einzige Anhaltspunkt für die
Zuordnung der Einzelereignisse innerhalb der beiden Ausgabedatenströme. Sobald einer eine
Unterbrechung oder einen anderen Fehler hätte, könnte keine Korrelation mehr hergestellt
werden. Ein Kompromiss wäre die Definition einer Message zur Synchronisation der beiden
Datenströme. Diese müsste einerseits hinreichend oft generiert werden, um im Fehlerfall eine
möglichst schnelle Wiederaufnahme gültiger Tracedaten zu erreichen, dürfte andererseits aber
nicht zu häufig auftreten, um die dadurch verursachten Sequenzabbrüche gering zu halten.
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Abbildung 3–6: Anteil der indirekten Sprungadressen am auszugebenden Datenvolumen
Abbildung 3–7: Anteil der bedingt ausgeführten Befehle am auszugebenden Datenvolumen
Abbildung 3–8: Verhältnis von bedingt ausgeführten Befehlen zu indirekten Sprüngen
3 Modellierung der On-Chip-Trace-Architektur
46
Mit den getroffenen Entwurfsentscheidungen sind Einschränkungen der Freiheitsgrade beim
Entwurf der Kompressoren verbunden. Bei der Kompression der Adressen können Sequenzen
nur sehr eingeschränkt ausgenutzt werden, da zu jeder Adresse die entsprechende Bitsequenz
zugeordnet werden muss. Die Bitsequenzen wiederum werden durch die indirekten Sprünge
zwangsweise beendet. Das wirkt sich zunächst negativ auf die Kompression aus. Andererseits
eröffnen diese Entwurfsentscheidungen die Möglichkeit, mit einem weiteren Kompressor das
in identischen Abfolgen von Adressen und Bitsequenzen bestehende Kompressionspotential
zu nutzen. Die Voraussetzungen für diesen optionalen Kompressor sind mit dem kompatiblen
Ausgabeformat der beiden anderen Kompressoren geschaffen.
Die Behandlung der verschiedenen Befehlstypen ist in der Tabelle 3–1, die an die Tabelle 2–3
auf Seite 38 angelehnt ist, zusammengefasst. Für die Zuordnung zu den Kompressoren muss
der Prozessor Signale bereitstellen, die den aktuell ausgeführten Befehl eindeutig typisieren.
Eine Möglichkeit hierfür sind die ebenfalls gezeigten Signale "indirekt", "asynchron" und
"bedingt" sowie das Signal "ausgeführt", auf dem das Ausführungsbit übertragen wird. Für
indirekte Verzweigungen muss zudem die Adresse des Sprungzieles bereitgestellt werden, die
den Anfang des nächsten Basisblockes markiert und hier als Folgeadresse bezeichnet ist.
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Eine Übersicht der einzelnen Kompressoren und deren Verschaltung mit den vom Prozessor
bereitgestellten Rohdaten und Signalen zur Befehlsdecodierung zeigt die Abbildung 3–9. Die
Breite der Folgeadresse ist identisch zu der des Adressbusses. Die Breite des Messagebusses
wird im nächsten Abschnitt festgelegt. Eine Befehlsausführung und die Gültigkeit der Signale
zeigt der Befehlsausführungstakt an. Analog zu [KHH07] und [UM09] könnten Exceptions,
Interrupts und die Rückkehr aus deren Behandlungsfunktionen wie alle anderen Zieladressen
behandelt werden. Die Komplexität der Verschaltung würde sich dadurch reduzieren. Für eine
getrennte Behandlung spricht, dass asynchrone Unterbrechungen nur in Ausnahmefällen an
identischen Adresse erfolgen, so dass die regulären Sequenzen dadurch gestört würden. Bei
jeder Befehlsausführung ist genau ein Kompressor respektive Messagegenerator aktiv und
höchstens einer gibt eine Message in den Ausgabedatenstrom auf den Messagebus aus. Der
optionale Kompressor für Messages kann diesen weiter komprimieren.
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3.2 Grundlegendes Format der Messages
Ein elementarer Bestandteil der zu entwickelnden On-Chip-Trace-Architektur ist ein robustes
Messageformat. Vor der Modellierung der einzelnen Kompressoren werden grundsätzliche
Festlegungen für deren Ausgabeformate getroffen, um den Entwurfsraum in geeigneter Weise
einzugrenzen.
Die Messageformate der existierenden Lösungen sind entweder auf eine direkte Ausgabe auf
einen parallelen Datenport orientiert oder auf eine Ausgabe als Bitstrom in einen Speicher. Es
ist trotzdem prinzipiell möglich, jedes Messageformat sowohl auf einen Datenport als auch in
einen Speicher auszugeben. Es eignen sind jedoch dafür nicht alle Formate in gleicher Weise.
Ein wichtiges Entwurfskriterium für das zu entwickelnde Messageformat ist dessen Eignung
sowohl für eine direkte Portausgabe als auch für eine Abbildung in Speichern.
Das Messageformat von Nexus zielt auf eine parallele Portausgabe mit vielen Freiheitsgraden
[IS13] ab. Wird eine für die Abbildung in Speichern günstige Konfiguration gewählt, dann ist
eine solche Ausgabe ohne weitere Maßnahmen möglich. Vorteilhaft ist eine Breite von einem
Byte inklusive der MSEO, die auch im Speicher die Anfänge und Enden der Messages und
die der Pakete in den Messages markieren. Das byteorientierte Messageformat von CoreSight
ist sowohl für eine Ausgabe in Speicher als auch für eine direkte Portausgabe geeignet. Ein
grundlegender Nachteil von festen Ausgabebreiten sind die ungenutzten Bits und die dadurch
reduzierte Effektivität. Die Bitströme bei DMTF sind in dieser Hinsicht effektiver, aber auch
weniger für eine Abbildung in Speichern geeignet. Um dies zu ermöglichen, müsste auch hier
eine geeignete Paketierung erfolgen. Beim Wörterbuchansatz nach [KHH07] gibt es nur eine
Message, die alle Informationen überträgt. Deren Breite ist für eine konkrete Konfiguration
konstant, so dass die Ausgaben in einen Speicher oder auf einen Port mit jeweils identischer
Breite möglich sind.
Aus den genannten Vor- und Nachteilen der betrachteten Lösungen wird die Entscheidung für
ein byteorientiertes Messageformat abgeleitet. Der vorstehend genannte Nachteil ungenutzter
Bits in den Bytes wird dabei in Kauf genommen. Damit erübrigen sich Optimierungen auf der
Ebene einzelner Bits. Eine zur Paketierung passende Granularität ist ausreichend. Statt einer
Längenangabe am Anfang einer Message, wie sie für Einzelbits günstig wäre, wird das bei
CoreSight und Nexus angewandte Prinzip der Verkettungsbits übernommen.
Sehr häufig vorkommende Messages sollen in Analogie zu P-Header und Branch-Packet der
ETM bereits im ersten Byte möglichst viele Informationen transportieren und somit möglichst
häufig nur ein Byte lang sein. Header wie bei Nexus, die das erste Byte vollständig ausfüllen,
sollen nur für weniger häufige Messages verwendet werden. Zur Einsparung von Headercodes
werden möglichst wenige Messagetypen angestrebt.
Die Definition der Headercodes muss genügend Raum für Erweiterungen und insbesondere
für weitere Tracearten, wie sie in Abbildung 2–1 auf Seite 9 gezeigt sind, lassen. Darum wird
festgelegt, die beiden MSB in jedem Headerbyte zur Kennzeichnung des Instruktionstrace fest
mit "00" zu codieren. Für die Identifikation der Quellen innerhalb eines Cores sind also keine
zusätzlichen Messages erforderlich. Für die Identifikation der Cores in einem Multi-Core-
System ist eine separate Message erforderlich.
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3.3 Kompressor für Adressen
Alle im Abschnitt 2.3 vorgestellten Kompressoren arbeiten ausschließlich für Adressen. Eine
Kompression von Bitsequenzen findet nicht statt. Die existierenden Lösungen sind eine solide
Ausgangsbasis für vertiefte Untersuchungen zur Kompression der Zieladressen der indirekten
Sprungbefehle. Das Ziel ist, einen Kompressor zu modellieren, der ausgehend von den bereits
geäußerten Kritiken an den existierenden Lösungen ein verbessertes Kompressionspotential
besitzt und insbesondere ein reibungsloses Zusammenwirken mit einem Kompressor für die
Bitsequenzen ermöglicht.
Bei einer differenzierteren Betrachtung der existierenden Lösungen sind nur Nexus sowie die
CoreSight-Komponenten ETM und PTM Kompressoren für Adressen. Beim DMTF und beim
Wörterbuchansatz werden die Adressen mit einer Längenangabe verknüpft. Die so erzeugten
Wertepaare werden als Streamdeskriptoren für Instruktionsströme respektive als Basisblöcke
bezeichnet und bilden den Eingangsdatenstrom für den Kompressor. Grundsätzlich lassen sich
die dort verwendeten Konzepte aber auch auf reine Adressen anwenden.
Die industriellen Lösungen Nexus, ETM und PTM signalisieren jeden ausgeführten indirekten
Sprung in einer separaten Message. Eine Zusammenfassung von Sprüngen erfolgt in keinem
Fall. Die einzige Kompression ist ein einfacher XOR-Vergleich der aktuellen Zieladresse mit
dem Wert in der Vorgängermessage und die Unterdrückung der führenden Nullen bei Nexus
respektive der identischen MSB bei ETM und PTM. In hinreichend kleinen Abständen wird
eine Message mit dem vollen Adresswert zur Synchronisation ausgegeben. Insgesamt ist das
Kompressionspotential dieser Lösungen gering.
Ein erheblich größeres Potential bergen die akademischen Lösungen des Wörterbuchansatzes
und des DMTF, wenn die oben genannten Längenangaben eliminiert werden. Damit können
diese Kompressoren zwar ihre ursprüngliche Funktion nicht mehr realisieren, der Wertevorrat
des Eingangsdatenstromes wird aber deutlich reduziert, da eine Adresse nicht mehr durch die
verschiedenen Längenangaben repliziert wird. Unabhängig davon ist der Grundansatz beider
Lösungen, Sequenzen von Instruktionsströmen oder Basisblöcken zu erkennen und diese dann
als eine Message auszugeben. Zusätzlich werden beim Wörterbuchansatz die Eingangsdaten
zuvor einer XOR-Kompression unterzogen. Wie im vorangegangenen Abschnitt dargelegt, ist
die Anwendbarkeit der beiden Lösungen für den hier zu entwerfenden Kompressor wegen der
Orientierung auf Sequenzen deutlich eingeschränkt.
Der Vergleich in der Abbildung 2–8 auf Seite 35 zwischen dem Wörterbuchansatz und dem
DMTF zeigt einen höheren Median beim Wörterbuchansatz, andererseits jedoch eine bessere
Kompression kritischer Benchmarks beim DMTF, so dass sich aus dem Kompressionsfaktor
keine eindeutige Präferenz ableiten lässt. Das dem DMTF zugrunde liegende klassische MTF
hat den großen Vorteil, dass bei hinreichender Länge der Tabelle keine Verdrängung unikater
Werte wie beim Wörterbuch erfolgt. Ein weiterer Vorteil ist die Abbildung der Eingangsdaten
auf kurze Indizes auch ohne eine Sequenzerkennung. Beim Wörterbuchansatz existiert diese
Möglichkeit nicht. Das DMTF hat mit der festen Bitbreite für die Längenangabe in SL den
schwerwiegendsten Nachteil. Mit dem Verarbeiten von reinen Adressen ohne eine zusätzliche
Längenangabe ist der Nachteil beseitigt. Aus den genannten Gründen wird das MTF zum
Ausgangspunkt der Untersuchungen gewählt.
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3.3.1 Move-to-Front Stufe eins
Die vergleichsweise langen Adressen werden in der ersten Stufe MTF-1 auf deutlich kürzere
Indizes abgebildet. Die Information wird auf diese Weise verdichtet. Damit der große Vorteil
von MTF, alle unikaten Adressen nur einmalig einschreiben zu müssen, genutzt werden kann,
ist die Anzahl der Einträge entsprechend zu dimensionieren. Diese MTF-1-Länge bestimmt
zusammen mit der festen Breite der Adressen und damit der Einträge den Hardwareaufwand.
Zur Abschätzung des Aufwandes für eine vollständige Abbildung wurde für jedes Benchmark
die Anzahl unikater Adressen ermittelt und in der Abbildung 3–10 dargestellt. Das Maximum
liegt bei 51 unikaten Adressen, so dass ein MTF-1 der Länge 64 eine vollständige Abbildung
ermöglicht und dazu noch Reserven bietet.
Bei dieser maximalen Länge verursacht jede unikate Adresse genau ein MTF-1-Miss-Ereignis
bei ihrem erstmaligen Vorkommen. Damit treten die MTF-1-Miss-Ereignisse in Relation zu
den MTF-1-Hit-Ereignissen so selten auf, dass ihr Anteil am Volumen in den Ausgabedaten
vernachlässigbar klein ist. Jeder weitere Sprung auf solch eine einmalig eingetragene Adresse
resultiert in einem MTF-1-Hit-Ereignis und der Ausgabe des sechs Bit breiten MTF-1-Index.
Wegen der nur einmaligen Übertragung der unikaten Adressen wird auf eine XOR-Reduktion
explizit verzichtet. Gleiches gilt für die Abspaltung von MSB in einem Last-Value-Predictor
(LVP). Das Verarbeiten der vollen und unveränderten Adressen wirkt sich vorteilhaft auf die
Robustheit des Verfahrens aus.
Eine ursprüngliche Intention von MTF besteht darin, sich häufig wiederholende und damit auf
niedrigen Indizes wiederzufindende Einträge in kürzeren Ausgabeworten zu codieren und die
Informationsverdichtung somit weiter zu steigern. Diese Idee wird auch hier weiter verfolgt,
wobei jedoch, wie im Abschnitt 3.2 ausgeführt, eine relativ grobe Granularität ausreicht. Für
die Ausgabe eines Index in einer Message ist weniger dessen genauer Wert sondern dessen
Bitbreite von Interesse. Diese bestimmt die Anzahl der in der Message zu übertragenden Bits.
Demzufolge sind die MTF-1-Hit-Indizes entsprechend analysiert und in der Abbildung 3–11
dargestellt worden. Die logarithmische Darstellung im rechten Teil ermöglicht eine bessere
Ablesbarkeit des Anteils der MTF-1-Miss-Ereignisse.
Abbildung 3–10: Anzahl der unikaten Zieladressen der indirekten Sprünge
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Aus der Abbildung ist auch ableitbar, welche Auswirkungen die Verkürzung des MTF-1 mit
dem Ziel einer Aufwandsreduktion hat. Bei einer Verkürzung auf beispielsweise 32 Einträge
werden die 8,0 % Hit-Ereignisse mit der Indexbreite sechs, also die Hits in den Indizes 32 bis
63, zu Miss-Ereignissen. Die letzte Säule entfällt folglich und ihre Höhe wird zur ersten
addiert. Mit jeder weiteren Verkürzung wird die jeweils letzte Säule in gleicher Weise der
ersten zugeschlagen.
Das MTF-1 ist aufgrund der für die Adressen erforderlichen vergleichsweise breiten Einträge
entsprechend aufwendig in Bezug auf die Anzahl der Speicherbits. Eine Verkürzung würde
den Aufwand zwar deutlich senken und scheint zunächst erstrebenswert zu sein, jedoch würde
bereits beim ersten Verkürzungsschritt von 64 auf 32 Einträge die Anzahl der Miss-Ereignisse
nahezu um den Faktor 100 ansteigen und einen signifikanten Anteil des positiven Effektes des
MTF-1 auf die Kompression aufzehren. In Anbetracht dieser Relation erscheint der Aufwand
für die volle Länge als gerechtfertigt.
Die MTF-1-Hit-Ereignisse mit einer Indexbreite von nur einem Bit, das sind alle Hits in den
Indizes null und eins, machen zusammen im Mittel nahezu die Hälfte aller Hits aus, wobei der
Anteil der Hits im Index null nur 7,4 % beträgt. Die meisten Hit-Ereignisse treten mit einem
Anteil von 37,8 % im Index eins auf. Geht man in einer ersten Abschätzung davon aus, dass
in einer Message mit der Länge von nur einem Byte zwei Informationsbits übertragen werden
können, dann würden alle Indizes ab einer Breite von drei Bit, also alle Indizes ab vier, ein
zweites Messagebyte erfordern. Es würden folglich nur 49,4 % aller Messages mit einem Byte
auskommen und 50,6 % ein zweites Byte erfordern. Diese Abschätzung führt zu der Frage, ob
und auf welche Weise sich der Anteil der Messages mit einem Byte Länge signifikant steigern
lässt. Im folgenden Abschnitt sind die entsprechenden Untersuchungen beschrieben.
Abbildung 3–11: Verteilung der Ereignisse und Bitbreiten der MTF-1-Hit-Indizes
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3.3.2 Move-to-Front Stufe zwei
Die in [UM09] mittels einer zweiten Move-to-Front-Stufe erreichten Kompressionsfaktoren
motivieren eine vertiefte Untersuchung der Idee, mehrere Move-to-Fronts hintereinander zu
schalten. In diesem Abschnitt wird der Effekt einer zweiten Stufe untersucht, wobei über die
Analysen in [UM09] hinausgegangen wird. Insbesondere wird die Länge des MTF-2 über den
gesamten Bereich von eins bis zur Länge des MTF-1 untersucht. Eine darüber hinausgehende
MTF-2-Länge ist nicht sinnvoll, denn es können maximal so viele unikate Einträge im MTF-2
enthalten sein, wie es MTF-1-Einträge und damit -Indizes gibt. Die MTF-2-Breite entspricht
der Indexbreite des MTF-1 und ist damit unabhängig von dessen Länge.
Die beiden wesentlichen Effekte des MTF-1 bestehen darin, einerseits die langen Adressen
auf deutlich kürzere MTF-1-Indizes abzubilden und andererseits sich häufig wiederholende
Adressen auf kleinere Indizes abzubilden. Entsprechend ist in Analogie dazu der eigentliche
Sinn einer zweiten Stufe, die wiederum vergleichsweise langen MTF-1-Indizes auf deutlich
kürzere MTF-2-Indizes und auch dabei häufige MTF-1-Indizes auf kleine MTF-2-Indizes
abzubilden. Bleibt man bei dieser Sichtweise, dann muss die Länge der MTF-2 deutlich unter
der von MTF-1 liegen, damit die Verkürzungen der Indizes einen spürbaren Effekt bringen.
Dieser Ansatz wurde mit Längen im Bereich von eins bis acht in [UM09] verfolgt.
Der hier verfolgte Ansatz, alle Längen des MTF-2 zu untersuchen, ist durch den nachfolgend
beschriebenen Sachverhalt begründet. Ein MTF-2, das genauso lang wie das MTF-1 ist, hat
einen entscheidenden positiven Effekt, insbesondere dann, wenn das MTF-2 mit geeigneten
Werten vorgeladen wird. Wenn jeder MTF-1-Index, also jede der Zahlen von Null bis 63, in
genau einem MTF-2-Eintrag vorkommt, dann gibt es niemals ein MTF-2-Miss-Ereignis. Die
Reihenfolge der Werte spielt dafür keine Rolle. Damit treten keine MTF-2-Miss-Messages
auf und es gibt neben den äußerst selten vorkommenden MTF-1-Miss-Messages nur noch die
MTF-2-Hit-Messages. Die Kompression der Adressen lässt sich demnach mit ausschließlich
diesen beiden Messagetypen realisieren.
Auch wenn das MTF-2 nicht vorgeladen wird, gibt es in Analogie zum einmaligen Eintragen
der unikaten Adressen in das MTF-1 maximal so viele MTF-2-Miss-Messages, wie es Indizes
gibt. Daher ist auch deren Anteil an den Ausgabedaten vernachlässigbar. Das größte Gewicht
für das Ausgabevolumen haben die MTF-2-Hit-Messages. Zur Bewertung einer vorgeladenen
MTF-2 maximaler Länge wurden die Indexbreiten der MTF-2-Hit-Ereignisse analysiert. Die
Ergebnisse sind in der Abbildung 3–12 dargestellt. Das MTF-1 ist für den direkten Vergleich
nochmals abgebildet. Der rechte Teil zeigt wieder die logarithmische Darstellung.
Die signifikant verbesserte Konzentration der Hit-Ereignisse in den kleinen Indizes durch die
Hinzunahme der zweiten Stufe in deren Maximalkonfiguration ist ein beachtliches Ergebnis.
In der Verteilungsfunktion der Bitbreiten ist die Steigerung des Anteils der Hit-Ereignisse in
den Indizes der Bitbreite eins von 45,2 % auf 98,0 % erkennbar. Der Anteil der Hits im Index
null wurde noch stärker von 7,4 % auf 93,7 % gesteigert. Bei den restlichen Bitbreiten ist eine
zu großen Bitbreiten hin deutlich abnehmende Häufigkeit erreicht worden. Wiederholt man
die für das MTF-1 gemachte Abschätzung mit gleichen Ausgangsbedingungen, dann kommen
anstatt der nur 49,4 % nun 99,5 % aller Messages mit nur einem Byte aus und nur noch 0,5 %
anstatt 50,6 % erfordern ein zweites Byte.
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Diese als sehr positiv zu bewertenden Ergebnisse sind mit der Maximallänge des MTF-2 und
somit allerdings auch mit dem maximalen Aufwand erzielt worden. Die Auswirkungen einer
Aufwandsreduktion durch schrittweise Verkürzung des MTF-2 sind in der Abbildung 3–13
erkennbar. Dargestellt sind die Häufigkeiten der Bitbreiten derjenigen MTF-1-Indizes, die ein
Miss-Ereignis im verkürzten MTF-2 erzeugen. Die Summe aller Miss-Ereignisse als Maß für
die negative Wirkung der Verkürzung ist durch die jeweils erste Säule repräsentiert. Für die
Maximallänge von 64 treten keine Miss-Ereignisse auf.
Abbildung 3–12: Verteilung der Ereignisse und Bitbreiten der MTF-2-Hit-Indizes
Abbildung 3–13: Häufigkeiten der MTF-1-Indizes bei MTF-1-Misses in verkürzten MTF-2
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Die MTF-2-Hit-Indizes ändern sich in verkürzten MTF-2 nicht. In den nach einer Verkürzung
nicht mehr existenten Einträgen kann kein Hit erfolgen. Es wird statt dessen ein MTF-2-Miss-
Ereignis generiert. Der MTF-1-Index wird unabhängig davon in das MTF-2 eingetragen. Die
Belegung einer verkürzten MTF-2 ist folglich identisch zur Maximalkonfiguration. Wie beim
MTF-1 entfällt mit jedem Verkürzungsschritt auch hier die jeweils letzte Säule des MTF-2 in
der Abbildung 3–13 und ihre Höhe wird der ersten zugeschlagen. Für 32 Bit breite Adressen
und eine MTF-1-Länge von 64 liegt der Aufwand des MTF-2 in der Maximalkonfiguration
bereits um den Faktor 5,3 unter dem des MTF-1. Aufgrund dieses im Vergleich zum MTF-1
geringen Potentials für eine Aufwandsreduktion wird die volle und zum MTF-1 identische
Länge von 64 Einträgen beibehalten.
3.3.3 Move-to-Front Stufe drei
Der große positive Effekt des MTF-2 bietet kaum noch Steigerungspotential. Trotzdem ist der
Einfluss einer dritten Stufe untersucht und in der Abbildung 3–14 den Verteilungen in MTF-1
und MTF-2 gegenübergestellt worden. Da im MTF-2 bereits der Großteil aller Hit-Ereignisse
im Index null erfolgt, wurden zwei Szenarien betrachtet. In dem mit "MTF-3a" bezeichneten
sind analog zum MTF-2 die Index-null-Hits der Vorgängerstufe wie alle anderen einbezogen
worden. In dem mit "MTF-3b" bezeichneten Szenario werden alle MTF-2-Index-null-Hits wie
bei der zweistufigen Architektur in den HT2-Hit-Messages abgebildet. Nur die MTF-2-Hits in
den Indizes eins bis 63 werden im MTF-3 weiter verarbeitet. Zugrunde liegt ein MTF-3 in der
Maximalkonfiguration mit 64 Einträgen. Der Aufwand ist aufgrund der gleichen Indexbreite
von sechs identisch zum MTF-2. Gegenüber dem MTF-2 verschlechtern sich die Werte beim
Szenario MTF-3a leicht und auch das Szenario MTF-3b bringt keinen steigernden Effekt. Die
zweistufige Architektur ist folglich die beste Lösung.
Abbildung 3–14: Verteilung der Bitbreiten der MTF-3-Hit-Indizes
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3.3.4 Kompressionspotential der Hit-Ereignisse im Index null
Die Untersuchungen zum Kompressionspotential von Zieladressen indirekter Sprünge lassen
sich bis hier wie folgt zusammenfassen. Die besten Resultate werden mit einer zweistufigen
MTF-Architektur erzielt, bei der beide MTF-Stufen eine Länge von 64 Einträgen haben. Die
Breite des MTF-1 entspricht der Breite der Adressen. Die Breite des MTF-2 ist mit sechs Bit
gleich der Bitbreite der MTF-1-Indizes. Das MTF-2 ist so vorgeladen, dass in jedem Eintrag
dessen eigene Indexnummer steht. In dieser Konstellation beträgt der Anteil der MTF-1-Miss-
Ereignisse nur 0,1 %. Der Anteil der MTF-2-Hit-Ereignisse im Index null ist mit 93,7 % der
mit deutlichem Abstand bedeutendste für das Volumen der Ausgabedaten. Die übrigen 6,2 %
entfallen auf die MTF-2-Hit-Ereignisse in den restlichen Indizes.
Ausgehend von diesem Zwischenergebnis und den in [UM09] gewonnenen Erkenntnissen ist
zu entscheiden, ob eine gesonderte Behandlung und Signalisation der MTF-2-Index-null-Hit-
Ereignisse erfolgen sollte. In Anbetracht der Häufigkeit müssen diese Ereignisse zwangsläufig
mehrfach hintereinander auftreten. Eine Zählung der konsekutiven Index-null-Hits bietet sich
folglich an. Damit könnten entsprechend viele einzelne Messages auf nur eine Zählermessage
reduziert werden. Im Gegensatz zu [UM09], wo dies problemlos praktiziert werden konnte, ist
hier die bereits erwähnte entscheidende Einschränkung zu beachten. Zwischen den Sprüngen,
die in den konsekutiven Index-null-Hits resultieren, werden fast ausnahmslos auch bedingte
Befehle abgearbeitet. Die dabei entstehenden Bitsequenzen müssen den einzelnen Sprüngen
zugeordnet werden können. Zunächst werden die Bitsequenzen unberücksichtigt gelassen, um
die Obergrenzen der Zählerwerte zu ermitteln. Die auf 1000 insgesamt ausgeführte Befehle
bezogenen Anzahlen der über alle Benchmarks und Prozessoren ermittelten und auf der Basis
ihrer mit "ZB" bezeichneten Bitbreite gruppierten Zählerwerte zeigt die Abbildung 3–15.
Abbildung 3–15: Anzahlen der gruppierten Zählerwerte der MTF-2-Index-null-Zählung
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Ein Zählerstand von null kann nicht auftreten. Eine Eins zeigt einen singulären Index-null-Hit
an, denn nur der Zählerstand eins hat hier die Bitbreite eins. Die erste Säule verdeutlicht, dass
der Anteil singulärer Index-null-Hits, die im Kontext der hier angestellten Untersuchung kein
Kompressionspotential haben, sehr groß ist. Die zweite Säule repräsentiert die Zählerstände
zwei und drei, die dritte Säule die Zählerstände vier bis sieben und die letzte das Maximum
von 17, das insgesamt nur drei Mal auftritt. Zählerbreiten von 15 und 16 treten nicht auf. Die
wenigen sehr langen Zählerstände konzentrieren sich auf nur wenige Benchmarks, so dass nur
diese von dem hier diskutierten Verdichtungsansatz signifikant profitieren würden. Insgesamt
sind die Ketten konsekutiver Index-null-Hits deutlich kürzer. Die meisten Kettenlängen liegen
im Bereich von nur zwei bis sieben, repräsentiert durch die Säulen ZB-02 und ZB-03. Dieses
Resultat lässt das Kompressionspotential eines Index-null-Zählers als relativ klein erscheinen,
zumal die maßgebliche Einschränkung an dieser Stelle noch nicht einbezogen ist.
Ein Ansatz zur Wahrung der Zuordnung von zusammengefassten Index-null-Hit-Ereignissen
zu deren Bitsequenzen ist, nur solche zu zählen, bei denen auch die Bitsequenz identisch zur
vorangegangenen ist. Alle anderen Index-null-Hits werden dann weiterhin in je einer Message
signalisiert. Ausgehend von der maximalen Einschränkung, dass die Bitsequenz zur Erfüllung
der Gleichheitsbedingung leer sein muss, wurde die Bitsequenzlänge schrittweise vergrößert.
Die Ergebnisse zeigt die Abbildung 3–16. Die Gleichheitsbedingung ist erfüllt und die Hits
werden gezählt, solange deren Bitsequenzen in Länge und Inhalt identisch zu der Bitsequenz
ist, mit der die Zählung begonnen wurde. Mit "BSL" sind die Bitsequenzlängen bezeichnet.
Ab einer Länge von 32 Bit tritt die Sättigung ein. Zählerbreiten von mehr als sechs Bit und
demzufolge Kettenlängen von mehr als 63 treten unter diesen Gleichheitsbedingungen nicht
auf. Die meisten Kettenlängen liegen im Bereich von nur noch zwei bis drei. Der Anteil der
Längen vier bis sieben ist gegenüber der Variante ohne Einschränkungen erheblich reduziert,
so dass die Index-null-Zählung nicht weiter verfolgt wird.
Abbildung 3–16: Anzahlen der Zählerwerte bei Gleichheitsbedingungen der Bitsequenzen
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3.3.5 Entwurf der Messages
Aufbauend auf den im Abschnitt 3.2 getroffenen Festlegungen sind alle im Kompressor für
Adressen vorkommenden Ereignisse auf Messages abzubilden. Besonderes Augenmerk liegt
dabei auf einer effektiven Codierung der zu übertragenden Daten, um den Overhead in den
Ausgabedaten möglichst klein zu halten. Für die folgenden Ereignisse müssen Messages
definiert werden:
- MTF-1-Miss-Ereignisse
- MTF-2-Miss-Ereignisse (setzt einen Hit im MTF-1 voraus)
- MTF-2-Hit-Ereignisse (setzt einen Hit im MTF-1 voraus)
Im Abschnitt 3.3.2 wurde festgestellt, dass die MTF-2-Hit-Ereignisse den größten Anteil am
Volumen der Ausgabedaten haben. Eine erste Abschätzung des Effektes einer Unterdrückung
der führenden Nullen des Hit-Index zeigte, dass bei der Übertragung der zwei LSB im ersten
Message-Byte nur 0,51 % aller Messages ein zweites Byte zur Übertragung der restlichen Bits
erfordern. Das diesbezügliche Steigerungspotential bei Hinzunahme weiterer LSB im ersten
Message-Byte ist aus der Abbildung 3–13 ablesbar. Bei drei LSB halbiert sich der Anteil der
zwei Byte langen Messages auf 0,24 %. Bei vier LSB sinkt deren Anteil auf 0,04 % und für
fünf LSB auf 0,003 %.
Mit der Festlegung aus dem Abschnitt 3.2, in jedem Message-Header die zwei MSB konstant
mit "00" zu belegen, stehen insgesamt nur sechs Bits zur Verfügung. Innerhalb dieser sollten
möglichst viele Index-Bits übertragen werden. Ein Bit ist für die Signalisation des Folgebytes
erforderlich, so dass nur noch fünf Bits verfügbar sind. Die Maximalvariante ist, nur ein Bit
für die Unterscheidung des MTF-2-Hit-Headers von weiteren Headern zu verwenden und die
verbleibenden vier Bits mit den vier LSB des Hit-Index zu belegen. Auf diese Weise werden
99,96 % aller MTF-2-Hit-Ereignisse mit nur einem Byte übertragen.
Die Abbildung 3–17 zeigt das Format der MTF-2-Hit-Message. Im ersten Byte sind die
beiden MSB konstant null. Die Null im Bit fünf kennzeichnet den MTF-2-Hit-Header. Das
vierte Bit zeigt an, ob ein Folgebyte "FB" existiert. Ist dessen Wert gleich eins, dann schließt
sich das zweite Byte an. Ist der Wert hingegen null, dann besteht die Message nur aus dem
Header-Byte. In beiden Fällen werden die vier LSB des Hit-Index "HI" in den vier LSB des
Headers übertragen. Falls das zweite Byte existiert, werden dort die Bits vier bis zehn des Hit-
Index übertragen. Im MSB des zweiten Bytes wird angezeigt, ob ein drittes Byte folgt. Dies
wurde mit dem Ziel der beliebigen Erweiterbarkeit implementiert und ist für MTF-1-Längen
größer als 1024 erforderlich. Im letzten Byte jeder MTF-2-Hit-Message ist das Bit "FB"
gleich null und zeigt so das Ende der Message an.
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 0 FB HI-03 HI-02 HI-01 HI-00
Byte 2 FB HI-10 HI-09 HI-08 HI-07 HI-06 HI-05 HI-04
Byte n FB ... ... ... ... ... ... HI-11
Abbildung 3–17: Format der MTF-2-Hit-Message
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Auch wenn bei einem wie im Abschnitt 3.3.2 beschrieben vorgeladenen MTF-2 keine Miss-
Ereignisse vorkommen können, soll für die Signalisation eines solchen Ereignisses trotzdem
eine geeignete Message definiert werden. In der Abbildung 3–18 ist deren Format dargestellt.
Wegen deren Auftretenshäufigkeit ist diese Message bezüglich der Anzahl der verwendeten
Bytes unkritisch, so dass als Header ein unikates und fest codiertes Byte ohne Einbezug von
Bits des MTF-1-Hit-Index festgelegt wurde. Die beiden MSB sind wieder konstant null. Die
Eins im Bit fünf zeigt an, dass es kein MTF-2-Hit-Header ist und die verbleibenden fünf LSB
dienen der weiteren Unterscheidung der Messages.
Die Übertragung des MTF-1-Index, der im MTF-2 nicht gefunden wurde, beginnt im zweiten
Byte. Führende Nullen werden nicht übertragen. Die Signalisation von Folgebytes "FB" ist
analog zur zuvor beschriebenen Message realisiert. Auch hier ist die beliebige Erweiterbarkeit
gegeben. Das Ende einer Message wird durch den Wert null im "FB" des letzten Message-
Bytes angezeigt. Für MTF-1-Längen bis 128, also auch für die hier verwendete Länge von 64,
ist die Message immer genau zwei Byte lang.
Das Format der MTF-1-Miss-Message zeigt die Abbildung 3–19. Mit diesem Message-Typ
werden die bei ausreichend langem MTF-1 sehr selten auftretenden Neueintragungen unikater
und unveränderter Zieladressen indirekter Sprünge in das MTF-1 signalisiert. Die führenden
Nullen der Adressen werden unterdrückt. Das Header-Byte, die Signalisation der Folgebytes
und des Message-Endes sowie die beliebige Erweiterbarkeit wurden in Analogie zur MTF-2-
Miss-Message definiert. Auf eine XOR-Kompression bezüglich der Vorgängermessage des
gleichen Typs wie bei Nexus und CoreSight wird explizit verzichtet. Damit entfällt auch die
Notwendigkeit einer zyklischen Synchronisations-Message mit der vollen Adresse und der
Reservierung einer Codierung für deren Header. Die sehr kleine Auftretenshäufigkeit macht
eine Datenreduktion innerhalb dieser Messages überflüssig.
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 1 1 0 0
Byte 2 FB HI-06 HI-05 HI-04 HI-03 HI-02 HI-01 HI-00
Byte n FB ... ... ... ... ... ... HI-07
Abbildung 3–18: Format der MTF-2-Miss-Message
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 1 1 1 1
Byte 2 FB ADR-06 ADR-05 ADR-04 ADR-03 ADR-02 ADR-01 ADR-00
Byte 3 FB ADR-13 ADR-12 ADR-11 ADR-10 ADR-09 ADR-08 ADR-07
Byte 4 FB ADR-20 ADR-19 ADR-18 ADR-17 ADR-16 ADR-15 ADR-14
Byte n FB ... ... ... ... ADR-23 ADR-22 ADR-21
Abbildung 3–19: Format der MTF-1-Miss-Message
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3.3.6 Implementierung der Kompression und Dekompression von Adressen
Den als Pseudocode notierten Algorithmus der Kompression zeigt die Abbildung 3–20. In den
Zeilen eins bis drei wird die Konfiguration mittels Konstanten festgelegt. Die MTF-Tabellen
werden in den Zeilen fünf und sechs definiert. Die Initialisierung der Tabellen erfolgt vor dem
Beginn der Kompression in den Zeilen acht bis zehn. Im MTF_1 werden alle Einträge auf den
Wert Null gesetzt, im MTF_2 jedoch mit der jeweiligen Indexnummer vorgeladen.
Die Kompression der an den Kompressor übergebenen Adressen erfolgt in der While-Schleife
ab Zeile zwölf. In den Zeilen 14 bis 17 wird die Adresse im MTF_1 gesucht. Die Suche startet
im Index null und endet mit dem ersten Hit, dessen Index auf Hit_Index_1 abgelegt wird. Bei
einem MTF-1-Miss aufgrund einer erfolglosen Suche bleibt Hit_Index_1 auf dem Initialwert
aus Zeile 13. In den Zeilen 19 bis 22 werden MTF-1-Misses behandelt. Das gesamte MTF_1
wird um eine Position zum Ende hin verschoben. Dabei geht der Eintrag im höchsten Index
verloren. Die neue, nicht gefundene Adresse wird in den Index null geschrieben und in der
Zeile 22 in einer MTF-1-Miss-Message ausgegeben.
Abbildung 3–20: Algorithmus der Kompression von Adressen
 1: #define Max_Index   63
 2: #define Adr_Breite  UINT_32
 3: #define Ix1_Breite  UINT_6
 4:
 5: Adr_Breite MTF_1[0..Max_Index]      // Speicher für Move-to-Front Stufe 1
 6: Ix1_Breite MTF_2[0..Max_Index]      // Speicher für Move-to-Front Stufe 2
 7:
 8: for (i = 0) to Max_Index            // Initialisierung der Speicherelemente
 9:    MTF_1[i] = 0                     // Move-to-Front Stufe 1 löschen
10:    MTF_2[i] = i                     // Move-to-Front Stufe 2 vorladen
11:
12: while (Adresse)                     // Behandlung jeder neuen Adressen
13:    Hit_Index_1 = Max_Index + 1
14:    for (i = 0) to Max_Index         // Durchsuche MTF_1 nach neuer Adresse
15:       if (MTF_1[i] == Adresse)      // wenn Adresse gefunden wurde
16:          Hit_Index_1 = i            // niedrigsten Hit-Index übernehmen
17:          break                      // und Suche abbrechen
18:    if (Hit_Index_1 > Max_Index)     // wenn MTF-1-Miss
19:       for (i = Max_Index) downto 1
20:          MTF_1[i] = MTF_1[i-1]      // Verschiebung des gesamten MTF_1
21:       MTF_1[0] = Adresse            // neuen Wert in Index 0 schreiben
22:       Ausgabe MTF-1-Miss-Message mit Adresse
23:    else                             // wenn MTF-1-Hit
24:       for (i = 0) to Max_Index      // Durchsuche MTF_2 nach Hit_Index_1
25:          if (MTF_2[i] == Hit_Index_1)
26:             Hit_Index_2 = i         // wenn gefunden: niedrigsten Hit-Index
27:             break                   // übernehmen und Suche abbrechen
28:       if (Hit_Index_2 > 0)          // keine MTF-2-Rotation bei Index-0-Hit
29:          for (i = Hit_Index_2) downto 1
30:             MTF_2[i] = MTF_2[i-1]   // MTF-2-Rotation bis zum Hit-Index
31:          MTF_2[0] = Hit_Index_1     // Hit_Index_1 ist gleich dem Hit-Wert
32:       if (Hit_Index_1 > 0)          // keine MTF-1-Rotation bei Index-0-Hit
33:          for (i = Hit_Index_1) downto 1
34:             MTF_1[i] = MTF_1[i-1]   // MTF-1-Rotation bis zum Hit-Index
35:          MTF_1[0] = Adresse         // Adresse ist gleich dem Hit-Wert
36:       Ausgabe MTF-2-Hit-Message mit Hit_Index_2
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Bei einem MTF-1-Hit erfolgt in den Zeilen 24 bis 27 die Suche von Hit_Index_1 im MTF-2
in Analogie zum Durchsuchen des MTF_1. Der Hit-Index wird auf Hit_Index_2 abgelegt. Ein
Miss kann wegen des vorgeladenen MTF-2 nicht auftreten. In den Zeile 28 bis 31 erfolgt die
Move-to-Front-Rotation des MTF_2 in den Indizes null bis Hit_Index_2, außer wenn der Hit
im Index null eintrat. Alle höheren Indizes bleiben unberührt. In gleicher Weise erfolgt in den
Zeilen 32 bis 35 die Move-to-Front-Rotation des MTF_1 in den Indizes null bis Hit_Index_1.
Die Ausgabe der MTF-2-Hit-Message mit Hit_Index_2 erfolgt in der Zeile 36.
Die Abbildung 3–21 zeigt den als Pseudocode notierten Algorithmus der Dekompression. Die
Basis ist die zur Kompression identische Konfiguration, Anordnung und Initialisierung beider
MTF-Tabellen. Deshalb sind die Zeilen eins bis zehn gleich denen in Abbildung 3–20. In der
While-Schleife ab Zeile zwölf erfolgt die Dekompression der Messages. Alle Aktionen in den
MTF-Tabellen werden in exakt derselben Weise wie im Kompressor ausgeführt, so dass sich
ein identisches Abbild der Inhalte in den MTF-Tabellen ergibt.
In den Zeilen 14 bis 17 erfolgt die Dekompression der MTF-1-Miss-Messages. In der Zeile 14
wird aus jeder Message die Adresse, die im MTF_1 des Kompressors nicht gefunden werden
konnte, ausgelesen und in die dekomprimierten Daten ausgegeben. Das gesamte MTF_1 wird
in den Zeilen 15 und 16 um eine Position zum Tabellenende hin verschoben. Der Eintrag im
höchsten Index geht dabei verloren. In der Zeile 17 wird die ausgelesene Adresse in den Index
null eingetragen.
Abbildung 3–21: Algorithmus der Dekompression von Adressen
 1: #define Max_Index   63
 2: #define Adr_Breite  UINT_32
 3: #define Ix1_Breite  UINT_6
 4:
 5: Adr_Breite MTF_1[0..Max_Index]      // Speicher für Move-to-Front Stufe 1
 6: Ix1_Breite MTF_2[0..Max_Index]      // Speicher für Move-to-Front Stufe 2
 7:
 8: for (i = 0) to Max_Index            // Initialisierung der Speicherelemente
 9:    MTF_1[i] = 0                     // Move-to-Front Stufe 1 löschen
10:    MTF_2[i] = i                     // Move-to-Front Stufe 2 vorladen
11:
12: while (Adress_Message)              // Dekompression jeder neuen Message
13:    if (MTF1-Miss-Message)
14:       Lese Adresse aus der Message
15:       for (i = Max_Index) downto 1
16:          MTF_1[i] = MTF_1[i-1]      // MTF-1-Rotation bis zum Hit-Index
17:       MTF_1[0] = Adresse            // neuen Wert in Index 0 schreiben
18:    else if (MTF2-Hit-Message)
19:       Lese Hit_Index_2 aus der Message
20:       Hit_Index_1 = MTF_2[Hit_Index_2]
21:       Adresse     = MTF_1[Hit_Index_1]
22:       if (Hit_Index_2 > 0)          // keine MTF-2-Rotation bei Index-0-Hit
23:          for (i = Hit_Index_2) downto 1
24:             MTF_2[i] = MTF_2[i-1]   // MTF-2-Rotation bis zum Hit-Index
25:          MTF_2[0] = Hit_Index_1     // Hit_Index_1 ist gleich dem Hit-Wert
26:       if (Hit_Index_1 > 0)          // keine MTF-1-Rotation bei Index-0-Hit
27:          for (i = Hit_Index_1) downto 1
28:             MTF_1[i] = MTF_1[i-1]   // MTF-1-Rotation bis zum Hit-Index
29:          MTF_1[0] = Adresse         // Adresse ist gleich dem Hit-Wert
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In den Zeilen 19 bis 29 erfolgt die Dekompression der MTF-2-Hit-Messages. Zuerst wird in
der Zeile 19 der MTF-2-Hit-Index ausgelesen und auf Hit_Index_2 abgelegt. In der Zeile 20
wird mit diesem Index der Eintrag im MTF_2 adressiert, aus dem Hit_Index_1 gelesen wird.
Dieser wiederum adressiert im MTF_1 den Eintrag, aus dem die Adresse gelesen und in die
dekomprimierten Daten ausgegeben wird. Dies geschieht in Zeile 21. In den Zeilen 22 bis 25
erfolgt in gleicher Weise wie im Kompressor die Move-to-Front-Rotation des MTF_2 in den
Indizes null bis Hit_Index_2. Alle höheren Indizes bleiben auch hier unberührt. In ebenfalls
der gleichen Weise erfolgt in den Zeilen 32 bis 35 die Move-to-Front-Rotation des MTF_1 in
den Indizes null bis Hit_Index_1.
Die Kompression soll der Zielstellung dieser Arbeit folgend in der Hardware des Zielsystems
ausgeführt werden, während die Dekompression üblicherweise in Software und außerhalb des
Zielsystems erfolgt. Dementsprechend ist in der Abbildung 3–22 nur für den Kompressor eine
Prinzipschaltung für eine Implementierung in Hardware angegeben. Aufgrund der sehr großen
Ähnlichkeit von Kompressor und Dekompressor wäre eine Hardwareimplementierung auch
für den Dekompressor möglich. Zur Darstellung der zweistufigen MTF-Architektur wurde für
beide MTF-Tabellen eine identische Länge von vier Einträgen gewählt. Die Breite der ersten
Tabelle beträgt der Adressbreite entsprechend 32 Bit. Aus der Länge vier resultiert die Breite
der zweiten Tabelle von zwei Bit.
Der obere Teil der Schaltung zeigt die erste Stufe und der untere Teil die zweite Stufe. Links
sind die Eingangssignale entsprechend der Abbildung 3–9 auf Seite 47 dargestellt. Zusätzlich
existiert das Signal "RST", mit dem die MTF-Tabellen vor dem Beginn der Aufzeichnung in
den definierten Anfangszustand gebracht werden. Rechts befindet sich der Message-Encoder,
der aus den Signalen der beiden MTF-Stufen die entsprechenden Messages generiert.
Die MTF-Tabelle der ersten Stufe wird durch die vier Register der Breite 32 Bit gebildet. Alle
Register werden mit dem Befehlsausführungstakt "CLK" getaktet. Das oberste hat den Index
null und übernimmt die Adresse "ADR", wenn der Freigabeeingang "G1" auf "0" liegt. Jedes
folgende Register übernimmt entsprechend den Inhalt des Vorgängerregisters. Der Ausgang
jedes Registers wird in einem Vergleicher mit "ADR" verglichen. Aus den Ausgangssignalen
der Vergleicher generiert der Prioritätsdecoder "LPRI/BIN" den binären Index des niedrigsten
MTF-Eintrages, dessen Inhalt mit "ADR" übereinstimmt, und alle weiteren Steuersignale. Das
Signal "Hit_1" zeigt dem Message-Encoder einen MTF-1-Hit in "Idx_1" an. Mit einer "0" auf
"Hit_1" wird ein MTF-1-Miss signalisiert.
Die Freigabesignale für die Register werden ebenfalls von "LPRI/BIN" generiert. Wenn die
globale Freigabe "EN" inaktiv ist, dann ist dessen internes Signal "E" gleich "1". Demzufolge
sind die Ausgänge der Oder-Gatter ebenfalls "1" und schalten damit alle Register inaktiv, so
dass keine neuen Daten eingetaktet werden. Ist "EN" gleich "1", dann bestimmen die Signale
der Vergleicher die Freigaben. Bei einem Hit im Index null kann auf ein Neueinschreiben des
Wertes verzichtet werden. Entsprechend sind ebenfalls alle Register inaktiv geschaltet. Bei
einem Miss sind alle Register freigegeben und es erfolgt ein Verschieben aller Inhalte wie bei
einem Schieberegister. Bei einem Hit im Index eins werden nur die ersten beiden Register zur
Rotation der Inhalte freigegeben und die nachfolgenden behalten ihre Inhalte. Bei einem Hit
im Index zwei sind die ersten drei Register freigegeben.
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Die zweite Stufe ist im Wesentlichen identisch zur ersten. Die Register sind zwei statt 32 Bit
breit. Anstatt "ADR" ist der Index der ersten Stufe "Idx_1" das Eingangsdatum. Die Freigabe
der zweiten Stufe erfolgt nur, wenn die globale Freigabe "EN" und "Hit_1" aktiv sind.
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3.3.7 Funktionsbeispiel für Kompression und Dekompression von Adressen
Zur Demonstration sowie zum besseren Nachvollziehen des beschriebenen Funktionsprinzips
ist die Kompression in der Abbildung 3–23 für eine MTF-Länge von vier gezeigt. Als Basis
des Assemblercodes wurde ein Ausschnitt aus dem Benchmark "cacheb" für den Cortex-M4
in der Compileroptimierung "Size" gewählt, da dieses eine sehr hohe Sprungdichte hat. Im
Initialzustand sind alle MTF-1-Einträge rückgesetzt und alle MTF-2-Einträge sind mit ihrer
Indexnummer vorgeladen.
Abbildung 3–23: Kompression der Adressen und Erzeugung der Messages
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Die Zieladressen der ersten drei indirekten Sprünge werden nicht im MTF-1 gefunden und als
unikate Werte in das MTF-1 eingetragen. Das MTF-2 bleibt unberührt. Jeder Sprung generiert
eine MTF-1-Miss-Message mit dessen Zieladresse. Es folgen weitere drei indirekte Sprünge
auf die gleichen Adressen in der gleichen Reihenfolge. Dabei wird die Zieladresse jeweils im
Index zwei des MTF-1 gefunden und an die Position null rotiert. Diese zwei wird im MTF-2
zuerst ebenfalls im Index zwei gefunden, an die Position null rotiert und in einer MTF-2-Hit-
Message ausgegeben. Der MTF-1-Index zwei wird für die letzten beiden Sprünge im Index
null des MTF-2 gefunden und es werden MTF-2-Hit-Messages mit dieser Null generiert. Das
besondere Kompressionspotential der MTF-2-Hits im Index null wird auch hier sichtbar.
Die Dekompression mit dem zum Kompressor identischen Initialzustand beider MTF zeigt
die Abbildung 3–24. Die ersten drei MTF-1-Miss-Messages übermitteln Adressen, die in das
MTF-1 eingetragen und in die dekomprimierten Daten ausgegeben werden. Das MTF-2 bleibt
dabei unberührt. Alle weiteren sind MTF-2-Hit-Messages mit Indizes, die im MTF-2 jeweils
den Eintrag adressieren, aus dem der MTF-1-Index gelesen wird. Mit diesem Index wird der
Eintrag im MTF-1 adressiert, in dem die auszugebende Adresse steht. In beiden MTF werden
anschließend die MTF-Inhalte wie im Kompressor bis zu den jeweiligen Indizes rotiert.
Abbildung 3–24: Dekompression der Zieladressen indirekter Sprünge
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3.4 Kompressor für Bitsequenzen
Während für die Kompression von Instruktionsströmen respektive Basisblöcken sowie für die
Kompression von Zieladressen aufgeführter Verzweigungsbefehle bereits mehrere Lösungen
existieren, ist die Kompression der Sequenzen von Ausführungsbits, die bei der Ausführung
bedingter Befehle entstehen, ein weitgehend unbehandeltes Feld. Nur der History-Modus von
Nexus und die CoreSight-Komponenten ETM und PTM beziehen die Ausführungsbits in den
Instruktionstrace ein und verfügen über entsprechende Messages zu deren Ausgabe. Deshalb
werden zunächst im folgenden Abschnitt 3.4.1 die Messageformate von Nexus und CoreSight
analysiert. Für die systematische Modellierung eines Kompressors für Ausführungsbits muss
im zweiten Schritt eine detaillierte Analyse der für die Kompression nutzbaren Eigenschaften
der Bitsequenzen erfolgen, da aus der Literatur die erforderlichen Angaben nicht hervorgehen.
Der Abschnitt 3.4.2 beinhaltet die diesbezüglichen Untersuchungen.
3.4.1 Existierende Formate für die Ausgabe von Bitsequenzen
Bei Nexus-History werden die in das Schieberegister eingetakteten Ausführungsbits entweder
als Paket innerhalb der Indirekt-Branch-History-Message oder in der Ressource-Full-Message
ausgegeben. In beiden Fällen erfolgt keinerlei Kompression oder anderweitige Modifikation
der Bitsequenz. Ein Beispiel für die reguläre Ausgabe infolge eines indirekten Sprunges zeigt
die Abbildung 3–25. Das letzte Byte beinhaltet das sogenannte History-Field. Die Eins im Bit
drei markiert das Ende der Bitsequenz, ist aber selbst kein Ausführungsbit. Alle Nullen links
von dieser Endemarkierung sind ungenutzte Bits. Die fett markierten Bits "110" sind gültige
Ausführungsbits und bilden die Bitsequenz, wobei das jüngste Ausführungsbit im Bit null
steht. Eine Eins kennzeichnet einen ausgeführten bedingten Befehl und eine Null einen nicht
ausgeführten Befehl.
Die Ausgabe der Bitsequenz innerhalb der Resource-Full-Message zeigt die Abbildung 3–26.
Für dieses Beispiel wird für das Schieberegister eine Länge von 16 Bit angenommen. Wenn
16 bedingte Befehle darin aufgezeichnet worden sind und kein indirekter Sprung folgt, dann
muss der Inhalt ausgegeben werden, da keine weiteren Bits aufgezeichnet werden können. Im
RCODE wird die Ressource codiert, hier also das History-Field. Der RCODE ist nur vier Bit
breit. Die Bits vier und fünf des zweiten Bytes beinhalten also die jüngsten Ausführungsbits
des History-Fields. Die weitere Struktur ist identisch zur Indirekt-Branch-History-Message.
Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 MSEO1 MSEO0
TCODE 28 0 1 1 1 0 0 0 0
I-Cnt 0 1 0 0 1 1 0 0
I-Cnt 0 0 0 0 0 1 0 1
U_ADR 0 1 1 0 0 0 0 0
U_ADR 0 0 0 1 0 1 0 1
HISTORY 0 0 (1) 1 1 0 1 1
Abbildung 3–25: Struktur der Nexus Indirekt-Branch-History-Message
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Die PTM gibt die Ausführungsbits in P-Headern aus. Ein P-Header besteht immer aus genau
einem Byte und beinhaltet eine Sequenz aus ein bis fünf Ausführungsbits. Die verschiedenen
Formate der PTM-P-Header zeigt die Abbildung 3–27, wobei die mit einem "F" bezeichneten
Bits die Bitsequenz enthalten. Das jüngste Bit steht bei allen Formaten im Bit eins. Analog zu
Nexus-History werden die Ausführungsbits unverändert ausgegeben. Gegensätzlich ist, dass
eine Eins einen bedingten nicht ausgeführten Befehl und eine Null einen ausgeführten Befehl
kennzeichnet.
Die ETM gibt die Ausführungsbits ebenfalls in P-Headern aus. Diese sind wie bei der PTM
immer genau ein Byte groß, ihre Struktur ist jedoch eine andere. Es existieren zwei Formate,
die in der Abbildung 3–28 dargestellt sind. Der Format-2-P-Header überträgt immer genau
zwei unveränderte Ausführungsbits. Im Bit zwei steht das jüngere der beiden. Dieses Format
ist somit ähnlich zu Nexus-History und dem "Format 2" der PTM. Eine Eins in den "F"-Bits
kennzeichnet in Analogie zur PTM einen bedingten nicht ausgeführten Befehl. Eine Null zeigt
einen ausgeführten Befehl an.
Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 MSEO1 MSEO0
TCODE 27 0 1 1 0 1 1 0 0
RCODE 1 1 0 0 0 0 1 0 0
HISTORY 1 1 1 0 0 1 0 0
HISTORY 0 0 1 0 0 1 0 0
HISTORY 0 0 0 0 (1) 0 1 1
Abbildung 3–26: Struktur der Nexus Resource-Full-Message
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Format 1 1 0 0 0 0 1 F 0
Format 2 1 0 0 0 1 F F 0
Format 3 1 0 0 1 F F F 0
Format 4 1 0 1 F F F F 0
Format 5 1 1 F F F F F 0
Abbildung 3–27: Formate der P-Header der PTM
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Format 1 1 N E E E E 0 0
Format 2 1 0 0 0 F F 1 0
Abbildung 3–28: Formate der P-Header der ETM
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Der Format-1-P-Header kann bis zu 16 Ausführungsbits in fünf Headerbits übertragen. Die
vier mit "E" bezeichneten Headerbits bilden einen Zähler für ausgeführte Befehle und das
fünfte mit "N" bezeichnete Headerbit ist ein Ein-Bit-Zähler, der anzeigt, ob den null bis 15
konsekutiv ausgeführten Befehlen kein oder ein nicht ausgeführter Befehl folgte. Damit ist
der Format-1-P-Header der einzige Ansatz für eine Kompression von Ausführungsbits. Weil
der Format-2-P-Header immer genau zwei Ausführungsbits überträgt, müssen alle anderen
Längen von Bitsequenzen und insbesondere die Länge eins mittels des Format-1-P-Headers
übertragen werden. Für einen einzelnen ausgeführten Befehl ist der Zähler "E" gleich Eins
und "N" ist gleich Null. Für einen einzelnen nicht ausgeführten Befehl ist "E" gleich Null und
"N" gleich Eins.
Eine Besonderheit der ETM ist, dass auch die unbedingten und folglich immer ausgeführten
Befehle in den P-Headern übertragen werden. Daraus resultiert ein deutlicher Überhang der
Bits für ausgeführte Befehle. Vermutlich wurde aus diesem Grund die Zählerlösung für die
ausgeführten Befehle im Format-1-P-Header implementiert. Fraglich ist, ob dieses Format für
die Kompression auch dann noch eine geeignete Lösung darstellt, wenn in Analogie zu Nexus
alle unbedingten Befehle nicht in den Ausführungsbits abgebildet werden. Zudem existiert für
konsekutiv nicht ausgeführte Befehle kein vergleichbares Konstrukt.
3.4.2 Analyse der Eigenschaften der Bitsequenzen
Im Allgemeinen basiert eine verlustfreie Kompression von Binärdaten auf der Erkennung und
gezielten Ausnutzung von spezifischen Eigenschaften und insbesondere von Wiederholungen
und Redundanzen in den Daten. Das gilt auch für die hier zu komprimierenden Bitsequenzen.
Die zentrale Frage ist demzufolge, ob die Bitsequenzen solche Eigenschaften besitzen oder ob
sie ähnlich einer Zufallsfolge sind und damit kaum noch Kompressionspotential bieten. Im
positiven Fall steht als weitere Frage, ob sich diese Eigenschaften mit einem angemessenen
Aufwand detektieren und ausnutzen lassen und ob das Kompressionspotential groß genug ist,
um eine nennenswerte Verdichtung der Tracedaten erreichen zu können. Diese Fragen werden
im folgenden durch detaillierte Untersuchungen beantwortet. Die dabei ermittelten Resultate
bestimmen das weitere Vorgehen.
Im Abschnitt 3.1 erfolgte eine erste Untersuchung und Zusammenstellung von maßgeblichen
Eigenschaften der auszugebenden Tracedaten. Die Gesamtanzahlen aller bedingt ausgeführten
Befehle sind dort in der Abbildung 3–3 für jedes Benchmark dargestellt worden, wobei noch
keine Unterscheidung in ausgeführte und nicht ausgeführte Befehlen erfolgte. Für das weitere
Vorgehen wird definiert, dass analog zum History-Mode von Nexus alle ausgeführten Befehle
mit einer Eins und alle nicht ausgeführten mit einer Null codiert werden.
Das Verhältnis von Einsen zu Nullen innerhalb jedes Benchmarks zeigt die Abbildung 3–29.
Der Anteil der Einsen an den Ausführungsbits hängt stark vom Benchmark ab und erstreckt
sich über den weiten Bereich von 3 % bis 98 %. Im Mittel überwiegt der Anteil der Einsen
mit 56 % nur leicht. Die Verteilung der Nullen und Einsen ist global betrachtet also nahezu
ausgewogen. Eine bevorzugte Berücksichtigung der Einsen wie im Format-1-P-Header der
ETM ist mit diesem leichten Überhang nicht zu rechtfertigen. Für die weiteren Analysen und
Entwicklungsschritte wird eine gleichwertige Behandlung von Nullen und Einsen festgelegt.
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In Abhängigkeit vom Auftreten indirekter Verzweigungen werden alle Ausführungsbits eines
jeden Benchmarks in Bitsequenzen gruppiert. Vor der Untersuchung der Bitmuster innerhalb
dieser Sequenzen erfolgt die Analyse von deren Längen. In der Abbildung 3–30 gezeigt sind
die auf 1000 insgesamt ausgeführte Befehle bezogenen Anzahlen der über alle Prozessoren
und Benchmarks ermittelten Längen. Diese wurden auf der Basis ihrer mit "B" bezeichneten
Bitbreite zusammengefasst. Die Säule "B-00" repräsentiert leere Bitsequenzen, die auftreten,
wenn zwischen zwei indirekten Verzweigungen keine bedingten Befehle ausgeführt werden.
Aus genau einem Bit bestehende Sequenzen werden durch die Säule "B-01" repräsentiert. In
der Säule "B-02" sind die zwei und drei Bit langen Sequenzen zusammengefasst. Die letzte
Säule "B-20" fasst alle Sequenzen der Längen 524288 bis 1048575 zusammen. Die Säulen ab
"B-09" zeigen das vergleichsweise seltene Vorkommen von Bitsequenzen mit Längen ab 256.
Am häufigsten treten Längen im Bereich von zwei bis 15 auf.
Abbildung 3–29: Verhältnis von Einsen zu Nullen in den Ausführungsbits
Abbildung 3–30: Anzahl der Bitbreiten der Längen aller Bitsequenzen pro 1000 Befehle
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Setzt man für jedes Benchmark die Anzahlen der Bitbreiten in Relation zur Gesamtanzahl der
Bitsequenzen, dann ergibt sich die Häufigkeitsverteilung in der Abbildung 3–31. Die großen
Anteile der Säulen "B-14" bis "B-20" werden ausschließlich von Benchmarks ohne indirekte
Sprünge verursacht. Dadurch haben diese Benchmarks genau eine Bitsequenz entsprechend
großer Länge, in der alle Ausführungsbits enthalten sind und die mit 100 % in die Mittelung
eingeht.
Für die Kompression lassen sich häufig wiederholende Muster besonders gut ausnutzen. Die
einfachsten Muster sind konsekutive Folgen von Nullen oder von Einsen. Solche Muster sind
mittels Zählung erfassbar und als Längenwert abbildbar. Das motiviert die Untersuchung der
Häufigkeit des Auftretens hinreichend langer Sequenzen konsekutiver Nullen oder Einsen. In
der Abbildung 3–32 sind die Ergebnisse dargestellt.
Abbildung 3–31: Mittlere Häufigkeiten der Bitbreiten der Längen aller Bitsequenzen
Abbildung 3–32: Anzahl der Bits in den Ketten von Einsen und Nullen pro 1000 Befehle
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Die Zählerwerte sind auf der Basis ihrer mit "ZB" bezeichneten Bitbreiten in Analogie zu den
vorherigen Abbildungen zusammengefasst. Die jeweils linke Säule einer Gruppe zeigt die auf
1000 insgesamt ausgeführte Befehle bezogene Anzahl aller Ketten, deren Längenzähler die
entsprechende Bitbreite hat. Die beiden folgenden Säulen zeigen die Anteile, die auf Ketten
von Einsen und von Nullen entfallen. Ihre Summe ist gleich der ersten Säule. Das Verhältnis
zwischen ihnen ist relativ ausgewogen.
Zählerwerte von null kommen nicht vor, so dass die Säulengruppe "ZB-01" nur Zählerwerte
von eins beinhaltet. Sie repräsentiert also nur einzelne Bits und bildet damit eine Ausnahme in
dieser Übersicht. Summiert sind darin alle Nullen, deren Nachbarn Einsen sind sowie alle
Einsen, deren Nachbarn Nullen sind. Ab der Säulengruppe "ZB-02", welche die Kettenlängen
zwei und drei zusammenfasst, sind die konsekutiven Folgen abgebildet. Zählerwerte mit einer
Breite größer zehn treten nicht auf.
Ein noch aussagekräftigeres Bild entsteht, wenn man für jedes Benchmark die Verteilung aller
Ausführungsbits auf diese Ketten betrachtet. Die Säulengruppe "ZB-01" in Abbildung 3–33
verdeutlicht, dass im Mittel mehr als 30 % aller Bits ihre Inversen als Nachbarn haben und
nicht in Ketten einbezogen werden können. Weitere 21 % aller Bits sind in Ketten der Längen
zwei und drei zusammenfassbar. Es werden dabei zwei respektive drei Bit auf zwei Zählerbits
abgebildet, woraus keine nennenswerte Verdichtung resultiert.
Ein Kompressionspotential ist erst ab der Gruppe "ZB-03" vorhanden, wobei das Potential der
Gruppe "ZB-03" selbst durch die Abbildung von nur vier bis sieben Ausführungsbits auf drei
Zählerbits auch noch als relativ gering zu werten ist. Ein lohnenswertes Potential beinhalten
erst die durch die Gruppen ab "ZB-04" repräsentierten Ketten. Der Anteil der in diesen Ketten
zusammengefassten Ausführungsbits beträgt in der Summe 34 %, von denen jedoch 16 % auf
die beiden kürzesten Gruppen innerhalb dieser Summe entfallen. Das Kompressionspotential
ist somit insgesamt als moderat zu werten. Unabhängig von diesem zeigt sich außer in den
Säulengruppe "ZB-01" und "ZB-10" ein leichter Überhang der Einsen.
Abbildung 3–33: Verteilung der Bits auf die Ketten konsekutiver Einsen und Nullen
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3.4.3 Diskussion architektonischer Eigenschaften des Kompressors
Aufbauend auf den in den beiden vorherigen Abschnitten gewonnenen Erkenntnissen ist die
Architektur des Kompressors für Bitsequenzen weiter zu entwickeln. An erster Stelle steht die
Entscheidung, ob Ketten konsekutiver Nullen und Einsen separiert von den anderen Mustern
behandelt werden sollen. Einerseits wäre die Ausnutzung des ermittelten Potentials von 34 %
aller Bits in solchen Ketten durchaus erstrebenswert. Andererseits sagt dieser Wert aber auch
aus, dass für 66 % aller Bits eine andere Methode zur Behandlung und Kompression gefunden
werden muss. Unabhängig davon, wie ein Kompressor für diese 66 % konkret aufgebaut ist
und arbeitet, wird dieser grundsätzlich in der Lage sein, auch die potentiellen Kettenbits zu
komprimieren, denn die konsekutiven Folgen sind letztlich nur eine Sonderfall der ansonsten
beliebigen Bitmuster.
Ein weiteres Argument gegen einen separaten Kettenzähler ist die Wiedererkennung bereits
ausgegebener Messages und die effektive Abbildung von Wiederholungen. Ein Kettenzähler
stellt zwar bereits in sich eine Wiederholungserkennung und -ausnutzung dar, jedoch erfasst
dieser nur einen kleinen lokalen Bereich von Bits. An dieser Stelle steht die Wiedererkennung
von Bitmustern, den Sonderfall konsekutiver Ketten eingeschlossen, im Vordergrund. Wenn
beispielsweise eine Kettenlänge und damit der Zählerstand nur um eins vom vorherigen Wert
abweicht, dann besteht innerhalb der Ausgabedaten der Zählerstände keine Übereinstimmung.
Bei einem bitweisen Vergleich der Bitmuster hingegen werden auch Teilabschnitte der einen
Bitsequenz innerhalb einer anderen wiedererkannt. Aufgrund der genannten Argumente wird
die Entscheidung gegen separate Kettenzähler getroffen.
Im Abschnitt 2.3.7 wurden die Eigenschaften von häufig ausgeführtem Code aus der Literatur
zusammengefasst. Eine der wichtigsten Erkenntnisse dabei war, dass die Schleifenkörper von
häufig ausgeführten Schleifen den größten Anteil haben. Weiterhin wurde festgestellt, dass
diese Schleifenkörper typischerweise nur aus relativ wenigen Befehlen bestehen. Aufgrund
dieser Eigenschaften werden bei jedem Durchlauf einer solchen Schleife und damit bei jeder
Ausführung des Schleifenkörpers potentiell identische oder zumindest ähnliche Bitsequenzen
generiert. Zu erwarten ist, dass innerhalb derselben Schleife nur sehr wenige unterschiedliche
Bitsequenzen erzeugt werden. Somit sind diese Einzelsequenzen ideale Kandidaten für die
angestrebte Wiedererkennung und Kompression.
Ein Kompressor, der auf der Ausnutzung genau dieser Eigenschaften basiert, müsste aus einer
hinreichend großen Anzahl von Speicherfeldern für die Bitsequenzen bestehen. Eine Schleife
ist typischerweise durch einen als "short backward branch" bezeichneten direkten und zumeist
bedingten Sprung mit kurzer negativer Sprungdistanz an den Schleifenanfang gekennzeichnet.
An einen solchen Sprung könnte eine kleine Anzahl von Bitsequenzspeichern gekoppelt sein.
Auf diese Weise könnten zur Steigerung der Informationsverdichtung die Sprungausführung
selbst gemeinsam mit dem Index desjenigen Bitsequenzspeichers, in dem die wiedererkannte
Bitsequenz enthalten ist, in nur einem Ausgabedatum signalisiert werden. Ohne eine derartige
Kopplung müssten die Informationen zwar getrennt signalisiert werden, jedoch könnte dann
die Anzahl der Bitsequenzspeicher insgesamt verringert werden, da ein in mehreren Schleifen
vorkommendes Bitmuster nicht mehr mehrfach gespeichert wäre. Insbesondere für sehr kurze
Bitsequenzen sind häufige derartige Übereinstimmungen zu erwarten.
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Problematisch an dieser Variante ist unabhängig von der Kopplung die Bemessung der Breite
der Bitsequenzspeicher. Wird sie zu klein gewählt, passen längere Bitsequenzen nicht hinein.
Wird sie zu groß gewählt, steigt der Ressourcenaufwand und es bleiben viele Bits ungenutzt.
Unabhängig von der konkret gewählten Breite muss für jeden Speicher ein Mechanismus zur
Signalisation der Länge der enthaltenen Bitsequenz implementiert werden. Das kann entweder
eine begrenzende führende Eins wie bei Nexus-History oder ein Zählerwert sein. Damit eine
Bitsequenz als gleich erkannt wird, muss nicht nur deren Bitmuster selbst mit dem Inhalt des
Bitsequenzspeichers übereinstimmen, sondern auch deren Länge. Ansonsten könnten Muster
fälschlicherweise als gleich erkannt werden, beispielsweise aufgrund führender Nullen, bei
denen nicht unterscheidbar wäre, ob sie ein Bestandteil des Musters sind.
Trotz der genannten Herausforderungen erscheint ein auf den häufig ausgeführten Schleifen
basierendes Konzept für einen Kompressor als vielversprechend. Allerdings existiert schon
für die Prozessoren, die keine bedingte Ausführung sequentieller Befehle unterstützen, die
Schwierigkeit, auf der Ebene des Kompressors unter allen zunächst gleichwertigen Sprüngen
diejenigen zu bestimmen, die eine häufig ausgeführte Schleife abschließen. Denkbar wären
hier eine teilautomatische sowie eine vollautomatische Lösung.
Bei der teilautomatischen Lösung müssten die maßgeblichen Sprünge vor dem Tracelauf aus
dem Binärcode ermittelt und deren Befehlsadressen in entsprechende Konfigurationsregister
des Kompressors geladen werden. Die Notwendigkeit einer Vorkonfiguration ist jedoch ein
erhebliches Negativkriterium. Eine vollautomatische Lösung umgeht diesen Nachteil, kann
dadurch aber nicht auf Vorwissen aus dem Binärcode aufbauen. Die maßgeblichen Sprünge
müssen zur Laufzeit auf der Basis einer Häufigkeitszählung aller Sprünge ermittelt werden.
Die für das effektive Arbeiten des Kompressors notwendige Informationsbasis ergibt sich
folglich erst zu Laufzeit. Vor dem Erreichen des eingeschwungenen Zustandes ist mit einem
erheblich vergrößerten Ausgabedatenvolumen zu rechnen. Dieser Fakt ist zusammen mit dem
zusätzlichen Ressourcenbedarf für die Sprungdetektion ein gewichtiges Negativkriterium.
Die maßgeblichen Sprünge sind wie bereits erwähnt typischerweise direkte Sprünge und sie
sind, da Schleifen in der Regel eine Abbruchbedingung haben, zumeist bedingt. Mit der auf
den Instruktionstrace zugeschnittenen Einteilung der Befehlstypen aus dem Abschnitt 3.1
gehören diese Sprünge selbst in Klasse derjenigen Befehle, die Ausführungsbits generieren.
Für die hier diskutierte Architektur müssten diese Bits folglich ausgefiltert werden und statt
dessen in geeigneter Weise als "Schleifenereignis" mit implizitem Vergleich der Bitsequenzen
behandelt werden.
Die Abbildung 3–34 illustriert dies an einem einfachen Beispiel. In den Spalten "i0" bis "i4"
sind die Details der Iterationen des als C- und Assemblercode dargestellten Algorithmus der
Suche nach dem größten gemeinsamen Teiler enthalten. Die ersten beiden Zeilen beinhalten
die Variablenwerte von a im Register r0 und b im Register r1 vor dem Durchlauf der Schleife.
Die weiteren Zeilen zeigen die von den Assemblerbefehlen generierten Ausführungsbits. Die
beiden unbedingten CMP-Befehle erzeugen keine Bits. Der letzte Sprungbefehl "BNE m01"
ist der maßgebliche "short backward branch", dessen Ausführungsbits farbig und fett markiert
sind. Diese müssen als "Schleifenereignisse" gesondert behandelt werden. Die rot markierte
Null repräsentiert den Abbruch der Schleife aufgrund der Gleichheit von a und b.
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Die Belegung der ersten vier Positionen eines acht Bit breiten Bitsequenzspeichers nach der
Iteration i4 ist in Abbildung 3–35 dargestellt. Die in jeder Bitsequenz fett markierte Eins ist
die Markierung für das Ende. Alle Bits links dieser Eins gehören nicht zur Sequenz. Im LSB
steht das jüngste Ausführungsbit. Die maximale Sequenzlänge beträgt hier sieben Bit. Initial
wird von unbelegten Bitsequenzspeichern ausgegangen. In den ersten drei Iteration "i0" bis
"i2" werden die unikaten Bitsequenzen "001", "01" und "10" in den ersten drei Positionen des
Bitsequenzspeichers abgelegt. Zusätzlich werden sie in geeigneter Weise ausgegeben, damit
die Belegung der Speicher für die Dekompression bekannt ist. In den Iterationen "i3" und "i4"
wird die Bitsequenz "01" im Index eins wiedergefunden, so dass jeweils nur noch diese Eins
ausgegeben werden muss.
An diesem Beispiel werden nochmals die Nachteile dieses Architekturansatzes deutlich. Die
einzelnen Bitsequenzen sind vergleichsweise kurz. Deshalb müssen die Ausgaben der Index-
Informationen mit einer entsprechenden Häufigkeit erfolgen. In den meisten Fällen wird eine
kleine Anzahl von Ausführungsbits auf eine nur unwesentlich kleinere Anzahl von Index-Bits
abgebildet. Das Kompressionspotential wird demnach als zu gering eingeschätzt und dieser
Ansatz wird nicht weiter verfolgt.
C-Quellcode Assemblercode i0 i1 i2 i3 i4
if(a != b) 24 24 24 6 6 a=r0
{ 66 42 18 18 12 b=r1
  do{ gcd:CMP   r0, r1 -
    if(a > b) BEQ   end 0
      a -= b; m01:SUBGT r0, r0, r1 0 0 1 0 0
    else SUBLE r1, r1, r0 1 1 0 1 1
      b -= a; CMP   r0, r1 - - - - -
  }while(a!=b); BNE   m01 1 1 1 1 0
} end:
Abbildung 3–34: Beispiel für die Generierung von Bitsequenzen
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Index 0 0 0 0 0 1 0 0 1
Index 1 0 0 0 0 0 1 0 1
Index 2 0 0 0 0 0 1 1 0
Index 3 0 0 0 0 0 0 0 1
Index 4 0 0 0 0 0 0 0 0
Abbildung 3–35: Beispiel für einen belegten Bitsequenzspeicher
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Eine wichtige aus diesen Untersuchungen abzuleitende Erkenntnis ist, dass eine Behandlung
der Ausführungsbits in Clustern einen negativen Einfluss auf das Kompressionspotential hat.
Das ist selbst dann der Fall, wenn die Abschnittsbildung an Positionen erfolgt, die aus der
Sicht des Programmcodes sinnvoll und zielführend zu sein scheinen. Für Bitsequenzen, die
aufgrund ihrer Länge in mehrere kürzere Sequenzen aufgeteilt werden müssen, damit sie im
Bitsequenzspeicher behandelt werden können, ist ein noch stärkerer negativer Einfluss zu
erwarten. Folglich wird nach einer Lösung gesucht, mit der die Bitsequenzen auf der Ebene
der Einzelbits effektiv behandelt werden können.
Zur Illustration eines solchen Ansatzes sind in der Abbildung 3–36 alle Ausführungsbits aus
dem vorstehenden Beispiel als eine Gesamtsequenz dargestellt. Die farblichen Markierungen
wurden beibehalten, um die Zuordnung besser erkennen zu können. Ansonsten sind alle Bits
gleichwertig. Insbesondere erfolgt keine gesonderte Behandlung von "Schleifenereignissen".
Die Ausführungsbits sind nach ihrer zeitlichen Entstehung mit "b00" bis "b15" numeriert. Das
jüngste Ausführungsbit "b15" befindet sich im LSB.
An dieser Stelle soll nicht das gesamte Kompressionspotential dieser Bitsequenz analysiert,
sondern nur das Potential des Ansatzes angedeutet werden. Mit dem grau markierten Bereich
der Bits "b06" bis "b10" befindet sich ab dem Zeitpunkt der Entstehung von "b10" eine fünf
Bit lange Sequenz im Speicher, die exakt der Sequenz der nachfolgenden Bits "b11" bis "b15"
entspricht. Es kann auf diese Weise eine deutlich längere und effektiver zu komprimierende
Sequenz als die zwei Bit bei der Clusterung wiedergefunden werden.
Das Ziel ist, eine Kompressorarchitektur zu entwickeln, die solche Sequenzen ohne jedwede
Vorkonfiguration vollautomatisch erkennen und effektiv signalisieren kann. Grundsätzlich in
Frage kommen nur solche Verfahren, die verlustfrei und in Echtzeit arbeiten. Potentiell kann
mit jedem Takt des Prozessors ein bedingter Befehl abgearbeitet werden und damit ein neues
Ausführungsbit entstehen. Der Kompressor muss demzufolge den Vergleich innerhalb eines
Taktes ausführen und gegebenenfalls die für die Ausgabe notwendigen Daten bereitstellen.
Akzeptabel ist lediglich eine Verzögerung der Ausgabe um eine kleine und konstante Anzahl
von Takten.
Der für die Kompression der Adressen gewählte Move-to-Front-Ansatz ist hier ungeeignet, da
die Ausführungsbits mit null und eins nur zwei verschiedene Werte annehmen können und die
erste Stufe MTF-1 damit nur aus zwei Einträgen bestehen würde. Auch wenn mehr Einträge
vorgesehen werden, erfolgen alle Hit-Ereignisse nur in den ersten beiden. Jede weitere Stufe
würde ebenfalls nur aus zwei Einträgen bestehen, da die Vorgängerstufe nur die Indizes null
und eins liefert. Um den Move-to-Front-Ansatz nutzen zu können, müsste eine Clusterung der
Ausführungsbits erfolgen, wobei die Clustergröße gleich der Breite des MTF-1 wäre. Damit
ist die Problematik praktisch identisch zu der oben diskutierten.
b00 b01 b02 b03 b04 b05 b06 b07 b08 b09 b10 b11 b12 b13 b14 b15
0 0 1 1 0 1 1 1 0 1 0 1 1 0 1 0
Abbildung 3–36: Beispiel für die gesamte Bitsequenz
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Selbst dann, wenn es gelingen würde, eine effektive Form für die Clusterung zu finden, bleibt
ein für die Behandlung von Bitsequenzen bedeutender Nachteil des Move-to-Front-Ansatzes
bestehen. Das prinzipbedingte Verschieben eines gefundenen Eintrages an die erste Position
führt dazu, dass die Reihenfolge der Ausführungsbits in den Einträgen von deren zeitlicher
Entstehung abweicht. Wenn sich beispielsweise die Cluster einer sehr langen und aufgeteilten
Bitsequenz in den Einträgen befinden, dann haben diese zunächst noch die Reihenfolge ihres
Auftretens. Tritt danach eine kürzere Bitsequenz auf, die zu einem der Cluster identisch ist,
dann wird dieses Cluster aus der Folge geschnitten und an die erste Position verschoben. Tritt
danach die lange Bitsequenz noch einmal auf, dann kann sie nicht mehr in ihrer Gesamtheit
gefunden und entsprechend effektiv signalisiert werden.
Ein klassisches Schieberegister als gleitendes Wörterbuch auf der Ebene von einzelnen Bits
ist eine Möglichkeit, um Bitsequenzen ohne eine Clusterung zu behandeln. Gleichzeitig bleibt
die zeitliche Relation zwischen den Ausführungsbits gewahrt. Eine Realisierung in Hardware
ist unproblematisch. Jedes Bit im Schieberegister entspricht einem Wort im Wörterbuch. Ein
großer Nachteil dieser Lösung gegenüber dem Move-to-Front-Ansatz, bei dem jeder unikate
Wert nur genau ein Mal gespeichert wird, ist die uneffektivere Speichernutzung. Jeder Bitwert
und damit auch jede Sequenz wird unabhängig von deren Vorhandensein im Wörterbuch neu
eingeschrieben. Trotz dieses Nachteils wird der Schieberegister-Ansatz zum Ausgangspunkt
der weiteren Modellierung des Kompressors gewählt.
3.4.4 Modellierung der Architektur des Kompressors
Aufgrund der Granularität auf der Ebene von Einzelbits muss eine Sequenzerkennung in allen
Positionen des Schieberegisters gleichwertig und parallel möglich sein. Theoretisch könnte in
allen Positionen gleichzeitig eine Sequenzerkennung laufen. Letztlich ausgegeben werden soll
nur die längste detektierte Bitsequenz. Die Position, in der diese auftreten wird, ist am Anfang
nicht vorhersagbar. Folglich muss für jede Position ein Tag-Bit realisiert werden, das anzeigt,
ob aktuell eine Sequenzerkennung läuft. Weiterhin ist für jede Position ein Vergleicher nötig,
der feststellt, ob das jeweils neueste dem Kompressor übergebene Ausführungsbit noch mit
der laufenden Bitsequenz übereinstimmt. Das Tag-Bit muss rückgesetzt werden, sobald dieser
Vergleich fehlschlägt. Das Ausführungsbit, das aufgrund der fehlenden Übereinstimmung die
letzte noch laufenden Bitsequenz abbricht und das Rücksetzen des letzten gesetzten Tag-Bits
verursacht, löst auch die Ausgabe aus. Diese besteht aus einem Wertepaar aus der Position im
Schieberegister mit dem zuletzt zurückgesetzten Tag-Bit und einem Zählerwert, der die Länge
der Bitsequenz angibt.
Den als Pseudocode notierten Algorithmus der Kompression durch Sequenzerkennung zeigt
die Abbildung 3–37. In der ersten Zeile wird zur Konfiguration des Kompressors die Länge
des Wörterbuches mittels einer Konstantendefinition festgelegt. In diesem Beispiel sind 512
Einträge gewählt worden. Das Wörterbuch in Form eines einfachen Schieberegisters wird in
der Zeile drei definiert. Die Tag-Bits werden in der Zeile vier definiert. Die Initialisierung des
Wörterbuches und der Tag-Bits erfolgt vor dem Beginn der Kompression in den Zeilen sechs
bis acht. Die Tag-Bits müssen zurückgesetzt werden. Für das Wörterbuch wären auch andere
Initialisierungen möglich. Diese müssten im Dekompressor in gleicher Weise erfolgen. Die
Variablen für das Wertepaar zur Ausgabe werden in den Zeilen neun und zehn initialisiert.
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Die Kompression der an den Kompressor übermittelten Ausführungsbits erfolgt in der While-
Schleife ab Zeile zwölf. In den Zeilen 14 bis 19 wird das Ausführungsbit im Schieberegister
gesucht und die Tag-Bits werden entsprechend verändert. Die Suche startet an der höchsten
Position und durchläuft unabhängig von den Ergebnissen der Vergleiche alle Positionen bis
zur Null. An jeder Position, an der die Suche erfolgreich war, wird die Position auf minPos
abgelegt. Auf diese Weise wird bei mehreren parallel als identisch erkannten Bitsequenzen
die auf der niedrigsten Position ermittelt. Für das Kompressionsprinzip und eine eindeutige
Dekomprimierbarkeit ist es irrelevant, welche von mehreren gleichwertigen Position gewählt
wird. Eine kleinere benötigt weniger Bits bei der Ausgabe. In den Zeilen 20 und 21 wird der
gesamte Inhalt des Schieberegisters unabhängig von den Sucherfolgen um eine Position zur
höchsten Position hin verschoben. Das Bit in der höchsten Position geht dabei verloren. In der
Zeile 22 wird das neue Ausführungsbit in die Position null eingeschrieben.
In der Zeile 23 erfolgt auf der Basis von minPos die Unterscheidung, ob in mindestens einer
Position die Suche erfolgreich war. Wenn minPos noch den Initialwert aus Zeile 13 hat, dann
war die Suche erfolglos und es wird in der Zeile 27 das Wertepaar aus TagPos und Zähler in
die komprimierten Daten ausgegeben. Anders als beim allgemeinen Wörterbuchansatz kann
auf die Ausgabe des den Sequenzabbruch verursachenden Bits verzichtet werden. Durch die
Zweiwertigkeit muss das Abbruchbit die Negation des Bits an der Position sein. In der Zeile
28 wird der Zähler zurückgesetzt und somit der Anfangszustand der Sequenzdetektion wieder
hergestellt. Bei erfolgreicher Suche wird in den Zeilen 24 und 25 der Wert von minPos auf
TagPos kopiert und der Zähler für die Länge der Bitsequenz inkrementiert.
Abbildung 3–37: Algorithmus der Erkennung und Kompression von Bitsequenzen
 1: #define Max_Index   511
 2:
 3: BIT ShiftR[0..Max_Index]            // Speicher für Schieberegister
 4: BIT TagBit[0..Max_Index]            // Speicher für Tag-Bits
 5:
 6: for (i = 0) to Max_Index            // Initialisierung der Speicherelemente
 7:    ShiftR[i] = 0                    // Schieberegister löschen
 8:    TagBit[i] = 0                    // Tag-Bits rücksetzen
 9: TagPos = 0                          // aktuell niedrigste Tag-Position
10: Zähler = 0                          // aktuelle Länge der Bitsequenz
11:
12: while (Ausführungsbit)              // Behandlung jedes Ausführungsbits
13:    minPos = Max_Index + 1           // kleinste Match-Position
14:    for (i = Max_Index) downto 0     // alle Positionen durchsuchen
15:       if(Ausführungsbit == ShiftR[i] und (TagBit[i] == 1 oder Zähler == 0))
16:          minPos    = i              // kleinste Match-Position merken
17:          TagBit[i] = 1
18:       else
19:          TagBit[i] = 0
20:    for (i = Max_Index) downto 1     // Verschiebung im Schieberegister
21:       ShiftR[i] = ShiftR[i-1]
22:    ShiftR[0] = Ausführungsbit       // neues Ausführungsbit eintakten
23:    if (minPos <= Max_Index)         // wenn Ausführungsbit gefunden wurde
24:       TagPos = minPos               // niedrigste Position übernehmen
25:       Zähler++                      // Sequenzlänge inkrementieren
26:    else                             // wenn Sequenzabbruch
27:       Ausgabe von TagPos (=Position) und Zähler (=Länge) der Bitsequenz
28:       Zähler = 0;                   // Zähler rücksetzen
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Im Initialzustand und nach jeder Ausgabe des Wertepaares sind alle Tag-Bits und der Zähler
zurückgesetzt. Ausschließlich in diesem Zustand, wenn der Zähler gleich Null ist, können die
Tag-Bits gesetzt und somit die Sequenzerkennungen in diesen Positionen begonnen werden.
Das erfolgt den Bedingungen in Zeile 15 entsprechend genau dann, wenn das Ausführungsbit
mit dem Inhalt des Schieberegisters übereinstimmt. In allen Positionen, in denen das Tag-Bit
zu diesem Zeitpunkt nicht gesetzt worden ist, bleibt es mindestens bis zur nächsten Ausgabe
rückgesetzt. Eine Sequenzerkennung kann in diesen Positionen nicht mehr beginnen.
Nachdem mindestens ein Tag-Bit erstmalig gesetzt wurde, ist auch Zähler größer als Null und
der Startzustand somit verlassen worden. Ab diesem Zeitpunkt können die Tag-Bits bei jeder
Durchsuchungsiterationen nur noch zurückgesetzt werden, bis der Startzustand erneut erreicht
ist. In der Zeile 15 sind die entsprechenden Bedingungen notiert. Eine erfolglose Suche setzt
TagBit in jedem Fall zurück. Bei erfolgreicher Suche und gesetztem TagBit bleibt es gesetzt.
Mit der Oder-Bedingung wird das anfängliche Setzen im Startzustand realisiert.
Den als Pseudocode notierten Algorithmus der Dekompression zeigt die Abbildung 3–38. Die
ersten drei Zeilen sind identisch zum Kompressor. In den Zeilen fünf und sechs erfolgt analog
zum Kompressor die Initialisierung des Schieberegisters. In der While-Schleife ab Zeile acht
erfolgt die Dekompression der Wertepaare. Die Bitsequenzlänge Zähler aus jedem Wertepaar
bestimmt durch das Dekrementieren in Zeile zehn die Iterationen der While-Schleife ab Zeile
neun. Der Wert von TagPos bestimmt die Position im Schieberegister, aus der in Zeile elf das
nächste Ausführungsbit gelesen und in der Zeile 15 in die dekomprimierten Daten ausgegeben
wird. In den Zeilen zwölf und 13 wird der Inhalt des Schieberegisters um eine Position zur
höchsten Position hin verschoben. Das Bit in der höchsten Position geht dabei verloren. In der
Zeile 14 wird das Ausführungsbit in die Position null wieder eingeschrieben. Ab der Zeile 16
wird das den Sequenzabbruch verursachende und vom Kompressor nicht explizit übertragene
Bit analog zu den anderen Bits in das Schieberegister eingetragen und in die dekomprimierten
Daten ausgegeben. Der einzige Unterschied besteht in dessen Negation in der Zeile 16.
Abbildung 3–38: Algorithmus der Dekompression von Bitsequenzen
 1: #define Max_Index   511
 2:
 3: BIT ShiftR[0..Max_Index]            // Speicher für Schieberegister
 4:
 5: for (i = 0) to Max_Index            // Initialisierung der Speicherelemente
 6:    ShiftR[i] = 0                    // Schieberegister löschen
 7:
 8: while (TagPos_Zähler_Wertepaar)     // Dekompression jedes Wertepaares
 9:    while (Zähler)
10:       Zähler--
11:       Ausführungsbit = ShiftR[TagPos]
12:       for (i = Max_Index) downto 1  // Sequenz im Schieberegister rotieren
13:          ShiftR[i] = ShiftR[i-1]
14:       ShiftR[0] = Ausführungsbit
15:       Ausgabe des Ausführungsbit in die dekomprimierten Daten
16:    Ausführungsbit = 1 xor ShiftR[TagPos]
17:    for (i = Max_Index) downto 1     // Sequenz im Schieberegister rotieren
18:       ShiftR[i] = ShiftR[i-1]
19:    ShiftR[0] = Ausführungsbit
20:    Ausgabe des Ausführungsbit in die dekomprimierten Daten
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3.4.5 Analyse der detektierten Bitsequenzen und Ausgabewerte
Für eine erste Abschätzung des Kompressionspotentials der Architektur für die Kompression
von Bitsequenzen werden die detektierten Bitsequenzen einer Analyse unterzogen. Weiterhin
werden Freiheitsgrade mit dem Ziel variiert, ein Optimum oder zumindest einen vorteilhaften
Bereich erkennen zu können. Der wichtigste Freiheitsgrad ist die Schieberegisterlänge wegen
des in etwa proportionalen Verhältnisses zum Aufwand. Ein weiterer ist die Zählerbreite. Ist
diese zu klein, so muss die Detektion langer Sequenzen aufgrund von Überläufen in mehrere
Ausgaben aufgeteilt werden, wodurch der Kompressionsfaktor sinkt. Da der Aufwand für den
Zähler im Vergleich zum Schieberegister bei größeren Längen vernachlässigbar ist, kann der
Zähler großzügig dimensioniert werden.
Aus der Abbildung 3–3 sind die Summen der Ausführungsbits aller untersuchten Benchmarks
ablesbar. Das globale Maximum liegt mit 961006 Bit bei etwas weniger als 1 MBit, so dass
damit die sinnvolle Obergrenze für die Schieberegisterlänge markiert ist. Unmittelbar daraus
ergibt sich die maximale Bitbreite von 20 für die Position. Für eine praktische Realisierung
sind diese Werte aus zwei Gründen von untergeordneter Bedeutung. Einerseits sind für eine
auf dieses Maximum ausgelegte Schaltung inklusive der Tag-Bits 2 MBit Speicherkapazität
zu realisieren. Dieser hohe Aufwand dürfte in nur wenigen Fällen akzeptabel sein. Zudem ist
die Anzahl von Ausführungsbits von "endlos" laufenden Programme theoretisch unbegrenzt.
Ausgehend von der Obergrenze von 1048576 für die Länge des Schieberegisters wird in den
folgenden Untersuchungen die Länge bis zum Erreichen der Untergrenze von 32 schrittweise
halbiert. Kleinere Längen zu untersuchen erscheint nicht zielführend, da der Gesamtaufwand
für eine Länge von 32 mit nur 64 Bit Speicherkapazität bereits sehr klein ist.
Die über alle Benchmarks gemittelten Verteilungen der mit "B" bezeichneten Bitbreiten der
Positionen und der Längen aller detektierten Bitsequenzen zeigt die Abbildung 3–39. Für die
Darstellung wurden aus den insgesamt 16 Konfigurationen drei ausgewählt. Aus diesen ist der
Einfluss der Schieberegisterlänge auf die Verteilungen von Positionen und Längen erkennbar.
Der Teil (a) zeigt die Maximalkonfiguration "L20" mit der Länge von 1 MBit. Im Teil (b) ist
die Konfiguration "L08" mit einer Länge von 256 Bit und im Teil (c) die Konfiguration "L05"
mit der Länge von 32 Bit dargestellt.
In der Maximalkonfiguration hat die Bitbreite der Länge ihr Maximum bei 17. Ein Zähler mit
der Breite von 17 Bit ist demnach in allen Fällen ausreichend. Die Häufigkeiten der Bitbreiten
19 und 20 der Position sind mit 0,012 % und 0,003 % sehr klein. Sie zeigen jedoch, dass auch
im zweiten Viertel und in der zweiten Hälfte des Schieberegisters noch Sequenzen gefunden
werden.
Für die beiden kleineren Schieberegisterlängen sind die Darstellungen auf die Bitbreiten eins
bis neuen begrenzt worden. Die maximale Bitbreite der Position ist mit fünf respektive acht
identisch zur Konfiguration. Die Anteile der Bitbreiten für die Längen oberhalb von neun sind
in Summe mit 4,69 % bei "L08" und 2,65 % bei "L05" deutlich kleiner als die 12,84 % bei der
Maximalkonfiguration. Die maximalen Bitbreiten der Längen betragen ebenfalls 17 bei "L08"
und 16 bei "L05". Hier wird deutlich, dass die detektierten Längen der Bitsequenzen erheblich
größer als die Schieberegisterlänge sein können.
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Obwohl die Positionen und Längen immer paarweise generiert werden, sind sie hier einzeln
betrachtet. Eine Darstellung der Verteilung der 20 • 17 = 340 Paare mit jeweils zwei separat
anzugebenden Werten wäre zu unübersichtlich. Dadurch sind jedoch die für die Kompression
besonders kritischen Paare, die bei der Detektion von kurzen Sequenz auf hohen Positionen
entstehen, nicht direkt identifizierbar. In diesem Fall ist eine große Anzahl von Positionsbits
zu übertragen, denen nur relativ wenige Ausführungsbits entgegen stehen.
Die Verteilung der Bitbreiten der Position ist ein Abbild für die Erkennungshäufigkeit in den
Abschnitten des Schieberegisters. Die Säule "B-01" zeigt, wie oft Bitsequenzen in den ersten
beiden Positionen gefunden werden, die Säule "B-02" entspricht den Positionen drei und vier
und die Säule "B-05" den Positionen 16 bis 31. In der Maximalkonfiguration ist eine deutliche
Abnahme der Häufigkeiten ab "B-14", also oberhalb der Position 8191 erkennbar. Unterhalb
dieser ist keine Signifikanz ablesbar.
Abbildung 3–39: Verteilungen der Bitbreiten von Position und Länge
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Für die Abschätzung des Kompressionspotentials sind die Längen der detektierten Sequenzen
von größerer Bedeutung, denn diese geben jeweils die Anzahl der Ausführungsbits an, die in
einer Message zusammengefasst werden. Die rechte Säule "B-17" in der Abbildung 3–39 (a)
zeigt, dass 1,22 % aller Sequenzen eine Länge im Bereich von 65536 bis 131071 Bit haben.
Der vergleichsweise kleine Anteil von Sequenzen dieser Länge ist entsprechend nach oben zu
skalieren, wenn die Verteilung der in den Sequenzen enthaltenen Ausführungsbits bewertet
wird. Bei dieser Länge werden mindestens 8192 Byte auf wenige Messagebytes reduziert, so
dass hier ein sehr hohes Kompressionspotential besteht.
Ein erheblich niedrigeres Potential besteht bei den kleinen und häufigen Sequenzlängen. Die
Verteilung ist von der Konfiguration abhängig, zeigt jedoch insgesamt eine Häufung für den
Bereich "B-02" bis "B-04". Besonderes Augenmerk ist auf die Säule "B-01" zu legen, obwohl
deren Anteil nur im mittleren Bereich liegt. Da Sequenzlängen von null nicht auftreten, sind
in "B-01" alle Sequenzen repräsentiert, die aus genau einem Bit bestehen. Diese sind für die
Kompression besonders kritisch. Die Übermittlung von Position und Länge eines einzelnen
Ausführungsbits würde mindestens zwei Messagebyte erfordern.
Das grundsätzlich gleiche Problem besteht auch für "B-02". Hier werden zwar mit zwei bis
drei Bit gegenüber "B-01" mindestens doppelt so viele in einer Message übertragen, auf der
anderen Seite liegt der Anteil dieser Sequenzen aber deutlich über dem von "B-01". Eine nur
ein Byte große alternative Message für diese sehr kurzen Sequenzen in Anlehnung an die im
Abschnitt 3.4.1 beschriebenen P-Header von PTM und ETM ist folglich sehr anstrebenswert.
Eine Abschätzung des Effektes einer Message, die alle ein und zwei Bit langen Bitsequenzen
mit nur einem statt mindestens zwei Byte überträgt, zeigt die Abbildung 3–40 für alle Längen
des Schieberegisters. Dargestellt sind die Anteile der Bitsequenzen, die ein und zwei Bit lang
sind sowie deren Summe. Diese ist in allen Konfigurationen größer als 11,5 % und begründet
die Entscheidung, ein separates Messageformat zur Signalisation sehr kurzer Bitsequenzen zu
definieren.
Abbildung 3–40: Mittlere Häufigkeiten der Bitsequenzen mit den Längen eins und zwei
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3.4.6 Entwurf der Messages
Ausgehend von den im Abschnitt 3.2 getroffenen allgemeinen Festlegungen zum Format der
Messages und unter Berücksichtigung der bereits im Abschnitt 3.3.5 für die Kompression der
Adressen vergebenen Headercodes müssen die folgenden beiden Messages definiert werden.
Besonderes Augenmerk liegt wiederum auf einem kleinen Overhead in den Ausgabedaten und
einer effektiven Codierung der zu übertragenden Daten.
- Message zur Signalisation sehr kurzer Bitsequenzen mit nur einem Byte
- Message zur Signalisation von Position und Länge beliebiger Bitsequenzen
Auf der Basis der Untersuchungen aus dem vorangegangenen Abschnitt wird im ersten Schritt
das Format der Message zur Übermittlung von Position und Länge definiert. Dabei sind zwei
Besonderheiten zu beachten. Die erste ist die Signalisation der Ursache für den Abbruch und
die Ausgabe der Bitsequenz. Das im Abschnitt 3.4.4 ab Seite 75 beschriebene Sequenzende
aufgrund einer erfolglosen Suche im Wörterbuch ist die erste Möglichkeit. Die im Abschnitt
3.1 auf der Seite 44 beschriebene erzwungene Ausgabe der Bitsequenz beim Auftreten einer
indirekten Verzweigung zur Wahrung der zeitlichen Relationen in den Ausgabedaten ist die
zweite Möglichkeit. In diesem Fall ist kein implizites Abbruchbit vorhanden. Eine weitere
Möglichkeit ist das Erreichen des maximalen Füllstandes des Längenzählers, in dessen Folge
ebenfalls der Abbruch erzwungen wird und kein implizites Abbruchbit vorhanden ist. Für die
Signalisation genügt ein Bit, das anzeigt, ob das Ende erzwungen worden ist oder nicht.
Die zweite Besonderheit ist, dass zwei Werte übertragen werden müssen, deren Bitbreiten nur
schwach korreliert sind. Mit der alternativen Message werden die kritischsten Längen bereits
behandelt. Problematisch bleiben jedoch weiterhin die kurzen Sequenzen. Ein wichtiges Ziel
ist deshalb, diese möglichst häufig mit nur zwei Messagebytes zu übertragen, das Format der
Message aber trotzdem für alle anderen Längen offen zu halten. Effektiv übertragen werden
sollen insbesondere auch alle Kombinationen der Bitbreiten von Länge und Position.
Das Grundprinzip der bereits im Abschnitt 3.3.5 realisierten Anzeige von Folgebytes in einer
Bitposition des Vorgängerbytes wird auch hier implementiert. Da Länge und Position immer
als Paar existieren und nacheinander übertragen werden, muss implizit unmittelbar nach dem
letzten Byte des zuerst übertragenen Wertes das erste Byte des zweiten Wertes folgen. Dieser
Fakt ermöglicht es, den Mechanismus für den ersten Wert zu modifizieren und das Format auf
diese Weise effektiver zu gestalten.
Die bereits vergebenen Headercodes legen die drei MSB des ersten Messagebytes auf "001"
fest. Innerhalb der fünf LSB müssen alle noch zu definierenden Messages abgebildet werden.
Maximal vier dieser LSB können dabei als Nutzbits verwendet werden. Zur Unterscheidung
von anderen mit "001" beginnenden Headercodes ist mindestens ein Bit erforderlich, so dass
die vier MSB des ersten Messagebytes nur die Belegung "0010" haben können. Werden die
vier Nutzbits komplett für einen der beiden Werte verwendet, dann sind die folgenden Daten
im zweiten Byte anzuordnen:
- ein Bit zur Signalisation des optionalen Folgebytes für den ersten Wert
- ein Bit zur Signalisation des optionalen Folgebytes für den zweiten Wert
- ein Bit zur Signalisation der Ursache für das Ende der Sequenz
- die verbleibenden fünf Bits zur Übertragung des zweiten Wertes
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Mit einer solchen Anordnung stehen für einen der beiden Werte vier und für den anderen fünf
Bit zur Verfügung. Aus der Abbildung 3–39 ist nicht eindeutig abzuleiten, welche Zuordnung
die günstigere ist. Für die Länge ist tendenziell in einem etwas stärkeren Maße eine Abnahme
der Häufigkeiten zu größeren Bitbreiten hin erkennbar. Aus diesem Grund wird die Länge den
vier Bit und die Position den fünf Bit zugeordnet und folglich immer zuerst übertragen. Zur
Differenzierung der Bitsequenzen bezüglich der zur Übertragung genutzten Messageformate
wird hier der Begriff "Bitstrom" verwendet. Für die sehr kurzen Bitsequenzen im alternativen
Messageformat wird der Begriff "Bitfeld" verwendet.
Das Format der Bitstrom-Message ist in der Abbildung 3–41 gezeigt. Die Länge ist mit "BL"
und die Position mit "BP" bezeichnet. Das Bit "Ende" markiert mit einer Null ein implizites
Abbruchbit und mit einer Eins ein erzwungenes Sequenzende. Die mit "LFB" bezeichneten
Bits signalisieren die Längen-Folge-Bytes und die mit "PFB" bezeichneten Bits die Positions-
Folge-Bytes. Die "PFB" wirken analog zu den im Abschnitt 3.3.5 beschriebenen "FB".
Die "LFB" sind im Gegensatz zu den "PFB" nicht als Vorankündigung sondern als Indikator
im Byte selbst implementiert. Solange in den Bytes, die dem ersten Messagebyte folgen, das
"LFB" gesetzt ist, gehören diese zur Längenangabe. Die erste Null im MSB kennzeichnet das
erste Positionsbyte. Deshalb ist das "PFB" hier im Bit fünf plaziert. Die Abbildung 3–42 zeigt
die Minimalvariante und die Abbildung 3–43 die Maximalvariante der Message für bis zu 26
Bit lange Schieberegister. Für alle Schieberegisterlängen ist aus der Abbildung 3–44 ablesbar,
wie häufig die Messages aus ein, zwei oder drei Positions- respektive Längenbytes bestehen.
Kurze Sequenzen können an beliebigen Positionen auftreten. Die Einbeziehung der Position
in die ein Byte große Bitfeld-Message ist deshalb nicht praktikabel. Eine einfach realisierbare
Lösung ist die Übertragung der Ausführungsbits selbst. Der limitierende Faktor dabei ist die
Anzahl der Nutzbits im Messagebyte.
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 0 BL-03 BL-02 BL-01 BL-00
Byte 2 LFB BL-10 BL-09 BL-08 BL-07 BL-06 BL-05 BL-04
Byte 3 0 Ende PFB BP-04 BP-03 BP-02 BP-01 BP-00
Byte 4 PFB BP-11 BP-10 BP-09 BP-08 BP-07 BP-06 BP-05
Byte n PFB ... ... BP-16 BP-15 BP-14 BP-13 BP-12
Abbildung 3–41: Format der Bitstrom-Message
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 0 BL-03 BL-02 BL-01 BL-00
Byte 2 0 Ende 0 BP-04 BP-03 BP-02 BP-01 BP-00
Abbildung 3–42: Minimalvariante der Bitstrom-Message
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Bei nur einem Nutzbit können auch nur die Bitfelder der Länge eins übertragen werden. Zwei
Nutzbits erfordern eine Entscheidung, entweder alle vier Bitkombinationen der Länge zwei zu
übertragen, dafür aber auf die Länge eins zu verzichten oder nur zwei der vier Kombinationen
abdecken zu können. Zur Übertragung aller ein und zwei Bit langen Bitfelder sind wegen der
Notwendigkeit, auch die Länge anzuzeigen, drei Nutzbits erforderlich. Die sechs Varianten
der Bitfelder werden dann in den drei Nutzbits codiert. Die beiden noch freien Kombinationen
der Nutzbits können zusätzlich in geeigneter Weise belegt werden. Alle bis hier vergebenen
Headercodes lassen für die vier MSB der Bitfeld-Message nur noch "0011" zu. Von den vier
variablen LSB können maximal drei für die Übertragung des Bitfeldes verwendet werden.
Die Abbildung 3–45 zeigt die Bitfeld-Message mit dem Bitfeldcode "BFC". Die Codierung
zeigt die Abbildung 3–46. Ist Bit zwei gleich null, dann enthalten die beiden LSB das Bitfeld
der Länge zwei. Ist es gleich eins, dann zeigt eine Null in Bit eins das Bitfeld der Länge eins
im LSB an. Sind die Bits zwei und eins gleich eins, dann zeigt das LSB an, welches der zwei
implizit festgelegten Bitfelder der Länge drei von den acht möglichen übertragen werden.
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 0 BL-03 BL-02 BL-01 BL-00
Byte 2 1 BL-10 BL-09 BL-08 BL-07 BL-06 BL-05 BL-04
Byte 3 1 BL-17 BL-16 BL-15 BL-14 BL-13 BL-12 BL-11
Byte 4 0 Ende 1 BP-04 BP-03 BP-02 BP-01 BP-00
Byte 5 1 BP-11 BP-10 BP-09 BP-08 BP-07 BP-06 BP-05
Byte 6 1 BP-18 BP-17 BP-16 BP-15 BP-14 BP-13 BP-12
Byte 7 0 BP-25 BP-24 BP-23 BP-22 BP-21 BP-20 BP-19
Abbildung 3–43: Maximalvariante der Bitstrom-Message
Abbildung 3–44: Häufigkeiten der Messagebytes in der Bitstrom-Message
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In der Abbildung 3–47 ist für alle Schieberegisterlängen die mittlere Häufigkeit der Bitfeld-
Message in Bezug auf alle Bitsequenzen dargestellt. In allen Konfigurationen konnte für mehr
als 16 % der Bitsequenzausgaben mindestens ein Messagebyte eingespart werden. Innerhalb
der Säulen sind die Anteile, die auf ein, zwei und drei Bit lange Bitfelder entfallen, gezeigt.
Den größten Anteil haben in allen Konfigurationen die zwei Bit langen Bitfelder.
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 0 BFC-2 BFC-1 BFC-0
Abbildung 3–45: Format der Bitfeld-Message
Bitfeld Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
"00" 0 0 1 1 0 0 0 0
"01" 0 0 1 1 0 0 0 1
"10" 0 0 1 1 0 0 1 0
"11" 0 0 1 1 0 0 1 1
"0" 0 0 1 1 0 1 0 0
"1" 0 0 1 1 0 1 0 1
"000" 0 0 1 1 0 1 1 0
"100" 0 0 1 1 0 1 1 1
Abbildung 3–46: Codierung der Bitfelder in der Bitfeld-Message
Abbildung 3–47: Häufigkeit der Bitfeld-Message und Anteile der Bitfeldlängen
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3.4.7 Implementierung der Kompression und Dekompression von Bitsequenzen
Im Abschnitt 3.4.4 erfolgte die grundlegende Modellierung der Kompression durch Detektion
von Bitsequenzen in einem als Schieberegister implementierten Wörterbuch für einzelne Bits.
Um das geforderte Zusammenwirken mit dem Kompressor für Adressen zu ermöglichen und
eine effektive Codierung der Messages zu realisieren, müssen entsprechende Erweiterungen
eingebaut werden. Die weitere Modellierung des Kompressors und dessen Implementierung
folgt den Erkenntnisse aus den vorangegangenen beiden Abschnitten.
Die Abbildung 3–48 zeigt den als Pseudocode notierten Algorithmus der Kompression. Die
Definition der Schieberegisterlänge in der ersten Zeile ist identisch zur Abbildung 3–37 auf
Seite 76. In der zweiten Zeile wird der maximale Zählerstand des Längenzählers mittels einer
Konstantendefinition festgelegt. In diesem Beispiel ist der Zähler 16 Bit breit. Die Zeilen vier
bis elf mit der Definition und der Initialisierung des Schieberegisters und der Tag-Bits vor der
Kompression sind identisch zu den Zeilen drei bis zehn in der Abbildung 3–37. Die globale
While-Schleife in Zeile 13 wird nicht mehr nur für jedes Ausführungsbit, sondern zusätzlich
auch bei jeder ausgeführten unbedingten Verzweigung durchlaufen, um die Synchronisation
mit dem Kompressor für Adressen durch das Erzwingen von Sequenzabbrüchen realisieren zu
können. In der Zeile 14 erfolgt die Unterscheidung, aufgrund welchen Ereignisses die While-
Schleife betreten wurde. Im weitaus häufigsten Fall ist dies ein neues Ausführungsbit.
Die Suche eines jeden neuen Ausführungsbits im Wörterbuch, das Beeinflussen der Tag-Bits,
das Verschieben des Inhaltes und das Neueinschreiben des Ausführungsbits in den Zeilen 15
bis 24 sind identisch zu den Zeilen 13 bis 22 in der Abbildung 3–37. Die Unterscheidung, ob
die Suche in mindestens einer Position erfolgreich war, erfolgt in der Zeile 25. Im Erfolgsfall
wird in den Zeilen 26 und 27 der Wert von minPos auf TagPos kopiert und der Zähler für die
Länge der Bitsequenz inkrementiert. Hinzugekommen ist die Überwachung des Zählerstandes
in der Zeile 28. Wenn das Maximum infolge des Inkrementierens erreicht ist, dann wird in der
Zeile 29 eine Bitstrom-Message mit gesetztem Ende-Bit zur Kennzeichnung des erzwungenen
Sequenzabbruchs ausgegeben, anschließend werden der Zähler und die Tag-Bits rückgesetzt.
Wenn die Suche erfolglos war, dann wird der Else-Pfad ab Zeile 33 ausgeführt. In den Zeilen
34 bis 39 wird bei Erfüllung der jeweiligen Bedingung eine Ausgabe als Bitfeld-Message in
deren verschiedenen Codierungen initiiert und ansonsten in Zeile 41 eine Bitstrom-Message
mit nicht gesetztem Ende-Bit zur Kennzeichnung des impliziten Abbruchbits ausgegeben. In
jedem Fall erfolgt anschließend das Rücksetzen des Zählers und der Tag-Bits. Das Abbruchbit
selbst ist in das Schieberegister eingetaktet, jedoch nicht gezählt worden. Die in der Message
übertragene Bitanzahl ist folglich um eins größer als Zähler. Deshalb erfolgt beispielsweise in
den Zeilen 34 und 35 bei einem Zählerstand von null die Ausgabe von einem Bit.
Wenn die While-Schleife aufgrund einer indirekten Verzweigung betreten wurde, dann muss
die aktuelle Sequenz abgebrochen und ausgegeben werden. In der Zeile 45 wird geprüft, ob
eine Sequenzerkennung läuft. Falls nicht, dann erfolgt keine Aktivität. Ansonsten wird in den
Zeilen 46 bis 56, die sehr ähnlich zu den Zeilen 34 bis 44 sind, die entsprechende Message
generiert. Der Zählerstand ist hier identisch zur Bitanzahl in der Message, weil kein implizites
Abbruchbit existiert. Bei der Bitstrom-Message ist das Ende-Bit gesetzt, um das erzwungene
Sequenzende zu kennzeichnen.
3 Modellierung der On-Chip-Trace-Architektur
86
Abbildung 3–48: Algorithmus der Kompression von Bitsequenzen mit forciertem Abbruch
von Bitsequenzen und Ausgaben in verschiedene Messageformate
 1: #define Max_Index   511
 2: #define Max_Zähler  65535
 3:
 4: BIT ShiftR[0..Max_Index]            // Speicher für Schieberegister
 5: BIT TagBit[0..Max_Index]            // Speicher für Tag-Bits
 6:
 7: for (i = 0) to Max_Index            // Initialisierung der Speicherelemente
 8:    ShiftR[i] = 0                    // Schieberegister löschen
 9:    TagBit[i] = 0                    // Tag-Bits rücksetzen
10: TagPos = 0                          // aktuell niedrigste Tag-Position
11: Zähler = 0                          // aktuelle Länge der Bitsequenz
12:
13: while (Ausführungsbit oder Verzweigung_indirekt)
14:    if (Ausführungsbit)              // Behandlung jedes Ausführungsbits
15:       minPos = Max_Index + 1        // kleinste Match-Position
16:       for (i = Max_Index) downto 0  // alle Positionen durchsuchen
17:          if (Ausführungsbit==ShiftR[i] und (TagBit[i]==1 oder Zähler==0))
18:             minPos    = i           // kleinste Match-Position merken
19:             TagBit[i] = 1
20:          else
21:             TagBit[i] = 0
22:       for (i = Max_Index) downto 1  // Verschiebung im Schieberegister
23:          ShiftR[i] = ShiftR[i-1]
24:       ShiftR[0] = Ausführungsbit    // neues Ausführungsbit eintakten
25:       if (minPos <= Max_Index)      // wenn Ausführungsbit gefunden wurde
26:          TagPos = minPos            // niedrigste Position übernehmen
27:          Zähler++                   // Sequenzlänge inkrementieren
28:          if (Zähler >= Max_Zähler)  // wenn maximale Sequenzlänge erreicht
29:             Ausgabe Bitstrom-Message mit Ende-Bit = 1
30:             Zähler = 0              // Zähler rücksetzen
31:             for (i = 0) to Max_Index
32:                TagBit[i] = 0        // Tag-Bits rücksetzen
33:       else                          // wenn Sequenzabbruch
34:          if (Zähler == 0)
35:             Ausgabe Bitfeld-Message mit einem Ausführungsbit ShiftR[0]
36:          else if (Zähler == 1)
37:             Ausgabe Bitfeld-Message mit zwei Ausführungsbits ShiftR[1..0]
38:          else if (Zähler == 2 und ShiftR[1..0] == 0)
39:             Ausgabe Bitfeld-Message mit drei Ausführungsbits ShiftR[2..0]
40:          else
41:             Ausgabe Bitstrom-Message mit Ende-Bit = 0
42:          Zähler = 0                 // Zähler rücksetzen
43:          for (i = 0) to Max_Index
44:             TagBit[i] = 0           // Tag-Bits rücksetzen
45:    else if (Zähler > 0)             // Verzweigung_indirekt->Sequenzabbruch
46:       if (Zähler == 1)
47:          Ausgabe Bitfeld-Message mit einem Ausführungsbit in ShiftR[0]
48:       else if (Zähler == 2)
49:          Ausgabe Bitfeld-Message mit zwei Ausführungsbits in ShiftR[1..0]
50:       else if (Zähler == 3 und ShiftR[1..0] == 0)
51:          Ausgabe Bitfeld-Message mit drei Ausführungsbits in ShiftR[2..0]
52:       else
53:          Ausgabe Bitstrom-Message mit Ende-Bit = 1
54:       Zähler = 0                    // Zähler rücksetzen
55:       for (i = 0) to Max_Index
56:          TagBit[i] = 0              // Tag-Bits rücksetzen
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Den als Pseudocode notierten Algorithmus der Dekompression zeigt die Abbildung 3–49. Die
ersten sieben Zeilen sind identisch zur Abbildung 3–38 auf der Seite 77. In der While-Schleife
ab Zeile acht erfolgt die Dekompression der Messages. Im Fall der Bitfeld-Message wird der
If-Pfad ab Zeile neun ausgeführt. Die ein bis drei Bit werden aus dem Messagebyte gelesen.
In der für jedes Bit durchlaufenen While-Schleife ab Zeile elf wird der Schieberegisterinhalt
in den Zeilen 14 und 15 rotiert. Begonnen wird mit dem ältesten Bit. In den Zeile 16 und 17
wird das Bit in die Position null eingetaktet und in die dekomprimierten Daten ausgegeben.
Im Fall einer Bitstrom-Message wird der Else-if-Pfad ab Zeile 18 ausgeführt. In der Zeile 19
werden zuerst die Position, die Länge und das Ende-Bit aus der Message gelesen. Identisch
zur While-Schleife in den Zeilen neun bis 15 in der Abbildung 3–38 sind die Zeilen 20 bis 26.
Die Bitsequenzlänge in Zähler bestimmt die Iterationszahl für das Auslesen, Neueinschreiben
und Ausgeben des Ausführungsbits durch das Dekrementieren in Zeile 21.
Wenn das Ende-Bit wegen eines erzwungenen Sequenzabbruchs gesetzt ist, dann folgen keine
weiteren Aktionen. Es ist unerheblich, ob der Abbruch aufgrund der maximalen Sequenzlänge
oder einer indirekten Verzweigung erfolgte. Bei nicht gesetztem Ende-Bit wird der If-Pfad ab
der Zeile 27 ausgeführt, dessen Zeilen 28 bis 32 identisch sind zu den Zeilen 16 bis 20 in der
Abbildung 3–38.
Abbildung 3–49: Algorithmus der Dekompression von Ausführungsbits in Bitsequenzen
 1: #define Max_Index   511
 2:
 3: BIT ShiftR[0..Max_Index]            // Speicher für Schieberegister
 4:
 5: for (i = 0) to Max_Index            // Initialisierung der Speicherelemente
 6:    ShiftR[i] = 0                    // Schieberegister löschen
 7:
 8: while (Ausführungsbit_Message)      // Dekompression jeder neuen Message
 9:    if (Bitfeld-Message)
10:       Lese Message_Bits[2..0] und Anzahl_Bits aus der Message
11:       while (Anzahl_Bits)           // Sequenz im Schieberegister rotieren
12:          Anzahl_Bits--
13:          Ausführungsbit = Message_Bits[Anzahl_Bits]
14:          for (i = Max_Index) downto 1
15:             ShiftR[i] = ShiftR[i-1]
16:          ShiftR[0] = Ausführungsbit
17:          Ausgabe des Ausführungsbit in die dekomprimierten Daten
18:    else if (Bitstrom-Message)
19:       Lese Ende_Bit, Zähler und TagPos aus der Message
20:       while (Zähler)                // Sequenz im Schieberegister rotieren
21:          Zähler--
22:          Ausführungsbit = ShiftR[TagPos]
23:          for (i = Max_Index) downto 1
24:             ShiftR[i] = ShiftR[i-1]
25:          ShiftR[0] = Ausführungsbit
26:          Ausgabe des Ausführungsbit in die dekomprimierten Daten
27:       if (Ende_Bit == 0)            // wenn implizites Abbruchbit vorhanden
28:          Ausführungsbit = ShiftR[TagPos] xor 1
29:          for (i = Max_Index) downto 1
30:             ShiftR[i] = ShiftR[i-1]
31:          ShiftR[0] = Ausführungsbit
32:          Ausgabe des Ausführungsbit in die dekomprimierten Daten
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Wie bei der Implementierung des Kompressors für Adressen ab Seite 61 wird auch hier in der
Abbildung 3–50 nur für den Kompressor eine Prinzipschaltung für eine Implementierung in
Hardware angegeben. Das Schieberegister ist vier Bit lang und der Längenzähler 16 Bit breit.
Links sind die Eingangssignale entsprechend der Abbildung 3–9 auf Seite 47 dargestellt. Das
zusätzliche Signal "RST" dient dem Rücksetzen des Zählers, der Register, aller Tag-Bits und
Schieberegisterbits vor Aufzeichnungsbeginn. Rechts befindet sich der Message-Encoder.
Die Flip-Flop in der linken Spalte bilden das Schieberegister. Das oberste hat den Index null
und übernimmt das Ausführungsbit "BIT". Die Flip-Flop in der rechten Spalte speichern die
Tag-Bits. Die für jedes Paar aus Schieberegisterbit und Tag-Bit identische kombinatorische
Schaltung generiert den Folgezustand des Tag-Bits und speist das Signal gleichzeitig in den
Prioritätsdecoder "LPRI/BIN" ein. Die Konfiguration des Kompressors bezüglich der Länge
des Schieberegisters ist durch Hinzufügen von Zeilen aus Schieberegisterbit, Kombinatorik
und Tag-Bit beliebig erweiterbar. Jede Zeile respektive Position arbeitet autonom. Sinnvoll,
aber nicht nötig ist es, für die Länge eine Potenz von zwei zu wählen. Die Register "BitPos"
und "MsgPos" müssen den größten Index aufnehmen können. Die Bitbreite des Zählers kann
unabhängig von der Schieberegisterlänge festgelegt werden. Das Register "MsgLen" hat die
selbe Bitbreite wie der Zähler.
Alle Flip-Flop werden mit dem Befehlsausführungstakt "CLK" getaktet, der dann freigegeben
wird, wenn mit dem aktiven Signal EN4 ein bedingter Befehl angezeigt wird und dieser keine
mit den Signalen EN1 bis EN3 angezeigte ausgeführte indirekte Verzweigungen ist.
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Im Initialzustand sind in jeder Position beide Flip-Flop rückgesetzt. Ein Setzen des Tag-Bits
setzt zwei Bedingungen voraus, die mit dem UND-Gatter verknüpft sind. Die Gleichheit des
Schieberegisterinhaltes und "BIT" ist die erste. Das Äquivalenzgatter realisiert den Vergleich.
Zur Erfüllung der zweiten Voraussetzung existieren zwei durch das ODER-Gatter verknüpfte
Möglichkeiten. Entweder ist das Tag-Bit bereits gesetzt oder die Sequenzlänge in "CTR16" ist
gleich null und zeigt damit den Anfangszustand der Sequenzerkennung an. Der Folgezustand
des Schieberegisterbits ist nur vom jeweiligen Eingangssignal abhängig.
Der Prioritätsdecoder "LPRI/BIN" erzeugt aus den Signalen aller UND-Gatter auf "BIN" den
Index der niedrigsten Position, deren Tag-Bit im nächsten Takt gesetzt sein wird. Zudem wird
ein Steuersignal erzeugt, das aktiv ist, wenn im nächsten Takt mindestens ein Tag-Bit gesetzt
sein wird. Bei einem Sequenzabbruch aufgrund einer erfolglosen Suche im Wörterbuch ist es
inaktiv. Das ODER-Gatter unterhalb von "LPRI/BIN" verknüpft das Signal mit dem globalen
"RST" und den Varianten für einen erzwungenen Sequenzabbruch. Das sind die Ausführung
einer auf EN1 bis EN3 signalisierten indirekten Verzweigung und das von "CTR16" mit dem
entsprechenden Signal angezeigte Erreichen der maximalen Länge der Bitsequenz.
Der Ausgang des ODER-Gatters steuert das Verhalten des Zählers und der drei Register beim
nächsten Takt. Ist der Ausgang aufgrund einer erfolgreichen Sequenzerkennung inaktiv, dann
übernimmt das Register "BitPos" den Index "BIN", der Zähler inkrementiert und die Register
"MsgLen" und "MsgPos" behalten ihren vorherigen Wert. Der Takt für die Register und den
Zähler ist immer dann freigegeben, wenn mindestens eines der Freigabesignale EN1 bis EN4
aktiv ist, also insbesondere auch dann, wenn der Takt für die Flip-Flop freigegeben ist.
Signalisiert das ODER-Gatter einen Sequenzabbruch, dann werden alle Tag-Bits rückgesetzt.
Am Zähler und am Register "BitPos" wird jeweils der Eingang für das synchrone Rücksetzen
aktiviert. Bei den beiden Message-Registern wird der Freigabeeingang aktiviert, so dass mit
dem nächsten Takt die folgenden Aktionen ausgeführt werden:
- Übernahme der Sequenzlänge aus "CTR16" in das Message-Register "MsgLng"
- Übernahme der Position aus "BitPos" in das Message-Register "MsgPos"
- synchrones Rücksetzen von "Zähler"
- synchrones Rücksetzen von "BitPos"
Mit dem Rücksetzen des Zählers wird dessen Signal "CT=0" aktiv und signalisiert damit den
Anfangszustand der Sequenzerkennung. Das Schieberegister wird niemals rückgesetzt, außer
beim globalen "RST".
Der Message-Encoder erzeugt aus den anliegenden Signalen die zugehörigen Messages. Das
ODER-Gatter signalisiert, ob im nächsten Takt eine Message-Ausgabe erfolgt und das Signal
"CT=0" vom Zähler zeigt gültige Werte in den Message-Registern an. Diese bestimmen die
Inhalte der Bitstrom-Message. Das von "LPRI/BIN" generierte Steuersignal zeigt die Ursache
für den Sequenzabbruch und damit das Vorhandensein eines impliziten Abbruchbits an. Von
diesem hängt auch das Ende-Bit in der Bitstrom-Message ab. Weiterhin wird in Abhängigkeit
von diesem Signal und von der Sequenzlänge entschieden, ob alternativ eine Bitfeld-Message
ausgegeben werden kann. Zur Ausgabe der Bitfelder sind die Ausgänge der niedrigsten drei
Indizes des Schieberegisters in den Message-Encoder eingespeist.
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3.4.8 Funktionsbeispiel für Kompression und Dekompression von Bitsequenzen
Die Abbildung 3–51 zeigt für ein fünf Bit langes Schieberegister die Entstehung der Messages
bei der Kompression der Bitsequenz aus der Abbildung 3–36 auf Seite 74. Dargestellt sind die
Inhalte des Schieberegisters, dessen Position null rechts ist, und der Message-Register zu den
Ausgabezeitpunkten. Die erste Sequenz "001" hat mit dem Abbruchbit die Länge drei und ist
damit ein Kandidat für eine Bitfeld-Message. Das Bitmuster kann darin aber nicht dargestellt
werden. Es wird eine Bitstrom-Message generiert. Mit "L" ist die Länge, mit "P" die Position
und mit "E" das Ende-Bit abgekürzt. Die Länge beinhaltet nicht das mit E=0 gekennzeichnete
Abbruchbit. Die zweite Sequenz "10" wird in einer Bitfeld-Message abgebildet. Analog zur
ersten ist das Verhalten der nächsten beiden Sequenzen "111" und "010". Die letzte Sequenz
"11010" ist aufgrund ihrer Länge von fünf kein Kandidat für eine Bitfeld-Message. Mit E=1
wird das erzwungene Sequenzende angezeigt.
In der Abbildung 3–52 ist die Dekompression dieser Messages dargestellt. Aus der ersten als
Bitstrom-Message erkannten werden die Werte L, P und E ausgelesen. Die Position null legt
die Leseposition im Schieberegister fest. Aufgrund der Länge zwei wird zwei Mal der Bitwert
gelesen, ausgegeben und neu eingetaktet. Das Bit E=0 zeigt an, dass ein implizites Abbruchbit
vorhanden ist. Folglich wird ein weiteres Bit aus der Position null gelesen. Dessen invertierter
Wert ist das dekomprimierte Ausführungsbit, das analog zu den anderen ausgegeben und neu
in das Schieberegister eingetaktet wird. Die Bitsequenz "001" ist damit dekomprimiert.
Die zweite Message wird als Bitfeld-Message erkannt. Der ausgelesene Bitfeldcode wird in
das Bitfeld "10" decodiert. Dieses wird mit dem MSB beginnend ausgegeben und neu in das
Schieberegister eingetaktet. Bei der Dekompression von Bitfeld-Messages erfolgt kein Lesen
aus diesem. Die nachfolgenden Bitstrom-Messages werden analog zur ersten dekomprimiert.
Bei der letzten entfällt wegen E=1 der Schritt für das Abbruchbit.
Abbildung 3–51: Kompression von Ausführungsbits und Erzeugung der Messages
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Abbildung 3–52: Dekompression der Ausführungsbits
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3.5 Kompressor für Messages
Ohne einen weiteren Kompressor für die von den beiden Kompressoren für Adressen und für
Bitsequenzen erzeugten Messages bleibt Kompressionspotential ungenutzt. Im Abschnitt 3.1
ab der Seite 44 wurden die entsprechenden Entwurfsentscheidungen und deren Auswirkungen
beschrieben. Mit dem einheitlichen Messageformat und der zeitlich korrekten Sortierung aller
Messages sind die Voraussetzungen für einen Kompressors für Messages erfüllt. Der Entwurf
einer geeigneten Architektur wird in diesem Abschnitt beschrieben. Es gibt keine funktionale
Notwendigkeit für den Message-Kompressor. Wenn ein minimierter Einsatz von Ressourcen
Priorität vor einem hohen Kompressionsfaktor hat, kann darauf verzichtet werden.
Das bisher ungenutzte Potential einer lokalen Sequenzausnutzung innerhalb der Adressen ist
im Abschnitt 3.3.4 abgeschätzt worden. Die MTF-2-Hit-Ereignisse im Index null dominieren
die Ausgaben des Kompressors für Adressen mit 93,7 %. Das entsprechende Messagebyte ist
mit dieser Häufigkeit in den Ausgabedaten enthalten. Bei den Bitsequenzen ist das ungenutzte
Potential kleiner. Die Sequenzen werden zwar durch indirekte Verzweigungen zwangsweise
abgebrochen, der negative Einfluss ist aber nur bei den wenigen Benchmarks mit einer hohen
Dichte indirekter Verzweigungen signifikant. In sich wiederholenden Abfolgen von Adressen
und Bitsequenzen besteht weiteres ungenutztes Potential. Dieses wurde im Abschnitt 3.3.4 in
Bezug auf die Gleichheit von Bitsequenzen zwischen indirekten Verzweigungen abgeschätzt.
3.5.1 Modellierung der Architektur des Kompressors
Damit der Kompressor für Messages als Option ohne Einfluss auf die anderen Kompressoren
implementierbar ist, dürfen an den bisher definierten Messages keinerlei Modifikationen mehr
vorgenommen werden. Deren Kompression basiert ausschließlich auf einer Wiedererkennung,
Verdichtung und Signalisation von Sequenzen. Die Signalisation muss mit einer dedizierten
Message erfolgen. Um eine möglichst hohe Kompression zu erzielen, darf deren Header nicht
länger als ein Byte sein. Über alle Messagetypen hinweg existiert keine Bitkombination, die
innerhalb eines Bytes niemals vorkommt und somit keine freie Kombination für den Header.
Die Zielstellung, mit nur einem Headerbyte auszukommen, ist so nicht realisierbar. Auch bei
zwei Bytes treten noch alle Varianten von aufeinander folgenden Bitkombination auf. Dieses
Vorgehen könnte schrittweise fortgesetzt werden, bis eine unikate Bytefolge gefunden ist. Die
Forderung nach einer möglichst kurzen Message ist dann jedoch nicht mehr erfüllt.
Ein Lösungsansatz, der mit nur einem Headerbyte auskommt und sich trotzdem perfekt in das
Messageformat einfügt, muss also auf einer geeigneten Einschränkung basieren. Diese ist mit
dem Messageformat selbst gegeben. Der Sequenzkompressor verarbeitet im Gegensatz zu den
existierenden Lösungen und zum Kompressor für Bitsequenzen keine beliebigen Sequenzen,
sondern ausschließlich Messages im engeren Sinne. Jede einzelne Message ist entweder mit
allen zugehörigen Bytes in einer Sequenz abgebildet oder alle Bytes sind unkomprimiert im
Messagedatenstrom enthalten. Obwohl es für die Sequenzlängen und Kompressionsfaktoren
günstig wäre, kann es keine teilweisen Abbildungen von Messages in den Sequenzen geben.
Der Header einer Sequenz-Message kann demzufolge im Messagedatenstrom ausschließlich
an solchen Positionen auftreten, an denen der Header einer nächsten Message erwartet wird,
so dass er auch nur von diesen eindeutig unterschieden werden muss. Dazu genügt die Wahl
eines der noch freien Headercodes. Festgelegt wird der Headercode 0x3E.
3.5 Kompressor für Messages
93
Für eine korrekte Funktion müssen im Kompressor und Dekompressor vereinfachte Decoder
für alle vorkommenden Messagetypen implementiert sein, die jeweils das erste und das letzte
Byte jeder Message signalisieren. Hierfür müssen die Decoder alle Header erkennen, daraus
die Messagetypen ableiten und anhand der Anzahl der Folgebytes das letzte Byte detektieren.
Eine Decodierung der kompletten Messageinhalte ist nicht notwendig.
Die Vorteile und Nachteile der existierenden Lösungen MTF, DMTF und Wörterbuchansatz
wurden im Abschnitt 3.4.3 für den Bitsequenz-Kompressor diskutiert und gelten hier in sehr
ähnlicher Weise. Die Zerstörung der zeitlichen Ordnung der Einträge im MTF wiegt mit Blick
auf die Verarbeitung kompletter Messages als Nachteil besonders schwer. Die erste Stufe ist
unabhängig von der Anzahl der MTF-Stufen, die sich als Optimum erweisen würden, immer
identisch aufgebaut. Die Bytes einer Message müssten immer als Paket rotiert werden, damit
ihre innere Ordnung erhalten bleibt. Die Entscheidung, welche Einträge das Paket enthalten,
steht erst dann fest, wenn die neu einlaufende Message komplett ist. Wenn die nachfolgende
Message eintrifft, muss das Rotieren beendet sein, damit der MTF-Inhalt für diesen nächsten
Vergleich korrekt ist. Folglich muss die Rotation entweder mittels Barrel-Shifter anstatt dem
einfachen Verketten der Eintrage erfolgen oder mit geeigneten FIFO-Zähler-Kombinationen
gepuffert werden. Beides erhöht den Aufwand einer Hardwareimplementierung deutlich.
Zudem reduziert sich mit der Messageorientierung der Vorteil einer besseren Speichernutzung
gegenüber dem Wörterbuchansatz. In der Maximalkonfiguration ohne Messageorientierung
wären die erste Stufe und damit auch alle optional nachfolgenden Stufen 256 Einträge lang,
weil bei der Breite von einem Byte maximal 256 unikate Werte existieren können. Mit diesen
256 Byte wäre der Aufwand identisch zur ersten Stufe des Kompressors für Adressen in der
Konfiguration mit 64 Einträgen zu 32 Bit. Der Aufwand des Kompressors für Messages wäre
damit insgesamt vergleichbar mit dem moderaten Aufwand des Kompressors für Adressen. Es
ist zwar auch bei der Messageorientierung so, dass unikate Werte nur einmalig enthalten sind,
jedoch sind die Messages in deren Gesamtheit die unikaten Werte. Jeder einzelne Messagetyp
geht mit allen Werten in den Folgebytes in die Menge der unikaten Werte ein, wodurch sich
diese drastisch vergrößert. Der für eine vollständige Abbildung erforderliche Aufwand steigt
in gleicher Weise. Eine praktisch auch nur annähernd vollständige Abbildung wäre folglich
aus Aufwandsgründen nicht vertretbar. Zudem wären auch die nachfolgenden Stufen in einem
mehrstufigen System entsprechend aufwendig. Die Untersuchungen im Abschnitt 3.3.1 haben
gezeigt, dass nur eine vollständige Abbildung eine optimale Kompression gewährleistet und
schon die erste Halbierung des Ressourceneinsatzes eine deutliche negative Wirkung hat. Der
MTF-Ansatz wird wegen dieser Restriktionen als ungeeignet für einen Message-Kompressor
eingeschätzt und nicht weiter verfolgt.
Beim Wörterbuchansatz ist die Problematik aufgrund der Messageorientierung zwar ähnlich,
wiegt aber weniger schwer und ist mit weniger Zusatzaufwand zu lösen. Die Effektivität der
Speichernutzung verschlechtert sich nicht und ist angesichts der obigen Ausführungen kein
nennenswerter Nachteil gegenüber dem MTF-Ansatz mehr. Mit der deutlichen Vergrößerung
der Menge unikater Inhalte sinkt die Wahrscheinlichkeit für mehrfach vorhandene Werte. Das
einfache Durchschieben aller Worte wahrt implizit deren zeitliche Relation, sowohl innerhalb
jeder einzelnen Message als auch übergreifend. Im Gegensatz zum MTF ist keine aufwendige
Modifikation des Verschiebesystems erforderlich.
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3.5.2 Implementierung der Kompression und Dekompression von Messages
Den Ausgangspunkt für den Entwurf der Architektur des Message-Kompressors bildet der im
Abschnitt 3.4 beschriebene Bitsequenz-Kompressor. Die Wörterbuchbreite wird auf ein Byte
erweitert und es wird die Erkennung der Messagebytes ergänzt. Den als Pseudocode notierten
Algorithmus der Kompression zeigt die Abbildung 3–53. Zur Konfiguration des Kompressors
mittels Konstantendefinitionen sind in den ersten beiden Zeilen die Wörterbuchlänge und die
maximale Sequenzlänge definiert. Das Wörterbuch ist in diesem Beispiel 128 Einträge lang,
der Zähler ist 16 Bit breit. Das Wörterbuch wird in der Zeile drei und die Tag-Bits in der Zeile
vier definiert. In der Zeile fünf ist ein kleiner Puffer für Message-Fragmente definiert, dessen
Funktion noch erklärt wird. Vor dem Beginn der Kompression erfolgt die Initialisierung des
Wörterbuches, der Tag-Bits, des Puffers und der globalen Variablen in den Zeilen acht bis 15.
Die Kompression der Messagebytes erfolgt in der While-Schleife ab Zeile 17. In den Zeilen
18 bis 25 wird das Messagebyte im Wörterbuch gesucht. Die Tag-Bits werden entsprechend
geändert. Diese Suche erfolgt in sehr ähnlicher Weise wie im Kompressor für Bitsequenzen.
Die Bedingung zum Setzen der Tag-Bits im Anfangszustand der Sequenzerkennung ist mit
dem Detektionssignal für einen Message-Header vom Decoder konjunktiv verknüpft worden.
Der Decoder selbst ist nicht mit dargestellt sondern nur die beiden von diesem generierten
Signale für das erste und das letzte Byte einer Message. In den Zeilen 26 und 28 erfolgt die
Verschiebung des Wörterbuchinhaltes und das Eintakten des Messagebytes.
In der Zeile 29 erfolgt auf der Basis von minPos die Unterscheidung, ob in mindestens einer
Position die Suche erfolgreich war. Im Erfolgsfall wird der Zähler für die Länge der Message-
Sequenz in der Zeile 30 inkrementiert. Im Gegensatz zum Bitsequenz-Kompressor erfolgen
die weiteren Aktionen nur dann, wenn das Messagebyte das letzte Byte der aktuellen Message
ist und diese somit vollständig gefunden werden konnte. In den Zeilen 32 und 33 wird minPos
auf TagPos und Zähler auf MsgLen kopiert. In der Zeile 34 wird Zähler überwacht und beim
Erreichen oder Überschreiten des Maximums die Ausgabe der Sequenz-Message erzwungen.
Anschließend werden die globalen Variablen und die Tag-Bits rückgesetzt.
Wenn die Suche des Messagebytes im Wörterbuch erfolglos war, dann wird der Else-Pfad ab
Zeile 41 ausgeführt. In jedem Fall erfolgt eine Ausgabe mit anschließendem Rücksetzen der
globalen Variablen in den Zeilen 50 bis 52. Der Anfangszustand der Sequenzdetektion wird
damit wieder erreicht. Die Tag-Bits sind bereits infolge der erfolglosen Suche rückgesetzt. In
den Zeilen 42 bis 49 werden vier Szenarien für die Ausgabe unterschieden, davon eins für die
leere Sequenz. Im Puffer stehen die seit dem Sequenzstart eingetakteten Messagebytes.
Ist die Sequenz nicht leer, so wird in der Zeile 43 geprüft, ob die Sequenz-Message kürzer als
die Ausgabe der unkomprimierten Bytes ist. Im positiven Fall wird die Sequenz-Message in
der Zeile 44 ausgegeben. Wenn das Messagebyte kein Header ist, dann enthält der Puffer das
Fragment der aktuellen Message ab deren Anfang. Folglich wird diese Message in der Zeile
46 unkomprimiert ausgegeben. Im negativen Fall wird in der Zeile 48 der Pufferinhalt mit den
unkomprimierten Bytes ausgegeben. In allen Szenarien, auch dem der leeren Sequenz, wird in
der Zeile 49 das den Sequenzabbruch verursachende Messagebyte ausgegeben. Im Gegensatz
zum Bitsequenz-Kompressor kann wegen der verbleibenden 255 Möglichkeiten statt nur einer
keine implizite Signalisation erfolgen.
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Abbildung 3–53: Algorithmus der Kompression von Messages
 1: #define Max_Index   127
 2: #define Max_Zähler  (65536 - 16)
 3:
 4: BYTE Wörter[0..Max_Index]           // Speicher für Wörter / Message-Bytes
 5: BIT  TagBit[0..Max_Index]           // Speicher für Tag-Bits
 6: BYTE MsgBuf[0..15]                  // Puffer für potentielle Anfänge
 7:
 8: for (i = 0) to Max_Index            // Initialisierung der Speicherelemente
 9:    Wörter[i] = 0                    // Wörterbucheintrag löschen
10:    TagBit[i] = 0                    // Tag-Bits rücksetzen
11: for (i = 0) to 15                   // Initialisierung des Puffers
12:    MsgBuf[i] = 0                    // Eintrag löschen
13: TagPos = 0                          // aktuell niedrigste Tag-Position
14: Zähler = 0                          // aktuell erkannte Länge im Wörterbuch
15: MsgLen = 0                          // aktuelle Länge der Message-Sequenz
16:
17: while (Messagebyte)                 // Behandlung jedes neuen Messagebyte
18:    minPos = Max_Index + 1           // kleinste Match-Position
19:    for (i = Max_Index) downto 0     // alle Positionen durchsuchen
20:       if (Messagebyte == Wörter[i] und (TagBit[i] == 1 oder
21:             Zähler == 0 und MessageByte_ist_Header))
22:          minPos = i                 // kleinste Match-Position merken
23:          TagBit[i] = 1
24:       else
25:          TagBit[i] = 0
26:    for (i = Max_Index) downto 1     // Verschiebung im Wörterbuch
27:       Wörter[i] = Wörter[i-1]
28:    Wörter[0] = Messagebyte          // neues Messagebyte immer eintakten
29:    if (minPos <= Max_Index)         // wenn Messagebyte gefunden wurde
30:       Zähler++                      // Sequenzlänge inkrementieren
31:       if (MessageByte_ist_letztes_der_Message)
32:          TagPos = minPos            // niedrigste Position übernehmen
33:          MsgLen = Zähler            // Zählerstand übernehmen
34:          if (Zähler >= Max_Zähler)  // wenn maximale Sequenzlänge erreicht
35:             Ausgabe Sequenz-Message // erzwungene Ausgabe
36:             Zähler = 0              // Zähler rücksetzen
37:             MsgLen = 0              // Message-Länge rücksetzen
38:             TagPos = 0              // Message-Position rücksetzen
39:             for (i = 0) to Max_Index
40:                TagBit[i] = 0        // Tag-Bits rücksetzen
41:    else                             // wenn Sequenzabbruch
42:       if (Zähler > 0)               // wenn Sequenz nicht leer
43:          if (MsgLen > Byteanzahl_in_Sequenz_Message)
44:             Ausgabe Sequenz-Message // Sequenz-Message ist effektiv
45:             if (MessageByte_ist_kein_Header)
46:                Ausgabe Pufferinhalt // gefundenes Message-Fragment ausgeben
47:          else                       // Sequenz-Message ist nicht effektiv
48:             Ausgabe Pufferinhalt    // unkomprimierte Daten ausgeben
49:       Ausgabe Messagebyte           // Messagebyte immer als letztes
50:       Zähler = 0                    // Zähler rücksetzen
51:       MsgLen = 0                    // Message-Länge rücksetzen
52:       TagPos = 0                    // Message-Position rücksetzen
53:    if (MsgLen > Byteanzahl_in_Sequenz_Message und
54:          MessageByte_ist_letztes_der_Message oder minPos > Max_Index)
55:       for (i = 0) to 15             // Puffer löschen, sobald die Länge der
56:          MsgBuf[i] = 0              // Message-Sequenz groß genug ist
57:    else
58:       for (i = 15) downto 1         // Pufferinhalt verschieben
59:          MsgBuf[i] = MsgBuf[i-1]
60:       MsgBuf[0] = Messagebyte       // neues Messagebyte eintakten
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Ab der Zeile 53 erfolgt die Behandlung des Puffers. Wenn die Suche im Wörterbuch erfolglos
war, dann wird der Puffer in den Zeilen 55 und 56 gelöscht, da zuvor die Ausgabe der Inhalte
erfolgte. Bei erfolgreicher Suche erfolgt das Löschen genau dann, wenn die Sequenz-Message
weniger Bytes erfordert, als die Summe der Messagebytes in der Sequenz groß ist und dieses
Messagebyte das letzte Byte in der vollständig gefundenen Message ist. In diesem Fall konnte
der Inhalt des Puffers komplett komprimiert werden und wird nicht länger benötigt. Ist keine
dieser in den Zeilen 53 und 54 angegebenen Bedingungen zum Löschen erfüllt, dann wird in
den Zeilen 58 und 59 der Pufferinhalt um eine Position verschoben und das Messagebyte in
die Position null eingetaktet. Zur Wahrung der Übersichtlichkeit ist der Füllstandszähler des
Puffers nicht mit dargestellt. Dieses Eintakten erfolgt für jedes weitere Messagebyte, bis eine
der Bedingungen zum Löschen erneut erfüllt ist. Auf diese Weise wird immer das Fragment
im Puffer gehalten, bei dem zum aktuellen Zeitpunkt noch nicht entschieden werden kann, ob
es komprimiert oder unkomprimiert ausgegeben wird. Ein Fragment beginnt immer mit einem
Headerbyte und kann auch aus mehreren kurzen Messages bestehen.
Den als Pseudocode notierten Algorithmus der Dekompression zeigt die Abbildung 3–54. Die
erste Zeile ist identisch zum Kompressor. Die Zeile drei mit der Definition des Wörterbuches
ist identisch zur Zeile vier beim Kompressor. In den Zeilen fünf und sechs erfolgt analog zum
Kompressor die Initialisierung des Wörterbuches. In der While-Schleife ab Zeile acht erfolgt
die Behandlung der Messages. Wird in der Zeile neun eine Sequenz-Message detektiert, dann
erfolgt deren Dekompression in den Zeilen zehn bis 17. Zuerst wird das Wertepaar aus Länge
und Position aus der Message gelesen. Die Länge der Sequenz in Zähler bestimmt durch das
Dekrementieren in Zeile zwölf die Iterationszahl der While-Schleife ab Zeile elf. Der Wert in
TagPos bestimmt die Position im Wörterbuch, aus der in Zeile 13 das nächste Messagebyte
gelesen und in der Zeile 17 in die dekomprimierten Daten ausgegeben wird. In den Zeilen 14
und 15 wird der Inhalt des Wörterbuches um eine Position verschoben. In der Zeile 16 wird
das Messagebyte in die Position null wieder eingeschrieben. Wurde in der Zeile neun keine
Sequenz-Message detektiert, dann wird diese unkomprimierte Message in der Zeile 19 ohne
weitere Unterscheidungen in die dekomprimierten Daten ausgegeben.
Abbildung 3–54: Algorithmus der Dekompression von Sequenz-Messages
 1: #define Max_Index   127
 2:
 3: BYTE Wörter[0..Max_Index]           // Speicher für Wörter: Wörterbuch
 4:
 5: for (i = 0) to Max_Index            // Initialisierung der Speicherelemente
 6:    Wörter[i] = 0                    // Wörterbuch löschen
 7:
 8: while (Message)                     // Behandlung jeder neuen Message
 9:    if (Sequenz-Message)             // Dekompression der Sequenz-Message
10:       Lese Zähler und RegPos aus der Message
11:       while (Zähler)                // Sequenz im Wörterbuch rotieren
12:          Zähler--
13:          Messagebyte = Wörter[RegPos]
14:          for (i = Max_Index) downto 1
15:             Wörter[i] = Wörter[i-1]
16:          Wörter[0] = Messagebyte
17:          Ausgabe des Messagebyte in die dekomprimierten Daten
18:    else                             // jede andere Message durchschleifen
19:       Ausgabe der gesamten Message in die dekomprimierten Daten
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Die dekomprimierten Daten sind im Kontext des Message-Dekompressors solche, die von den
beiden Dekompressoren für Adressen und Bitsequenzen unmittelbar weiterverarbeitet werden
können. Insbesondere sind alle Sequenz-Messages dekomprimiert worden. Im Gesamtkontext
liegen die Daten an dieser Stelle weiterhin komprimiert im Messageformat vor. Die einzelnen
Messages müssen zur vollständigen Dekompression entsprechend ihrer Zugehörigkeit an die
Dekompressoren für Adressen und Bitsequenzen weitergeleitet werden. In deren Pseudocodes
in der Abbildung 3–21 auf der Seite 60 und in der Abbildung 3–38 auf der Seite 77 werden im
jeweiligen Entscheidungsbaum nur die zugehörigen Messages behandelt. Beide Pseudocodes
können mit ihren Entscheidungsbäumen zusammengeführt werden, so dass ein gemeinsamer
Dekompressor entsteht.
Analog zu den Kompressoren für Adressen und Bitsequenzen wird in der Abbildung 3–55 nur
für den Kompressor eine Prinzipschaltung für eine Implementierung in Hardware angegeben.
Die Prinzipschaltung des Kompressors für Bitsequenzen in der Abbildung 3–50 auf der Seite
88 bildet hier die Ausgangsbasis. Mit der Verbreiterung des Wörterbuches von Einzelbits auf
Bytes wurden die Flip-Flops in der linken Spalte auf acht Bit breite Register vergrößert. Alle
Vergleicher arbeiten ebenfalls auf der Ebene von Bytes. Ansonsten sind der Schaltungsteil für
die Tag-Bits und der Prioritätsdecoder identisch. Das Wörterbuch ist auch in diesem Beispiel
vier Einträge lang und der Längenzähler ist 16 Bit breit. Links oben sind die Eingangssignale
entsprechend der Abbildung 3–9 auf Seite 47 dargestellt. Das zusätzliche Signal "RST" dient
dem Rücksetzen des Zählers, des Decoders, aller Wörterbucheinträge, Tag-Bits und Register
sowie dem Löschen des Puffers und des FIFOs vor dem Aufzeichnungsbeginn. Die Freigabe
des Taktsignals "CLK" in Abhängigkeit davon, ob von einem vorgelagerten Kompressor eine
Übergabe eines Messagebytes auf "MSG" erfolgt, ist nicht mit dargestellt.
Für die Messageorientierung muss der vereinfachte Decoder integriert werden. Eine Sequenz
kann nur mit einem Header starten. Detektiert der Decoder einen Header, dann aktiviert dieser
den Ausgang "Header". Weiterhin muss das letzte Byte einer Sequenz immer auch das letzte
Byte einer Message sein. Der Decoder aktiviert den Ausgang "Letztes" bei der Detektion des
letzten Bytes in jeder Message. Bei den nur ein Byte langen Messages ist dieses Byte zugleich
Header und letztes Byte und es werden beide Ausgänge aktiviert. Der Decoder muss hier als
Mealy-Automat implementiert sein, da die Ausgänge bereits vor dem Taktsignal die korrekten
Signale führen müssen. Der Takteingang verhält sich vergleichbar zu einem Latch. Solange
der Nullpegel anliegt, beeinflusst das Messagebyte direkt die Ausgänge. Mit der steigenden
Taktflanke wird der nächste Zustand erreicht und die Ausgänge werden auf dem letzten Wert
gehalten. Nach der fallenden Flanke beeinflusst das Messagebyte die Ausgänge entsprechend
des neuen Zustandes.
Wenn im Anfangszustand der Sequenzerkennung alle Tag-Bits rückgesetzt sind, dann ist das
als Bedingung für das Setzen von Tag-Bits bei Gleichheit von Messagebyte und zugehörigem
Wörterbucheintrag nicht mehr ausreichend. Als zusätzliche konjunktiv verknüpfte Bedingung
muss der Decoder einen Header signalisieren. Wird im Anfangszustand ein Header in keinem
der Wörterbucheinträge gefunden, dann verbleibt die Sequenzerkennung mindestens bis zur
Detektion des nächsten Headers im Anfangszustand. Alle Tag-Bits sind ebenfalls mindestens
solange rückgesetzt. Der Header selbst und alle zur aktuellen Message gehörenden Folgebytes
werden direkt in den FIFO ausgegeben.
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Abbildung 3–55: Prinzipschaltung des Kompressors für Messages
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Der Prioritätsdecoder "LPRI/BIN" generiert auf "BIN" den Index der niedrigsten Position im
Wörterbuch, deren Tag-Bit im nächsten Takt gesetzt sein wird. Zudem wird ein Steuersignal
generiert, das aktiv ist, wenn im nächsten Takt mindestens ein Tag-Bit gesetzt sein wird. Bei
einem Sequenzabbruch aufgrund einer erfolglosen Suche im Wörterbuch ist es inaktiv. Das
ODER-Gatter unterhalb von "LPRI/BIN" verknüpft das Signal mit dem globalen "RST" und
mit dem von "MsgLen" erzeugten Signal für das Erreichen oder Überschreiten der maximalen
Sequenzlänge, bei der ein Sequenzabbruch erzwungen wird.
Mit einem aktiven Ausgangssignal signalisiert das ODER-Gatter einen Sequenzabbruch. Es
werden dann alle Tag-Bits unmittelbar zurückgesetzt. Am Zähler, an den Registern "MsgPos"
und "MsgLng" sowie am Puffer werden die Eingänge für das synchrone Rücksetzen aktiviert.
Mit dem Rücksetzen des Zählers im nächsten Takt ist dessen Signal "CT=0" wieder aktiv und
signalisiert damit den Anfangszustand der Sequenzerkennung. Das Wörterbuch wird niemals
rückgesetzt, außer beim globalen "RST". Bei einem Sequenzabbruch wird auch das Schreiben
in den FIFO freigegeben, so dass mit dem nächsten Takt das vom Multiplexer bereitgestellte
Paket von Messagebytes ausgegeben wird.
Ist der Ausgang des ODER-Gatters aufgrund einer erfolgreichen Sequenzerkennung inaktiv,
dann inkrementiert der Zähler mit jedem Messagebyte. Signalisiert der Decoder gleichzeitig
ein letztes Byte, dann sind die Register "MsgPos" und "MsgLng" zum Schreiben freigegeben,
so dass mit dem nächsten Takt die folgenden Aktionen ausgeführt werden:
- Übernahme der Sequenzlänge+1 aus "CTR16" in das Register "MsgLng"
- Übernahme der Position aus "BIN" von "LPRI/BIN" in das Register "MsgPos"
Da das Schreiben in "MsgLng" und das Inkrementieren des Zählers im selben Takt erfolgen,
ist der Zählerstand beim Übernahmetakt um dieses eine letzte Byte der aktuellen Message zu
klein. Deshalb übergibt der Zähler mit dem um eins erhöhten Zählerstand bereits die korrekte
Sequenzlänge an "MsgLng". Mit dem Ende von jeder Message werden folglich aktualisierte
Werte in die beiden Message-Register eingetragen. Aus diesen erzeugt der Sequenz-Message-
Encoder die entsprechende Sequenz-Message mit mindestens drei Byte Länge. Die zu diesem
Zeitpunkt erreichte Sequenzlänge wird in keinem Fall mehr kleiner. Wenn die nachfolgende
Message nicht vollständig in der Sequenz abgebildet werden kann, dann bleiben beide Werte
unverändert. Andernfalls werden die dann erneut aktualisierten Werte in die beiden Message-
Register geschrieben.
In beiden Message-Registern sind Komparatoren integriert, aus deren Vergleichssignalen das
UND-ODER-Gatter ermittelt, ob die Kompression mit einem Faktor größer als Eins erfolgt
oder ob eine unkomprimierte Ausgabe effektiver ist. Nur bei Sequenzlängen kleiner als sechs,
die sich immer in einem Längenbyte ausgeben lassen, kann der letztgenannte Fall eintreten.
Wenn die Position in einem Byte abbildbar ist, dann ist die Sequenz-Message drei Byte lang,
so dass deren Ausgabe ab einer Sequenzlänge größer als drei effektiver ist. Entsprechend ist
bei zwei Positionsbytes eine Länge von größer als vier erforderlich. In diesem Beispiel mit
nur vier Wörterbucheinträgen ist die maximale Position gleich drei und somit immer in einem
Byte abbildbar. Folglich entfallen beide Vergleicher in "MsgPos", die Vergleicher "L>4" und
"L>5" in "MsgLen" und das Gatter. Das Signal "L>3" ersetzt unmittelbar das Ausgangssignal
des Gatters.
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Wenn eine erfolgreiche Sequenzerkennung begonnen werden konnte, also mindestens der die
Sequenz startende Header im Wörterbuch gefunden wurde, dann sind für die Beendigung der
Sequenz mehrere Varianten möglich, die jeweils eine gesonderte Behandlung erfordern. Der
kritischste Fall ist die Beendigung durch ein Byte, das kein Header ist. Das gilt auch für das
letzte Byte der Message. Das Sequenzende liegt dann innerhalb der Message. Deren Header
und eventuelle Folgebytes zwischen dem Header und dem verursachenden Byte sind bereits
temporär in der Sequenz abgebildet und müssen unkomprimiert ausgegeben werden. Folglich
müssen diese Bytes parallel zur Sequenzerkennung in den Puffer gesichert werden.
Der Puffer wird immer dann gelöscht, wenn das letzte Byte einer Message und demzufolge
die gesamte Message endgültig in der Sequenz abgebildet werden konnte und gleichzeitig die
Mindestlänge für eine komprimierte Ausgabe als Sequenz-Message erreicht ist. Andernfalls
bleibt der Pufferinhalt erhalten. Jede nachfolgende Message wird bis zu der Entscheidung, ob
auch diese vollständig in der Sequenz abgebildet werden kann, erneut im Puffer gesichert.
Die Anzahl der gleichzeitig im Puffer gesicherten Bytes ist höchstens gleich der Summe aus
der Mindestsequenzlänge für eine komprimierte Ausgabe und der längsten Message, die von
den vorgelagerten Kompressoren ausgegeben werden kann. Bei maximal drei Positionsbytes
kann der Kompressor für Messages bis zu 221 Einträge haben. Die Mindestlänge der Sequenz
für eine komprimierte Ausgabe muss dann fünf Byte überschreiten. Bis zu einem Füllstand
von fünf Bytes ist es noch nicht entscheidbar, ob die Ausgabe komprimiert erfolgen kann und
der Puffer folglich gelöscht werden kann. Im kritischsten Fall kann nach diesen fünf Bytes die
längste mögliche Message auftreten. Das ist hier die sieben Byte lange Bitstrom-Message von
einem Kompressor für Bitsequenzen mit bis zu 226 Einträgen und einem bis zu 18 Bit breiten
Längenzähler. Wenn keines der Bytes dieser Message einen Sequenzabbruch verursacht, dann
steht erst beim letzten Byte fest, ob der Puffer ausgegeben werden muss oder gelöscht werden
kann. Der Füllstand beträgt elf Byte, so dass eine Bemessung mit 16 Byte ausreichend ist.
In Abhängigkeit der Szenarien für einen Sequenzabbruch existieren insgesamt vier Varianten
für die Ausgaben in den FIFO. Ein Zählerstand von null zeigt an, dass keine Sequenz gestartet
werden konnte. In diesem Fall ist einer der mit dem Messagebyte beschalteten Eingänge vier
bis sieben des Multiplexers ausgewählt und das Messagebyte wird unmittelbar ausgegeben.
Wenn der Zählerstand größer als null ist, dann sind noch drei Varianten möglich. Wenn die
Ausgabe der Sequenz-Message uneffektiv ist, dann ist einer der Eingänge null oder eins des
Multiplexers ausgewählt. Die erfolgreich in der Sequenz abgebildeten Bytes und das aktuelle
Messagebyte werden dann unkomprimiert ausgegeben. Entsprechend werden der Pufferinhalt
mit der zu diesem Zeitpunkt gespeicherten Byteanzahl und das Messagebyte konkateniert und
in die beiden Eingänge eingespeist.
Bei den beiden übrigen Varianten ist die komprimierte Ausgabe effektiver und es wird zuerst
die Sequenz-Message ausgegeben. Wenn ein Header den Abbruch verursacht, dann sind alle
Bytes vor diesem Header vollständig in der Sequenz abgebildet. Ausgewählt ist der Eingang
drei des Multiplexers. Nach der Sequenz-Message wird nur das Messagebyte ausgegeben. Ist
das den Abbruch verursachende Byte kein Header, dann ist der Eingang zwei ausgewählt und
nach der Sequenz-Message wird zuerst das im Puffer stehende Fragment der nicht vollständig
gefundenen Message und erst danach das Messagebyte ausgegeben.
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3.5.3 Messages für das Gesamtsystem mit Kompression von Messagesequenzen
Die Abbildung 3–56 zeigt die Sequenz-Message zur Ausgabe von Länge "ML" und Position
"MP" der detektierten Sequenzen. Für eine Übertragung beider Werte in einer nur zwei Byte
langen Minimalversion analog zur Bitstrom-Message sind nicht mehr genügend Headercodes
frei. Die Sequenz-Message ist somit immer mindestens drei Byte lang.
Für ausgeführte Sprungbefehle sind die Adressen, an denen die Verzweigungen erfolgen, aus
dem Binärcode bekannt. Auf eine Zählung der unbedingt ausgeführten sequentiellen Befehle
kann deshalb verzichtet werden. Bei asynchronen Verzweigungen ist zur Rekonstruktion der
Verzweigungsadresse die Anzahl der seit der letzten Message ausgeführten unbedingten und
zumeist sequentiellen Befehle erforderlich. Die Übertragung der Anzahl benötigt weniger Bits
als die Übertragung der Adresse des Befehls vor der Verzweigung.
Neben der Verzweigungsadresse muss auch die Zieladresse einer asynchronen Verzweigung
rekonstruiert werden. Unter dem Begriff "Exception" sind hier alle Ereignisse subsumiert, die
zu asynchronen Verzweigungen führen. Das schließt insbesondere auch sonst als "Interrupt"
bezeichnete ein. Tritt ein solches Ereignis ein, so wird auf eine Adresse verzweigt, die in einer
Vektortabelle hinterlegt ist. Das konkrete Verhalten ist vom Prozessor abhängig. Unter der für
den Instruktionstrace nötigen Voraussetzung, dass sich der Binärcode nicht selbst modifiziert,
sind die Vektoren aus dem Binärcode bekannt und es genügt die Signalisation des Ereignisses
selbst. Da Vektoren meist deutlich kürzer als Adressen sind, ist deren Übertragung effektiver.
Die Abbildung 3–57 zeigt das Format der Exception-Message. Da diese relativ selten auftritt,
hat sie einen konstanten Header. Im Byte zwei werden die LSB des Vektors "V" übertragen.
Der Vektor kann durch die Adresse ersetzt werden, falls dies effektiver ist. Danach erfolgt die
Übertragung des Zählers "C" für die unbedingten Befehle. Führende Nullen werden für beide
Werte unterdrückt und Folgebytes mit "FB" angezeigt. Wie bei indirekten Sprüngen erfolgt
auch hier die zwangsweise Ausgabe der Bitsequenz unmittelbar vor der Exception-Message.
Das ist zur Rekonstruktion der Unterbrechungsposition unverzichtbar.
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 1 1 1 0
Byte 2 FB ... ML-05 ML-04 ML-03 ML-02 ML-01 ML-00
Byte n FB ... MP-05 MP-04 MP-03 MP-02 MP-01 MP-00
Abbildung 3–56: Format der Sequenz-Message
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 1 0 1 1
Byte 2 FB ... V-05 V-04 V-03 V-02 V-01 V-00
Byte n FB ... C-05 C-04 C-03 C-02 C-01 C-00
Abbildung 3–57: Format der Exception-Message
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Häufig ist nicht die Verzweigung selbst das für die Rekonstruktion kritische Ereignis, sondern
der in den meisten Fällen auf einem speziellen Befehl wie "RETI" basierende Rücksprung aus
dem als "Exception-Handler" oder "Interrupt-Service-Routine" bezeichneten Programmcode.
Die Zieladresse des Rücksprunges wird üblicherweise zum Zeitpunkt der Verzweigung auf
dem Stack oder in einem dedizierten Register gespeichert und kann folglich bis zur Rückkehr
verändert worden sein. Die Zieladresse weicht dann von der Folgeadresse des letzten vor der
Verzweigung ausgeführten Befehls ab und ist nicht aus der Exception-Message ableitbar. Die
Ausgabe der Rücksprungadressen "R" bei der Ausführung von Befehlen wie "RETI" erfolgt
daher mit der Return-from-Exception-Message, die in der Abbildung 3–58 gezeigt ist. Da die
Adresse vom Stack oder aus einem Register gelesen wird, ist der Rücksprung ein indirekter
Sprung und könnte in gleicher Weise wie die anderen indirekten Sprünge im Kompressor für
Adressen behandelt und mit MTF-Messages signalisiert werden. Da die Verzweigungspunkte
praktisch beliebig sind, ist die Wahrscheinlichkeit jedoch sehr gering, dass mehrmals an der
gleichen Adresse unterbrochen wird. Es würden unnötig Adressen aus dem MTF-1 verdrängt
werden und bei deren Neueintragung zusätzliche MTF-1-Miss-Messages generieren.
Die Kompressoren sind in der Lage, die Tracedaten in der Geschwindigkeit zu komprimieren,
in der sie anfallen. Die Ausgabe der Messages erfolgt auf einen Port oder in einen Speicher.
Ist deren Bandbreite kleiner als das Datenaufkommen, so muss mit FIFOs gepuffert werden.
Diese können ihren maximalen Füllstand erreichen und können dann keine weiteren Messages
mehr aufnehmen. In diesem Fall gehen die nachfolgenden Tracedaten verloren, die bis dahin
aufgezeichneten bleiben jedoch erhalten und werden in keinem Fall überschrieben. Mit der in
der Abbildung 3–59 gezeigten Memory-full-Message wird dieser Fall signalisiert. Der FIFO
muss dieses eine Messagebyte noch aufnehmen können. Ab diesem Zeitpunkt erfolgen keine
Schreiboperationen in die Speicher der Kompressoren mehr. Dadurch bleiben deren Inhalte
konsistent zum letzten Zustand, der auch in den Dekompressoren bekannt ist. Insbesondere ist
kein Synchronisieren oder erneutes Initialisieren der Kompressoren bei Wiederaufnahme der
Aufzeichnung erforderlich. Das Anhalten und Freigeben der Kompressoren erfolgt mittels des
in der Abbildung 3–9 auf der Seite 47 gezeigten Signals "Trace-Enable". Dessen Generierung
ist kein Gegenstand der vorliegenden Arbeit. Zu entscheiden ist, ob die Wiederaufnahme nach
einem vollen FIFO automatisch erfolgen soll und wieviel frei gewordene Kapazität der FIFO
dafür signalisieren muss. Wenn eine Trace-Qualification im System vorhanden ist, dann muss
diese ebenfalls in das Signal "Trace-Enable" einbezogen werden.
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 1 0 1 0
Byte 2 FB ... R-05 R-04 R-03 R-02 R-01 R-00
Abbildung 3–58: Format der Return-from-Exception-Message
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 1 0 0 0
Abbildung 3–59: Format der Memory-full-Message
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Zur Signalisation der Initialisierung aller Speicherelemente aller Kompressoren ist eine extra
Message erforderlich, um die Dekompressoren in identischer Weise zu initialisieren. Da diese
Message gleichzeitig die Synchronisation des Datenstromes der Messagebytes realisieren soll,
muss sie eindeutig identifizierbar sein. Es ist ausgeschlossen, dass dieselbe Adresse mehrmals
unmittelbar nacheinander einen MTF-1-Miss verursacht. Identische MTF-1-Miss-Messages
können also nicht als Folge auftreten. Um eine solche Folge als Synchronisations-Message zu
verwenden und eine unkomplizierte Erkennung zu ermöglichen, muss der Inhalt des einzigen
Adressbytes gleich dem Message-Header sein. Das "FB" muss ebenfalls null sein. Wie in der
Abbildung 3–60 gezeigt, wird eine Folge von sieben gleichen Bytes übertragen. Damit wird
das Erkennen des Synchronisationszustandes sichergestellt, so dass das achte Byte nicht als
MTF-2-Hit-Message interpretiert wird und diesen Zustand beendet. Das nachfolgende Byte
enthält den ersten gültigen Message-Header.
Durch die Kennzeichnung des Instruktionstrace mit der Kombination "00" in den MSB aller
Header sind nur noch zwei Headercodes für den Instruktionstrace frei. Um ausreichend Raum
für Erweiterungen zu haben, existiert die in der Abbildung 3–61 gezeigte Subheader-Message.
Als erster Wert wird der Subheader "SH" übertragen, der die Struktur der sich anschließenden
Daten bestimmt. Somit können beliebige weitere Messages definiert werden. Kanditaten dafür
sind zum Beispiel zyklische oder von Ereignissen getriggerte Ausgaben von Zeitstempeln, die
Signalisation der Core-ID in Multi-Core-Systemen oder die Ausgabe der Trigger, die von der
Relevanzfilterung erzeugt worden sind.
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 1 1 1 1
Byte 2 0 0 1 1 1 1 1 1
Byte 3 0 0 1 1 1 1 1 1
Byte 4 0 0 1 1 1 1 1 1
Byte 5 0 0 1 1 1 1 1 1
Byte 6 0 0 1 1 1 1 1 1
Byte 7 0 0 1 1 1 1 1 1
Byte 8 0 0 0 0 0 0 0 0
Abbildung 3–60: Format der Synchronisations-Message
Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Byte 1 0 0 1 1 1 1 0 1
Byte 2 FB ... SH-05 SH-04 SH-03 SH-02 SH-01 SH-00
Byte n * * * * * * * *
Abbildung 3–61: Format der Subheader-Message
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3.5.4 Kombination mit Nexus und ETM
Die regulären Strukturen der Messageformate der ETM und von Nexus wurden teilweise zum
Ausgangspunkt für das hier entworfene und implementierte Messageformat genommen. Die
beiden Kompressoren für Adressen und Bitsequenzen liefern zusammen einen vollständigen
Instruktionstrace, der mit dem optionalen Kompressor für Message zusätzlich komprimiert
werden kann. Ebenfalls einen vollständigen Instruktionstrace liefern die ETM und Nexus im
History-Mode. Das motiviert die Untersuchung, ob deren Messageformate ebenfalls mit dem
Kompressor für Messages verarbeitet werden können.
Eine Message in Nexus beginnt grundsätzlich mit einem als TCODE bezeichneten Header. Es
ist eine große Anzahl von TCODEs für eine Definition durch den Anwender frei, so dass die
Kompatibilität mit der Festlegung eines Headers für die Sequenz-Message hergestellt ist. Der
reduzierte Message-Decoder im Kompressor und Dekompressor ist auf die Nexus-Messages
anzupassen, so dass das erste und das letzte Byte jeder Message zuverlässig detektiert werden.
Die erzielten Kompressionen werden im Abschnitt 4.6 bewertet.
Die Anpassung der ETM gestaltet sich nur unwesentlich schwieriger. Das Messageformat der
ETM ist effektiver als das von Nexus. Die Anzahl freier Headercodes ist deutlich kleiner und
diese sind seitens ARM zudem meist als "reserviert" gekennzeichnet. Eine Möglichkeit ohne
die Nutzung einer reservierten Kombination ist der in der Abbildung 3–28 auf der Seite 66
dargestellte Format-1-P-Header in der Belegung mit null Instruktionen in beiden Zählern, so
dass sich das Bitmuster "1 0 0000 00" ergibt. Auch hier ist der reduzierte Message-Decoder
im Kompressor und im Dekompressor auf alle vorkommenden ETM-Messages anzupassen.
Die erzielten Kompressionen werden ebenfalls im Abschnitt 4.6 bewertet.
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In den ersten beiden Abschnitten dieses Kapitels werden die Kompressoren für Adressen und
Bitsequenzen einzeln und im dritten Abschnitt in deren Kombination bewertet. Die Rohdaten
Ngesamt aus (2.1) auf Seite 31 werden für die getrennte Bewertung mit (4.1) und (4.2) auf dem
abgeschätzten Ausgabevolumen basierend aufgeteilt. Ausgeführte indirekte Sprünge werden
mit der Adressbreite von 32 Bit und bedingt ausgeführte Befehle mit einem Bit bemessen. Die
Kompressionsfaktoren berechnen sich mit (4.3) und (4.4) aus den anteiligen Rohdaten R und
den jeweils ausgegebenen Messagebytes M. Der Kompressor für Messages wird im vierten
und die in der Abbildung 4–1 dargestellte Kombination aller drei Kompressoren im fünften
Abschnitt bewertet. Die in der Abbildung 4–2 gezeigten Kombinationen des Kompressors für
Messages mit Nexus und der ETM werden im sechsten Abschnitt beurteilt. Der quantitative
Vergleich der neu entwickelten Architektur in den verschiedenen Konfigurationen mit den

































Decodierung der ausgeführten Instruktionen







Kompressor für Messages  (optional)
Abbildung 4–1: Zusammenwirken der Kompressoren
Nexus History Embedded Trace Macrocell (ETM)
Kompressor für Messages Kompressor für Messages
Abbildung 4–2: Kombination von Nexus und ETM mit dem Kompressor für Messages
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4.1 Bewertung des Kompressors für Adressen
Ausgehend von (4.3) sind in der Abbildung 4–3 die mit dem Kompressor für Adressen in der
Maximalkonfiguration mit jeweils 64 Einträgen in den beiden Move-to-Front-Stufen erzielten
Kompressionsfaktoren dargestellt. Für die Mehrzahl der Benchmarks ist die Abhängigkeit des
Kompressionsfaktors von Prozessor und Befehlssatzarchitektur sowie vom Vorhandensein der
FPU klein. Der Einfluss der Compileroptimierung ist für einige Benchmarks relativ groß. Für
jedes Benchmark sind die Optimierungen "None", "Size" und "Speed" in dieser Reihenfolge
dargestellt. Die Lücken zeigen die Benchmarks ohne ausgeführte indirekte Sprünge an.
Mit dem Anteil unbedingter und zumeist sequentieller Befehle steigt der Kompressionsfaktor
auch unabhängig von der Architektur des Kompressors, da diese Befehle die Rohdatenmenge
erhöhen, aber keine Ausgabedaten erzeugen. Die unmittelbare Adresskompression berechnet





KF ⋅= 4_ (4.5)
Abbildung 4–3: Kompressionsfaktoren des Kompressors für Adressen
Abbildung 4–4: Unmittelbare Adresskompression des Kompressors für Adressen
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Jeder indirekte Sprung generiert eine 32 Bit breite Adresse an Rohdaten. Insbesondere bei den
Benchmarks mit einer großen Anzahl indirekter Sprünge werden diese fast vollständig auf die
nur ein Byte große HT2-Hit-Message abgebildet, so dass sich die Adresskompression von 4,0
ergibt. Nur in wenigen Fällen ist die HT2-Hit-Messages zwei Byte lang. Die Häufigkeiten der
HT1-Miss-Messages sind sehr klein, so dass deren Einfluss gering ist. Der Cortex-M0 ist hier
der einzige Prozessor ohne bedingte sequentielle Befehle, so dass die Sprungdichte und damit
das darin liegende Kompressionspotential größer ist.
Den Vergleich der Kompressionsfaktoren zwischen den existierenden Architekturen und dem
Kompressor für Adressen zeigt die Abbildung 4–5. Zugrunde gelegt wurde dabei die anteilige
Rohdatenmenge aus (4.1). Bei Nexus und der ETM sind die Kompressionsfaktoren ebenfalls
mit (4.3) auf der Basis der jeweils den Adressausgaben zuordenbaren Ausgabebytes berechnet
worden. Für den Wörterbuchansatz und das DMTF ist dies so nicht direkt möglich, weil diese
Kompressoren aufgrund des unvollständigen Instruktionstrace keinen Anteil für Bitsequenzen
haben. Deshalb sind deren in der Abbildung 2–8 auf Seite 35 gezeigten Kompressionsfaktoren






Bei Nexus und der ETM liegt die anteilige mittlere Kompression der Adressen nahezu um den
Faktor zwei respektive drei über der gesamten. Die Minima sind etwa doppelt so groß. Beide
Architekturen arbeiten mit ähnlichen XOR-Kompressionen. Eine Sequenzerkennung ist nicht
möglich. Der Kompressor für Adressen arbeitet wegen der Wahrung der zeitlichen Relationen
ebenfalls ohne eine Ausnutzung von Sequenzen, erreicht aber trotzdem eine erheblich bessere
mittlere Kompression und insbesondere auch ein deutlich größeres Minimum.
Abbildung 4–5: Vergleich der Kompressionsfaktoren für den Adressanteil der existierenden
Lösungen mit dem Kompressor für Adressen
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Beim Wörterbuchansatz und dem DMTF liegen sowohl die mittleren Kompressionsfaktoren
als auch die Minima unter den Werten der anderen Architekturen, obwohl nur bei diesen auch
Sequenzen in den Adressen komprimiert werden und folglich deutlich höhere Kompressionen
zu erwarten wären. Die Ursache für die vergleichsweise kleinen Werte liegt im Einbezug der
Adressen direkter Sprünge, die in allen anderen betrachteten Architekturen auf Bitsequenzen
abgebildet werden. Zur Bewertung der unmittelbaren Adresskompression und zum direkten
Vergleich der für den Kompressor für Adressen mit (4.5) berechneten Kompression sind auch
die existierenden Architekturen entsprechend untersucht worden. Für Nexus und für die ETM
berechnen sich die Kompressionen in identischer Weise. Beim Wörterbuchansatz bilden alle
ausgeführten Sprünge die Rohdatenbasis. Die unmittelbare Adresskompression berechnet sich















Der Vergleich der unmittelbaren Adresskompression ist in der Abbildung 4–6 dargestellt. Es
zeigt sich die signifikante Überlegenheit der Sequenzausnutzung beim Wörterbuchansatz und
beim DMTF. Der Kompressor für Adressen und die ETM benötigen im Idealfall pro Adresse
nur ein Byte bei der Ausgabe. Daraus ergibt sich die Obergrenze von 4,0. Mit 3,9 erreicht der
Kompressor für Adressen selbst im Mittel nahezu dieses Maximum. Das Minimum von 1,8 ist
erheblich besser als die von Nexus und der ETM erreichten Werte. Eine anteilige Betrachtung
des Aufwandes kann nicht erfolgen, da bei Nexus und der ETM keine Zuordnung möglich ist
und beim Wörterbuchansatz und beim DMTF nur die Adresskompression existiert.
Abbildung 4–6: Vergleich der unmittelbaren Adresskompression existierender Lösungen mit
dem Kompressor für Adressen
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4.2 Bewertung des Kompressors für Bitsequenzen
Der Kompressor für Bitsequenzen ist mittels der Schieberegisterlänge theoretisch unbegrenzt
skalierbar. Untersucht worden ist der Bereich von zwei Bit bis 1 MBit. In der Abbildung 4–7
sind die mit (4.4) berechneten Kompressionsfaktoren gegenübergestellt. Mit "L" bezeichnet
sind die Längen des Schieberegisters. Zum unmittelbaren Vergleich sind Nexus und die ETM
ebenfalls dargestellt. Der Wörterbuchansatz und das DMTF sind nicht einbezogen, weil diese
weder bedinge Befehle noch Bitsequenzen unterstützen. Außer bei der ETM ist im Vergleich
zu den Adressen eine deutlich größere Streuung des Kompressionsfaktors erkennbar.
Bereits in der Minimalkonfiguration werden die mittleren Kompressionsfaktoren von Nexus
und der ETM erreicht oder übertroffen. Die Minima konnten erheblich gesteigert werden. Im
Gegensatz zum Median ist jedoch kein Wachstum der Minima mit der Schieberegisterlänge
erkennbar. Schlechter zu komprimierende Benchmarks haben nur sehr kurze Bitsequenzen, so
dass deren Kompressionspotential klein ist. Oberhalb von 8 K Einträgen im Schieberegister
ist die Zunahme der mittleren Kompression nur noch gering und bei 32 K Einträgen ist die
Sättigung erreicht. Zur Adresskompression vergleichbare Werte werden bei Längen von 128
bis 256 erreicht. Nur einzelne und damit nicht repräsentative Benchmarks haben sehr lange
und sich wiederholende Bitsequenzen, die in außerordentlich großen Kompressionsfaktoren
resultieren. Zusätzlich wirkt auch hier der bereits beim Kompressor für Adressen erörterte
steigernde Einfluss der unbedingten Befehle.
Abbildung 4–7: Vergleich der Kompressionsfaktoren des Kompressors für Bitsequenzen in
verschiedenen Konfigurationen mit Nexus und der ETM
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Zur Bestimmung der unmittelbaren Kompression von Ausführungsbits in Bitsequenzen wird
die Rohdatenbasis auf die Menge aller bedingt ausgeführten Befehle reduziert, die jeweils ein
Ausführungsbit generieren. Die Abbildung 4–8 zeigt den Vergleich der mit (4.9) berechneten










Bereits mit einem nur acht Bit langen Schieberegister werden die Werte von Nexus und der
ETM übertroffen. Die Minima sind auch hier signifikant größer und ebenfalls unabhängig von
der Schieberegisterlänge. Die Streuungen sind gegenüber dem Kompressionsfaktor etwa zwei
Zehnerpotenzen geringer. Oberhalb von 8 K Einträgen im Schieberegister sind Zuwächse nur
noch bei sehr wenigen Benchmarks feststellbar.
Bei einer unmittelbaren Kompression von 3,85 werden 30,8 bedingt ausgeführte Befehle und
damit Ausführungsbits auf ein Messagebyte abgebildet. Die Minima von 0,125 entsprechen
dem theoretischen Minimum von einem Ausführungsbit pro Messagebyte. Diese werden von
Benchmarks verursacht, bei denen zwischen je zwei ausgeführten indirekten Sprüngen nur ein
Ausführungsbit generiert wird, so dass keine Kompression von Sequenzen erfolgen kann. An
dieser Stelle zeigt sich die nachteilige Seite der zugunsten der Robustheit und Wahrung der
zeitlichen Relationen getroffenen Entwurfsentscheidung, Bitsequenzen an den ausgeführten
indirekten Sprüngen zu beenden und auszugeben.
Abbildung 4–8: Vergleich der unmittelbaren Kompression von Ausführungsbits existierender
Lösungen mit dem Kompressor für Bitsequenzen
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Die Unterschiede zwischen den untersuchten Prozessoren und damit Befehlssatzarchitekturen
sind aus der Abbildung 4–9 erkennbar. Auf die Darstellung der fünf größten Konfigurationen
ist verzichtet worden. Ebenfalls ablesbar ist die Abhängigkeit der unmittelbaren Kompression
vom Vorhandensein einer FPU. Der Cortex-M0 ist hierbei der einzige Prozessor mit Thumb-
Befehlssatz, bei dem die Bitsequenzen ausschließlich für bedingte Sprünge genutzt werden.
Zudem ist keine FPU vorhanden. Es werden hier die geringsten unmittelbaren Kompressionen
erzielt und die Sättigung tritt bereits bei der Schieberegisterlänge von 2 K ein.
Beim Cortex-M4 mit dem leistungsfähigeren Thumb2-Befehlssatz werden mit Ausnahme der
sehr kurzen Schieberegister deutlich höhere Kompressionen als beim Cortex-M0 erreicht. Für
den Cortex-M4F mit zusätzlicher FPU liegen sie noch höher. Die Kompression des Cortex-A5
mit ARM-Befehlssatz und ohne NEON-Einheit ist ähnlich zum Cortex-M0. Der Einfluss der
NEON-Einheit des Cortex-A5N ist besonders signifikant. Noch etwas bessere Werte werden
beim Cortex-R4F mit ARM-Befehlssatz und FPU erreicht. Für große Schieberegisterlängen
wird beim Cortex-R7F, ebenfalls mit FPU und ARM-Befehlssatz, die höchste unmittelbare
Kompression erzielt.
Abbildung 4–9: Unmittelbare Kompression von Ausführungsbits durch den Kompressor für
Bitsequenzen für alle untersuchten Prozessoren
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4.3 Kombination der Kompressoren für Adressen und Bitsequenzen
Entsprechend dem anfangs festgelegten Entwurfskriterium arbeiten die beiden Kompressoren
für Adressen und Bitsequenzen weitgehend unabhängig voneinander. Erst ihre Kombination
ermöglicht einen vollständigen Instruktionstrace. Die Ausnutzung von Sequenzen in Adressen
sowie von sich wiederholenden Folgen von Adressen und Bitsequenzen ist damit noch nicht
möglich, so dass unausgeschöpftes Kompressionspotential bestehen bleibt. Den Vergleich der
mittels (2.1) berechneten Kompressionsfaktoren mit den existierenden Architekturen zeigt die
Abbildung 4–10. Die Schieberegisterlänge ist mit "L" bezeichnet. Bei der Länge von 64 K ist
die Sättigung erreicht, so dass die größeren Längen nicht dargestellt worden sind.
Bereits in der Minimalkonfiguration "L-2" liegen sowohl die minimalen als auch die mittleren
Kompressionsfaktoren über denen von Nexus und der ETM. Um das DMTF zu übertreffen,
ist mindestens eine Länge von 128 notwendig, wobei die Minima nicht erreicht werden. Um
den Wörterbuchansatz in den drei untersuchten Konfigurationen zu übertreffen, sind Längen
von acht, 256 und 2 K erforderlich.
Abbildung 4–10: Vergleich der Kompressionsfaktoren der existierenden Lösungen mit der
Kombination der Kompressoren für Adressen und Bitsequenzen
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Zur Bestimmung der unmittelbaren Kompressionen werden als jeweilige Rohdatenmenge nur
noch die tatsächlich einbezogenen Informationsbits angesetzt. Für Nexus und die ETM sowie
für die neue Architektur berechnen sich die unmittelbaren Kompressionen mit (4.10), für den
Wörterbuchansatz mit (4.11) und für das DMTF mit (4.12). Den Vergleich der unmittelbaren
Kompressionen zeigt die Abbildung 4–11, wobei die Längen oberhalb von 64 K aufgrund der


























Abbildung 4–11: Vergleich der unmittelbaren Kompression der existierenden Lösungen mit
der Kombination der Kompressoren für Adressen und Bitsequenzen
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In der wenig aufwendigen Konfiguration "L-32" wird die Sättigung bezüglich des Minimums
von 0,48 erreicht. Dieser Wert übertrifft alle existierenden Lösungen und entspricht fast vier
Informationsbits pro Messagebyte. Ab einer Schieberegisterlänge von 256 werden auch die
mittleren Kompressionen aller existierenden Lösungen übertroffen. Oberhalb einer Länge von
8 K ist die Zunahme der unmittelbaren Kompression nur noch gering und bei einer Länge von
32 K ist die Sättigung erreicht. Die Streuungen liegen insgesamt etwas unterhalb von denen
des Kompressors für Bitsequenzen.
Die Abbildung 4–12 zeigt die Unterschiede zwischen den untersuchten Prozessoren und damit
Befehlssatzarchitekturen sowie den Einfluss einer FPU. Auf die Darstellung der fünf größten
Konfigurationen ist wiederum verzichtet worden. Die grundsätzlichen Abhängigkeiten sind
vergleichbar mit denen des Kompressors für Bitsequenzen aus der Abbildung 4–9. Es zeigt
sich jedoch ein ausgeglicheneres Verhalten, insbesondere für die kleineren Kompressionen
bei kürzeren Schieberegisterlängen. Die Abstände des Cortex-M0 und des Cortex-A5 zu den
anderen Prozessoren sind deutlich kleiner, aber trotzdem noch signifikant. Ausgleichend wirkt
hier der Kompressor für Adressen.
Abbildung 4–12: Unmittelbare Kompression durch die Kombination der Kompressoren für
Adressen und Bitsequenzen für alle untersuchten Prozessoren
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4.4 Bewertung des Kompressors für Messages
Die Ausnutzung des noch unausgeschöpften Kompressionspotentials in sich wiederholenden
Abfolgen von Adressen und Bitsequenzen ist die Aufgabe des Kompressors für Messages. Im
Kompressor für Adressen ist durch die Abbildung von Adressen auf die mit einem Anteil von
93,7 % dominierenden MTF-2-Index-null-Hit-Ereignisse bereits eine Vorerkennung geleistet.
In der Abbildung 4–13 ist der mit (4.13) berechnete Kompressionsfaktor des Kompressors für
Messages dargestellt, wenn dieser den beiden Kompressoren für Adressen und Bitsequenzen
nachgeschaltet ist. Die unmittelbare Kompression ist identisch zu diesem, da es im Gegensatz
zu den anderen Kompressoren keine Eingangsdaten gibt, die nicht einbezogenen werden. Auf









Für große Schieberegisterlängen ab 8 K liegt das unausgeschöpfte Kompressionspotential nur
bei etwa 20 %. Für dessen Ausnutzung sind zudem relativ aufwendige Konfigurationen des
Message-Kompressors ab 2 K erforderlich. Für mittlere Schieberegisterlängen ist bereits mit
einem 512 Worte langen Message-Kompressor eine Verdopplung der Kompression erzielbar.
Das bei den kleinen Schieberegisterlängen nicht genutzte Potential in den Bitsequenzen wird
durch den Kompressor für Messages zumindest teilweise kompensiert, so dass sich hier noch
höhere Kompressionsfaktoren ergeben. Eine detailliertere Analyse einer effektiven Aufteilung
der Ressourcen zwischen den Kompressoren erfolgt in den nächsten Abschnitten.
Abbildung 4–13: Mittlere Kompressionsfaktoren des Kompressors für Messages
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4.5 Kombination der Kompressoren für Adressen, Bitsequenzen und Messages
Durch die Kombination aller drei Kompressoren entsteht die leistungsfähigste Ausbaustufe
der neu entwickelten On-Chip-Trace-Architektur für einen vollständigen Instruktionstrace. Im
vorangegangenen Abschnitt wurde deutlich, dass die Schieberegisterlänge des Kompressors
für Bitsequenzen den Kompressionsfaktor KFMessages des Message-Kompressors tendenziell
gegenläufig beeinflusst, während sie gleichzeitig den Kompressionsfaktor der Kombination
der Kompressoren für Adressen und Bitsequenzen steigert. Der Kompressionsfaktor für die


























Den Vergleich der so berechneten mittleren Kompressionsfaktoren zeigt die Abbildung 4–14.
Bei 16 K Einträgen im Schieberegister und 4 K Einträgen im Messagewörterbuch ist jeweils
praktisch die Sättigung erreicht. Auf die Darstellung aller größeren Konfigurationen ist daher
verzichtet worden. Vor der Minimalkonfiguration "M-32" des Message-Kompressors ist eine
zusätzliche, grau markierte und als "ohne" bezeichnete, Datenreihe eingefügt. Diese zeigt für
einen direkten Vergleich die Kompressionsfaktoren ohne den Kompressor für Messages.
Abbildung 4–14: Mittlere Kompressionsfaktoren der Kombination aus den Kompressoren für
Adressen, Bitsequenzen und Messages
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Für alle Konfigurationen des Kompressors für Bitsequenzen steigert der Message-Kompressor
den Kompressionsfaktor. Die Länge, ab der dieser Einfluss signifikant wird, sinkt jedoch mit
der Länge des Schieberegisters. Insbesondere für lange Schieberegister ab 2 K sind markante
Sprünge zwischen den Konfigurationen "M-64" und "M-128" erkennbar, wobei oberhalb von
"M-128" nur noch geringe Zuwächse vorhanden sind. Für mittlere Längen verschiebt sich der
Sprung zwischen die Konfigurationen "M-256" und "M-512", wobei danach noch ein leichtes
Wachstum erfolgt. Für kurze Schieberegister bis zu einer Länge von 64 ist ein gleichförmiger
Zuwachs mit der Größe des Message-Kompressors erkennbar. Das absolute Maximum von
1740 wird ab der Konfiguration "L-8K" und "M-2K" erreicht.
Das bei den Bitsequenzen nicht ausgenutzte Potential kann vom Message-Kompressor selbst
in dessen großen Konfigurationen nicht vollständig kompensiert werden. Bemerkenswert ist
die Abhängigkeit des Kompressionsfaktors von der Schieberegisterlänge insbesondere bei den
sehr großen Konfigurationen des Message-Kompressors ab 2 K. Die Gesamtkompression ist
hierbei für mittlere Schieberegisterlängen am geringsten und steigt zu den kleineren und den
größeren Längen hin an.
Die entsprechenden Minima des Kompressionsfaktors sind in der Abbildung 4–15 in gleicher
Weise dargestellt. Im Gegensatz zum Median hat die Länge des Message-Kompressors kaum
einen Einfluss. Bereits in der Minimalkonfiguration verbessern sich die Werte deutlich. Auch
der Einfluss des Kompressors für Bitsequenzen ist kleiner. Ab einer Schieberegisterlänge von
32 liegen die Werte schon nahe an der Sättigung und oberhalb von 1 K sind die Zuwächse nur
noch marginal.
Abbildung 4–15: Minimale Kompressionsfaktoren der Kombination aus den Kompressoren
für Adressen, Bitsequenzen und Messages
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Für alle Konfigurationen des Message-Kompressors sind in der Abbildung 4–16 jeweils für
die Eckwerte der Schieberegisterlängen zwei und 16 K die detaillierteren Darstellungen des
Kompressionsfaktors gezeigt.
Die unmittelbare Kompression der Kombination aller drei Kompressoren berechnet sich mit


























Die Mediane der so berechneten unmittelbaren Kompression sind in der Abbildung 4–17 und
die Minima in der Abbildung 4–18 dargestellt. Die Verläufe sind relativ ähnlich zu denen des
Kompressionsfaktors. Auch hier sind die Werte für mittlere Schieberegisterlängen kleiner. Es
werden jedoch bei den beiden größten Konfigurationen des Message-Kompressors für kurze
Schieberegister die höchsten mittleren Kompressionen erzielt. Die Minima hingegen sind bei
langen Schieberegistern höher.
Abbildung 4–16: Kompressionsfaktoren ausgewählter Konfigurationen der Kombination aus
den Kompressoren für Adressen, Bitsequenzen und Messages
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Abbildung 4–17: Mittlere unmittelbare Kompression der Kombination aus den Kompressoren
für Adressen, Bitsequenzen und Messages
Abbildung 4–18: Minimale unmittelbare Kompression der Kombination der Kompressoren
für Adressen, Bitsequenzen und Messages
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4.6 Kombination von Nexus und ETM mit dem Kompressor für Messages
Der Kompressor für Messages kann mit geringfügigen Anpassungen auch mit Nexus oder mit
der ETM kombiniert werden und den jeweiligen Messagedatenstrom verdichten. Untersucht
worden sind alle Konfigurationen des Message-Kompressors analog zu den vorangegangenen
Abschnitten. Die Abbildung 4–19 zeigt die mit (2.1) berechneten Kompressionsfaktoren. Zum
Vergleich sind die Werte ohne Message-Kompressor jeweils in der Spalte "ohne" aufgeführt.
In der Abbildung 4–20 ist die mit (4.10) berechnete unmittelbare Kompression in der gleichen
Weise dargestellt. Den mit (4.16) berechneten Kompressionsfaktor des Message-Kompressors






Der Kompressor für Messages steigert bereits in kleinen Konfigurationen sowohl die mittlere
Kompression als auch deren Minima deutlich. Bis zur untersuchten Maximalkonfiguration ist
für Nexus und die ETM ein Zuwachs zu erkennen. Der von der ETM generierte Datenstrom
ist besser komprimierbar als der von Nexus, weil die Abbildung von Ausführungsbits bei der
ETM auf ein Byte große P-Header erfolgt. Durch deren Regularität entstehen viele identische
Messagebytes. Die weniger regulären History-Felder bei Nexus sind in Messages integriert,
zu deren Kompression die gesamte Message identisch sein muss.
Abbildung 4–19: Kompressionsfaktoren der Kombinationen von Nexus und der ETM mit
dem Kompressor für Messages
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Abbildung 4–20: Unmittelbare Kompression der Kombinationen von Nexus und der ETM mit
dem Kompressor für Messages
Abbildung 4–21: Kompressionsfaktoren des Kompressors für Messages in Kombination mit
Nexus und der ETM
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4.7 Vergleich und Diskussion der Ergebnisse
In diesem Kapitel wurden bisher nur die Kompressionsfaktoren als Maß für den Nutzen einer
detaillierten Bewertung unterzogen. Die vergleichenden Bewertungen des Aufwandes und des
Nutzen-Aufwand-Verhältnisses erfolgen in diesem Abschnitt. Für den detaillierten Vergleich
mit den existierenden Lösungen werden ausgewählte Konfigurationen der neuen Architektur
herangezogen. Für die Auswahl werden zwei Sichtweisen zugrunde gelegt. Die erste, auf sehr
anspruchsvolle Traceaufgaben abzielende, ist ein möglichst hoher Kompressionsfaktor. Dabei
ist der Aufwand von untergeordneter Bedeutung. Ein hohes Nutzen-Aufwand-Verhältnis bei
einem begrenzten Aufwand ist das Ziel der zweiten Sichtweise.
In der Abbildung 4–22 ist der in Kilobit Speicherbit-Komparator-Zellen bemessene Aufwand
der neu entwickelten Architektur dargestellt. Die Spalte "ohne" veranschaulicht den Aufwand
für den Kompressor für Messages. Pro Eintrag im Wörterbuch werden neun Bit, acht für das
Message-Byte selbst und eins für das Flip-Flop zur Detektion der Sequenzen, benötigt. In der
grauen Reihe "ohne" ist die Summe des Aufwandes der beiden Kompressoren für Adressen
und Bitsequenzen und dem auf Seite 36 mit 1400 Speicherbits abgeschätzten Basisaufwand
dargestellt. Das MTF-1 benötigt 2048 Bit bei 64 Einträgen zu je 32 Bit und das MTF-2 mit
der Breite sechs Bit benötigt 384 Bit. Für die Bitsequenzen wird pro Bit des Schieberegisters
selbst ein weiteres Bit für das Flip-Flop zur Sequenzdetektion benötigt, so dass zwei Bit pro
Position erforderlich sind. Die anderen Reihen zeigen die Summen für die Kombination aller
drei Kompressoren. Die Darstellung der Schieberegisterlänge wurde den Resultaten aus dem
Abschnitt 4.5 folgend auf die Konfiguration "L-16K" begrenzt.
Abbildung 4–22: Aufwand der Kombination der Kompressoren für Adressen, Bitsequenzen
und Messages
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Das aus diesen Werten und den mittleren Kompressionsfaktoren aus der Abbildung 4–14 auf
Seite 116 mit (2.13) berechnete Nutzen-Aufwand-Verhältnis zeigt die Abbildung 4–23. Die
besten Werte werden bei mittleren Konfigurationen der Kompressoren erreicht. Insbesondere
für die aufwendigen Konfigurationen sinken die Werte deutlich ab. Das Maximum von 130,2
wird in der Kombination "L-2K" und "M-256" bei einem Aufwand von rund 10 KBit erzielt.
Der Kompressionsfaktor von 1301 beträgt dabei noch 75 % des in der Konfiguration "L-8K"
und "M-2K" erreichten Maximums von 1740. Das Aufwand-Nutzen-Verhältnis ist mit 123,0
in der Konfiguration "L-4K" und "M-128" bei einem höheren Aufwand von rund 12,9 KBit
zwar etwas niedriger, es werden aber 91 % der maximalen Kompression erreicht. Damit kann
diese Kombination insgesamt als die effektivste angesehen werden.
Für den unmittelbaren Vergleich der neuen Architektur mit den existierenden Lösungen wird
jeweils aus der Menge derjenigen Konfigurationen, deren Aufwand höchstens gleich dem der
existierenden Lösung ist, die Konfiguration mit der ausgewogensten Relation zwischen dem
Kompressionsfaktor und dem Nutzen-Aufwand-Verhältnis zum Vergleich herangezogen. Im
Abschnitt 2.4.5 sind, insbesondere in der Abbildung 2–10 auf Seite 37, die für den Vergleich
erforderlichen Daten zusammengestellt worden.
Abbildung 4–23: Nutzen-Aufwand-Verhältnis der Kombination aus den Kompressoren für
Adressen, Bitsequenzen und Messages
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Der Aufwand für Nexus und die ETM ist mit dem Basisaufwand abgeschätzt worden, so dass
keine Konfiguration der neuen Architektur mit geringerem Aufwand existiert. Darum wurde
hier die sehr kleine Konfiguration mit dem nur acht Bit langen Schieberegister und ohne den
Kompressor für Messages für den Vergleich angesetzt. Aus den Kombinationen von Nexus
und der ETM mit dem Kompressor für Messages sind zwei Varianten ausgewählt worden. In
der kleinen "M-512" erfolgt der Vergleich mit der Konfiguration "L-512" und "M-128". Die
Kombinationen mit der Maximalkonfiguration "M-4K" werden mit der Konfiguration "L-4K"
und "M-512" verglichen. Für den Wörterbuchansatz mit 256 Einträgen, der Zählerbreite von
sieben und der Slicebreite von zwölf Bit wurde die Konfiguration "L-256" und "M-32" zum
Vergleich ausgewählt. Das Double Move-to-Front mit 40 Bit breiten Streamdeskriptoren, der
128 Einträge langen History-Table-1 und der vier Einträge langen History-Table-2 für sieben
Bit breite Indizes wird mit der Konfiguration "L-512" und "M-128" verglichen, die bereits bei
der Kombination von Nexus und der ETM mit dem Message-Kompressor "M-512" verwendet
wurde. In der Abbildung 4–24 sind die Vergleiche bezüglich des Aufwandes dargestellt.
Die ausgewählten Konfigurationen werden auch untereinander verglichen. Hinzugenommen
wurden hier noch die Konfigurationen "L-8K" und "M-2K" mit der maximalen Kompression,
"L-2K" und "M-256" mit dem besten Nutzen-Aufwand-Verhältnis und "L-4K" und "M-128"
mit der ausgewogensten Relation zwischen sehr hohen Werten für den Kompressionsfaktor
und gleichzeitig für das Nutzen-Aufwand-Verhältnis.
Abbildung 4–24: Vergleich des Aufwandes der existierenden Lösungen mit den ausgewählten
Konfigurationen der neuen Architektur
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Die Vergleiche der Kompressionsfaktoren zeigt die Abbildung 4–25. In der Abbildung 4–26
sind in gleicher Form die Nutzen-Aufwand-Verhältnisse gegenübergestellt. Beim Vergleich
mit Nexus und der ETM ist der höhere Aufwand der neuen Architektur zu berücksichtigen, so
dass deren Überlegenheit beim Kompressionsfaktor relativiert betrachtet werden muss. Bei
den Vergleichen mit allen anderen existierenden Architekturen werden ausnahmslos bessere
Werte sowohl beim mittleren und minimalen Kompressionsfaktor als auch beim mittleren und
minimalen Nutzen-Aufwand-Verhältnis erzielt.
Die Steigerung der Kompression durch den Kompressor für Messages ist zwar bei Nexus und
der ETM deutlich größer, kann aber den Vorsprung der Kombination der Kompressoren für
Adressen und Bitsequenzen nicht ausgleichen. Besonders hervorhebenswert sind die deutlich
höheren Werte beim Vergleich mit der Kombination mit dem Message-Kompressor "M-4K".
Abbildung 4–25: Vergleich der Kompressionsfaktoren der existierenden Lösungen mit den
ausgewählten Konfigurationen der neuen Architektur
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Der Wörterbuchansatz nach [KHH07] und das Double Move-to-Front [UM09] liefern nur für
Prozessoren, deren Befehlssatz keine bedingt ausführbaren sequentiellen Befehle beinhaltet,
einen vollständigen Instruktionstrace. Die Ausführungsinformation über solche Befehle fehlt
ansonsten in den Ausgabedaten, so dass sich gegenüber den anderen Architekturen ein Vorteil
bei der Berechnung des Kompressionsfaktors ergibt. Trotz dieses Faktes konnten sowohl der
Kompressionsfaktor als auch das Aufwand-Nutzen-Verhältnis übertroffen werden. Gegenüber
dem Wörterbuchansatz ist die mittlere Kompression zwar nur moderat höher, der Zielstellung
entsprechend konnte jedoch die minimale Kompression um den Faktor 2,7 gesteigert werden.
Das DMTF verarbeitet die schlecht zu komprimierenden Benchmarks von vornherein deutlich
besser als der Wörterbuchansatz, so dass die Steigerung der minimalen Kompression geringer
ist. Hingegen konnte die mittlere Kompression beim DMTF fast verdoppelt werden. Auch das
Aufwand-Nutzen-Verhältnis wurde deutlich verbessert.
Abbildung 4–26: Vergleich des Nutzen-Aufwand-Verhältnisses der existierenden Lösungen
mit den ausgewählten Konfigurationen der neuen Architektur
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Zusammenfassend kann für alle Vergleichsszenarien die Überlegenheit der neuen Architektur
bezüglich des Kompressionsfaktors und Nutzen-Aufwand-Verhältnisses festgestellt werden.
Ein vollständiger Instruktionstrace ist für Prozessoren und Befehlssätze mit und ohne bedingt
ausführbaren sequentiellen Befehlen realisiert worden. Die im Abschnitt 2.5 auf der Seite 39f
definierten quantitativen Ziele sind erreicht und übertroffen worden. Die in den Boxplots mit
einem Punkt gekennzeichneten Werte für das in der Literatur häufig verwendete arithmetische
Mittel verdeutlichen die aus Sicht der praktischen Anwendung bessere Eignung des Medians
als mittleren Wert. Das arithmetische Mittel wird durch die relativ wenigen Benchmarks, bei
denen sehr hohe Kompressionsfaktoren erreicht werden, erheblich gesteigert. Damit ist es für
eine Gesamtaussage nicht repräsentativ. Unabhängig davon übertrifft die neue Architektur die
existierenden Lösungen in allen Vergleichsszenarien auch beim arithmetischen Mittel.
Zwischen der kleinsten und größten untersuchten Konfiguration der neuen Architektur liegen
der Faktor 10,0 für den Aufwand und der Faktor 10,7 für den mittleren Kompressionsfaktor.
Beide erreichen ein ähnlich niedriges Nutzen-Aufwand-Verhältnis. Deutlich effektiver sind
die mittleren Konfigurationen, deren Aufwand jedoch über dem des Wörterbuchansatzes und
dem von DMTF liegt. Bei einem zu kleinen Ressourceneinsatz sinkt der Kompressionsfaktor
stärker ab und verschlechtert so das Verhältnis. Bei aufwendigen Konfigurationen wird keine
proportionale Steigerung der Kompression erreicht. Für konkrete Implementierungen sind auf
der Basis dieser Analysen entsprechend zugeschnittene Konfigurationen auszuwählen.
Das von den Kompressoren ausgegebene Datenvolumen in Bezug auf die Zeit ist umgekehrt
proportional zum Kompressionsfaktor. Die Bemessung der Ausgabebandbreite muss also auf
der Basis der Benchmarks mit den kleinsten Kompressionsfaktoren erfolgen. Bereits ab der
Konfiguration "L-16" ohne Messagekompressor sind sämtliche Kompressionsfaktoren größer
als 24 und in der Konfiguration "L-8" liegen nur zwei der 336 Benchmarks mit 23,1 darunter.
Bei 32 Bit breiten Adressen wird im Mittel höchstens pro sechs Befehlstakte ein Messagebyte
generiert. Ist ein Prozessor beispielsweise mit 60 MHz getaktet und arbeitet einen Befehl pro
Taktzyklus ab, dann werden pro Sekunde maximal 10 MByte an Tracedaten ausgegeben. Das
Generieren der Messages erfolgt diskontinuierlich. Die Abbildung 4–27 zeigt die Integration
von FIFOs zwischen den Kompressoren und der Ausgabeschnittstelle. In der Tabelle 4–1 sind
die maximalen Füllstände des Ausgabe-FIFO angegeben.
Tabelle 4–1: Maximale Füllstände des Ausgabe-FIFO
Takte pro Byte-Ausgabe 1 2 3 4 5 6
Minimalkonfiguration: L-8 1 6 32 54 97 4848
Minimalkonfiguration: L-16 1 5 32 48 58 182
Abbildung 4–27: Kompressoren mit FIFOs und Ausgabeschnittstelle















Pro Takt empfängt der Message-FIFO die bis zu acht Byte großen Messages und gibt ein Byte
aus. Über alle Konfigurationen beträgt dessen maximaler Füllstand zwölf Byte. Der maximale
Füllstand des Ausgabe-FIFO hängt von der Datenrate der Ausgabeschnittstelle ab. Untersucht
worden sind die in der Tabelle 4–1 angegebenen Szenarien von einem bis zu den vorstehend
genannten maximal sechs Takten pro Messagebyte-Ausgabe. Bei der Bemessung der FIFOs
für eine praktische Implementierung sollte zu den Maximalfüllständen noch ein ausreichender
Sicherheitszuschlag erfolgen. Bei kleinen Datenraten von fünf und sechs Takten pro Ausgabe
und kleinen Kompressorkonfigurationen liegt der Aufwand für den Ausgabe-FIFO so hoch,
dass eine Vergrößerung der Kompressoren effektiver ist. Bei mittleren Datenraten von drei
und vier Takten pro Ausgabe reduzieren sich die maximalen Füllstände erst für aufwendige
Kompressoren. Für die Datenrate von zwei Takten pro Ausgabe reduziert sich der maximale
Füllstand nur marginal bei Vergrößerung der Kompressoren. Die Ausgabeschnittstelle sollte
also möglichst nicht um mehr als den Faktor drei langsamer als der Befehlstakt sein.
Abschließend erfolgt der Vergleich der Kompressionsfaktoren mit den für die Kompression
von Dateien etablierten und verlustlos arbeitenden Kompressoren bzip2 und gzip. Diese sind
zwar, wie im Abschnitt 2.2.2 auf den Seiten 16f erläutert wurde, für eine Implementierung in
Hardware ungeeignet, stellen aber unabhängig davon eine Referenz bezüglich der erzielbaren
Kompression dar. Aus der Abbildung 4–28 ist ersichtlich, dass die Kompressionsfaktoren der
neuen Architektur in der leistungsfähigsten Konfiguration nur unwesentlich kleiner sind. Die
Redundanzen werden trotz der kleineren Speicherblockgrößen im Mittel nahezu gleich gut
ausgenutzt. Bei gzip beträgt die Blockgröße 32 kByte. Bei bzip2 beträgt sie in Abhängigkeit
des Parameters 100 KByte bis 900 KByte.
Abbildung 4–28: Vergleich des Kompressionsfaktors mit bzip2 und gzip
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5 Zusammenfassung
Zahlreiche Anwendungsfelder eingebetteter Systeme sind durch harte Echtzeitanforderungen
und hohe Sicherheitsanforderungen gekennzeichnet. Bei der Entwicklung der Systeme steigt
der Anteil der Software stetig an. Entsprechend hoch sind die Kosten und der Testaufwand für
die Software. Ein wesentlicher Teil dabei ist das nicht-invasive Beobachten und Aufzeichnen
von Systemzuständen, während das System in Echtzeit unter realen Einsatzbedingungen läuft
und mit der Systemumgebung interagiert. Die Notwendigkeit für den On-Chip-Trace resultiert
aus der rückläufigen Einsetzbarkeit klassischer In-Circuit-Emulatoren und Logikanalysatoren
für Aufgaben wie Fehlerdetektion und Analyse des Laufzeitverhaltens. Dieser Übergang vom
Off-Chip-Trace zum On-Chip-Trace bedingt einen Paradigmenwechsel bei der Aufzeichnung
und Auswertung der Tracedaten. Eine deutliche Volumenreduktion der anfallenden Daten auf
dem Chip ist ein wesentlicher Bestandteil von On-Chip-Trace-Architekturen. Aus den hohen
zu realisierenden Anforderungen und den Restriktionen, die sich aus der Integration ergeben,
resultieren neue Forschungsfragen. Die Beantwortung ausgewählter Fragestellungen ist ein
wichtiges Ziel der vorliegenden Arbeit.
Aus den zahlreichen Quellen von Tracedaten wird in der Literatur der Instruktionsfluss von
Prozessoren als die wichtigste angesehen, weil sich die meisten Analyseaufgaben auf dieser
Informationsbasis realisieren lassen und Tracedaten aus anderen Quellen oft nur im Kontext
des Instruktionsflusses interpretierbar sind. Dementsprechend wurde der Schwerpunkt dieser
Arbeit festgelegt. Es wurden architektonische Merkmale von Hardwarekomponenten auf dem
Chip von Prozessoren in eingebetteten Systemen untersucht, die dediziert für die Realisierung
des On-Chip-Trace integriert sind. Der Fokus liegt auf der Volumenreduktion von Tracedaten,
die beim Instruktionstrace entstehen. Die Hardware zur Volumenreduktion muss die Daten in
der Geschwindigkeit, wie sie vom Prozessor generiert werden, verarbeiten können. Dabei soll
der Aufwand für diese Hardware möglichst klein sein.
Der aktuelle Stand der Forschung offeriert mehrere Lösungen für diese Problemstellungen. Es
existieren verschiedene verlustlos arbeitende Kompressionsverfahren, aus denen die für einen
On-Chip-Trace geeigneten herausgearbeitet wurden. Eine konfigurierbare Relevanzfilterung
kann die Volumenreduktion zwar unterstützen, eine Kompression jedoch nicht ersetzen. Der
Schwerpunkt der Untersuchungen ist auf die Realisierung einer hohen Kompression gelegt
worden. Unter dieser Maßgabe wurden zahlreiche existierende On-Chip-Trace-Architekturen
aus dem industriellen und akademischen Umfeld im Detail analysiert und bewertet. Für den
quantitativen Vergleich wurden einheitliche und repräsentative Untersuchungsbedingungen
definiert sowie Kriterien und Maßzahlen für den Nutzen und den Aufwand herausgearbeitet.
Als Prozessoren wurden sieben Vertreter mit und ohne Gleitkommaeinheit aller drei Familien
von Cortex-Prozessoren, die auf der aktuellen ARMv7-Architektur basieren, ausgewählt. Alle
drei Befehlssätze und damit Varianten von bedingter Befehlsausführung sind in den Vergleich
einbezogen. Die für eingebettete Systeme repräsentativen Benchmarkprogramme der EEMBC
Automotive Benchmark Software bilden die Softwarebasis für die Untersuchungen. Bewertet
worden sind jeweils der Kompressionsfaktor, der Aufwand in Speicherbit-Komparator-Zellen,
das Nutzen-Aufwand-Verhältnis und die Vollständigkeit des Instruktionstrace.
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Der quantitative Vergleich existierender Lösungen zeigt zwei grundsätzliche Ausprägungen.
Einfache Lösungen mit kleinem Aufwand erzielen zu kleine Kompressionsfaktoren. Deutlich
aufwendigere Lösungen erzielen zwar entsprechend hohe Kompressionsfaktoren, liefern aber
bei modernen Prozessoren und Befehlssätzen mit bedingter Ausführung sequentieller Befehle
einen unvollständigen Instruktionstrace. Der Informationsverlust in den Tracedaten entspricht
dem Anteil bedingt ausgeführter sequentieller Befehle und liegt für optimierten Code bei rund
30 %. Darin besteht ein schwerwiegender Nachteil.
Bisher existieren keine Lösungen, die einen vollständigen Instruktionstrace bei einer mit den
aufwendigen Architekturen vergleichbaren hohen Kompression ermöglichen. Diese Lücke zu
schließen ist das Hauptziel der vorliegenden Arbeit. Aus der notwendigen Universalität einer
On-Chip-Trace-Hardware und den Anforderungen bei deren praktischen Einsatz resultiert ein
weiteres Ziel. Programme, deren Tracedaten bisher besonders schlecht komprimiert werden
konnten, sollen in besonderer Weise unterstützt werden, weil diese die problematischsten aus
der Sicht des Trace sind. Die Skalierbarkeit der Architektur ist ebenfalls ein wichtiges Ziel.
Der Ausgangspunkt für die systematische Modellierung der On-Chip-Trace-Architektur war
die Analyse der Benchmarkprogramme bezüglich der Häufigkeit von ausgeführten indirekten
Sprüngen und bedingt ausgeführten Befehlen in Abhängigkeit von der Compileroptimierung
und vom Prozessor. Aus den gewonnenen Erkenntnissen wurde die Entwurfsentscheidung
abgeleitet, alle bedingten direkten Sprünge in Bitsequenzen abzubilden, anstatt sie separat zu
signalisieren. Somit existieren nur zwei Typen von Tracedaten mit einem großen Volumen:
Zieladressen ausgeführter indirekter Sprünge und Ausführungsbits bedingter Befehle, die in
Bitsequenzen zusammengefasst sind. Die Analyse ihrer Anteile am gesamten Datenvolumen
jedes einzelnen Programmes zeigt eine große statistische Variabilität. Aus dieser Erkenntnis
und der Verschiedenheit der beiden Typen wurde die Entwurfsentscheidung abgeleitet, beide
Typen in separaten Kompressoren zu verarbeiten. Diese Aufteilung ist ein architektonisches
Novum bei On-Chip-Trace-Architekturen. Zur Wahrung der zeitlichen Relation der Daten der
beiden Kompressoren wurde festgelegt, dass ein ausgeführter indirekter Sprung den Abbruch
und die Ausgabe der Bitsequenz forciert. Mit dem byteorientierten Messageformate wurde
gleichermaßen eine Eignung für eine Abbildung in Speichern und für eine direkte Ausgabe
auf einen Trace-Port realisiert.
Der Entwurf des Kompressors für Zieladressen von ausgeführten indirekten Sprüngen konnte
auf umfangreichen Vorarbeiten aus der Literatur aufgebaut werden. Die Variantendiskussion
führte zu der Entscheidung, den Move-to-Front-Ansatz zum Ausgangspunkt zu wählen. Die
kleine Anzahl unikater Adressen ermöglicht eine vollständige Abbildung von Adressen auf
Indizes ohne Verdrängung. Die Verteilung der Hit-Ereignisse zeigt mit 37,8 % eine Häufung
im Index eins. Mit einer nachgeschalteten zweiten MTF-Stufe wird die Verteilung deutlich in
Richtung des Index null verschoben und dort konzentriert, so dass 93,7 % der Hit-Ereignisse
im Index null stattfinden. Eine dritte Stufe verschlechtert das Ergebnis wieder leicht. Für den
Kompressor wurde folglich die zweistufige MTF-Architektur mit identischen Längen beider
Stufen gewählt. Die Möglichkeiten einer Zählung konsekutiver Hit-Ereignisse im Index null
wurden diskutiert. Wegen des schwer zu wahrenden Zeitbezuges zu den Bitsequenzen wurde
dieser Ansatz nicht weiter verfolgt. Zur effektiven Signalisation der Hit- und Miss-Ereignisse
in Abhängigkeit von ihren Häufigkeiten wurden geeignete Messages definiert.
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Im Gegensatz zur Kompression von Adressen ist die Kompression von Bitsequenzen, die bei
der Ausführung bedingter Befehle entstehen, ein weitestgehend unbehandeltes Feld. Folglich
mussten der systematischen Modellierung des Kompressors umfangreichere Untersuchungen
vorausgehen. Analysiert worden sind für eine Kompression nutzbare, einfach und in Echtzeit
detektierbare Eigenschaften von Bitsequenzen, deren Kompressionspotential hinreichend groß
ist. Dazu gehören insbesondere Redundanzen aufgrund von Wiederholungen. Die Verteilung
der Nullen und Einsen ist im Mittel nahezu ausgewogen. Der größte Teil der Bitsequenzen hat
eine Länge im Bereich von nur zwei bis 15. Längen ab 256 sind sehr selten. Das Potential der
Abbildung konsekutiver Folgen von Nullen und Einsen, welche die einfachsten Varianten von
Bitmustern darstellen, auf Längenwerte wurde als zu gering bewertet.
Mögliche architektonische Konzepte und Realisierungsvarianten zur Detektion von beliebigen
Bitsequenzen sind umfassend diskutiert worden. Lösungen, die eine manuelle Konfiguration
erfordern, sind als wenig praktikabel bewertet worden. Dargestellt worden sind außerdem die
Nachteile von Lösungen, die eine Clusterung der Bitsequenzen erfordern. Die Detektion von
Wiederholungen in den Bitsequenzen muss mit der Granularität von Einzelbits realisiert sein.
Implementiert worden ist ein gleitendes Wörterbuch auf der Ebene von einzelnen Bits, so dass
der Speicher für die Wörterbucheinträge ein Schieberegister ist. Mit diesem Ansatz bleibt die
zeitliche Relation zwischen den Ausführungsbits gewahrt. Eine Realisierung in Hardware ist
unproblematisch möglich und über die Wahl der Schieberegisterlänge beliebig skalierbar. Die
Sequenzerkennung detektiert Bitsequenzen maximaler Länge im Schieberegister und gibt ein
Wertepaar aus Länge und Position aus. Die detektierten Bitsequenzen sind einer detaillierten
Analyse unterzogen worden. Anhand der Resultate wurden effektive Messages entworfen.
Mit der Entwurfsentscheidung für unabhängige Kompressoren für Adressen und Bitsequenzen
bleibt das in Sequenzen von Adressen sowie das in wiederholten Abfolgen von Adressen und
Bitsequenzen bestehende Kompressionspotential ungenutzt. Dieses wird von dem optionalen
Kompressor für Messages mittels einer Kompression von Sequenzen von Messages genutzt.
Aus der Diskussion möglicher architektonischer Realisierungen ist die Entscheidung für einen
wörterbuchbasierten Ansatz abgeleitet worden. Anders als bei existierenden Varianten werden
hier beliebig lange Messages jeweils als ein Wörterbucheintrag behandelt. Deshalb muss ein
reduzierter Message-Decoder integriert sein. Eine für beliebige Wörterbuchlängen skalierbare
Implementierung wurde dargestellt und erläutert. Das Messageformat zur Signalisation der
Wertepaare aus Länge und Position von Sequenzen wurde gemeinsam mit den anderen für das
Gesamtsystem wichtigen Messages entworfen. Als weitere Anwendung ist die Kombination
des Kompressors für Messages mit Nexus und mit der ETM erläutert worden.
Alle drei Kompressoren wurden einzeln und in Kombinationen einer quantitativen Bewertung
unterzogen. Der Einfluss der verschiedenen Konfigurationsparameter auf die Kompression ist
untersucht und dargestellt worden. Zur Realisierung eines vollständigen Instruktionstrace sind
mindestens die Kompressoren für Adressen und Bitsequenzen in Kombination erforderlich. In
der vollen Ausbaustufe sind alle drei Kompressoren kombiniert. Gezeigt worden ist auch die
deutliche Steigerung der Kompressionsfaktoren der ETM und von Nexus, wenn diese mit dem
Kompressor für Messages kombiniert werden. Zur Darstellung wurden Boxplots gewählt, um
neben dem Median als Mittelwert jeweils auch die Streuung bewerten und insbesondere die
von den kritischen Programmen verursachten Minima beurteilen zu können.
5 Zusammenfassung
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Die Vergleiche mit den untersuchten existierenden Architekturen zeigen die Überlegenheit
der neuen On-Chip-Trace-Architektur in Bezug auf den Kompressionsfaktor und das Nutzen-
Aufwand-Verhältnis. Ein vollständiger Instruktionstrace ist für Prozessoren und Befehlssätze
mit und ohne bedingt ausführbaren sequentiellen Befehlen realisiert worden. Die quantitativen
Ziele konnten erreicht und übertroffen werden. Die minimale Kompression konnte gegenüber
dem Wörterbuchansatz nach [KHH07] um den beachtlichen Faktor von 2,7 und die mittlere
Kompression leicht gesteigert werden. Das Double Move-to-Front nach [UM09] komprimiert
die kritischen Benchmarks von vornherein deutlich besser als der Wörterbuchansatz, so dass
die Steigerung der minimalen Kompression geringer ist. Die mittlere Kompression konnte fast
verdoppelt werden. Das Aufwand-Nutzen-Verhältnis wurde in ähnlicher Weise verbessert.
Obwohl auch für die problematischen Programme eine deutliche Steigerung der Kompression
erreicht werden konnte, ist weiterhin eine starke Abhängigkeit des Kompressionsfaktors von
den Eigenschaften des zu tracenden Programmes vorhanden. Offenbar wird die Kompression
der unproblematischen Programme durch die besondere Wichtung der problematischen nicht
nennenswert beeinträchtigt.
Die Vergleiche mit den Kompressoren bzip2 und gzip zeigen, dass die Kompressionsfaktoren
der neuen Architektur in deren leistungsfähigster Konfiguration nur unwesentlich kleiner sind.
Die Redundanzen in den Tracedaten werden trotz der deutlich kleineren Speicherblockgrößen
im Mittel nahezu gleich gut ausgenutzt.
Untersuchungs- und Entwicklungspotential für künftige Arbeiten besteht in einem geeigneten
Vorladen des Schieberegisters beim Kompressor für Bitsequenzen, so dass bereits die ersten
einlaufenden Sequenzen zumindest in Abschnitten gefunden werden können. Hierfür könnten
beispielsweise bei jedem Initialisieren des Kompressors mit dem niedrigsten Index beginnend
nacheinander Binärfolgen eingetragen werden, die alle Kombinationen von drei, vier, fünf, ...
Bit enthalten. Im Dekompressor muss dann exakt die selbe Vorladung erfolgen.
Weiteres Optimierungspotential ist in der Codierung der Messages vorhanden. Die Angaben
der Längen könnten mit einem impliziten Offset versehen werden, so dass der Wert null der
Mindestlänge entspricht. In der Bitstrom-Message können beispielsweise die Längen null bis
zwei nicht vorkommen. Für Anwendungen mit einem hohen Interruptaufkommen könnten die
Vektoren aus der Exception-Message in einem separaten Kompressor verdichtet werden.
Künftige Arbeiten könnten die Eignung von Komponenten der vorgestellten Architektur für
andere Arten von Trace, die ein großes Volumen an Tracedaten erzeugen, untersuchen und sie
entsprechend weiterentwickeln. Beispielsweise könnten bei einem Datentrace in Prozessoren
die Adressen indirekter Datenzugriffen wie die Adressen indirekter Sprungziele verarbeitet
werden. In Bitsequenzen aufgezeichnet werden könnten die Ergebnisse zyklischer Vergleiche
von Datenwerten mit einem Schwellwert.
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