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ABSTRACT
Complex-field signal recovery problems from noisy lin-
ear/nonlinear measurements appear in many areas of signal
processing and wireless communications. In this paper, we
propose a trainable iterative signal recovery algorithm named
complex-field TISTA (C-TISTA) which treats complex-field
nonlinear inverse problems. C-TISTA is based on the concept
of deep unfolding and consists of a gradient descent step with
the Wirtinger derivatives followed by a shrinkage step with
a trainable complex-valued shrinkage function. Importantly,
it contains a small number of trainable parameters so that its
training process can be executed efficiently. Numerical re-
sults indicate that C-TISTA shows remarkable signal recovery
performance compared with existing algorithms.
Index Terms— deep learning, deep unfolding, Wirtinger
derivative, compressed sensing, amplitude clipping
1. INTRODUCTION
Inverse problems are prevalent topics in signal processing
and wireless communications. For example, linear inverse
problems consider estimating inputs x ∈ Rn from noisy ob-
servations y = Ax +w ∈ Rm and can model, for example,
signal detection in multiple access systems with a channel
matrix A such as multiple-input multiple-output (MIMO)
and orthogonal frequency-division multiplexing (OFDM)
systems [1]. In these cases, we have prior information that
the inputs take discrete values defined by a signal constella-
tion. Compressed sensing (CS) [2, 3, 4] is another popular
class of inverse problems widely applied to wireless commu-
nication techniques [5]. CS enables recovery of sparse signals
accurately even in underdetermined cases, i.e., m < n, which
is the case, e.g. in overloaded non-orthogonal multiple-access
systems.
Recently machine learning methods have been shown to
be a powerful tool for inverse problems in wireless commu-
nications [6]. In particular, deep unfolding which originated
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in learned iterative soft thresholding algorithm (LISTA) [7]
is a promising technique to derive tailored deep networks
due to its high scalability and ability to use prior information
efficiently [8]. Deep unfolding is based on starting with iter-
ative algorithms and then unrolling their recursive structures
to deep networks with trainable parameters. These param-
eters are trained by supervised signals using deep learning
techniques. A number of deep unfolding-based algorithms
have been proposed: learned approximate message passing
(LAMP) [9] and trainable ISTA (TISTA) for CS [10], MIMO
detectors [11, 12], OFDM signal detectors [13], trainable
robust principle component analysis [14], and decoders for
error-correcting codes [15, 16]. They are mainly based on
signal recovery algorithms for real-valued linear systems.
A drawback of these algorithms is a limitation to complex-
field nonlinear inverse problems with nonlinear observations
y = f(Ax) +w, where f : C→ C is an element-wise func-
tion. For complex-valued problems, a conventional transfor-
mation from complex vectors to real vectors is typically used.
However, it possibly breaks correlations between real and
imaginary parts of signals, which can degrade signal recovery
performance. Adaptability to nonlinearity is another crucial
issue. Amplitude clipping and quantization are important in
nonlinear CS [17]. In wireless communications, amplitude
clipping arises in OFDM systems to reduce peak power [18],
and quantization corresponds to the use of analog-to-digital
converters.
In this paper, we propose a trainable signal recovery al-
gorithm to treat complex-field nonlinear inverse problems in
a direct and general manner by deep unfolding. The algo-
rithm named complex-field TISTA (C-TISTA) is constructed
as an extension of TISTA using the Wirtinger derivative
and complex-valued shrinkage function with trainable pa-
rameters. Numerical simulations demonstrate that C-TISTA
outperforms existing algorithms in complex-valued CS and
clipped OFDM signal detection.
Throughout the paper, we use the following notation: For
a function f : C → C and v = (v1, . . . , vn)T ∈ Cn,
we define f(v) := (f(v1), . . . , f(vn))T . For a vector z,
z∗ represents its conjugate. For a matrix A := (Ai,j) ∈
Cm×n, AH := (A∗j,i) is its Hermitian transpose. We define
CN (µ, σ2) as a complex Gaussian distribution with mean µ
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and variance σ2. The p.d.f. of CN (µ, σ2) is defined by
G(x;µ, σ2) :=
1
piσ2
exp
(
−|x− µ|
2
σ2
)
. (1)
For a random variable x ∈ Cn and a function g : Cn → Cn,
Exg(x) denotes the expectation of g(x) with respect to x.
2. BRIEF REVIEW OF TISTA
We first briefly review TISTA for real-valued linear observa-
tions defined by
y = Ax+w, (2)
where A ∈ Rm×n(n ≥ m) and x ∈ Rn. Each entry of the
noise vectorw ∈ Rm follows a zero-mean Gaussian distribu-
tion with variance σ2. We also assume that the prior informa-
tion on x is known.
For a sparse input x, LASSO formulation [19] is conven-
tionally used for its estimation, leading to
xˆ = minimizex∈Rn‖y −Ax‖22 + λ‖x‖1, (3)
where ‖ · ‖1 is the `1 norm and λ is a positive constant.
ISTA [20] is a simple iterative algorithm to solve (3). It
consists of the following recursions:
s(t+1) := ηs(s
(t) + βAT (y −As(t)); τ), (4)
where β(> 0) is a step size and ηs(r; τ) = sign(r)max{|r|−
τ, 0} is the element-wise soft thresholding function with
threshold τ ∈ R (τ > 0) related to λ. Since the soft thresh-
olding function is the proximal operator of the `1-regularizer,
ISTA can be seen as a proximal gradient descent algorithm
for solving (3). Note that, in order to have convergence, the
step size β should be carefully chosen [20].
LISTA [7] is a trainable algorithm based on ISTA. As
deep unfolding, the signal-flow graph of ISTA is expanded
to a deep network with embedded trainable parameters such
as a step size. The recursive formula is given by
s(t+1) := ηs(Bty +Cts
(t); τt), (5)
where {Bt,Ct, τt}Tt=1 is a set of trainable parameters. These
parameters are learned by back propagation and stochastic
gradient descent using training data. Although the conver-
gence speed of LISTA is significantly faster than that of ISTA,
its training process is costly and sometimes unstable because
the number of trainable parameters is large, i.e., (mn+ n2 +
1)T in T iterations.
TISTA [10] is another trainable algorithm for the system
(2), which is based on orthogonal AMP [21] and defined by
r(t) := s(t) + γtW (y −As(t)), (6)
s(t+1) := ηm(r
(t); τ2t ), (7)
v2t := max
{‖y −As(t)‖22 −mσ2
tr(ATA)
, 
}
, (8)
τ2t :=
v2t
n
(n+ (γ2t − 2γt)m) +
γ2t σ
2
n
tr(WW T ), (9)
where the matrix W = AT (AAT )−1 is the pseudo-inverse
matrix of A. The shrinkage function ηm(·) is an element-
wise minimum mean square error (MMSE) shrinkage func-
tion whose shape is similar to the soft shrinkage function. The
parameter γt is a trainable parameter that can be optimized in
training process. TISTA has only T trainable parameters in T
iterations. This fact leads to scalable and stable training pro-
cess compared with LISTA. In addition, TISTA can improve
signal recovery performance and adaptability to wide range
of measurement matrices in CS [10].
In this paper, we propose a TISTA-based algorithm for
complex-field nonlinear systems. We will modify (6)-(9) us-
ing the Wirtinger derivative and a trainable shrinkage function
corresponding to various prior information including sparsity
and discreteness.
3. COMPLEX-FIELD TISTA
3.1. System Model
We consider a complex-field nonlinear system given by
y = f(Ax) +w, (10)
where A ∈ Cm×n is a measurement matrix. The vector
x ∈ Cn is the input vector on which a certain prior informa-
tion such as sparsity or discreteness is imposed. Each compo-
nent of the the noise vectorw ∈ Cm follows CN (0, σ2). The
inverse problem is the estimation the input from the observa-
tion y based on A and f .
3.2. Complex-field TISTA
We now propose C-TISTA for complex-field nonlinear in-
verse problems. We apply the Wirtinger derivative and train-
able complex-valued shrinkage function to TISTA. The recur-
sive formulas of C-TISTA are given as follows:
r(t) := s(t) + βth(s
(t)), (11)
s(t+1) := Ct(η(r
(t);λ(t))−Dtrt), (12)
h(s) := V
[
{y − f(As)}∗  ∂f
∂z∗
(As)
+{y − f(As)}  ∂f
∗
∂z∗
(As)
]
, (13)
where η(z;λ) : C → C is a nonlinear function with a pa-
rameter λ and  is the Hadamard product. The definition of
the Wirtinger derivative and derivation of (13) can be found in
Appendix A. As a matrix V , we can use AH or the pseudo-
inverse matrix W := (AHA)−1AH (m ≤ n) similar to
TISTA. Starting from an initial point s(1), the estimate after T
iterations is given by xˆ := s(T+1). The trainable parameters
of C-TISTA are 4T real scalars {βt, λt, Ct, Dt}Tt=1, which is
constant to n and m and leads to scalable and stable training
process.
The first update rule (11) is a gradient step using the
Wirtinger derivative whose step size is a trainable parameter
βt(> 0). In the second update rule (12) called a shrink-
age step, an estimate is updated by a trainable divergence
free (DF)-like function [21, 22] with shrinkage function η(·)
to reflect prior information on x and trainable parameters
{λt, Ct, Dt}.
In this paper, we use two shrinkage functions depending
on prior information. The first one is the complex-valued soft
shrinkage function for sparse prior. It is defined by
ηcs(x;λ) := ηs(x;λ)e
jϕ(x), (14)
where ϕ(x) is the phase of x and λ(> 0) means the thresh-
old [23]. The second one is an MMSE estimator for discrete
signals. Let x be a random variable uniformly chosen from a
signal constellation S := {s1, s2, . . . , sM} ⊂ C of size M .
For a virtual AWGN channel p(y|x) = G(y;x, λ) with vari-
ance λ, the MMSE function is given by
η(y;λ) := Ex[x|y] =
∑
s∈S s exp
(
− |y−s|2λ
)
∑
s∈S exp
(
− |y−s|2λ
) . (15)
4. NUMERICAL RESULTS
We here examine the recovery performance of C-TISTA in
complex-valued CS and clipped OFDM signal detection.
4.1. Implementation Details
C-TISTA is implemented by PyTorch 1.2 [24]. We set an ini-
tial point to s(1)=Wy and use the pseudo-inverse matrixW
as V in (13). The training parameter λt is replaced by a2t to
satisfy the identity λt>0. Training process is executed by in-
cremental training similar to TISTA [10] to avoid a vanishing-
gradient problem. Adam optimizer [25] with learning rate
0.005 is used to minimize the MSE loss function between the
true signal x and estimate xˆ. The parameters are initialized
as (βt, at, Ct, Dt) = (0.1, 1, 1, 0) for t = 1, . . . , T .
4.2. Complex-Valued Compressed Sensing
We first consider complex-field CS related to spectrum sens-
ing [26] and angle-of-arrival detection [27].
We consider an underdetermined linear system y =
Ax + w of size (n,m) = (240, 120). As sparse prior, we
assume that each element of x follows the complex Gaussian-
Bernoulli prior p(x) = (1 − p)δ(x) + pG(x; 0, σ2x) with
p = 0.1 and σ2x = 1.0. This means that there are around
10% non-zero elements in x. Each component of A follows
CN (0, 1/m) and the noise variance of w is σ2 = 0.032.
The soft thresholding function ηcs(·) is used in C-TISTA.
The number of mini-batches is K = 2000 and the batch size
is L = 200 in its training process.
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Fig. 1. Signal recovery in complex-valued CS (n=240, m=
120, p=0.1). NMSEs are plotted as functions of iteration T .
Symbols represent C-TISTA (squares), AMP (cross marks),
CAMP (circles), and C-LISTA (asterisks).
As baselines, we perform AMP [28] and complex AMP
(CAMP) [23]. Complex numbers are transformed to real
numbers to execute AMP. In addition, complex-field LISTA
(C-LISTA) is also executed for comparison. It is defined by
s(t+1) := ηcs(By +Cs
(t); τt), (16)
with trainable parameters B ∈ Cn×m, C ∈ Cn×n, and
τt ∈ R (t = 1, . . . , T ). For stable training and reasonable
performance, trainable parameters are are shared with all iter-
ations, i.e., B and C unlike the real-valued case (5).
Figure 1 shows normalized MSE (NMSE) performance as
a function of the number of iterations T . It is found that the
NMSE of C-TISTA decreases most rapidly. C-TISTA reaches
to NMSE=−25dB at T = 6 and almost converges to −26dB
at T = 8. AMP and CAMP show slower convergence reach-
ing to around −20dB and −21dB at T = 15, respectively.
Neglecting correlations of complex vectors by a complex-to-
real transformation in AMP degrades signal recovery perfor-
mance. Although C-LISTA shows better NMSE performance
than AMP and CAMP, C-TISTA outperforms C-LISTA in
terms of convergence speed and convergent NMSE (about
−25dB by C-LISTA) with faster training process. This is be-
cause C-TISTA is more flexible thanks to trainable step sizes
{βt}Tt=1 and a tunable DF-like function. It is emphasized that
C-TISTA has only 4T trainable parameters while C-LISTA
has n2 + nm + T parameters in total. These results show
that C-TISTA successfully recovers complex-valued sparse
signals with fast convergence and improved accuracy.
4.3. 16-QAM Signal Detection in Clipped OFDM Systems
We next examine a clipped OFDM system as a nonlinear sys-
tem with discrete inputs. Amplitude clipping limits peaks of a
time-domain signal containing the sum of contributions from
multiple carriers. It reduces the peak-to-average power ratio
(PAPR) with low complexity [18] and is useful to avoid signal
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Fig. 2. Signal detection in clipped OFDM systems (n = 192). Symbols represent C-TISTA (stars), C-TISTA without nonlin-
earity (C-TISTA (linear); circles), and DFT (cross marks) and lines represent PAPR= 1.5dB (solid) and 5dB (broken).
saturation at an amplifier. However, it causes signal distortion
that degrades performance of the zero-forcing detector by the
discrete Fourier transformation (DFT).
The clipped OFDM system is formulated as the nonlinear
system y = fc(Fx)+w of n carriers. We assume that each
signal xi is uniformly chosen from 16-QAM signal points,
i.e., xi = p+ jq (p, q ∈ {±1,±3}). The matrix F is the
n × n inverse DFT matrix whose (l,m)-element is given by
exp (j2pilm/n) /
√
n. The function fc(z) is a clipping func-
tion defined by
fc(z) :=
{
z (|z| ≤ α)
αejϕ(z) (|z| > α) . (17)
The clipping level α(> 0) is defined as the PAPR given by
10 log10(max1≤k≤n |x˜k|2/Ex‖Fx‖22), where x˜ := fc(Fx).
Small PAPR indicates large distortion. Here, we set n=128
and PAPR=1.5dB or 5dB as strongly clipped systems.
As a shrinkage function of C-TISTA, we use the MMSE
function (15) based on the uniform distribution over the 16-
QAM constellation. In addition to C-TISTA, we also perform
C-TISTA without nonlinearity to study influence of nonlin-
earlity. C-TISTA without nonlinearity named C-TISTA (lin-
ear) has a gradient corresponding to fc(z) = z. In the training
process, we set K = 500, L = 200, and T = 10.
Figure 2 (a) shows the symbol error ratio (SER) perfor-
mance as a function of the signal-to-noise ratio (SNR). The
results show that SERs of DFT and C-TISTA (linear) are
largely affected by the value of PAPR. In contrast, C-TISTA
shows nearly the same SER performance even when the clip-
ping level is small. It suggests that the signal distortion intro-
duced by amplitude clipping is correctly compensated by C-
TISTA. In fact, compared with DFT and C-TISTA (linear), C-
TISTA exhibits better detection performance: the gain of C-
TISTA is about 2dB when SER=1.0×10−3 and PAPR=5dB,
which becomes much larger when PAPR= 1.5dB.
MSE performance is also important if a belief propagation
decoder for LDPC codes is applied to the system to deal with
in-band distortion [29]. Fig. 2 (b) shows the SNR dependency
of the MSE performance in the same setting. The result shows
that C-TISTA also detects transmitted signals with high accu-
racy. These results suggest that C-TISTA can detect a discrete
signal even in nonlinear inverse problems.
5. CONCLUSION
In this paper, we propose C-TISTA for complex-field non-
linear inverse problems that have wide applications such
as complex-valued CS and signal detection from nonlinear
measurements. C-TISTA consists of a gradient step with
Wirtinger derivatives followed by a shrinkage step with a
trainable complex shrinkage function. Its training is scal-
able and stable because it has a small number of trainable
parameters. Numerical studies reveal that C-TISTA shows
remarkable signal recovery performance in complex-valued
CS and clipped OFDM systems. These results indicate a
promising potential of C-TISTA for wide range of inverse
problems in signal processing and wireless communications.
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A. GRADIENT DESCENT BY THE WIRTINGER
DERIVATIVE
In this Appendix, we briefly review Wirtinger derivative and
derive a gradient descent method for solving the least mean
square (LMS) problem for (10), i.e.,
Minimizex∈Cng(x) :=
1
2
‖y − f(Ax)‖22, (18)
without prior information.
A simple extension of the gradient descent method for a
real-valued problem is not applicable to the complex-valued
problem (18) because the function g(x) does not have com-
plex differentiability. To overcome this difficulty, we here use
Wirtinger derivative in complex analysis as an extension of
partial derivative with respect to real variables. For a function
f : C→ C and z := zr + jzi ∈ C (zr = Re(z), zi = Im(z)),
we introduce a function F : R2 → C such that F (zr, zi) =
f(z). Wirtinger derivative is then defined by
∂f(z)
∂z
:=
1
2
[
∂
∂zr
− j ∂
∂zi
]
F (zr, zi), (19)
∂f(z)
∂z∗
:=
1
2
[
∂
∂zr
+ j
∂
∂zi
]
F (zr, zi), (20)
by using partial derivatives [30]. For a complex vector z ∈
Cn, we define differential operators ∂∂z :=
(
∂
∂z1
, . . . , ∂∂zn
)T
,
and ∂∂z∗ :=
(
∂
∂z∗1
, . . . , ∂∂z∗n
)T
. It is known that the steepest
descent direction is given by −∂f/∂z∗ [31], not −∂f/∂z.
We thus calculate ∇g(x) := −∂g/∂x∗ of (18) to solve the
LMS problem by gradient descent.
We first calculate the Wirtinger derivative with respect to
the first variable x∗1 based on the assumption that the function
f is applied to a vector component-wisely. We have
∂
∂x∗1
g(x) =− 1
2
m∑
i=1
[
{yi − f(Ai,:x)}∗ ∂
∂x∗1
(f(Ai,:x))
+{yi − f(ai,:x)} ∂
∂x∗1
(f∗(Ai,:x))
]
=− 1
2
m∑
i=1
A∗i1
[
{yi − f(Ai,:x)}∗ ∂f
∂z∗
(Ai,:x)
+{yi − f(Ai,:x)}∂f
∗
∂z∗
(Ai,:x)
]
,
(21)
where Ai,: := (Ai1, . . . , Ain) (1 ≤ i ≤ m) of the matrix A
and ∂f∂z∗ (u) :=
∂f(z)
∂z∗
∣∣∣
z=u
. We use a chain rule [30], i.e.,
∂
∂z∗
(f1◦f2) =
(
∂f1
∂z
◦ f2
)
∂f2
∂z∗
+
(
∂f1
∂z∗
◦ f2
)
∂f∗2
∂z∗
, (22)
for functions f1, f2 : C → C, and an identity ∂z/∂z∗ =
∂z∗/∂z = 0 in the second line of (21).
Combining it with derivatives with respect to other vari-
ables, we finally obtain
∇g(x) = −1
2
AH
[
{y − f(Ax)}∗  ∂f
∂z∗
(Ax)
+{y − f(Ax)}  ∂f
∗
∂z∗
(Ax)
]
, (23)
where ∂f∂z∗ (u) :=
∂f(z)
∂z∗
∣∣∣
z=u
. It corresponds to (13) in the
gradient step of C-TISTA when V = AH .
Based on the gradient (23), the update rule of the gradient
descent method is given by
x(t+1) = x(t) − 2β∇g(x(t)) (24)
with a step-size parameter β(> 0) and an initial value x(1).
The factor 2 in (24) is necessary to keep consistency with the
real-valued case.
It would be useful to simplify (23) for several special
cases. For a linear model in which f(z) = z, we have
∇g(x) = −1
2
AH(y −Ax). (25)
This corresponds to the gradient descent step in ISTA (4) for
real-valued linear systems.
If f(z) is an analytic function, we have
∇g(x) = −1
2
AH [{y − f(Ax)}  f ′(Ax)] , (26)
where f ′(z) is a complex derivative with respect to z. Simi-
larly, for a real-valued system in which A ∈ Rm×n, x,w ∈
Rn, and f : R→ R, we obtain
∇g(x) = −1
2
AT [{y − f(Ax)}  f ′(Ax)] . (27)
