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Abstract
The aim of this thesis is to contribute to the understanding of discrete bound-
ary value problems on finite networks. Boundary value problems have been
considered both on the continuum and on the discrete fields. Despite working
in the discrete field, we use the notations of the continuous field for elliptic
operators and boundary value problems. The reason is the importance of
the symbiosis between both fields, since sometimes solving a problem in the
discrete setting can lead to the solution of its continuum version by a limit
process. However, the relation between the discrete and the continuous set-
tings does not work out so easily in general. Although the discrete field has
softness and regular conditions on all its manifolds, functions and operators
in a natural way, some diﬃculties that are avoided by the continuous field
appear. Just to serve as an example, local behaviours in the discrete setting
can be immensely diﬀerent between two neighbouring points, whereas in the
continuum local situations force the points in a neighbourhood to behave
similarly.
Specifically, this thesis endeavors two objectives. First, we wish to deduce
functional, structural or resistive data of a network taking advantage of its
conductivity information. The actual goal here is to gather functional, struc-
tural and resistive information of a large network when the same specifics
of the subnetworks that form it are known. The reason is that large net-
works are diﬃcult to work with because of their size. The smaller the size
of a network, the easier to work with it, and hence we try to break the net-
works into smaller parts that may allow us to solve easier problems on them.
We seek the expressions of certain operators that characterize the solutions
of boundary value problems on the original networks. These problems are
denominated direct boundary value problems, on account of the direct em-
ployment of the conductivity information.
6The second purpose is to recover the conductivity function or the internal
configuration of a network using only boundary measurements and global
equilibrium conditions. This recovery is performed using elliptic operator
methods analogous to the ones of the continuous field. In fact, the resolution
of this type of problem is the main objective in this thesis. For this problem
is poorly arranged, at times we only target a partial reconstruction of the
conductivity data or we introduce additional morphological conditions to the
network in order to be able to perform a full internal reconstruction. This
variety of problems is labelled as inverse boundary value problems, in light of
the profit of boundary information to gain knowledge about the inside of the
network. Inverse problems are exponentially ill–posed, since they are highly
sensitive to changes in the boundary data. To sum up, our work tries to find
situations where the recovery is feasible, partially or totally.
One of our ambitions regarding inverse boundary value problems is to re-
cuperate the structure of the networks that allow the well–known Serrin’s
problem to have a solution in the discrete setting. Surprisingly, the an-
swer is similar to the continuous case. On the other hand, we also aim to
achieve a network characterization from a boundary operator on the net-
work. With this end we define a new class of boundary value problems, that
we call overdetermined partial boundary value problems. As a matter of
fact, we can describe how the solutions of this family of problems that hold
an alternating property on a part of the boundary spread through the net-
work preserving this alternance. If we focus in a family of networks holding
good structural properties, we see that the above mentioned operator on the
boundary can be the response matrix of an infinite family of networks associ-
ated with diﬀerent conductivity functions. Therefore, by choosing a specific
extension of the positive eigenfunction associated with the lowest eigenvalue
of the matrix, we get a unique network whose response matrix is equal to a
previously given matrix.
Once we have characterized those matrices that are the response matrices
of certain networks, we raise the problem of constructing an algorithm to
recover the conductances. With this end, we characterize any solution of an
overdetermined partial boundary value problem and describe its resolvent
kernels. Then, we analyze two big groups of networks owning remarkable
boundary properties which yield to the recovery of the conductances of cer-
tain edges near the boundary. We aim to give explicit formulae for the
acquirement of these conductances. Using these formulae we are allowed to
execute a full conductivity recovery under certain circumstances.
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1Introduction
A graph G = (V,E) consists in a finite set of vertices V and a set of pairs of
vertices E ⊆ V ×V such that (x, y) ∈ E if and only if (y, x) ∈ E, called edges.
Given two vertices x, y ∈ V , they are adjacent or neighbours if and only if
(x, y) ∈ E. In this case, we denote x ∼ y and call xy the edge dispensed by
the pair (x, y). We say that x and y are the ends of the edge xy and that
xy is incident on both x and y. The set of neighbours of a vertex x ∈ V is
denoted by N(x) = {x ∈ V : y ∼ x}. A loop is an edge with both ends the
same vertex and a multiple edge is any edge that appears more than once in
E. Throughout this thesis we only consider simple graphs, that is, graphs
with no loops nor multiple edges.
Any graph can be sketched in the plane by drawing a node for each vertex
and depicting a line joining the corresponding two nodes for every edge, see
Figure 1.1.
a
c
e
bd
a
b
c
de
Figure 1.1 Two diﬀerent representations of the graph G = (V,E),
where V = {a, b, c, d, e} and E = {ac, ad, be, bd, ce}.
A network Γ is a graph with positive weights on the edges. These weights
are called conductances. They are supplied by the conductivity function
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c : V × V −→ [0,+∞), which holds the symmetric property c(x, y) = c(y, x)
for every pair x, y ∈ V and c(x, y) = 0 if and only if xy /∈ E. Thus,
E = {(x, y) ∈ V × V : c(x, y) > 0} is the set of edges of the network and
any network can be fully represented by the pair Γ = (V, c). If c(x, y) = 1
for every pair of vertices such that c(x, y) > 0, then Γ = (V, c) can be
considered a graph.
Graphs and networks can be modified in order to obtain other graphs or
networks. Namely, we can remove or add vertices or edges, or even contract
edges to a single vertex. Given a network Γ = (V, c), to remove a vertex
x ∈ V consists in erasing the vertex x, as well as its incident edges. To add a
vertex is to consider a new vertex diﬀerent from the ones in V and, maybe, to
append edges joining it to other existing vertices. It is clear what to remove
an edge means and in a similar manner to add an edge is to place a new
edge between two existing vertices that are not adjacent. The contraction
of an edge xy is to erase xy and to identify x and y in a unique vertex z,
transfering the neighbours of each one of them into z with the corresponding
conductances. In Figure 1.2 this modification is shown.
x y
z
Figure 1.2 A contraction of the edge xy into a vertex z.
The discrete objects described above are the primary elements we work
with throughout this thesis. Our aim is to obtain structural properties and
unknown information about networks employing elliptic operator methods.
Specifically, this thesis endeavors two objectives. First, we wish to obtain
functional, structural or resistive data of a network taking advantage of its
conductivity information. This is accomplished in some families of networks
in the literature, for instance paths [19]. The goal for us is to gather func-
tional, structural and resistive information of a large network when the same
specifics of the subnetworks that form it are known. These problems are
denominated direct boundary value problems, on account of the direct em-
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ployment of the conductivity information. The second purpose is to recover
the conductivity function or the internal configuration of a network using
only boundary measurements and global equilibrium conditions. For this
problem is poorly arranged, at times we only target a partial reconstruction
of the conductivity data or we introduce additional morphological conditions
to the network in order to be able to perform a full internal reconstruction.
This variety of problems is labelled as inverse boundary value problems, in
light of the profit of boundary information to gain knowledge about the inside
of the network.
Despite working in the discrete field, we use the notations of the continuous
field for elliptic operators and boundary value problems. The reason is the
importance of the symbiosis between both fields, since sometimes solving
a problem in the discrete setting can lead to the solution of its continuum
version by a limit process. However, the relation between the discrete and
the continuous settings does not work out so easily in general. Although
the discrete field has softness and regular conditions on all of its manifolds,
functions and operators in a natural way, some diﬃculties that are avoided
by the continuous field appear. Just to serve as an example, local behaviours
in the discrete setting can be immensely diﬀerent between two neighbour-
ing points, whereas in the continuum local situations force the points in a
neighburhood to behave similarly.
The theoretical background needed for these objectives is described in Chap-
ter 2. For short, we introduce several parameters of a network and present
the concept of network with boundary. We also describe functions and linear
operators on a network following the notations introduced by Bendito, Car-
mona and Encinas in [16]. In particular, Schrödinger operators on a network
and the normal derivative on the boundary are presented. Both operators
are related to the well–known laplacian operator on a network. These con-
cepts being set, boundary value problems on networks using Schrödinger
operators and their monotonicity properties are brought in. Moreover, we
carry in two well–known functions that are the keys to describe any solution
of this kind of boundary value problem, named Green and Poisson operators.
Afterwards, resistive and structural parameters of a network are introduced:
generalized eﬀective resistances and Kirchhoﬀ indices. The chapter ends with
the study of circular planar networks, which have been extensively treated
in [25, 36, 38].
Chapter 3 strives the study of certain direct boundary value problems. It
deals with the deduction of functional, resistive and morphological data on
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composite networks in terms of the networks forming them. The reason is
that large networks are diﬃcult to work with because of their size. The
smaller the size of a network, the easier to work with it, and hence we
try to break the networks into smaller pieces that may allow us to solve
easier problems on them. We seek the expressions of the orthogonal Green
operator, as well as the generalized eﬀective resistance between two vertices
and the generalized Kirchhoﬀ index of certain composite networks. Namely,
generalized cluster and corona networks.
In Chapter 4 we also consider direct boundary value problems. We operate on
product networks, which are the network version of the cartesian product of
graphs, and we use separation of variable techniques in order to express their
Green operator in terms of the Green operators of the factors. Thereafter we
obtain the Green operator of another family of networks, spider networks,
as an application of these results.
Chapters 5, 6 and 7 deal with the study of inverse boundary value problems
in diﬀerent ways. First, Chapter 5 consists in the discretization of a well–
known overdetermined problem in the continuous setting, Serrin’s problem.
The continuous version deals with the characterization of those domains
where a specific overdetermined boundary value problem has solution. In
this event, our ambition is to recuperate the structure of the networks that
allow this problem to have a solution in the discrete setting. Surprisingly,
the answer is similar to the continuous case. In fact, the discrete Serrin’s
problem is the extreme case of a family of boundary value problems named
overdetermined partial boundary value problems, which are introduced in
Chapter 7.
Out of the Poisson operator, we introduce the Dirichlet–to–Robin map,
which is formalized on the boundary. The intention in Chapter 6 is to achieve
a network characterization from the Dirichlet–to–Robin map, which is an ex-
tension of the findings of Curtis et al. in [37, 38] for the response matrix
associated with the laplacian. We first look upon the solutions of boundary
value problems with an alternating property in a part of the boundary and
show that they spread across the network in such a way that they hold a
derived alternating property in another part of the boundary. In fact, these
solutions spread following boundary–to–boundary paths where the sign of
the solution is invariable and has opposite sign with respect to the neigh-
bouring paths in the circular order. In a second stage we focus in circular
planar networks and observe that any Dirichlet–to–Robin map can be the
response matrix of an infinite family of networks associated with diﬀerent
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conductivity functions, a phenomenon that has not been observed until now.
Therefore, by choosing a specific extension of the positive eigenfunction as-
sociated with the lowest eigenvalue of the matrix, we get a unique network
whose Dirichlet–to–Robin map corresponds to a certain matrix.
We give thought to a another face of inverse boundary value problems in
Chapter 7. Once we have characterized those matrices that are the response
matrices of certain networks, we raise the problem of constructing an al-
gorithm to recover the conductances. With this end, we characterize the
solutions of any overdetermined partial boundary value problem and de-
scribe its resolvent kernels. Then, we analyze two big groups of networks
owning remarkable boundary properties which yield to the recovery of the
conductances of certain edges near the boundary. We aim to give explicit
formulae for the acquirement of these conductances. Using these formulae
we are allowed to execute a full conductivity recovery under certain cir-
cumstances, specifically for rigid three dimensional grids and well–connected
spider networks.

2
Background
The main end of this chapter is to present the basic definitions and results
related to finite networks that are indispensable in the development of this
thesis. We also describe functions on the sets of vertices as well as linear
operators on the sets of functions, following the notations of the continuous
field that were introduced in [16] for the discrete domain. Yet, now and then
we put to use the matricial notation for the kernels of the linear operators.
2.1 Network properties and subsets
Let Γ = (V, c) be a network. A path of length m − 1 is a sequence of
diﬀerent vertices {x1, . . . , xm} ⊆ V such that m ≥ 1 and xi ∼ xi+1 for all
i = 1, . . . ,m−1, together with the edges xixi+1. Moreover, if xm ∼ x1, then
the sequence {x1, . . . , xm} ⊆ V together with the edges xmx1 and xixi+1 for
i = 1, . . . ,m− 1 is a cycle of m vertices. Sometimes we denote them by the
m–path Pm or the m–cycle Cm, respectively.
We say that Γ = (V, c) is connected if any two vertices of V can be joined by
a path. We abuse the notation and say that V is connected. Furthermore,
given a vertex subset F ⊆ V we say that F is connected if each pair of vertices
of F is joined by a path entirely contained in F . A connected component
of Γ is a connected subset F ⊆ V such that there exists no path from any
vertex x ∈ F to any other vertex y /∈ F . Hence, Γ is connected if and only if
it has only one connected component. If Γ is connected and k ≥ 2, a vertex
x ∈ V is k–separating if removing x results in breaking the network Γ into
exactly k connected components.
We can define a distance function d : V × V −→ [0,+∞] on any network.
Given two vertices x, y ∈ V , the minimum length among all the paths joining
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x and y is called distance between x and y and is denoted by d(x, y). If
such a path does not exist, then d(x, y) = +∞. It is well–known that the
distance function satisfies the triangle inequality, as well as other symmetry
properties.
Lemma 2.1.1. The distance function d : V × V −→ [0,+∞] determines a
distance on V , that is, it satisfies the following properties.
(i) d(x, y) = 0 if and only if x = y.
(ii) d(x, y) = d(y, x) for all x, y ∈ V .
(iii) d(x, y) + d(y, z) ≥ d(x, z) for all x, y, z ∈ V .
For any x ∈ V we define the distance from x to a set F ⊆ V as d(x, F ) =
miny∈F {d(x, y)}. Notice that x ∈ F if and only if d(x, F ) = 0 and so x /∈ F
if and only if d(x, F ) ≥ 1. The external radius of F is the value
r(F ) = max
x∈V
{d(x, F )} = max
x/∈F
{d(x, F )} = max
x/∈F
min
y∈F
{d(x, y)} ≥ 1.
Given a vertex subset F ⊆ V , let us introduce several sets determined
by F . We denote by F c = V ￿ F the complementary set of F in V and
call boundary and closure of F the sets δ(F ) = {x ∈ F c : d(x, F ) = 1} and
F¯ = F ∪ δ(F ), respectively. It is straightforward to prove that F¯ is con-
nected when F is. If we consider a subset in the closure of F , S ⊆ F¯ , we
can denote its neighbourhood asN(S) =
￿
x ∈ F¯ ￿ S : ∃y ∈ S with y ∼ x￿.
In other words, N(S) = δ(S) ∩ F¯ . When S ⊆ δ(F ), its neighbourhood in
F is NF (S) = δ(S) ∩ F . We call interior and exterior of F the subsets◦
F= {x ∈ F : y ∈ F for all y ∼ x} and Ext(F ) = {x ∈ V : d(x, F ) ≥ 2}, re-
spectively. Observe that
◦
F is not necessarily connected even when F is
connected.
The vertices of δ(F ) are called boundary vertices and when a boundary vertex
x ∈ δ(F ) has a unique neighbour in F¯ we call the edge joining them a
boundary spike. Clearly, this unique neighbour of x is in F . When an edge
has both ends in δ(F ), it is called boundary–to–boundary edge or simply
boundary edge. The two last concepts were introduced in [38] by Curtis,
Ingerman and Morrow. Figure 2.1 illustrates all these concepts.
If all the vertices in δ(F ) have a unique neighbour, then we say that δ(F ) is
a separated boundary. This concept was introduced in [46] by Friedman and
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F
δ(F )
V
boundary
boundary edge
spike
Figure 2.1 Representation of a set F and its boundary δ(F ) on a
network.
Tillich and will be extensively used in our work. They state that boundary
separation is a property whose analogue for manifolds is always true and
hence, in most practical situations, one can assume the boundary is sep-
arated. Moreover, they also say that certain boundary conditions behave
bizarrely unless the boundary is separated.
2.2 Functions and linear operators on a network
Before introducing new definitions, we would like to detail the convention
this thesis follows regarding functions, linear operators and other related
parameters on a network. We use the stardard typeface for functions on
one and two variables, working with letters in lower case or capital letters,
respectively. For linear operators, we use capital caligraphical font instead.
In the event of naming a matrix, the typeface put in service is capital sans
serif, and when denoting a vector we use small sans serif letters.
Let Γ = (V, c) be a network. We denote by C(V ) the set of functions f : V −→
R. For f ∈ C(V ) we define its support as supp(f) = {x ∈ V : f(x) ￿= 0} ⊆ V .
If F ⊆ V , the set C(F ) = {f ∈ C(V ) : supp(f) ⊆ F} can be identified with
the set of functions on F given by all the functions f : F −→ R. Moreover,
C+(F ) is the set of non–negative functions on F . These sets are naturally
identified with R|F | and the positive cone of R|F |, respectively.
There are some functions and families of functions that will play an impor-
tant role all allong this work. For instance, the characteristic function of
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a set F ⊆ V is the function χF ∈ C(F ) defined as χF = 1 on F . The
characteristic function of a single vertex x ∈ V is denoted by εx ∈ C({x}).
Hence, εx(z) = 0 if z ￿= x and εx(x) = 1. The following concepts were
presented in [16, 17]. Given a function u ∈ C(V ) and a set F ⊆ V , we
represent by
￿
F u(z) dz or simply by
￿
F u the value
￿
z∈F u(z), for we de-
sire to stablish a discrete notation analogous to the one of the continuous
field. Putting in service this notation, we know as weight on F any function
ω ∈ C+(F ) such that supp(ω) = F and ￿F ω2 = 1. The set of weights on F
is designated by Ω(F ). Another valuable function is the total conductance
at a vertex x ∈ V , also known as the degree of x, which is determined by
κ(x) =
￿
V c(x, z) dz. If F ⊂ V is a proper subset, then for any x ∈ δ(F )
the boundary degree with respect to F is the function κF ∈ C+(δ(F )), with
expression κF (x) =
￿
F c(x, z) dz. Also, an scalar product can be defined
on a network. If F ⊆ V , we consider the inner product on F provided
by ￿ · , · ￿F : C(F )× C(F ) −→ R, where ￿u, v￿F =
￿
F uv for all u, v ∈ C(F ).
In particular, if F = V then we denote the inner product on V simply as
￿ · , · ￿ = ￿ · , · ￿V . The norm || · ||F : C(V )× C(V ) −→ R+ is provided by
||u||F =
￿￿u, u￿F for any u ∈ C(V ), and following the convention we say
that || · || = || · ||V . Observe that ||ω||F = 1 and ||ω||S < 1 for any weight
ω ∈ Ω(F ) and any proper subset S ⊂ F .
Consider two vertex sets T, S ⊆ V . A linear operator K : C(T ) −→ C(S)
is a morphism such that K(u) ∈ C(S) for all u ∈ C(T ). We call O(T, S)
the space of linear operators on the network. The kernel associated with
K ∈ O(T, S) is the function K ∈ C(S × T ) given by K(x, y) = K(εy)(x) for
all x ∈ S and y ∈ T . K is called kernel for the reason that the integral
operator associated with K is given by K(u)(x) = ￿T K(x, z)u(z) dz for all
u ∈ C(T ) and x ∈ S. We now introduce two families of functions associated
with the kernel K ∈ C(S × T ) of the linear operator K : C(T ) −→ C(S).
The first component of K with respect to y ∈ T is the function Ky ∈ C(S)
determined byKy(x) = K(x, y) = K(εy)(x) for all x ∈ S, whereas the second
component of K with respect to x ∈ S is the function Kx ∈ C(T ) prescribed
by Kx(y) = K(x, y) for all y ∈ T .
Allow for the elements of the set V to have a certain labeling, which will
be detailed when necessary. Given two vertex sets T, S ⊆ V and a linear
operator K : C(T ) −→ C(S), we follow the terminology of [37] and define
K ∈M|S|×|T |(R) as the matrix with entries provided by the values K(x, y)
under the ordering given by the above–mentioned labeling. Moreover, if
P ⊆ S and Q ⊆ T , then K(P;Q) stands for the submatrix of K given by the
rows corresponding to the vertices of P and the columns corresponding to
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the vertices of Q. For the sake of simplicity, we write K(x;T) = K({x};T)
and K(S; y) = K(S; {y}).
From time to time we need to express a discrete function u ∈ C(V ) in vec-
torial notation so as to work with matricial equations. The vector uS ∈ R|S|
is the vector whose entries are supplied by the values of u on S ⊆ V under
the ordering referred to.
2.3 Normal derivative and Schrödinger operators
In this section we consider a connected network Γ = (V, c) and a non–empty
connected subset F ⊆ V . The laplacian operator or combinatorial laplacian
of Γ on F is the linear operator L : C(F¯ ) −→ C(F ) that assigns to each
u ∈ C(F¯ ) the function
L(u)(x) =
￿
F¯
c(x, y)
￿
u(x)− u(y)￿ dy
for any vertex x ∈ F . When F ￿= V , we define the normal derivative of Γ
on δ(F ) as the operator
∂
∂nF
: C(F¯ ) −→ C(δ(F )) dispensed by
∂u
∂nF
(x) =
￿
F
c(x, y)
￿
u(x)− u(y)￿ dy
for any boundary vertex x ∈ δ(F ) and any function u ∈ C(F¯ ). It is important
to perceive that the normal derivative is an extension of the combinatorial
laplacian to the boundary δ(F ) with the diﬀerence that it only takes into
account the neighbours in F but not those in δ(F ).
On almost all occasions we work with a generalization of the combinatorial
laplacian, known as Schrödinger operator. This generalization is a 0–order
perturbation of the well–known laplacian operator. Given a function q ∈
C(F¯ ), the Schrödinger operator with potential q on Γ is the linear operator
Lq : C(F¯ ) −→ C(F¯ ) that ascribes to every u ∈ C(F¯ ) the function Lq(u) =
L(u) + qu on F and Lq(u) = ∂u
∂nF
+ qu on δ(F ). At times we only consider
its definition on F , though. In any case, it will be clearly specified whether a
Schrödinger operator is being considered only on F or on the whole closure
F¯ .
The relation between the values of the Schrödinger operator with potential
q on F and the values of the normal derivative on δ(F ) is given by the First
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Green Identity, proved in [16, Proposition 3.1]. If we consider the function
cF = c · χ(F¯×F¯ )￿(δ(F )×δ(F )) ∈ C((F¯ × F¯ ) ￿ (δ(F ) × δ(F ))), this identity is as
follows:￿
F
vLq(u) = 1
2
￿
F¯
￿
F¯
cF (x, y)
￿
u(x)− u(y)
￿￿
v(x)− v(y)
￿
dx dy
+
￿
F
quv −
￿
δ(F )
v
∂u
∂nF
for all u, v ∈ C(F¯ ). A direct consequence is the Second Green Identity￿
F
￿
vLq(u)− uLq(v)
￿
=
￿
δ(F )
￿
u
∂v
∂nF
− v ∂u
∂nF
￿
for all u, v ∈ C(F¯ ), which was proved in the same paper. In particular, if
v = χ
F¯
then the Second Green Identity collapses into the well–known Gauss
Theorem: ￿
F
L(u) = −
￿
δ(F )
∂u
∂nF
for any function u ∈ C(F¯ ). If F = V , then ￿V L(u) = 0 and moreover,L(u) = 0 on V if and only if u is a constant function [18]. The following
result is a direct consequence of the Second Green Identity.
Corollary 2.3.1 ([16, Corollary 3.2]). Any Schrödinger operator on V is
self–adjoint, that is,
￿
V uLq(v) =
￿
V vLq(u) for all u, v ∈ C(V ). Further-
more, if u, v ∈ C(F ) then ￿F uLq(v) = ￿F vLq(u).
We define the symmetric bilinear form EFq : C(F¯ )× C(F¯ ) −→ R given by
EFq (u, v) =
1
2
￿
F¯
￿
F¯
cF (x, y)
￿
u(x)− u(y)￿ ￿v(x)− v(y)￿ dx dy + ￿
F¯
quv
for any u, v ∈ C(F¯ ). It is called energy associated with F , see [16], and it is
inspired by the First Green Identity. In fact, using this identity, the energy
associated with F is also expressed as
EFq (u, v) =
￿
F
vLq(u) +
￿
δ(F )
v
￿
∂u
∂nF
+ qu
￿
.
Looking back to Schrödinger operators, although any of them is self–adjoint,
we are interested in those that are positive semi–definite, for they possess
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good properties for our interest. The characterization of this sort of opera-
tors was obtained in [18] by considering the potential determined by a weight
ω ∈ Ω(F¯ ), which is given by qω = −ω−1L(ω) on F and qω = −ω−1 ∂ω
∂nF
on
δ(F ), and 0–order perturbations of it. Furthermore, in order to study the
positive–semidefiniteness of Schrödinger operators, in [21] the discrete ver-
sion of the well–known Doob transform was introduced. The Doob transform
is a worthwhile tool in the framework of Dirichlet forms.
Proposition 2.3.2 ([21, Doob Transform]). Given a weight ω ∈ Ω(F¯ ), the
following identities hold for any u ∈ C(F¯ ):
L(u)(x) = 1
ω(x)
￿
F¯
c(x, y)ω(x)ω(y)
￿
u(x)
ω(x)
− u(y)
ω(y)
￿
dy − qω(x)u(x)
for all x ∈ F , whereas for every x ∈ δ(F )
∂u
∂nF
(x) =
1
ω(x)
￿
F
c(x, y)ω(x)ω(y)
￿
u(x)
ω(x)
− u(y)
ω(y)
￿
dy − qω(x)u(x).
In addition, for any u, v ∈ C(F¯ ),
EF(u, v) = 1
2
￿
F¯
￿
F¯
cF (x, y)ω(x)ω(y)
￿
u(x)
ω(x)
− u(y)
ω(y)
￿￿
v(x)
ω(x)
− v(y)
ω(y)
￿
dx dy
−
￿
F¯
qωuv,
where EF (u, v) = EFq (u, v)−
￿
F¯ quv.
Proposition 2.3.3 ([21, Proposition 3.2]). The energy EFq is positive semi–
definite if and only if there exists a weight ω ∈ Ω(F¯ ) such that q ≥ qω on F¯ .
Moreover, EFq is not strictly positive definite if and only if q = qω. In this
last case, EFq (v, v) = 0 if and only if v = aω for some a ∈ IR.
Having fixed a weight ω ∈ Ω(F¯ ), the Schrödinger operator Lqω given by the
potential qω is a very common tool in the field of Dirichlet forms and Markov
processes. In fact, in the continuous field,
Lqσ(u) = −div(σ∇u),
if qσ = (
√
σ)−1∆(
√
σ), where div(σ∇u) is the conductivity of the terrain of
a non–homogeneous but isotropic environment. This fact was observed by
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Calderón in [29]. In the discrete field, Lqω contains as a particular case the
normalized laplacian introduced by Chung and Langlands in [34], which is
defined as
∆(u)(x) =
1￿
κ(x)
￿
V
c(x, y)
￿
u(x)￿
κ(x)
− u(y)￿
κ(y)
￿
dy.
The relation is not straightforward: the normalized laplacian with respect
to a conductivity function c coincides with the Schödinger operator Lqω on
V with respect to a conductivity function ￿c : V × V −→ [0,+∞) given by￿c(x, y) = c(x, y)k(x)− 12k(y)− 12 and the weight ω(x) = k(x) 12 (￿z∈V k(z))− 12 .
Proposition 2.3.4 ([18, Proposition 3.3]). The Schrödinger operator Lq is
positive semi–definite on F¯ if and only if there exist a weight ω ∈ Ω(F¯ ) and
a real value λ ≥ 0 such that q = qω + λ. Moreover, ω and λ are uniquely
determined. In addition, Lq is not positive definite on F¯ if and only if λ = 0,
in which case
￿
F¯ vLqω(v) = 0 if and only if v = aω on F¯ for some a ∈ R. In
any case, λ is the lowest eigenvalue of Lq and its associated eigenfunctions
are multiple of ω.
In order to develop a potential theory, see Anandam [3] and Bendito et al.
[31]. We only work with semi–definite positive Schrödinger operators in the
sequel. Therefore, we will consider that every potential q ∈ C(F¯ ) fits the
expression q = qω + λ for some weight on F¯ and real non–negative value
λ, except when other setting equivalent to the last one is described for q.
Moreover, we suppose that it is not simultaneously true that F = V and
λ = 0, unless the opposite is clearly stated. This means that we assume F
to be a non empty subset of V except when λ = 0, in which case F is a
proper subset.
We denote by Lq ∈ C(F¯ × F¯ ) the kernel of the Schrödinger operator Lq on
F¯ and write as Lq ∈ M|F¯ |×|F¯ |(R) the matrix given by this kernel, where
the ordering in F¯ is arbitrarily chosen as F¯ = {δ(F );F}. Just to clarify in
benefit of the reader, the matrix Lq has the following block structure
Lq(F¯; F¯) =
￿
Lq(δ(F); δ(F)) Lq(δ(F);F)
Lq(F; δ(F)) Lq(F;F)
￿
.
2.4 Monotonicity and minimum principle
Let u ∈ C(V ) be a function. We say that u is harmonic, superharmonic or
subharmonic on F if L(u) = 0, L(u) ≥ 0 or L(u) ≤ 0 on F , respectively. In
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particular, u ∈ C(V ) is strictly superharmonic or strictly subharmonic on F
if L(u) > 0 or L(u) < 0 on F , respectively. All the harmonic functions on V
are multiples of χV because of the positive semi–definiteness of L. In fact, if
u ∈ C(V ) is either superharmonic or subharmonic on V , then it is harmonic
and hence constant.
The following results establish the minimum principle and the monotonicity
property of the laplacian operator. They were proved in [18] in a more
general context, see also [40]. These results are included here because they
are the basis for the tools we work with. In the sequel, we assume that F is
a proper connected subset of V .
Proposition 2.4.1 (Minimum principle for the laplacian operator). If u ∈
C(V ) is superharmonic on F then
min
x∈δ(F )
{u(x)} ≤ min
x∈F
{u(x)}
and the equality holds if and only if u coincides on F¯ with a multiple of χF¯ .
In Section 5.1 a generalized minimum principle is shown regarding the values
on certain subsets of F of a superharmonic function on F with respect to
their distance to the boundary δ(F ).
Proposition 2.4.2 (Monotonicity property for the Schrödinger operator).
Let u ∈ C(F¯ ). If Lq(u) ≥ 0 on F and u ≥ 0 on δ(F ), then either u > 0 on
F or u = 0 on F¯ .
2.5 Green and Poisson operators
Given a network Γ = (V, c) and a proper connected subset F ⊂ V , let us
consider boundary value problems on it. A boundary value problem on Γ,
also written as BVP, is a problem that consists in finding all the functions
u ∈ C(F¯ ), if there are any, such that they verify an implicit global condition
on F and other diﬀerent conditions on the boundary δ(F ) or a part of it.
These boundary conditions can be overdetermined. Along this thesis we are
only interested in certain boundary value problems involving Schrödinger
operators. Mainly, the boundary value problems considered in this work fit
one of the following configurations:
Lq(u) = f on F and u = g on δ(F )
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or
Lq(u) = f on F, u = g on A1⊂ δ(F ) and ∂u
∂nF
= h on A2⊂A1⊂ δ(F ).
The first one is known as Dirichlet boundary value problem or Dirichlet prob-
lem for short. The second is an overdetermined partial Dirichlet–Neumann
boundary value problem. Both names refer to the type of boundary condi-
tions. The second type of problems is introduced here for the first time on
finite networks and will be studied in Section 7.1.
In this section we focus in the first typology of boundary value problems.
In fact, in an abuse of notation, if we cosider the non–proper subset F = V
then F¯ = V and in this case the Dirichlet problem Lq(u) = f on F and
u = g on δ(F ) is simply the extremal case
Lq(u) = f on V,
which is known as Poisson equation.
Let us go back to the case when F ⊂ V is a proper subset. Consider
f ∈ C(F ) and g ∈ C(δ(F )) two known functions. Let us consider the Dirichlet
boundary value problem that consists in finding a function u ∈ C(F¯ ) such
that
Lq(u) = f on F and u = g on δ(F ). (2.1)
Does u exist? Is it unique? The existence and uniqueness of solution for
Problem (2.1) was proved in [18] by Bendito, Carmona and Encinas. Their
Dirichlet principle tells us that for any data f ∈ C(F ) and g ∈ C(δ(F )),
Problem (2.1) has a unique solution, see [18, Proposition 3.3]. In the con-
tinuum, the unique solution of this kind of problems is characterized by the
Green and the Poisson operators. In our setting, in order to characterize
this unique solution, we need a discrete version of these two operators. So as
to describe them, let us consider the following two Dirichlet boundary value
problems
Lq(uf ) = f on F and uf = 0 on δ(F ) (2.2)
and
Lq(ug) = 0 on F and ug = g on δ(F ). (2.3)
We call them the Green problem with data f on F and the Poisson prob-
lem with data g on F , respectively. Let Gq be the endomorphism of C(F )
that assigns to each f ∈ C(F ) the unique function Gq(f) ∈ C(F ) such that
Lq
￿
Gq(f)
￿
= f on F . We say that Gq is the Green operator of Γ on F .
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On the other hand, let Pq : C(δ(F )) −→ C(F¯ ) be the linear operator that
assigns to each g ∈ C(δ(F )) the unique function Pq(g) ∈ C(F¯ ) such that
Lq
￿
Pq(g)
￿
= 0 on F and Pq(g) = g on δ(F ). This operator is called the
Poisson operator of Γ on F . Observe that uf = Gq(f) and ug = Pq(g) on
F¯ . Thus, the Green operator Gq(f) on F is the unique solution of the Green
problem (2.2) and the Poisson operator Pq(f) on F is the unique solution of
the Poisson problem (2.3).
Corollary 2.5.1 ([21, Proposition 3.3]). The Dirichlet boundary value prob-
lem (2.1) has a unique solution u ∈ C(F¯ ) for any data f ∈ C(F ) and
g ∈ C(δ(F )) and it is given by
u = Gq(f) + Pq(g). (2.4)
Next, we define the Green operator when the set we work on is the whole
set of vertices V . This concept was also introduced in [18], as well as the
following notations. First, we consider that F = V , denote V = ker(Lq) and
define π as the orthogonal projection on V . When q ￿= qω, then V is trivial
and hence π = 0. Otherwise, when q = qω, then V is the subspace generated
by ω and therefore π(f) = ￿f,ω￿ω is the orthogonal projection of f ∈ C(V )
on V . Recall that Lq is an isomorphism of V⊥, see [18]. Moreover, for each
f ∈ C(V ) there exists a function u ∈ C(V ) such that Lq(u) = f − π(f)
on V and then u + V is the set of all the functions v ∈ C(V ) such that
Lq(v) = f − π(f) on V .
We call orthogonal Green operator with data f on V , and denote it with the
same notation Gq, the unique endomorphism of C(V ) that assigns to each
f ∈ C(V ) the unique function u ∈ C(V ) such that
Lq(u) = f − π(f) on V (2.5)
with a￿u,ω￿ = 0, where a = 0 if q ￿= qω and a = 1 if q = qω, see [18,
Definition 5.6]. In the sequel, when using a Green operator, it will be clearly
indicated whether it is the Green operator on a proper subset F ⊂ V or the
orthogonal Green operator on V .
We abuse the notation and consider now a connected vertex subset F ⊆ V .
Notice that if F = V , then F¯ = V also. With this notation, the Green kernel
on F is the function Gq : F¯ × F −→ R given by Gq(x, y) = Gq(εy)(x) for all
x ∈ F¯ and y ∈ F . If F = V , it is the orthogonal Green kernel on V . We
denote by Gq ∈ M|F¯ |×|F |(R) the Green matrix given by the entries of the
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Green kernel Gq on F¯ × F . Analogously, if F = V then Gq ∈M|V |×|V |(R)
is the orthogonal Green matrix.
Using these notations, the following results hold. We first fix our attention
on the Green and Poisson operators on F ⊂ V and afterwards we study the
orthogonal Green operator on V .
Lemma 2.5.2 ([18, Definition 5.2]). If F ⊂ V is a proper subset, the Green
operator Gq on F is the inverse operator in C(F ) of the Schrödinger operator
Lq on F .
Proof. Recall that from Proposition 2.3.4, Lq is positive–definite on any
proper connected subset F ⊂ V . Since Lq (Gq(u)) = u on F for all u ∈
C(F ) by definition, then the inverse of the Schrödinger operator Lq in the
corresponding space of functions is the Green operator Gq ∈ C(F ).
Proposition 2.5.3 ([18, Propositions 5.1 and 5.3]). The Green kernel on
F ⊂ V satisfies the following properties: Gq(x, y) > 0 for all x, y ∈ F ,
Gq(x, y) = Gq(y, x) for all x, y ∈ F and
Gq(f)(x) =
￿
F
Gq(x, y)f(y) dy
for any x ∈ F¯ .
Now we bring the attention back to the orthogonal Green operator on V .
If q ￿= qω, then it is straighforward that Lq is invertible in C(V ). However,
when q = qω, then the Schrödinger operator Lqω is not invertible but we can
consider the orthogonal Green operator as its Moore–Penrose inverse in C(V ).
Recall that a Moore–Penrose inverse M† ∈Mt×s(K) is the pseudoinverse of
a matrix M ∈ Ms×t(K) when it is either non–squared or singular. It is
unique and satisfies the following properties [15]:
M ·M† ·M = M, M† ·M ·M† = M†,
(M ·M†)∗ = M ·M†, (M† ·M)∗ = M† ·M.
Proposition 2.5.4 ([18, Proposition 5.8]). If q ￿= qω, then the orthogonal
Green operator satisfies that Lq(Gq(u)) = u in V for all u ∈ C(V ) and hence
Gq is the inverse operator of Lq in C(V ). On the other hand, if q = qω then
Lqω (Gqω(u)) = u − ￿u,ω￿ω on V and ￿Gqω(u),ω￿ = 0 for all u ∈ C(V ).
Moreover, Gq is a symmetric function on V × V in any case.
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Let us define the value λ† = λ−1 when λ > 0 and λ† = 0 when λ = 0 for the
following result, which is a direct consequence of Proposition 2.3.4 and the
above theoretical background.
Corollary 2.5.5 ([18, Proposition 5.7]). The lowest eigenvalue of the or-
thogonal Green operator Gq on V is λ† and its associated eigenfunction is
the weight ω. Hence, Gq(ω) = λ†ω on V . Moreover, Gq is self–adjoint, that
is, ￿g,Gq(f)￿ = ￿f,Gq(g)￿ for all f, g ∈ C(V ).
Finally, we fix our attention on the Poisson operator Pq on F and relate it to
the Green operator Gq on F just as it was shown in [18]. The Poisson kernel
on F is the function Pq : F¯ × δ(F ) −→ R given by Pq(x, y) = Pq(εy)(x) for
all x ∈ F¯ and y ∈ δ(F ). We denote by Pq ∈M|F¯ |×|δ(F )|(R) the matrix given
by the entries of the Poisson kernel Pq on F¯ × δ(F ).
Proposition 2.5.6 ([18, Propositions 5.1 and 5.3]). The Poisson kernel
satisfies the following properties: Pq(x, y) > 0 for any x ∈ F and y ∈ δ(F ),
∂P yq
∂nF
(x) =
∂P xq
∂nF
(y) for all x, y ∈ δ(F ) and
Pq(g)(x) =
￿
δ(F )
Pq(x, y)g(y) dy
for any x ∈ F¯ .
Proposition 2.5.7 ([18, Proposition 5.5]). For any x ∈ F¯ and any y ∈ δ(F ),
Pq(x, y) = εy(x)−
∂Gxq
∂nF
(y).
Proposition 2.5.8 ([18, Proposition 5.3]). The Green and the Poisson op-
erators of Γ on F are formally self–adjoint, that is, ￿f,Gq(g)￿F = ￿Gq(f), g￿F
for all f, g ∈ C(F ) and ￿f,Pq(g)￿δ(F ) = ￿Pq(f), g￿δ(F ) for all f, g ∈ C(δ(F )).
2.6 Eﬀective resistances and Kirchhoﬀ index
In this section we set the concept of the generalized eﬀective resistance be-
tween two vertices, which measure how diﬃcult for an electrical current is
to get from one vertex to the other one, as well as the generalized Kirchhoﬀ
index of a network, which describes its rigidity.
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The generalized Kirchhoﬀ indices and eﬀective resistances of a network need
the values of the orthogonal Green kernel on V to be known. We work with
the whole set of vertices F = V of the network, which in particular is a set
with no boundary (F¯ = V in this case), for the parameters we work with do
not need to distinguish among interior and boundary vertices.
The Kirchhoﬀ index was introduced in chemistry as a better alternative to
other parameters used for the discrimination among diﬀerent molecules with
similar shapes and structures, see [48]. It is also known as the total resistance
of the network, as it is a global parameter. Chemically, the Kirchhoﬀ index of
a molecular graph is the sum of the squared atomic displacements from their
equilibrium positions produced by molecular vibrations [43]. Small values of
the Kirchhoﬀ index indicate that the atoms are very rigid in the molecule.
Mathematically, the Kirchhoﬀ index of a network measures its structural
rigidity. This parameter has started an important and fruitful path that has
carried the computation of the Kirchhoﬀ indices in symmetrical networks
such as distance–regular graphs, circulant graphs, lineal chains and some
fullerenes: see for instance [14, 22, 26, 57] and the references therein. In
[23, 24] a generalization of the Kirchhoﬀ index with respect to a weight on
the network and a real non–negative value was introduced. For example, this
generalization is essential to obtain the expression of the classical Kirchhoﬀ
index of a composite network in terms of Kirchhoﬀ indices of the factors, as
it will be seen further in this work. Hence, we work with this generalization
instead of the classical version.
The generalized Kirchhoﬀ index needs the definition of generalized eﬀective
resistances between pairs of vertices of the network. The classical eﬀective
resistance between two adjacent vertices is the inverse of the conductance
of the edge joining them. In general, the eﬀective resistance between a
pair of vertices –not necessarily adjacent– is a parameter that expresses how
diﬃcult for an electrical current is to go from one of these two vertices to
the other one. Coppersmith et al. [35] and Ponzio [52] found the expression
of the solution of certain boundary value problems in terms of the eﬀective
resistances of the network in the decade of 1990. In [23, 24] the classical
eﬀective resistance was generalized with respect to a weight on the network
and a real non–negative value. We work with this generalization, too.
Let Γ = (V, c) be a connected network. Remember that we assume the
potential q ∈ C(V ) to be given by q = qω + λ on V , where ω ∈ Ω(V ) and
λ ≥ 0 is a real value. Given two vertices x, y ∈ V , we define the functional
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Jx,y : C(V ) −→ R as
Jx,y(u) = 2
￿
u(x)
ω(x)
− u(y)
ω(y)
￿
− ￿Lq(u), u￿,
for all u ∈ C(V ). The generalized eﬀective resistance between x and y with
respect to ω and λ is the value
Rλ,ω(x, y) = max
u∈C(V )
{Jx,y(u)}.
In addition, we can consider the functional Jx : C(V ) −→ R given by
Jx(u) = 2
￿
u(x)
ω(x)
− ￿u,ω￿
￿
− ￿Lq(u), u￿
for all u ∈ C(V ) and define the generalized total resistance at x ∈ V with
respect to ω and λ as
rλ,ω(x) = max
u∈C(V )
{Jx(u)}.
Finally, the generalized Kirchhoﬀ index of Γ with respect to ω and λ is the
value
k(λ,ω) =
1
2
￿
x,y∈V
Rλ,ω(x, y)ω
2(x)ω2(y).
For all these new presented parameters, we omit the subscript λ when it is
0 and leave out the subfix symbol ω when it is constant. Hence, k is the
normalized classical Kirchhoﬀ index.
The role of the orthogonal Green operator on V is the key to evaluate the
generalized eﬀective resistances and Kirchhoﬀ indices of the network. The
following formulae express these diﬀerent parameters in terms of orthogonal
Green functions on V , see [23] for the proofs.
Proposition 2.6.1 ([23, Proposition 4.3]). For any x, y ∈ V , it is satisfied
that
rλ,ω(x) =
Gq(x, x)
ω2(x)
−λ† and Rλ,ω(x, y) = Gq(x, x)ω2(x) +
Gq(y, y)
ω2(y)
−2Gq(x, y)
ω(x)ω(y)
,
where Gq stands for the orthogonal Green kernel on V . In consequence,
k(λ,ω) =
￿
x∈V
rλ,ω(x)ω
2(x) =
￿
x∈V
Gq(x, x)− λ†.
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2.7 Circular planar networks
We present here a family of networks that plays an important role in this the-
sis. This family is termed circular planar networks and has been extensively
used in the literature, see [25, 36, 37, 38].
A planar network is a network that can be drawn in the plane in such a way
that the edges do not cross each other. Let Γ = (V, c) be a connected planar
network with F ⊂ V a fixed proper connected subset such that F¯ = V for
the sake of simplicity. Γ is a circular planar network if it can be embedded
in a closed disc D of the plane, with the vertices of F laying in
◦
D and the
boundary vertices laying on the circumference ∂D. The edges must be in D,
also, with no crossings between edges. The circumference ∂D is called the
boundary circle. If Γ is a circular planar network, the vertices in δ(F ) are
labelled in the clockwise circular order given by the boundary circle ∂D, see
Figure 2.2. An arc of the boundary circle ￿xy is the portion of the boundary
D
v1
v2
v3
v4
v5
v6
Figure 2.2 An example of circular planar network.
circle from x ∈ δ(F ) to y ∈ δ(F ) in the clockwise order. Two arcs are disjoint
if and only if they contain no common vertices.
Curtis and Morrow defined in [37] the following concepts. Let Γ be a circular
planar network and let v1, . . . , vm be a sequence of diﬀerent vertices of δ(F ).
We say that the vertices v1, . . . , vm are in circular order if￿v1vm is an arc of
the boundary circle, v2, . . . , vm−1 are in the arc￿v1vm and v1 < v2 < . . . < vm
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in terms of the circular order introduced by the boundary circle ∂D. Let
now P = {p1, . . . , pk} and Q = {q1, . . . , qk} be two sequences of vertices of
δ(F ) in circular order. We say that (P ;Q) is a circular pair if the sequence
{p1, . . . , pk, qk, . . . , q1} is in circular order. If A ∈ M|F¯ |×|F¯ |(R) is a matrix
and (P ;Q) is a circular pair of vertices of δ(F ), then A(P;Q) is called a
circular minor of A.
Suppose that P = (p1, . . . , pk) and Q = (q1, . . . , qk) are two sequences of
vertices of δ(F ). We say that P and Q are k–connected through Γ if there
exist a permutation τ of the set of indices {1, . . . , k} and k disjoint paths
α1, . . . ,αk such that αi connects pi with qτ(i) and goes through no other
boundary vertices, for each i = 1, . . . , k. A critical circular planar network
Γ is a circular planar network such that the removal of any edge breaks a
connection through Γ between pairs of boundary vertices.

3
Eﬀective resistances and
Kirchhoﬀ indices on
composite networks
All allong this chapter we assume the conductivity functions of the networks
to be known. A composite network is any network that can be expressed as a
result of operations involving other networks. We want to obtain functional,
resistive and morphological data of some composite networks in terms of the
networks forming them. Specifically, the aim is to obtain the orthogonal
Green function on V , the generalized Kirchhoﬀ indices and the generalized
eﬀective resistances of certain composite networks in terms of their parti-
tions. The reason is that large networks are diﬃcult to work with because
of their size. The smaller the size of a network, the easier to work with it,
and hence we try to break the networks into smaller parts that may allow
us to solve other problems on them that require not such an eﬀort.
This problem is classified as a direct boundary value problem, since the
conductances of the networks are always known. In general, a direct boundary
value problem is a problem where we obtain functional, structural or resistive
information of a network taking advantage of its conductivity data, among
other known information, through boundary value problems.
The definitions and results given in Section 2.6 are the tools to give an
expression of the generalized Kirchhoﬀ indices and eﬀective resistances for
the generalized cluster and corona networks, which are introduced in the
following sections.
The results detailed in this chapter have been published in [7, 8] and they
have also been presented to a congress, see [4].
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3.1 Cluster networks
In this section we follow the same techniques used in [20] for the recovery of
the generalized Kirchhoﬀ indices and eﬀective resistances of joint networks,
which is a family of composite networks. Let us consider two graphs Γ0
and Γ1 with vertex sets V0 and V1, respectively. We arbitrarily select a
vertex x ∈ V1 and call it the distinguished vertex of Γ1. The cluster graph
Γ = Γ0{Γ1} consists in takingm = |V0| copies of the graph Γ1 and identifying
each vertex of Γ0 with the distinguished vertex x of a diﬀerent copy of Γ1,
as shown in Figure 3.1. The edges are maintained as in the original graphs.
For this composite graph the expression of the classical Kirchhoﬀ index was
obtained in [59] using a very diﬀerent approach.
Γ1
Γ0
x
Γ0{Γ1}
Figure 3.1 Example of a cluster graph.
We consider the generalization of the cluster graph to the case of m + 1
diﬀerent networks. Let Γ0 = (V0, c0) be a connected network with vertex
set given by V0 = {x1, . . . , xm} and let Γi = (Vi, ci), with i = 1, . . . ,m, be
m diﬀerent connected networks. We call them satellite networks and Γ0 is
called the basis network. We select a vertex on each satellite network Γi and
call it the distinguished vertex xi ∈ Vi, for the sake of simplicity. Therefore,
using this notation, the m distinguished vertices are already identified with
a vertex of Γ0. Let V =
m￿
i=1
Vi be the disjoint union of all the vertex sets.
We call cluster network with basis Γ0 and satellites {Γi}mi=1 the network
Γ = (V, c) obtained by identifying each vertex xi of Γ0 with the distinguished
vertex xi of Γi. The edges are maintained as in the original networks and
hence the conductances are given by c(x, y) = ci(x, y) for any x, y ∈ Vi,
where i = 0, . . . ,m, and c(x, y) = 0 otherwise. This network is denoted by
Γ = Γ0{Γ1, . . . ,Γm} and is also called generalized cluster network, see Figure
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3.2. A satellite network Γi is called trivial if Vi = {xi}. Notice that the
identification of a trivial satellite network Γi with xi ∈ V0 does not modify
the structure nor the behaviour of the basis network Γ0 at xi. Taking this
Γ1
Γ2
Γ3
Γ4
Γ0
x4
x1
x2
x3
x4
Γ0{Γ1, . . . ,Γ4}
x1
x2
x3
x4
x1 x2 x3
Figure 3.2 Example of a generalized cluster network.
into account, generalized cluster networks are highly relevant in chemistry
applications since all composite molecules consisting of some amalgamations
on a central submolecule can be understood as a cluster.
Moreover, we can say that any arbitrary connected network Γ = (V, c) with
at least one k–separating vertex for any k can be understood as a generalized
cluster network. To see an easy example of this, we consider a network Γ
with at least one 2–separating vertex and where there exist no k–separating
vertices for k ≥ 3. We choose a 2–separating vertex s1 ∈ V and take it
away without removing its incident edges, obtaining exactly two connected
components. Let us add a new vertex x1 to each one of the connected
components in the place where s1 was. Name Γ0 = (V0, c0) and Γ1 = (V1, c1)
these two new connected networks. Then, x1 ∈ V0 on Γ0 and x1 ∈ V1 on
Γ1. If Γ0 has no 2–separating vertices, then Γ = Γ0{Γ1, . . . ,Γm}, where
V0 = {x1, . . . , xm} and Γ2, . . . ,Γm are trivial satellite networks. Otherwise,
let s2 be a 2–separating vertex of Γ0 and let us proceed as before. We obtain
two new connected networks from the former Γ0 and call them the new
Γ0 = (V0, c0) –for the sake of simplicity– and Γ2 = (V2, c2), with x2 ∈ V0 on
Γ0 and x2 ∈ V2 on Γ2. We can continue this process until the newest version
of Γ0 has no more 2–separating vertices. Then, Γ = Γ0{Γ1, . . . , Gammam}
with V0 = {x1, . . . , xm} and Γr+1, . . . ,Γm are trivial satellite networks, where
r is the number of repetitions of this process.
It is important to remark that this process does not produce a unique gen-
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eralized cluster configuration for a given network and that there exist other
generalized cluster configurations for a network not feasible with this algo-
rithm. However, the point of this process is to show that a huge amount of
networks are generalized cluster networks and therefore they can be broken
into smaller parts, which in most of the situations are easier to work with.
In Figure 3.3 we can see some examples of the reinterpretation of a network
as a generalized cluster, where the shadowed areas are the satellite networks.
=
=
=
Figure 3.3 Examples of the reinterpretation of a network as a
generalized cluster.
Let Γ = (V, c) be a generalized cluster network and let ω ∈ Ω(V ) be a
weight on Γ. Consider for any i = 0, . . . ,m the value σi =
￿￿
Vi
ω2
￿ 1
2 and
the function ωi(x) = σ−1i ω(x) for every x ∈ Vi. It is clear that ωi ∈ Ω(Vi).
If u ∈ C(V ), the restriction of u to Vi is also denoted by u. Observe that
if u ∈ C(Vi) and v ∈ C(V ), then ￿u, v￿ = ￿u, v￿Vi . In particular, ￿u, v￿ = 0
when v ∈ C(Vj) with j ￿= i and ￿u, v￿ = u(xi)v(xi) when v ∈ C(V0) with
i ￿= 0. Notice also that ￿mj=1 σ2j = 1.
From now on, when dealing with composite networks, the superscript i on
a parameter or operator stands for the one of the network Γi, where i =
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0, . . . ,m. Using this notation, we get the following result.
Proposition 3.1.1. For any function u ∈ C(V ) on the generalized cluster
network, it is satisfied that
Lqω(u)(x) = Liqωi (u)(x) + L
0
qω0
(u)(xi)εxi(x)
for all x ∈ Vi, where i = 1, . . . ,m.
Proof. It suﬃces to observe that if x ∈ Vi, then
L(u)(x) = Li(u)(x) +L0(u)(xi)εxi(x) and qω(x) = qωi(x) + qω0(xi)εxi(x)
for each i = 1, . . . ,m.
Our following objective is to obtain the orthogonal Green operator on V
with respect to the potential qω of the generalized cluster network in terms
of the orthogonal Green operators on Vi of the satellites. Observe that we are
considering only the λ = 0 case. As a by–product, we obtain the generalized
eﬀective resistances and Kirchhoﬀ index with respect to the weight ω. First,
let us consider for any f ∈ C(V ) the function gf ∈ C(V0) defined as
gf (xj) =
σj￿f,ωj￿
ω(xj)
=
￿f,ωj￿
ωj(xj)
for any j = 1, . . . ,m. This definition is motivated by the following result.
Lemma 3.1.2. Let f ∈ C(V ) be a function on the generalized cluster network
such that ￿ω, f￿ = 0. Let u ∈ C(V ) be a solution of the Poisson equation
Lqω(u) = f on V . Then, L0qω0 (u) = gf on V0.
Proof. Using Proposition 3.1.1, we know that u is a solution of the equation
Lqω(u) = f on V if and only if u satisfies Ljqωj (u) = f−L0qω0 (u)(xj)εxj on Vj
for every j = 1, . . . ,m. Remember that Ljqωj (ωj) = 0. As Ljqωj is self–adjoint
on C(Vj), we get that
0 = ￿Ljqωj (ωj), u￿ = ￿L
j
qωj
(u),ωj￿ = ￿f,ωj￿ − L0qω0 (u)(xj)ωj(xj)
and hence the result follows.
Proposition 3.1.3. Let f ∈ C(V ) be a function on the generalized cluster
network such that ￿ω, f￿ = 0. Consider the Poisson equation Lqω(u) = f on
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V . Then, the function
u =
m￿
i=1
Giqωi (f − gf εxi)
+
m￿
i=1
1
ωi(xi)
￿
Giqωi (f − gf εxi)(xi)− G
0
qω0
(gf )(xi)
￿ ￿
σiω − ωi
￿
is the unique solution of the Poisson equation such that ￿ω, u￿ = 0.
Proof. From Proposition 3.1.1 and Lemma 3.1.2 we know that u is a so-
lution of the equation Lqω(u) = f on V if and only if it is satisfied that
Ljqωj (u) = f − gf εxj on Vj for all j = 1, . . . ,m. As λ = 0, then there exist
m+ 1 real values β0,β1, . . . ,βm ∈ R such that
u = G0qω0 (gf ) + β0ω0 on V0
and
u = Gjqωj
￿
f − gf εxj
￿
+ βjωj on Vj
for every j = 1, . . . ,m. Consequently, if we define the functions uj =
Gjqωj
￿
f − gf εxj
￿
+ βjωj ∈ C(Vj) then u =
￿m
j=1 uj . Moreover, it satisfies
that
￿u,ω￿ =
m￿
j=1
￿ω, uj￿ =
m￿
j=1
σj￿ωj , uj￿ =
m￿
j=1
σjβj .
Therefore, ￿u,ω￿ = 0 if and only if ￿mj=1 βjσj = 0. On the other hand,
keeping in mind that xj ∈ Vj ∩ V0 and that ωj(xj) = σ−1j σ0ω0(xj) we get
that
βj =
G0qω0 (gf )(xj)− G
j
qωj
(f − gf εxj )(xj)
ωj(xj)
+ β0
σj
σ0
, j = 1, . . . ,m.
Therefore,
β0 = σ0
m￿
j=1
σj
ωj(xj)
￿
Gjqωj (f − gf εxj )(xj)− G
0
qω0
(gf )(xj)
￿
,
and the result follows.
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Theorem 3.1.4. The orthogonal Green function of the generalized cluster
network on Vi × Vj is given by
Gqω = G
j
qωj
+
1
ωi(xi)
￿￿
σjσiG
i
qωi
(·, xi)−Gjqωj (·, xj)
￿
⊗ ωj
￿
+
1
ωj(xj)
￿
ωi ⊗
￿
σjσiG
j
qωj
(·, xj)−Giqωi (·, xi)
￿￿
+ gijωi ⊗ ωj ,
where
gij =
σiσj
2σ20
￿
m￿
k=1
σ2k
￿
R0ω0(xk, xj) +R
0
ω0(xk, xi)
￿￿
− σiσj
2σ20
￿
m￿
k=1
m￿
￿=1
σ2kσ
2
￿R
0
ω0(xk, x￿)−R0ω0(xi, xj)
￿
+ σiσj
￿
m￿
k=1
σ2kr
k
ωk(xk)− riωi(xi)− rjωj (xj)
￿
+ riωi(xj).
Proof. For any y ∈ V , the function u = Gqω(εy) is the unique solution of
the equation Lqω(u) = εy − ω(y)ω on V such that ￿u,ω￿ = 0, see Equation
(2.5). Then, the explicit expression of Gqω is easily deduced if we reduce the
problem to some cases. Let f = εy − ω(y)ω ∈ C(V ). As y ∈ Vj for an index
j ∈ {1, . . . ,m}, then f = εy − σjωj(y)ω and therefore
￿f,ωj￿ = ωj(y)(1− σ2j )
G0qω0 (h)(xj) =
ωj(y)
ωj(xj)
G0qω0(xj , xj)− σjωj(y)
m￿
l=1
σlG0qω0 (xj , xl)
ωl(xl)
Gjqωj (f)(xj) = Gjqωj (xj , y)
Gjqωj (f)(x) = Gjqωj (x, y), x ∈ Vj
￿f,ωk￿ = −σjσkωj(y), k ￿= j
G0qω0 (h)(xk) =
ωj(y)
ωj(xj)
G0qω0(xk, xj)− σjωj(y)
m￿
l=1
σlG0qω0 (xk, xl)
ωl(xl)
, k ￿= j
Gkqωk (f)(xk) = 0, k ￿= j
Gkqωk (f)(x) = 0, x ∈ Vk, k ￿= j,
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where h(xj) =
￿f,ωj￿
ωj(xj)
for all j = 1, . . . ,m. Notice that Gqω(x, y) = u(x) and
that x can be either in Vj or in Vk for k ￿= j. Applying Proposition 3.1.3, we
get the result using the formulae corresponding to each case.
The following result gives the expression of the generalized Kirchhoﬀ index
k(ω) and the generalized eﬀective and total resistances Rω, rω in terms of
the same parameters of the satellites. These expressions follow directly from
the formulae in Proposition 2.6.1.
Corollary 3.1.5. The generalized Kirchhoﬀ index k(ω) of the generalized
cluster network is given by
k(ω) =
m￿
i=1
ki(ωi) +
1
2σ20
m￿
i=1
m￿
j=1
σ2i σ
2
jR
0
ω0(xi, xj) +
m￿
i=1
(1− σ2i )riωi(xi).
Moreover, for all x ∈ Vj, the generalized total resistance at x is the value
rω(x) = r
j
ωj (x)− rjωj (xj)−
(σ2j − 1)
σ2j
Rjωj (x, xj) +
n￿
k=1
σ2kr
k
ωk(xk)
+
1
σ20
m￿
k,￿=1
σ2kσ
2
￿
￿
R0ω0(xk, xj)−R0ω0(xk, x￿)
￿
.
The generalized eﬀective resistances are given by
Rω(x, y) =
Rjωj (x, y)
σ2j
if x, y ∈ Vj, whereas if x ∈ Vi and y ∈ Vj with i ￿= j then
Rω(x, y) =
Riωi(x, xi)
σ2i
+
R0ω0(xi, xj)
σ20
+
Rjωj (xj , y)
σ2j
.
This result was obtained in [59] for the classical case, that is, for the cluster
graph with not normalized constant weight. Corollary 3.1.5 clearly shows
the behaviour of the eﬀective resistances in a cluster network. First, we need
to notice that all the vertices of the basis network Γ0 are separating vertices
of the generalized cluster network. In consequence, the generalized eﬀective
resistance between two vertices belonging to two diﬀerent satellite networks
is the weighted sum of following quantities: the resistances between each
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one of the vertices and the corresponding distinguished vertex of its satellite
network, and the resistance between these two distinguished vertices on the
basis network. In contraposition, if two vertices belong to the same satellite
network, then the generalized eﬀective resistance between them remains the
same as in the original network with a weight–adaption multiplying parame-
ter. Also, we can see that any generalized cluster network loses rigidity with
respect to its parts, since its Kirchhoﬀ index is bigger that the sum of the
Kirchhoﬀ indices of its factors.
In order to show an example, let us consider the generalized star Γ = (V, c)
given in Figure 3.4 with weight ω = 1/9 on the central vertex, which we
name x6 ∈ V , and ω = 2/9 on V ￿ {x6}. The conductances are given by
c(x6, z) = 2 if z is a neighbour of the central vertex and c(y, z) = 1 for
y ∼ z with y, z ￿= x6. Notice that Γ is a generalized cluster network with
x6
x1
x2
x3
x4
x5
Figure 3.4 A generalized star with 5 radius of length 4.
basis network Γ0 the 5–star with constant conductances equal to 2. The
satellite networks are given by 5 copies Γ1, . . . ,Γ5 of a 4–path with constant
conductances equal to 1 and a trivial network Γ6 given by the central vertex
x6, see the shadowed areas of Figure 3.4 to identify the satellite networks.
Therefore, the weights are adapted as ωi = 1/2 on Vi for each i = 1, . . . , 5,
ω6 = 1 on V6 = {x6}, ω0(x6) = 1/√21 and ω0 = 2/√21 on V0 ￿ {x6}, since
σ6 = 1/9, σ0 =
√
21/9 and σi = 4/9 for i = 1, . . . , 5. The orthogonal Green
matrices, generalized eﬀective resistances and Kirchhoﬀ indices of the factor
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networks are easily obtained. They are given by:
Giqωi =
1
8

7 1 −3 −5
1 3 −1 −3
−3 −1 3 1
−5 −3 1 7
 , Riωi =

0 4 8 12
4 0 4 8
8 4 0 4
12 8 4 0
 ,
riωi =
1
2

7
3
3
7
 and ki(ωi) = 52
for i = 1, . . . , 5, where the ordering in V1 is given by the indices {1, 2, 3, 4}
if Γi = {x1 ∼ y2 ∼ y3 ∼ y4} is the 4–path. For the trivial satellite network,
clearly G6qω6 = 0, R
6
ω6 = 0, r
6
ω6 = 0 and k
6(ω6) = 0. Finally, for the basis
network,
G0qω0 =
1
441

353 −88 −88 −88 −88 −2
−88 353 −88 −88 −88 −2
−88 −88 353 −88 −88 −2
−88 −88 −88 353 −88 −2
−88 −88 −88 −88 353 −2
−2 −2 −2 −2 −2 20
 , r
0
ω0 =
1
84

353
353
353
353
353
80
 ,
R0ω0 =
1
4

0 42 42 42 42 21
42 0 42 42 42 21
42 42 0 42 42 21
42 42 42 0 42 21
42 42 42 42 0 21
21 21 21 21 21 0
 and k
0(ω0) =
85
21
.
Now we use the results in this section to obtain the orthogonal Green func-
tion, the generalized eﬀective resistances and the Kirchhoﬀ index of the gen-
eralized star Γ. First, operating, we obtain the values of the coeﬃcients gij
of Theorem 3.1.4:
gii =
5249
￿
63 + 8
√
21
￿
118098
, gij =
8
￿
5905
√
21− 5166￿
59049
,
gi6 = g6i =
8
￿
935
√
21− 18￿
59049
and g66 =
40
￿
63 + 8
√
21
￿
59049
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for all i, j = 1, . . . , 5 with j ￿= i. Applying Theorem 3.1.4, we see that
Gqω =
1
2187

G1 −G2 −G2 −G2 −G2 v
−G2 G1 −G2 −G2 −G2 v
−G2 −G2 G1 −G2 −G2 v
−G2 −G2 −G2 G1 −G2 v
−G2 −G2 −G2 −G2 G1 v
v￿ v￿ v￿ v￿ v￿ a
 ,
where
G1 =

2123 1799 1583 1475
1799 3662 3446 3338
1583 3446 5417 5309
1475 3338 5309 7388
 , G2 =

64 388 604 712
388 712 928 1036
604 928 1144 1252
712 1036 1252 1360
 ,
v￿ = (184, 22,−86,−140) and a = 200. Finally, by Corollary 3.1.5 we com-
pute the generalized Kirchhoﬀ index k(ω) =
1150
27
and the generalized total
and eﬀective resistances, which are given by
Rω =
1
4

R1 R2 R2 R2 R2 r1
R2 R1 R2 R2 R2 r1
R2 R2 R1 R2 R2 r1
R2 R2 R2 R1 R2 r1
R2 R2 R2 R2 R1 r1
r￿1 r￿1 r￿1 r￿1 r￿1 0
 and rω =
1
108

r2
r2
r2
r2
r2
b
 ,
where
R1 =

0 81 162 243
81 0 81 162
162 81 0 81
243 162 81 0
 , R2 =

162 243 324 405
243 324 405 486
324 405 486 567
405 486 567 684
 ,
r￿1 = (81, 162, 243, 324), r￿2 = (2123, 3662, 5417, 7388) and b = 800.
3.2 Corona networks
In this section we also follow the techniques used in [20] for joint networks.
Let us consider two graphs Γ0 and Γ1 with vertex sets V0 and V1, respectively.
The corona graph Γ = Γ0 ◦Γ1 is the graph set up by Γ0 and m = |V0| copies
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of Γ1, where the edges are the original ones plus the edges connecting all
the vertices of each copy of Γ1 with a diﬀerent vertex of Γ0. Notice that
we use each vertex of Γ0 once, see Figure 3.5. For this composite graph the
expression of the classical Kirchhoﬀ index was obtained in [59] using a very
diﬀerent approach.
Γ1
Γ0
Γ0 ◦ Γ1
Figure 3.5 Example of a corona graph.
We consider a generalization of the corona graph to the case ofm+1 diﬀerent
networks. Let Γ0 = (V0, c0) be a connected network with vertex set given
by V0 = {x1, . . . , xm} and let Γi = (Vi, ci), with i = 1, . . . ,m, be m diﬀerent
connected networks. We call them satellite networks and Γ0 is the basis
network. We define V = V0 ∪
m￿
i=1
Vi as the disjoint union of all the vertex
sets.
Let us consider m diﬀerent positive values a1, . . . , am ∈ R and call corona
network with basis Γ0, satellites {Γi}mi=1 and conductances {ai}mi=1 the net-
work Γ = (V, c) obtained by considering the set of vertices V and all the
original edges of Γ0,Γ1, . . . ,Γm plus new edges given by xxi for all x ∈ Vi,
i = 1, . . . ,m. The conductances of the edges are given by c(x, y) = ci(x, y)
if x, y ∈ Vi for an index i ∈ {1, . . . ,m}, c(x, y) = aiω(x)ω(xi) if x ∈
Vi and y = xi and c(x, y) = 0 otherwise. This network is denoted by
Γ = Γ0 ◦ (Γ1, . . . ,Γm) and is called generalized corona network, see Figure
3.6. Any generalized corona network can be seen as a cluster of joint net-
works and this relation can be expressed by the identity Γ0 ◦ (Γ1, . . . ,Γm) =
Γ0
￿
Γ1 + {x1}, . . . ,Γm + {xm}
￿
, where Γi + {xi} is the joint network with
conductance ai, see [20].
Remember that a satellite network Γi = (Vi, ci) is called trivial if Vi = {xi}.
Also, a satellite network Γi = (Vi, ci) is called k–clique if |Vi| = k and any
two vertices of Vi are neighbours, see [50] for the definition of clique. Notice
that appending a trivial satellite network to the basis network means to
add a vertex and an edge joining it to the basis network. On the other
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Γ1
Γ2
Γ3
Γ4
Γ0
x1
x2
x3
x4
Γ0 ◦ (Γ1, . . . ,Γ4)
Figure 3.6 Example of a generalized corona network.
hand, to append a k–clique satellite network to Γ0 means to have a (k+1)–
clique in the resulting generalized corona such that only one of the vertices
of the clique is a separating vertex of the generalized corona. Hence, any
arbitrary connected network with at least one vertex with only one neighbour
or a (k + 1)–clique satisfying the above condition can be understood as a
generalized corona network. Furthermore, there exist many networks that
do not fit this description and still can be understood as a generalized corona
network. In Figure 3.7 we can see some examples of the reinterpretation of a
network as a generalized corona, where the shadowed areas are the satellite
networks.
Let Γ = (V, c) be a generalized corona network and let ω ∈ Ω(V ) be a
weight on Γ. Consider for any i = 0, . . . ,m the value σi =
￿￿
Vi
ω2
￿ 1
2 and
the function ωi(x) = σi−1ω(x) for every x ∈ Vi. It is clear that ωi ∈ Ω(Vi) for
all i = 0, . . . ,m. Observe that ￿u, v￿ = ￿u, v￿Vi if u ∈ C(Vi) and v ∈ C(V ).
In particular, ￿u, v￿ = 0 when v ∈ C(Vj) with j ￿= i. Finally, notice that￿m
j=1 σ
2
j = 1− σ20.
As in the previous section, the superscript i on a parameter or operator
stands for the one of the network Γi, where i = 0, . . . ,m. Using this notation,
we get the following result.
Proposition 3.2.1. Given an index j ∈ {1, . . . ,m}, for any u ∈ C(V ) on
the generalized corona network it is satisfied that
Lqω(u)(xj) = L0qω0 (u)(xj) + ajσj
￿
σju(xj)− σ0ω0(xj)￿ωj , u￿
￿
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=
=
=
Figure 3.7 Examples of the reinterpretation of a network as a
generalized corona.
and
Lqω(u)(x) = Ljpj (u)(x)− ajσ0ω0(xj)u(xj)σjωj(x)
for every x ∈ Vj, where pj = qωj + γj and γj = ajσ20ω20(xj).
Proof. It suﬃces to observe that
L(u)(xj) = L0(u)(xj) + σ0ω0(xj)ajσj
￿
u(xj)￿ωj , 1￿ − ￿ωj , u￿
￿
and
L(u)(x) = Lj(u)(x) + ajσjωj(x)ω0(xj)
￿
u(x)− u(xj)
￿
for every x ∈ Vj , where the function 1 is no other than 1(x) = 1 for all
x ∈ V . Therefore,
qω(xj) = qω0(xj) + ajσj
￿
σj − σ0ω0(xj)￿ωj , 1￿
￿
and
qω(x) = qωj (x)− ajσ0ω0(xj)
￿
σjωj(x)− σ0ω0(xj)
￿
for every x ∈ Vj .
The following objective is to obtain the orthogonal Green operator on V
with respect to the potential qω of the generalized corona network in terms
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of the orthogonal Green operators on Vi of Γ0, . . . ,Γm. Notice that we are
considering the λ = 0 case. For the sake of simplicity, we define for any
f ∈ C(V ) the function hf ∈ C(V0) given by
hf (xj) =
σj￿f,ωj￿
ω(xj)
for any j = 1, . . . ,m. In particular, hω(xj) = σ2jω−1(xj). The definition of
hf is motivated by the following result.
Lemma 3.2.2. Let f ∈ C(V ) be a function on the generalized corona network
such that ￿ω, f￿ = 0. Let u ∈ C(V ) be a solution of the Poisson equation
Lqω(u) = f on V . Then, L0qω0 (u) = f + hf on V0.
Proof. Using Proposition 3.2.1, we know that u is a solution of the equation
Lqω(u) = f on V if and only if u satisfies
L0qω0 (u)(xj) = f(xj)− ajσj
￿
σju(xj)− σ0ω0(xj)￿ωj , u￿
￿
(3.1)
and
Ljpj (u)(x) = f(x) + ajσ0ω0(xj)u(xj)σjωj(x)
for every j = 1, . . . ,m and x ∈ Vj . As Ljpj is self–adjoint on C(Vj), we get
that
ajσ20ω
2
0(xj)￿ωj , u￿ = ￿Ljpj (ωj), u￿ = ￿ωj ,Ljpj (u)￿
= ￿ωj , f￿+ ajσjσ0ω0(xj)u(xj)
because Ljpj (ωj) = ajσ20ω20(xj)ωj . Therefore,
u(xj) =
σ0ω0(xj)￿ωj , u￿
σj
− hf (xj)
ajσ2j
.
The result follows replacing the value of u(xj) in Equation (3.1).
Proposition 3.2.3. Let f ∈ C(V ) be a function on the generalized corona
network such that ￿ω, f￿ = 0. Consider the Poisson equation Lqω(u) = f on
V . Then, the function
u = G0qω0 (f + hf )−
￿
￿G0qω0 (f + hf ), gω￿+
m￿
k=1
hf (xk)
akω(xk)
￿
ω on V0
u = Gjpj (f) +
u(xj)
ω(xj)
ω on Vj
for j = 1, . . . ,m is the unique solution of the Poisson equation such that
￿ω, u￿ = 0.
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Proof. From Proposition 3.2.1 and the above Lemma, we know that u is
a solution of the equation Lqω(u) = f on V if and only if it is satisfied that
L0qω0 (u) = f + hf on V0 and L
j
pj (u) = f + ajσ0ω0(xj)u(xj)σjωj on Vj for
j = 1, . . . ,m. Remember that
u(xj) =
σ0ω0(xj)￿ωj , u￿
σj
− hf (xj)
ajσ2j
.
Then, applying the corresponding orthogonal Green operators on Vj , we get
that u−￿u,ω0￿ω0 = G0qω0 (f+hf ) on V0 and u = G
j
pj (f)+σju(xj)σ
−1
0 ω
−1
0 (xj)ωj
on Vj for all j = 1, . . . ,m, since Equation (2.5) applies. Notice that ￿ω, u￿ = 0
if and only if ￿ω0, u￿ = −σ0−1
￿m
j=1 σj￿ωj , u￿,. If we use the two expressions
obtained for u on V0 we get that
σ0ω0(xj)
σj
￿ωj , u￿+ ω0(xj)
m￿
i=1
σi
σ0
￿ωi, u￿ = G0qω0
￿
f + hf
￿
(xj) +
hf (xj)
ajσ2j
,
where j = 1, . . . ,m. This linear system is equivalent to the system
σ20￿ωj , u￿+
m￿
i=1
σjσi￿ωi, u￿ = σ0σj
ω0(xj)
￿
G0qω0
￿
f + hf
￿
(xj) +
hf (xj)
ajσ2j
￿
for every j = 1, . . . ,m. The coeﬃcient matrix of this last system of equations
is H = σ20 ID + σ ⊗ σ, where ID is the identity matrix of size m and σ =
(σ1, . . . ,σm). Therefore, H−1 = σ−20
￿
ID− σ ⊗ σ￿ and so
￿u,ωj￿ = σj
ω(xj)
￿
G0qω0
￿
f + hf
￿
(xj) +
hf (xj)
ajσ2j
￿
− σj
m￿
i=1
σ2i
ω(xi)
￿
G0qω0
￿
f + hf
￿
(xi) +
hf (xi)
aiσ2i
￿
for all j = 1, . . . ,m. Finally, the results follow by replacing this value on the
equations.
Theorem 3.2.4. The orthogonal Green function on V of the generalized
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corona network is given by
Gqω = G
0
qω −
￿
ω ⊗ G0qω0 (hω) + G
0
qω0
(hω)⊗ ω
￿
+ g00ω ⊗ ω on V0 × V0,
Gqω =
1
ω(xk)
G0qω0 (εxk)⊗ ω − G
0
qω0
(hω)⊗ ω
+
￿
g00 −
G0qω0 (hω)(xk)
ω(xk)
− 1
γk
￿
ω ⊗ ω on V0 × Vk,
Gqω =
1
ω(xk)
ω ⊗ G0qω0 (εxk)− ω ⊗ G
0
qω0
(hω)
+
￿
g00 −
G0qω0 (hω)(xk)
ω(xk)
− 1
γk
￿
ω ⊗ ω on Vk × V0,
Gqω = G
k
pk +
￿
g00 −
G0qω0 (hω)(xk)
ω(xk)
− G
0
qω0
(hω)(xj)
ω(xj)
￿
ω ⊗ ω
+
￿
− 1
γk
− 1
γj
+
G0qω0 (xk, xj)
ω(xk)ω(xj)
￿
ω ⊗ ω on Vk × Vj
where g00 = ￿hω ,G0qω0 (hω)￿+
m￿
i=1
σ2i
γi
.
Proof. For any y ∈ V , using Equation (2.5) the function u = Gqω(εy) is
the unique solution of the equation Lqω(u) = εy − ω(y)ω on V such that
￿ω, u￿ = 0. Let f = εy−ω(y)ω ∈ C(V ). Then, the explicit expression of Gqω
is easily deduced if we reduce the problem to the following two situations.
1. Let us suppose that there exists an index j ∈ {1, . . . ,m} such that
y = xj ∈ V0. Then, f = εxj − σ0ω0(xj)ω and hence
G0qω0 (f)(xi) = G
0
qω0
(xi, xj)
￿f,ωi￿ = −σ0σiω0(xj)
G0qω0 (g) (xi) = −σ0ω0(xj)G
0
qω0
(g˜) (xi)
Gipi(f)(x) = −
σiω0(xj)ωi(x)
aiσ0ω20(xi)
for all i = 1, . . . ,m and x ∈ Vi, where g, g˜ ∈ C(V0) are defined as
g(xi) =
σi￿f,ωi￿
ω0(xi)
and g˜(xi) =
σ2i
ω0(xi)
. Notice that Gqω(x, y) = u(x)
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and that x can be either in V0 or in Vi for i ∈ {1, . . . ,m}. Applying
Proposition 3.2.3 we get the result using the formulae corresponding
to each case.
2. Let us suppose that y ∈ Vj for j ∈ {1, . . . ,m}. Then, f = εy−σjωj(y)ω
and hence
￿f,ωi￿ = ωi(y)χVi (y)− σjσiωj(y)
G0qω0 (f)(xi) = 0
G0qω0 (g) (xi) =
σjωj(y)
ω0(xj)
G0qω0 (xi, xj)− σjωj(y)G
0
qω0
(g˜) (xi)
Gipi(f)(x) = Gipi(x, y)χVi (y)−
σiσjωi(x)ωj(y)
aiσ20ω
2
0(xi)
for all i = 1, . . . ,m and x ∈ Vi, where g, g˜ ∈ C(V0) are defined in the
above case. Notice that Gqω(x, y) = u(x) and that x can be either
x = xi ∈ V0 or x ∈ Vi, where i ∈ {1, . . . ,m}. Applying Proposition
3.2.3 we get the result using the formulae corresponding to each x–case
for this y.
The following result gives the expression of the generalized Kirchhoﬀ index
k(ω) and the generalized eﬀective and total resistances Rω, rω in terms of
the same parameters of the basis and satellite networks. These expressions
follow directly from the formulae in Proposition 2.6.1.
Corollary 3.2.5. The generalized Kirchhoﬀ index k(ω) of the generalized
corona network is given by
k(ω) = k0(ω0) +
m￿
i=1
ki(γi,ωi) +
m￿
i=1
(1− σ2i )
γi
+
m￿
i=1
σ2i r
0
ω0(xi) +
1
2σ20
m￿
i,j=1
σ2i σ
2
jR
0
ω0(xi, xj).
Moreover, for all i = 1, . . . ,m it is satisfied that
rω(xi) = r
0
ω0(xi)−
m￿
k=1
σ2kr
0
ω0(xk)−
1
2σ20
m￿
k,j=1
σ2kσ
2
jR
0
ω0(xk, xj)
+
1
σ20
m￿
j=1
σ2jR
0
ω0(xi, xj) +
m￿
j=1
σ2j
γj
rω(x) =
riγi,ωi(x)
σ2i
− 1
σ2i γi
+ rω(xi)
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if x ∈ Vi and for all i, j = 1, . . . ,m the generalized eﬀective resistances are
given by
Rω(xi, xj) =
R0ω0(xi, xj)
σ20
,
Rω(xi, y) =
R0ω0(xi, xj)
σ20
+
rjγj ,ωj (x)
σ2j
+
1
σ2j γj
, y ∈ Vj ,
Rω(x, y) =
Rjγj ,ωj (x, y)
σ2j
, x, y ∈ Vj ,
Rω(x, y) =
R0ω0(xi, xj)
σ20
+
riγi,ωi(x)
σ2i
+
rjγj ,ωj (y)
σ2j
+
1
σ2i γi
+
1
σ2j γj
, x ∈ Vi, y ∈ Vj , i ￿= j.
Proof. It suﬃces to apply the formulas given in Proposition 2.6.1 and the
identities
2G0ω0(hω)(xi)
ω(xi)
=
1
σ20
m￿
j=1
σ2j
2G0ω0(xi, xj)
ω0(xi)ω0(xj)
=
1
σ20
m￿
j=1
σ2j
￿
r0ω0(xj) + r
0
ω0(xi)−R0ω0(xi, xj)
￿
=
(1− σ20)
σ20
r0ω0(xi) +
1
σ20
m￿
j=1
σ2j r
0
ω0(xj)−
1
σ20
m￿
j=1
σ2jR
0
ω0(xi, xj)
and
￿hω ,G0ω0(hω)￿ =
m￿
i=1
G0ω0(hω)(xi)
σ2i
ω(xi)
=
1
2
m￿
i=1
(1− σ20)
σ20
r0ω0(xi) +
1
σ20
m￿
j=1
σ2j r
0
ω0(xj)
σ2i
− 1
2
m￿
i=1
 1
σ20
m￿
j=1
σ2jR
0
ω0(xi, xj)
σ2i
=
(1− σ20)
σ20
m￿
i=1
r0ω0(xi)σ
2
i −
1
2σ20
m￿
i,j=1
σ2i σ
2
jR
0
ω0(xi, xj).
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This result was obtained in [59] for the classical case, that is, for the corona
graph with not normalized constant weight. We can see that any generalized
corona network loses rigidity with respect to its parts, since its Kirchhoﬀ
index is bigger that the sum of the Kirchhoﬀ indices of its factors.
We would like to remark that the findings in Sections 3.1 and 3.2 justify the
definition of the eﬀective resistances and the Kirchhoﬀ index with respect
to a weight and a non–negative real value λ. The reason is that, even when
considering a constant weight and λ = 0 on these composite networks, their
generalized Kirchhoﬀ indices and eﬀective resistances are naturally expressed
in terms of the same parameters with respect to other weights and other non–
zero values on the factor networks. For example, if these generalizations
had not been introduced, then we would have not been able to identify
the structural parameters ki(γi,ωi) of the factor networks of the generalized
corona network in the expression of its Kirchhoﬀ index k(ω), see Corollary
3.2.5.
4Product networks and
applications
Product networks are the network version of the cartesian product of graphs.
We use separation of variable techniques in order to work with this family of
networks and express their Green operator on a subset of vertices in terms
of functions and operators on the factors.
Theoretically, if we know the conductances of the network then the Green
matrix on a subset of vertices is directly known because it is the inverse of
a block of the Schrödinger matrix. However, for relatively large sizes it is
not computationally feasible to obtain this inverse. Because of this reason,
in this chapter we aim to obtain the expression of the Green operator on
a subset of vertices of product networks in terms of the Green operators
of the factor networks. The Green matrices of these smaller networks are
computationally easier to obtain due to their smaller size. Thus, we can
assume the smaller Green kernels to be known. This problem is also classified
as a direct boundary value problem, since the conductances of the networks
are known.
Some authors have dealt with similar problems. For example, in [33] Chung
and Yau obtained the classical Green function with respect to a multiple of
the combinatorial laplacian of the cartesian product of two regular graphs.
Technically, they obtained the classical Green functino with respect to the
normalized laplacian, but since the cartesian product of two regular graphs is
a regular graph, its normalized laplacian becomes a multiple of the combina-
torial laplacian. Also, in [41, 42] Ellis expressed the classical Green function
with respect to a multiple of the combinatorial laplacian of the cartesian
product of two regular graphs in terms of a shifted Green function of one
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of the factors and the eigensystem of the other one. Ellis uses separation of
variables in these papers. Notice that he needs to shift the Green function,
that is, he needs to consider a Green function with respect to a Schrödinger
operator. He sometimes uses another technique involving methods in com-
plex variables for these problems.
As a by–product of the findings with respect to product networks, we obtain
the expression of the Green function on a subset of vertices of another family
of networks, named spider networks. The diﬃculty to obtain this function
by means of direct methods is high. However, any spider network can be
seen as the modification of a certain product network. Therefore, we give
the expression of the Green function of spider networks in terms of the ones
of product networks.
The results given in this chapter are submitted to publication, see [13], and
they have been presented in a congress as well, see [5].
4.1 Green function of product networks
Let us consider two connected networks Γ1 = (V1, c1) and Γ2 = (V2, c2)
with |V2| ≥ 3. We call them factor networks. We label their vertex sets as
V1 = {x11, x12, . . . , x1n} and V2 = {x21, x22, . . . , x2m}, respectively, in such a way
that F2 = {x22, . . . , x2m−1} ⊂ V2 is connected and δ(F2) = {x21, x2m}. This can
always be achieved, since by [56, Proposition 1.2.29] every connected graph
contains at least two vertices that are not k–separating for any k. Therefore,
since V2 is connected, there exists a non–separating vertex x21 ∈ V2. Again,
V2 ￿ {x21} is connected, so there exists another non–separating vertex x2m ∈
V2 ￿ {x21} and hence we can take the connected set F2 = V2 ￿ {x21, x2m}.
Moreover, δ(F2) = {x21, x2m} and F¯2 = V2. We define mn new vertices given
by the pairs yji = (x1j , x2i ) for all j = 1, . . . , n and i = 1, . . . ,m. Now
consider the vertex set V = {yji : j = 1, . . . , n, i = 1, . . . ,m} and observe
that V = V1 × V2.
We define the product network Γ = Γ1￿ Γ2 as the network Γ = (V, c)
with vertex set V and conductivity function c : V × V −→ [0,+∞) given
by c(yji, ylk) = c1(x1j , x1l ) if i = k, c(yji, ylk) = c2(x
2
i , x
2
k) if l = j and
c(yji, ylk) = 0 otherwise, where yji, ylk ∈ V . Moreover, we define the set
of vertices F = {y12, . . . , yn2, . . . , y1m−1, . . . , ynm−1} ⊂ V , the upper bound-
ary set H1 = { yj1 | j = 1, . . . , n} ⊂ V and the lower boundary set Hm =
{ yjm | j = 1, . . . , n} ⊂ V . Observe that F = V1×F2, δ(F ) = H1 ∪Hm and
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F¯ = V . A simple example of a product network is shown in Figure 4.1.
x21
x22
x23
x11 x12
x13
Γ2
Γ1
y11
y12
y13
y31
y32
y33
y23
y22
y21
H1
H3
V1
F2
F
Figure 4.1 Example of a product network.
Separation of variable techniques are used both in the continuum and the
discrete fields. They are used to help with those problems which are not
solvable with direct methods but whose domain can be expressed as the
cartesian product of two domains with smaller dimension. These techniques
are useful because they split the unsolvable problem and reduce it to easier
problems where the domains have smaller dimension. For instance, as we
have detailed before, Ellis used separation of variables for a similar problem
in [41, 42]. Hence, we use separation of variables in order to obtain the
Green function on F of product networks, since their domain is the cartesian
product V = V1 × V2. The first thing to do is to study how the parameters
and functions of the factor networks behave when they are put together to
form the product network.
Given two functions u1 ∈ C(V1) and u2 ∈ C(V2) on each factor network, we
denote by u1 ⊗ u2 ∈ C(V ) the function defined as
(u1 ⊗ u2) (yji) = u1(x1j )u2(x2i )
for any x1j ∈ V1 and x2i ∈ V2. Notice that if ω1 ∈ Ω(V1) and ω2 ∈ Ω(V2)
are two weights on the factor networks, then ω1 ⊗ ω2 is also a weight on
the product network Γ. On the other hand, if u ∈ C(V ) is a function on
the product network, then we can define the functions u1,i ∈ C(V1) for i =
1, . . . ,m and u2,j ∈ C(V2) for j = 1, . . . , n given by
u1,i(x
1
j ) = u(yji) = u2,j(x
2
i ).
Observe that u1,i and u2,j are the restrictions of u to Γ1 and Γ2, respectively.
If ω ∈ Ω(V ) is a weight on the product network, then neither ω1,i nor ω2,j are
56 Chapter 4. Product networks and applications
weights on the factor networks for any i = 1, . . . ,m and j = 1, . . . , n. From
now on in this section, the superscript i on a parameter or operator stands
for the one of the network Γi, where i = 1 or i = 2. Using this notation, we
get the following result on the Schrödinger operator of a product network.
Note that it is the sum of two Kronecker products.
Lemma 4.1.1. Consider two weights ω1 ∈ Ω(V1) and ω2 ∈ Ω(V2) and a real
value λ ≥ 0. Given two functions u1 ∈ C(V1) and u2 ∈ C(V2), then
Lq(u1 ⊗ u2) = L1q1(u1)⊗ u2 + u1 ⊗ L2qω2 (u2) on F,
where the potentials are given by q = qω1⊗ω2 + λ on F and q1 = qω1 + λ on
V1.
Proof. It suﬃces to notice that L(u1 ⊗ u2) = L1(u1) ⊗ u2 + u1 ⊗ L2(u2)
and qω1⊗ω2 = qω1 + qω2 on F .
Remember that the inner product ￿·, ·￿F2 on Γ2 is given by
￿u2, v2￿F2 =
￿
F2
u2(x)v2(x) dx =
m−1￿
r=2
u2(x
2
r)v2(x
2
r)
for all u2, v2 ∈ C(F2).
Lemma 4.1.2. If we consider an orthonormal basis {φr}r=2,...,m−1 on C(F2)
with respect to the inner product ￿·, ·￿F2 , then we can express any function
u2 ∈ C(F2) as
u2 =
m−1￿
r=2
￿u2,φr￿F2φr. (4.1)
Lemma 4.1.3. Let {φr}r=2,...,m−1 be an orthonormal basis on C(F2) with
respect to the inner product ￿·, ·￿F2 . Let f ∈ C(F ) be a function on the product
network. Then,
f =
m−1￿
r=2
fr ⊗ φr,
where fr ∈ C(V1) is given by fr(x1j ) = ￿f2,j ,φr￿F2 for all j = 1, . . . , n. In
addition, if g ∈ C(F ) is also a function on the product network, then f = g
if and only if fr = gr for all r = 2, . . . ,m− 1.
4.1. Green function of product networks 57
Proof. Consider yji ∈ V . Using Equation (4.1),
f(yji) = f2,j(x
2
i ) =
m−1￿
r=2
￿f2,j ,φr￿F2φr(x2i ) =
m−1￿
r=2
fr(x
1
j )φr(x
2
i )
=
m−1￿
r=2
(fr ⊗ φr) (yji).
Lemma 4.1.4. There exists a set of real values 0 < λ2 ≤ . . . ≤ λm−1 and an
orthonormal basis {φr}r=2,...,m−1 of C(F2) with respect to the inner product
￿·, ·￿F2 such that L2qω2 (φr) = λrφr on F2 for all r = 2, . . . ,m− 1. Moreover,
For all v2 ∈ C(F2), the following equality holds:
L2qω2 (v2) =
m−1￿
r=2
λr￿v2,φr￿F2φr.
Proof. As L2qω2 is a self–adjoint, positive semi–definite operator on C(V2)
then it is self–adjoint and positive definite on C(F2). Hence, we can consider
0 < λ2 ≤ . . . ≤ λm−1 and an orthonormal basis {φr}r=2,...,m−1 of C(F2)
with respect to the inner product ￿·, ·￿F2 such that L2qω2 (φr) = λrφr for all
r = 2, . . . ,m − 1. Moreover, given a function v2 ∈ C(F2) we get the result
applying Equation (4.1).
Now we are in the position to determine the Green function on F of product
networks. It is important to mention that the following theorem expresses
this Green function in terms of the eigensystem of the Schrödinger operator
of one factor network and the orthogonal Green functions on the whole vertex
set of the other factor network. The obtaining of both involves very diﬀerent
techniques. We consider this fact to be extremely interesting, since this
duality can be conveniently used when there is a clear diﬀerence of diﬃculty
between the acquirement of the eigensystem or the Green function for one
of the factor networks.
Theorem 4.1.5. Let ω1 ∈ Ω(V1) and ω2 ∈ Ω(V2) be two weights on the
factor networks and let λ > 0 be a real value. The Green function on F of
the product network with potential q = qω1⊗ω2 + λ can be written as
Gq(yji, ylk) =
m−1￿
r=2
φr(x
2
k)φr(x
2
i )G
1
qr(x
1
j , x
1
l )
for all yji ∈ F¯ and ylk ∈ F , where qr = q1 + λr = qω1 + (λ + λr) on V1
and G1qr stands for the orthogonal Green function of Γ1 on V1. In particular,
Gq(yj1, ylk) = Gq(yjm, ylk) = 0 for all j = 1, . . . , n.
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Proof. Let us consider a vertex of the product network ylk ∈ F . By Corol-
lary 2.5.1, we know that the function u = Gq(εylk) ∈ C(F ) is the unique
solution of the Green problem
Lq(u) = εylk on F and u = 0 on δ(F ).
Using Lemma 4.1.4, we can consider a set of real values 0 < λ2 ≤ . . . ≤ λm−1
and an orthonormal basis {φr}r=2,...,m−1 of C(F2) with respect to the inner
product ￿·, ·￿F2 such that L2qω2 (φr) = λrφr on F2 for all r = 2, . . . ,m− 1. By
Lemma 4.1.3, we can express both u and εylk as
u =
m−1￿
r=2
ur ⊗ φr and εylk =
m−1￿
r=2
er ⊗ φr,
where ur(x1j ) = ￿u2,j ,φr￿F2 and er(x1j ) = εx1l (x1j )φr(x2k). Hence Lemma 4.1.1
provides the following equality on F :
m−1￿
r=2
er ⊗ φr = εylk = Lq(u) = Lq
￿
m−1￿
r=2
ur ⊗ φr
￿
=
m−1￿
r=2
￿
L1q1(ur)⊗ φr + ur ⊗ Lq(φr)
￿
=
m−1￿
r=2
￿
L1q1(ur)⊗ φr + λrur ⊗ φr
￿
=
m−1￿
r=2
L1qr(ur)⊗ φr.
Using Lemma 4.1.3 again, L1qr(ur) = er for all r = 2, . . . ,m− 1. Therefore,
ur(x1j ) = G1qr(er)(x1j ) = φr(x2k)G1qr(x1j , x2k) for all j = 1, . . . , n and finally
Gq(yji, ylk) = u(yji) =
m−1￿
r=2
(ur ⊗ φr) (xji)
=
m−1￿
r=2
φr(x
2
k)φr(x
2
i )G
1
qr(x
1
j , x
2
k).
In order to show a useful application of these results, let us consider a partic-
ular case of product network: the cilindrical network. Let Cn = (V1, c1) be
a cycle with n vertices with constant conductances c1 and let Pm = (V2, c2)
be a path with m vertices. The cilindrical network is the product network
Cn￿ Pm. For example, the product network in Figure 4.1 is a cilindrical
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network. Consider ω1 ∈ Ω(V1) and ω2 ∈ Ω(V2) two constant weights and the
real value λ > 0. By [19, Proposition 3.7], the eigenvalues of L2qω2 on F2 are
λr = 2
￿
1− cos
￿
π(r − 1)
m− 1
￿￿
for all r = 2, . . . ,m − 1. Their corresponding orthonormal basis of eigen-
functions {φr}r=2,...,m−1 on C(F2) with respect to the inner product ￿·, ·￿F2
is given by
φr =
￿φr￿
￿￿φr, ￿φr￿F2 on F2,
where ￿φr(x2i ) = Ui−2 ￿cos￿π(r−1)m−1 ￿￿ for all i = 1, . . . ,m and {Ui}+∞i=−∞ is the
sequence of the Second kind of Chebyshev polynomials. On the other hand,
by [19, Proposition 3.12] we know that the orthogonal Green functions G1qr
of the cycle Cn on V1 can be expressed as
G1qr(x
1
j , x
1
l ) =
Un−1−|j−l|
￿
1 + λ+λr2c1
￿
+ U|j−l|−1
￿
1 + λ+λr2c1
￿
2c1
￿
Tn
￿
1 + λ+λr2c1
￿
− 1
￿
for all r = 2, . . . ,m− 1 and x1j , x1l ∈ V1, where {Tn}+∞n=−∞ is the sequence of
the First kind of Chebyshev polynomials. Therefore, using Theorem 4.1.5 we
can express the Green function of the cilindrical network Cn￿ Pm as
Gq(yji, ylk) =
m−1￿
r=2
Uk−2
￿
cos
￿
π(r−1)
m−1
￿￿
Ui−2
￿
cos
￿
π(r−1)
m−1
￿￿
Prjl
2c1￿￿φr, ￿φr￿ω2 ￿Tn ￿1 + λ+λr2c1 ￿− 1￿
for all yji ∈ F¯ and ylk ∈ F , where q = qω1⊗ω2 + λ and
Prjl = Un−1−|j−l|
￿
1 +
λ+ λr
2c1
￿
+ U|j−l|−1
￿
1 +
λ+ λr
2c1
￿
.
4.2 Green function of spider networks
Spider networks are a subfamily of circular planar networks and were first
introduced in [37] by Curtis and Morrow. However, for these networks we
adapt the notations in our interest. A spider network with n radii and m
circles Γ = (V, c) is a circular planar network with n boundary vertices given
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by δ(F ) = {v1 < . . . < vn} and labelled in the circular order provided by
∂D. The vertices in F are distributed in the following way. First, place a
vertex x00 in the center of the boundary circle ∂D and draw a straight line
from x00 to every boundary vertex vj . This line is called the radius j, with
j = 1, . . . , n. Now drawm diﬀerent concentric circumferences with center x00
and such that all of them are in
◦
D. We call each one of them circle i for i =
1, . . . ,m, where the circles are labelled from less to most diameter. Finally,
place a vertex xji on each intersection of a circle i and a radius j. Then,
F = {xji}i=1,...,m, j=1,...,n∪{x00}. The edges are the ones given by the radius
and the circles, see Figure 4.2 for more details. For the sake of simplicity,
vn
v1
v2
v3
x00
F
δ(F )
xji
circle i
radius j
vj
Figure 4.2 Structure of a spider network.
we define xj0 = x00 and xj m+1 = vj for all j = 1, . . . , n. We also use the
notation xji = xj−n i for any j > n and i = 0, . . . ,m+ 1. The ordering in F
is given by the sequence {x11, . . . , xn1, x12, . . . , xn2, . . . , x1m, . . . , xnm, x00}.
For we want to obtain the Green function of spider networks on F , we
need to understand them as a modification of certain product networks.
First, consider the product network of a cycle and a path Γp = Cn￿ P￿m =
(Vp, cp) with vertex set Vp = {yji}i=1,...,￿m, j=1,...,n. We take the vertex sub-
sets Fp, H1, H￿m ⊂ Vp as Fp = {yji}i=2,...,￿m−1, j=1,...,n, H1 = {yj1}j=1,...,n and
H￿m = {yj ￿m}j=1,...,n. Notice that δ(Fp) = H1 ∪H￿m.
The next step is to transform the product network Γp into a spider–like
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network. Thus, let us add a new vertex y01 /∈ Vp. We define a new network
Γa = (Va, ca) with vertex set Va = (Vp ￿ H1) ∪ {y01} and vertex subset
Fa = Fp ∪ {y01} ⊂ Va. Then, δ(Fa) = H￿m ⊂ Va and we can observe that
there does not exist any vertex shaped as yj1 in Va for j = 1, . . . , n. Hence,
we can take the notation yj1 = y01 in Γa for all j = 1, . . . , n and define the
conductances ca(yji, ylk) = 0 if yji, ylk ∈ δ(Fp) and ca(yji, ylk) = cp(yji, ylk)
otherwise, where yji, ylk ∈ F¯a. In other words, the network Γa is the result
of removing all the edges between boundary vertices of the product network
Γp and identifying the vertices of H1 ⊂ δ(Fp) of the product network into
one unique vertex y01 ∈ Fa, which will not be a boundary vertex anymore.
Figure 4.3 shows this transformation. Notice that Γa has exactly the same
structure as a spider network.
Γp Γa
y01
y12
y22
y32
y72
y13
y23
y33
y73
y11 y21y71
y31
Fp
Fa
y32
y22
y12
y72
y13
y23
y33
y73
Figure 4.3 The transformation of a cilindrical network into a
spider–like network.
Now we consider the spider network Γ = (V, c) with n radii and m circles,
where m = ￿m − 2. Its vertex set is given by V = F ∪ δ(F ), where F =
{xji}i=1,...,m, j=1,...,n ∪ {x00} and δ(F ) = {vj}j=1,...,n. Clearly, there exists
a correspondence between the vertex xji ∈ F¯ of the spider network Γ and
the vertex yj i+1 ∈ F¯a of the network Γa. In consequence, if we take the
conductances on the spider network given by c(xji, xlk) = c(yj i+1, yl k+1) for
all xji, xlk ∈ F¯ , then the equivalence Γ = Γa holds.
The next step is to express the spider network conductances, functions
and operators in terms of the ones of the product network Γp. Obviously,
c(xji, xlk) = 0 if xji, xlk ∈ δ(F ) and c(xji, xlk) = cp(yj i+1, yl k+1) otherwise
for all xji, xlk ∈ F¯ . If u ∈ C(F¯ ) is a function on the vertices of the spider
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network, we define its adaptation up ∈ C(F¯p) to the product network as
up(yji) = u(xj i−1)
for all yji ∈ F¯p. Notice that up is constant on H1, since up(yj1) = up(x00) =
up(y11) for all j = 1, . . . , n. If ω ∈ Ω(F¯ ) is a weight on the spider network, its
adaptation ωp ∈ C(F¯p) is not a weight on the product network anymore. We
define the value σp =
￿￿
F¯p
ω2p
￿ 1
2 and then the function ￿ωp ∈ C(F¯p) defined
as ￿ωp = σ−1p ωp on F¯p is a weight on F¯p.
In the following, any superscript on a parameter or operator provides infor-
mation with respect to which network it applies.
Lemma 4.2.1. Given a function u ∈ C(V ),
Lq(u)(xji) = Lpqp(up)(yj i+1) for all xji ∈ F ￿ {x00}
and
Lq(u)(x00) = αup(y11)−
n￿
t=1
cp(yt1, yt2)up(yt2),
where the potentials are given by q = qω + λ on F and qp = q￿ωp + λ on Fp
and the real value α > 0 is no other than
α = λ+
1￿ωp(y11)
n￿
t=1
cp(yt1, yt2)￿ωp(yt2).
Proof. It suﬃces to observe that L(u)(xji) = Lp(up)(yj i+1) if xji ∈ F ￿
{x00}, whereas L(u)(x00) = up(y11) −
￿n
t=1 cp(yt1, yt2)up(yt2). In conse-
quence, qω(xji) = q￿ωp(yj i+1) for all xji ∈ F ￿{x00} and qω(x00) = α−λ−1.
The result follows.
Now we are ready to determine the Green function on F of spider networks.
It is worth to mention that the following result expresses it in terms of a
Green function Gpqp on Fp that has already been obtained in Section 4.1: the
one of the product network. For the sake of readability, let us detail its value
at the end of the next result.
Theorem 4.2.2. Let λ > 0 be a real value. The Green function on F of
the spider network with potential q = qω + λ can be written in the following
ways, depending on the nature of the vertices.
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1. If xlk ∈ F ￿ {x00}, then
Gq(x00, xlk) =
n￿
t=1
Gpqp(yt2, yl k+1)
α−
n￿
t=1
n￿
r=1
cp(yr1, yr2)G
p
qp(yt2, yr2)
,
whereas
Gq(xji, xlk) = G
p
qp(yj i+1, yl k+1)
+ Gq(x00, xlk)
n￿
t=1
cp(yt1, yt2)G
p
qp(yj i+1, yt2)
for all xji ∈ F ￿ {x00}.
2. If xlk = x00 ∈ F , then
Gq(x00, x00) =
1
α−
n￿
t=1
n￿
r=1
cp(yr1, yr2)G
p
qp(yt2, yr2)
whereas
Gq(xji, x00) = Gq(x00, x00)
n￿
t=1
cp(yt1, yt2)G
p
qp(yj i+1, yt2)
for all xji ∈ F ￿ {x00}.
The values of the function Gpqp are given by
Gpqp(yt2, yde) =
m+1￿
r=2
Ue−2
￿
cos
￿
π(r−1)
m+1
￿￿
2c1￿￿φr, ￿φr￿F2 ￿Tn ￿1 + λ+λr2c1 ￿− 1￿
for all yde ∈ Fp, where and
Prtd = Un−1−|t−d|
￿
1 +
λ+ λr
2c1
￿
+ U|t−d|−1
￿
1 +
λ+ λr
2c1
￿
.
Proof. Let us consider a vertex of the spider network xlk ∈ F . By Corollary
2.5.1 we know that the function u = Gq(εxlk) ∈ C(F ) is the unique solution
of the Green problem
Lq(u) = εxlk on F and u = 0 on δ(F ).
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We define the function v = εxlk ∈ C(F ) and consider its adaptation to
the product network vp ∈ C(F ∪ H1). Observe that vp = εyl k ∈ C(Fp) if
xlk ∈ F ￿ {x00} and vp = χH1 ∈ C(H1) if xlk = x00. By Lemma 4.2.1,
Lpqp(up) = vp on Fp, up = 0 on H￿m
and
αup(y11)−
n￿
t=1
cp(yt1, yt2)up(yt2) = vp on H1.
This problem is expressed in an equivalent way as
Lpqp(up) = vp on Fp and up = βχH1 on δ(Fp)
with the additional condition
β =
1
α
￿
vp(y11) +
n￿
t=1
cp(yt1, yt2)up(yt2).
￿
.
By Corollary 2.5.1 again, the unique solution of the last problem is up =
Gpqp(vp) + Ppqp(βχH1 ) on F¯p. Since P
p
qp(βχH1 ) can be written as
Ppqp(βχH1 )(y) = β
n￿
t=1
P pqp(y, yt1) = β
n￿
t=1
￿
εyt1(y)−
∂Gpqp
∂nyt1
(y, yt1)
￿
= βχH1 (y) + β
n￿
t=1
cp(yt1, yt2)G
p
qp(y, yt2)
for all y ∈ F¯p, then
up = Gpqp(vp) + βχH1 + β
n￿
t=1
cp(yt1, yt2)Gpqp(εyt2) on F¯p. (4.2)
Remember that there exists an additional condition on up given by the fol-
lowing equation
βα = vp(y11) +
n￿
t=1
cp(yt1, yt2)up(yt2). (4.3)
Using Equations (4.2) and (4.3), we get that
β =
vp(y11) +
n￿
t=1
￿
y∈Fp
Gpqp(yt2, y)vp(y)
α−
n￿
t=1
n￿
r=1
cp(yr1, yr2)G
p
qp(yt2, yr2)
.
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Finally, we consider diﬀerent situations depending on the nature of the vertex
xlk ∈ F . If xlk ∈ F ￿{x00} then vp = εyl k+1 on F¯p and therefore vp(y11) = 0.
In consequence,
Gq(x00, xlk) = u(x00) = up(y11) = β =
n￿
t=1
Gpqp(yt2, yl k+1)
α−
n￿
t=1
n￿
r=1
cp(yr1, yr2)G
p
qp(yt2, yr2)
,
whereas
Gq(xji, xlk) = u(xji) = up(yj i+1) = Gpqp(vp)(yj i+1) + βχH1 (yj i+1)
+ β
n￿
t=1
cp(yt1, yt2)G
p
qp(yj i+1, yt2)
= Gpqp(yj i+1, yl k+1) +Gq(x00, xlk)
n￿
t=1
cp(yt1, yt2)G
p
qp(yj i+1, yt2)
for all xji ∈ F ￿ {x00}. On the other hand, if xlk = x00 ∈ F then vp = χH1
on F¯p. Therefore, vp(y11) = 1 and then
Gq(x00, x00) = u(x00) = up(y11) = β =
1
α−
n￿
t=1
n￿
r=1
cp(yr1, yr2)G
p
qp(yt2, yr2)
whereas
Gq(xji, x00) = u(xji) = up(yj i+1) = Gpqp(vp)(yj i+1) + βχH1 (yj i+1)
+ β
n￿
t=1
cp(yt1, yt2)G
p
qp(yj i+1, yt2)
= Gq(x00, x00)
n￿
t=1
cp(yt1, yt2)G
p
qp(yj i+1, yt2)
for all xji ∈ F ￿ {x00}.
To show an example, let us consider a particular case of spider network: the
spider network on n = 7 radii and m = 1 circles given in Figure 4.3. This
network can be obtained from the product network on the same figure using
the results of this section. Consider the weight ω ∈ Ω(V ) given by ω = 1/6
on δ(F ) ∪ {x00} and ω = 1/3 on F ￿ {x00}, as well as the value λ = 1.
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Then, ￿ωp = 1/√42 on δ(Fp) and ￿ωp = 2/√42 on Fp is a weight on the product
network. We assume the Green operator Gpqp to be known:
Gpqp(Fp;Fp) =
1
1131

197 62 20 8 8 20 62
62 197 62 20 8 8 20
20 62 197 62 20 8 8
8 20 62 197 62 20 8
8 8 20 62 197 62 20
20 8 8 20 62 197 62
62 20 8 8 20 62 197

,
where the ordering in Fp is given by Fp = {y12, . . . , y72}. Also, the conduc-
tances of the vertices of the product network are known: cp(yji, yj i+1) = 1
and cp(yji, yj+1 i) = 2. Then, we can easily compute the values of the Green
operator Gq of the spider network for the potential q = qω + λ using the
formulae given in Theorem 4.2.2: α = 15, β = 3/38 and therefore
Gq(F ;F ) =
1
14326

2621 911 379 227 227 379 911 377
911 2621 911 379 227 227 379 377
379 911 2621 911 379 227 227 377
227 379 911 2621 911 379 227 377
227 227 379 911 2621 911 379 377
379 227 227 379 911 2621 911 377
911 379 227 227 379 911 2621 377
377 377 377 377 377 377 377 1131

,
where the ordering in F is given by F = {x11, . . . , x71, x00}.
5Discrete Serrin’s problem
In 1971, J. Serrin stated the following overdetermined problem in the con-
tinuum field. If Ω ⊂ Rn is a connected open bounded domain with smooth
boundary δ(Ω) and u is a smooth function on Ω such that￿
−∆(u) = 1 on Ω
u = 0 on δ(Ω),
then the normal derivative
∂u
∂n
is constant on δ(Ω) if and only if Ω is a ball
on Rn, see [54]. Furthermore, the unique solution u of this problem is radial.
Now, this problem is known in the literature as Serrin’s problem.
The main tools used in [54] in order to solve the problem were the moving
planes arrangement, also known as Alexandroﬀ–Serrin method, and a re-
finement of the maximum principle. Weinberger gave in [55] an alternative
proof using elementary arguments. Mainly, he described the laplacian in po-
lar coordinates and applied the minimum principle and the Green identity.
During the last decade many generalizations of Serrin’s problem have been
done. Namely, for the case when the laplacian is replaced by a quasilinear or
nonlinear elliptic operator, the case when the elliptic problem is stated on an
exterior domain, or the case when the overdetermined boundary condition
takes place only in a part of the boundary, see [2, 27, 44, 45, 47] and the
references therein.
In this chapter, our aim is to solve this problem in the discrete field. Specif-
ically, we consider a connected network Γ = (V, c) and a proper connected
subset F ⊂ V . We call νF ∈ C+(F ) the unique function such that
L(νF ) = 1 on F and νF = 0 on δ(F ),
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see Proposition 2.4.2 and Corollary 2.5.1. The function νF is called equilib-
rium measure on F , see [16] for an extended study of its properties. Notice
that we are working with the combinatorial laplacian L, which is a particu-
lar case of the Schrödinger operator for a constant weight and the real value
λ = 0, since the original problem is posed in this setting.
Therefore, the discrete Serrin’s problem (or DSP for short) consists in the
characterization of those networks with boundary such that the normal
derivative of νF is constant on δ(F ). We formulate the question in terms
of the structure of the network and the properties of the solution of the
problem.
We would like to remark that the discrete Serrin’s problem is the extreme case
of the overdetermined partial Dirichlet–Neumann boundary value problem,
which we will define and study in Section 7.1.
The reader can find the publication of the works in this chapter in [10]. They
have been presented in congress as well, see [6].
5.1 Set properties and minimum principle
First, we detail some useful set identities. Observe that δ(F ) ∩ δ( ◦F ) = ∅ if
F ￿= ∅. This property is discordant with the topological situation. Similarly,
F¯ = F and
◦
F= F are conditions that hold exclusively in the extremal
case F = V . Nevertheless, some properties resembling to the ones of the
topological case are fulfilled when the situation is not extremal.
Lemma 5.1.1. Let F ⊂ V be a proper subset. Then, δ( ◦F ) ⊆ δ(F c) and the
following equalities remain true:
F ∩ δ(F ) = δ(F c)∩ ◦F= ∅, F = δ(F c)∪ ◦F ,
Ext(F ) =
￿
F
￿c
=
◦
(F c) and (
◦
F )
c
= (F c).
Proof. Clearly, δ(
◦
F ) ⊆ F . Let x ∈ δ( ◦F ). Then, x /∈ ◦F ∪F c and there exists
a vertex z /∈ F such that x ∼ z. That is, z ∈ F c whereas x /∈ F c and x ∼ z,
which means that x ∈ δ(F c).
By definition, the sets F and δ(F ) share no elements. If we take into account
that δ(F c) = {x ∈ F : ∃y ∈ F c with x ∼ y}, then we see that F = ◦F ∪δ(F c)
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with
◦
F ∩δ(F c) = ∅. On the other hand,￿
F
￿c
=
￿
x ∈ V : x /∈ F¯￿ = ￿x ∈ V : d(x, F¯ ) ≥ 1￿
= {x ∈ V : d(x, F ) ≥ 2} = Ext(F ).
Finally, from equality V = F c ∪ F = F c∪ ◦F ∪δ(F c), which is a disjoint
union, we get that (
◦
F )
c
= V￿
◦
F= F c ∪ δ(F c).
Now we suggest the following subdivision of V into layers with respect to
a set F ⊆ V . For each i = 0, . . . , r(F ), we designate the sets Bi(F ) =
{x ∈ V : d(x, F ) ≤ i} as the i–th ball, Bi(F ) = {x ∈ V : d(x, F ) ≥ i} as
the i–th crown and Si(F ) = {x ∈ V : d(x, F ) = i} as the i–th sphere of F .
Undoubtedly, B0(F ) = S0(F ) = F , B0(F ) = V , B1(F ) = F¯ , B1(F ) = F c,
S1(F ) = δ(F ) and Br(F )(F ) = V , whereas Bi(F ) = (Bi−1(F ))
c for all
i = 1, . . . , r(F ).
Lemma 5.1.2. Let F ⊂ V be a proper subset. Then, for every index i =
0, . . . , r(F )− 1, it is satisfied that
δ(Bi(F )) = Si+1(F ), B¯i(F ) = Bi+1(F ) and Bi(F ) ⊆
◦
Bi+1 (F ).
In particular, (δ(Bi+1(F ))c) ⊆ Si+1(F ).
Proof. Let i ∈ {0, . . . , r(F ) − 1} and let x ∈ δ(Bi(F )). Then, d(x, F ) > i
and there exists a vertex y ∈ Bi(F ) such that d(x, y) = 1. Ergo, i + 1 ≤
d(x, F ) ≤ d(x, y) + d(y, F ) ≤ i + 1, which means that d(x, F ) = i + 1.
Conversely, let x ∈ Si+1(F ). Then, there exists a path of length i given by
{x1 ∼ . . . ∼ xi ∼ x} ⊆ V with x1 ∈ F and xj ∈ Bj(F ) for all j = 1, . . . , i.
As a result, x ∈ δ(Bi(F )). On the other hand, it is straightforward that
Bi+1(F ) = Bi(F )∪Si+1(F ) and in consequence B¯i(F ) = Bi(F )∪δ(Bi(F )) =
Bi(F ) ∪ Si+1(F ) = Bi+1(F ). Let x ∈ Bi(F ) ⊂ Bi+1(F ) and consider y ∈ V
such that d(y, x) = 1. Along these lines, d(y, F ) ≤ d(x, y) + d(x, F ) ≤ i+ 1
and hence y ∈ Bi+1(F ). Finally, let us mention that
δ ((Bi+1(F ))
c) = Bi+1(F )￿
◦
Bi+1 (F ) ⊆ Bi+1(F )￿Bi(F ) = Si+1(F )
and so the last claim holds.
Lemma 5.1.3. Let F ⊂ V be a proper subset. For any i = 1, . . . , r(F ) the
following properties hold:
δ((Bi(F ))
c
) = Si(F ),
◦
Bi (F ) = Bi+1(F ) and B¯i+1(F ) ⊆ Bi(F ).
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In particular, δ(Bi(F )) ⊆ Si−1(F ).
Proof. It is analogue to the proof of Lemma 5.1.2.
Regarding the minimum principle for the laplacian operator, now we can
state a more detailed property: the values of the superharmonic functions
on F increase with the distance from δ(F ).
Theorem 5.1.4 (General minimum principle). Let u ∈ C(F¯ ) be a superhar-
monic function on F . Then,
min
x∈δ(F )
{u(x)} ≤ min
x∈Si(F c)
{u(x)} ≤ min
x∈Si+1(F c)
{u(x)}
for any i = 1, . . . , r(F c)−1. Moreover, if the left inequality is an equality for
some i, then u is constant on F¯ . On the other hand, if the right inequality
is an equality for some i, then u is constant on B¯i+1(F c).
Proof. Notice that for any i = 1, . . . , r(F c)− 1 it is satisfied that
min
x∈δ(F )
{u(x)} ≤ min
x∈F
{u(x)} ≤ min
x∈Bi(F c)
{u(x)} ,
since Bi(F c) ⊂ B1(F c) = F and we have applied Proposition 2.4.1 to obtain
the first inequality. Now fix i = 1, . . . , r(F c) − 1. Then, from Lemma 5.1.3
we know that
Bi(F c) =
◦
Bi (F c) ∪ δ((Bi(F c))c) = Bi+1(F c) ∪ Si(F c).
Therefore, it suﬃces to prove thatminx∈Si(F c) {u(x)} ≤ minx∈Bi+1(F c) {u(x)} .
If we consider the set H = Bi+1(F c) and define the function v = uχ
H¯
∈
C(H¯), then L(v) ≥ 0 on H. Keeping in mind that δ(H) ⊆ Si(F c), from
Proposition 2.4.1, we obtain
min
x∈Si(F c)
{u(x)} ≤ min
x∈δ(H)
{u(x)} ≤ min
x∈H
{u(x)} ≤ min
x∈Si+1(F c)
{u(x)} .
Finally, if minx∈Si(F c) {u(x)} = minx∈Si+1(F c) {u(x)} then the equality
min
x∈δ(H)
{u(x)} = min
x∈H
{u(x)}
also holds and hence u is constant on H¯.
From the above results we conclude that there exist strictly superharmonic
functions on F that are null on δ(F ) and strictly positive on F , see also [18,
Corollary 4.3]. The next result shows that strictly superharmonic functions
cannot have a local minimum on F .
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Lemma 5.1.5. If u ∈ C+(F ) is a strictly superharmonic function on F ,
then for any x ∈ F there exists a vertex y ∈ F¯ such that c(x, y) > 0 and
u(y) < u(x).
Proof. Let x ∈ F . Suppose that for all y ∈ F¯ such that c(x, y) > 0,
u(y) ≥ u(x). Then,
0 < L(u)(x) =
￿
y∈V
c(x, y)
￿
u(x)− u(y)￿ ≤ 0,
which is a contradiction.
5.2 Distance layers and level sets
We first study some vertex sets of a network that will be useful all allong
this chapter. Remember that given a proper connected subset F ⊂ V , the
parameter r(F c) is given by r(F c) = maxx∈F c{d(x, F c)}, see Section 2.1.
For simplicity of notation, let r = r(F c) be the radius of F and we denote
by D0 = δ(F ) or Di = Si(F c) the layer with distance i to the boundary of
F for i = 1, . . . , r. Observe that if x ∈ Di with i ≥ 1, then its neighbours
belong to Di−1 ∪Di ∪Di+1.
Consider now a strictly superharmonic function u ∈ C+(F ) on F , see Section
2.4. Let s + 1 be the number of diﬀerent values u0, . . . , us that u takes on
F¯ . We assume these values to be ordered as 0 = u0 < u1 < . . . < us and
define the i–th level set of u, denoted by Ui = { x ∈ F¯ | u(x) = ui } for
i = 0, . . . , s. Observe that U0 = δ(F ) because u is strictly positive on F and
that Ui ∩ Uj = ∅ for i ￿= j.
Proposition 5.2.1. Let u ∈ C+(F ) be a strictly superharmonic function on
F . Then, U0 = D0 and Ui ⊂
i￿
j=1
Di for any i = 1, . . . , s.
Proof. Let i ∈ {0, . . . , s}. It is enough to prove that if x ∈ Ui then
d(x, δ(F )) ≤ i. We prove this by mathematical induction. First, we see
that it is true for the case i = 0 because of Proposition 2.4.1. Now we as-
sume that for every j < i, if x ∈ Uj then d(x, δ(F )) ≤ j. We want to see
what happens for x ∈ Ui. By Lemma 5.1.5, there exists a vertex y ∈ F¯ such
that c(x, y) > 0 and y ∈ Uj with j ≤ i − 1. Hence, the result follows by
induction hypothesis.
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Notice that U1 ⊆ D1 is always satisfied. However, it is not true in general
that Ui ⊆ Di for i ≥ 2, as the example on Figure 5.1 shows. Despite that,
F
D1
D2
D3
D0
u0 = 0
u1 = 1
u2 =
5
3
u3 =
7
3
u4 =
10
3
Figure 5.1 A graph Γ with u strictly superharmonic such that
U2 ￿⊂ D2.
if the subsets Ui and Di are the same until a certain layer, then the above
inclusion is satisfied for the next layer, as the following result shows.
Corollary 5.2.2. Let u ∈ C+(F ) be a strictly superharmonic function on
F . If Uj = Dj for all j = 0, . . . , i, then Ui+1 ⊆ Di+1.
This behaviour inspires the following definition. A strictly superharmonic
function u ∈ C+(F ) on F is called radial if Ui = Di for all i = 0, . . . , s. In
this case, s = r. In addition, for all i = 1, . . . , s and x ∈ Di it is satisfied
that
L(u)(x) = ki+1(x)
￿
ui − ui+1
￿
+ ki−1(x)
￿
ui − ui−1
￿
> 0, (5.1)
where kj(x) =
￿
Dj
c(x, y) dy is defined as the degree with respect to the layer
Dj of x for all j = 0, . . . , s. Moreover, for all x ∈ δ(F ) = D0,
∂u
∂nF
(x) = −k1(x)u1 < 0.
5.3 The discrete version of Serrin’s problem
Now we study to what extent the discrete and the continuous version of
Serrin’s problem are analogous, as well as the diﬀerences between both cases.
We focus in the diﬃculties that appear in the discrete setting.
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The discrete Serrin’s problem consists in the characterization of those net-
works with boundary such that
∂νF
∂nF
is constant on δ(F ). This boundary
condition is known as the Serrin’s condition. Notice that if the equilibrium
measure νF satisfies the Serrin’s condition then
∂νF
∂nF
= − |F ||δ(F )|
on δ(F ) because of the Gauss Theorem. Hence, if a network satisfies the
Serrin’s condition then the value of the constant only depends on the ra-
tio between the number of vertices of F and the number of vertices of its
boundary δ(F ). This property is exactly the same as in the continuous case,
where the constant is the ratio between the volume of Ω and the area of its
boundary.
It is important to observe that the equilibrium measure νF does not depend
on the arrangement of the boundary–to–boundary edges but on the total
conductance flowing from a boundary vertex. However, its normal derivative
on the boundary is indeed aﬀected by the structure of the boundary edges
and therefore the Serrin’s condition depends on its composition. This fact
creates a lack of unicity when determining the structure of a network that
fits the Serrin’s problem premises in the discrete setting, as we can see in
the examples of Figure 5.2. In this figure, both graphs Γ1 and Γ2 have
νF = 1 νF = 1
νF = 0
νF = 0
F
Γ1 Γ2
F
Figure 5.2 The equilibrium measure is not aﬀected by the
boundary edges.
the same equilibrium measure, which is given by νF = 1 on F . However,
Γ2 satisfies the Serrin’s condition but Γ1 does not. In order to avoid this
kind of ambiguities, from now on in this section we assume that given a
connected network Γ = (V, c) with a proper connected subset F ⊂ V , it
has separated boundary δ(F ). Then, every boundary vertex has a unique
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adjacent vertex, which clearly is in D1. This choice is in correspondence
with the continuous concept of normal derivative on the boundary, since it
is a directional derivative.
For any x ∈ δ(F ) we arbitrarily denote its unique neighbour in F¯ as xˆ ∈ D1.
Notice that xxˆ is a boundary spike by definition and that given two diﬀerent
vertices x, y ∈ δ(F ) it can occur that xˆ = yˆ. We also assume that |δ(F )| ≥ 2.
Lemma 5.3.1. Given a network with separated boundary, if U1 = D1 then
the minimum non–null value of νF satisfies that u1 > k0(￿x)−1 for all ￿x ∈ D1.
Proof. Notice that 1 = L(νF )(￿x) = u1k0(￿x) +￿y∈D2 c(￿x, y)(u1 − νF (y))
for all ￿x ∈ D1. Since νF (y) > u1 for all y ∈ D2 by hypothesis, then
1− u1k0(￿x) < 0 and the result holds for all ￿x ∈ D1.
Proposition 5.3.2. Any two of the following conditions imply the third one
in a network with separated boundary.
(i) νF satisfies the Serrin’s condition.
(ii) U1 = D1.
(iii) c(x, xˆ) is constant for any x ∈ δ(F ).
Proof. Notice that
∂νF
∂nF
(x) = −c(x, xˆ)νF (xˆ)
for all x ∈ δ(F ). If νF satisfies the Serrin’s condition, then the product
−c(x, xˆ)νF (xˆ) is constant and hence (ii) and (iii) are equivalent. On the
other hand, (ii) and (iii) clearly imply (i).
By the above result, if the Serrin’s condition is satisfied then the boundary
spike conductances are constant if and only if D1 = U1. That is, if and only
if the solution is radial on the first layer. Figure 5.3 shows that in the discrete
setting the Serrin’s condition is not enough to guarantee that the equilibrium
measure is a radial function. We remark that a similar situation takes place
in the continuous case when the considered operator is non–linear, see [28].
5.4 Spider networks with radial conductances
In this section we study whether spider networks, defined in Section 4.2,
satisfy Serrin’s condition. In particular, we perform research on the discrete
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5
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D0
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Figure 5.3 A network satisfying Serrin’s condition with non radial
equilibrium measure
Serrin’s problem when the conductances of the spider network are radial.
This subfamily of spider networks is important because they have a two–
dimensional ball–like structure and hence they fit our interest.
Letm,n ∈ N and let {ai}i=0,...,m bem+1 real positive values. Let Γ = (V, c)
be a spider network with n radii and m circles and we assume that the con-
ductivity function is given by c(xji, xji−1) = am−i+1 for all i = 1, . . . ,m+ 1
and j = 1, . . . , n on the radial edges. We call these networks spider net-
works with radial conductances. Notice that there is no condition on the
conductances of the circular edges xjixj−1 i.
Lemma 5.4.1. The layer with distance i to the boundary δ(F ) is given by
Di = {xj m−i+1}j=1,...,n for all i = 0, . . . ,m+ 1.
Proposition 5.4.2. The equilibrium measure νF of a spider network with
radial conductances is radial. It is given by
νF =
1
n
m−i￿
k=0
n(m− k) + 1
ak
on Dm−i+1
for all i = 0, . . . ,m+ 1. Moreover, it satisfies the Serrin’s condition.
Proof. We know that the equilibrium measure νF exists and is unique. Let
us assume that it is radial. Then, Ui = Di are the levels of the equilibrium
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measure for all i = 0, . . . ,m+1 and we can define the function q(i) = νF (xji)
for any j = 1, . . . , n and i = 0, . . . ,m+ 1. Notice that νF = q(m− i+ 1) on
Di by Lemma 5.4.1. In particular, q(m+ 1) = 0.
The equilibrium measure is superharmonic on F because L(νF ) = 1 on F .
Since F =
￿m+1
i=1 Di, from Equation (5.1) and Lemma 5.4.1 we obtain the
following recurrence equation
1 = am−i+1
￿
q(i)− q(i− 1)￿− am−i￿q(i+ 1)− q(i)￿
for all i = 1, . . . ,m and
1 = −nam
￿
q(1)− q(0)￿.
Let us define the function ψ(i) = am−i+1
￿
q(i)−q(i−1)￿ for all i = 1, . . . ,m+
1. Then, we have the system
1 = ψ(i)− ψ(i+ 1)
for all i = 1, . . . ,m with initial condition ψ(1) = − 1
n
. The above recurrence
system has a unique solution, which is given by
ψ(i) = −n(i− 1) + 1
n
for all i = 1, . . . ,m+1. Therefore, it determines the equilibrium measure νF
because it is unique, and it is given by q(i)− q(i−1) = −n(i− 1) + 1
nam−i+1
for all
i = 1, . . . ,m+1. We solve this recurrence keeping in mind that q(m+1) = 0.
The solution is
q(i) =
1
n
m￿
k=i
nk + 1
am−k
=
1
n
m−i￿
k=0
n(m− k) + 1
ak
for all s = 0, . . . ,m+ 1. Moreover, on δ(F ) it is satisfied that
∂νF
∂nF
= −a0q(m) = −m− 1
n
.
Corollary 5.4.3. In particular, when all the radial conductances are the
same real value a > 0, then
νF =
(m− i+ 1)(nm+ in+ 2)
2na
on Dm−i+1
for all i = 0, . . . ,m+ 1.
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If we consider a spider network that not fulfills the radial conductances prop-
erty, then the Serrin’s condition may not be satisfied on this network. In
order to show this, we consider the following example. Let a1, a2, b1, b2 > 0
be four real values. Consider the spider network on n radii and m = 1 circles
with conductances c(xj1, vj) = a1, c(x00, xj1) = a2 for all j = 1, . . . , n − 1,
c(xn1, vn) = b1 and c(x00, xn1) = b2, see Figure 5.4. If the Serrin’s con-
vn
v1
v2
v3
vn−1
x00
b1
a1
b2
a1
a1
a1
a2
a2
a2
a2
Figure 5.4 A spider network with m = 1 and almost radial
conductances.
dition holds then C =
∂νF
∂nF
(xj1) = −a1νF (xj1) for all j = 1, . . . ,m − 1
and νF (xn1) = −b−11 C proceeding in the same way. On the other hand,
L(νF )(xj1) = 1 for all j = 2, . . . , n− 2 and we get that
νF (x00) = − 1
a2
− (a1 + a2)
a1a2
C .
Also, L(νF )(x11) = 1 and working analogously we obtain the equality
c(xn1, x11)
￿
1
a1
− 1
b1
￿
C = 0.
Since c(xn1, x11) ￿= 0 and C ￿= 0, necessarily a1 = b1. Doing the same for
L(νF )(xn1) = 1, we see that a2 = b2. Hence, this network satisfies the
Serrin’s condition if and only if ai = bi for i = 1, 2. That is, it satisfies the
Serrin’s condition if and only if the conductances are radial. This example
shows how important is to have, in addition to a ball–like physical structure,
a ball–like conductivity behaviour.
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5.5 Regular layered networks. Characterization
In this section we study the discrete Serrin’s problem on another family of
networks, termed regular layered networks. In 1973, Delsarte introduced the
concept of completely regular codes as certain sets of vertices of a distance–
regular graph, see [39, 49]. We adapt this concept considering the boundary
set of vertices of any network as a completely regular code of the network
itself: this readjustment is defined in the following. Notice that in this
section we do not need to assume the networks to have separated boundary.
Let Γ = (V, c) be a connected network with F ⊂ V a proper connected subset
and consider the value m = r(F c). Let {bi}i=0,...,m and {ci}i=0,...,m be two
sequences of real positive numbers with c0 = bm = 0. We say that Γ is a
regular layered network with sequences {bi} and {ci} if for any x ∈ Di it is
satisfied that ki−1(x) = ci and ki+1(x) = bi for all i = 1, . . . ,m. Remember
that kj(x) =
￿
Dj
c(x, y) dy for all x ∈ F¯ . In Figure 5.5 we show the general
representation of a regular layered graph. Observe that any spider network
Di
Di−1
Di+1bi
D1
Dr(F )
Dr(F )−1
c1
F
ci
b0
b1
b
r(F )−1
c
r(F )−1
c
r(F )
Figure 5.5 A regular layered graph.
with radial conductances is a regular layered network with bi = ai−1 and
ci = ai. Futhermore, any distance–regular graph with vertex set V is also a
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regular layered network if we consider F = V ￿ {x} for an arbitrary vertex
x ∈ V .
Lemma 5.5.1. If Γ is a regular layered network then
|F |
|δ(F )| =
m￿
i=1
￿
i−1￿
￿=0
b￿
c￿+1
￿
.
Proof. First, observe that |F | =￿mi=1 |Di|. Moreover, for all i = 0, . . . ,m−
1, clearly
bi|Di| =
￿
x∈Di
￿
y∈Di+1
c(x, y) =
￿
y∈Di+1
￿
x∈Di
c(x, y) = ci+1|Di+1|.
The solution of this recurrence equation on the values |Di| is given by
|Di| = |D0|
i−1￿
￿=0
b￿
c￿+1
for all i = 0, . . . ,m+ 1 and since |D0| = |δ(F )| the result follows.
Proposition 5.5.2. Let Γ be a regular layered network. Then, its equilibrium
measure is given by
νF =
i￿
j=1
1
bj−1
m￿
k=j
 k−1￿
￿=j−1
b￿
c￿+1
 on Di
for all i = 0, . . . ,m. Therefore, it is radial. In addition, νF satisfies the
Serrin’s condition.
Proof. We know that the equilibrium measure νF (x) exists and is unique.
Let us assume that it is radial. Then, Ui = Di are the levels of the equilib-
rium measure for all i = 0, . . . ,m and we can define the function q(i) = νF (x)
for any x ∈ Di. Notice that q(0) = 0.
On the other hand, νF (x) is superharmonic on F because L(νF ) = 1 on F .
Since F =
￿m
i=1Di, from Equation (5.1) we obtain the recurrence equation
1 = ci
￿
q(i)− q(i− 1)￿− bi￿q(i+ 1)− q(i)￿
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for all i = 1, . . . ,m. If the above recurrence system has solution, then it
determines the equilibrium measure because it is unique. Let us designate
the values
ρi =
i−1￿
j=0
bj
cj+1
for all i = 1, . . . ,m. Multiplying the above equation by ρi we get
ρs = ρi−1bi−1
￿
q(i)− q(i− 1)￿− ρibi￿q(i+ 1)− q(i)￿
for all i = 1, . . . ,m. If we consider the function ψ(i) = ρi−1bi−1
￿
q(i)− q(i−
1)
￿
for any i = 1, . . . ,m+ 1, then the recurrence equation becomes
ρi = ψ(i)− ψ(i+ 1)
for all i = 1, . . . ,m, where ψ(m) = ρm because bm = 0. This last recurrence
has solution
ψ(i) =
m￿
k=i
ρk
for all i = 1, . . . ,m and hence
q(i)− q(i− 1) = 1
ρi−1bi−1
m￿
k=i
ρk.
Remember that q(0) = 0. Then,
q(i) =
i￿
j=1
1
bj−1ρj−1
m￿
k=j
ρk =
i￿
j=1
1
bj−1
m￿
k=j
k−1￿
￿=j−1
b￿
c￿+1
for all i = 0, . . . ,m.
Finally, we can provide a characterization in a class of regular layered net-
works of certain networks that satisfy the Serrin’s condition.
Theorem 5.5.3. Let Γ = (V, c) be a connected network and F ⊂ V a proper
connected subset. Consider m = r(δ(F )) and the value s as the number of
diﬀerent values that νF takes on F . If Ui = Di for all i = 1, . . . ,m − 1,
s = m and ki+1(x) + ki−1(x) = di for all i = 1, . . . ,m− 1 and x ∈ Di, then
Γ satisfies Serrin’s condition if and only if Γ is a regular layered network.
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Proof. The necessary condition follows from Proposition 5.5.2. In order
to prove the suﬃcient condition, we need Corollary 5.2.2. This result states
that Um ⊆ Dm and hence Um = Dm, since s = m. On the other hand, let
i = 1, . . . ,m− 1. From Equation (5.1), we get that
1 = ki+1(x)
￿
ui − ui+1
￿
+ ki−1(x)
￿
ui − ui−1
￿
for all x ∈ Di. In particular, if x, y ∈ Di are two diﬀerent vertices, then
ki−1(x)− ki−1(y) = ki+1(y)− ki+1(x)
and therefore
0 =
￿
ki+1(y)− ki+1(x)
￿
(ui+1 − ui) +
￿
ki−1(x)− ki−1(y)
￿
(ui − ui−1)
=
￿
ki+1(y)− ki+1(x)
￿
(ui+1 − ui−1).
We know that ui+1 − ui−1 > 0 because of the ordering of the level sets.
Hence, the last equality holds if a only if ki+1(y) = ki+1(x) for all x, y ∈ Di,
that is, if and only if ki+1 is constant on Di. In consequence, also ki−1
is constant on Di. Consider now the case i = m and let x ∈ Dm. From
Equation (5.1) we get that
1 = km−1(x)
￿
um − um−1
￿
and therefore km−1(x) does not depend on x: it is constant on Dm. Finally,
since Γ satisfies Serrin’s condition, then k1(x) = − C
u1
for all x ∈ D0, which
means that k1 is constant on D0. Thus, Γ is a regular layered network.
The last result shows that asking a relatively regular network to satisfy
the Serrin’s condition forces the network to be a regular layered network,
that is, forces the network to have stronger regularity properties. Notice
that regular layered networks are, somehow, ball–like discrete domains, since
their behaviour between distance layers is regular and does not depend on
the election of the vertex in the layer.
5.6 Other networks satisfying Serrin’s condition
In benefit of the reader, it is important to know that there exist networks that
are not regular layered and Serrin’s condition holds on them. For instance,
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see Figures 5.6, 5.7, 5.8, 5.9, where the conductances of the edges always
equal 1 and the level sets of the equilibrium measure are detailed.
D2
u0 = 0
u1 = 5
u2 = 9
u3 = 10
δ(F )
D1
C = −5
D3
u4 = 11
u5 = 12D4
u5 = 13
D5 F
Figure 5.6 A non–regular layered network satisfying Serrin’s
condition.
D2
u0 = 0
u1 =
11
5
u2 =
12
5
u3 =
16
5
δ(F )
D1
C = −11
5
F
Figure 5.7 A non–regular layered network satisfying Serrin’s
condition.
5.6. Other networks satisfying Serrin’s condition 83
D2
u0 = 0
u1 = 4
u2 = 5
u3 =
11
2
δ(F )
D1
C = −4
D3
u4 = 6
u5 = 7
F
Figure 5.8 A non–regular layered network satisfying Serrin’s
condition.
D2
u0 = 0
u1 = 6
u2 =
25
3
u3 =
26
3
δ(F )
D1
C = −6
D3
u4 =
28
3
u5 =
32
3
D4
u5 =
35
3
F
Figure 5.9 A non–regular layered network satisfying Serrin’s
condition.
Moreover, in some of them the equilibrium measure is a radial function, as
Figure 5.10 shows. For the network in this figure, all the conductances of
the edges also equal 1 for the sake of simplicity.
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D2
D3
u0 = 0
u1 = 1
u2 = 3
u3 = 4
δ(F )
D1
C = −1
F
Figure 5.10 A non–regular layered network with radial νF .
The reader may find interesting the network in Figure 5.11, where all the
conductances of the edges equal 1: the level set U3 is entirely contained in
D3, whereas U4 is entirely contained in D2. That is, it is not true in general
that the equilibrium measure νF grows with the distance to δ(F ).
D2
u0 = 0
u1 = 5
u2 = 7
u3 = 8
δ(F )
D1
C = −5
D3
u4 = 14
u5 = 22
u6 = 29
u7 = 35
u8 = 40
u9 = 44
u10 = 47
D5
D4
D6
D8
D7
D9
D10
u11 = 49
u12 = 50
F
Figure 5.11 An example with U3 ⊆ D3 and U4 ⊆ D2.
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All these examples show why Theorem 5.5.3 in last section needs to be
restrictive in order to perform a characterization.

6Dirichlet–to–Robin maps
on finite networks
The concept of inverse boundary value problem was introduced in 1950 by
Alberto Calderón. However, he did not publish any work on the subject
until 1980, when his paper On an inverse boundary–value problem [29] ap-
peared. The first applications of inverse boundary value problems are found
in geophysical electrical prospection and electrical impedance tomography.
The objective in physical electrical prospection is to deduce internal terrain
properties from surface electrical measurements, which is of great interest in
the engineering field. Electrical impedance tomography is a medical imaging
technique where the aim is to obtain visual information of the body densities
from some electrodes placed on the skin of the pacient. Hence, its usefulness
in organ monitoring or bone–like cancer detection are remarkable [32].
The corresponding mathematical problem is whether it is possible to deter-
mine the conductivity of a body from boundary measurements and global
equilibrium conditions. That is, an inverse boundary value problem consists
in the recovery of the internal structure or conductivity information of a
body using only external data and general conditions on the body. This
problem is non–linear and it is exponentially ill–posed [1, 51], since its solu-
tion is highly sensitive to changes in the boundary data. For this problem
is poorly arranged, at times the target is only a partial reconstruction of
the conductivity data or the addition of morphological conditions so as to
perform a full internal recovery.
In this chapter we work with discrete inverse boundary value problems on
finite networks. Thus, we assume the conductances of the network to be
unknown. In a first stage we introduce the Dirichlet–to–Robin map. It is a
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map naturally associated with the Schrödinger operator of the network and
generalizes the definition of the Dirichlet–to–Neumann map Λ associated
with the combinatorial laplacian, see the literature [36, 37, 38] for more
details.
Afterwards, the second step is to focus in general networks and look upon the
solution of certain boundary value problems having an alternating property
in a part of the boundary. We show that these solutions spread across the
network to end holding a derived alternating property in another part of
the boundary. In fact, they spread following boundary–to–boundary paths
where the sign of the solution is invariant and has opposite sign with respect
to the neighbouring paths in the circular order. They are called alternating
paths. Then, we achieve a circular planar network characterization through
the Dirichlet–to–Robin map, which is an extension of the characterization
given in [38].
The results detailed in this chapter have been submitted to publication, see
[9].
6.1 The Dirichlet–to–Robin map
Consider a connected network Γ = (V, c) and a proper connected subset
F ⊂ V . Then, the following result holds.
Lemma 6.1.1. If there exist a weight ω ∈ Ω(F¯ ) and a real value λ ≥ 0 such
that q = qω + λχδ(F ) on F¯ , then the energy EFq is positive semi–definite. In
particular, it is not strictly positive definite if and only if λ = 0, in which
case EFq (v, v) = 0 if and only if v = aω for some a ∈ IR.
Proof. It is a direct consequence of Proposition 2.3.3.
In this chapter we work with potentials shaped as q = qω + λχδ(F ) ∈ C(F¯ )
for a weight ω ∈ Ω(F¯ ) and a real value λ ≥ 0. The reason is that the
corresponding Schrödinger operator is positive semi–definite and in this case,
as we will see, λ and ωχ
δ(F )
become the lowest eigenvalue and its associated
eigenfunction of the Dirichlet–to–Robin map.
In benefit of the reader, let us remember here that for any g ∈ C(δ(F ))
the Poisson operator Pq(g) is the unique solution u ∈ C(F¯ ) of the Dirichlet
problem
Lq(u) = 0 on F and u = g on δ(F ),
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see Section 2.5. Moreover, as the potential is given by q = qω +λχδ(F ) on F¯ ,
in this case the following holds.
Lemma 6.1.2. When q = qω + λχδ(F ) on F¯ , then Lq(ω) = λωχδ(F ) and
Pq(ωχδ(F )) = ω on F¯ .
Proof. The first equality is direct from the definitions of Lq and q. The
second equality is straightforward, since by the first equality the weight ω ∈
Ω(F¯ ) is a solution of the Dirichlet problem
Lq(u) = 0 on F and u = ωχδ(F ) on δ(F )
and this problem has a unique solution given by u = Pq(ωχδ(F )) ∈ C(F¯ ).
Now we are ready to introduce a boundary–to–boundary operator of great
importance in this thesis: the Dirichlet–to–Robin map. This map measures
the diﬀerence of voltages between boundary vertices when electrical currents
are applied to them. In fact, it can be also called the response matrix of the
network because of this property, see [38] for the case of the combinatorial
laplacian. Notice that the boundary is the unique part of the network from
where direct information can be obtained and also provided. Hence, as we
can obtain the Dirichlet–to–Robin map by means of boundary measurements,
it is reasonable to suppose that the values of this map are known. Therefore,
the Dirichlet–to–Robin map is the key to obtain the conductances of the
network.
The Dirichlet–to–Robin map is the linear form Λq : C(δ(F )) −→ C(δ(F ))
that assigns to any function g ∈ C(δ(F )) the function Λq(g) = ∂Pq(g)
∂nF
+
qg ∈ C(δ(F )). The kernel associated with the Dirichlet–to–Robin map Λq
is denoted by Nq : δ(F ) × δ(F ) −→ R, where Nq(x, y) = Λq(εy)(x) for all
x, y ∈ δ(F ). Notice that
Λq(g)(x) =
￿
δ(F )
Nq(x, y)g(y) dy
for all g ∈ C(δ(F )) and x ∈ δ(F ). In the sequel, we will also denote by Nq ∈
M|δ(F )|×|δ(F )|(R) the matrix given by the values of the kernel of the Dirichlet–
to–Robin map on δ(F )×δ(F ). In an equivalent way, N ∈M|δ(F )|×|δ(F )|(R) is
the matrix given by the kernel of the Dirichlet–to–Neumann map associated
with the combinatorial laplacian, that is, when ω is constant and λ = 0.
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Proposition 6.1.3. The Dirichlet–to–Robin map Λq is a self–adjoint, posi-
tive semi–definite operator whose associated quadratic form is given by￿
δ(F )
gΛq(g) = EFq
￿
Pq(g),Pq(g)
￿
.
In addition, λ is the lowest eigenvalue of Λq and its associated eigenfunctions
are multiple of ωχ
δ(F )
.
Proof. Let f, g ∈ δ(F ). From the definition of the energy associated with
F and the Poisson operator,
EFq
￿
Pq(f),Pq(g)
￿
=
￿
δ(F )
gΛq(f).
By Proposition 2.3.3,￿
δ(F )
gΛq(f) = EFq
￿
Pq(f),Pq(g)
￿
= EFq
￿
Pq(g),Pq(f)
￿
=
￿
δ(F )
fΛq(g).
and hence Λq is self–adjoint and positive semi–definite. Moreover,
Λq(ωχδ(F )) = λωχδ(F ) on δ(F ).
On the other hand, from Proposition 2.3.2 we get that
EFq
￿
Pq(g),Pq(g)
￿
=
1
2
￿
F¯
￿
F¯
cF (x, y)ω(x)ω(y)
￿Pq(g)(x)
ω(x)
− Pq(g)(y)
ω(y)
￿2
dx dy
+ λ
￿
δ(F )
g2 ≥ λ
￿
δ(F )
g2
and the equality holds if and only if Pq(g) = aω on δ(F ), that is, if and
only if g = aω on δ(F ). Finally, suppose that g is a non–null eigenfunction
corresponding to the eigenvalue α. Therefore,
α
￿
δ(F )
g2 = EFq
￿
Pq(g),Pq(g)
￿
≥ λ
￿
δ(F )
g2,
which implies that α ≥ λ.
Let us remark here that, as the last result shows, the equality Λq(ωχδ(F )) =
λωχ
δ(F )
is always satisfied on δ(F ).
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Once the Dirichlet–to–Robin map Λq and its properties have been set, we
want to show that the matrix Nq given by its kernel is closely related to
the Green and the Schrödinger matrices. Before doing this, however, we
need some notation and previous results. On the first place, we extend the
definition of normal derivative and apply it to functions on two variables
instead of one. Let K : C(F¯ ) −→ C(F¯ ) be a linear operator and let K ∈
C(F¯ × F¯ ) be its associated kernel. Then, for any x ∈ δ(F ) and y ∈ F¯ , in
[18] the values
∂K
∂nx
(x, y) =
∂Ky
∂nF
(x) =
∂K(εy)
∂nF
(x),
for each x ∈ F¯ and y ∈ δ(F ) and
∂K
∂ny
(x, y) =
∂Kx
∂nF
(y)
were defined. For the sake of plainness, we denote by
∂2K
∂nx,y
and
∂2K
∂ny,x
the
values
∂
∂nx
￿
∂K
∂ny
￿
and
∂
∂ny
￿
∂K
∂nx
￿
, respectively. Clearly,
∂K
∂nx
∈ C(δ(F ) ×
F¯ ),
∂K
∂ny
∈ C(F¯ × δ(F )) and ∂
2K
∂nx,y
,
∂2K
∂ny,x
∈ C(δ(F )× δ(F )) are all kernels on
F¯ × F¯ .
Lemma 6.1.4. If K is a kernel on F¯ × F¯ , then ∂
2K
∂nx,y
=
∂2K
∂ny,x
. Moreover,
∂2K
∂nx,y
is a symmetric kernel when K is.
Proof. It suﬃces to see that
∂2K
∂nx,y
(x, y) = κF (x)κF (y)K(x, y)− κF (x)
￿
F
c(y, z)K(x, z) dz
− κF (y)
￿
F
c(x, z)K(z, y) dz
+
￿
F
￿
F
c(x, t)c(y, z)K(t, z) dt dz.
Regarding to the Schrödinger operator, we can deduce certain properties
from the results in Section 2.3.
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Corollary 6.1.5. The matrix Lq is symmetric and positive semi–definite.
Moreover, if S ⊂ F¯ is a proper connected subset then Lq(S; S) is positive
definite.
Proof. This result is due to Proposition 2.3.4.
We now bring in four matrices that will be serviceable for the matricial
formulae of this thesis. First, consider as the identity matrix of size k the
diagonal matrix ID ∈Mk×k({0, 1}) with diagonal entries equal to 1. Also,
we define the matrix of conductances C ∈ M|F¯ |×|F¯ |([0,+∞)), where the
entries are given by the conductances between all the pairs of vertices of
F¯ . Next in order, let kF ∈ M|δ(F )|×|δ(F )|((0,+∞)) be the diagonal matrix
of boundary degrees with diagonal entries provided by κF for all x ∈ δ(F ).
Finally, Q ∈ M|F¯ |×|F¯ |(R) is another diagonal matrix called the matrix of
potentials, with diagonal values brought by the potential q(x) for all x ∈ F¯ .
Lemma 6.1.6. For the matrix Lq(F¯; F¯), the following block identites hold:
Lq(δ(F); δ(F)) = kF(δ(F); δ(F)) + Q(δ(F); δ(F)),
Lq(δ(F);F) = −C(δ(F);F) and Lq(F; δ(F)) = −C(F; δ(F)).
Proof. Since the block Lq(δ(F);F) is given by the entries Lq(x, y) for all
x ∈ δ(F ) and y ∈ F , we easily see that
Lq(x, y) = Lq(εy)(x) = −
￿
F¯
c(x, z)εy(z) dz = −c(x, y).
Analogously, if x, y ∈ δ(F ) then
Lq(x, y) = Lq(εy)(x) = ∂εy
∂nF
(x) + q(x)εy(x) = (κF (x) + q(x))εy(x)
and therefore Lq(δ(F); δ(F)) = kF(δ(F); δ(F)) + Q(δ(F); δ(F)).
The following matricial results on the Green and Poisson kernels will be
handy all allong this chapter and, in fact, all allong this work.
Lemma 6.1.7. The inverse of the Schrödinger matrix on F ×F is given by
Gq(F;F) = Lq(F;F)−1. On the other hand, if λ = 0 then the matrix of the
orthogonal Green operator on V satisfies the following matricial equations:
ID(F;F)− ωV · ω￿V = Lqω · Gqω
with
Gqω · ωV = 0.
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Lemma 6.1.8. The matrix of the double derivatives of the Green kernel is
given by ￿
∂2Gq
∂nx,y
(x, y)
￿
x,y∈δ(F)
= C(δ(F);F) · Gq(F;F) · C(F; δ(F)).
Proof. For all x, y ∈ δ(F ),
C(x;F) · Gq(F;F) · C(F; y) = C(x;F) ·
￿
t∈F
Gq(F; t) · C(t; y)
=
￿
z∈F
C(x; z) ·
￿￿
t∈F
Gq(z; t) · C(t; y)
￿
=
￿
z∈F
c(x, z)
￿￿
t∈F
Gq(z, t)c(t, y)
￿
= −
￿
z∈F
c(x, z)
∂Gq
∂ny
(z, y)
=
∂2Gq
∂nx,y
(x, y).
Lemma 6.1.9. The matrices of the Green and Poisson kernels on F are
related by the equality
Pq(F; δ(F)) = Gq(F;F) · C(F; δ(F)).
Proof. Let x ∈ F and y ∈ δ(F ). Then,
Pq(x, y) = Pq(x, y) = Pq(εy)(x) = εy(x)−
∂Gxq
∂nF
(y)
= −
￿
z∈F
c(y, z)
￿
Gxq (y)−Gxq (z)
￿
=
￿
z∈F
c(y, z)Gq(x, z)
=
￿
z∈F
Gq(x, z)c(z, y) = Gq(x;F) · C(F; y).
Now we are ready to proceed with the study of the Dirichlet–to–Robin matrix
Nq and relate it to the Green matrix Gq on F × F and the Schrödinger
matrices Lq(F¯; F¯) and Lq(F;F).
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Lemma 6.1.10. The matrix given by the kernel of Λq can be written as
Nq = kF(δ(F); δ(F)) + Q(δ(F); δ(F))− C(δ(F);F) · Gq(F;F) · C(F; δ(F)).
Moreover, Nq is a symmetric matrix with negative oﬀ–diagonal entries and
positive on the diagonal.
Proof. For all x, y ∈ δ(F ), using Proposition 2.5.7, we get that
Nq(x, y) = Λq(εy)(x) =
∂Pq(εy)
∂nF
(x) + q(x)Pq(εy)(x)
=
∂εy
∂nF
(x)− ∂
∂nx
￿
∂Gq
∂ny
(x, y)
￿
+ q(x)εy(x)
= εy(x)κF (x)−
∂2Gq
∂nx,y
(x, y) + q(x)εy(x).
In matricial terms, using Lemma 6.1.8,
Nq = kF(δ(F); δ(F)) + Q(δ(F); δ(F))− C(δ(F);F) · Gq(F;F) · C(F; δ(F)).
Moreover, since Gq(x, y) > 0 for any x, y ∈ F then for x, y ∈ δ(F ) with y ￿= x
it is satisfied that Nq(x, y) = −∂
2Gq
∂nx,y
(x, y) = −C(x;F) · Gq(F;F) · C(F; y) <
0. Therefore, Nq is negative oﬀ–diagonal. What is more, as Λq(ω) = λω on
δ(F ), then for any y ∈ δ(F )￿
δ(F )
Λq(εy)(x)ω(x) dx = λω(y)
and hence
Nq(y, y) = Λq(εy)(y) = λ− ω(y)−1
￿
δ(F )￿{y}
Nq(x, y)ω(x) dx > 0.
Corollary 6.1.11. Let P,Q ⊂ δ(F ) be two boundary sets such that P ∩Q =
∅. Then,
Nq(P;Q) = −C(P;F) · Gq(F;F) · C(F;Q).
The kernel of the Dirichlet–to–Robin map is directly related to the Schur
complement of Lq(F;F) in Lq(F¯; F¯), as the next result shows. In [38, Theorem
3.2] an analogous result was given for the case of the Dirichlet–to–Neumann
map and a Schur complement of the combinatorial laplacian matrix. The
reader may redirect to [30, 58] and the references therein for the Schur com-
plement definition and properties.
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Proposition 6.1.12. The matrix of the kernel of the Dirichlet–to–Robin
map Λq is given by
Nq =
Lq(F¯;F¯)
￿
Lq(F;F)
.
Proof. Consider the boundary value problem that consists in finding u ∈
C(F¯ ) such that
Lq(u) = f on F and ∂u
∂nF
+ qu = g on δ(F ).
Using Lemma 6.1.6, this problem has the following matricial expression
Lq(F¯; F¯) · uF¯ =
￿
kF(δ(F); δ(F)) + Q(δ(F); δ(F)) −C(δ(F);F)
−C(F; δ(F)) Lq(F;F)
￿
·
￿
uδ(F)
uF
￿
=
￿
g
f
￿
.
We know that Lq(F;F) is invertible because F is a proper subset by defi-
nition and hence Lq(F;F)−1 = Gq(F;F) by Lemma 6.1.7. Thus, the Schur
complement of Lq(F;F) in Lq(F¯; F¯) is given by
Lq(F¯;F¯)
￿
Lq(F;F)
= kF(δ(F); δ(F)) + Q(δ(F); δ(F))
− C(δ(F);F) · Gq(F;F) · C(F; δ(F)) = Nq,
where we have used Lemmas 6.1.8 and 6.1.10.
The following result is analogous to the result given by Curtis and Morrow
for the combinatorial laplacian, see [37] for the proof.
Corollary 6.1.13. If P,Q ⊆ δ(F ), then the block Nq(P;Q) of the Dirichlet–
to–Robin matrix Nq is given by the Schur complement
Nq(P;Q) =
Lq(P∪F;Q∪F)
￿
Lq(F;F)
.
We show now some examples of Dirichlet–to–Robin matrices. Consider the
four networks displayed in Figure 6.1, the potential on them q = qω +λχδ(F )
on F¯ , the real value λ = 2 and the weight given by ω = 1/6 on δ(F ) =
{z1, . . . , z4} and ω = 1/3 on F = {x, y}, except for the network in Figure
(6.1c), for which ω(z1) = ω(z4) = ω(x) = ω(y) = 1/6 and ω(z2) = ω(z3) =
1/3.
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x
3
3
6
6
2
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z2
z1
z4
z3
7
3
(d)
Figure 6.1 Some examples of networks for which we compute their
Dirichlet–to–Robin matrices.
Their associated Dirichlet–to–Robin matrices are given by
(a) Nq =
1
9

82 −32 −24 −8
−32 178 −96 −32
−24 −96 162 −24
−8 −32 −24 82
 .
(b) Nq =
1
24

252 −30 −90 −84
−30 107 −15 −14
−90 −15 195 −42
−84 −14 −42 188
 .
(c) Nq =
1
142

530 −57 −4 −2
−57 305 −6 −3
−4 −6 306 −60
−2 −3 −60 538
 .
(d) Nq =
1
42

388 −120 −160 −24
−120 1083 −726 −153
−160 −726 1216 −246
−24 −153 −246 507
 .
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6.2 Alternating paths
In [38], the existence of disjoint alternating paths between sets of boundary
vertices in a class of graphs with conductivity was shown. In this section
we study the existence of alternating paths in general networks. Namely, we
show that the Dirichlet–to–Robin map has the alternating property, which
may be considered as a generalization of the monotonicity property. We
use the terminology following the guidelines of [38] and the notations and
definitions in Section 2.7.
In the forthcoming results, Γ = (V, c) is a network with F ⊂ V a proper
connected subset and A,B ⊂ δ(F ) are two boundary sets such that δ(F ) =
A ∪B with A ∩B = ∅.
Theorem 6.2.1 (Alternating paths). Let g ∈ C(B) be such that there exists
a sequence of vertices {p1, . . . , pk} ∈ A with
(−1)i+1Λq(g)(pi) > 0 (6.1)
for all i = 1, . . . , k. Then, there is a sequence of vertices {q1, . . . , qk} ∈ B
such that
Λq(g)(pi)g(qk−i+1) < 0.
Moreover, pi and qk−i+1 are connected through Γ by a path γi and it is
satisfied that
g(qk−i+1)Pq(g) > 0 on γi ￿ pi
for all i = 1, . . . , k.
Proof. We assume that (−1)i+1Λq(g)(pi) > 0 for all i = 1, . . . , k. Now, if
there exists a sequence of points {q1, . . . , qk} ∈ B such that (−1)ig(qk−i+1) >
0 for all i = 1, . . . , k, then clearly
Λq(g)(pi)g(qk−i+1) < 0.
Hence, we only need to prove that this sequence of vertices of B such that
(−1)ig(qk−i+1) > 0 exists. Notice that if we change indices, the last inequal-
ity is equivalent to the inequality
(−1)k−i+1g(qi) > 0.
We prove the existence of this sequence by construction. First, we describe
how to pick the point qk ∈ B. Let ug = Pq(g) ∈ C(F ∪ B). By Equation
(6.1), since
Λq(g) =
∂ug
∂nF
+ qug =
∂ug
∂nF
on A,
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we get that
0 < Λq(g)(p1) =
∂ug
∂n
(p1) = −
￿
F
c(p1, y)ug(y) dy.
Then, there exists a vertex y ∈ F ∩N(p1) such that ug(y) < 0. Let W ⊂ F
be the connected component of {z ∈ F : ug(z) < 0} such that y ∈W . Notice
that W ￿= ∅ since y ∈ W . Suppose that W ∩ B = ∅, that is, W ⊂ F ∪ A.
Then we can define the function v = ugχW¯ ∈ C(W ∩ F ). Given a vertex
x ∈W , as c(x, y) = 0 for all y ∈ F ￿W , we get that
Lq(v)(x) =
￿
W¯
c(x, y)
￿
ug(x)− ug(y)
￿
dy =
￿
F¯
c(x, y)
￿
ug(x)− ug(y)
￿
dy
= Lq(ug)(x) = 0.
Moreover, let us take into account thatW ⊂ F and W ∩B = ∅. Then, given
a vertex x ∈ δ(W ) we know that ug(x) ≥ 0 and so we have the inequalities
Lq(v) = 0 on W and v ≥ 0 on δ(W ). Using Proposition 2.4.2 we conclude
that v ≥ 0 on W , which is a contradiction. Therefore, W ∩B ￿= ∅
From the definition of W ⊂ F we deduce that ug ≥ 0 on δ(W ) ∩ F . Let us
suppose that it is also true that ug ≥ 0 on δ(W ) ∩ B. Then, Lq(ug) = 0 on
W and ug ≥ 0 on δ(W ). Hence, applying Proposition 2.4.2 again, we see
that ug ≥ 0 on W , which is a contradiction. In conclusion, there exists a
vertex qk ∈ δ(W ) ∩ B ⊂ B such that g(qk) = ug(qk) < 0. Since qk ∈ δ(W ),
there exists a vertex ￿y ∈ W with ￿y ∼ qk. Observe that ug(￿y) < 0. Finally,
we can join ￿y with y by a path ￿γ1 = {y ∼ . . . ∼ ￿y} ⊂ W ⊂ F because
W is connected and therefore the path γ1 = {p1 ∼ y ∼ . . . ∼ ￿y ∼ qk}
connects p1 and qk through Γ. Notice that ug(z) < 0 for all z ∈ ￿γ1 and
hence g(qk)Pq(g) = g(qk)ug > 0 on γ1 ￿ p1.
We can repeat this argument to produce paths γj such that γj connects
pj ∈ A with a vertex qk−j+1 ∈ B through Γ and (−1)jug(z) < 0 for all
z ∈ γj ￿ pj .
Corollary 6.2.2. Suppose that now Γ is a circular planar network. Let g ∈
C(B) be such that there exists a sequence of diﬀerent vertices {p1, . . . , pk} ∈ A
in circular order with
(−1)i+1Λq(g)(pi) > 0
for all i = 1, . . . , k. Then, there is a sequence of diﬀerent vertices in circular
order {q1, . . . , qk} ∈ B such that
Λq(g)(pi)g(qk−i+1) < 0.
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Moreover, pi and qk−i+1 are connected through Γ by a path γi with
g(qk−i+1)Pq(g) > 0 on γi ￿ pi
for all i = 1, . . . , k and the paths {γi}i=1,...,k are disjoint. In other words,
{p1, . . . , pk} and {q1, . . . , qk} are connected through Γ.
Proof. The paths built in the proof of Theorem 6.2.1 do not intersect each
other if the network is planar and the vertices pj ∈ A are in circular order,
since the values of the function ug on γj have diﬀerent sign than the ones on
γj−1 and γj+1. Therefore, qj ∈ B are the points given by the last theorem
and are also in circular order.
Theorem 6.2.3 (Strong alternating paths). Let g ∈ C(B) be a function such
that there exists a sequence of points {p1, . . . , pk} ∈ A with
Λq(g)(pi) = 0
for all i = 1, . . . , k. Then, there is a sequence of points {q1, . . . , qk} ∈ B such
that
(−1)ig(qi) ≥ 0.
Moreover, pi and qi are connected through Γ by a path γi = {pi ∼ xi1 ∼ . . . ∼
xini ∼ qi} for all i = 1, . . . , k and there exists an index ji ∈ {1, . . . , ni + 1}
such that Pq(g)(x￿) = 0 for all ￿ = 0, . . . , ji − 1 and g(qi)Pq(g)(x￿) > 0 for
all ￿ = ji, . . . , ni.
Proof. We assume that Λq(g)(pi) = 0 for all i = 1, . . . , k. In other words,
if ug = Pq(g) ∈ C(F ∪B) then
0 =
∂ug
∂nF
(p1) = −
￿
F
c(p1, y)ug(y) dy.
Hence, there are only two possible situations.
1. There exists a vertex y ∈ N(p1) ∩ F such that ug(y) < 0. Let W ⊂ F
be the connected component of {z ∈ F : ug(z) < 0} such that y ∈ W .
Proceeding as in the proof of Theorem 6.2.1 we get the result.
2. ug = 0 on N(p1)∩F . In this case, for any x ∈ N(p1)∩F it is satisfied
that
0 = Lq(ug)u(x) = −
￿
F∪B
c(x, y)ug(y) dy.
Again, there are only two possible situations.
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2.1. There exists a vertex y ∈ N(x) ∩ (F ∪ B) such that ug(y) < 0.
If y ∈ B, then we take q1 = y and we are done. Otherwise, let
W ⊂ F be the connected component of {z ∈ F : ug(z) < 0} such
that y ∈ W . Proceeding as in the proof of Theorem 6.2.1 we get
the result.
2.2. ug = 0 on N(x) ∩ (F ∪ B). If N(x) ∪ B ￿= ∅, we are done.
Otherwise, the situation is analogous to the one of point 2.
The following result deals with networks that may not be circular planar,
but still needs the concept of ordered pair. Hence, we need to introduce a
generalization of this concept. When the network is not circular planar, we
can label the boundary nodes, say δ(F ) = {t1, . . . , tn}, where n = |δ(F )|. In
this case, a subset {p1, . . . , pk} of boundary nodes is called an ordered set if
there exists a non decreasing function σ : {1, . . . , k} −→ {1, . . . , n} such that
pj = tσ(j). The pair (S;T ) is called ordered pair if (p1, . . . , pk; q1, . . . , qk) is an
ordered set. Notice that in the definition of ordered set we are not assuming
that the vertices in S nor T are diﬀerent, but S ∩ T = ∅.
Now, having fixed a label in the boundary, we say that a network has the
alternating property if for any ordered set {p1, . . . , pk} satisfying the hypoth-
esis of Theorem 6.2.1, the vertices {q1, . . . , qk} given by the Theorem are also
in order. The next result also tells us a property of the Dirichlet–to–Robin
map of networks having the alternating property which is related with totally
nonnegative matrices.
Theorem 6.2.4. Let Γ be a network having the alternating property and let
the pair (p1, . . . , pk; q1, . . . , qk) be an ordered pair on δ(F ). If we consider the
matrix M = (mij) ∈Mk×k(R) given by the entries mij = ∂Pq(pi, qj)∂nx
, then
(−1) k(k+1)2 det(M) ≥ 0.
Proof. Clearly we can suppose that the vertices (p1, . . . , pk) are diﬀerent
and (q1, . . . , qk) also. We prove the result by induction on k. If k = 1, by
Proposition 6.1.3 the result holds. Let ￿ ≤ k and let us assume now that the
result is true for all the sizes i < ￿. If the result is not true for ￿, then there is
a sequence of diﬀerent boundary vertices {p1, . . . , p￿; q1, . . . , q￿} ⊆ δ(F ) such
that
(−1) ￿(￿+1)2 det(L) < 0, (6.2)
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where L = (￿ij) ∈M￿×￿(R) with ￿ij = ∂Pq(pi, qj)∂nx
. Notice that L is invertible
by assumption. Let us consider now its inverse L−1 = (hij) ∈ M￿×￿(R).
Hence,
hij = (−1)i+j det(Lˆij)
det(L)
, (6.3)
where Lˆij is the minor of L resulting from the removal of row i and column
j. By induction hypothesis and using Equations (6.2) and (6.3), we get that
(−1)i+j+￿+1 hij = (−1)i+j−
￿(￿−1)
2 +
￿(￿+1)
2 +1 hij ≥ 0. (6.4)
Since L is a nonsingular matrix, for a fixed index i there must exist an index
j such that
(−1)i+j+￿+1 hij > 0. (6.5)
Consider now the vectors w, z ∈ R￿ defined as w = (wi) with wi = (−1)i+1
and z = L−1 · w. Using (6.4) and (6.5) it is easy to see that
(−1)i+￿zi > 0. (6.6)
Therefore, since w = L · z, we get that wi =
￿￿
j=1
∂Pq(pi, qj)
∂nx
zj and so
(−1)￿+1ziwi > 0 (6.7)
because of Equation (6.6) and the definition of wi.
We define the function f ∈ δ(F ) as f(qj) = zj for all j = 1, . . . , ￿ and f = 0
otherwise. Then, for all i = 1, . . . , ￿,
Λq(f)(pi) =
∂Pq(f)
∂nF
(pi) + q(pi)f(pi) =
￿
δ(F )
∂Pq(pi, z)
∂nx
f(z) dz
=
￿￿
j=1
∂Pq(pi, qj)
∂nx
zj = wi.
Therefore, (−1)￿+1Λq(f)(pi)zi > 0 for all i = 1, . . . , ￿ and by Equation
(6.6) this occurs if and only if (−1)i+1Λq(f)(pi) > 0. Using Theorem
6.2.1, there exists a sequence of vertices {y1, . . . , y￿} ∈ δ(F ) diﬀerent from
{p1, . . . , p￿} such that the pair {p1, . . . , p￿; y1, . . . , y￿} is an ordered pair and
wif(y￿−i+1) < 0 or, equivalenty, such that
(−1)￿wif(yi) > 0.
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Therefore, for any i = 1, . . . , ￿, necessarily yi ∈ {q1, . . . , q￿}, since otherwise
we get f(yi) = 0, which is a contradiction with the above inequality. More-
over, {q1, . . . , q￿} and {y1, . . . , y￿} are ordered subsets and hence there exists
i such that yi = qi. This means that
(−1)￿wizi = (−1)￿Λq(f)(pi)f(qi) > 0
and therefore it is a contradiction with Equation (6.7). Hence,
(−1) ￿(￿+1)2 det(L) ≥ 0
and we get the result.
The following examples show the behavior of the paths described in the above
results. First, consider the spider network displayed in Figure 6.2 where the
conductances equal 1 on the edges of the radii and equal 2 on the edges of the
circles. See Section 4.2 for the definition and notations of spider networks.
We choose λ = 2 and the weight ω = 1/10 on δ(F ) ∪ {x00} and ω = 1/5 on
F ￿ {x00}. Its Dirichlet–to–Robin matrix Nq is given by the values
Nq(vi; vi) =
395732805366
110384474959
, Nq(vi; vi±1) = − 28317414524
110384474959
,
Nq(vi; vi±2) = − 19609504324
110384474959
, Nq(vi; vi±3) = − 15073456676
110384474959
,
Nq(vi; vi±4) = − 12739926180
110384474959
, Nq(vi; vi±5) = − 11741626020
110384474959
for all i = 1, . . . , 11. Then, for the function g ∈ C(B) given by g =
(−4, 21,−37.2, 26.38,−6.29519)￿ on B, we get the sign pattern for u = Pq(g)
shown in Figure 6.2, as Corollary 6.2.2 states.
Now consider the spider network displayed in Figure 6.3 where the conduc-
tances equal 1 on the edges of the radii and equal 2 on the edges of the
circles. We choose λ = 2 again and the weight ω = 1/6 on δ(F ) ∪ {x00} and
ω = 1/3 on F ￿ {x00}. For this network, the Dirichlet–to–Robin matrix Nq
is given by
Nq(vi; vi) =
3128
889
, Nq(vi; vi±1) = −281
889
,
Nq(vi; vi±2) = −211
889
, Nq(vi; vi±3) = −183
889
Taking the function g ∈ C(B) whose vector is g = (−1, 3.5,−3.5, 1)￿ on
B, the sign pattern corresponding to u = Pq(g) is shown in Figure 6.3, as
expected from Theorem 6.2.3.
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Figure 6.2 The sign pattern of Pq(g) on the spider network.
p1
p2
p3
u = 0
u > 0
u < 0
q1
q3
q2
F
+
+
+
−
−
−
Figure 6.3 The sign pattern of Pq(g) on the spider network.
Finally, let us consider the network displayed in Figure 6.4 with the following
parameters: λ = 2, ω = 1/4 on A ∪ F and ω = 1/2 on B, conductances 2 on
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the edges of F × F and 1 on the other edges. Its Dirichlet–to–Robin matrix
Nq is
Nq =
1
24

105 −13 −15 −13 −3 −5
−13 105 −13 −15 −5 −3
−15 −13 105 −13 −3 −5
−13 −15 −13 105 −5 −3
−3 −5 −3 −5 57 −1
−5 −3 −5 −3 −1 57
 .
For g = (1,−1.5)￿ on B, we get the following sign pattern for u = Pq(g).
Notice that it fits the conclusions of Theorem 6.2.1.
p1
p2
p4
p3
u = 0
u > 0
u < 0
q1 = q3
q2 = q4
F
−
− −
−
+
+
Figure 6.4 The sign pattern of Pq(g) on this network.
6.3 Motivation
First, let us clarify that a symmetric and diagonally dominant M–matrix is
a symmetric and diagonally dominant matrix with non–positive oﬀ–diagonal
entries and positive eigenvalues.
For the case of the combinatorial laplacian, Curtis et al. characterized in [38]
those singular, symmetric and diagonally dominantM–matrices that are the
response matrix of a circular planar network. This case corresponds to λ = 0,
a constant weight ω and Λ the associated Dirichlet–to–Neumann map. Our
purpose is to infer this result to the general case in order to include a wider
class of M–matrices. Thus, the objective is to characterize the kernels on
δ(F )×δ(F ) that are the kernels associated with a Dirichlet–to–Robbin map.
However, this generalization is not straightforward. One of the most surpris-
ing facts of this extension is that any response matrix Nq can be the response
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matrix of an infinite family of Schrödinger operators associated with diﬀerent
conductivity functions and potentials. This occurs even with the response
matrices associated with the combinatorial laplacian. The reason is that
the Dirichlet–to–Robin matrices do not identify unambiguously the associ-
ated diﬀerence operator. In other words, a given symmetric and diagonally
dominant M–matrix can be the response matrix associated with multiple
Schrödinger operators of a circular planar network. This lack of uniqueness
is due to the fact that the eigenfunction correlated with the lowest eigen-
value of the response matrix can be extended to the network as a weight
in infinite ways. Therefore, by choosing a specific extension of the positive
eigenfunction associated with the lowest eigenvalue of the matrix, we get a
unique Schrödinger operator whose Dirichlet–to–Robin map corresponds to
the initial matrix. The following example shows these diﬃculties.
Let Γ = (V, c) be the star network on n ≥ 3 vertices with central vertex
x0 and peripherical vertices x1, . . . , xn, see Figure 6.5. Consider the set
c1
c2
x1
x2
x3
x4
c3
c4
c5
x5xi
ci
cn
xn
x0
F
Figure 6.5 The star network on n vertices.
F = {x0} ⊂ V and its boundary, given by δ(F ) = {x1, . . . , xn} ⊂ V . The
conductances of the network are given by c(x0, xi) = ci for all i = 1, . . . , n,
where c1, . . . , cn > 0 are unknown real values. Then, if σ ∈ Ω(F¯ ) is a weight,
it is easy to see that for any function u ∈ C(F¯ )
Lqσ(u)(x0) = u(x0)
n￿
k=1
ck
σ(xk)
σ(x0)
−
n￿
k=1
cku(xk) (6.8)
and
∂u
∂nF
(xi) + qσ(xi)u(xi) =
ciσ(x0)
σ(xi)
u(xi)− ciu(x0) (6.9)
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for all i = 1, . . . , n. Let us consider a function on the boundary g ∈ C(δ(F )).
From Corollary 2.5.1 we know that the Poisson problem Lqσ(u) = 0 on F
and u = g on δ(F ) has a unique solution given by u = Pqσ(g) ∈ C(F¯ ). Then,
u = g on δ(F ) and using Equation (6.8) we easily see that
u(x0) =
n￿
k=1
ckg(xk)
n￿
k=1
ckσ(xk)
σ(x0). (6.10)
We now want to obtain the expression of the Dirichlet–to–Robin map with
respect to the Schrödinger operator Lqσ . Although Λqσ is the usual notation,
here we use the notation Λc,σ instead. The reason is that we will consider
other conductances and weights for this same star network and will compare
their associated Dirichlet–to–Robin maps, and so we need to tell them apart
clearly. Since Λc,σ(g) =
∂Pqσ(g)
∂nF
+ qσPqσ(g) on δ(F ) for all g ∈ C(δ(F )),
using Equations (6.9) and (6.10) we get that
Λc,σ(g)(xi) =
g(xi)
σ(xi)
ciσ(x0)−
n￿
k=1
ckg(xk)
n￿
k=1
ckσ(xk)
ciσ(x0) (6.11)
for all i = 1, . . . , n. Clearly, Λc,σ(g) = 0 on δ(F ) if and only if g is a multiple
of σχ
δ(F )
.
We define a weight σˆ ∈ Ω(δ(F )) on the boundary given by
σˆ(xi) =
σ(xi)￿
1− σ(x0)2
for i = 1, . . . , n. Then, σˆ is the unique eigenfunction of Λc,σ corresponding
to the null eigenvalue that is also a weight on δ(F ). Now, for any real value
0 < ω0 < 1, we consider a new weight ω ∈ Ω(F¯ ) on the star network defined
as ω = ω0 on F and ω =
￿
1− ω20 σˆ on δ(F ). Notice that ω has been built
by normalizing an arbitrary extension of σˆ to F¯ . We wonder if there exists
a conductivity function d : V × V −→ [0,+∞) on Γ such that Λd,ω = Λc,σ,
where d(x0, xi) = di > 0 for all i = 1, . . . , n. From Equation (6.11) this
occurs if and only if
g(xi)
σ(xi)
ciσ(x0)−
n￿
k=1
ckg(xk)
n￿
k=1
ckσ(xk)
ciσ(x0) =
g(xi)
ασ(xi)
diω0 −
n￿
k=1
dkg(xk)
α
n￿
k=1
dkσ(xk)
diω0
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for all i = 1, . . . , n, where α =
￿
1− ω20
1− σ2(x0) . If g = εxj ∈ C(δ(F )) for some
j ∈ {1, . . . , n}, then
cicjσ(x0)
n￿
k=1
ckσ(xk)
=
didjω0
α
n￿
k=1
dkσ(xk)
for all i ￿= j. If we define the value β =
ασ(x0)
n￿
k=1
dkσ(xk)
ω0
n￿
k=1
ckσ(xk)
, then it is
satisfied that β =
didj
cicj
for all i, j = 1, . . . , n with i ￿= j and therefore
didj
cicj
=
dkdj
ckcj
for all i, k = 1, . . . , n with i, k ￿= j. Since n ≥ 3, we deduce that di
ci
=
dj
cj
for
all i, j = 1, . . . , n. Hence,
dj =
ασ(x0)
ω0
cj =
￿
σ2(x0)(1− ω20)
ω20(1− σ2(x0))
cj
for all j = 1, . . . , n. Notice that d = c if and only if ω = σ.
In conclusion, given a star network on n ≥ 3 vertices with conductances c
and a weight σ ∈ Ω(F¯ ) on it, there exists a conductivity function d and
a modification of the weight ω ∈ Ω(F¯ ) such that the Dirichlet–to–Robin
operator Λd,ω remains the same as Λc,σ. That is, two diﬀerent Schrödinger
operators of a same network have the same associated response matrix.
In particular, if σ is a constant weight then qσ = 0 on F¯ and hence the cor-
responding Schrödinger operator is the combinatorial laplacian. This means
that in this case the Dirichlet–to–Robin map becomes the classical Dirichlet–
to–Neumann map. Thus, the above results indicate that the Dirichlet–to–
Neumann map does not identify uniquely the Schrödinger operator of a cir-
cular planar network. In fact, it appears as the Dirichlet–to–Robin map of
an infinite family of Schrödinger operators.
This motivational example is a hint of the diﬃculty when solving inverse
boundary value problems on finite networks associated with an Schrödinger
operator.
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6.4 Characterization of the Dirichlet–to–Robin map
Now we are prepared to generalize the results of [38] and give a characteriza-
tion for circular planar networks through the Dirichlet–to–Robin map. We
follow the terminology in this paper.
Given a network Γ = (V, c) and a proper connected subset F ⊂ V such
that |δ(F )| ≥ 2, let us consider a weight σ ∈ Ω(δ(F )) on the boundary
and an real value λ ≥ 0. Let Φλ,σ be the set of irreducible and symmetric
matrices M ∈ M|δ(F )|×|δ(F )|(R) for which λ is the lowest eigenvalue, with
eigenvector σ, and such that if M(P;Q) is a k × k circular minor, then
(−1)kdet(M(P;Q)) ≥ 0. This condition says that if M ∈ Φλ,σ and (P ;Q) is
a circular pair of indices, then the matrix −M(P;Q) is totally non–negative.
In particular, if M ∈ Φλ,σ, then M is an M–matrix.
When σ is a constant weight on the boundary and λ = 0, we denote Φ = Φ0,σ,
for which the next results were obtained in [38].
Lemma 6.4.1 ([38, Theorem 3]). Let M ∈ Φ. Then, there exists a circular
planar graph with conductivity function c such that M = N, where N is the
Dirichlet–to–Neumann matrix.
Notice that the equality Φ = DσΦ0,σDσ holds for any arbitrary non–constant
weight σ ∈ Ω(δ(F ))
Consider a circular planar network Γ = (V, c) with n boundary vertices. We
define the set π = π(Γ) as the set of circular pairs (P ;Q) that are connected
through Γ. Then, the subset Φλ,σ(π) ⊂ Φλ,σ is defined as the set of matrices
M ∈ Φλ,σ such that satisfy the following condition: if (P ;Q) is a circular
pair of indices, then (P ;Q) ∈ π if and only if (−1)kdet(M(P;Q)) > 0.
Lemma 6.4.2 ([38, Theorem 4]). Let Γ = (V, c) be a critical circular planar
graph with m edges and π = π(Γ). Then, the map that sends c to Λ is a
diﬀeomorphism of (R+)m onto Φ(π).
Given a matrix M ∈ Φλ,σ, we say that a function u ∈ C(F¯ ) is M–harmonic if
L(u) = 0 on F , where L is the combinatorial laplacian whose conductivity
function is the only one associated with the matrix N = Dσ · (M− λID) ·Dσ
given in Lemma 6.4.1.
Theorem 6.4.3 (Characterization through the Dirichlet–to–Robin map).
Let n ≥ 2, σ ∈ Ω(δ(F )) and λ ≥ 0. Suppose that M ∈ Φλ,σ. Then,
there is a circular planar network with conductivity function c such that for
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any ω ∈ Ω(F¯ ) satisfying ω = kσ on δ(F ), then M = Nq, where Λq is the
Dirichlet–to–Robin map associated with the operator Lq for q = qω + λχδ(F )
and conductances cω =
c
ω ⊗ ω . Moreover, if M ∈ Φλ,σ(π), then there is a
unique critical circular planar network with conductivity function c and a
unique ω ∈ Ω(F¯ ), M–harmonic weight such that M = Nq.
Proof. Let M ∈ Φλ,σ. Then, the matrix Mˆ = Dσ · (M − λID) · Dσ is in Φ.
Applying Lemma 6.4.1, there exists a circular planar network with a con-
ductivity function c such that Mˆ = N, where Λ is the Dirichlet–to–Neumann
map associated with the combinatorial laplacian Lc of the network. The
superindex c is necessary here because we need to distinguish this operator
from the laplacians of the same network associated with other conductivity
functions.
Consider now a weight ￿ω ∈ C(F¯ ) such that ￿ω = σ on δ(F ) and ￿ω > 0 on F ,
that is, an extension of σ to F¯ . If we define ω = ||￿ω||−1
F¯
￿ω, then ω ∈ Ω(F¯ ) is
a normalized extension of σ to F , since ω = kσ on δ(F ) for k = (
￿
δ(F ) ω
2)
1
2 .
Consider now the conductivity function cω =
c
ω ⊗ ω ∈ C(F¯ × F¯ ) and its
associated combinatorial laplacian Lcω . Then, applying the Doob transform,
we obtain the identities Dω ◦Lcωqω ◦Dω = Lc and Dω ◦Λqω ◦Dω = Λ. Hence,
M− λID is the matrix associated with Λqω .
On the other hand, if M ∈ Φσ(π), then by Lemma 6.4.2 there exists a
unique critical circular planar network with conductivity function c such
that N = Mˆ = Dσ · (M − λID) · Dσ. In addition, if we choose ￿ω the unique
solution of the Dirichlet problem
Lc(￿ω) = 0 on F and ￿ω = σ on δ(F ),
then by the minimum principle ￿ω > 0 on F and hence ω = ||￿ω||−1
F¯
￿ω ∈ Ω(F¯ )
is a M–harmonic function with M = Nqω .
Finally, let τ ∈ Ω(F¯ ) such that it is M–harmonic and Nqτ = M = Nqω .
Then, 0 = Λqτ (τ) = Λqω(τ), which implies that τ = αω on F¯ because τ is
M–harmonic. For both τ and ω are weights, necessarily α = 1.
The reader is maybe interested in the type of characterization that Theorem
6.4.3 provides. Curtis and Morrow show in [37] that, under certain transfor-
mations that preserve the electrical behaviour of the network (and therefore
its response matrix), all the critical circular planar networks with n boundary
vertices are equal to Gn, see the above reference for its technical definition.
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Basically, the networks Gn are defined depending on the value of n modulus
4. In Figure 6.6 we show the structure of these networks for n = 8, . . . , 11.
Note that for n ≡ 3 (mod 4), Gn is what we call a well–connected spider
network, which will be defined in Section 7.7.
(a) (b)
(c) (d)
Figure 6.6 Some examples of Gn for n = 8, . . . , 11.
Hence, Theorem 6.4.3 tells us that the unique critical circular planar network
with Dirichlet–to–Robin matrix an arbitrary given matrix M ∈ Φλ,σ(π) is
the network Gn with an appropiate conductivity function and an appropiate
weight. If the critical property is not imposed, then Theorem 6.4.3 states
that there exists an infinite family of networks with equivalent electrical
behaviour and satisfying that Nq = M.
7Conductivity recovery
In this chapter we also work with inverse boundary value problems on finite
networks. Thus, we assume the conductances of the networks to be unknown.
The aim is to obtain, totally or partially, the conductivity function of as many
families of networks as attainable using overdetermined partial Dirichlet–
Neumann boundary value problems. However, it is not always feasible to
recover the conductances of a network due to the ill–posing of the problem.
For this reason we focus in two big families of networks with properties
that yield to a better posing of the problem and look upon the solutions of
these overdetermined partial problems on them. Networks with separated
boundary and circular planar networks are the two families we operate with.
First, we perform a detailed study of the overdetermined partial Dirichlet–
Neumann boundary value problems and characterize their solutions through
three operators. Afterwards, we give explicit formulae for the acquirement
of boundary spike conductances on these networks and execute a full con-
ductance recovery for certain subfamilies of them.
Depending on the nature of the family of networks we work with, we use two
diﬀerent methods for the recovery of boundary spike conductances. Both
methods are necessary, for each family of networks we work with finds utility
in one of the methodologies but not in the other one.
Like in the previous chapter, in this chapter we work with potentials shaped
as q = qω + λχδ(F ) ∈ C(F¯ ) for a weight ω ∈ Ω(F¯ ) and a real value λ ≥ 0.
Thus, from the lowest eigenvalue of the Dirichlet–to–Robin map and its
associated eigenfunction we can recover λ and ωχ
δ(F )
.
The reader will find the results given in this chapter in two diﬀerent publi-
cations, [11, 12].
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7.1 Overdetermined partial boundary value prob-
lems
Let Γ = (V, c) be a network and F ⊂ V a proper connected subset. Here we
consider a new type of boundary value problems on Γ in which the values
of the functions and their normal derivatives are known at the same part of
the boundary, which represents an overdetermined problem, and there exists
another part of the boundary where no data is known.
Let A,B ⊂ δ(F ) be two non–empty boundary subsets such that A ∩B = ∅.
We denote by R = δ(F ) ￿ (A ∪ B) the other part of the boundary, so
δ(F ) = A ∪ B ∪ R is a partition of δ(F ). Notice that R can be an empty
set. For any three known functions f ∈ C(F ), g ∈ C(A ∪ R) and h ∈ C(A),
the overdetermined partial Dirichlet–Neumann boundary value problem on F
with data f, g, h consists in finding a function u ∈ C(F¯ ) such that
Lq(u) = f on F, u = g on A ∪R and ∂u
∂nF
= h on A, (7.1)
where q = qω + λχδ(F ) on F¯ for a weight ω ∈ Ω(F¯ ) and a real value λ ≥ 0.
For B = ∅, this kind of problem has been considered in the continuous case
as an extension of Serrin’s problem, see [45].
We would like to remark here that the discrete Serrin’s problem is the ex-
treme case of the overdetermined partial Dirichlet–Neumann boundary value
problem if we allow A to be the whole boundary set. Specifically, the discrete
Serrin’s problem consists in determining whether a function u ∈ C(F ) such
that
L(u) = 1 on F, u = 0 on A ∪R and ∂u
∂nF
= C on A
exists, where A = δ(F ) and B = R = ∅ is the above–mentioned extreme
situation, see Section 5. However, the existence of this function u is not
always satisfied. If it exists, then we know that u is unique and it is given
by u = νF ∈ C(F ).
Going back to the general overdetermined partial Dirichlet–Neumann bound-
ary value problem (7.1), an extended study of the existence and uniqueness
of its solution is performed in this section. There are two important details
that must be observed. The first one is that the boundary conditions fix the
values of any solution u and of its normal derivative
∂u
∂nF
on A. Hence, A is
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the overdetermined set of the boundary, whereas there exist no requirements
on B. The second detail is related to the potential q on A. The reader may
ask why the problem does not consider the condition
∂u
∂nF
+ qu = hˆ on A
and considers
∂u
∂nF
= h instead. The answer is that both conditions are
equivalent taking h = hˆ− qg, as we already know that u = g on A. For the
sake of simplicity, we choose the second condition.
The homogeneous overdetermined partial Dirichlet–Neumann boundary value
problem on F consists in finding a function u ∈ C(F¯ ) such that
Lq(u) = 0 on F, u = 0 on A ∪R and ∂u
∂nF
= 0 on A (7.2)
It is clear that the set of solutions of this problem is a subspace of C(F ∪B),
which we denote by VB . The following results are straightforward.
Lemma 7.1.1. If the overdetermined partial Dirichlet–Neumann boundary
value problem (7.1) has solutions and u is a particular one, then u + VB
describes the set of all of its solutions.
Lemma 7.1.2. If u is a solution of the overdetermined partial Dirichlet–
Neumann boundary value problem (7.1), then for any x ∈ A we get that￿
F
c(x, y)u(y)dy = g(x)κF (x)− h(x).
Corollary 7.1.3. If u is a solution of the homogeneous overdetermined par-
tial Dirichlet–Neumann boundary value problem (7.2), then for any x ∈ A
we get that ￿
F
c(x, y)u(y)dy = 0.
On the other hand, the adjoint overdetermined problem of the homogeneous
overdetermined partial Dirichlet–Neumann boundary value problem consists
in finding a function v ∈ C(F¯ ) such that
Lq(v) = 0 on F, v = 0 on B ∪R and ∂v
∂nF
= 0 on B. (7.3)
The subspace of solutions of this problem is denoted by VA ⊆ C(F ∪A).
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Proposition 7.1.4. The homogeneous overdetermined partial Dirichlet–Neu-
mann boundary value problem (7.2) and its Adjoint problem (7.3) are mutu-
ally adjoint, that is ￿
F
vLq(u) =
￿
F
uLq(v)
for any pair of functions u, v ∈ C(F¯ ) such that ∂u
∂nF
= u = 0 on A,
∂v
∂nF
=
v = 0 on B and u = v = 0 on R.
Proof. By the Second Green Identity we get that￿
F
￿
vLq(u)− uLq(v)
￿
=
￿
δ(F )
￿
u
∂v
∂nF
− v ∂u
∂nF
￿
=
￿
B
u
∂v
∂nF
−
￿
A
v
∂u
∂nF
= 0,
obtaining the result.
Proposition 7.1.5 (Fredholm alternative). Given f ∈ C(F ), g ∈ C(A ∪ R)
and h ∈ C(A), the overdetermined partial Dirichlet–Neumann boundary value
problem
Lq(u) = f on F, u = g on A ∪R and ∂u
∂nF
= h on A (7.4)
has solution if and only if￿
F
fv +
￿
A
hv =
￿
A∪R
g
∂v
∂nF
for every v ∈ VA . When the above condition holds, there exists a unique
solution of Problem (7.4) in V⊥
B
, that is, a unique solution u such that￿
F∪B
uz = 0
for any z ∈ VB .
Proof. Let us consider the following problem
Lq(v˜) = f − L(g) on F, v˜ = 0 on A ∪R and ∂v˜
∂nF
= h− gκF on A.
(7.5)
Observe that solving this problem is equivalent to solve Problem (7.4), since
v˜ is a solution of Problem (7.5) if and only if u = v˜ + g is a solution of
Problem (7.4).
7.1. Overdetermined partial boundary value problems 115
Consider now the following linear operators F : C(F ∪B) −→ C(F ∪A) and
F∗ : C(F ∪A) −→ C(F ∪B) defined as F(u) = Lq(u) on F , F(u) = ∂u
∂nF
on
A, F∗(v) = Lq(v) on F and F∗(v) = ∂v
∂nF
on B. Clearly, ker(F∗) = VA and
ker(F) = VB . Moreover, using the Second Green Identity, we see that￿
F∪A
vF(u) =
￿
F
vLq(u) +
￿
δ(F )
v
∂u
∂nF
=
=
￿
F
uLq(v) +
￿
δ(F )
u
∂v
∂nF
=
￿
F∪B
uF∗(v)
(7.6)
for any u ∈ C(F ∪B) and v ∈ C(F ∪A). Let f˜ ∈ C(F ∪A) be a new function
given by f˜ = f − L(g) on F and f˜ = h − gκF on A. Then, Problem (7.4)
has solution if and only if f˜ ∈ Img(F) or, equivalently, if and only if there
exists a function v˜ ∈ C(F ∪ B) such that f˜ = F(v˜). Hence, using the last
equality, Problem (7.4) has solution if and only if
0 =
￿
F∪B
v˜F∗(v) =
￿
F∪A
F(v˜)v =
￿
F∪A
f˜v =
￿
F
fv +
￿
A
hv
−
￿
F
vL(g)−
￿
A
vgκF =
￿
F
fv +
￿
A
hv −
￿
R∪A
g
∂v
∂nF
for every v ∈ VA = ker(F∗). Finally, assume that this necessary and suf-
ficient condition holds. Then, the classical Fredholm Alternative for linear
operators establishes that there exists a unique w ∈ (ker(F))⊥ = V⊥
B
such
that F(w) = f˜ . Observe that w and ￿v fulfill the same properties taken into
use until now and hence u = w + g is the unique solution of Problem (7.4)
such that for any z ∈ ker(F) = VB￿
F∪B
uz =
￿
F∪B
wz +
￿
F∪B
gz = 0.
Proposition 7.1.6. Given the Dirichlet–Neumann boundary value problem
(7.1) with data f ∈ C(F ), g ∈ C(A∪R) and h ∈ C(A), the following formula
holds
dim(VA)− dim(VB ) = |A|− |B|.
Furthermore, the existence of solution of Problem (7.1) for any data is equiv-
alent to the condition VA = {0} and the uniqueness of solution for any data
is equivalent to the condition VB = {0}. In particular, if |A| = |B|, the
existence of solution for any data is equivalent to the uniqueness of solution
for any data and hence it is equivalent to the condition VA = VB = {0}.
116 Chapter 7. Conductivity recovery
Proof. Consider again the linear operators F : C(F ∪B) −→ C(F ∪A) and
F∗ : C(F ∪A) −→ C(F ∪B) defined in the proof of the last result. Observe
that F∗ is the adjoint operator of F because of the Identity (7.6). Therefore,
as the classical Fredholm Alternative establishes that Img(F) = ker(F∗)⊥,
we get that
dim(Img(F)) = dim(ker(F∗)⊥) = dim(V⊥
A
) = |F |+ |A|− dim(VA).
On the other hand,
dim(Img(F)) = |F |+ |B|− dim(ker(F)) = |F |+ |B|− dim(VB ).
Finally, the rest of assertions are a direct consequence of Proposition 7.1.5.
Observe that if |A| > |B| then Problem (7.1) does not have existence of
solution in general. On the other hand, if |B| > |A| then Problem (7.1) does
not hold uniqueness of solution in general. Finally, if |A| = |B| then the last
result says that there is existence and uniqueness of solution for any data if
and only if the unique solution of the homogeneous overdetermined Problem
(7.2) is u = 0.
This result motivates the definition of two maps derived from the Dirichlet–
to–Robin map: the partial Dirichlet–to–Robin maps, since it is of interest
to possess a partial tool instead of a global one. Let us consider the linear
operators ΛA,B : C(A) −→ C(B) and ΛB,A : C(B) −→ C(A) defined as
ΛA,B (f) =
∂Pq(f)
∂nF
χB on B and ΛB,A(g) =
∂Pq(g)
∂nF
χA on A
for all f ∈ C(A) and g ∈ C(B). They are the partial Dirichlet–to–Robin
maps. Notice that ΛA,B (f) = Λq(f)χB and ΛB,A(g) = Λq(g)χA .
Proposition 7.1.7. The partial Dirichlet–to–Robin maps satisfy that Λ∗
A,B
=
ΛB,A . In addition, ker(ΛA,B ) = VAχA and ker(ΛB,A) = VBχB .
Proof. Let v ∈ C(A) and w ∈ C(B). Then, Lq(Pq(v)) = Lq(Pq(w)) = 0
on F , v = Pq(v) on δ(F ) and w = Pq(w) on δ(F ). Using the Second Green
Identity we get that￿
B
wΛA,B (v) =
￿
δ(F )
Pq(w)∂Pq(v)
∂nF
=
￿
δ(F )
Pq(v)∂Pq(w)
∂nF
=
￿
A
vΛB,A(w).
Now, let v ∈ C(A) be such that v ∈ ker(ΛA,B ). Then, clearly v = Pq(v)χA
on A and Pq(v) ∈ VA . Conversely, if u ∈ C(A) is such that u ∈ VA then
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Lq(u) = 0 on F and ∂u
∂nF
= 0 on B. Therefore, u ∈ ker(ΛA,B ). That is,
ker(ΛA,B ) = VAχA . The result for ker(ΛB,A) follows analogously.
Let NA,B : B ×A −→ R and NB,A : A×B −→ R be the kernels of ΛA,B
and ΛB,A , respectively, and let NA,B and NB,A be the matrices provided by
them. The next result is a characterization of the existence and uniqueness
of solution of Problem (7.1) for any data in terms of necessary and suﬃcient
conditions of the Dirichlet–to–Robin matrix Nq. It is a direct consequence
of Propositions 7.1.6 and 7.1.7.
Corollary 7.1.8. The overdetermined partial Dirichlet–Neumann boundary
value problem (7.1) has solution for any data f, g, h if and only if NA,B has
maximum rank. It has uniqueness of solution for any data if and only if NB,A
has maximum rank. In particular, when |A| = |B|, then NA,B is non–singular
if and only if NB,A is non–singular, and in this case Problem (7.1) has a
unique solution for any data.
In the following, we will use the matricial equivalences NA,B = Nq(B;A) and
NB,A = Nq(A;B), which are straighforward. We present some examples that
help to understand all the existing settings that can be found when solving
Problem (7.1) on a network. We consider four diﬀerent networks, shown in
Figure 7.1. Notice that they all have R = ∅ in the interest of unadornment.
The sets A,B ⊂ δ(F ) and the conductances of each edge are detailed in the
pictures. Also, we take the real value λ = 2 on the four networks. First, we
work with Network (7.1a). It is easily seen that the adjoint overdetermined
Problem (7.3) on this network has 0 as its unique solution. Hence, VA = {0}
and by Proposition 7.1.6 we get that dim(VB) = dim(VA) − |A| + |B| = 2.
This means that Problem (7.1) has at least one solution for all data on
Network (7.1a), but it is never unique. A deeper inspection shows that all
the solutions of Problem (7.1) are given by a particular solution plus all
the solutions on VB, which means that the set of solutions of Problem (7.1)
has also dimension two for this network. As expected, by Corollary 7.1.8,
Nq(B;A) has maximum rank. Working analogously, Network (7.1b) has VB =
{0} and dim(VA) = 2, which means that there is uniqueness of solution for
any data but not necessarily existence, since the space of solutions of Problem
(7.1) is the space given by a particular solution –if it exists. Also, Nq(A;B)
has maximum rank. Network (7.1c) satisfies that |A| = |B|. Nevertheless,
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Figure 7.1 Some examples of networks on which we solve
overdetermined partial boundary value problems.
VA,VB ￿= {0}, which means that dim(VB) = dim(VA). For
Nq(z3, z1) = − 2
71
, Nq(z3, z2) = − 3
71
,
Nq(z4, z1) = − 1
71
, Nq(z4, z2) = − 3
142
,
then Nq(B;A) and Nq(A;B) are singular. Therefore, Problem (7.1) can have
either no solution at all or more than one solution on Network (7.1c), depend-
ing on the data. Finally, Network (7.1d) has |A| = |B| and VA = VB = {0},
which means that Problem (7.1) has a unique solution for any data. As
awaited, in this case Nq(B;A) and Nq(A;B) are non–singular because
Nq(z3, z1) = −80
21
, Nq(z3, z2) = −121
7
,
Nq(z4, z1) = −4
7
, Nq(z4, z2) = −51
14
.
The next table shows some particular examples of these conclusions. The
ordering on F¯ is given by F¯ = {δ(F );F} = {z1, z2, z3, z4;x, y}.
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Γ ω￿¯F g
￿
A , h￿A , f￿F u￿¯F
(7.1a)
￿
1
6 ,
1
6 ,
1
6 ,
1
6 ,
2
3 ,
2
3
￿
(3), (1), (0, 2)
￿
3, a, b,− 1498 − 4a− 3b, 114 ,− 132
￿
,
with a, b ∈ R
(7.1b)
￿
1
6 ,
1
6 ,
1
6 ,
1
6 ,
2
3 ,
2
3
￿
(0, 1,−1), (2, 1,−1), (4, 3) ￿0, 1,−1,− 72 ,− 12 ,−1￿￿
1
6 ,
1
6 ,
1
6 ,
1
6 ,
2
3 ,
2
3
￿
(3, 0, 2), (0, 1, 1), (3, 1) none
(7.1c)
￿
1
6 ,
2
3 ,
2
3 ,
1
6 ,
1
6 ,
1
6
￿
(−8, 2), (16, 54), (0, 1) ￿−8, 2, a,− 4355+4a2 ,−16,−230￿,
with a ∈ R￿
1
6 ,
2
3 ,
2
3 ,
1
6 ,
1
6 ,
1
6
￿
(1, 2), (0, 1), (−2, 1) none
(7.1d)
￿
1
6 ,
1
6 ,
1
6 ,
1
6 ,
2
3 ,
2
3
￿
(1,−2), (2, 0), (7,−21) (1,−2, 3,−9, 0,−6)
7.2 Modified Green, Poisson and Robin operators
Let Γ = (V, c) be a network with F ⊂ V a proper connected subset. As
before, consider a partition of the boundary given by A,B ⊂ δ(F ) two non–
empty subsets such that A ∩B = ∅ and R = δ(F )￿ (A ∪B).
In this section we characterize the solution of any overdetermined partial
Dirichlet–Neumann boundary value problem when it is unique. Therefore,
from now on we assume that problem
Lq(u) = f on F, u = g on A ∪R and ∂u
∂nF
= h on A (7.7)
has a unique solution u ∈ C(F¯ ) for any data f ∈ C(F ), g ∈ C(A ∪ R) and
h ∈ C(A). Equivalently, by Corollary 7.1.8 it is enough to assume that
|A| = |B| and that Nq(A;B) is invertible.
Overdetermined partial Dirichlet–Neumann boundary value problems re-
quire working with other linear operators diﬀerent from the Green and Pois-
son operators defined in Section 2.5. Our goal is to describe them. First,
given three functions f ∈ C(F ), g ∈ C(A ∪R) and h ∈ C(A), let us consider
the following problems
Lq(vf ) = f on F, vf = 0 on A ∪R and ∂vf∂nF
= 0 on A, (7.8)
Lq(vg) = 0 on F, vg = g on A ∪R and ∂vg
∂nF
= 0 on A,
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Lq(vh) = 0 on F, vh = 0 on A ∪R and ∂vh∂nF
= h on A.
We call them modified Green problem with data f , modified Poisson problem
with data g and modified Robin problem with data h, respectively. By as-
sumption, all of them have a unique solution. Hence, we are ready to define
themodified Green operator ￿Gq : C(F ) −→ C(F ∪B), where ￿Gq(f) = vf for all
f ∈ C(F ), as well as the modified Poisson operator ￿Pq : C(A ∪R) −→ C(F¯ )
with ￿Pq(g) = vg for all g ∈ C(A ∪ R) and the modified Robin operator￿Rq : C(A) −→ C(F ∪B) given by ￿Rq(h) = vh for all h ∈ C(A).
Corollary 7.2.1. The overdetermined partial Dirichlet–Neumann boundary
value problem (7.7) has a unique solution u ∈ C(F¯ ) for any data f ∈ C(F ),
g ∈ C(A ∪R) and h ∈ C(A). This solution can be written as
u = ￿Gq(f) + ￿Pq(g) + ￿Rq(h).
We need to know the properties of these modified operators. Thus, what we
can do is to express them in terms of the Green operator Gq and the Dirichlet–
to–Robin map Λq, for whom we already know important attributes. Let￿Gq : (F ∪B)× F −→ R, ￿Pq : F¯ × (A ∪R) −→ R and ￿Rq : (F ∪B)×A −→
R be the modified Green, Poisson and Robin kernels, respectively. We denote
by ￿Gq ∈M|F∪B|×|F |(R), ￿Pq ∈M|F¯ |×|A∪R|(R) and ￿Rq ∈M|F∪B|×|A|(R) their
associated matrices.
Proposition 7.2.2. The blocks of the modified Green matrix ￿Gq can be ex-
pressed in terms of the conductances, the Green and the Dirichlet–to–Robin
matrices as￿Gq(F;F) = Gq(F;F) + Gq(F;F) · C(F;B) · Nq(A;B)−1 · C(A;F) · Gq(F;F),￿Gq(B;F) = Nq(A;B)−1 · C(A;F) · Gq(F;F),￿Gq(A ∪ R;F) = 0.
Proof. Let y ∈ F and let v = vεy = ￿Gq(εy) ∈ C(F ∪ B) be the unique
solution of Problem (7.8) for f = εy ∈ C(F ). We denote its restriction to B
by vB = vχB ∈ C(B). Notice that Problem (7.8) with f = εy is equivalent
to problem
Lq(v) = εy on F and v = vB on δ(F )
with the additional condition
∂v
∂nF
= 0 on A.
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Thus, by Identity (2.4) we know that v = Gq(εy) + Pq(vB ) on F¯ with the
additional condition
∂v
∂nF
= 0 on A. We use the double information on A in
order to obtain the expression of vB in terms of Gq and Λq. Given a boundary
vertex x ∈ A,
0 =
∂v
∂nF
(x) =
∂Gq(εy)
∂nF
(x) +
∂Pq(vB )
∂nF
(x) =
∂Gq(εy)
∂nF
(x) + Λq(vB )(x)
− q(x)vB (x) = −
￿
F
c(x, z)Gq(z, y) dz +
￿
B
Nq(x, z)vB (z) dz
= −C(x;F) · Gq(F; y) + Nq(x;B) · vB.
If we consider all the vertices in A we obtain the matricial equation C(A;F) ·
Gq(F; y) = Nq(A;B) · vB. For Nq(A;B) is invertible, clearly
vB = Nq(A;B)
−1 · C(A;F) · Gq(F; y).
On the other hand, Lemma 6.1.9 tells us that for all x ∈ F ,
v(x) = Gq(εy)(x) + Pq(vB )(x) = Gq(x; y) + Pq(x;B) · vB
= Gq(x; y) + Gq(x;F) · C(F;B) · vB
and therefore vF = Gq(F; y)+Gq(F;F) ·C(F;B) ·vB. Finally, take into account
that by definition ￿Gq(F; y) = vF and ￿Gq(B; y) = vB. Regarding all the possible
vertices y ∈ F , we deduce the matricial equations￿Gq(B;F) = Nq(A;B)−1 · C(A;F) · Gq(F;F),￿Gq(F;F) = Gq(F;F) + Gq(F;F) · C(F;B) · ￿Gq(B;F)
and the result follows.
The next Propositions show analogous results for the modified Poisson and
Robin operators. The proofs are analogous to the last demonstration, so we
let them to the reader.
Proposition 7.2.3. The modified Poisson matrix ￿Pq is expressed in blocks
as￿Pq(F;A ∪ R) = Gq(F;F) · ￿C(F;A ∪ R)− C(F;B) · Nq(A;B)−1 · Nq(A;A ∪ R)￿￿Pq(B;A ∪ R) = −Nq(A;B)−1 · Nq(A;A ∪ R)￿Pq(A ∪ R;A ∪ R) = ID(A ∪ R;A ∪ R)
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in terms of the conductances, the Green and the Dirichlet–to–Robin matrices,
where ID is the identity matrix.
Proposition 7.2.4. The modified Robin matrix ￿Rq is given by the blocks￿Rq(F;A) = Gq(F;F) · C(F;B) · Nq(A;B)−1￿Rq(B;A) = Nq(A;B)−1￿Rq(A ∪ R;A) = 0,
all in terms of the conductances, the Green and the Dirichlet–to–Robin ma-
trices.
Hence, the last results provide the matricial expression of the solution of the
overdetermined partial Dirichlet–Neumann boundary value problem (7.7) in
terms of the classical Green operator and the Dirichlet–to–Robin map.
Corollary 7.2.5. The unique solution u ∈ C(F¯ ) of the overdetermined par-
tial Dirichlet–Neumann boundary value problem (7.7) is given by the matri-
cial equations
uB = Nq(A;B)
−1 ·
￿
C(A;F) · Gq(F;F) · fF − Nq(A;A ∪ R) · gA∪R + hA
￿
,
uF = Gq(F;F) ·
￿
fF + C(F;B) · uB + C(F;A ∪ R) · gA∪R
￿
,
uA∪R = gA∪R.
7.3 Boundary spike formula
We work under the same premises of the last section. Remember that, by
assumption, Nq(A;B) is invertible. Then, we can deduce an invertibility
property for a submatrix of the Schrödinger matrix Lq(F¯; F¯) diﬀerent from
the ones given in Corollary 6.1.5, and using the results of the last section we
can explicitly express its inverse.
Lemma 7.3.1. The matrix Lq(A ∪ F;B ∪ F) is invertible and its inverse is
given in block form by
Lq(A ∪ F;B ∪ F)−1 =
￿ ￿Rq(B;A) ￿Gq(B;F)￿Rq(F;A) ￿Gq(F;F)
￿
.
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Proof. Notice that since Nq(A;B) is invertible then problem
Lq(u) = f on F, u = 0 on A ∪R and ∂u
∂nF
= h on A
has a unique solution u ∈ C(F ∪ B) for any f ∈ C(F ) and h ∈ C(A). The
matricial expression of this problem can be written as
Lq(A ∪ F;B ∪ F) · uF∪B =
￿
0 Lq(A;F)
Lq(F;B) Lq(F;F)
￿
·
￿
uF
uB
￿
=
￿
f
h
￿
and therefore Lq(A∪F;B∪F) is invertible because it is the matrix associated
with this problem with a unique solution for any data. Now we consider the
matrix
M(B ∪ F;A ∪ F) =
￿ ￿Rq(B;A) ￿Gq(B;F)￿Rq(F;A) ￿Gq(F;F)
￿
∈M|A∪F|×|A∪F|(R).
We want to check that it is the inverse of Lq(A∪ F;B∪ F). Observe that the
product Lq(A ∪ F;B ∪ F) ·M(B ∪ F;A ∪ F) is given by the matrix￿
Lq(A;F) · ￿Rq(F;A) Lq(A;F) · ￿Gq(F;F)
Lq(F;B) · ￿Rq(B;A) + Lq(F;F) · ￿Rq(F;A) Lq(F;B) · ￿Gq(B;F) + Lq(F;F) · ￿Gq(F;F)
￿
.
Then, it is enough to study the four blocks of this product.
1. By Proposition 7.2.4 and Corollary 6.1.11 we see that the equality
Lq(A;F) · ￿Rq(F;A) = ID(A;A) holds.
2. The block Lq(F;B) · ￿Rq(B;A)+ Lq(F;F) · ￿Rq(F;A) is a non–squared null
matrix from Proposition 7.2.4 and Lemma 6.1.7.
3. The same occurs for the block Lq(A;F) ·￿Gq(F;F) because of Proposition
7.2.2 and Corollary 6.1.11.
4. Finally, by Proposition 7.2.2 and Lemma 6.1.7 we get that the block
Lq(F;B) · ￿Gq(B;F) + Lq(F;F) · ￿Gq(F;F) is the identity matrix ID(F;F).
The invertibility of Lq(A ∪ F;B ∪ F) allows us to obtain a formula for the
values of the boundary spike conductances of any network.
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Proposition 7.3.2 (Boundary spike formula). If x ∈ R is a boundary vertex
and y ∈ F is its unique neighbour, then
Nq(x; x)− Nq(x;B) · Nq(A;B)−1 · Nq(A; x) = λ+ω(y)
ω(x)
c(x, y)− ￿Gq(y, y)c(x, y)2.
Proof. The matrices Lq(F;F) and Lq(A∪F;B∪F) are invertible by Corollary
6.1.5 and Lemma 7.3.1, respectively. Applying the properties of the Schur
complement we see that
Lq(x; x)− Lq(x;B ∪ F) · Lq(A ∪ F;B ∪ F)−1 · Lq(A ∪ F; x)
= Lq({x}∪A∪F;{x}∪B∪F)
￿
Lq(A∪F;B∪F)
=
Lq({x}∪A∪F;{x}∪B∪F)/Lq(F;F)
￿
Lq(A∪F;B∪F)/Lq(F;F)
.
By Corollary 6.1.13, the last equality can be written as
Lq(x; x)− Lq(x;B ∪ F) · Lq(A ∪ F;B ∪ F)−1 · Lq(A ∪ F; x)
= Nq({x}∪A;{x}∪B)
￿
Nq(A;B)
= Nq(x; x)− Nq(x;B) · Nq(A;B)−1 · Nq(A; x).
(7.9)
On the other hand, we clearly discern that
Lq(x, x) = Lq(εx)(x) = c(x, y)− L(ω)(x)
ω(x)
+ λ =
ω(y)
ω(x)
c(x, y) + λ (7.10)
and
Lq(x;B ∪ F)· Lq(A ∪ F;B ∪ F)−1 · Lq(A ∪ F; x)
= C(x; y) ·
￿
Lq(A ∪ F;B ∪ F)
￿−1
(y; y) · C(y; x)
= c(x, y)2
￿
Lq(A ∪ F;B ∪ F)
￿−1
(y; y)
(7.11)
because the unique neighbour of x is y. The result follows when we properly
join Equations (7.9), (7.10), (7.11) and use the equality￿
Lq(A ∪ F;B ∪ F)
￿−1
(y; y) = ￿Gq(y, y)
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from Lemma 7.3.1.
What remains left in order to recover the boundary spike conductance c(x, y)
is the value ￿Gq(y, y), where y ∈ N(R). In general, this value is not known
for an arbitrary network. However, there exist some families of networks for
which this value can be obtained, for instance rigid three dimensional grids,
as we will see in Section 7.5.
7.4 Networks with separated boundary
First, let us work with networks having separated boundary, defined in Sec-
tion 2.1. From now on Γ = (V, c) is a connected network and F ⊂ V is
a proper connected subset such that δ(F ) is a separated boundary. This
means that for any x ∈ δ(F ) there exists a unique vertex y ∈ F such that
y ∼ x. Notice that xy is a boundary spike, the class of edges from which we
want to recover the conductances. Subordinated to the above premises, we
can say a little bit more about the modified Green kernel.
Lemma 7.4.1. The blocks ￿Gq(N(A);F) and ￿Gq(F;N(B)) of the modified Green
matrix are always 0.
Proof. Consider two vertices x ∈ A and z ∈ F . Then, if y ∈ F is the
unique neighbour of x,
0 =
∂ ￿Gq(εz)
∂nF
(x) = −c(x, y) ￿Gq(y, z).
For c(x, y) > 0, then ￿Gq(y, z) = 0 for all y ∈ N(A) and z ∈ F . On the other
hand, by considering the adjoint overdetermined problem of the modified
Green problem, we analogously see that ￿Gq(y, z) = 0 for all y ∈ F and
z ∈ N(B).
7.5 Recovery on rigid three dimensional grids
The starting point are the results obtained in Section 7.3, which allow us
to perform the recovery of boundary spike conductances if we know certain
entries of the modified Green kernel. Yet, we ask ourselves whether further
conductivity information can be recovered. In some cases, the answer is
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aﬃrmative, namely rigid three dimensional grids. For these networks, we
are able to recuperate the whole conductances function.
Nevertheless, before studying the process of the obtaining of the conduc-
tances on a three dimensional grid, it is important to know what occurs in
the two dimensional case. In the continuous field, the problem of determining
the conductivity of a two dimensional rectangular domain using only infor-
mation on the perimeter and global equilibrium conditions has been solved in
certain situations, see [53] and the references therein. The discrete version of
this problem is also solvable for networks, see the works of Curtis, Ingerman
and Morrow in [37, 38] for a type of planar networks, or the works of Borcea,
Druskin and Mamonov in [25] for the numerical conductivity recovery of
circular discretized domains.
The three dimensional case holds a very diﬀerent behaviour. If we consider
the cuboid in the continuous field R3, then it is already known that its con-
ductivity is not recoverable in a non–numerical approaching way. Neverthe-
less, in the discrete setting the problem is solvable under certain restrictions,
as it will be shown in this paper.
A three dimensional grid is the discretization of any cuboid in R3. Let
a, p, ￿ ∈ N. We define the three dimensional grid with height a, width p and
length ￿ as the network Γ = (V, c) with vertex set
V = {xijk : i = 0, . . . , a+ 1, j = 0, . . . , p+ 1, k = 0, . . . , ￿+ 1}
and conductances c on the set of edges. This set of edges is given by the
adjacencies
xijk ∼ xpqr ⇔

p = i± 1, q = j and r = k,
p = i, q = j ± 1 and r = k,
p = i, q = j and r = k ± 1.
Let F = {xijk : i = 1, . . . , a, j = 1, . . . , p, k = 1, . . . , ￿} ⊆ V . Then, its
boundary is given by δ(F ) = A ∪ B ∪ R, where the sets that provide this
partition are arbitrarily defined as A = {xij0 : i = 1, . . . , a, j = 1, . . . , p},
B = {xij￿+1 : i = 1, . . . , a, j = 1, . . . , p} and R = δ(F ) ￿ (A ∪ B). On ac-
count of simplicity, we also define the sets
Ak = {xijk : i = 1, . . . , a, j = 1, . . . , p} ⊂ V
for all k = 0, . . . , ￿+ 1. In particular, A0 = A, A1 = N(A), A￿ = N(B) and
A￿+1 = B. See Figure 7.2 for an illustration of a three dimensional grid.
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A
A1 A2 A￿−1 A￿
B
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x111
x211
x112x110
x101
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x011
i j
k
Figure 7.2 Graphical representation of a three dimensional grid.
From now on, whenever an ordering in V needs to be considered, we take
the one given by {A;R;A1; . . . ;A￿;B}. Even more, the ordering inside the
subsets Ak is given by the sequence
{x11k, . . . , x1pk;x21k, . . . , x2pk; . . . ;xa1k, . . . , xapk}.
In order to perform a full conductance recovery, we work with a subfamily
of three dimensional grids. First, we detail the properties of their modi-
fied Green kernels and afterwards we proceed to the complete conductiv-
ity recovery. A rigid three dimensional grid Γ = (V, c) is a three dimen-
sional grid where the conductances are constant in each direction, that is,
c(xijk, xijk+1) = ch > 0, c(xijk, xi+1jk) = cv > 0 and c(xijk, xij+1k) = cd > 0
are the conductances with horizontal, vertical and depth direction, respec-
tively. We also assume for every rigid three dimensional grid to have a
constant weight on the vertices ω ∈ Ω(V ) given by the value ω ≡ w on V .
The family of rigid three dimensional grids has good structural properties,
which are detailed in the following results.
Lemma 7.5.1. Given a rigid three dimensional grid, C(Ak;Ak+1) = ch ·
ID(A;A) for all k = 0, . . . , ￿. Moreover, if s ≥ 2, then Lq(Ak;Ak+s) = 0.
For the sake of simplicity we denote by I ∈Map×ap(R) the matrix ID(A;A).
We also define the matrix H = (hij)ij ∈ Mp×p(R) given by the entries hii =
2ch + 2cd + 2cv, hii±1 = −cd and hij = 0 otherwise for all i, j = 1, . . . , p.
128 Chapter 7. Conductivity recovery
Lemma 7.5.2. Given a rigid three dimensional grid, for all k ∈ {1, . . . , ￿}
the matrix Lq(Ak;Ak) has the following block structure:
Lq(Ak;Ak) =

H −cv · I · · · · · · 0
−cv · I H . . . ...
... . . . . . . . . .
...
... . . . H −cv · I
0 · · · · · · −cv · I H
 .
Notice that the block Lq(Ak;Ak) does not depend on k. In consequence, we
can define the matrix Z = Lq(Ak;Ak) for all k = 1, . . . , ￿.
Proposition 7.5.3. Given a rigid three dimensional grid, its modified Green
matrix has many 0 blocks, which are given by
￿Gq(Ak;As) = 0
for all k = 2, . . . , ￿+ 1 and s ≥ k. Moreover, if s = k − 1 then
￿Gq(Ak;Ak−1) = − 1ch · I.
Proof. Observe that a three dimensional grid is a network with separated
boundary. Then, by Lemma 7.4.1
￿Gq(A1;F) = 0. (7.12)
Now, given two indices k, s ∈ {1, . . . , ￿}, let us consider two vertices x ∈ Ak
and y ∈ As. By definition, x only has neighbours in Ak−1, Ak and Ak+1.
Therefore,
εy(x) = Lq
￿￿Gq(εy)￿(x) = ￿
F¯
Lq(x, z) ￿Gq(z, y) dz = Lq(x; F¯) · ￿Gq(F¯; y)
=
k+1￿
r=k−1
Lq(x;Ar) · ￿Gq(Ar; y).
Considering all the vertices x ∈ Ak and y ∈ As, we obtain the following
matricial identity
ID(Ak;As) = Z · ￿Gq(Ak;As)−ch·￿Gq(Ak−1;As)−ch·￿Gq(Ak+1;As). (7.13)
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Using this identity, we prove the result by induction on k, with s ≥ k − 1.
First, let us consider the case k = 1, with s ≥ 0. By Equations (7.12) and
(7.13) we get that ID(A1;As) =− ch·￿Gq(A2;As) and hence
￿Gq(A2;As) =
 −
1
ch
·I if s = 1
0 if s > 1.
Let us assume that the result is true for any index i < k, with s ≥ i− 1. We
want to see that the result is also true for k. If s ≥ k − 1, then by Equation
(7.13) we get that ID(Ak−1;As) = −ch · ￿Gq(Ak;As) and so
￿Gq(Ak;As) =
 −
1
ch
·I if s = k − 1
0 if s ≥ k,
completing the induction. Therefore, the result holds for every k = 2, . . . , ￿+
1.
Proposition 7.5.3 shows that the diagonal entries of the modified Green ma-
trix of a rigid three dimensional grid are always 0. Therefore, now we are
equipped to determine some of the unknown conductances of a rigid three
dimensional grid. However, first it is of interest to continue with the study
of the modified Green matrix of this family of networks, for its structure is
fascinating and may be useful to the reader.
Lemma 7.5.4. The block ￿Gq(Ak;Ak−s) does not depend on k for all s =
0, . . . , ￿+ 1 and k = s+ 1, . . . , ￿+ 1.
Proof. We prove the result by induction on k, with s ≤ k − 1. For k = 2,
with s ≤ 1, in Proposition 7.5.3 it has been proved that ￿Gq(A2;A1) = 0 and
hence it does not depend on k. Now we assume that the result is true for
any index i < k, with s ≤ i− 1. We want to see that the result is also true
for k. If s ≤ k − 1 then by Equation (7.13) and rearranging indices we get
that
0 = Z · ￿Gq(Ak−1;A(k−1)−(s−1))−ch·￿Gq(Ak−2;A(k−2)−(s−2))−ch·￿Gq(Ak;Ak−s).
Notice that Z, ￿Gq(Ak−1;A(k−1)−(s−1)) and ￿Gq(Ak−2;A(k−2)−(s−2)) do not de-
pend on k. Then, the block ￿Gq(Ak;Ak−s) neither does.
Therefore, for all s = 0, . . . , ￿+ 1 we can define the matrices
Ts = ￿Gq(Ak;Ak−s),
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where k ∈ {s+1, . . . , ￿+1}. In particular, T0 = 0 and T1 = − 1
ch
·I. From all
the previous results in this section we deduce that the modified Green matrix
of a rigid three dimensional grid is block–triangular, since ￿Gq(Ak;As) = 0 for
all k = 1, . . . , ￿ + 1 and s = k, . . . , ￿ + 1. Moreover, ￿Gq(Ak;As) = Tk−s for
all k, s = 1, . . . , ￿ + 1 if we take the notation Tr = 0 for r ≤ 0. Hence, the
modified Green matrix can be written as
￿Gq(F ∪ B;F) =

0 · · · · · · 0 0
T1 0 · · · · · · 0
... T1
. . . ...
... . . . 0
...
T￿−1 · · · · · · T1 0
T￿ T￿−1 · · · · · · T1

,
which means that if we managed to determine the entries of ￿Gq(B;F) then
we automatically would know all the entries of ￿Gq(F¯;F).
Proposition 7.5.5. Given a rigid three dimensional grid, the following ma-
tricial recurrence formula is satisfied:
Ts = − 1
ch
· Z · Ts−1 − Ts−2
for all s = 2, . . . , ￿, where the initial matrices of the recurrence are T0 = 0
and T1 = − 1
ch
·I.
Proof. Consider a family of matrices given by Mks = ￿Gq(Ak;As) for all
k, s = 1, . . . , ￿ and notice that Mkk−s = Ts. Since Ts does not depend on k,
then Mk−ik−i−s = Ts = Mkk−s for all i = 1, . . . , k − s − 1. Using Equation
(7.13), we get that
0 = Z ·Mkk−s−ch·Mk−1k−s−ch·Mk+1k−s = Z · Ts−ch·Ts−1−ch·Ts+1.
After this detailed study of the modified Green matrix, we redirect our eﬀorts
to the recovery of the conductivity function of rigid three dimensional grids.
The next result provides the values of cd and cv.
Proposition 7.5.6 (Boundary spike formula for rigid three dimensional
grids). Let Γ = (V, c) be a rigid three dimensional grid. Let x ∈ R and let
y ∈ F be its unique neighbour. Then,
c(x, y) = Nq(x; x)− Nq(x;B) · Nq(A;B)−1 · Nq(A; x)− λ.
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Proof. From Proposition 7.3.2, we know that
Nq(x; x)− Nq(x;B) · Nq(A;B)−1 · Nq(A; x) = λ+ c(x, y)− ￿Gq(y, y)c(x, y)2.
Since ￿Gq(y, y) is a diagonal term of the matrix ￿Gq(F;F), by Proposition 7.5.3
it is clear that ￿Gq(y, y) = 0.
With this last result we obtain the conductances cd and cv, for the matrix
Nq is already known. The remaining unknown conductances, given by ch,
can be obtained in the same way by switching the sets of vertices of the
boundary, as we show in the following example.
Let Γ = (V, c) be a rigid three dimensional grid with height a = 2, depth
p = 2 and width ￿ = 3, see Figure 7.3. Let λ = 1 be the non–negative real
value. As the entries of the matrix Nq can be known by means of boundary
A B
R
x011
x101
x111
Figure 7.3 A rigid three dimensional grid with height a = 2, depth
p = 2 and width ￿ = 3.
measurements, we assume that they are given. These are the needed values
for our purposes:
Nq(A;B) = − 1
70079272263

1762824160 641638160 1043929504 458466560
641638160 1762824160 458466560 1043929504
1043929504 458466560 1762824160 641638160
458466560 1043929504 641638160 1762824160
 ,
Nq(x011;B) = − 1
70079272263
￿
1762824160 641638160 1043929504 458466560
￿
,
Nq(x101;B) =
1
2
Nq(x011;B),
Nq(A; x011) = − 1
70079272263

31322290760
3846506644
7080283736
1703075680
 = 2Nq(A; x101),
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Nq(x011; x011) =
178915526029
70079272263
, Nq(x101; x101) =
132327971836
123493440
.
Therefore, we use Proposition 7.5.6 to get the following conductances:
c(x011, x111) = Nq(x011; x011)− Nq(x011;B) · Nq(A;B)−1 · Nq(A; x011)−λ = 2,
c(x101, x111) = Nq(x101; x101)− Nq(x101;B) · Nq(A;B)−1 · Nq(A; x101)−λ = 1,
and hence cv = 2, cd = 1. Finally, in order to obtain the conductances
ch, we consider now the partition of the boundary given by ￿A = {xi0k}ik,￿B = {xip+1k}ik and ￿R = δ(F ) ￿ ( ￿A ∪ ￿B) for i = 1, . . . , a and k = 1, . . . , ￿.
Working in the same way as before, we get that ch = 2. Therefore, we have
recovered all the conductances for this example of rigid three dimensional
grid.
Now that all the conductances are known, we can determine the modified
Green kernel of this rigid three dimensional grid. We give here the matrices
Tk for k = 1, . . . , 3, for they determine the modified Green matrix as we have
seen above. We use the recursive formula given in Proposition 7.5.5:
￿Gq(F ∪ B;F) =

0 0 0
T1 0 0
T2 T1 0
T3 T2 T1
 ,
where
T1 = −1
2
· I, T2 = 1
4

10 −1 −2 0
−1 10 0 −2
−2 0 10 −1
0 −2 −1 10

and
T3 =
1
8

−101 20 40 −4
20 −101 −4 40
40 −4 −101 20
−4 40 20 −101
 .
7.6 Boundary spikes on circular planar networks
In this section we work with circular planar networks, which have been de-
fined in Section 2.7. From now on, Γ = (V, c) is a circular planar network
with proper connected subset F ⊂ V and known Dirichlet–to–Robin map.
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The purpose is to recover boundary spike conductances using only the infor-
mation provided by this map. Our findings show that this can be done for
boundary spikes having a certain structural property.
We need to recall the results in Chapter 6. Theorem 6.4.3 shows that given
a matrix M ∈ Φλ,σ then there exists a circular planar network with a weight
ω ∈ Ω(F¯ ) such that ω = kσ on δ(F ) and Nq = M is the Dirichlet–to–
Robin matrix associated with the operator Lq for q = qω + λχδ(F ) , where
λ is the smallest eigenvalue of M and σδ(F) is its associated eigenvector.
Therefore, given a circular planar network Γ and its Dirichlet–to–Robin map
Nq, we know that we can recover its unique conductivity function, the weight
and the real value that compound its Schrödinger operator Lq. Remember
the assumption in this chapter that any potential fits the expression q =
qω + λχδ(F ) on F¯ .
The definitions and results in this section are inspired in the works of [37] for
the combinatorial laplacian, although we labour with Schrödinger operators
and extend the tools to this case. In [37, Theorem 3.13] it has been shown
that if (A;B) is a circular pair of size k of δ(F ), with A and B laying in
disjoint arcs of the boundary circle, then it is satisfied that (A;B) are not
connected through Γ if and only if det(N(A;B)) = 0. Moreover, (A,B) are
connected through Γ if and only if (−1)k det(N(A;B)) > 0. By a straightfor-
ward extension, the same occurs for the matrix Nq(A;B).
Corollary 7.6.1. Let (A,B) be a circular pair of size k of δ(F ), where A
and B are in disjoint arcs of the boundary circle. Then, (A,B) are not
connected through Γ if and only if det(Nq(A;B)) = 0. Moreover, (A,B) are
connected through Γ if and only if (−1)k det(Nq(A;B)) > 0.
Corollary 7.6.2 (Boundary spike formula for circular planar networks).
Suppose that Γ has a boundary spike xy with x ∈ δ(F ) and y ∈ F . If
contracting xy to a unique boundary vertex results in breaking the connection
through Γ between a circular pair (A,B), then
c(x, y) =
ω(x)
ω(y)
￿
Nq(x; x)− Nq(x;B) · Nq(A;B)−1 · Nq(A; x)− λ
￿
.
Proof. This result is proved analogously to [37, Corollary 3.16]. However, it
is interesting to see the details and the tools of the proof. First, observe that
x /∈ A,B by definition. Since xy is a boundary spike, the unique neighbour
of x is y. We arbitrarily choose the ordering in F ∪ A ∪ B ∪ {x} supplied
by {{x};A;B; {y};F ￿ {y}}. Then, the matrix Lq({x} ∪ A ∪ F; {x} ∪ B ∪ F)
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owns the following block structure:
Lq
￿
{x} ∪ A ∪ F; {x} ∪ B ∪ F
￿
=

c(x, y) + q(x) 0 −c(x, y) 0
0
−c(x, y)
0
Lq (A ∪ F;B ∪ F)
 .
In the interest of readability, we define the matrices
L1 = Lq ({x} ∪ A ∪ F; {x} ∪ B ∪ F) ,
L2 = Lq ({x} ∪ A ∪ (F￿ {y});B ∪ F) ,
L3 = Lq (A ∪ (F￿ {y});B ∪ (F￿ {y})) ,
L4 = Lq (A ∪ F;B ∪ F) .
The determinant of L1 is given by
det(L1) =
￿
c(x, y) + q(x)
￿
det(L4) + (−1)k+4c(x, y) det(L2),
where det(L2) = (−1)k+3c(x, y) det(L3) using the same technique. Hence,
det(L1) =
￿
c(x, y) + q(x)
￿
det(L4)− c(x, y)2 det(L3). (7.14)
On the other hand, let us consider a new network ￿Γ = (￿V ,￿c) that is the result
of contracting the boundary spike xy to a boundary vertex z. By hypothesis,
we break the connection between A and B. Observe that ￿V = (V ￿ {x, y})∪
{z}, whereas ￿c = c in (￿V ￿ z) × (￿V ￿ z) and ￿c(z, t) = c(x, t) + c(y, t) for
all t ∈ ￿V . We consider the subset ￿F ⊂ ￿V given by ￿F = F ￿ {y} so that
z ∈ δ( ￿F ). Notice that A,B ⊂ δ( ￿F ) and z /∈ A,B. Moreover, it is satisfied
that ￿Lq(A ∪ ￿F;B ∪ ￿F) = Lq(A ∪ (￿F￿ {y});B ∪ (￿F￿ {y})).
Therefore, by Corollary 7.6.1 and Proposition 6.1.12,
0 = det
￿￿Nq(A;B)￿ = det
￿￿Lq(A ∪ ￿F;B ∪ ￿F)￿
det
￿￿Lq(￿F; ￿F)￿ = det(L3)det￿￿Lq(￿F; ￿F)￿ ,
from where we deduce that det(L3) = 0. Going back to the original network
Γ, by Equation (7.14) we get that
c(x, y) + q(x) =
det(L1)
det(L4)
.
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Finally, since A and B are connected through Γ by hypothesis, we can con-
sider the following Schur complement
Nq({x}∪A;{x}∪B)
￿
Nq(A;B)
= Nq(x; x)− Nq(x;B) · Nq(A;B)−1 · Nq(A; x).
It is a matrix of size 1. Hence, taking determinants and using Proposition
6.1.12,
Nq(x; x)− Nq(x;B) · Nq(A;B)−1 · Nq(A; x) =
det
￿
L1
￿
Lq(F;F)
￿
det
￿
L4
￿
Lq(F;F)
￿ = det(L1)
det(L4)
= c(x, y) + q(x)
Since q(x) =
￿
ω(y)
ω(x)
− 1
￿
c(x, y)+λ because x ∈ δ(F ), we get the result.
This result allows us to recover the conductances of all the boundary spikes
that disconnect two boundary sets through Γ. However, not all the bound-
ary spikes hold this property, and this is the reason why in the sequel we
restrict ourselves to a family of circular planar networks that grant such a
commending feature on their boundary spikes.
7.7 Recovery on well–connected spider networks
The goal now is the complete recovery of the conductivity function of spider
networks when possible. The forthcoming results are also inspired in the
methodology for the combinatorial laplacian in [37]. Since we work with
Schrödinger operators, we are involved in situations of a diﬀerent nature
than the ones they dealt with in the referred paper. Hence, we need other
tools and techniques.
We work with spider networks because they have circular simmetry and
good connectivity properties, which mixed together is useful for conductances
recovery purposes, see Section 4.2 for their definition. In fact, we work with
a subfamily of spider networks, known as well–connected spider networks.
Let Γ = (V, c) be a spider network with n radii and m circles. We say that Γ
is a well–connected spider network if n ≡ 3(mod 4) and m = n−34 . For each
j = 1, . . . , n we consider the boundary sets Aj = {v1+j , . . . , vn−1
2 +j
} ⊂ δ(F ),
Bj = {vn+1
2 +j
, . . . , vn−1+j} ⊂ δ(F ) and Rj = {vj} ⊂ δ(F ). Notice that
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|Aj | = |Bj | = n− 1
2
. Moreover, these boundary configurations on a well–
connected spider network guarantee that Aj and Bj are always connected
through Γ. What is more, if we contract the boundary spike vjxjm to a
single boundary vertex then we break the connection between Aj and Bj ,
see [37] and Figure 7.4 for more details. Given an index i ∈ {0, . . . ,m+ 1},
Pj
Rj
Qj
PjRj
Qj
Figure 7.4 The well–connected spider networks with n = 7 and
n = 11 boundary vertices.
we consider the circular layers of vertices Di = {xli ∈ V : l = 1, . . . , n} ⊂ F¯ .
In particular, D0 = {x00} and Dm+1 = δ(F ).
The recovery of conductances on a well–connected spider network is an iter-
ative process, for we are not able to give explicit formulae for all the conduc-
tances at the same time but we can give a recovery algorithm instead. Hence,
we describe the algorithm in steps, each of them requiring the information
obtained in the last one.
To start with, let Nq be an irreducible and symmetric M–matrix of order n
satisfying that if Nq(A;B) is a k× k circular minor of Nq, then −Nq(A;B) is
totally positive. Let λ ≥ 0 be the lowest eigenvalue of Nq and σ ∈ Ω(δ(F ))
the eigenvector associated with λ. In addition, we choose ω ∈ Ω(F¯ ) such
that ω = kσ on δ(F ), 0 < k < 1.
Step 0
In this step we do not recover any conductance. However, we set the
necessary tools to obtain them in future steps. Having fixed an index
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j ∈ {1, . . . , n}, we consider the overdetermined partial Dirichlet–Neumann
boundary value problem that consists in finding u ∈ C(F¯ ) such that
Lq(u) = 0 on F, u = εvj on Aj ∪Rj and
∂u
∂nF
= 0 on Aj . (7.15)
There exists a large set of vertices of the well–connected spider network Γ
where u = 0. We denote this set by
Z(u) =
￿
x ∈ F¯ : u(x) = 0￿ = F¯ ￿ supp(u).
Clearly, Aj ⊆ Z(u). The size of Z(u), however, is much bigger than the size
of Aj .
Proposition 7.7.1. It is satisfied that
Z(u) = {xli ∈ V : i = 0, . . . ,m+ 1, l = i+ j −m, . . . , 3m+ 2 + j − i} .
Proof. We divide the proof into diﬀerent stages that lead to the result. So,
we have to prove the following claims:
(i) Hk =
￿
xim−k ∈ V : i = 1 + j + k, . . . , n−12 + j − k
￿
is a subset of Z(u)
for all k = 0, . . . ,m,
(ii) T1 =
￿
xj+k−im−k ∈ V : i = 0, . . . , 2m− 2, k =
￿
i
2
￿
, . . . ,m− 1￿ is a
subset of Z(u),
(iii) T2 =
￿
xn+1
2 +j−k+im−k ∈ V : i = 0, . . . , 2m− 2, k =
￿
i
2
￿
, . . . ,m− 1
￿
is also a subset of Z(u),
and let Z0 = T1 ∪ T2 ∪
￿m
k=0Hk. To prove (i), we perform induction on k.
For k = 0 and i = 1 + j, . . . , n−12 + j, it is satisfied that vi ∈ Aj and hence
0 =
∂u
∂nF
(vi) = −c(vi, xim)u(xim),
which means that u(xim) = 0 for all i = 1+j, . . . , n−12 +j. Then, H0 ⊆ Z(u).
Let us assume that (i) is true for any index l < k and we want to see that
the result it holds for k. If i ∈ {1 + j + k, . . . , n−12 + j − k}, then by
induction hypothesis 0 = Lq(u)(xim−k+1) = −c(xim−k+1, xim−k)u(xim−k),
which means that u(xim−k) = 0 and so (i) follows.
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To demonstrate (ii) we use double induction on i and k. For i = 0 and
k = m− 1, using (i) we get that
0 = Lq(u)(xj+m 1) = −c(xj+m 1, xj+m−1 1)u(xj+m−1 1)
and hence u(xj+m−1 1) = 0. Now we assume that the result holds for i = 0
and any index l > k and we want to see that it also holds for k. Using (i)
and the induction hypothesis,
0 = Lq(u)(xj+k+1m−k) = −c(xj+k+1m−k, xj+km−k)u(xj+km−k)
and so u(xj+km−k) = 0. Therefore, the case i = 0 holds. The next phase is
to suppose that (ii) holds for any index l < i and any k =
￿
l
2
￿
, . . . ,m − 1,
and to prove that in this case it also holds for i and k ∈ ￿￿ i2￿ , . . . ,m− 1￿.
By induction hypothesis,
0 = Lq(u)(xj+k−i+1m−k) = −c(xj+k−i+1m−k, xj+k−im−k)u(xj+k−im−k)
and hence u(xj+k−im−k) = 0, completing the double induction. In conse-
quence, T1 ⊆ Z(u). The result in (iii) is proved analogously.
The inclusion Z0 ⊆ Z(u) is a direct consequence of (i), (ii) and (iii) if we
rearrange the indices. Moreover, suppose that there exists a vertex x ∈
δ(Z0)∩Z(u). Then, using the same techniques for equation Lq(u) = 0 on F
as in the proofs of (i) and (ii), we see that u = 0 on F¯ . This is a contradiction
with u(vj) = 1 and hence δ(Z0) ⊂ supp(u).
Finally, notice that the k–connection between Aj and Bj covers any vertex of
F¯ ￿ {vj} and hence, keeping in mind the strong alternating property proved
in Theorem 6.2.3, we conclude that F¯ ￿ Z0 ⊆ supp(u), which means that
Z0 = Z(u).
Actually, the set Z(u) has a very characteristic shape. In Figure 7.5(a) we
show this pattern. In particular, there are exactly n − 2 vertices in D1 for
which u = 0 and exactly two vertices in D1 for which u ￿= 0.
Step 1
Let us fix the index j ∈ {1, . . . , n} again for this step and let us consider the
unique solution u ∈ C(F¯ ) of Problem (7.15). We already know that u = 0
on Aj and u = 1 on Rj . Moreover, the values of u on Bj are given by the
matricial equation
uBj = −Nq(Aj;Bj)−1 · Nq(Aj; vj)
7.7. Recovery on well–connected spider networks 139
because of Corollary 7.2.5. Notice that all the values of u on Bj are known,
for the Dirichlet–to–Robin map is known. In consequence, we know u on all
the boundary δ(F ). In Figure 7.5(b) we show all the information obtained
at the end of this step.
Step 2
In this step recover the conductances of all the boundary spikes of the well–
connected by means of the boundary spike formula for circular planar net-
works:
c(vj , xjm) =
ω(vj)
ω(xjm)
￿
Nq(vj; vj)− Nq(vj;Bj) · Nq(Aj;Bj)−1 · Nq(Aj; vj)− λ
￿
for all j = 1, . . . , n. That is, now we know the values of the conductances of
all the edges joining vertices from Dm+1 and Dm. In Figure 7.5(c) we show
all the information obtained at the end of this step.
Step 3
Again, let us fix the index j ∈ {1, . . . , n} in this step and let us consider the
unique solution u ∈ C(F¯ ) of Problem (7.15). Then, we know all the values
of u on Dm, as the following result shows.
Lemma 7.7.2. The values of u on Dm are known. They are given by
u(xkm) =
1
c(vk, xkm)
￿
λu(vk)− Nq(vk; vj)− Nq(vk;Bj) · uBj
￿
+
ω(xkm)
ω(vk)
u(vk)
for all k = 1, . . . , n.
Proof. We can express Problem (7.15) as the Dirichlet problem
Lq(u) = 0 on F and u = εvj + uBj on δ(F )
with the additional condition
∂u
∂nF
= 0 on Aj . Therefore, by the definition
of the Dirichlet–to–Robin map, for all vk ∈ δ(F ) it is satisfied that
Nq(vk; vj)+ Nq(vk;Bj) · uBj = Λq
￿
εvj + uBj
￿
(vk) =
∂u
∂nF
(vk) + q(vk)u(vk)
=
￿
λ+
ω(xkm)
ω(vk)
c(vk, xkm)
￿
u(vk)− c(vk, xkm)u(xkm).
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Observe that all the terms of this equality, except the value u(xkm), are
already known. Therefore, we get the result.
In Figure 7.5(d) we show all the data gathered from the well–connected
spider network at the end of this step.
Step 4
Let us define the linear operator ℘ : C(F¯ ) −→ C(F ￿ {x00}) given by the
values
℘(v)(xlk) = c(xlk, xl k+1)v(xl k+1) + c(xlk, xl+1 k)v(xl+1 k)
+ c(xlk, xl−1 k)v(xl−1 k)
for all v ∈ C(F¯ ) and xlk ∈ F ￿ {x00}. This operator will be useful in this
and also in the following steps.
Here we find the conductances of all the edges with both ends in Dm. How-
ever, we state a more general result.
Proposition 7.7.3. Let i ∈ {0, . . . ,m − 1}. For every j = 1, . . . , n, let
us suppose that we know the values of u on Di+2 and Di+1. Also, we sup-
pose that the conductances of all the edges joining vertices from Di+2 and
Di+1 are known. Now fix the index j ∈ {1, . . . , n}. Then, the conductances
c(xi+j−m+1 i+1, xi+j−mi+1) are also known. They are given by
c(xi+j−m+1 i+1, xi+j−mi+1) = −u(xi+j−m+1 i+2)
u(xi+j−mi+1)
c(xi+j−m+1 i+1, xi+j−m+1 i+2).
Proof. We fix the indices i ∈ {0, . . . ,m− 1} and j ∈ {1, . . . , n}. Then, by
Corollary 7.7.1,
u(xi+j−m+1 i+1) = u(xi+j−m+2 i+1) = u(xi+j−m+1 i) = 0.
In consequence, we get
0 = Lq(u)(xi+j−m+1 i+1)
= −c(xi+j−m+1 i+1, xi+j−m+1 i+2)u(xi+j−m+1 i+2)
− c(xi+j−m+1 i+1, xi+j−mi+1)u(xi+j−mi+1).
The value c(xi+j−m+1 i+1, xi+j−mi+1) is the only unknown term of this equal-
ity and by Proposition 7.7.1 we know that u(xi+j−mi+1) ￿= 0.
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When i = m − 1, Propositions 7.7.1 and 7.7.3 show that c(xjm, xj−1m) is
known for all j = 1, . . . , n. See Figure 7.5(e) in order to see all the known
information at the end of this step.
Step 5
In this step we give the conductances of all the edges joining the vertices
from Dm and Dm−1. Furthermore, we state a more general result.
Proposition 7.7.4. Let i ∈ {0, . . . ,m − 1}. For every j = 1, . . . , n, let
us suppose that we know the values of u on Di+2 and Di+1. Also, let us
suppose that we know the conductances of all the edges joining vertices from
Di+2 and Di+1, and the ones of the edges with both ends in Di+1. Now fix
the index j ∈ {1, . . . , n}. Then, the conductances c(xi+j−mi, xi+j−mi+1) are
also known. They are given by
c(xi+j−mi, xi+j−mi+1) =
℘(u)(xi+j−mi+1)ω(xi+j−mi+1)
u(xi+j−mi+1)ω(xi+j−mi)
− ℘(ω)(xi+j−mi+1)
ω(xi+j−mi)
.
Proof. We fix the indices i ∈ {0, . . . ,m − 1} and j ∈ {1, . . . , n}. Observe
that ℘(ω)(xi+j−mi+1) and ℘(u)(xi+j−mi+1) are already known. Then,
0 = Lq(u)(xi+j−mi+1) = u(xi+j−mi+1)
ω(xi+j−mi+1)
℘(ω)(xi+j−mi+1)− ℘(u)(xi+j−mi+1)
+
ω(xi+j−mi)
ω(xi+j−mi+1)
c(xi+j−mi+1, xi+j−mi)u(xi+j−mi+1)
and hence c(xi+j−mi+1, xi+j−mi) is the only unknown term of this equality.
Notice that u(xi+j−mi+1) ￿= 0 because of Proposition 7.7.1.
In particular, when i = m − 1, Propositions 7.7.1 and 7.7.4 show that
c(xj−1m, xj−1m−1) is known for all j = 1, . . . , n. See Figure 7.5(f) in or-
der to see all the information gathered at the end of this step.
Step 6
In this step we are able to obtain the values of u on Dm−1 for all j = 1, . . . , n.
In fact, let us state a more general result.
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Proposition 7.7.5. Let i ∈ {0, . . . ,m − 1}. For every j = 1, . . . , n, let us
suppose that we know the values of u on Di+2 and Di+1. Also, let us suppose
that we know the conductances of all the edges joining vertices from Di+2
and Di+1, from Di+1 and Di and the ones of the edges with both ends in
Di+1. Now fix the index j ∈ {1, . . . , n}. Then, the values of u on Di are also
known. They are given by
u(xk i) = − ℘(ω)(xk i+1)
ω(xk i+1)c(xk i+1, xk i)
u(xk i+1)− ℘(u)(xk i+1)
c(xk i+1, xk i)
− ω(xk i)
ω(xk i+1)
u(xk i+1)
for all k = 1, . . . , n.
Proof. Fixed two indices i ∈ {0, . . . ,m−1} and j ∈ {1, . . . , n}, let xki ∈ Di
with k ∈ {1, . . . , n}. Observe that ℘(ω)(xk i+1) and ℘(u)(xk i+1) are known.
Then,
0 = Lq(u)(xk i+1) = −u(xk i+1)ω(xk i+1)℘(ω)(xk i+1)− ℘(u)(xk i+1)
− c(xk i+1, xk i)u(xk i)− ω(xk i)ω(xk i+1)c(xk i+1, xk i)u(xk i+1)
and hence u(xk i) is the only unknown term of this equality.
In particular, when i = m − 1, Propositions 7.7.1 and 7.7.5 show that u is
known on Dm−1 for all j = 1, . . . , n. Observe that we already knew some
of the values of u on Dm−1, which are those of the vertices in Z(u). Figure
7.5(g) shows the information obtained until this step.
Step 7 and beyond
We keep repeating the same process to obtain more conductances, that is,
we keep applying Proposition 7.7.3 from Step 4, then Proposition 7.7.4 from
Step 5 and then Proposition 7.7.5 from Step 6 for each i = m− 2, . . . , 0. We
stop when applying Proposition 7.7.5 from Step 6 for i = 0. In fact, we obtain
the value u(x00) = 0 for all j = 1, . . . , n, which is already known because
x00 ∈ Z(u). This is the last step of the process, for all the conductances are
known at this point.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 7.5 The bold items are the ones known at the end of each
step for the case n = j = 11.
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Example
Let us consider the well–connected spider network on n = 7 radii, with
associated Dirichlet–to–Robin matrix
Nq(δ(F); δ(F)) =
1
889

2239 −281 −211 −183 −183 −211 −281
−281 2239 −281 −211 −183 −183 −211
−211 −281 2239 −281 −211 −183 −183
−183 −211 −281 2239 −281 −211 −183
−183 −183 −211 −281 2239 −281 −211
−211 −183 −183 −211 −281 2239 −281
−281 −211 −183 −183 −211 −281 2239

where the ordering in δ(F ) is v1 < . . . < v7. We want to determine the
unknown conductances of this network following the above algorithm. First,
we deduce the weight ω ∈ δ(F ) and the real value λ ≥ 0 such that q =
qω+λχδ(F ) on F¯ . Operating we see that the first eigenvalue of Nq(δ(F); δ(F))
is λ = 1 and its associated normalized eigenvector is the constant vector
σδ(F) = (7
− 12 , . . . , 7−
1
2 ), which is a weight on the boundary. By an arbitrary
extension of it to F and normalizing, we can consider the weight ω = 1/6 on
δ(F ) ∪ {x00} and ω = 1/3 on F ￿ {x00}. By Step 0, we fix the index j = 7
and see that u = 0 in Z(u) = {v1, v2, v3, x71, x11, . . . , x41, x00}. Moreover,
u(v7) = 1 by hypothesis and u(x51), u(x61) ￿= 0. Using Step 1,
uB7 = −Nq(A7;B7)−1 · Nq(A7; v7)
= − 1
3556
 −366 788 −366915 −1843 788
−366 915 −366
 ·
 −281−211
−183
 =
 −172
−72

and so u(v4) = −1, u(v5) = 72 and u(v6) = −72 . Regarding Step 2, we easily
get that
c(v7, x71) =
ω(v7)
ω(x71)
￿
Nq(v7; v7)− Nq(v7;B7) · Nq(A7;B7)−1 · Nq(A7; v7)− λ
￿
= 1.
Therefore, considering the last steps for all he values j ∈ {1, . . . , 7}, we
see that all the edges joining vertices from D2 and D1 have conductance 1.
Having fixed again the index j = 7, by Step 3 we get the values
u(xk1) = u(vk)− Nq(vk; v7)− Nq(vk;B7) · uB7 + 2u(vk)
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for all k = 1, . . . , 7 and so u(x51) = −u(x61) = 12 , which were still unknown.
Step 4 shows that
c(x71, x61) =
u(v7)
u(x61)
c(x71, v7) = 2.
Considering the last steps for all j = 1, . . . , 7 we easily see that c(xk1, xk+11)
equals 2 for all k = 1, . . . , 7 and then all the edges with both ends in D1 have
conductance 2. Finally, we only need to obtain the conductances c(xk1, x00)
for all k = 1, . . . , 7. Step 5 provides them: fixing j = 7,
c(x00, x61) =
￿
℘(u)(x61)
u(x61)
− ℘(ω)(x61)
ω(x61)
− λ
￿
ω(x61)
ω(x00)
= 1,
where ℘(u)(x61) = c(x61, v6)u(v6)+c(x61, x71)u(x71)+c(x61, x51)u(x51) and
℘(ω)(x61) = c(x61, v6)ω(v6) + c(x61, x71)ω(x71) + c(x61, x51)ω(x51). More-
over, doing the same for all j = 1, . . . , 7, we get that c(x00, xk1) for all
k = 1, . . . , 7. Hence, we have performed a complete conductivity recovery in
a network where only boundary information was provided.

8Conclusions and future
work
In this chapter we want to summarize the participation of this thesis in
the subjects we have dealt with, as well as future works suggested by these
findings.
8.1 On Green functions in network partitioning
In Chapters 3 and 4 we provide the necessary tools and techniques for the
division of networks into pieces or their transformations in order to achieve
results on the original network from similar results on the pieces or the
transformations. In particular, we deal with orthogonal Green functions,
eﬀective resistances, Kirchhoﬀ indices and Green functions on a subset of
vertices so as to show useful applications of these techniques. However, since
the Green functions allow us to obtain the solution of Poisson equations
on a network, the variety of problems that can be solved reducing them to
smaller problems and using these techniques is almost unlimited. Clearly,
the underlying philosophy is defined by the sentence "divide and conquer".
We perform network divisions on generalized cluster, corona and product
networks. All of them are of great importance in the network field. For
example, any network having at least one separating vertex can be seen as a
generalized cluster network. Hence, any Poisson equation on such a network
can be reduced to two or more smaller problems, which are easier to solve.
Similarly, any network having at least one vertex with only one neighbour or
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at least one clique can be considered a generalized corona network. There-
fore, the three studied families cover a wide range of networks. In addition,
we also perform network transformations with a view to cover even more
families of networks: ball–like networks, for instance spider networks, can be
seen as the transformation of a product network.
Hence, the main contribution of our works to this field is to set the foun-
dations for network breakage and to show its usefulness with some families
of composite networks. Several future works could be extracted from here
by considering other families of composite networks or other functions and
parameters subject to recovery on them.
Eﬀective resistances and Kirchhoﬀ indices are global parameters associated
with a network that describe structural properties and are high sensitive to
local perturbations. Our main contribution is to show the behaviour of these
parameters when networks are appended to form bigger networks. Does the
network get stiﬀer? Is the resistance between two vertices reduced? We have
seen the answers in generalized cluster and corona networks (see Corollaries
3.1.5 and 3.2.5), but future works could perform the same study for other
composite networks. We would like to remark that the findings in Sections
3.1 and 3.2 justify the definition of the eﬀective resistances and the Kirchhoﬀ
index with respect to a weight and a non–negative real value λ. The reason is
that, even when considering a constant weight and λ = 0 on these composite
networks, their generalized Kirchhoﬀ indices and eﬀective resistances are
naturally expressed in terms of the same parameters with respect to other
weights and other non–zero values on the factor networks.
Since generalized eﬀective resistances and Kirchhoﬀ indices are resistive and
structural parameters that have only been defined on the whole set of vertices
of the network, it would be of great interest in the future to define similar
concepts with similar properties on a subset of vertices of the network and
relate them to the Green function with respect to this subset. Specifically,
this study will require the definition of Kirchhoﬀ Index associated with a
boundary value problem and the analysis of its properties.
In [7, 4, 8, 5, 13] the reader can find the publications related to these results.
8.2 On the discrete Serrin’s problem
Our main contribution in this area has been to define the discrete version of
a classical problem in the study of the symmetries of the solution of elliptic
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boundary value problems; that is, the discrete Serrin’s problem. Our main
result is the characterization of regular networks that satisfy the Serrin’s
condition given in Theorem 5.5.3. We have proved that the verification of
Serrin’s condition forces a relatively regular network to be a regular layered
network; that is, forces the network to have stronger regularity properties.
Notice that regular layered networks are, somehow, ball–like discrete do-
mains, since their behaviour between distance layers is regular and does not
depend on the election of the vertex in the layer. Therefore, we can conclude
that our participation in Serrin’s problem is the definition of the structures
on the finite network framework that resemble balls and possess their con-
ductivity spreading properties.
On the other hand, we have found some networks that fit the Serrin’s condi-
tion and are not regular layered networks. Future work could consist in the
study of these networks and the attempt to achieve a more general charac-
terization that includes them.
Regarding other Serrin–type problems, an interesting future work could be to
consider the following overdetermined partial Dirichlet–Neumann boundary
value problem
L(u) = 1 on F, u = 0 on A and ∂u
∂nF
= C on A
for a boundary subset A ⊆ δ(F ) and try to deduce the networks and the sets
A in them that allow this problem to have a unique solution. Observe that
the extreme case (when A = δ(F )) is the discrete Serrin’s problem.
The works of this thesis on the discrete Serrin’s problem appear in [6, 10].
8.3 On the Dirichlet–to–Robin map
The Dirichlet–to–Neumann map of the laplacian operator has been proved
to be the key for conductance recovery on finite networks [38]. Here, we
have shown that the same occurs for the Dirichlet–to–Robin map related to
a positive semi–definite Schrödinger operator. Moreover, in addition to the
conductances, it is also the key to recover the associated potential.
In Theorem 6.2.3 we look upon the solutions of boundary value problems
with an alternating property in a part of the boundary and show that they
spread across the network in such a way that they hold a derived alternating
property in another part of the boundary. In fact, these solutions spread
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following boundary–to–boundary paths where the sign of the solution is in-
variable and has opposite sign with respect to the neighbouring paths in
the circular order. This is an important contribution of this thesis to the
literature, for it explains the behaviour of the distribution in the network of
alternating currents applied on the boundary.
However, our main contribution in this field is the characterization through
the Dirichlet–to–Robin map of circular planar networks, shown in Theorem
6.4.3. First, we focus in circular planar networks and observe a ground–
breaking fact: any Dirichlet–to–Robin map can be the response matrix of
an infinite family of networks associated with diﬀerent conductivity func-
tions. This phenomenon has not been observed in the standard treatment
of the Dirichlet–to–Neumann map, since it was implicitly assumed that the
recovered operator is the Laplacian one. Despite that, by choosing a specific
extension of the positive eigenfunction associated with the lowest eigenvalue
of this matrix, we get a unique network whose Dirichlet–to–Robin map cor-
responds to the given matrix. Therefore, this represents an extension since
the response matrices that have been considered do not have to be singular
nor diagonally dominant.
The publication related to the above–mentioned results is [9].
8.4 On overdetermined partial boundary value prob-
lems
When constructing an algorithm for the recovery of the conductances in a
network, we see the necessity of considering some overdetermined partial
boundary value problems. Our contribution to this field is the definition and
the study of this type problems in the context of networks. In particular, in
Corollary 7.1.8 we characterize the existence and uniqueness of solution of
these problems for any data. In addition, we introduce the overdetermined
partial Dirichlet–to–Neumann maps, whose properties characterize the ex-
istence and uniqueness of solution of the overdetermined partial boundary
value problems. We also have introduced the resolvent kernels associated
with this type of problems and have studied their interrelation.
We use the above mentioned results in order to give formulae for the con-
ductances of certain edges. One of the formulas, given in Corollary 7.6.2,
is a generalization of a similar formula given in [37] for the response ma-
trix associated with the laplacian operator. The other formula, presented in
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Proposition 7.3.2, is ground–breaking and provides the values of separated
boundary conductances when the modified Green matrix of a network is
known. In fact, only certain diagonal values of this matrix are necessary.
Both formulae allow us to recover the conductivity function of two families
of networks. Specifically, we perform a full conductivity recovery on three
dimensional grids, which is the discrete analogous to a cuboid in R3 with
constant flow in each direction. This problem is not solvable on the contin-
uum but we have solved it in the discrete setting. We also recover completely
the conductances of a spider network in a recursive way. It is important to
notice that from minimal data on the boundary we recover plenty of values
in the interior of the networks that can have a much bigger cardinality.
The future work in this area can be the characterization of response matrices
for other networks diﬀerent from circular planar networks. In addition, we
can tackle the construction of an algorithm for the recovery of the conduc-
tances of three–dimensional networks assuming symmetry properties on the
conductances.
The results of this thesis in the above–mentioned fields can be found in
[11, 12].
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