We study the discrete time approximation of the solution (Y, Z, K) of a reected BSDE. As in Ma and Zhang (2005), we consider a Markovian setting with a reecting barrier of the form h(X) where X solves a forward SDE. We rst focus on the discretely reected case. Based on a representation for the Z component in terms of the next reection time, we retrieve the convergence result of Ma and Zhang (2005) without their uniform ellipticity condition on X. These results are then extended to the case where the reection operates continuously. We also improve the bound on the convergence rate when h ∈ C 2 b with Lipschitz second derivative.
Introduction
In this paper, we consider the solution (Y, Z, K) of a decoupled Forward-Backward SDE with reection
where b, σ, f , g and h are Lipschitz-continuous functions. Such equations appear naturally in nance in the pricing and hedging of American contingent claims, see [7] .
They are more generally related to semilinear parabolic PDEs with free boundary, see [9] .
We study a discrete-time approximation scheme of the form
where π = {t 0 = 0 < t 1 < . . . < t N = T } is a partition of the time interval [0, T ] with modulus |π|, and X π is the Euler scheme of X.
In the non-reected case, such approximations have been studied by [3] and [16] , see also [2] and [6] for BSDEs with jumps. In all these analysis, it appears that the approximation error
is intimately related to a regularity property on Z. More, precisely, the above error is controlled by
whereZ is dened on [t i , t i+1 ) byZ t = (t i+1 −t i ) −1 E t i+1 t i Z s ds | F t i . It is shown in [15] that, in the non-reected case, the last term is bounded by C|π| 1 2 . This provides the expected rate of convergence for the discrete-time approximation scheme. This result is remarkable since it does not require any ellipticity condition on σ and the coecients are only assumed to be Lipschitz.
The reected case is more dicult to handle except when f is independent of Z as in [1] and [3] . In this case, there is no need to control Z and the error on Y is still bounded by C|π| 1 2 . It can even be improved when h is semi-convex, see [1] . The general case was studied in [11] . When b, σ are C 1 b and h is C 2 b , they prove that
is bounded by C|π| 1 4 . This can be viewed as a weak regularity result on the gradient of the solution of the related obstacle problem and is of own interest, see [9] . This also allows to show that the discrete-time scheme converges at least at a rate |π| Their proof relies on a particular representation of Z obtained by means of an integration by parts argument, in the Malliavin sense. It generalizes a result of [5] obtained in the non-reected case with f = 0. The main drawback of this approach is that it requires some uniform ellipticity condition on σ, an assumption which was not used in the non-reected case.
The aim of this paper is to improve this result by removing the ellipticity condition on σ. Our approach is slightly dierent from [11] . We rst study the solution
We provide a new representation result for Z d in terms of the next reection time. This allows us to prove that
is controlled by |π| 1 4 without any ellipticity condition on σ. By using a standard approximation argument, we then extend this property to Z. As a consequence, we show that the discrete-time scheme approaches both continuouslyand discretely-reected BSDEs at least at a rate |π| Lipschitz-continuous second derivatives, this result is improved and the error on Y is shown to be bounded by C|π| 1 2 as in the non-reected case. The error on Z can also be improved when X π is replaced by an order one scheme.
To conclude this introduction, we would like to observe that the above discrete time scheme can not be directly implemented in practice and requires the estimation of conditional expectations. The global numerical error can therefore be decomposed as the sum of two terms: the rst one, which we study here, is the discrete-time approximation error; the second one is related to the numerical approximation of the involved conditional expectations. Dierent techniques for computing these conditional expectations are discussed in [1] , [3] , [4] and [6] , see also the references therein, and can be easily adapted to our context without any further analysis.
Since the global error is the sum of these two terms, the impact of our results on the precision of the numerical approximation is clear. It would be too long to describe here these dierent methods and we refer to the above papers for a complete presentation.
The rest of the paper is organized as follows. In Section 2 and Section 3, we study the approximation of the discretely reected BSDE. The representation and the regularity property of Z d are proved in Section 5. The continuously reected case is studied in Section 4.
2 The forward process Let T > 0 be a nite time horizon and (Ω, F, P) be a stochastic basis supporting a d-dimensional Brownian motion W . We assume that the ltration F = (F t ) t≤T generated by W satises the usual assumptions and that F T = F. Let X be the solution on [0, T ] of the stochastic dierential equation For later use, we recall the well-known consequence of (2.1): The discrete-time approximation of X has been widely studied in the literature, see e.g. [10] . When (X t i ) i≤N cannot be perfectly simulated, we use the standard Euler scheme X π dened for a partition π := {0 = t 0 < t 1 < . .
In the sequel, we shall denote by |π| := max i≤N −1 (t i+1 − t i ) the modulus of π and assume that N |π| ≤ L which holds with L ≥ 1 when the grid π is regular, i.e. (t i+1 − t i ) = |π| for all i ≤ N − 1.
As usual, we dene a continuous-time version of X π by setting
It is well known that under (2.1)
Using standards arguments, one can also obtain a conditional version of this result:
where
3 Approximation scheme for discretely reected BSDEs
In this section, we concentrate on the approximation of discretely reected BSDEs, i.e. BSDEs for which the reection operates only on a nite set of times. The reason for looking at such equations is twofold. First, they provide a good approximation for (continuously) reected BSDEs, see below. Second, they are related to optimal stopping problems where the stopping times can only take a nite number of dierent values. For instance, they are related to Bermudan options in nance, see e.g. [14] and the references therein. They are therefore interesting in their own.
Denition
In this section, we dene a discretely reected BSDE. The reection operates only at the times 0 < r 1 < · · · < r κ−1 < T for some κ ≥ 1. We set = {r j , 0 ≤ j ≤ κ} where by convention r 0 := 0 and r κ := T . The solution of the discretely reected BSDE is a pair (
and, for j ≤ κ − 1 and t ∈ [r j , r j+1 ),
and H p is the set of progressively measurable R d -valued processes V satisfying
In the following, we shall extend the denition of || · || S p and || · || H p to processes with values in R d or M d , these extensions being dened in a straightforward way.
Observe that the solution of (3.1) can be constructed piecewise. Assuming that g, h and f are L-Lipschitz:
, the existence and uniqueness of the solution follow from [13] . By convention, we assume that
Remark 3.1. For later use, observe that (3.1) can be written as
By repeating the arguments of the proof of Proposition 3.5 in [9] , we then easily check that
Recall that C L > 0 is a constant independent of .
We conclude this section with a regularity result on Y d whose proof is given at the end of Section 5.3.
Proposition 3.1. We have
Discrete-time approximation
From now on, we assume that ⊂ π, i.e. the reection times are included in the partition dening the Euler scheme of the forward process X.
and by the terminal conditionȲ
For ease of notations, we set
Using an induction argument and the Lipschitz-continuity assumption on g, h and f , one easily checks that the above processes are square integrable. It follows that the conditional expectations are well dened at each step of the algorithm. 
We can then deneỸ
and set
Remark 3.3. It follows from the Itô isometry that
recall (3.5).
Convergence results
In order to state our rst result, we need to introduce the processZ 
which implies
The following result shows that the approximation error is intimately related to the
A similar property holds in the non-reected case, see [2] , [3] , [15] and [16] .
Proposition 3.2. The following holds:
and
The proof essentially follows the arguments of [3] and is provided in the Appendix.
by adapted processes which are constant on each interval [t i , t i+1 ), we deduce that
H 2 goes to 0 as |π| goes to 0. Thus, the above proposition actually shows that our discrete-time scheme is convergent. This also implies that
In order to get a bound on the convergence rate, it remains to control
Such a control will be obtained under one of the following additional assumptions. 
where (α(κ), (π)) = (κ The proof will be provided in Section 5.
Combining the above propositions, we obtain the main result of this section. For sake of simplicity, we restrict ourselves to the case where X is approximated by its Euler scheme. However, it would be natural to wonder what happens if X is approximated by an order one scheme, i.e. such that:
This would be the case if X can be perfectly simulated on the grid π or if we can use a Milshtein's scheme. In this case, the proof of Proposition 3.2 can be easily adapted, see Remark A.1 in the Appendix, to obtain
The bounds of Theorem 3.1 and Corollary 3.1 then hold with α Z (κ) = κ 
Discretely reected BSDE constructed with the Euler scheme
In this subsection, we introduce the solution (
This construction will be useful to extend the results of the previous section to the continuously reected case.
Observe that
Moreover, it follows from the same arguments as in the proof of Proposition 3.2, see
Remark A.1 after the proof in the Appendix, that 
We shall also prove in Section 5 that the result of Proposition 3.3 can be extended 
Extension to the continuously reected case
Let (Y, Z, K) be the F-progressively measurable process satisfying
with K continuous, non-decreasing, such that K 0 = 0 and
Existence and uniqueness of a solution (Y, Z, K) ∈ S 2 × H 2 × S 2 follows from Theorem 5.2 in [9] , recall that g, h and f are Lipschitz-continuous.
As in Section 3.4, we also dene (Y e , Z e , K e ) as the solution of (4.1) with X π in place of X, i.e.
where K e is continuous and non-decreasing, K e 0 = 0 and T 0 (Y e t − h(X π t ))dK e t = 0.
Our rst result is standard and we omit the proof, see e.g. [1] . 
This condition is slightly weaker than the semi-convexity assumption of Denition 
If moreover (H1) holds, then
We can now extend the convergence results of the previous section to the continuously reected case. 
with α(π) = |π| 
whenever (H2) holds.
As in (3.9), we now denē
Observe that, by Jensen's inequality, 
If moreover (H2) holds, then
Remark 4.2. As explained in the previous section, similar results were obtained in [11] . However, their approach requires that σ is uniformly elliptic. Here, we do not need this condition on σ. We also obtain better bounds for ||Z −Z|| H 2 and
. This last assumption is slightly stronger than the C 2 b regularity imposed on h by [11] .
5 Representation and regularity of Z 
Preliminaries
In the sequel, we denote by D 1,2 the space of random variable F which are dierentiable in the Malliavin sense and such that
Here, D t F denotes the Malliavin derivative of F at time t ≤ T , see e.g. [12] . We also introduce the space L 1,2 a of adapted processes V such that, after possibly passing to a suitable version, V s ∈ D 1,2 for all s ≤ T and
In the following, we shall always consider a suitable version if necessary.
In this section, we work under the stronger assumptions: The general case will be obtained by using an approximation argument.
Remark 5.1. It is well known that under the above assumptions X ∈ L 1,2 a , see e.g. [12] , and satises for p ≥ 2 and t, u ≤ T
Moreover, the rst variation process ∇X of X is well dened and solves on [0, T ]
where I d is the identity matrix of M d , σ j is the j-th column of σ, and ∇b, ∇σ j the Jacobian matrix of b and σ j . Its inverse (∇X) −1 is the solution on [0, T ] of (∇X)
and the following standard estimates hold:
Finally, we recall the well-known relation between ∇X and DX:
Using the above estimates, (2.2) and the Lipschitz-continuity of σ, we deduce that 
with N s,t := {k ≤ N : s ≤ t k < t}. Using the bound on ∇b and ∇σ j , j ≤ d, we
which leads to
By using standard arguments, one also easily checks that the bounds (5.1) can be extended to X π , uniformly in π:
Representation
In order to provide a suitable representation of Z d , we shall appeal to the following easy lemma.
Proof. By a straightforward adaptation of Proposition 1. 
2
Recalling that g ≥ h, using Remark 5.1, Lemma 5.1, Proposition 5.3 in [8] and an induction argument, we easily deduce from (3.
In order to get rid of the indicator functions appearing in (5.7), we now dene the following sequence of stopping times
Following [15] , we also dene, for s ≤ t ≤ T ,
where ∇ y f denote the partial derivative of f with respect to its second variable y, and ∇ x f and ∇ z f the gradient of f with respect to its rst and last variable. 
(5.10)
Using (5.1), we deduce that
We can now state the main result of this section which provides a representation for
Corollary 5.1. Let (H ) hold. Then, there is a version of Z d such that for each j ≤ κ − 1 and t ∈ [r j , r j+1 ):
In particular,
Recalling that g ≥ h, it then results from a simple induction that for s ∈ [r j , r j+1 )
By the same arguments as in Proposition 5.3 in [8] , we have D tỸ 
Remark 5.5. Let (H ) hold. We deduce from the same arguments as in the proof of Corollary 5.1 that there is a version of Z d ,e such that for each t ∈ [r j , r j+1 ),
and Λ e,s t is dened, for s ≤ t ≤ T , by Λ e,s t
The following estimates are standard:
Using (5.6), we deduce that 
Regularity
In this section, we replace (H2) by the stronger assumption:
(H2 ) : σ ∈ C 2 b with derivatives up to order two bounded by L, and h ∈ C 3 b with derivatives up to order three bounded by L.
The extension of the following results to (H2) will be obtained by using an approximation argument. 
where (α(κ), (π)) = (κ 
Fix t ≤ T and let θ 1 and θ 2 be two stopping times such that t ≤ θ 1 ≤ θ 2 ≤ T P − a.s. By the Lipschitz-continuity assumption on b and σ, we have
Under (H2 ), we deduce from Itô's Lemma that
When (H1) holds, we can use the bound |∇h| ≤ L to obtain
which, by Lipschitz-continuity of ∇h, Itô's Lemma and the Cauchy-Schwartz inequality, implies 
where, for j ≤ κ − 1,
Also observe from (5.3) and (5.8) that
It follows that
where, by (5.11), 3. In this part, we study the rst term in the right-hand side of (5.23). Dene i j through t i j = r j , j ≤ κ, and observe that ≤ β1 {τ j−1 <τ j =T } + ∇h(X τ j )(Λ t D t X) τ j − ∇h(X τ j−1 )(Λ t D t X) τ j−1 .
When (H1) holds, it then follows from (5.4), (5.9) and (5.18) that 4. We now study the second term in the right-hand side of (5.23).
4.a. Using Cauchy-Schwartz inequality, (2.2), (5.2), (5.9), the Lipschitz continuity of σ and standard estimates, we rst observe that E |A j t i+1 We claim that, for all 0 ≤ k ≤ N , 4) recall the denition of X * after (2.5). For k = 0, the result follows from the Lipschitzcontinuity of g (with the convention ∅ = 0). Assume now that this inequality holds for some k ≤ N − 1. Observing that (A.4) and (2.5) implies
