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et al.: Vision Improvement Via Artificial Reality Systems

VISION IMPROVEMENT VIA ARTIFICIAL REALITY SYSTEMS
BACKGROUND
[001] Many of the world’s services and products are designed for the mass population that can
perceive the full spectrum of visible light. But for those with vision impairments, it may be
difficult to appreciate the full spectrum of visible light without a work-around. Work-arounds
may include memorizing a color associated with a specific object or memorizing an environment
to avoid accidents. Another work-around may include placing notes on objects as a reminder,
e.g., garments, pills, etc.
[002] Vision impairments may also include blurred or occluded regions of a person’s field of
view. Examples of these vision impairments may include macular degeneration and peripheral
vision loss. These impairments may pose safety risks in addition to loss of visual enjoyment.
SUMMARY
[003] This summary is provided to introduce a selection of concepts in a simplified form that
are further described below in the Detailed Description. This Summary is not intended to limit
the scope of the claimed subject matter. The foregoing needs are met, to a great extent, by the
present application described in more detail below.
[004] According to an aspect of the application, a method is described for pattern mapping
objects in a FOV based on color type and object type. The method may include a step of
capturing an object in an environment. The method may also include a step of determining a
color of the captured object. The method may also include a step of displaying a representation
of the determined color of the object from a predetermined list. The method may further include
overlaying the selected representation on the captured object. Yet even further, the method may
include presenting the overlayed representation on the display.

Published by Technical Disclosure Commons, 2022

2

Defensive Publications Series, Art. 4828 [2022]

[005] According to another aspect of the application, a method is described for adjusting color
to compensate for deficient cones. The method may include a step of capturing an object in an
environment. The method may also include a step of selecting a wavelength associated with the
determined color of the captured object. The method may also include a step of obtaining data of
a color deficiency of a user for the captured object. The method may further include a step of
calculating a variance between the color deficiency and the determined color of the captured
object. The method may even further include compensating for the variance. The method may
yet even further include presenting the compensation over the captured object on the display.
[006] Yet another aspect of the application describes a method for performing spatial
manipulation.
[007] There has thus been outlined, rather broadly, certain embodiments of the invention in
order that the detailed description thereof may be better understood, and in order that the present
contribution to the art may be better appreciated.
BRIEF DESCRIPTION OF THE DRAWINGS
[008] In order to facilitate a more robust understanding of the application, reference is now
made to the accompanying drawings, in which like elements are referenced with like numerals.
These drawings should not be construed to limit the application and are intended only to be
illustrative.
[009] Figure 1A illustrates an artificial reality system according to an aspect of the application.
[0010] Figure 1B illustrates a block diagram of an example user equipment device according to
an aspect of the application.
[0011] Figure 2 is a block diagram of an example computing system according to an aspect of
the application.
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[0012] Figure 3 illustrates a machine learning model communicating with stored training data.
[0013] Figures 4A-E illustrate overlaying a representation of a determined color of an object on
the object according to an embodiment.
[0014] Figure 5 illustrates a flow diagram for overlaying a representation of a determined color
of an object on the object according to an embodiment.
[0015] Figures 6A-G illustrate an architecture for differentiating colors in an environment from
one another according to another exemplary embodiment.
[0016] Figures 7A-D illustrate implementing infrared overlay and night vision in an environment
according to an exemplary embodiment.
[0017] Figure 8 illustrates a flow diagram for differentiating colors in an environment from one
another according to an exemplary embodiment.
[0018] Figures 9A-C illustrate examples of vision loss including macular degeneration and
peripheral vision loss (PVL) according to an exemplary aspect of the application.
[0019] Figures 10A-H illustrate a technique to view an obstructed region in a field of view
(FOV) according to an exemplary embodiment.
[0020] Figures 11A-C illustrate another technique to view an obstructed region in a FOV
according to an exemplary embodiment.
[0021] Figure 12 illustrates a flow diagram for producing a replica of a standard view according
to an exemplary embodiment.
[0022] Figure 13 illustrates another flow diagram for producing a replica of a standard view
according to an exemplary embodiment.
[0023] Figure 14 illustrates even another flow diagram for producing a replica of a standard view
according to an exemplary embodiment.
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DETAILED DESCRIPTION
[0024] A detailed description of the illustrative embodiment will be discussed in reference to
various figures, embodiments, and aspects herein. Although this description provides detailed
examples of possible implementations, it should be understood that the details are intended to be
examples and thus do not limit the scope of the application.
[0025] Reference in this specification to “one embodiment,” “an embodiment,” “one or more
embodiments,” “an aspect” or the like means that a particular feature, structure, or characteristic
described in connection with the embodiment is included in at least one embodiment of the
disclosure. Moreover, the term “embodiment” in various places in the specification is not
necessarily referring to the same embodiment. That is, various features are described which may
be exhibited by some embodiments and not by the other.
[0026] It is understood that any or all of the systems, methods and processes described herein
may be embodied in the form of computer executable instructions, e.g., program code, stored on
a computer-readable storage medium which instructions, when executed by a machine, such as a
computer, server, transit device or the like, perform and/or implement the systems, methods and
processes described herein. Specifically, any of the steps, operations or functions described
above may be implemented in the form of such computer executable instructions. Computer
readable storage media includes volatile and nonvolatile, removable, and non-removable media
implemented in any method or technology for storage of information, but such computer
readable storage media do not include signals. Computer readable storage media may include,
but are not limited to, random access memory (RAM), read only memory (ROM), electrically
erasable programmable read-only memory (EEPROM), flash memory or other memory
technology, compact disc read only memory (CD ROM), digital versatile disks (DVD) or other
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optical disk storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic
storage devices, or any other physical medium which can be used to store the desired information
and which may be accessed by a computer.
[0027] Embodiments of the application may include or be implemented in conjunction with
various types of artificial reality systems. Artificial reality is a form of reality that has been
adjusted in some manner before presentation to a user, which may include, e.g., a virtual reality,
an augmented reality, a mixed reality, a hybrid reality, or some combination and/or derivative
thereof. Artificial reality content may include completely generated content or generated content
combined with captured (e.g., real-world) content. The artificial-reality content may include
video, audio, haptic feedback, or some combination thereof, any of which may be presented in a
single channel or in multiple channels (such as stereo video that produces a three-dimensional
(3D) effect to the viewer). Additionally, in some embodiments, artificial reality may also be
associated with applications, products, accessories, services, or some combination thereof, that
are used to, e.g., create content in an artificial reality and/or are otherwise used in (e.g., to
perform activities in) an artificial reality.
[0028] Figure 1A illustrates an example augmented reality system 100. The augmented reality
system 100 may include a head-mounted display (HMD) 110 (e.g., glasses) comprising a frame
112, one or more displays 114, and a computing device 108. The displays 114 may be
transparent or translucent allowing a user wearing the HMD 110 to look through the displays 114
to see the real world and displaying visual artificial reality content to the user at the same time.
The displays 114 may act together or independently to present an image or series of images to a
user. While the augmented-reality system 100 as shown in Figure 1A includes two displays,
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embodiments of this disclosure may be implemented in augmented-reality systems with a single
or more than two displays.
[0029] The HMD 110 may include an audio device that may provide audio artificial reality
content to users. The HMD 110 may include one or more cameras which can capture images and
videos of environments. The HMD 110 may include an eye tracking system to track the vergence
movement of the user wearing the HMD 110. The HMD 110 may include a microphone to
capture voice input from the user. The augmented reality system 100B may further include a
controller comprising a trackpad and one or more buttons. The controller may receive inputs
from users and relay the inputs to the computing device 108. The controller may also provide
haptic feedback to users. The computing device 108 may be connected to the HMD 110 and the
controller through cables or wireless connections. The computing device 108 may control the
HMD 110 and the controller to provide the augmented reality content to and receive inputs from
users. The computing device 108 may be a standalone host computer device, an on-board
computer device integrated with the HMD 110, a mobile device, or any other hardware platform
capable of providing artificial reality content to and receiving inputs from users.
[0030] In some embodiments, the augmented-reality system 100 may include one or more
sensors, such as sensor 116. The sensor 116 may generate measurement signals in response to
motion of the augmented-reality system 100 and may be located on substantially any portion of
the frame 112. The sensor 116 may represent a position sensor, an inertial measurement unit
(IMU), a depth camera assembly, or any combination thereof. In some embodiments, the
augmented-reality system 100 may or may not include the sensor 116 or may include more than
one sensor. In embodiments in which the sensor 116 includes an IMU, the IMU may generate
calibration data based on measurement signals from the sensor 116. Examples of the sensor 116
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may include, without limitation, accelerometers, gyroscopes, magnetometers, other suitable types
of sensors that detect motion, sensors used for error correction of the IMU, or some combination
thereof.
[0031] In some examples, the augmented-reality system 100 may include or be connected to an
external device (e.g., a paired device). The external device may include but is not limited to
charging cases, smart watches, smart phones, wrist bands, other wearable devices, hand-held
controllers, tablet computers, laptop computers and other external compute devices, etc.
[0032] Pairing external devices with an HMD 110 may enable it to achieve the form factor of a
pair of glasses while still providing sufficient battery and computation power for expanded
capabilities. Some or all of the battery power, computational resources, and/or additional features
of the augmented reality system 100 may be provided by a paired device or shared between the
HMD 110 and paired device. This may reduce the weight, heat profile, and form factor while
still retaining desired functionality.
[0033] Artificial-reality systems may include a variety of types of visual feedback mechanisms.
For example, display devices in the augmented-reality system 600 may include one or more
liquid crystal displays (LCDs), light-emitting diode (LED) displays, organic LED (OLED)
displays and/or any other suitable type of display screen. Artificial-reality systems may include a
single display screen for both eyes or may provide a display screen for each eye, which may
allow for additional flexibility for varifocal adjustments or for correcting a user’s refractive error.
Some artificial-reality systems may also include optical subsystems having one or more lenses
(e.g., conventional concave or convex lenses, Fresnel lenses, adjustable liquid lenses, etc.)
through which a user may view a display screen.

7
Published by Technical Disclosure Commons, 2022

8

Defensive Publications Series, Art. 4828 [2022]

[0034] In addition to or instead of using display screens, some artificial reality systems may
include one or more projection systems. For example, display devices in the augmented-reality
system 100 may include projectors that project light (using, e.g., a waveguide) into display
devices, such as clear combiner lenses that allow ambient light to pass through. The display
devices may refract the projected light toward a user’s pupil and may enable a user to
simultaneously view both artificial reality content and the real world. Artificial reality systems
may also be configured with any other suitable type or form of image projection system.
[0035] Artificial-reality systems may also include various types of computer vision components
and subsystems. For example, the augmented-reality system 600 may include one or more
optical sensors, such as two-dimensional (2D) or 3D cameras, time-of-flight depth sensors,
single-beam or sweeping laser rangefinders, 3D LiDAR sensors, and/or any other suitable type
or form of optical sensor. An artificial-reality system may process data from one or more of these
sensors to identify a location of a user, to map the real world, to provide a user with context
about real-world surroundings, and/or to perform a variety of other functions.
[0036] Figure 1B is a block diagram of an exemplary hardware/software architecture of a user
equipment (UE) 30. In an embodiment, UE 30 may be an augmented reality system. UE 30 may
also be an HMD of an augmented reality system. Hardware described in UE 30 below may also
be present in HMD 110 and vice-versa.
[0037] As shown in Figure 1B, the UE 30 may include a processor 32, non-removable memory
44, removable memory 46, a speaker/microphone 38, a keypad 40, a camera 54, a
display/touchpad/indicators 42, a power source 48, a global positioning system (GPS) chipset 50,
and other peripherals 52. The UE 30 may also include communication circuitry, such as a
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transceiver 34 and a transmit/receive element 36. It will be appreciated the UE 30 may include
any sub-combination of the foregoing elements while remaining consistent with an embodiment.
[0038] The processor 32 may be a general purpose processor, a special purpose processor, a
digital signal processor (DSP), a plurality of microprocessors, one or more microprocessors in
association with a DSP core, a controller, a microcontroller, Application Specific Integrated
Circuits (ASICs), Field Programmable Gate Array (FPGAs) circuits, any other type of integrated
circuit (IC), a state machine, and the like. In general, the processor 32 may execute computerexecutable instructions stored in the memory (e.g., memory 44 and/or memory 46) of the node
30 in order to perform the various required functions of the node. For example, the processor 32
may perform signal coding, data processing, power control, input/output processing, and/or any
other functionality that enables the node 30 to operate in a wireless or wired environment. The
processor 32 may run application-layer programs (e.g., browsers) and/or radio access-layer
(RAN) programs and/or other communications programs. The processor 32 may also perform
security operations such as authentication, security key agreement, and/or cryptographic
operations, such as at the access-layer and/or application layer for example.
[0039] The processor 32 is coupled to its communication circuitry (e.g., transceiver 34 and
transmit/receive element 36). The processor 32, through the execution of computer executable
instructions, may control the communication circuitry in order to cause the node 30 to
communicate with other nodes via the network to which it is connected.
[0040] The transmit/receive element 36 may be configured to transmit signals to, or receive
signals from, other nodes or networking equipment. For example, in an embodiment, the
transmit/receive element 36 may be an antenna configured to transmit and/or receive radio
frequency (RF) signals. The transmit/receive element 36 may support various networks and air
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interfaces, such as wireless local area network (WLAN), wireless personal area network
(WPAN), cellular, and the like. In yet another embodiment, the transmit/receive element 36 may
be configured to transmit and receive both RF and light signals. It will be appreciated that the
transmit/receive element 36 may be configured to transmit and/or receive any combination of
wireless or wired signals.
[0041] The transceiver 34 may be configured to modulate the signals that are to be transmitted
by the transmit/receive element 36 and to demodulate the signals that are received by the
transmit/receive element 36. As noted above, the node 30 may have multi-mode capabilities.
Thus, the transceiver 34 may include multiple transceivers for enabling the node 30 to
communicate via multiple radio access technologies (RATs), such as universal terrestrial radio
access (UTRA) and Institute of Electrical and Electronics Engineers (IEEE 802.11), for example.
[0042] The processor 32 may access information from, and store data in, any type of suitable
memory, such as the non-removable memory 44 and/or the removable memory 46. For example,
the processor 32 may store session context in its memory, as described above. The nonremovable memory 44 may include RAM, ROM, a hard disk, or any other type of memory
storage device. The removable memory 46 may include a subscriber identity module (SIM)
card, a memory stick, a secure digital (SD) memory card, and the like. In other embodiments,
the processor 32 may access information from, and store data in, memory that is not physically
located on the node 30, such as on a server or a home computer.
[0043] The processor 32 may receive power from the power source 48 and may be configured to
distribute and/or control the power to the other components in the node 30. The power source 48
may be any suitable device for powering the node 30. For example, the power source 48 may
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include one or more dry cell batteries (e.g., nickel-cadmium (NiCd), nickel-zinc (NiZn), nickel
metal hydride (NiMH), lithium-ion (Li-ion), etc.), solar cells, fuel cells, and the like.
[0044] The processor 32 may also be coupled to the GPS chipset 50, which may be configured to
provide location information (e.g., longitude and latitude) regarding the current location of the
node 30. It will be appreciated that the node 30 may acquire location information by way of any
suitable location-determination method while remaining consistent with an exemplary
embodiment.
[0045] Figure 2 is a block diagram of an exemplary computing system 200. In an embodiment,
computing system 200 may be a detailed representation of computer 108. In another
embodiment, computing system 200 may be used to implement components of UE 30. The
computing system 200 may comprise a computer or server and may be controlled primarily by
computer readable instructions, which may be in the form of software, wherever, or by whatever
means such software is stored or accessed. Such computer readable instructions may be
executed within a processor, such as central processing unit (CPU) 91, to cause computing
system 200 to operate.
[0046] Memories coupled to system bus 80 include RAM 82 and ROM 93. Such memories may
include circuitry that allows information to be stored and retrieved. ROMs 93 generally contain
stored data that cannot easily be modified. Data stored in RAM 82 may be read or changed by
CPU 91 or other hardware devices. Access to RAM 82 and/or ROM 93 may be controlled by
memory controller 92. Memory controller 92 may provide an address translation function that
translates virtual addresses into physical addresses as instructions are executed. Memory
controller 92 may also provide a memory protection function that isolates processes within the
system and isolates system processes from user processes. Thus, a program running in a first
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mode may access only memory mapped by its own process virtual address space; it cannot
access memory within another process’s virtual address space unless memory sharing between
the processes has been set up.
[0047] In addition, computing system 200 may contain peripherals controller 83 responsible for
communicating instructions from CPU 91 to peripherals, such as printer 94, keyboard 84, mouse
95, and disk drive 85.
[0048] Display 86, which is controlled by display controller 96, is used to display visual output
generated by computing system 200. Such visual output may include text, graphics, animated
graphics, and video. Display 86 may be implemented with a cathode-ray tube (CRT)-based
video display, a liquid-crystal display (LCD)-based flat-panel display, gas plasma-based flatpanel display, or a touch-panel. Display controller 96 includes electronic components required
to generate a video signal that is sent to display 86.
[0049] Further, computing system 200 may contain communication circuitry, such as for
example a network adaptor 97, that may be used to connect computing system 200 to an external
communications network, such as network 12, to enable the computing system 200 to
communicate with other equipment in the network.
[0050] Figure 3 illustrates a prediction database 300 employed by a software application (e.g.,
algorithm). The predication database 300 may be hosted on a remote server in communication
with the augmented reality system 100, UE 30 and/or computing system 200. The prediction
database 300 may include a machine learning model 310 and a database including training data
320. The training data 320 employed by the machine learning model 310 may be fixed or
updated periodically. Alternatively, the training data 320 may be updated in real-time based upon
the evaluations performed by the machine learning model 310 in a non-training mode. This is

12
https://www.tdcommons.org/dpubs_series/4828

13

et al.: Vision Improvement Via Artificial Reality Systems

illustrated by the double-sided arrow connecting the machine learning model 310 and stored
training data 320.
[0051] In an embodiment, the training data 320 may include attributes of thousands of objects.
For example, objects may include food, furniture, items, living creature, etc. present in homes or
an environment. Attributes may include but are not limited to the color, size, shape, text, patterns
of the object.
[0052] In operation, the machine learning model 310 may evaluate attributes of images/videos
obtained by hardware of the HMD 110 or UE 30. Namely, camera 54 may detect and capture an
image/video of an object in an environment. The object may be one of many objects present in
the environment.
[0053] The attributes of the captured image are then compared with respective attributes of
stored training data 320 to determine a match. The likelihood of similarity between each of the
obtained attributes and the training data 320.
Calibration
[0054] According to one or more aspects of the application, calibration may be performed prior
to operation of the system. Calibration may involve one or more steps. Namely, calibration may
involve receiving inputs from a user regarding preferences. For example, the preferences may
include and is not limited to information about a particular eye deficiency, in each respective
eye, and the manner of presenting visual content to the user by a system. For example, if the eye
deficiency involves colorblindness, the system may obtain inputs about the type of
colorblindness, e.g., red, green and/or blue, in each respective eye. In another example, if the eye
deficiency includes vision loss in a FOV, the system may obtain inputs about the location and/or
magnitude of the vision loss in each respective eye.
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[0055] In an example of the calibration process, users may select a standard profile based on a
protanope, deuteranope, or tritanope. The standard profile may also be adjusted by a user to meet
specific requirements. In an exemplary embodiment during calibration, the user may continue to
adjust a color receptor until they are able to differentiate one color from another.
[0056] In another embodiment, calibration may involve receiving a selection from a user to
modify one or more standard profiles. For instance, a standard deuteranomaly profile may be
modified based upon severity of the deficiency. In an alternative embodiment, calibration may
involve receiving a selection to adjust a standard setting, e.g., out of the box setting. Here, inputs
may be received from a user to adjust settings until objects in a FOV can be distinguished from
one another.
[0057] In yet another embodiment, calibration may involve inputting a user’s device settings
from one or more other devices. In an alternative embodiment, calibration may automatically
occur upon recognizing a user associated with devices in a network.
Pattern Remapping
[0058] According to an aspect of the application, a system may include hands-free, augmented
reality technology capable of recognizing, differentiating and presenting objects in a FOV
through a display. The presented object may be based upon a calibration step associated with a
user’s vision deficiency. In an embodiment, presentation of objects may be based on color
detection and/or object detection.
[0059] In an embodiment, the system may overlay rendered patterns that map to different colors
dependent or independent of objects. For instance, polka dots of a predetermined color may be
employed to represent any color green in a FOV, or alternatively may represent a green object in
the FOV such as a green apple, e.g., granny smith apple. In another example, stripes of a
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predetermined color may be employed to represent any color red in a FOV, or alternatively may
represent a red object in the FOV such as a red apple, e.g., McIntosh. In yet another example, an
object in a FOV may be represented by more than one pattern as needed by the system to
differentiate the object from other objects, e.g., a honey crisp apple having both red and green
color may be represented by polka dots and stripes.
[0060] In another embodiment, the system may outline an object located in a FOV. The outline
of the object may be any color. In an exemplary embodiment, the color used for outlining the
object may depend upon the patterns overlayed on other objects in the FOV. The outline may be
representative of a particular color. For example, the color yellow may appear as an outline
around an object including a predominantly yellow color, e.g., a banana.
[0061] In an embodiment, labels may be used in conjunction with patterns. Labels may be
removed upon completion of a learning phase. Alternatively, the labels may be removed after a
predetermined period of time.
[0062] In yet even another embodiment, the system may be configured to update the mapping
step of objects located in a FOV on a periodic basis or on-demand. Alternatively, the mapping
step may remain static as long as the present scene in the FOV remains unchanged. In an
exemplary embodiment, the mapping step may remain static so long as one or more objects
classified as important, e.g., versus less important, remains in the FOV. The classification of
objects may be provided by a user or may be preselected by the system.
[0063] According to an exemplary embodiment, Figures 4A-E illustrate mapping patterns to
particular objects and/or colors in a FOV. In Figures 4A-C, three apples are shown. Going
clockwise starting from the lower left of the images, the apples are green, yellow and red,
respectively. Figure 4A shows how the apples may look to a person with deuteranopia. As shown
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in Figure 4A one of the three apples includes lines overlaid upon the particular apple. Here, the
lines may be indicative of the color red and/or a red colored apple. Figure 4B shows how the
apples may look to a person with normal vision. As shown in Figure 4B, one of the three apples
may include a label, such as for example, text, overlaid upon the particular apple. Here, the label
may be indicative of the color green. Figure 4C shows how the apples may look to a person with
tritanopia. As shown in Figure 4C, one of the three apples may include polka dots overlaid upon
the particular apple. Here, the polka dots may be indicative of the color green or possibly a shade
of green.
[0064] According to another exemplary embodiment, Figures 4D-4E illustrate a FOV including
green beans and carrots. Each of Figures 4D and 4E may be based upon a condition of
protanopia. Specifically, Figure 4D depicts green beans and carrots exhibiting a single color.
Figure 4E depicts a daltonized view of Figure 4D exhibiting plural colors. Namely, the carrots
may appear in a different color or pattern that allows a protanope to distinguish the carrots from
the green beans.
[0065] According to another embodiment of this aspect, a method is described for pattern
mapping objects in a FOV based on color and object type. The method may be deployed via a
system including a camera, display, non-transitory memory, and processor. In an embodiment,
the camera and display may be form part of a head-mounted display (HMD). In an exemplary
embodiment as illustrated in Figure 5, a set of executable instructions (or an algorithm) 500 may
be executed by the processor. The set of executable instructions may include a step of capturing,
via the camera, an object in an environment (Step 502).
[0066] The set of executable instructions may also include a step of determining a color of the
captured object (Step 504). In an embodiment, the captured object may include plural colors.
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[0067] The set of executable instructions may also include a step of displaying a representation
of the determined color of the object from a predetermined list (Step 506). In an embodiment, the
representation may be selected from a group of options. The options may include lines, dots,
shapes, outlines and combinations thereof.
[0068] The set of executable instructions may further include overlaying the selected
representation on the captured object (Step 508). Yet further, the set of executable instruction
may include presenting the overlayed representation on the display (Step 510).
[0069] In another embodiment, the set of executable instructions may include determining the
object in the environment from among plural objects from a predetermined list.
Color Stimulation
[0070] According to another aspect of the application, the technology described herein may be
used to stimulate one or more sets of cone cells, e.g., cones, in the retinas of eyes. Cones are
photoreceptor cells which respond differently to varying wavelengths of light. As a result, cones
are primarily responsible for color vision. The technology described here may be employed in
one or more of the systems described above with respect to other aspects in the application. That
is, the system may be include a camera, display, processor and non-transitory memory. In an
exemplary embodiment of this aspect, the system may also employ narrowband light sources to
aide in stimulating deficient cones. Examples of narrowband light sources may include lasers and
SLEDs (super luminescent light emitting diodes). By so doing, users of the system may be able
to differentiate between colors that would appear indistinguishable using broadband light
sources. The system may instead employ broadband light sources, allowing users of the system
to differentiate between colors through brightness contrast.
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[0071] Non-anomalous vision corresponds to cones with the following properties: Blue cones
exhibit a maximum wavelength at about 420 nm. Green cones exhibit a maximum wavelength at
about 530 nm. Red cones exhibit a maximum efficiency at about 560 nm. As generally
understood, green and red cone spectra may be closer together for a partially red-green
colorblind person. For a fully red-green colorblind person, the red and green spectra would
entirely overlap, or alternatively, one cone type – either green or red - would be missing. Similar
principles apply for blue-green and blue-red spectra.
[0072] According to an embodiment of this aspect, the system may maintain a look-up table for
each user operating the system based upon the calibration. The look-up table may include
calibrated data as described above in one or more aspects. In an embodiment, the look-up table
may represent labeled or annotated data associated with one or more users of the system. In an
alternative embodiment, a transfer function or the like may be maintained for each user to
compare against a captured image in a FOV to project an appropriate amount of light for an
object in the FOV.
[0073] According to an embodiment, super stimulation may be performed via broadband light
sources, narrowband light sources, or both. By using a broadband display to super stimulate the
user’s eyes, it may be able to differentiate objects through adjusted brightness of the perceived
colors. For example, in the instance of a red bell pepper and a green bell pepper, the proposed
techniques employed by a system with a broadband display may make one of the peppers look
brighter than the other to realize a difference between them. As shown in the exemplary
illustrations in Figures 6A-6E, a broadband light source may be used to make certain colors look
brighter. Namely, after capturing an image in a FOV via a camera (Figure 6A), the image may be
processed by the system’s processor (Figure 6B). Here, the view may be normal. Based upon
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calibration and/or accessing the look-up table, the processor may assess a color discrepancy as
depicted in Figure 6C, e.g., milder deuteranopia. The processor may consider stimulating one or
more colors in the FOV as depicted in Figure 6D. Here the green peppers may appear super
saturated. As shown in Figure 6E, the processor assessed the color deficiency to be deuteranopia
and super saturated the image. In so doing, the color of the green peppers may appear different
from the red peppers.
[0074] According to an alternative embodiment, the system may employ a narrowband display
to redraw the bell peppers. By using a narrowband display in the system, it may be possible for
the green and red peppers to look slightly green or slightly red.
[0075] Overlays may be useful in insufficient light, heat and night vision applications. Figure 6F
illustrates a normal FOV in low light. Figure 6G illustrates a FOV in low light where objects
may be overlayed by depth lines.
[0076] In an embodiment employing heat vision, infrared light detection or machine learning
algorithms may be used to understand the context of an environment. This may include, for
example, a person turning off a stove. The system may be able to identify and visualize hot spots
in a FOV that may cause harm to users. Figure 7A illustrates a normal view and Figure 7B
illustrates an infrared overlay depicting a hot stove.
[0077] In even another embodiment employing night vision, places that may already have been
scanned during the day may be used to create a replica environment in the dark. In so doing,
night vision may be possible with no light to see the real environment. In an exemplary
embodiment, the environment via night vision may be presented with appropriate lighting to the
user. Assuming any variables within the space remain the same, the user may navigate the dark
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physical space by viewing a replica of that same space. Figure 7C illustrates a real world view
and Figure 7D illustrates a night vision view.
[0078] According to another embodiment of this aspect, the system may detect a color in a FOV
exhibiting a certain amount of light in the spectrum. The detected color may be located in a lookup-table specific to a user. Next, the system may compare the detected color with the value
located in the look-up table. If a deficiency is determined by the system, one or more cones may
need to be stimulated. By so doing, it may be possible for the user to see the detected color.
[0079] According to yet another embodiment of this aspect, a method is described for adjusting
color in view of deficient cones. The method may be deployed via a system including a camera,
display, non-transitory memory, and processor. In an embodiment, the camera and display may
form part of a head-mounted display (HMD). In an exemplary embodiment as illustrated in
Figure 8, a set of executable instructions (or an algorithm) 800 may be executed by the
processor. The set of executable instructions may include a step of capturing, via the camera, an
object in an environment (Step 802). In an embodiment, the captured object may include plural
colors.
[0080] The set of executable instructions may also include a step of selecting a wavelength
associated with the determined color of the captured object (Step 804). The set of executable
instructions may also include a step of obtaining data of a color deficiency of a user for the
captured object (Step 806). In an embodiment, the color deficiency is based upon a
predetermined list of profiles.
[0081] The set of executable instructions may further include calculating a variance between the
color deficiency and the determined color of the captured object (Step 808). The set of
executable instructions may further include compensating for the variance (Step 810). In an
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embodiment, the compensation may include modifying a ratio of another color in regard to the
determined color.
[0082] Yet further, the set of executable instruction may include presenting the compensation
over the captured object on the display (Step 812).
[0083] In another embodiment, the set of executable instruction may include receiving, via the
user, feedback the captured object is brighter than other objects in the environment or meets a
threshold value of the determined color.
[0084] In even another embodiment, the set of executable instruction may include determining
whether the type of the captured object is visible to the user based upon the color deficiency. In
an embodiment, the compensation and presentation may depend upon the type of the captured
object.
Spatial Guidance
[0085] According to another embodiment, the technology described in the application may be
deployed to assist users navigating environments. Assistance may aide users in view of mobility,
cognitive or other issues. In an exemplary embodiment, the system may assist users with tracking
past movements and storing path information. In so doing, the system may alert users in realtime when straying from a recognized path.
[0086] According to another embodiment, the system may be able to aid users in retrieving
predetermined objects or being guided to a person in an environment. For instance, the system
may be able to receive instructions from users, such as for example, “take me to my
medications,” “find my nurse,” or “find grandma.” Based upon previously received and stored
data about the user, the system may be able to provide guidance.
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[0087] According to yet even another embodiment, the system may help provide additional
safety to a user in an environment. For instance, the system may be configured to sese location
within the environment and areas considered out of bounds. This may be helpful for users who
wander off or are unaware of a potentially unsafe area within an environment. In an exemplary
embodiment, a static region may be defined around a user. In this example, an alarm may be
triggered if and when the user exits the static region, or alternatively, if anything enters the
region. In another exemplary embodiment, a body-locked region may be defined around a user.
Here, an alarm may be triggered if and when anything enters within a defined range of the user.
This may be helpful to avoid bumping into objects. In even another exemplary embodiment, a
safe path may be illustrated via the system to a user. The safe path may avoid certain obstacles
deemed difficult for users. This may include a path unacceptable for an assisted device. This may
also include a path unacceptable in view of a user’s physical limitations.
[0088] According to yet even another embodiment, the system may be employed to alert users
with vision deficiencies of dangers in their FOV. For example, people suffering from macular
degeneration may experience the central portion of their vision being blurred or completely
missing. This is illustrated in Figure 9A. Meanwhile, people suffering from peripheral vision loss
(PVL), may experience blurred or no vision in the outer region of their FOV. This is illustrated
in Figures 9B and 9C.
[0089] In an exemplary embodiment, the system may be configured to recreate the environment
of the user to depict missing regions in their FOV. In an exemplary embodiment, color and depth
cameras may be employed to provide a 3D representation of an environment. Additionally,
tracking cameras may be employed in the system to regenerate and align with the user’s real
world. The system may also be configured to produce a digital copy of the real world, or use an
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up-to-date photo, in order to manipulate the visuals and present objects or areas in the user’s
working range of vision.
[0090] The process of displaying a replica to a user may be represented by one or more of the
images depicted in Figures 10A-H. The standard view of the user may be depicted in Figure
10A. The system may employ one or more cameras to capture an environment and create a
replica. In Figures 10B-C, the replica is shown as offset from the real world for illustrative
purposes only, as to the user it would appear overlaid over and aligned with the real world. In
certain embodiments, due to the nature of augmented reality, the replica will likely appear
partially see-through, the extent of which would be determined by the brightness of the
environment and the brightness of the augmented reality display.
[0091] The real-world environment may also be dimmed as shown in Figures 10D-F. Dimming
of the real-world environment is envisaged to occur before, during and/or after manipulation of
the replica according to an embodiment. During dimming, the replica may be rotated or
translated as shown in Figures 10D-F. Namely, rotation to the right and/or left, respectively, by a
predetermined distance is depicted in Figures 10D-E. It is envisaged that rotation in an
embodiment may just involve rotation to the right (Figure 10D), and in another embodiment just
involve rotation to the left (Figure 10E). In some instances, multiple rotations and/or translations
may occur in sequence to offer an improved overview of what is outside the user’s vision. For
example, looking to either side of the center of their vision, as you would when crossing the
street or arranging objects. In an embodiment, the manipulation may be caused by a
predetermined rotation of a spherical representation where the user is the axis of rotation. The
manipulation may be a translation of a flat representation of the environment. Dimming the real
world would reduce conflicting imagery between the replica and the real world as the replica
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rotation or translation occurs. Figure 10F shows a return of the replica to its original rotation and
translation before dimming is deactivated.
[0092] Subsequently, after dimming is deactivated, the real world is now visible to the user
again. Figure 10G shows the replica as offset from the real world for illustrative purposes only,
as to the user it would appear overlaid over and aligned with the real world. Figure 10H may
represent the standard view after the replica is removed similar to Figure 10A.
[0093] In an alternative embodiment to rotation, the replica of the standard user view may be
configured by way of a warping process. Here, the replica of the standard view may continuously
be warped so that a user’s missing region of vision may be made visible. In an example directed
to macular degeneration, a warp of the area around a target may be performed in order to make it
visible to a user. In another example directed to PVL, the same approach may be implemented
but with a warp toward the center where the user can see.
[0094] An exemplary embodiment of the warping process may be depicted in Figures 11A-C.
Namely, the system may be configured to deform a 2D representation of the standard view
according to an embodiment. The replica may be depicted in Figure 11A. The standard view may
be depicted in Figure 11B. The warped view may be depicted in Figure 11C. The warped view
depicted in Figure 11C affords users the ability to view occluded objects, such as for example a
plastic crate, in the hole depicted Figure 11B.
[0095] In an embodiment, the 2D representation may be in the form of a grid and capable of
manipulation via rotating, squeezing, pushing and/or pulling.
[0096] Depending on predefined settings and the user’s known missing region information, the
amount of manipulation via warping may be determined. In so doing, the warped view, e.g.,
replica, may depict the occluded area in the standard view in a manner visible and discernible to
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the user. In other embodiments, the system may be configured to warp a 360 degree view or
photo by one or more of the above-mentioned techniques.
[0097] In yet even another embodiment, the system may be configured to dim a real-world
environment instead of performing rotation, squeezing, pushing or pulling of a representation of
the standard view. Alternatively, the system may be configured to brighten a real-world view
instead of performing rotation, squeezing, pushing or pulling of a representation of the standard
view.
[0098] According to yet another aspect, a method of performing spatial manipulation is
described. The method may be deployed via a system that may include a camera, a lens including
a display, and a non-transitory memory operably coupled to the camera and display. The nontransitory memory may include a set of instructions. The system may also include a processor
operably coupled to the non-transitory memory, camera and display. The processor may be
configured to execute a set of instructions (or an algorithm) 1200 as depicted in Figure 12. One
of the instructions may include capturing, via the camera, a three-dimensional (3D)
representation of an environment including first and second regions in a non-obstructed state
(1202). Another one of the instructions may include creating a replica of the 3D representation of
the environment (1204). Yet another one of the instructions may include receiving, via a user
based on a FOV of the environment, feedback of an obstruction in the first region (1206). Yet
even another one of the instructions may include determining in view of the feedback, the second
region in the FOV is non-obstructed and capable of depicting the non-obstructed state of the first
region based upon the replica (1208). A further one of the instructions may include dynamically
presenting to the user, in view of the determination, the non-obstructed state of the first region
based on the replica in the second region of the FOV (1210).
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[0099] In an embodiment of this aspect directed to PVL, the processor may be further configured
to execute the instructions including capturing a third region in a non-obstructed and creating a
replica thereof. The processor may also be configured to execute the instructions of dynamically
presenting the non-obstructed state of the third region based on the created replica in a nonobstructed region of user’s FOV.
[00100]

In even another embodiment of this aspect, the camera may include an RGB

camera and depth camera. In yet another embodiment, the shifting instruction may include
rotation of the 3D view.
[00101]

According to yet even another aspect of the application, a method of performing

spatial manipulation is described. The method may be deployed via a system that may include a
camera, a lens including a display, and a non-transitory memory operably coupled to the camera
and display. The non-transitory memory may include a set of instructions. The system may also
include a processor operably coupled to the non-transitory memory, camera and display. The
processor may be configured to execute a set of instructions (or an algorithm) 1300 as depicted
in Figure 13. One of the instructions may include capturing, via the camera, a three-dimensional
(3D) view of an environment (1302). Another one of the instructions may include creating a
replica of the 3D view (1304). Yet even another one of the instructions may include receiving,
via the user, feedback of an obstructed region of the environment (1306). Yet a further one of
the instructions may include deforming the obstructed region of the environment via a twodimensional (2D) warp based upon the replica of the 3D view (1308). Yet even a further one of
the instructions may include dynamically presenting the replica based on the 2D warp to the user
(1310).
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[00102]

According to yet a further aspect, a method of performing spatial manipulation is

described. The method may be deployed via a system that may include a camera, a lens including
a display, and a non-transitory memory operably coupled to the camera and display. The nontransitory memory may include a set of instructions. The system may also include a processor
operably coupled to the non-transitory memory, camera and display. The processor may be
configured to execute a set of instructions (or an algorithm) 1400 as depicted in Figure 14. One
of the instructions may include capturing, via the camera, a three-dimensional (3D) view of an
environment including plural regions (1402). Another one of the instructions may include
creating a replica of the 3D view (1404). Even another one of the instructions may include
receiving, via the user, feedback of a dim region of the environment (1406). A further one of the
instructions may include determining an amount of light to brighten the dim region of the
environment (1408). Yet a further one of the instructions may include dynamically presenting the
replica with a brightened view of the dim region of the environment based on determination
(1410).
[00103]

While the systems and methods have been described in terms of what are

presently considered to be specific aspects, the application need not be limited to the disclosed
aspects. It is intended to cover various modifications and similar arrangements included within
the spirit and scope of the claims, the scope of which should be accorded the broadest
interpretation so as to encompass all such modifications and similar structures. The present
disclosure includes any and all aspects of the following claims.
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WHAT IS CLAIMED IS:
1. A system comprising:
a camera;
a display;
a non-transitory memory operably coupled to the camera and display, where the nontransitory memory includes a set of instructions; and
a processor operably coupled to the non-transitory memory, camera and lens, where the
processor is configured to execute the set of instructions of:
capturing, via the camera, an object in an environment;
determining a color of the captured object;
displaying a representation of the determined color of the object from a
predetermined list;
overlaying the selected representation on the captured object; and
presenting the overlayed representation on the display.
2. The system of claim 1, wherein the captured object includes plural colors.
3. The system of claim 1, wherein a type of the captured object is determined via the trained
machine learning model.
4. The system of claim 1, wherein the representation is selected from the group consisting
of lines, dots, shapes, outlines and combinations thereof.
5. The system of claim 1, wherein the processor is further configured to execute the
instructions of recognizing, using another trained machine learning model, the object in the
environment from among plural objects based upon a predetermined list.
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6. The system of claim 1, wherein the camera and display are located on a head-mounted
display.
7.

A system comprising:
a camera;
a lens including a display;
a non-transitory memory operably coupled to the camera and display, where the non-

transitory memory includes a set of instructions; and
a processor operably coupled to the non-transitory memory, camera and display, where
the processor is configured to execute the set of instructions including:
capturing, via the camera, an object in an environment;
determining a color of the captured object;
selecting a wavelength associated with the determined color of the captured object
from predetermined list;
obtaining data of a color deficiency of a user for the captured object;
calculating a variance between the color deficiency and the determined color of
the captured object;
compensating for the variance; and
presenting the compensation over the captured object on the display.
8.

The system of claim 7, wherein a narrowband light source is employed in the presenting
step to display the additional amount of the determined color.

9.

The system of claim 7, wherein the color deficiency is based upon a calibrated,

predetermined or customized list of profiles.

29
Published by Technical Disclosure Commons, 2022

30

Defensive Publications Series, Art. 4828 [2022]

10. The system of claim 7, wherein the processor is further configured to execute the set of
instructions including receiving, via the user, feedback the captured object is brighter than
other objects in the environment or meets a threshold value of the determined color.
11. The system of claim 7, wherein a type of the captured object is determined via the
trained machine learning model.
12. The system of claim 7, wherein the compensation and presentation depends upon the
type of the captured object.
13.

A system comprising:
a camera;
a lens including a display;
a non-transitory memory operably coupled to the camera and display, where the non-

transitory memory includes a set of instructions; and
a processor operably coupled to the non-transitory memory, camera and display, where
the processor is configured to execute the set of instructions including:
capturing, via the camera, a three-dimensional (3D) representation of an
environment including first and second regions in a non-obstructed state;
creating a replica of the 3D representation of the environment;
receiving, via a user based on a field of view (FOV) of the environment, feedback
of an obstruction in the first region
determining, in view of the feedback, the second region in the FOV is nonobstructed and capable of depicting the non-obstructed state of the first region based on the
created replica; and
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dynamically presenting, in view of the determination to the user, the nonobstructed state of the first region based on the replica in the second region of the field of
view.
14.

The system of claim 13, wherein the camera includes an RGB camera and depth

camera.
15.

A system comprising:
a camera;
a lens including a display;
a non-transitory memory operably coupled to the camera and display, where the non-

transitory memory includes a set of instructions; and
a processor operably coupled to the non-transitory memory, camera and display, where
the processor is configured to execute the set of instructions including:
capturing, via the camera, a three-dimensional (3D) view of an environment
including plural regions;
creating a replica of the 3D view;
receiving, via a user, feedback of an obstructed region of the environment;
deforming the obstructed region via a two-dimensional (2D) warp based upon the
replica of the 3D view; and
dynamically presenting the replica based on the 2D warp to the user.
16.

A system comprising:

a camera;
a lens including a display;
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a non-transitory memory operably coupled to the camera and display, where the nontransitory memory includes a set of instructions; and
a processor operably coupled to the non-transitory memory, camera and display, where
the processor is configured to execute the set of instructions including:
capturing, via the camera, a three-dimensional (3D) view of an environment
including plural regions;
creating a replica of the 3D view;
receiving, via a user, feedback of a dim region of the environment;
determining an amount of light to brighten the dim region of the environment; and
dynamically presenting the replica with the determined amount of light to
brighten the dim region of the environment.
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ABSTRACT
The present application is at least directed to a method for pattern mapping objects in a
FOV based on color and object type. The method may include a step of capturing an object in an
environment. The method may also include a step of determining a color of the captured object.
The method may also include a step of displaying a representation of the determined color of the
object. The method may further include overlaying the selected representation on the captured
object. Yet further, the method may include presenting the overlayed representation on the
display.
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Figure 12

Dynamically presenting, in view of the determination to the user, the nonobstructed state of the first region based on the replica in the second region of
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Figure 13

Dynamically presenting the replica based on the 2D warp to the user.
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Figure 14

Dynamically presenting the replica with a brightened view of the dim region of
the environment based on the determination.
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