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1.1 Land-Atmosphere Interactions 
 
The land surface is the lower boundary condition for the atmosphere, providing a 
source of energy, momentum, and mass of important tropospheric constituents.  The 
transfer of these exchange variables is referred to as fluxes, or the quantity of energy, 
momentum or mass per unit area per time.  Similarly, the atmosphere communicates 
these quantities back to the land surface.  As the atmosphere transfers energy, 
momentum, and mass to the land surface, land surface fluxes change and respond.  This 
constant communication and modification of fluxes between the atmosphere and land is 
defined as land-atmosphere coupling.  When the coupling between the land and 
atmosphere is amplified (or dampened) by perturbations in either component, this is 
referred to as a land-atmosphere feedback.   
Soil moisture is one quantity that plays a crucial role in the strength of land-
atmosphere coupling and is the focus of subsequent chapters.  In the remainder of the 
introduction, soil moisture is defined and its role in several land-atmosphere interactions 
is described within the climate system (Section 1.2).  There are three paradigms by which 
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land-atmosphere interactions will be discussed, including soil water cycling (soil moisture-
precipitation coupling; Section 1.3), the surface energy budget (soil moisture-temperature 
coupling; Section 1.4), and biogenic emissions and tropospheric ozone (Section 1.5).  
Section 1.6 describes the use of regional climate modeling in simulating these interactions 
and Section 1.7 outlines the remainder of the thesis. 
 
 
1.2 The land surface and its role in the climate system 
 
1.2.1 Soil Moisture Definition 
 
Soil moisture is a critical component of land-atmosphere interactions.  The 
definition of soil moisture may vary depending on the research field and context, and 
common definitions are absolute, volumetric, and soil moisture index.  Absolute soil 
moisture content refers to the total mass of water within a specific soil layer (Equation 1.1) 




S =ΨH 2O • dz  (1.1) 
 
Here dz is the thickness of the soil layer and ΨH2O is the soil mass per unit volume. 
Volumetric soil moisture is the total volume of water contained within the total soil 












Ψ is the total mass of soil plus water per volume of soil.  Finally, because soil moisture is 
necessary for vegetation, the soil moisture index can be used.  The soil moisture index 
(SMI) defines the amount of soil water available for use by plants, where   
 
€ 





where θfc is the field capacity, θw is the wilting point, and θ is the volumetric soil moisture.  
Wilting point is the point at which plants can no longer extract water from the soil 
matrix, and field capacity is the maximum amount of soil water that can be held by the 
soil matrix.  SMI is often used to compare soil moisture across multiple soil and land 
cover types because field capacity and wilting point are functions of the soil texture and 
type.  For the remainder of this introduction, the use of the term soil moisture refers to 
absolute soil moisture (Equation 1.1). 
 
1.2.2 Importance of Soil Moisture in the Climate System 
 
The land surface and atmosphere have very different responses times with respect 
to the climate system. The atmospheric component is described by rapid fluctuations in 
typical state variables, such as temperature and water vapor, on timescales of hours to 
days.  Therefore the atmosphere may be regarded as a fast evolving reservoir with a 
“short memory” of prior events.  This is largely due to the specific heat capacity and 
density of gases that make up the atmosphere and the fast coupling between temperature 
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and water vapor.  The land component has a longer “memory” of past atmospheric 
events.  For example, when rain falls over land, the water is retained by the soil.  This 
retained moisture can then transfer information via surface fluxes back to the atmosphere 
well after the precipitation event has passed.  This makes the land surface a slowly 
evolving moisture source changing on daily to yearly timescales.  Timescales of change 
are largely determined by soil properties, vegetation/land cover type, and the proximity 
of a soil layer to the rapidly changing atmosphere.  Due to the slowly evolving nature of 
the land surface, an understanding of the soil moisture reservoir and influence on land 
surface fluxes is necessary to understand and predict the evolution of climate.  
 
1.3 Soil Water Cycling  
 
1.3.1 Historical Context and Background 
 
The ability for evaporated surface moisture to return as precipitation locally with 
minimal horizontal transport was first suggested late in the 19th century (Aughey, 1880). 
This local recycling of moisture gained further credence during the large-scale droughts 
of the 1930’s over the Great Plains, causing some policy makers to recommend installing 
open-water ponds and large plantations throughout the United States.  Although there 
were attempts to refute the local recycling claim (Holzman, 1937), it remained for over 
half a century.  McDonald (1962) addressed this claim directly and referred to it as the 
“evaporation-precipitation fallacy” pointing out that weather patterns operated on daily-
to-weekly time scales making the average residence time of water vapor far too long to be 
driven by local non-advected moisture recycling.  By the mid 20th century, it was well 
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understood within the scientific community that precipitation was driven by a lifting 
mechanism, whether instigated by moist convection or frontal passage (Manabe and 
Strickler, 1964; Arnason et al., 1968).  This encouraged a more mechanistic approach to 
understanding surface evaporation. 
At this time, new theoretical and numerical models were developed for 
evaporation.  Budyko (1956, 1974) described two separate regimes controlling 
evaporation, one controlled by soil moisture and the other by atmospheric factors.  
Conceptually, when soil moisture is sufficiently wet (greater than some critical soil 
moisture value), evaporation rate is independent of the soil moisture content or limited by 
atmospheric variables.  Once soil moisture falls below this critical soil moisture threshold, 
the soil is sufficiently dry and begins to limit the evaporation rate (e.g. soil moisture 
limited).  This construct has proven to be very useful and is still applied in describing 
evaporation regimes today (Koster et al., 2004; Seneviratne et al., 2006; Teuling et al., 
2006).   
Expanding this conceptual framework to numerical models, Manabe (1969) 
described surface evaporation in terms of a theoretical “bucket model.”  A bucket model 






= P − E;S < Scrit  
(1.4) 
 
where P is precipitation, E is evaporation, S is absolute soil moisture, and Scrit is soil 
moisture saturation.  In the bucket model, the sub-surface represents a reservoir with a 
finite amount of water that can change over time (dS/dt).  Using precipitation as the input 
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and evaporation as the output, the amount of water in the “bucket” reservoir is equal to 
precipitation minus evaporation (P – E).  When the reservoir is fully saturated (S>Scrit), 
residual rainfall is converted to surface runoff.  The application of the bucket model was 
widely used by first-generation land surface models (Sellers et al., 1997) due to its ease of 
implementation and simple theoretical framework.  
As described by Sellers et al., (1997), first generation models often used time-
constant values for important surface parameters.  Two such parameters were soil 
properties and vegetation interactions.  Soil properties control the porosity, wilting point, 
and drainage (Equation 1.4).  More specifically, different soil types (e.g. clay, silt, and 
sand) have unique structures (matrices) that bind soil water to the soil matrix with varying 
strengths (Mccuen et al., 1981; Rawls et al., 1991).  Soil water is most strongly bound to 
clayey soils and loosely bound in sandier soils.  Soils types exist across a continuum.  
Recognizing this continuum, McCuen et al., (1981) showed that a majority of soil types 
can be captured as percentages of the three mentioned classes.  These soil properties are 
inherent characteristics of the soil at a location and largely do not change over decadal 
timescales.   
Another important determinant of soil water cycling is the presence and type of 
vegetation.  During photosynthesis, as plants take in ambient CO2 through small pores 
found on the leaf’s surface (stomata) some water is lost to the atmosphere.  This water loss 
is referred to as transpiration.  The root structure of vegetation allows plants to access soil 
water that is not in direct contact with the atmosphere and bring moisture from the 
subsurface to the atmosphere to compensate for transpired water loss.  This can reduce 
the amount of soil water at deeper soil layers dramatically that otherwise would not have 
been directly influenced by rapidly evolving atmospheric phenomenon (Dirmeyer, 1994).  
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Early work on this topic demonstrated that modeled evapotranspiration was 
underestimated by a factor of two when neglecting vegetation (Deardorff, 1978).  
Deardorff (1978) also showed that vegetated canopies can shade the underlying soil 
modifying the amount of available energy at the soil surface.  Canopy shading was later 
found to be overstated in first-generation models because the vegetation layer was 
essentially nonresponsive and did not transpire (Sellers et al., 1997). 
With the concept of including an active biosphere, second-generation land surface 
models were developed in which vegetation had the ability to interact with subsurface soil 
moisture (Sellers et al., 1986; Henderson-Sellers et al., 1993).  This transpiration 
interaction is modeled by describing the leaf area and stomatal resistance of vegetation 
(Jarvis, 1976).  Jarvis (1976) demonstrates that transpiration can be considered a function 
of water vapor gradients and stomatal openness.  Although this approach was developed 
for leaf-level measurements, it was scaled to land surface model grid resolutions by 
assuming that the individual resistance of all leaves act in series (Dickinson, 1984).  In 
order to achieve this scalability stomatal resistance is divided by the leaf area index to 
achieve a canopy scale resistance factor applicable for model grid resolutions. 
 
1.3.2 Current Understanding of Soil Moisture-Precipitation 
Interactions 
 
The advent of more realistic representations of soil moisture and 
evapotranspiration spurred investigation into the coupling between soil moisture and 
precipitation. Since the early work of Holzman, Budyko, and McDonald, the concept of 
soil moisture-precipitation coupling has been refined and extensive work has been 
devoted to quantifying the pathways promoting precipitation (Atlas et al., 1993; Beljaars 
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et al., 1996; Betts et al., 1996; Findell and Eltahir, 1997; Eltahir, 1998; Fennessy and 
Shukla, 1999; Schar et al., 1999; Douville and Chauvin, 2000; Pal and Eltahir, 2003; 
Dirmeyer, 2006; Dominguez et al., 2006; Bisselink and Dolman, 2008; Zhang et al., 
2008b).  Current research suggests that there are two prominent pathways whereby soil 
moisture can affect precipitation: the direct and indirect pathways (Schar et al., 1999).  
For the direct pathway, local evapotranspiration provides the moisture for precipitation 
within the same evaporative basin.  This direct pathway is often referred to as moisture 
recycling (Schar et al., 1999).  Precipitation in the indirect pathway is derived from 
nonlocal evapotranspiration, that is, water vapor is advected to a region where soil 
moisture conditions favor rainfall.  Providing a quantitative basis for early theoretical 
rejection of local moisture recycling, several studies have shown that the indirect pathway 
is the dominant recycling mechanism (Schar et al., 1999; Zhang and Frederiksen, 2003). 
More recent investigations of soil moisture-precipitation coupling focus on 
identifying regions where the land and atmosphere are strongly coupled (Koster et al., 
2004; Seneviratne et al., 2006; Zhang et al., 2008b; Koster et al., 2010) and attempt to 
describe the underlying physical mechanisms (Teuling et al., 2006; Fischer et al., 2007b; 
Hirschi et al., 2011; Santanello et al., 2011).  There has been widespread consensus that 
regions lying between arid and wet areas, often called transition regions, tend to have the 
strongest feedbacks between soil moisture and precipitation (Koster et al., 2002; Koster et 
al., 2004; Seneviratne et al., 2006).  These regions follow the conceptual framework of 
Budyko (1956, 1974), where local evaporation is limited by soil moisture.  Examples of 
strongly coupled regions in wet-to-dry transition zones include the Great Plains and the 
Sahel in Africa (Koster et al., 2004).  The complexity of understanding soil moisture-
precipitation coupling lies in how evapotranspiration and sensible heat flux interact with 
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the boundary layer (Santanello et al., 2011).  Anomalously dry conditions may not 
necessarily correspond to less favorable convective conditions (Findell and Eltahir, 2003a, 
b).  
Past studies have focused on these soil moisture and atmosphere interactions in 
the summer, when surface evaporation and convection are greatest.  Chapter 2 explores 
and introduces the concept of soil phase-precipitation coupling in colder climates, where 
freezing and thawing of subsurface soil moisture can also feedback to atmospheric 
variables such as temperature and precipitation. 
 
1.4 Surface Energy Budget 
1.4.1 Historical Context and Background 
In addition to the surface water budget (Section 1.3 and Equation 1.4), the surface 
energy budget is another important aspect of land-atmosphere interactions.  Broadly, the 
surface energy budget describes the way energy interacts with the land surface in direct 
contact with the atmosphere and is described as: 
 
€ 
Rn = H + λE +G + ΔS  (1.5) 
where Rn is the net radiation at the surface, λE is the latent heat flux, H is the sensible 
heat flux, G is the ground heat flux, and ΔS is the surface heat storage term. The sign 
convention is positive for fluxes entering the atmosphere (emitted from the surface) and 
negative for fluxes from atmosphere to land. Net radiation is the primary input of energy 
to the system and can be regarded as an external forcing. 
Early developments of a prognostic land surface energy budget were needed to 
improve forecasts of surface temperatures and evaporation for agricultural purposes 
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(Penman, 1948; Carlslaw and Jaeger, 1959; Geiger, 1965; Monteith, 1965; Blackadar, 
1966; Corby et al., 1972; Deardorff, 1978).  Penman (1948) first considered evaporation 
over bare and vegetated surfaces as requiring two conditions:  1) enough incoming energy 
to evaporate water and 2) a process for transferring the evaporated liquid away from the 
surface (turbulent fluxes).  Combining the concepts of radiant energy evaporation and 
eddy diffusion, Penman derived a surface energy balance that used measurable quantities, 







Here E is evaporation (kg m-2 s-1), Ea is the evaporation rate for an open water surface 
using the saturation vapor pressure for air temperature (kg m-2 s-1), Δ is saturation vapor 
pressure-temperature dependency curve (Pa K-1), Rn is net surface radiation (W m-2), λe is 
one over the latent heat of vaporization (kg J-1), and γ is an empirical constant (=0.27 Pa 
K-1).  This surface energy balance unified the concepts of energy and turbulent 
evaporation providing a useful model and measurement comparison framework.  
Priestley and Taylor (1972) later improved the Penman formulation to only require the 
direct measurement of radiation.  One shortcoming of this calculation is its lack of time 
dependence.  
As forecasting temperature became necessary for numerical weather prediction 
(Corby et al., 1972), the surface energy balance required a prognostic component by 
which temperature could change with time.  Using the Penman (1948) surface energy 
construct, temperature increases over time when input energy (e.g. radiation) rises at a 
faster rate than could be removed via surface fluxes (e.g. evaporation or sensible heating).  
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The change in temperature would therefore correspond to a simple partial derivative 
formulation of the Penman equation.  To simplify the time-dependent calculations, heat 
transfer through the soil column was typically neglected in early models (Manabe et al., 
1974; Gates and Imbrie, 1975).  However, it was found that neglecting soil heat flux in 
prognostic temperature calculations produced high amplitude diurnal cycles (Deardorff, 
1978).  Deardorff (1978) found the force-restore method to be the best (Bhumralkar, 
1975) because it avoided large diurnal temperature changes.  The force-restore method 
uses two soil layers where the top layer is “forced” by incoming solar radiation and the 
lower soil layer acts as a heat reservoir and can “restore” the surface layer temperature. 
The deep soil layer temperature is generally prescribed by a climatological value, 
although studies have noted that the partitioning of surface energy was quite sensitive to 
the prescribed deep soil temperature in the force-restore method (Mihailovic et al., 1999).  
The force-restore technique was widely used in climate models for several decades until 
high performance computing allowed for more explicit calculations of multiple-layer soil 
structures that calculate soil heat conduction (Oleson et al., 2008).  A description of 
current model parameterizations is provided in the next section. 
 
1.4.2 Current Understanding of Soil Moisture-Temperature Coupling 
 
 In current versions of climate models, surface fluxes (H and λE) are calculated 
using gradients of temperature and humidity between the surface and atmosphere 
(typically at a 2 m or equivalent observation height).  These gradients are then scaled by 
the ability of heat and water vapor to be transferred across a particular flux boundary 
where the ease of transfer is called the aerodynamic resistance.  For example, the transfer 
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of heat from the surface to the boundary layer is proportional to turbulent fluxes with 
surface fluxes increasing with increasing wind speeds and surface-to-atmosphere 
gradients.  Considering a dry, bare soil surface, the water vapor gradient under these 
conditions would favor higher λE; however, as the soil dries, evaporation becomes limited 
by the amount of soil water.  This drying over time reduces the amount of latent heat flux 
and increases the amount of energy partitioned towards sensible heat.  The increase in 
sensible heat flux consequently causes a rise in near-surface temperatures.  This process is 
known as soil moisture-temperature coupling and has been the focus of an increasing 
number of studies (Fischer et al., 2007b; Fischer and Schar, 2009; Lorenz et al., 2010; 
Hirschi et al., 2011; Jaeger and Seneviratne, 2011; Zhang and Wu, 2011) due to its role 
in extreme events, such as heat waves and droughts.   
Near surface air temperature plays a key role in regional climate, as explored in 
Chapter 2.  The influence of soil moisture on climate scales may be present in long-term 
tropospheric ozone records through 1) its role in modifying near-surface temperatures 
thereby controlling chemical reaction rates, 2) its ability to influence precipitation, which 
can remove ozone precursor species through wet deposition/scavenging, 3) its control on 
emission rates of ozone precursor species emitted from vegetation, and 4) its effects on 
near-surface water vapor concentrations.  Chapters 3-5 explore the potential contribution 
of soil moisture-atmosphere interactions on naturally occurring (biogenic) ozone 
precursor emissions and tropospheric ozone.  
 
1.5 Biogenic Emissions, Air Quality and Climate 
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1.5.1 Historical Context 
 
Early work examining chemical emissions and near-surface atmospheric 
composition was motivated by its effects on human health and agriculture (Dallwigk and 
Briner, 1950; Rasmussen, 1970).  For humans, high concentrations of certain gas-phase 
pollutants, in particular ozone (O3), were found to cause eye irritation and respiratory 
issues.  From the perspective of crops, high ozone concentrations can damage the leaf 
cellular structure reducing crop yields.  
Haagen-Smit (1952) was the first to propose that the production of ozone requires 
nitrogen oxides (NOx = NO + NO2), fast reacting hydrocarbons (referred to below as RH 
representing a non-methane hydrocarbon (NMHC)), and sunlight through the following 
set of gas-phase chemical reactions: 
 
€ 
NO2 + hv →NO+O (1.7) 
 
€ 
O+O2 →O3 (1.8) 
 
€ 
O3 + NO→NO2 +O2  (1.9) 
 
€ 
RH +OH O2" → " RO2 +H2O (1.10) 
 CO+OH O2! →! HO2 +H2O  (1.11) 
 
€ 
RO2 + NO→NO2 + RO (1.12) 
 HO2 + NO→OH + NO2  (1.13) 
The reaction sequence is initiated by sunlight that photodisassociates NO2 producing 
atomic oxygen, O, which quickly reacts with molecular oxygen yielding O3 that can then 
react with NO to reproduce NO2.  These first three equations describe a null cycle, where 
ozone is not created or destroyed.  The inclusion of hydrocarbon species, RH, and carbon 
monoxide, CO, allows for the conversion of NO to NO2 (reaction 1.12 and 1.13) without 
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destroying ozone (reaction 1.9), allowing for net ozone production (e.g. reactions 1.12 and 
1.13 can outcompete reaction 1.9).  
While this reaction is frequently triggered by the presence of anthropogenic 
hydrocarbons, natural or biogenic sources of hydrocarbons can be important as well.  An 
important biogenic source of hydrocarbons to the atmosphere is isoprene (1-methyl 2,3-
butadiene; C5H8).  This was first identified existing within plant tissue, (Rhoades, 1960; 
Radtke et al., 1963) and later directly observed as an emissions source with a significant 
source (Rasmussen (1970)).  Rasmussen (1970) further demonstrated that isoprene was 
dependent on sunlight and suggested that it would behave chemically similar to tailpipe-
emitted olefins in the atmosphere.  Currently, isoprene is widely recognized as an ozone 
precursor in the presence of NOx (Chameides et al., 1988; Atkinson, 2000; Fiore et al., 
2005; Carlton and Baker, 2011) and has been measured across many regions (Lamb et 
al., 1986; Baldocchi et al., 1995; Goldstein et al., 1998; Guenther and Hills, 1998; 
Greenberg et al., 1999; Graus et al., 2006; Calfapietra et al., 2008a; Gantt et al., 2010).  
Over the past two decades, many other biogenic NMHCs have also been identified, 
including monoterpenes (Arnts et al., 1982; Rinne et al., 2002), sesquiterpenes (Helmig et 
al., 1994; Helmig et al., 2006; Helmig et al., 2007), and a broad suite of oxygenated 
species (Konig et al., 1995; Kirstine et al., 1998; Warneke et al., 1999; Tie et al., 2003; 
McKinney et al., 2011; Stavrakou et al., 2011).  While these other species are important 
for tropospheric gas and particulate phase chemistry, isoprene remains the dominant 
biogenic VOC emission and accounts for ~40% of the total annual mass of biogenic 
NMHCs globally (Guenther et al., 1995; Arneth et al., 2008).  Further, an overwhelming 
majority (>90%) of isoprene is emitted from terrestrial vegetation (Guenther et al., 1995).  
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1.5.2 Current Understanding  
 
Because isoprene is emitted from vegetation and can influence tropospheric ozone 
formation, it is of particular relevance in the climate system.  In general, broadleaf trees 
and shrubs in temperate and tropical climates are among the highest emitters (Guenther 
et al., 2006).  Some particular species that tend to have high isoprene emissions include 
Quercus (oak), Populus (poplars), and Salix (willows) (Benjamin et al., 1996; Geron et al., 
2001). Isoprene emission rates are known to depend primarily on instantaneous 
temperature (Guenther et al., 1993) and light (Sharkey et al., 1996) in the short term 
following exponential response curves.  Longer-term responses include prior day-to-week 
temperature and light (Petron et al., 2001), ambient CO2 (Heald et al., 2009; Wilkinson et 
al., 2009) and O3 (Velikova et al., 2005; Calfapietra et al., 2008b), leaf phenology (Kuhn 
et al., 2004), and soil moisture stress (Pegoraro et al., 2007; Llusia et al., 2008; Centritto et 
al., 2011).  Emissions increase under warm, sunny conditions and tend to increase 
(decrease) with higher O3 (CO2) concentrations.  
Of the environmental factors controlling isoprene emissions, soil moisture stress is 
least understood.  Observational studies of the response of isoprene emissions to drought 
and soil water stress have yielded inconsistent results.  Several leaf and ecosystem level 
measurements indicate that isoprene emissions decrease under severe soil water stress 
(Fall and Monson, 1992; Sharkey and Loreto, 1993; Brilli et al., 2007; Pegoraro et al., 
2007), however this decrease only occurs under prolonged severe soil water stress when 
photosynthesis is severely restricted.  Because isoprene is not a stored reservoir compound 
within the plant, carbon assimilation must almost completely stop before isoprene 
emissions are appreciably reduced (Brilli et al., 2007; Centritto et al., 2011).  In 
agreement with the previous studies, Warneke et al., (2010) observed a factor of two 
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reduction in isoprene emissions in Texas between a drought and non-drought year and 
attributed these changes to either soil moisture stress or lower leaf biomass (leaf area 
index; LAI).  However, Pegoraro et al., (2005) demonstrated that ecosystem level isoprene 
emissions increased during the early stages of drought followed by an emissions decline as 
drought continued, thus confounding prior studies. 
There have been large-scale efforts to model isoprene flux to the atmosphere due 
to its effects on ground-level ozone.  The two most popular models are the Model of 
Emissions of Gases and Aerosols from Nature (MEGAN) and the Biogenic Emission 
Inventory System (BEIS) (Pierce and Waldruff, 1991; Guenther et al., 1993; Guenther et 
al., 1995; Guenther et al., 1999; Guenther et al., 2006).  Both of these models rely on 
empirical relationships and use standard emissions factors, which are based on vegetation 
type and define the magnitude of standard emissions at constant atmospheric conditions.  
Standard emission factors can then be modified by meteorological or climatological data 
to develop a time series of isoprene emissions.  The main differences between these two 
models are (1) the spatial distribution and magnitude of the standard emissions factor and 
(2) the data used to derive the empirical environmental relationships.  Current studies 
show that MEGAN overestimates isoprene flux and BEIS underestimates isoprene flux as 
compared to against eddy covariance measurements of isoprene flux (Warneke et al., 
2010; Carlton and Baker, 2011).  When including a soil moisture stress term to the 
empirical relationship of MEGAN, MEGAN is shown to underestimate surface fluxes 
compared to observations (Muller et al., 2008).  Chapter 3 examines the sensitivity of the 
soil water stress parameter to MEGAN in a regional climate model and highlights its 
importance in controlling isoprene flux interannual variability (Tawfik et al., 2012). 
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1.6 Regional Climate Modeling 
 
 To better examine each of land-atmosphere feedbacks described above, 
systematic and significant model development was undertaken to upgrade a regional 
climate, RegCM, in this thesis.  Each upgrade served to expand the ability to investigate 
the particular interactions outlined above.  The improved model is compared against a 
suite of ground-base, gridded, and data assimilated products to ensure confidence in the 
model.  This section provides a brief history and description of regional climate models 
followed by a summary of model updates. 
1.6.1 Brief History 
 
 Early general circulation models (GCMs) focused on synoptic scale systems 
typically at very coarse global grids (than 4° by 4° grid areas) (Charney and Stone, 1976).  
These grids were not capable of capturing regional patterns in climate, making it difficult 
to highlight features and patterns more relevant to the regional or local scale information 
(Grotch, 1988; Rind et al., 1989).  At that time, computational limitations made 
increasing the resolution of these models impractical.  To work around this 
computational issue, Dickinson et al., (1989) and Giorgi and Bates (1989) recommended 
developing techniques to simulate climate for smaller domains focused on regions.  This 
technique is known as regional climate modeling or dynamical downscaling and uses 
GCM output as initial and lateral boundary conditions to simulate climate at a finer 
resolution for a smaller domain.  The GCM is providing the large-scale forcing and the 
regional model would be of sufficient resolution as to reproduce finer-scale features, such 
as orographic lifting for precipitation (Giorgi, 1990).  The technique of dynamical 
downscaling is still in use today, with models typically covering continental scale regions 
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and simulating climate at resolutions of 20-60 km (Gutowski et al., 2010; Giorgi et al., 
2012)   
 
1.6.2 Model Development for use in Land-Atmosphere Interactions 
 
 The regional climate model used throughout this dissertation is the Abdus Salam 
International Centre for Theoretical Physics (ICTP) Regional Climate Model (RegCM; 
(Giorgi et al., 2012)).  This model is a primitive equation, hydrostatic model and was 
originally developed with the broader research community in mind, especially those with 
limited computing resources and in developing countries.  RegCM has gone through 
several upgrades since it was first introduced by Dickinson et al., (1989).  To develop the 
model for the scientific questions presented here, several model updates were made to 
customize RegCM4. 
 Following the work of Steiner et al., (2005), the land surface model component 
was updated and included the coupling of the Community Land Model (CLM) version 
3.5 (Oleson et al., 2008) to RegCM3 (Pal et al., 2007; Tawfik and Steiner, 2011).  The 
CLM is a third-generation land surface model that replaces the Biosphere-Atmosphere 
Transfer Model (BATS), a second-generation land surface model.  A list of differences 
between BATS and CLM is summarized in Table 1.1, including the following 
components relevant to the questions of land-atmosphere interactions: 1) CLM explicitly 
solves for soil temperature whereas BATS uses the older force-restore method (see Section 
1.6.1), 2) distinguishes between sunlit and shaded components of the forest canopy, which 
is important for the calculation of isoprene emissions, and 3) CLM uses sub-grid tiling 
that allows for more than one land cover type per model grid cell. Further modifications 
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to CLM3.5 were required for high resolution RegCM simulations, including (1) the 
weighted averaging of grid cells containing ocean and land were modified, and (2) a set of 
high-resolution time-invariant land surface input fields were included to improve the 
representation of regional heterogeneity (Lawrence and Chase, 2007).  A comparison of 
RegCM-CLM with observations is provided in Chapter 2 and direct comparison of CLM 
version 3 against BATS can be found in Steiner et al., (2009). 
 
Table 1.1 Comparison between Biosphere-Atmosphere Transfer Model (BATS) and the Community Land Model 
version 3.5 (CLM3.5) 
 
 Additionally, improvements to the RegCM-CLM biogenic emissions model 






Pre-defined soil textures derived from 
landcover type
Non-adjusted Monin-Obukhov
Vegetation receives same radiation
Stomatal conductance depends on 
minimum stomatal resistance adjust-




Table 1.1:  Comparison between the Biosphere-Atmosphere Transfer Model (BATS) and the 
Community Land Model version 3.5 (CLM3.5)
CLM3.5
10 soil layers
Explicit soil temperature solution
5 snow layers including tracer layer
1 vegetation layer
Soil texture divided in percent sand, silt, 
and clay
Monin-Obukhov adjusted for free con-
vection
Canopy divided in sunlit and shaded 
fraction
Stomatal conductance depends on 
photosynthetic rates, leaf area, and 
vapor pressure
Gridcells divided in sub-grid landcover 
types (tile Mosaic method)
Land/Ocean gridcells perform weighted 
average on prognostic variables
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second standard emission factor map, 2) the influence of prior day to week temperature 
and light on isoprene emissions, and 3) a soil moisture stress factor (Guenther et al., 
2006).  The coupled RegCM-CLM with MEGAN is used in Chapter 3 to evaluate the 
influence of all modeled environmental factors on isoprene flux interannual variability 
and in Chapter 4 to explore the role of land-atmosphere coupling on isoprene and 
regional ozone formation. 
 To evaluate the effects of soil moisture-atmosphere interactions on ozone air 
quality, a gas-phase chemical mechanism, the Carbon Bond Mechanism (CBM-Z) 
adapted by Zaveri and Peters (1999), is coupled to RegCM-CLM-MEGAN.  The 
coupling of CBM-Z and RegCM-CLM-MEGAN was part of a large-scale multi-institute 
collaborative effort.  Some particular improvements include 1) direct interaction between 
MEGAN and CBM-Z allowing for direct coupling between biogenic emissions and 
chemistry, 2) addition of a new interannually varying anthropogenic emissions inventory 
(MACCity; (Lamarque et al., 2010)), 3) improved treatment of chemical tracers 
producing smoother time evolution and time step insensitivity, 4) an updated dry 
deposition scheme from CLM4 compatible with CLM3.5 (Wesely, 1989), and 4) inclusion 
of a widely-used wet deposition scheme (Horowitz et al., 2003; Emmons et al., 2010).  A 
complete description of the fully coupled regional model (RegCM-CHEM) can be found 
in Shalaby et al., (2012) and further elaboration on RegCM-CHEM components are 
presented in Chapter 5.   
 
1.7 Thesis Overview 
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The goal of this work is to explore several unexamined feedbacks between soil 
moisture and the climate system bridging the gap between regional climate analysis and 
atmospheric chemistry.  The second chapter focuses on land-atmosphere coupling in the 
United States and highlights the importance of the land surface throughout the entire 
seasonal cycle.  The third chapter determines the primary environmental variables 
driving biogenic isoprene flux interannual variability as soil moisture and temperature, 
and present a novel methodology for quantifying isoprene flux variability within models.  
Chapter four shows the effect of soil moisture and land-atmosphere coupling on ozone air 
quality using ground-based chemical observations and data assimilated environmental 
variables.  The physical processes dictating commonly observed features between ozone 
and atmospheric variables such as temperature and relative humidity are then described.  
Finally, Chapter five evaluates the capacity of coupled climate-chemistry models to 
reproduce the observed relationships between ozone and its control variables described in 
Chapter four, and identifies the inability of coupled models to reproduce the ozone 
sensitivity to temperature due to the balance between isoprene and its primary oxidant.  
The broad implications of this work for air quality managers and policy makers is detailed 





Chapter 2  
 
 




We perform two 23-year simulations using a regional climate model coupled with 
the NCAR Community Land Model version 3.5 (RegCM-CLM) to investigate land-
atmosphere coupling in the continental United States during the cold season (October-
April) and the role of soil water phase.  One simulation allows the land surface to interact 
freely (RunI) while the other simulation uses monthly climatological soil moisture (soil 
liquid plus soil ice) to represent an uncoupled land surface (RunC).   A winter land-
atmosphere coupling signal occurs slightly south of the freezing line, indicating that the 
freezing line could be regarded as temporally varying transition zone similar to the dry-
to-wet transition zone identified in prior studies during boreal summer.  Warmer soil 
temperatures in RunI translate into additional available surface energy (sum of latent and 
sensible heat) producing locally elevated moist static energy in the atmosphere. 
 Additionally, warmer temperatures and greater moist static energy increase both large-
scale (6-30% increase; March) and convective precipitation (>100% increase; April).  As a 
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result of the increased liquid precipitation during transition months, soil liquid water 
increases thereby warming winter ground and air temperatures in the interactive run and 
enhancing the potential for subsequent liquid precipitation.  While RunC includes more 
persistent soil ice than is likely present in the real land-atmosphere system, this 
precipitation-soil moisture feedback underscores the role of soil moisture phase and 
variability as an important surface parameter in the winter months. 
 
2.2 Introduction 
The land surface can be considered the lower boundary condition to the 
atmosphere, and represents a key source of energy input to the atmosphere through the 
release of sensible and latent heat fluxes.  Many variables can affect this release of energy, 
including the amount of incoming solar radiation, landcover type, soil properties, and soil 
water phase.  Across many regions, soil moisture is an important determinant in both the 
partitioning of surface energy and the magnitude of these fluxes to the atmosphere (Betts, 
2004; Dirmeyer, 2006).  This interaction between the land and atmosphere is well 
documented during summer months (Schar et al., 1999; Pal and Eltahir, 2001; Findell 
and Eltahir, 2003b), but is often regarded as too weak to be important during winter 
(Zhang et al., 2008a).  This study focuses on the impact of soil moisture and its phase on 
the seasonal evolution of the land-atmosphere feedback, with particular emphasis on the 
winter months.   We find that the presence of soil ice can trigger land-atmosphere 
feedbacks through modifications of available surface energy, moist static energy, and 
convective and large-scale precipitation. 
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Soil moisture can interact with the atmosphere on a broad range of spatial scales. 
At the local scale, evaporation can directly produce local precipitation (Schar et al., 1999).  
Additionally, moisture from remote locations can be advected into a region and amplified 
by local soil moisture, creating precipitation and an indirect interaction between the land 
surface and precipitation.  The relative importance of the direct and indirect pathways 








where ET is evapotranspiration, and IN is the moisture transported into a defined region. 
Previous studies have shown that the indirect mechanism tends to dominate over local 
precipitation recycling in most basins (Schar et al., 1999; Zhang and Frederiksen, 2003). 
In addition to spatial influences, soil moisture can affect the atmosphere through a 
continuum of temporal scales (Betts and Ball, 1995; Betts et al., 1996).  Typically, the 
concept of soil moisture “memory” on the seasonal time scale refers to the ability of soil 
moisture to provide some residual information of past atmospheric events.  This memory 
occurs because soil moisture evolves at relatively longer timescales than the overlying 
atmosphere.  For example, an increase in soil moisture can produce anomalously high 
latent heat fluxes long after a precipitation event has occurred.  Several modeling studies 
have found that springtime dry soil moisture anomalies tend to decrease summer rainfall 
(Fennessy and Shukla, 1999; Pal and Eltahir, 2001; Kim and Wang, 2007; Wu et al., 
2007b), and field measurements in the Central US confirm a similar soil moisture-
precipitation feedback (Findell and Eltahir, 1997; Eltahir, 1998).   
The relationship between land surface conditions such as soil moisture and 
atmospheric variables are often described with a parameter known as “coupling strength” 
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(Dirmeyer, 2001; Koster et al., 2002).  The coupling strength quantifies impacts of soil 
moisture anomalies on atmospheric variables (e.g., precipitation and surface air 
temperature) and describes the extent of communication between the land and the 
atmosphere.  Koster et al., (2002) examined the inter-model variability and found marked 
differences in coupling strength between four Atmospheric General Circulation Models 
(AGCMs) during boreal summer.  The Global Land-Atmosphere Coupling Experiment 
(GLACE) expanded upon this work using 12 AGCMs and identified common “hot spots” 
across models, generally located between dry and wet regions (Koster et al., 2004; Guo et 
al., 2006; Koster et al., 2006).  Observations have further emphasized the role of soil 
moisture transition zones as regions with greater land-atmosphere coupling (Zhang et al., 
2008b).  Recent studies have explored land-atmosphere coupling using regional climate 
models to determine if similar coupling regimes are present with higher spatial resolution 
models.  Using the Weather Research and Forecasting (WRF), Zhang et al., (2008a) could 
not confirm the presence of a land-atmosphere “hot spot” as identified by GLACE over 
the Southern Great Plains, and found coupled regions to be within a specific surface air 
temperature range (23°C -29°C). 
To date, the literature regarding land-atmosphere coupling has been focused on 
the feedbacks between soil moisture and atmospheric variables during boreal summer.  
This is under the presumption that soil moisture and local evaporative feedbacks would 
be less significant than synoptic scale processes in modifying temperature and 
precipitation in the winter mid-latitudes.  While synoptic systems dominate mid-latitude 
winter climates due to strong meridional temperature gradients (Sickmoller et al., 2000; 
de la Torre et al., 2008), the potential coupling between land and atmosphere could occur 
in seasons outside of boreal summer.   For example, soil water phase may have strong 
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impacts on the surface energy budget (Viterbo et al., 1999; Boone et al., 2000).  Limited 
observational studies suggest a connection between soil water phase and atmospheric 
processes, where reduced winter precipitation is found to promote soil freezing 
throughout the season when snow cover is thin (Isard and Schaetzl, 1998; Henry, 2008).   
Similar to reduced spring rainfall triggering summer drought, reduced winter 
precipitation could support more soil water freezing, cooler temperatures, and decreased 
surface fluxes.  These modifications to surface conditions could then feedback to 
additional reductions in precipitation.  Observational studies suggest this relationship 
between reduced winter precipitation and soil freezing is most pronounced for locations 
near the freezing line (Isard and Schaetzl, 1998; Henry, 2008), which could allow the 
surface freezing line to act as a transition zone analogous to the wet-dry transition zone 
normally associated with land-atmosphere “hotspots”.  This study examines the seasonal 
evolution of land-atmosphere coupling and the role of soil water phase, and suggests a 
likely mechanism for winter land-atmosphere coupling.  Section 2.3 describes the model 
and experiment design used in the analysis, Section 2.4 evaluates model sensitivity of 
coupling strength, Section 2.5 discusses model evaluation and present results of the 
experiment, and a discussion of the winter feedback mechanism is presented in Section 





2.3.1 Description of climate-land surface model (RegCM-CLM)  
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To evaluate land-atmosphere feedbacks, high resolution regional climate model 
simulations are conducted using the Abdus Salaam International Centre for Theoretical 
Physics (ICTP) Regional Climate Model (RegCM), coupled with the NCAR Community 
Land Model version 3.5 (CLM; (Oleson et al., 2008).  RegCM is a community-based, 
compressible, hydrostatic, primitive-equation model (Giorgi and Mearns, 1999; Pal et al., 
2007).  
Large-scale precipitation is parameterized in RegCM-CLM using the subgrid 
explicit moisture scheme (SUBEX), which utilizes the grid cell averaged relative humidity 
and cloud fraction to represent subsaturated and saturated fractions within a model grid 
cell (Pal et al., 2000).  A temperature dependent autoconversion threshold, 
€ 
Qc
th , is 
compared to cloud liquid water, 
€ 













P = Cppt (Qc −Qc
thFC)  2. 3 
 
where T is temperature, FC is fractional cloud cover, and Cppt is an empirically derived 
autoconversion rate (Cppt = 5x10-4 1/s).  When cloud liquid water (
€ 
Qc ) exceeds the 
weighted autoconversion threshold (
€ 
Qc
thFC ), precipitation occurs and falls 
instantaneously.  The difference between cloud liquid water and weighted autoconversion 
threshold (
€ 
ΔQ ) physically represents the available precipitable cloud water.  Therefore, 
the formation of large-scale precipitation ultimately depends on temperature, cloud liquid 
water, and fractional cloud cover.  Cumulus precipitation is described by the Grell 
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convection scheme with Arakawa-Schubert closure (Grell, 1993), shown to produce the 
most realistic precipitation in RegCM over North America compared to gridded 
precipitation products (Pal et al., 2000; Walker and Diffenbaugh, 2009). 
CLM is the land surface model developed as part of the Community Climate 
System Model (CCSM), described in detail in Collins et al., (2006) and Oleson et al., 
(2008).  CLM contains five possible snow layers with an additional representation of trace 
snow and ten unevenly spaced soil layers with explicit solutions of temperature, liquid 
water and ice water in each layer.  Because we extend our analysis to the winter months, 
soil moisture includes water in both the ice and liquid phase and subsequent discussion 
refers to “soil moisture” as the sum of soil liquid and soil ice.  To account for land surface 
complexity within a climate model grid cell, CLM uses a tile or “mosaic” approach to 
capture surface heterogeneity.  Each CLM gridcell contains up to four different land 
cover types (glacier, wetland, lake, and vegetated), where the vegetated fraction is divided 
into 17 different plant functional types.  Hydrological and energy balance equations are 
solved for each land cover type and aggregated back to the gridcell level.  A detailed 
discussion of CLM version 3 implemented in RegCM3 and comparative analysis of land 
surface parameterization options is presented in Steiner et al. (2009).  
 In this version of RegCM-CLM several input files and processes were modified, 
including (1) the use of high resolution input data, (2) soil moisture initialization, and (3) 
and an improved treatment of grid cells along coastlines.  For the model input data, CLM 
requires several time-invariant surface input parameters, including soil color, soil texture, 
percent cover of each land surface type, leaf and stem area indices, maximum saturation 
fraction, and land fraction (Lawrence and Chase, 2007).  The resolution was increased for 
several input parameters to capture surface heterogeneity when interpolating to the 
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regional climate grid.  Soil color, soil texture, glacier, lake, wetland, and land fraction 
have been improved to 0.05° by 0.05° horizontal spacing, while plant functional types, 
leaf area index, stem area index and maximum saturation fraction remain at 0.5° by 0.5° 
grid spacing.  Similar to Lawrence and Chase (2007), the number of soil colors was 
extended from 8 to 20 classes to resolve regional variations.  The second modification was 
to update the soil moisture initialization based on a climatological soil moisture average 
(Giorgi and Bates, 1989) over the use of constant soil moisture content throughout the 
grid.  By using a climatological average for soil moisture, model spin-up time is reduced 
with regards to deeper soil layers.   This is especially true in semi-arid conditions, where 
soil moisture can often take years to equilibrate (Cosgrove et al., 2003).  The third 
modification to the RegCM-CLM coupling is the inclusion of a mosaic approach for 
gridcells that contain both land and ocean surface types.  With this approach, a weighted 
average of necessary surface variables was calculated for land/ocean gridcells using the 
land fraction input dataset.  This method provides a better representation of coastlines 
using the high-resolution land fraction data. 
 
2.3.2 Experiment design 
 
Model simulations for this study focus on the contiguous United States, with a 
Lambert conformal projected grid centered at 100°W and 39°N spanning 3625 km by 
5600 km at 25 km grid spacing.   There are 18 vertical atmospheric model layers in sigma 
coordinates from the surface to 100 mb.  Initial and lateral atmospheric boundary 
conditions are provided by NCEP reanalysis 1 at 2.5° by 2.5° horizontal spacing and 17 
pressure levels (only 8 levels for humidity) every 6 hours (Kalnay et al., 1996).  Weekly 
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updated sea surface temperatures are prescribed using the NOAA Optimum 
Interpolation SST V2 dataset (Reynolds et al., 2002).   
Two 23-year simulations from 1982-2004 (inclusive) were performed.  The first 2 
years are removed in order to allow the model to spin-up and reach equilibrium.  The 
first simulation allows the atmosphere and land surface to interact freely (the interactive 
run, or RunI) and the land surface model is called every sixth atmospheric model 
timestep, allowing exchange of all variables between the land surface and the atmosphere.  
The second simulation (the climatological run, or RunC) replaces soil liquid and soil ice 
with monthly climatological averages from RunI at every land surface time step.  Because 
RunC utilizes prescribed monthly soil moisture, it represents an uncoupled land surface 
as the lower boundary condition.  By comparing the two simulations, we can attribute 
changes in atmospheric variables to the effects of soil moisture content and phase change.  
Additionally, if strong land-atmosphere feedbacks are present, we expect to see changes in 
the mean atmospheric state between the two simulations (further discussion in Section 
2.4).  
Because prior studies have noted the impact of soil freezing on the climate 
(Viterbo et al., 1999; Boone et al., 2000; Niu and Yang, 2006), soil liquid and soil ice were 
both held to climatological averages for RunC, capturing the seasonality of soil moisture.  
Sensitivity of this experiment design is discussed in Section 2.4.  As shown in Figure 1 for 
the North Great Plains (NGP; see box in Figure 3), inter-annual variability is captured by 
RunI, while RunC shows a constant seasonal cycle throughout the full simulation because 
it is forced with constant climatological soil moisture.  We focus on the NGP throughout 
the analysis because of the strong coupling and clear seasonal transition.  Other regions 
were examined and demonstrated a similar coupling mechanism, therefore NGP is 
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highlighted in subsequent discussion for illustrative purposes of the winter feedback 
mechanism. 
Land-atmosphere coupling strength is evaluated using two methods, the standard 
deviation difference method, ΔσT (Seneviratne et al., 2006; Zhang et al., 2008a) and the 




ΔσT =σRunI −σRunC  2. 4 
 
where σRunI and σRunC are the standard deviations of 2-m air temperature for RunI and 
RunC, respectively.  Because the only difference between the RunI and RunC 
simulations is the treatment of soil moisture, the difference between the standard 
deviations of RunI and RunC should describe the degree to which surface air 
temperature variations are caused by changes in soil moisture magnitude and soil 
moisture phase.  
The GLACE coupling parameter has generally been used during the summer by 
dividing JJA into 16 pentads (neglecting the first 10 days of the summer) for a specific 
atmospheric variable (Koster et al., 2004; Koster et al., 2006; Seneviratne et al., 2006; 
Zhang et al., 2008a).  Here we focus on the spring transition months (March-May) when 
employing ΔΩ, neglecting the first 12 days to maintain a 16 pentad season.  ΔΩ is defined 













N is the number of simulation years (=21), 
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σ X




2  is the variance of every pentad for all year (e.g. 21 years by 16 pentads). 
Zhang et al., (2008a) demonstrated that standard deviation differencing method 
yields similar results over the contiguous United States to coupling strength parameter 
(Koster et al., 2006) and the variance method (Seneviratne et al., 2006).  For this analysis, 
DsT is used to identify regions where coupling between the land surface and air 
temperatures exists (Sections 2.5.2-2.5.4), whereas ΔΩ is used to described similarity of 
liquid precipitation between pentads for March through May (Section 2.5.5.3). 
Our assessment of the coupling strength is similar to GLACE with several notable 
exceptions: (1) a single model is used for multiple years, unlike the GLACE which 
performed ensemble simulations with 12 different AGCMs for one season, (2) the model 
simulations are at a higher spatial resolution of 25km, (3) simulations are continuous (e.g., 
simulations are run continuously for 23 years, while the GLACE performed 16 member 
ensembles per model for only JJA) and, (4) analysis is extended to all seasons. 
 
2.4  Coupling Strength Sensitivity 
In order to assess the sensitivity of coupling strength to the treatment of soil ice, 
two additional 7-year simulations were performed from 1982-1988 with the first two 
years discarded for model spin-up.  Similar to RunC, one simulation prescribes 50% of 
the climatological soil ice and 100% soil liquid water from RunC (ICE50).  By comparing 
the RunC and ICE50 simulations to the RunI simulation, we can assess the influence of 
the amount of soil ice on coupling strength and inter-annual variability.  The second 
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simulation holds the total soil water mass (liquid + ice) constant and allows ground 
temperatures to determine the phase of water in the soil (MASS).  The MASS simulation 
helps identify regions where inter-annual variability of total soil moisture (liquid + ice) has 
the greatest impact on the atmosphere. 
    The standard deviation coupling strength method for 2-m air temperature is 
calculated for each of the three climatological simulations (RunC, ICE50, and MASS) 
relative to RunI (e.g. 
€ 
ΔσT
climatological = σRunI - σclimatological; Figure 2).  When comparing the 
ΔσT values across the three sensitivity tests, the spatial distribution of coupling strength is 
similar for RunC and ICE50.  Notably, RunC and ICE50 have similar coupling strength 
magnitudes in March and April over the central and northern Plains (> 0.8 K), suggesting 
the magnitude of ice prescribed does not have a strong influence on the magnitude of 
land-atmosphere coupling parameter. 
 The coupling strength is markedly weaker in the MASS simulation than the other 
two climatological simulations with fixed amounts of soil ice (RunC and ICE50).  Further, 
MASS demonstrates no distinct spatial coupling pattern with weak to no coupling over 
much of the U.S. (< 0.4K), indicating that the inter-annual variability of 2-m air 
temperature is similar for MASS and RunI.  Unlike traditional land-atmosphere coupling 
studies performed for summer, soil water phase transitions provide additional complexity.  
By introducing phase change in MASS, soil moisture is no longer constant inter-annually 
for soil liquid and ice individually.  Soil water freezing (melting) can then be regarded as 
an energy and moisture sink (source).  As a consequence, soil liquid water available for 
evaporation changes from year to year, dampening the response in the land-atmosphere 
coupling parameter.  Because the goal of our study is to evaluate the role of soil water 
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phase on land-atmosphere coupling, the inter-annual variability of soil liquid/ice 
partitioning in MASS complicates the assessment of the role of soil water phase on land-
atmosphere coupling.  Therefore, subsequent discussion regarding the feedback 
mechanism compares RunI and RunC to highlight the role of soil moisture phase in land-
atmosphere coupling.   
Although by design there is no inter-annual variability in soil liquid and ice for the 
climatological simulations (RunC and ICE50), the climatological method has specific 
behaviors that merit discussion.  Because soil ice is prescribed in these simulations, the 
atmosphere could continue to transfer energy into the soil column attempting to melt a 
persistent soil ice mass during conditions when the atmosphere is warmer than the land 
surface.  When soil ice is present, energy that would have warmed the land surface is now 
transferred into the ground to melt the soil ice.  Therefore in the climatological 
simulations, the mean climate may become colder than RunI.   However, this cold bias 
does not affect the magnitude or spatial pattern of coupling, because the standard 
deviation method (Equation 2.4) effectively removes mean bias and represents inter-
annual variability about the mean condition.  As noted above, the magnitude of ice did 
not have a strong effect on the coupling strength (RunC and ICE50 have similar coupling 
strengths; Figure 2.2), suggesting that the presence of ice phase is key to the land-
atmosphere coupling.   
  
2.5  Results 
2.5.1 Model Evaluation of Climate Variables 
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To evaluate the ability of RegCM-CLM to reproduce the mean climate state, we 
compare modeled temperature and precipitation results against the monthly 0.5° gridded 
observational dataset developed by the Climate Research Unit at East Anglia 
(CRU)(Mitchell et. al. 2004).  Because CRU data are only available through the end of 
2002, we compare the model versus measurements for the time period 1984-2002.  The 
RegCM-CLM produces a warm bias over the Great Plains that is prevalent during each 
season (Figure 2.3).  During March-April-May (MAM) and September-October-
November (SON), the model is on average 1-2 K warmer from northern Texas through 
central Canada, with some localized biases exceeding 3 K.  Summertime (June-July-
August, JJA) has a warm bias of similar magnitude, but the bias extends further east over 
the Great Lakes region.  Winter (December-January-February, DJF) demonstrates the 
largest deviation from observed temperatures in the Northern Great Plains and Canada 
(1-4 K warmer than CRU), a feature common to most regional climate models (Walker 
and Diffenbaugh, 2009).  In addition to the warm bias over the Great Plains, there is a 
consistent 1-3 K cool bias over western Mexico. Despite these biases in surface 
temperature, the model reproduces the seasonal cycle of temperatures on a regional basis 
in the South, Northeast, and our NGP analysis region.   The modeled inter-annual 
variability of temperature can also be compared to the observed temperature inter-annual 
variability through the relative model bias of inter-annual variability (defined as 1 – 
σRunI/σOBS; Figure 2.3).  For temperature, the model shows less inter-annual variability 
over much of the Central U.S. and Mountain West for winter, spring, and fall.  During 
summer in the Southeast, the model has more inter-annual temperature variability than 
observed, suggesting that land-atmosphere coupling may be overestimated by the model 
in these regions in the summer (Figure 2.3).   
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 Precipitation in RegCM-CLM tends to be greater than observed in the western 
US throughout the year.  Areas with complex topography yield the greatest discrepancies 
between modeled and observed precipitation.  Specifically, western Mexico and the 
Pacific Northwest show the greatest wet bias in the model throughout the year (>60 
mm/month; Figure 2.4), correlated with locations that have the greatest annual 
precipitation amounts.  This overestimation of precipitation over complex terrain is 
common to many regional climate models (Leung et al., 2003; Duffy et al., 2006; Wang et 
al., 2009).  The northern Plains are wetter by 10-35 mm/month than observed for DJF 
and MAM, with improved agreement in SON.  The southeastern U.S. tends to be drier 
than observed (20-50 mm/month) for SON and DJF and wetter during JJA (15-35 
mm/month), with maxima along the eastern seaboard north of the 35th parallel.  The 
model shows similar difficulty capturing inter-annual variability over complex terrain, 
generally overestimating inter-annual precipitation variability over much of the US 
domain.  However, the best performance in capturing inter-annual variability occurs 
during the fall and spring east of the Rocky Mountains (Figure 2.4).   A discussion of the 
coupling strength results will be described with respect to these model biases (Section 2.7).  
  
2.5.2 Seasonal Evolution of Coupling Strength 
 
 Based on ΔσT definition of coupling strength (Equation 2.4), we note a strong 
coupling region over the southern and central Great Plains during the warmer months 
(June-September) (Figure 2.5).  More specifically, temperatures vary 0.5-1 K more with 
interactive soil moisture (RunI) for May through September over Texas and Oklahoma.  
While there is general agreement regarding the southern Plains “hotspot” found by the 
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GLACE (Koster et al., 2004; Koster et al., 2006), the strong coupling region extends 
eastward into the Tennessee and Ohio River Valleys in August indicating a broader 
spatial coverage than prior studies (results not shown). 
When extending our analysis to the colder months (October-April), we find a 
more pronounced coupling strength compared to summer.  The magnitude of 
temperature variability attributable to variations in soil moisture content and phase 
increases during the fall to winter transition.  The soil-moisture driven variability peaks in 
February at 0.75-1.5 K, then gradually decreases in strength in the spring (March-May) 
(Figure 2.5).  In addition to having stronger coupling, the coupled region covers a broader 
spatial extent, present from the foothills of the Rocky Mountains eastward to the Atlantic 
coast (Figure 2.2).  The broad winter coupling pattern first appears in October primarily 
over central Canada (Figure 2.5).  The region then migrates towards the southeastern 
U.S. by January and northward once again into Canada during spring, eventually 
disappearing by June.  This migration of coupling strength appears to follow the freezing 
line as it migrates with season.  In the following sections, we examine the cold-regime 
land-atmosphere feedback mechanism that produces this pattern (Section 2.5.3-2.5.5) and 
summarize the winter land-atmosphere feedback mechanism in Section 2.6.          
 
2.5.3 Coupling Strength Relation to Soil Liquid Water and Surface Energy 
 
Surface energy fluxes are a primary mechanism of energy transfer between the 
land surface and the atmosphere.  Here, we define the available surface energy as the sum 
of sensible and latent heat from the surface and the available surface energy deficit as 
difference in available surface energy between RunI and RunC.  During the transition 
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months over the NGP region, latent and sensible heat contribute approximately the same 
amount to available surface energy (e.g. the Bowen ratio is not substantially different 
between the two runs; figure not shown).   The sign of available surface energy flux varies 
with both time and space.  Positive values indicate that the land surface is a source of 
energy to the atmosphere, while negative values suggest that the ground temperatures are 
cooler than the overlaying atmosphere thereby drawing down heat from the atmosphere 
and acting as a heat sink. 
We focus on March to isolate the winter-to-spring transition of the coupling 
strength, and evaluate a meridional cross-section from 23°N to 55°N (averaged from 
100°W to 90°W) of available surface energy, coupling strength, ground temperature, and 
net surface longwave radiation inter-annually and climatologically (Figure 2.6).  In 
March, available surface energy differences between RunI and RunC occur around the 
40th parallel with differences of 30-75 W m-2 (Figure 2.6a).  Additionally, Figure 2.6d 
illustrates that areas with increased available surface energy are co-located with more 
intense coupling.  Along the transect, RunI has approximately 30 W m-2 more available 
surface energy than RunC for December and January and approximately 50 W m-2 for 
February through April.       
Because available surface energy and ground temperature are strongly correlated, 
the ground temperature is a key component of the land-atmosphere feedback mechanism.  
In the coupled region, RunC is 1-7 K colder than RunI (Figure 2.6b and 2.6e).  In 
March, the surface soil temperature is often below the freezing point at latitudes 4-8° 
farther south in RunC compared to RunI (Figure 2.6b).  This indicates that climatological 
soil moisture simulations are colder throughout the simulation period, leading to less 
available surface energy in RunC.  Additionally, the coupling strength tends to peak 
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slightly south of the freezing line in RunI.  Once both simulations have reached the 
freezing line, the available surface energy deficit and ground temperatures are nearly 
identical with increasing latitude.  The sharp changes in the north-south temperature 
gradient in RunC indicate that temperatures reach freezing more rapidly than the fully 
interactive run (RunI).  For 1996 and 2002, the coldest March years, the freezing line in 
RunI approaches the RunC freezing line, corresponding to weaker temperature 
differences.   
As ground temperatures change, we could also expect a change in the surface 
snow cover.  A common land-atmosphere feedback in cold climates is the temperature-
snow albedo feedback, where colder temperatures lead to the presence of more snow on 
the ground, increasing the albedo and reducing absorbed solar radiation, thereby 
enhancing the colder temperatures (Yang et al., 2001; Bony et al., 2006).  We evaluate 
this feedback in our two simulations, and find that absorbed solar radiation at the surface 
is not substantially different between RunI and RunC (less than 5% difference; figure not 
shown).  This indicates that albedo modifications induced by variable snow or cloud 
cover are likely not the driver for the observed differences in available surface energy and 
ground temperature between the two simulations.  However, there are noticeable changes 
in net surface longwave radiation (Figures 2.6c and 2.6f).  Longwave radiation shows 
similar behavior to ground temperature and available surface radiation, with maximum 
differences in March occurring around 40°N and migrating seasonal behavior.  Further, 
March years with the greatest longwave radiation differences (1986 and 1991) correspond 
to years containing the greatest ground temperature differences.  This implies much of 
the difference in longwave energy is likely due to warmer ground temperatures in RunI.   
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In March, the inter-annual variability of ground temperature differences between 
RunI and RunC follow the differences in surface percent soil liquid water (Figure 2.7; 
surface soil layer defined as ~10cm depth).  This relationship is particularly clear during 
March 2002 where there is a large difference in percent soil liquid (RunI 14% less percent 
soil liquid as water) and a corresponding decrease in ground temperature differences 
(RunI colder by 0.5 K).  This indicates that the percent of soil moisture in the liquid 
phase is important in controlling ground temperature variability over coupled regions. 
 
2.5.4 Soil Temperature and Moist Static Energy 
 As described above, the percentage of soil moisture that is liquid water appears to 
be a driving variable that affects ground temperature and the amount of surface energy 
that can propagate into the atmosphere.  The soil column temperature can act as a slowly 
varying heat reservoir and explain changes in the available surface energy on a seasonal 
scale.  Figure 8 displays the difference (RunI minus RunC) in soil temperature profile and 
moist static energy (MSE) atmospheric profile for the same meridional cross-section and 
time period as Figure 2.6. Throughout the column, the soil temperature for RunI is 2-5 K 
warmer than RunC during March (similar to surface ground temperature).  Additionally, 
the peak soil temperature differences occur between 0-20 cm (Figure 2.8a).  From 
January-May, there is a clear northward migration of the soil temperature maximum 
(Figure 2.8b).  By May, the temperature differences have weakened, implying conduction 
by the soil column towards the surface and a release of this energy to the atmosphere in 
RunI.  Again, we note that the deviation in RunC soil temperatures from the 
climatological mean is due to the persistent presences of ice.  While this likely 
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overestimates the persistence of ice compared to true conditions, it highlights the role of 
soil ice in land-atmosphere coupling. 
 Moist static energy is defined by the equation 
 MSE = cpT + Lvq + gz 2. 6 
 
where cp is specific heat capacity at constant pressure, T is temperature, Lv is the latent 
heat of vaporization, q is water vapor mixing ratio, g is acceleration from gravity, and z is 
the height.  MSE is used as an indicator of instability within the troposphere (Emanuel, 
1995; Pal and Eltahir, 2001).  In March, the MSE profile model differences are tightly co-
located with the soil temperature differences.  MSE for RunI is 1-8 kJ/kg greater, with 
changes reaching as high as 700mb (Figure 2.8a).  This suggests that the soil temperature 
changes have the ability to affect the vertical profile of MSE, thereby creating a land-
atmosphere feedback during the months in the transition from winter to spring.   
  
2.5.5 Effects on Precipitation 
 
During the colder months (October-April) in the northern mid-latitudes, 
precipitation typically occurs as a result of large-scale frontal features rather than local 
convective precipitation.  Our simulations show a distinct soil moisture-precipitation 
feedback occurring during these winter months, and we evaluate contributions from 
convective and large-scale precipitation as well as the phase of precipitation.  In the NGP, 
the greatest precipitation changes occur in the transition seasons, with total precipitation 
in RunI increasing 21% in April and 22% in November compared to RunC (Figures 2.9a 
and 2.9b).  When examining the relative contributions of large-scale and convective 
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precipitation to the total winter precipitation, two distinct signatures arise:  (1) changes in 
convective precipitation and large-scale precipitation contribute roughly equally to the 
increase in total precipitation (April and October; Figure 2.9b) and (2) large-scale 
precipitation contributes >80% to the increase in total precipitation (November and 
March; Figure 2.9b).  Section 2.5.5.1 focuses on the first signature and mechanism 
controlling the increase in convective precipitation, and the second signature dominated 
by large-scale precipitation is discussed in Section 2.5.5.2.  The phase of precipitation is 
analyzed and discussed in Section 2.5.5.3. 
 
2.5.5.1 Convective Precipitation 
 
The recycling ratio (b; Equation 2.1) is an indicator of local moisture recycling 
efficiency, and the degree of local moisture influence is illustrated in the monthly 
climatology of b over NGP (Figure 2.9c).  The peak difference in recycling between 
simulations occurs in April (RunI is greater by 0.07) and to lesser extent in October (RunI 
greater by 0.02).  In April, evaporation is greater for RunI by 25mm month-1, which is 
about two times the magnitude of change in moisture flux into the region (Figure 2.9d).  
During peak evaporation (April and October) we find a corresponding increase in 
convective precipitation, implying a local feedback between evaporation and convective 
precipitation consistent with a higher b.  
The convective precipitation mechanism is linked to the amount of evaporated 
surface moisture in the region.  Specifically, surface evaporation is incorporated into the 
available surface energy calculation as latent heat flux, therefore increases in evaporation 
are reflected as increases in available surface energy.  As ground temperature increases 
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(Figure 2.6b), available surface energy also increases (Figure 2.6a) providing additional 
energy flux into the atmosphere.  This energy transfer from the surface to the atmosphere 
translates into elevated MSE (Figure 2.8a) that in turn promotes convective precipitation.  
Because differences in these surface and atmospheric variables have nearly identical 
seasonal cycles, this strongly suggests the presence of a positive land-atmosphere feedback 
cycle.  This type of feedback cycle is the one that drives the summertime feedbacks of 
most land-atmosphere coupling studies (e.g., Koster et al., 2004), yet we note its presence 
in a relatively colder region and also outside of boreal summer. 
 
2.5.5.2 Large-scale Precipitation 
 
Although convective precipitation contributes to roughly half of the precipitation 
increases seen in October and April (Figure 2.9b), large-scale precipitation dominates the 
change in precipitation in the colder transition months (November and March).  The 
€ 
ΔQTot  profile (Figure 2.10a) describes the difference in large-scale precipitation occurring 
at each level in the atmosphere, as precipitation is merely 
€ 
ΔQ  multiplied by the 
autoconversion rate, Cppt (Equation 2.3).  The March-April and October-November time 
periods have a greater amount of large-scale precipitation in RunI.  Further, there are 
two clear levels in the atmosphere where large-scale precipitation is noticeably elevated, 
at 500mb and 950mb.  The atmospheric temperature profile (Figure 2.10b) indicates that 
RunI is warmer by 2-3.5 K during the coupled months and the warm anomaly extends to 
approximately 700mb.  The temperature profile also indicates that there is less warming 
occurring in March and November relative to April and October, months when 
convection contributes more to total precipitation.  Warmer temperatures increase the 
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autoconversion threshold and inhibit large-scale precipitation.  However, we find there is 
an increase in large-scale precipitation below 700mb coincident with increasing 
temperatures for RunI.  Large-scale precipitation differences below 700mb can only then 
be attributed to reduced fractional cloud cover (Figure 2.10c) in RunI through decreasing 
the weighted autoconversion threshold (
€ 
Qc
thFC ).  As the weighted autoconversion 
threshold increases (decreases), it takes more (less) cloud liquid water to reach saturation 
and produce precipitation.   Therefore, less low-level cloudiness in RunI allows for more 
large-scale precipitation by lowering the autconversion threshold.  
Since temperature differences are primarily restricted to below 700mb, 
temperature differences cannot account for the changes in large-scale precipitation seen 
at 500mb.  Figure 2.10d shows the vertical profile of cloud liquid water differences 
between the two simulations where warmer (cooler) colors imply more cloud liquid water 
for RunI (RunC).  March and November have the greatest increases in cloud liquid water 
above 700mb.  The increase in cloud liquid water and relatively similar values of 
temperature and cloud fraction between simulations demonstrate that elevated cloud 
liquid water causes the increase in large-scale precipitation higher in the atmosphere.   
To summarize, large-scale precipitation-soil moisture feedback is dictated by two 
factors.  The first factor is greater low-level (< 700mb) cloud fraction in RunC increases 
the autoconversion threshold, thereby inhibiting large-scale precipitation.  Since cloud 
fraction is calculated using relative humidity (Pal et al., 2000), the colder air temperatures 
in RunC tend to produce higher cloud fraction with less available moisture.  This results 
in persistent non-precipitating clouds for RunC (Figure 2.10a and 2.10c).  The second 
factor is greater cloud liquid water at higher levels in the atmosphere (> 700mb).  With 
greater cloud liquid water, RunI is likely to exceed the autoconversion threshold and 
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produce precipitation.  The two factors are not independent in that with greater low-level 
cloud cover, evaporated surface moisture is less likely to extend higher into the 
atmosphere.  To that effect there is less moisture aloft (> 700mb) in RunC and less large-
scale precipitation throughout the column.     
 
2.5.5.3 Precipitation Phase 
 
In addition to differences in total precipitation (convective and large-scale), the 
phase of precipitation also differs in the NGP region.  During the winter and transition 
months RunC has 3-14% more total precipitation falling as snow (Figure 2.11b).  The 
maximum differences in percent precipitation as snow coincide with the greatest 
differences in total precipitation (Figure 2.9b).  This implies that RunI not only has more 
total precipitation during the transition months, but also a greater percent of precipitation 
falling in the liquid phase.  While this change in phase does not make a substantial 
difference in the amount of snow cover on the ground, it does appear to influence amount 
of liquid water in the soil.  Using the GLACE coupling parameter to examine liquid 
precipitation similarity across pentads for March through May, we find a clear region of 
soil moisture-liquid precipitation coupling over the northern and central Great Plains 
(Figure 2.11a).  This indicates that liquid precipitation falling in one pentad coincides 
with subsequent liquid precipitation in other pentads over the coupled region.  This 
identifies the northern and central Great Plains as regions with an intra-seasonal soil 
moisture-precipitation feedback during the March transition season.  
 
2.6. Discussion of Winter Feedback Mechanism 
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The feedback diagram presented in Figure 2.12 broadly describes the proposed 
winter feedback mechanism with associated correlation coefficients between variables 
involved in the convective precipitation feedback for NGP (April and October).  
Correlations for the large-scale precipitation portion of the feedback were not included 
due to the complex processes occurring at multiple layers in the atmosphere to produce 
large-scale precipitation.  During colder months, our results indicate that soil water phase 
plays a role in moderating soil temperatures as shown by strong correlation between 
percent soil moisture as liquid and subsurface temperatures (R=0.626; Figure 2.12).  For 
years with warmer winters, the amount of available surface energy increases (R=0.397 for 
ground temperature and available surface energy), leading to an increase in liquid phase 
precipitation (Figure 2.9 and 2.11).  This causes more water to enter the soil column 
resulting in warmer surface temperatures during the cold season in RunI. This tendency 
of precipitation-soil moisture feedbacks to moderate especially cold temperatures in RunI 
prevents ground and air temperatures from reaching the freezing point during the 
transition into and out of winter (Figure 2.6).  As such, subsequent precipitation events 
are more likely to produce liquid phase precipitation (Figure 2.11) that can further 
contribute to the feedback cycle.   In contrast, RunC has a fixed amount of soil liquid 
water and ice, resulting in colder climatological temperatures due to the lack of land-
atmosphere feedbacks and persistent soil ice.   While this feedback is likely amplified by 
the persistent soil ice in the experiment construct, it highlights the role of soil ice in cold 
season land-atmosphere coupling. 
The land-atmosphere feedbacks can affect two precipitation pathways, convective 
and large-scale precipitation.  For convective precipitation, MSE increases due to 
increased atmospheric moisture and warmer air temperatures in RunI (Equation 6 and 
 47 
R=0.224).  This is evident in Figure 2.8 where there is a direct relationship between MSE 
anomalies and surface soil temperature differences (a difference of 1 K in soil temperature 
at the surface corresponds to a 1 kJ/kg change in MSE).  This soil moisture-convective 
precipitation feedback cycle is most important during the fringe winter months (April and 
October for the NGP region) within the coupled region.  The winter land-atmosphere 
feedback also affects large-scale precipitation through warmer temperatures and 
increased evapotranspiration in the interactive run (RunI).  Warmer temperatures 
decrease relative humidity at lower levels in the atmosphere (< 700mb), corresponding to 
a decrease in fractional cloud cover.  Due to the reduction in cloud cover, the 
autoconversion threshold decreases requiring less in-cloud water to produce large-scale 
precipitation (Figure 2.10).  Additionally, increased evapotranspiration provides more 
moisture to the atmosphere.  The higher moisture flux into the atmosphere further 
promotes large-scale precipitation higher in the atmosphere (> 700mb).  The large-scale 
soil moisture-precipitation feedback occurs during transition months that are colder and 
have more large-scale precipitation (March and November for the NGP region).   
Regions where this feedback is valid are determined by the frequency and 
persistence of cold air masses.  As a region transitions further into winter, the heat 
reservoir from the near-surface soil column (e.g., shallower than 50cm) is drawn down 
and eventually extinguished.  This terminates the land-atmosphere feedback, as seen at 
higher latitudes during DJF (Figure 2.6 and 2.8).  This behavior is also reflected in the 
migrating behavior of the coupling region, which tends to be located slightly south of the 






 This study outlines a winter land-atmosphere feedback mechanism that highlights 
the importance of the soil water phase and soil moisture-precipitation feedbacks 
throughout the seasonal cycle.  We find that there are two distinct land-atmosphere 
coupling regimes present.  The first coupling regime is the feedback traditionally observed 
during the summer, where an increase in soil moisture increases latent heat release, MSE 
in the atmosphere and convective precipitation (e.g., Pal et al., (2001) and references 
therein). The RegCM-CLM reproduces this type of coupling regime as noted in the 
GLACE over the Southern Plains during JJA.  However, here we highlight a second, 
previously undiscussed land-atmosphere coupling regime during the winter mid-latitudes 
that is a function of soil water phase.  This winter coupling regime is driven by the ability 
of soil moisture phase to control surface fluxes, which can create a set of feedbacks that 
influence convective and large-scale precipitation (Figure 2.9 and 2.11).  As a result of this 
winter feedback, the land-atmosphere winter coupling regimes are located slightly south 
of the freezing line.  In this respect, the freezing line may be regarded as a temporally 
varying transition zone similar to the semi-arid to moist transition zone discussed in Guo 
et al., (2006) for boreal summer. 
 The results are discussed from the perspective of simulations performed by one 
regional climate model, RegCM-CLM.  Prior land-atmosphere coupling studies with 
multiple models indicate that coupling strength can vary substantially between models 
(Dirmeyer et al., 2006), therefore studies with other high-resolution models would further 
elucidate this mechanism and identify any inherent model biases that could affect the 
winter coupling strength and mechanism.  Additionally, there are known biases in our 
simulation of temperature and precipitation (Section 2.5.1), yet the model biases do not 
 49 
appear to track the coupling pattern.  Therefore the proposed mechanism and the winter 
coupling is likely not an artifact of those specific model biases.  However, the temperature 
and precipitation biases may enhance or dampen the coupling strength and affect the 
timing of the land-atmosphere feedbacks.  
The nature of the climate model experiment and fixed climatological soil water 
phase can lead to a deviation from the mean climate state where RunC develops 
atmospheric temperatures that are on average colder than the RunI simulations (e.g., 
Figures 2.6 and 2.7).  Although this experiment design may represent a case that is not 
observed in the atmosphere, comparing RunC to RunI demonstrates the ability of the 
presence of soil ice to guide the atmosphere to a colder mean state and illustrates the 
winter land-atmosphere feedback.  These limitations not withstanding, the results in this 
paper present a seasonal perspective on land-atmosphere coupling and suggest a winter 





Figure 2.1 Inter-annual variability of the surface soil layer (top 10cm) of (a) soil liquid (mm H2O) 
and (b) soil ice (kg m-2) for RunI (black) and RunC (red) over Northern Great Plains region (NGP; 




Figure 2.2  March and April coupling strength, ΔσT = σRunI - σclimatological, where warmer colors 






Figure 2.3 Seasonal temperatures (K; left column), absolute biases compared to CRU (center 
column), and relative bias of inter-annual variability (1 – σRunI/σCRU; right column).  Red (blue) 
colors imply the model is warmer (colder) than CRU observations for absolute bias figure.  For 
relative bias of inter-annual variability, red (blue) colors imply the model has less (more) inter-
annual variability than CRU observations.  The black box identifies the Northern Great Plains 




Figure 2.4 Seasonal precipitation (mm month-1; left column), absolute biases compared to CRU 
(center column), and relative bias of inter-annual variability (1 – σRunI/σCRU; right column).  In the 
center column, redder (blue) colors imply the model is wetter (drier) than CRU observations.   In 











Figure 2.6  (Left) Meridional averages (100-90°W) of March interannual variability for differences 
between RunI and RunC (RunI-RunC) for (a) available surface energy (W m-2), (b) ground 
temperature (K), and (c) surface net longwave radiation (W m-2).  (Right) Meridional (100-90°W) 
climatolological averages of (d) available surface energy, (e) ground temperature, and (f) surface 
net longwave radiation (W m-2).  Solid and dashed lines in (b) represents RunI and RunC freezing 






Figure 2.7  Inter-annual variability of the difference of ground temperature (RunI minus Run C; 
black) and the difference in percent soil water as liquid (RunI minus RunC; red) during March 










Figure 2.8 Meridional averages (100-90°W) of Mar ch interannual variability (a) and annual 
climatologically averaged (b) differences between RunI and RunC (RunI-RunC) for vertical 
profiles of moist static energy (kg/kJ; top) and soil temperature (K; bottom).  Red (blue) colors 
mean RunI is warmer (colder) or has more (less) MSE than RunC. 
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Figure 2.9(a) Monthly climatologies of large-scale, convective, and total precipitation for RunI 
(solid) and RunC (dashed). (b) Monthly climatological differences (RunI – RunC) for 
contributions of large-scale (blue) and convective (red) precipitation to the total (black).  (c) 
Monthly climatologies of recycling ratio (β) for RunI (solid) and RunC (dashed).  (d) The 
difference (RunI - RunC) in atmospheric moisture sources for total precipitation (black), moisture 
flux into the region (blue; IN from equation 1), and evapotranspiration within the region (red; ET 








Figure 2.10 Monthly climatological difference between RunI and RunC over NGP for (a) 
available precipitable cloud liquid water (ΔQtot), (b) temperature (K), (c) cloud fraction and (d) 
cloud liquid water.  Warmer (cooler) colors indicate that RunI (RunC) values are greater than 




Figure 2.11 GLACE coupling parameter, ΔΩ, of liquid precipitation for MAM (top) and monthly 








Figure 2.12  Winter land-atmosphere feedback mechanism with cross-variable correlations for 
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Chapter 3  
 
Quantifying the contribution of environmental factors to isoprene flux 
interannual variability 
 
3.1  Abstract 
 
 Terrestrial isoprene emissions directly respond to leaf temperature, 
photosynthetically active radiation (PAR), soil moisture, and plant characteristics such as 
leaf area index (LAI).  Prior work has estimated isoprene interannual variability at 5-25%, 
however the relative contributions of individual environmental factors have not been 
delineated.  A biogenic isoprene emissions model (MEGAN) is coupled to a regional 
climate model (RegCM4-CLM) to evaluate variations in monthly isoprene emissions.  We 
use a novel approach to estimate the contribution of environmental factors to monthly 
averaged isoprene flux variability and analyze regional differences over the contiguous 
U.S. for summers spanning 1994-2008.  Consistent with earlier studies, isoprene flux 
varies 8-18% interannually with the greatest variability occurring in July.  Yearly changes 
in isoprene flux are poorly described by any single environmental factor, yet temperature 
and soil moisture together account for at least 80% of the total isoprene flux variations for 
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all regions during the summer.  Soil moisture plays the most significant role in controlling 
variability over the Northeast and Southeast, but only exceeds temperature in importance 
during August in the Northeast and July in the Southeast.  PAR and LAI are nearly 
negligible contributors to summer interannual variability. Uncertainty in climate model 
soil moisture parameterizations can drive large variability in isoprene fluxes when 
including the isoprene soil moisture dependency factor, suggesting a need for further 
validation. 
 
3.2  Introduction 
Isoprene (C5H8) is an important ozone precursor in the presence of nitrogen 
oxides (NOx) (Chameides et al., 1988) and its oxidation products can condense to produce 
secondary organic aerosols (Dentener et al., 2009).  Both tropospheric ozone and 
atmospheric aerosols can lead to poor air quality and also influence the Earth’s radiative 
budget either directly or indirectly (Andreae and Rosenfeld, 2008; Zhao et al., 2011).  
The primary source of isoprene to the atmosphere is emissions from terrestrial vegetation, 
with global estimates between 400-700 Tg yr-1 (Guenther et al., 2006; Arneth et al., 2008; 
Muller et al., 2008; Ashworth et al., 2010).  Isoprene emissions are known to be 
controlled by several environmental factors, including temperature (Petron et al., 2001), 
light (Sharkey et al., 1996), soil moisture (Llusia et al., 2008), ambient carbon dioxide 
(CO2) concentrations (Wilkinson et al., 2009), and phenology (Kuhn et al., 2004).  As 
coupled climate-chemistry models move towards long-term simulations of tropospheric 
chemical environments (Fu et al., 2011), it is necessary to understand how individual 
environmental factors contribute to interannual isoprene flux variability.  
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 Past studies have used observed isoprene concentrations and fluxes to estimate 
isoprene flux variability.   In a hardwood forest site in Michigan, four years of canopy-
level isoprene flux measurements showed low (~10%) inter-annual variability during the 
summer (Pressley et al., 2005).  Although year-to-year variability at this site was strongly 
correlated to light and temperature, other unnamed environmental variables were 
implicated in controlling emissions variations.  In Texas, two studies have investigated 
isoprene flux interannual variability (Gulden et al., 2007; Warneke et al., 2010).  Gulden 
et al., (2007) concluded that modeled summer emissions yielded greater interannual 
variability when leaf area index (LAI) was allowed to respond to atmospheric forcing data 
(25%) as opposed to the typical LAI annual climatology (12%).  In the second study, 
aircraft measurements of isoprene concentrations were used to infer isoprene emissions 
over northeastern Texas in 2000 and 2006 (Warneke et al., 2010) and found a factor of 
two difference in isoprene flux estimates between the two years.  This difference was 
attributed to the unusually warm and dry conditions recorded in the summer of 2000, 
however the factor of two uncertainty in the inferred isoprene emissions is comparable to 
inter-annual variability.  Comparing these inferred isoprene fluxes to several emissions 
inventories, Warneke et al., (2010) further demonstrated that models had difficulty 
capturing the observed interannual variation and was likely due to the lack of a direct soil 
moisture suppression of emissions during drought stress and/or lack of yearly varying 
LAI.   However, neither of the two Texas studies account for direct emission suppression 
under decreasing soil moisture, which has been found to reduce global emissions by 20% 
(Muller et al., 2008). 
At the regional scale, satellite-derived observations of formaldehyde column 
concentrations have been used to infer top-down isoprene emission fluxes and quantify 
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isoprene flux interannual variability (Abbot et al., 2003; Palmer et al., 2006; Duncan et 
al., 2009).  Abbot et al., (2003) used this technique with the Global Ozone Monitoring 
Experiment (GOME) satellite to estimate August interannual variability of 30% over the 
southeastern United States.  They found that flux variations followed surface air 
temperature but interannual changes in temperature alone could not explain the 
variations in isoprene emissions.  Palmer et al., (2006) also used GOME formaldehyde 
measurements to quantify interannual variability and estimated a range between 22-35% 
during the summer and suggested that 75% of variations are controlled by surface 
temperatures.  In Palmer et al., (2006), the temperature-driven variation was estimated 
from the temperature dependency algorithm of an empirically-based isoprene emissions 
model (Guenther et al., 1995).  A subsequent study focusing on the southeastern U.S. and 
utilizing higher resolution formaldehyde measurements (Ozone Monitoring Instrument; 
OMI) were in agreement with earlier estimates of variability (22% for the summer) and 
also implicated temperature as the primary driver (Duncan et al., 2009). 
A global study using an interactive vegetation model supports the importance of 
land use in emissions calculations and estimates lower interannual variability (10%) for 
North America (Lathiere et al., 2006), yet we note that this study also does not account 
for emissions reductions due to soil water limitations  (Guenther et al., 1995).  Arneth et 
al., (2011) found that different isoprene emissions algorithms using the same climate 
forcing data estimated similar isoprene flux interannual variability.  This suggests that 
climate variables (e.g. temperature, radiation, LAI, and soil moisture) play a strong role in 
controlling year-to-year emissions changes.  Further, Arneth et al., (2011) found that 
interannual variability over the mid-latitudes was relatively small (5-10%) and attributed 
this to conflicting climate variable interactions.  For example, warmer temperatures that 
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increase emissions are well correlated with drier soils, which decrease emissions.  This 
further emphasizes the need to quantify the role each control variable has on emissions 
variations. 
Several of these studies (Pressley et al., 2005; Duncan et al., 2009; Warneke et al., 
2010) cited are for specific locations where differences in observed isoprene flux 
variability may reflect regional differences.  This highlights the need for a multi-region 
analysis of isoprene variability.  As noted by Duncan et al. (2009), evaluating the influence 
of an individual climate variable on observed isoprene flux variability is difficult due to 
the strong correlations between climate variables.  Although prior studies have provided 
estimates of the isoprene flux variability, there is little attribution of each environmental 
factor to flux variability that accounts for the direct effect of soil water limitations on 
emissions.   Studies that include the soil moisture dependency can reduce global emissions 
up to 7-20% (Guenther et al., 2006; Muller et al., 2008) and can improve regional 
agreement with observations (Muller et al., 2008).  Additionally, most studies operate on 
global domains and use land models forced with half-hourly or longer atmospheric data, 
resulting in coarse temporal and/or spatial resolution.  Due to the heterogeneous nature 
of isoprene source strength and the sensitivity to temporal resolution of climate data 
(Ashworth et al., 2010), using a coupled, high-resolution regional model is likely to 
improve understanding of the influence of environmental factors on isoprene flux 
variability.  The primary objectives of this study are to quantify the relative contributions 
of temperature, light, LAI, and soil moisture on isoprene emissions variability and to 
assess regional differences in the environmental variables controlling emissions over the 
contiguous U.S.  A secondary goal is to introduce a simple methodology for calculating 
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percent contributions of the environmental dependency factors that could be applied to 
other environmental control variables not considered in this study. 
 
3.3  Methods 
 
A biogenic emissions model (the Model of Emissions of Gases and Aerosols from 
Nature; MEGAN) (Guenther et al., 2006), described in Section 3.3.1, is coupled to the 
International Centre for Theoretical Physics (ICTP) Regional Climate Model version 4 
(RegCM4; (Giorgi et al., 2012)) to examine the relative contributions of leaf temperature, 
soil moisture, photosynthetically active radiation (PAR), and LAI to biogenic isoprene 
emissions.  RegCM4 is a compressible, hydrostatic, primitive-equation model with a land 
surface described by the Community Land Model version 3.5 (Oleson et al., 2008), which 
determines the canopy-scale environment variables for input into MEGAN (Section 
3.3.2).  Based on RegCM4-CLM-MEGAN model output, the contribution of individual 
environmental factors is calculated as described in Section 3.3.3. 
 
3.3.1 Biogenic isoprene emissions model: MEGAN  
 
MEGAN is a biogenic emissions model (Guenther et al., 2006) that parameterizes 
observed relationships to estimate emissions.  The canopy environment version of 
MEGAN determines isoprene emissions for each model grid cell as: 
  3.1 
 
  3.2 
€ 
E = ε ρ CCE γ PT γ SM γ age LAI
€ 
γ PT =γT (γ Psun + γ Pshade )
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where E is the isoprene emission flux (µg h-1 m-2), ε is a standard emission factor taken at 
standard conditions described in Guenther et. al., (2006) (µg h-1 m-2), ρ is the in-canopy 
loss or production factor (=0.96), Cce is an empirical adjustment factor for the canopy 
environment (=0.4), and γT, γP, γSM, and γage describe the influence of leaf temperature, 
PAR, soil moisture, and leaf age on isoprene emissions, respectively.  The canopy 
description is based on that of the RegCM4 land model, the CLM version 3.5.  CLM 
contains a single layer canopy model that is divided into sunlit and shaded fractions, 
which allows the calculation of γP and emissions based on the fraction of sunlit and 
shaded leaves (Equation 3.2).  A high-resolution 30” emission factor map, ε, is used 
(http://cdp.ucar.edu) and bi-linearly interpolated to the model gridcell-level and is not 
linked to the CLM land cover type. The effects of past temperature and light conditions 
on time scales of 24 hours and 10 days are included in the current implementation. 








j   is the fraction of root in a given model soil layer (j), 
€ 
θwilt  is the wilting point, 
and 
€ 
θ j  is the volumetric soil moisture (m3 m-3) at a given layer.  The current 
parameterization only captures the effects of long-term drought conditions and can only 
reduce emissions (Pegoraro et al., 2004); short-term drought responses are not included.   
Inclusion of γSM in isoprene emissions models indicates improved measured-modeled 
agreement for isoprene fluxes (Muller et al., 2008).  The CLM method for calculating γSM 
€ 
γ SM = froot
j
j
∑ max(0,min(1, (θ j −θwilt ) /0.06))
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includes ten unevenly spaced soil layers and determines f!""#
!  for each soil layer using 
plant functional types (PFT).  Up to four different PFTs can exist in a single grid cell 
providing a more detailed land surface description in regions with heterogeneous 
vegetation types.  All gamma dependency factors are calculated at the PFT-level and then 
aggregated to the gridcell-level.  
 
3.3.2  RegCM4-CLM  Experiment Design and Input data 
 
RegCM4-CLM has been shown to reproduce mean climatological conditions 
over the contiguous United States (Tawfik and Steiner, 2011). The horizontal grid 
spacing is 60 km centered at 96W and 38N over the continental US (Figure 3.1) and the 
atmosphere contains 18 vertical layers in hybrid-sigma coordinates.  The time resolution 
is 200 seconds for the dynamical core, and the land surface (CLM) and biogenic emissions 
model (MEGAN) are called every 600 seconds within the coupled model framework.  
Because RegCM4 is a limited area model, we use 6-hourly European Centre for 
Medium-Range Weather Forecasts Interim Reanalysis (ERA-Interim) boundary 
conditions for the atmosphere and weekly-prescribed ERA sea surface temperatures to 
drive the RegCM4-CLM (Dee et al., 2011).  Simulations are performed from 1992-2008, 
and the model is initialized in June 1992 using average soil moisture from the Global 
Land Data Assimilation System (GLDAS) CLM model realization (Rodell et al., 2004) 
and run for 1.5 years to achieve model equilibrium.  Model output is analyzed for the last 
15 simulation years (1994-2008). 
As prior studies have demonstrated, accurate biomass density information can 
play a key role estimating regional isoprene emission rates (Lathiere et al., 2006; Gulden 
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et al., 2007).  Therefore, a half-degree daily satellite-derived LAI product (Stockli et al., 
2011) is used to represent seasonal and interannual variations in LAI.  The LAI data are 
spatially bi-linearly interpolated to the model grid and 1994 LAI is used for the model 
spin-up years.  The summer (June-July-August; JJA) is the focus of analysis due to the 
high isoprene emission rates and its corresponding relevance to air quality. 
 
3.3.3  Variability Attribution Calculation 
 
 To assess each variable’s relative contribution to emissions, a first order Taylor 
series approximation is performed on isoprene emissions (E).  E can be written in two 
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where dE is the total variability about the mean and each term on the right hand side is a 
single dependency factor’s contribution to the total variability. The Δ term on the right-
hand side of the equation is the deviation from the mean for a particular year and month 
of a given dependency factor.  Hereinafter, we refer to each γ term as a dependency 
factor (e.g., γT is the “temperature dependency factor”).  To retrieve a percent 
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contribution to the total variation, dE, each term on the right hand side is correlated with 
dE.  The R2 correlation coefficient measures the percent to which a dependency factor 
can explain variations in dE using a linear relationship.  The influence of higher order, 
non-linear terms on reconstructing dE was found to contribute less than 10% to the total 
calculated flux, suggesting that 1st order linear terms represent a majority of dE and 
gamma dependency factors are largely independent of one another.  This simple Taylor 
series approach could be applied to other environmental factors not considered in this 
study such as CO2 (Heald et al., 2009). 
 
3.4.  Results 
3.4.1 Comparison with Observed Flux Measurements 
 
The highest absolute modeled isoprene emissions occur over the southern Plains 
and southeastern U.S. during JJA (> 5 mg m-2 h-1; Figure 3.1a) due to the underlying 
vegetation cover and high isoprene-emitting vegetation located in this region.  Figure 2 
compares the average diurnal isoprene emissions from RegCM4-CLM against two mid-
latitude measurement sites, Harvard Forest for July 1995 (Goldstein et al., 1998) and the 
University of Michigan Biological Station (UMBS) for July 2000 (Pressley et al., 2005).  
RegCM4-CLM generally underestimates emissions at both locations with the largest 
underestimate occurring at UMBS by a factor of 4 during the daily maximum.  Model 
evaluation improves when compared to Harvard Forest emissions, where the model 
underestimates the midday peak by only 2 mg m-2 h-1. These emissions are consistent with 
other modeling studies comparing MEGAN versus Harvard forest measurements, with 
the model underestimating emissions by a factor of 1.35 (Muller et al., 2008).  For the 
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north- and southeastern U.S., other modeling studies find MEGAN overestimates 
emissions by a factor of 2 (Stavrakou et al., 2009; Warneke et al., 2010).  Because absolute 
isoprene flux emissions depend heavily on the e map (Arneth et al., 2008), the large biases 
found at UMBS may be due to underestimated ε at that particular model gridcell.   
 
3.4.2 Normalized Isoprene Emissions and Interannual Variability 
 
   To remove the isoprene emissions bias related to vegetation information 
contained within e found in Section 3.3.1, we calculate a normalized isoprene flux 
(EN=E/ε).  Using EN isolates the effects of the dependency factors on emissions (Equation 
1) because the canopy chemical production/loss factor, ρ, and empirical coefficient, Cce, 
do not vary spatially.  Normalized isoprene emissions are greatest East of the Rockies 
with the highest fluxes over the eastern half of Texas into Arkansas and Louisiana (Figure 
3.1b).  Additionally, the locations with the greatest EN generally correspond to regions 
with the greatest absolute emissions (E) (Figure 3.1a).  This implies that areas containing 
the highest base ε also have the strongest contributions from environmental controls.  
Because the temperature and light dependency factors vary non-linearly, a 1 K 
temperature decrease (10%) and 15 W/m2 decrease in radiation (11%) corresponds to a 
0.45 mg m-2 h-1 (or 22%) reduction in E.  Both LAI and soil moisture modify emissions 
linearly in the current parameterization and are unlikely to be important intra-seasonally 
when changes in temperature and light vary most. 
Interannual variability (IAV) of isoprene emissions for each month and region is 
calculated using EN (Table 3.1).  Here we define IAV as the average absolute percent 















where xy,m is isoprene flux for a particular year (y) and month (m), 
€ 
x m  is the average 
isoprene flux for month m over all years of the simulation (1994-2008) and n is the total 
number of simulation years. 
In the Southeast, IAV ranges from 13% in July to 7.8% in August.  The northeast 
demonstrates similar behavior with greatest variability in July (13.7%) but comparably 
weaker variability in June and August.  Year-to-year variations in isoprene emissions over 
the Plains peak in early summer (10.4%) and gradually decrease as the summer 
progresses.  IAV for the West is greatest relative to the other regions with up to 18.4% 
variability on average for July.  The consistently high IAV in summer emissions in the 
West can be attributed to high single-year departures from the mean, such as in August 
and July of 1998.  This was a known strong El Niño year where percent departure from 
mean reached 60% (Figure 3) and is consistent with prior studies demonstrating global 
isoprene emissions are higher during strong El Niño events (Naik et al., 2004; Lathiere et 
al., 2006).  When excluding these single year extremes, yearly departures from the mean 
more closely resemble variability seen in other regions.  It should also be noted that the 
West has weaker emissions (Figure 3.1), therefore a 40% departure from the mean in the 
aggregate dependency factors results in only a 0.016 mg m-2 h-1 change in absolute 
emissions.  Other regions occasionally show large departures, such as the Southeast in 
June 1998 and the Northeast in July for 2005 and 2007 (Figure 3.3).  The large deviations 
from the mean found in the Southeast for July occur in 2000 and 2007, corresponding 
with strong drought years (Lawrimore et al., 2001; Luo and Wood, 2007).   
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3.4.3 Variability of Dependency Factors and Relationship with Isoprene 
Emissions 
 
Two metrics are used to assess the sensitivity of emissions to each dependency 
factor.  The first is linear correlation, where strong correlations indicate the specific 
dependency factor has a large effect on emissions. Figure 3.4 shows the relationships 
between a dependency factor (γT, γP, γSM, and LAI) and EN for each region.  The second 
metric is the IAV of the individual dependency factors (Figure 3.5).  The behavior of 
these metrics and implications on controlling variability are discussed for each region 
below.  
For the Southeast, γT is well correlated with EN for June (R=0.64) and August 
(R=0.65), but decreases for July (R=0.3).  IAV of γT peaks in August (16%) and has 
minimum variations in July (11.5%; Figure 3.5).  Variations in γP are weak for the 
Southeast (< 4.5 %), but exhibit good correlation with EN for July (R=0.59) and August 
(R=0.58).  In July, the soil moisture dependency factor, γSM, and LAI are also well 
correlated to EN (R=0.56 and R=0.66, respectively); however, LAI varies by less than 2% 
from year to year (Figure 3.5) and is further highlighted by the tight clustering pattern 
around a single LAI value in Figure 3.4.  γSM and γT are the only dependency factors to 
exhibit strong correlation with EN as well as IAV greater than a few percent (11.5% for 
γSM; Figure 3.5).  We note that γSM and γT are strongly negatively correlated (R=-0.69, -
0.59, and -0.85 for JJA) and correlations between γSM and EN are weak outside of July 
(R=0.08 for June and R=-0.27 for August).  The implications of the strong correlation 
between γSM and γT are discussed in Section 3.5.   
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The Northeast consistently demonstrates the strongest relationship between 
temperature and EN with correlations of 0.81, 0.83, and 0.53 for June, July, August, 
respectively.  Throughout the summer, IAV in γT is also large relative to other 
dependency factors (11-18% for JJA). For light dependence, July is the only month that γP 
shows good correlation with EN (R=0.55).  The soil moisture dependency factor, γSM, 
exhibits weak correlation with EN throughout the summer.  IAV of γSM for a given month 
increases as summer drying deepens from June (3.8%) to August (10.5%).  Similar to the 
Southeast, γT and γSM are negatively correlated for JJA (see Section 3.4).  Finally, LAI is 
not well correlated with normalized emissions and year-to-year variability is low (< 1.5%) 
throughout the summer, making it an unlikely driver of emissions in the Northeast.  
The Plains exhibit the highest average temperatures of all the regions especially in 
August of 2000 (γT = 2.05 and a corresponding average temperature of 303 K), a drought 
year (Warneke et al., 2010).  Despite the relatively warm temperatures and large IAV of 
γT  (19, 13, and 21% for JJA), γT correlates well with EN only in early summer (R=0.69 in 
June; Figure 3.4).  The influence of γT on EN is dampened later in the summer for July 
(R=0.1) and August (R=0.38) due to the negatively correlated relationship between γT 
and γSM.  The light dependency factor, γP, is the only dependency factor to remain well 
correlated for all months in this region (R=0.5-0.58), although IAV of γP is small (e.g. less 
than 4.5% variability).  LAI and γSM do not show any strong correlation with EN over the 
Plains throughout the summer.  The soil dependency factor, γSM, varies between 11-17% 
interannually which is much greater than γP variability (Figure 3.5).  The possible 
consequence is that although γSM has a weaker correlation with EN, higher variability may 
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still influence EN IAV to a greater degree than γP.  LAI has the lowest interannual 
variations of all the dependency factors at less than 3%. 
EN for the West are the lowest and do not vary by more than 0.38, or 0.1 mg m-2 
h-1 in absolute emissions.  Low emissions notwithstanding, γT is identified as the 
dependency factor with the strongest influence on EN for the West in June (R=0.51) and 
comparable to γSM in August (R=0.56).  Light dependency is poorly correlated (R=0.03-
0.31) with EN throughout the summer, as is LAI.  The response of EN to changes in soil 
moisture is important for July and August with correlations of 0.57 and 0.58, respectively.  
Unlike other regions, the temperature-soil moisture relationship found in the West is not 
as pronounced for July and August with correlation coefficients of -0.36 and -0.14, 
respectively.  June is the only month that is well correlated for the West (R=-0.65).  This 
indicates that soil moisture and temperature are largely decoupled for this region and can 
be considered independent of one another outside of June.   
In summary, the response of EN to environmental factors can vary from region to 
region due to differences in regional climate.  One similarity is that LAI and γP exhibit 
weak IAV across all regions (Figure 3.5) and, in the case of LAI, rarely correlates well 
with normalized and absolute emissions.  This lack of variability limits the importance of 
LAI and γT as drivers of year-to-year emissions changes.  γT and γSM generally have the 
largest IAV coinciding with strong correlations with EN, although correlations with EN 
are often dampened by the negative correlation between γT and γSM.  Additionally, γSM 
has the best correlation with EN where deeper root structures are collocated with summer 
root soil drying.   
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It should be noted that γSM values from this study are generally 0.2 lower than 
values quoted by other studies (Guenther et al., 2006; Muller et al., 2008).  This reduced 
γSM is attributed to the higher wilting point in RegCM4-CLM.  More specifically, wilting 
point ranges from 0.204-0.222 m3 m-3 for this study over all U.S. regions, which is 
considerably higher than values used by Muller et al., (2008) (0.171 m3 m-3 constant for 
all locations) and Guenther et. al., (2006) (0.01 m3 m-3 for sand and 0.138 m3 m-3 for clay).  
This highlights the wilting point as an important model parameter affecting the 
magnitude of γSM.  Furthermore, lower γSM in this study reduces the total U.S. summer 
monthly emissions by 5-8 Tg C month-1 as compared to Palmer et al., (2006), a study that 
did not account for soil moisture effects on isoprene emissions (e.g. γSM = 1).  
 
3.4.4 Attribution of Dependency Factors to Interannual Variability 
 
Using the first-order Taylor series approximation (Equation 3.6; Section 3.3.3), 
each dependency factor component is correlated with dE.  This correlation, R2, quantifies 
the degree to which variations in dE can be explained by the linear relationship between 
dE and a specific dependency factor (Figure 3.6).  The light dependency factor, γP, shows 
poor correlation with dE (R2 < 0.3) for all regions throughout JJA, with the exception of 
June and July over the Northeast and all of JJA for the Plains (Figure 3.6).  Although 
absolute emissions are sensitive to changes in γP on daily to hourly timescales, low year-to-
year variability (Figure 3.5) and poor correlation for most regions indicate that γP is likely 
not the primary driver of interannual changes in isoprene emissions.  Variations in LAI 
exhibit an even weaker control on isoprene flux variability with R2 less than 0.2 (Figure 
3.6).  This is contrary to prior studies suggesting that variations in LAI play a comparable 
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role to temperature and light over the eastern half of Texas (Gulden et al., 2007).  
However, we note that Gulden et al., (2007) used an observationally constrained 
phenology model to estimate LAI and did not include the influence of soil water 
limitations on emissions.  The indirect influence of soil moisture on LAI variability may 
be the reason for this difference in attribution and is discussed further in Section 3.5.   
The soil moisture dependency factor, γSM, consistently shows good correlation 
with dE for the West (R2 > 0.5) and can account for at least 50% of dE variations for the 
West.  It should be noted that this was the only region where γT and γSM were not well 
correlated (e.g. the dependency factors were decoupled).  Similarly, the Northeast in June 
and July has an R2 between dE and γT greater than 0.4.  Aside from the West and early 
summer in the Northeast, no dependency factor is well correlated with dE suggesting that 
no single dependency factor is a good predictor of emissions variability despite the clear 
linear dependence of the parameterization (Equation 3.1).  This lack of correlation 
between any particular dependency factor and dE (Figure 3.6) likely arises from the 
opposite effects between the dependency factors, such as with γT and γSM.  When the 
negative correlation is strong between γSM and γT, the terms on the right hand side of 
Equation 3.6 are opposite in sign and can weaken the influence each variable has on 
emissions variability (dE) (e.g., weak correlations in Figure 3.6).  Summing the γSM and γT 
terms in Equation 6 and calculating an R2 correlation with dE, we find that over 80% of 
the variations in isoprene emissions can be explained by the net contribution of soil 
moisture and temperature (Figure 3.6). 
 
3.5 Discussion and Conclusions 
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Temperature (Palmer et al., 2006; Duncan et al., 2009), land use (Lathiere et al., 
2005), and LAI (Gulden et al., 2007) have all been implicated as important drivers of 
isoprene interannual variability over the U.S.  Here we evaluate isoprene flux IAV and 
compare the relative importance of each dependency factor using a regional climate 
model coupled with MEGAN, a widely used biogenic emissions model.  Average 
interannual variations of isoprene emission fluxes are between 8-18%, similar to earlier 
work.  
Past studies have suggested that emissions variability is largely driven by the 
choice of climate forcing data (Arneth et al. 2011), and in this study, MEGAN was 
contained within the RegCM4-CLM model framework and isoprene fluxes were 
calculated every 10 minutes.  Model biases in the underlying climate variables relevant to 
MEGAN may serve to either amplify or dampen the percent contribution of 
environmental factor presented in this study.  As Tawfik and Steiner (2011) have shown, 
RegCM4-CLM overestimates summer temperatures over the Plains by an average of 2-4 
K.  This warm model bias in the Plains region may result in overestimates of absolute 
emissions, but likely does not influence the contribution analysis because deviations about 
mean conditions are used.  RegCM4 overestimates temperature IAV in the Southeast 
and underestimates the variability in the Plains, which overestimate (underestimate) the 
total isoprene IAV (Table 3.1) for the Southeast (Plains).  Additionally, recent land surface 
model development has shown that CLM3.5 tends to be too wet (Oleson et al., 2008; 
Decker and Zeng, 2009), which would underestimate the soil moisture contribution to 
variability especially in regions with highly variable summer soil drying. 
One of the primary differences between this study and prior modeling work 
(Lathiere et al., 2006; Gulden et al., 2007) is the implementation of the soil moisture 
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dependency factor.  The exclusion of the soil moisture dependency factor neglects the 
direct suppression of isoprene emissions and could lead to an overestimate of isoprene 
emissions in these models. Gulden et al., (2007) and Lathiere et al., (2006) utilize dynamic 
vegetation models that constrain LAI using remotely sensed vegetation products, which 
indirectly account for soil moisture effects on emissions through modification of LAI.  
Therefore, a portion of the attribution to LAI as a significant driver in Gulden et al., 
(2007) may include the indirect response of soil moisture.  In this work, LAI is a 
diagnostic model state prescribed from a daily satellite-based reanalysis dataset, which is 
not responsive to modeled soil moisture; the indirect influence of realistic soil moisture is 
captured, however, and LAI can modify atmospheric conditions.  As a result, any 
feedback related to model biases in temperature, incident radiation, or soil moisture are 
not amplified by modifications to LAI, which likely decreases the control LAI may have 
on isoprene emissions.  A simulation was performed using the 1994 daily LAI map for 
each year (e.g. removing LAI interannual variations; not shown), and percent 
contributions and interannual variations presented in Section 3.4 were not significantly 
affected.  This is consistent with Muller et al., (2008) who also found that interannual 
variations in LAI play a small role in determining yearly changes in isoprene flux globally.  
Although estimates of isoprene interannual variability appear to be consistent 
across studies and different versions of the Guenther algorithms (Guenther et al., 1995; 
Guenther et al., 1999; Guenther et al., 2006), attribution to a single environmental 
variable is difficult.  The results presented in this study highlight the importance of using 
the soil moisture dependency factor and quantify the relative contributions of 
temperature, soil moisture, PAR, and LAI to yearly changes in isoprene flux.  We 
demonstrate that no single environmental factor serves as a good predictor or driver of 
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isoprene flux and that the combined first-order contributions of the soil moisture and 
temperature dependency factors account for at least 80% of modeled isoprene flux 
variations.  Because the soil moisture-temperature relationship controls yearly variations 
in isoprene emissions, greater attention should be given to improving soil moisture 











Figure 3.1 Summer (June-July-August) average of (a) absolute isoprene emissions (mg m-2 h-1) and 
(b) normalized isoprene flux, EN, for 1994-2008 with averaging regions for the Southeast (SE), 






Figure 3.2 Average diurnal cycle of absolute isoprene emissions (mg m-2 h-1) at two mid-latitude 
stations:  July 1995 at Harvard Forest (black) and July 2000 at the University of Michigan 





Figure 3.3 Percent departure from mean of normalized isoprene flux (EN) for June, July, and 






Figure 3.4 Dependency factors, (orange) LAI, (black) γT, (blue) γSM, and (red) γP, versus EN for the 
Southeast, Northeast, Plains, and West regions (Figure 1).  Note that LAI is divided by 10 for 
illustrative purposes.  Each marker represents the monthly average for one simulation year 




Figure 3.5 Percent interannual variability of temperature, PAR, soil moisture, and LAI 




Figure 3.6 Correlation between (cyan) temperature, (blue) PAR, (red) soil moisture, (green) LAI 
dependency terms, and (gray) the sum of the temperature and soil moisture dependency factors 
against total isoprene flux interannual variability, dE.  See Equation 6 for dependency terms. 
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Region June July August
Southeast 11.8% 13.0% 7.8%
Northeast 10.5% 13.7% 10.2%
Plains 10.4% 8.4% 8.1%
West 17.7% 18.3% 14.9%
1
Table 1.  Interannual variability (IAV) of isoprene !ux by region and month, 1994-2008 
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Chapter 4  
 
Soil Moisture-Temperature Coupling Regimes provide a mechanistic 
explanation for ozone-meteorology Correlations 
  
4.1  Introduction 
 
 Tropospheric ozone (O3) is a well recognized secondary air pollutant that presents 
a hazard to human health (Lippmann, 1989; Bernard and Ebi, 2001; Knowlton et al., 
2004; Bell et al., 2007) and agriculture (Heck et al., 1982; Akimoto, 2003; Ashmore et al., 
2006).  The eastern United States is especially prone to high summer O3 concentrations 
caused by the combination of warm, stagnant meteorological conditions and abundant O3 
precursor species, such as biogenic isoprene (Chameides et al., 1988; Fiore et al., 2005; 
Guenther et al., 2006) and anthropogenic nitrogen oxides (Frost et al., 2006).  A variety of 
modeling and observational studies have found that changes in temperature and humidity 
are the two primary predictors for O3 for the Eastern U.S. (Cox and Chu, 1993; Sillman 
and Samson, 1995; Aw and Kleeman, 2003; Vukovich and Sherwell, 2003; Camalier et 
al., 2007; Dawson et al., 2007; Zheng et al., 2007; Zeng et al., 2008; Chan, 2009; Weaver 
et al., 2009; Blanchard et al., 2010a; Davis et al., 2011).  The strength of these two 
variables as predictors varies spatially.  However, the physical mechanism describing the 
 90 
spatial pattern and the strong anti-correlation with humidity in the Southeast has not 
been explained in the literature. 
Using statistical methods, Camalier et al., (2007) demonstrated that the primary 
O3-predictor variables have a clear north-south transition, where high latitude O3 (> 
38°N) is strongly correlated to maximum temperature and lower latitude O3 (<36°N) to 
humidity.  Subsequent studies showed similar north-south gradients in predictor variables 
with humidity being anti-correlated with O3 in the Southeast (Davis et al., 2011).  
Rasmussen et al., (2012) found that a climate-chemistry model (the Geophysical Fluid 
Dynamics Laboratory Atmospheric Model; GFDL-AM) captures the temperature-ozone 
relationship north of 37°N yet underestimates this relationship farther south.  As noted by 
Rasmussen et al., (2012) this north-south behavior suggests a latitudinal shift in the 
regime controlling O3 concentrations and may reflect inherent weaknesses in model 
physics.  
Although there is agreement that temperature is the dominant controller of 
ambient O3 concentrations, warmer temperatures often coincide with other 
meteorological conditions favorable to O3 production (Cardelino and Chameides, 1995; 
Vukovich, 1995), such as stagnant conditions, reduced cloud cover, and drier soils.  Early 
work found that drier soil moisture initialization resulted in increased sensible heat flux 
and warmer temperatures promoting higher O3 concentrations throughout the boundary 
layer (Jacobson, 1999).  From the climate perspective, there is increasing evidence that 
soil moisture can strongly influence sub-seasonal temperature and precipitation (Fennessy 
and Shukla, 1999; Pal and Eltahir, 2001; Fischer et al., 2007a; Kim and Hong, 2007; Wu 
et al., 2007b; Koster et al., 2010; Guo et al., 2011).  This process of improved 
predictability is dictated by the ability of soil to retain information of prior precipitation 
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events long after an event has passed.  This leads to changes in surface flux partitioning 
where drier (wetter) soils have been shown to reduce (promote) subsequent precipitation 
and increase (decrease) temperatures in some regions (Betts et al., 1996; Findell and 
Eltahir, 1997; Eltahir, 1998; Koster et al., 2010).  Because summer surface air 
temperatures may ultimately be controlled by soil moisture, interannual changes in O3 
may exhibit signatures of the soil moisture-temperature coupling relationship. 
The aims of this study are twofold: 1) to evaluate the relationship between O3 
interannual variations and soil moisture, a climate-scale variable and 2) to describe the 
physical mechanism that produces commonly observed correlations between O3, 
temperature and humidity over the Eastern U.S.   We will present a unified framework 
for explaining the latitudinal characteristics and patterns that are generally observed in 
the O3 and humidity relationships. 
 
4.2  Data and Methods 
4.2.1 Observational and Data Assimilation Products 
 
Hourly O3 and isoprene concentration data in August from 1994-2010 are 
obtained from the Environmental Protection Agency’s Air Quality System (EPA-AQS) 
Photochemical Assessment Monitoring Stations (US EPA).  We focus on the hours of 
peak O3 production and select EPA-AQS data from each day between 12pm to 4pm.  
Analysis is confined to stations within the eastern U.S. (25-50°N and 98-68°W).  Data are 
filtered to include those stations and years with at least a half a month of measurements 
available.  August is selected in this study due to peak summer temperatures and the 
potential for drought.  
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A suite of atmospheric and land surface data from Phase 2 of the North American 
Land Data Assimilation System (NLDAS2) is used for the climate data analysis.  
NLDAS2 provides hourly temperature, incident solar radiation (R), and specific humidity 
at 1/8th degree resolution from 1994-2010 (Mitchell et al., 2004).  NLDAS2 atmospheric 
forcing fields are elevation-adjusted quantities derived from the North American 
Regional Reanalysis (NARR; 32 km) (Mesinger et al., 2006) and are temporally and 
spatially disaggregated to the high resolution of the NLDAS2 (Cosgrove et al., 2003).  
Incident radiation is bias-corrected using 5 years of hourly GOES-8 satellite data (Pinker 
et al., 2003).  The use of adjusted and bias-corrected atmospheric forcing fields allows for 
confidence when comparing these quantities against EPA-AQS station measurements.  
Surface variables (soil moisture, net surface radiation (Rn), and latent (λE) and sensible 
heat (H) fluxes) are acquired from NLDAS2-MOSAIC land surface model (Koster and 
Suarez, 1992, 1994).  NLDAS2-MOSAIC is forced by NLDAS2 atmospheric data, 
including precipitation, pressure, and wind components in addition to the variables 
described above.  Because NLDAS2 uses daily Climate Prediction Center (CPC) 
precipitation gauge data (Xie and Arkin, 1997) and Stage II 4 km hourly Doppler radar 
output, the NLDAS2-MOSAIC soil moisture and surface flux products are more 
accurate than the same surface variables output from free-running climate model 
simulations.   In this study, we define soil moisture as soil water contained within the first 
40 cm to capture a majority of root structure.  Soil moisture at 100 and 200 cm depths 
were also examined and were not found to modify the conclusions reached in the current 
study.  To avoid any single grid cell bias, NLDAS2 data are averaged over a quarter 
degree region around each EPA-AQS station. 
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4.2.2 Soil Moisture-Temperature Coupling Parameter 
 
 To identify factors limiting surface evapotranspiration, we employ a soil moisture-
temperature coupling diagnostic (ρ(E,T)) defined as the Pearson correlation between 
evapotranspiration(E) and temperature (T) (Seneviratne et al., 2006). Negative values of 
ρ(E,T) are referred to as soil moisture-limited or “coupled” while positive values are 
energy-limited or “uncoupled”.   The negative correlation between E and T (ρ(E,T)<0) 
represents an increase in temperature that occurs in soil moisture-limited regimes, where 
energy shifts away from latent heat flux due to limited soil moisture and towards more 
sensible heat flux and warmer temperatures .  For energy-limited regimes (ρ(E,T)>0), soil 
moisture is plentiful and therefore evapotranspiration is only limited by the amount of 
surface energy available.  
We calculate a modified version of ρ(E,T) that uses midday average E and T for 
each August (e.g. the correlation between 31 days of E and T for each year) to calculate a 
monthly ρ(E,T).  By using daily correlations instead of annual correlations, interannual 
variations in the coupling parameter can be calculated and years of soil moisture-
temperature coupling can be identified.  The physical mechanism behind using ρ(E,T) 
calculated from daily data is still physically consistent with the underlying connections 
between temperature and evapotranspiration (Seneviratne et al., 2010).  Other soil 
moisture-atmosphere coupling diagnostics were examined (Dirmeyer, 2011) and returned 





4.3.1 Spatial Patterns of Ozone Concentrations and Correlations 
 
Average August midday (12-4pm) O3 over the Eastern U.S. is between 45-65 ppb 
with the highest concentrations occurring along the eastern seaboard, the Ohio River 
Valley, and Tennessee River Valley (Figure 4.1a).  The lowest concentrations are found 
in northern New England, Florida, and the Northern Plains.  Figure 4.1b shows the 
correlation between O3 and temperature (ρ(T,O3)) for August at each of the EPA-AQS 
stations with at least 10 years of data.  Consistent with prior studies (Camalier et al., 2007; 
Davis et al., 2011; Rasmussen et al., 2012), temperature demonstrates a positive 
correlation throughout the domain with strongest correlations at higher latitudes (R > 
0.7) and weakening correlations to the South (R < 0.5).  The correlation between specific 
humidity and ozone (ρ(q,O3); Figure 4.1c) shows a similar north-to-south decrease as 
temperature, however with a transition from positive correlation coefficients to negative 
correlation coefficients south of the 37th parallel.  Although humidity has been highlighted 
as a primary driver of O3 interannual variations in the South (Camalier et al., 2007; 
Blanchard et al., 2010a; Davis et al., 2011), the physical mechanism explaining this 
correlation has yet to be described with any detail. 
 
4.3.2 Meteorological and Climate Controls on Ozone 
 
 The soil moisture-temperature coupling parameter (ρ(E,T)) described in Section 
4.2.2 as calculated from NLDAS data at the EPA station locations shows a similar spatial 
behavior as ρ(q,O3) (Figure 4.2a).  Specifically, stations where soil moisture perturbations 
exert greater control on near-surface temperatures (e.g. negative values of ρ(E,T)) 
correspond to stations with a weaker ρ(T,O3) and negative ρ(q,O3).  This suggests that the 
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ozone-meteorological relationships may be influenced by soil moisture forcing over the 
Southern U.S., representing a long-term climate forcing on O3.    
Comparing average O3 concentrations for dry versus wet years highlights this 
potential soil moisture driven response (Figure 4.2b-c).   Dry (wet) years are defined as 
negative (positive) deviations from the mean August condition of soil moisture from 1994-
2010 at each EPA-AQS station (Figure 4.2c).  Drier years correspond to increased 
midday O3 over much of the Eastern U.S. (Figure 4.2b).  There are some locations, 
however, that exhibit a weak change or decrease in O3 when soil conditions are drier, 
such as parts of Central Ohio and the Chicago Metropolitan area.  These weak 
correlations occur in regions when ρ(E,T) is positive, indicating that temperature does not 
respond to soil moisture perturbations as readily.  In the soil moisture limited Southeast 
(ρ(E,T < 0), O3 is more than 5 ppb higher during dry years with individual station 
differences greater than 12 ppb.  Here we highlight three regions spanning a range of 
average coupling strengths, the Atlanta Metropolitan area (33-34.5°N and 83-85.4°W; 
referred to as ATL), a Mid-Atlantic region (37-39°N and 76-78°W; referred to as MID), 
and a Northeast region (40-42°N and 73-75°W; referred to as NE) in Figure 4.2c.  In 
general, O3 interannual variability is highest in ATL spanning a range of almost 40 ppb, 
while MID and NE vary by 15-20 ppb.  Similarly soil moisture anomalies are weaker for 
NE and greater MID and ATL.  All three regions show good correlation between soil 
moisture anomalies and O3 concentrations with MID exhibiting the strongest relation 
(R=-0.66) and ATL the weakest (R=-0.36).  The weak correlation for ATL is attributed, 
in part, to the reduction of NOx emissions initiated in the early 2000’s, which has been 
shown to reduce O3 concentrations over the Southeast (Frost et al., 2006; Kim et al., 
2006; Gego et al., 2007; Bloomer et al., 2009).  Taking the years before (1994-1999) and 
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after (2000-2010) emissions reductions correlation becomes stronger for ATL, -0.46 and -
0.58 respectively.  
 To better understand these environmental controls on O3 interannual variability, 
zonally average anomalies are presented (Figure 4.3), where anomalous conditions are 
defined as deviations from the mean August conditions from 1994-2010 at EPA-AQS 
stations. In 1999, O3 anomalies reach 12 ppb from the 30-36th parallels (Figure 4.3a), and 
this persists in 2000 with a more limited extent to the south (to 33°N).  During the historic 
2007 drought in the Southeast (Luo and Wood, 2007), O3 concentrations were 4-10 ppb 
higher.  The lowest O3 anomalies occurred in 2009 from 32-38°N and were more than 10 
ppb below the 17-year average during a wet year (Figure 4.3d).  Typically, the largest 
absolute interannual variations occur south of 37°N, which is also the location of the 
transition from the energy-limited to soil moisture-limited regime as defined in Section 
4.2.2 (Figure 4.4). 
 During the years with the largest O3 anomalies (1999, 2000, and 2007), incident 
radiation and temperature anomalies are also higher than average (Figures 4.3b and 
4.3c).  For 1999 and 2000, incident radiation was about 40 W m-2 than the 17-year mean.  
Similarly in 2007 incident radiation was anomalously high (20-50 W m-2) over the 
southern half of the U.S.  The high incident radiation anomalies suggest that there was 
less cloud cover during these years for the southern half of the U.S.  Warm temperature 
anomalies are concurrent with the incident radiation anomalies, with 2007 as the 
warmest year in the South (> 3 K), and 1999 and 2000 having weaker positive anomalies 
(0.5-3 K).  Temperature anomalies also correspond to drier than average soil moisture 
conditions (Figure 4.3d), with 2000 and 2007 as the driest years in the time series.  Soil 
moisture spatial anomalies follow the same pattern as temperature anomalies in the 
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South.  Persistent dry soil moisture anomalies have been shown to lead to warmer 
temperatures by increased partitioning of radiation to sensible heat (Diffenbaugh et al., 
2007; Fischer et al., 2007a; Hirschi et al., 2011; Jaeger and Seneviratne, 2011), and this is 
consistent with our findings for ρ(E,T).  The similar spatial patterns of surface variable 
anomalies highlight the ability of a climate scale variable such as soil moisture to 
modulate O3 concentrations interannually via land-atmosphere interactions.  
 
4.3.3 Soil Moisture-Temperature Coupling and Ozone 
 
 To understand the relationships between predictor climate variables (T, q, R) and 
O3, we use the land-atmosphere coupling parameter ρ(E,T) (described in Section 4.2.2) to 
define soil moisture-limited versus energy-limited regimes (Figure 4.4).  Zonally averaged 
interannual changes in ρ(E,T) show negative values south of the 35th parallel, indicating 
soil moisture-limited control on surface fluxes for all years except 2009.  North of 40°N, 
evapotranspiration tends to be energy limited (ρ(E,T)>0).  In the Mid-Atlantic region (35-
40°N) the limiting factor varies interannually, with some years being soil moisture limited 
and others strongly energy limited suggesting a transition zone at these latitudes.  As this 
is a zonal average of ρ(E,T), individual stations within each latitudinal band may have 
larger ρ(E,T) interannual variability (figure not shown). 
 Zonally averaged correlations between O3 and certain environmental variables 
exhibit north-to-south features similar to the coupling parameter (Figure 4.4).  Consistent 
with station data in Figure 4.1, temperature is positively correlated with O3 throughout 
the Eastern U.S. with stronger correlations at higher latitudes (Figure 4.4; R=0.2-0.7).  In 
contrast, specific humidity correlations exhibit a latitudinal gradient with a transition 
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from negative values in the South to positive values in the North.  This transition occurs 
in the same Mid-Atlantic region (35-40°N) as the transition from soil water limited to 
energy limited (Figure 4.4).  Incident radiation is positively correlated with O3 from 29-
35°N (R=0.7) and weakens slightly north of 35°N (R=0.3-0.6) in the Mid-Atlantic 
transition region.   
The normalized latent heat flux (λE/RN) defines the portion of net surface 
radiation (RN) partitioned to evapotranspiration and accounts for spatial and temporal 
variations in radiation, such as from cloud cover.  λE/RN is negatively correlated with O3 
for much of the U.S. and coefficients are often greater than temperature or humidity 
correlations (R<-0.6).  Given the consistently strong interannual correlation between 
λE/RN and O3, λE/RN may prove to be a better predictor of yearly changes in O3 than 
other more commonly used variables.  The strong correlation further highlights surface 
energy partitioning as a possible and necessary component for describing widely observed 
relationships between O3, and temperature and humidity (Camalier et al., 2007; 
Blanchard et al., 2010a; Davis et al., 2011).  The mechanism underlying this behavior is 
discussed in more detail in Section 4.4. 
 Consistent with the strong negative correlation between O3 and λE/RN in the 
South (Figure 4.4), the Bowen ratio (H/λE), is generally higher in soil moisture-limited 
regimes when ρ(E,T) is strongly negative, reflecting low evapotranspiration (Figure 4.5a).  
Higher Bowen ratios indicate that more available surface energy is partitioned towards 
heating the surface rather than the phase change of available water.  For energy-limited 
regions (ρ(E,T)>0) in the northern latitudes, Bowen ratios remain relatively low suggesting 
equal partitioning between H and λE.  For the soil moisture-limited regimes (ρ(E,T)<0) in 
the South, lower latitude stations show a tendency for RN to partition more towards 
 99 
sensible heat due to the drier surfaces.  Because the Bowen ratio is dependent on net 
surface radiation, we also examine the sensitivity of λE and H to RN using linear regression 
slopes (β) of daily variables (Figures 4.5b and 4.5c).  Each point in Figure 4.5 refers to a 
particular year and station over the 1994-2010 time series, with slopes and correlation 
coefficients calculated using the 31 days of August for that particular year.  Points with 
absolute values of the correlation coefficients (|R|<0.3) less than 0.3 are removed.  The 
slopes, β(RN, H) and β(RN, λE), represent the change in the respective surface fluxes given 
a change in net surface radiation available.  Large positive or negative values of β indicate 
greater sensitivity of surface fluxes to radiation.  The most prominent feature in β(RN, H) 
and β(RN, λE) is the difference in sensitivity between soil-limited (ρ(E,T)<0) and energy 
limited conditions (ρ(E,T)>0).  Sensible heat flux becomes more sensitive to perturbations 
in net radiation when evapotranspiration is soil moisture-limited.  For latent heat flux, 
β(RN, λE) shows a clear transition from positive to negative response to changes in net 
radiation (Figure 4.5c).  Physically, latent heat flux decreases with increasing net radiation 
as soil moisture dries over the course of August.  This is consistent with higher Bowen 
ratios and drier surface conditions. 
 Focusing on three smaller regions, ATL, MID, and NE defined in Section 4.3.2, 
higher O3 concentrations generally occur during years that are soil moisture-limited 
particularly at lower latitudes (Figure 4.6).  Ozone concentrations show a larger response 
to soil moisture limitations (ρ(E,T)<0) in ATL with 10 ppb and 15 ppb increases in the 
50th and 75th percentiles, respectively (Figures 4.6a-c).  These differences are less 
pronounced for the MID and NE regions in the median and 75th percentiles (< 5 ppb).  
The different responses to soil moisture coupling regimes across regions can be attributed 
to differences in temperature (Figure 4.6d-f). Temperatures in ATL increase by 3 K at the 
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75th percentile and by 2.1 K at the 50th; whereas for MID the rise in temperatures during 
coupled years is 1.5 and 2.5 K for the 50th and 75th percentiles.  NE exhibited even 
weaker temperature changes less than 1.5 K.  Although λE/RN reductions during soil 
moisture-limited conditions in ATL and MID are similar (Figure 4.6g-h), the magnitude 
of coupling is weaker on average for MID (ρ(E,T)=-0.44) compared to ATL (ρ(E,T)=-
0.58) suggesting a dampened temperature response to soil drying.   
The different response across regions (e.g. from North to South) may reflect a shift 
from synoptic to local controls on O3 interannual changes.  Leibensperger et al., (2008) 
found that mid-latitude cyclone frequency is a good predictor of O3 interannual variability 
north of 40°N but was not as significant farther south.  It then follows that for the NE 
region a change in O3 due to soil moisture-limitations (Figure 4.6c) would be dampened 
due to the influence of synoptic scale pollutant ventilation.  This dampening may also be 
the case for MID, which is within the transition from predominantly soil-limited to 
energy-limited (Figure 4.4) and shows a weaker response to O3 than the South. 
 
4.4 Discussion 
4.4.1 Physical Coupling Mechanism 
 
 Here we consider the mechanisms controlling temperatures and specific humidity 
under the two soil moisture-temperature coupling regimes: 1) when evapotranspiration is 
energy-limited and 2) when evapotranspiration is soil moisture-limited.  In the case of 
energy limitations, the surface flux magnitude is largely dictated by the amount of energy 
available at the surface.  Therefore, increases in the surface fluxes (sensible and latent 
heat flux) may occur simultaneously as if radiation increases.  When evapotranspiration is 
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soil moisture-limited, an increase in net radiation produces greater energy partitioning 
towards sensible heat.  As a result, temperature in soil moisture-limited regimes increases 
due to soil drying and/or higher net radiation, whereas temperature increases in energy-
limited regimes are solely controlled by the amount of net radiation.  This latitudinal 
difference in temperature sensitivity is illustrated in Figure 4.5b by the increased 
sensitivity of sensible heat flux to incoming radiation (e.g. greater β(RN,H) when the 
station is soil moisture-limited).  The change in regime is further exhibited by the sign 
change in β(RN,λE), with a clear transition from energy-limited conditions at higher 
latitudes to soil moisture limited conditions in the south (Figure 4.4). 
 
4.4.2 Humidity as a Surrogate for Surface Fluxes 
 
Several studies indicate humidity is a good predictor of O3 variability in the 
Southeastern U.S. (Camalier et al., 2007; Zheng et al., 2007; Davis et al., 2011), however, 
our results suggest that this relationship is likely an artifact of the soil moisture-
temperature coupling regimes. This is evident in Figure 4.4b, where the normalized latent 
heat flux (λE/RN) has stronger correlation with O3 than specific humidity or temperature 
over much of the eastern U.S.  Because these studies use collocated meteorological and O3 
station data, measured humidity may be reflection of near-surface, local evaporative flux.  
Although a gridded specific humidity product (NLDAS2) is compared with EPA-AQS 
station data for this analysis, the widely observed correlation between specific humidity 
and O3 is replicated here (Figure 4.1c and Figure 4.4).  
It is often remarked that the negative correlation between O3 and humidity can be 
explained by cloud cover changes (Camalier et al., 2007; Jacob and Winner, 2009; Davis 
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et al., 2011).  Using λE/Rn removes the effects of radiation changes caused by cloud cover 
from the evaluation surface flux variations.  Therefore, it is unlikely that changes in 
radiation due to cloud cover would produce the O3-λE/Rn correlation found here for the 
Southeast.  Additionally, prior studies have found the influence of perturbed radiation 
produces minimal changes in O3 (Korsog and Wolff, 1991; Sillman and Samson, 1995; 
Dawson et al., 2007). 
Finally, increased concentrations of atmospheric water vapor can reduce 
background O3 concentrations through an increased conversion of O(1D) to the hydroxyl 
radical (OH), providing a chemical sink for O3 (Johnson et al., 1999; Racherla and 
Adams, 2006).  Since soil moisture-limited regimes are drier (Figure 4.6) it is expected 
that atmospheric water vapor concentrations are lower (e.g., lower humidity) and less 
chemical loss from the chemical pathway described and consequently higher O3.  
However, studies in urban environments, like the EPA-AQS sites, have demonstrated 
(Aw and Kleeman, 2003; Dawson et al., 2007) that the loss of O3 through this pathway is 
weak and in high NOx environments increased water vapor can lead to additional OH 
formation (Steiner et al., 2006).  
 
4.4.3 Biogenic Isoprene Emissions 
 
Another potential confounding factor in the ozone-climate relationship is the 
increase in biogenic isoprene emissions under warmer temperatures (Guenther et al., 
1994; Petron et al., 2001).  Isoprene emissions are strongly controlled by the same 
environmental factors that explain O3 formation.  Depending on the photochemical 
regime and NOx concentrations, increased isoprene emissions can lead to the formation 
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of more O3 for sufficiently high NOx or isoprene can react directly with O3 in low NOx 
regimes (Atkinson, 2000). The photochemical environment of the southeastern U.S. is 
typically categorized as NOx-limited and simulated regional O3 production has been 
shown to be unresponsive to changes in isoprene concentrations (Fiore et al., 2005).  
However, urban, high-NOx regions in the Southeast have been shown to be sensitive to 
biogenic isoprene (Xu et al., 2002) and isoprene can account for approximately 50% of 
the regional VOC reactivity (Blanchard et al., 2010b).    
We evaluate the response of O3 to changes in isoprene using available isoprene 
concentration data from EPA-AQS PAMS (Figure 4.7).  O3 is well correlated with 
isoprene for all regional station averages (R=0.56 for ATL, 0.38 for MID, and 0.58 for 
NE).  The increase in O3 in soil moisture-temperature coupled years (Figure 4.7) may 
reflect the positive influence of warmer temperatures on higher regional isoprene 
emissions.  This combined effect is likely strongest over the Southeast, where isoprene 
emissions are highest (Guenther et al., 2006) as reflected in the higher isoprene 
concentrations in ATL (> 1 ppb for all years; Figure 4.7).  These results suggest that 
isoprene plays a role in the O3 concentration increase, yet we note that the likely driver 
for the emissions increase is the warmer temperatures and increased solar radiation 
occurring in soil moisture-limited regimes.  
Observational studies have suggested that long-term soil water stress on vegetation 
could reduce isoprene emissions (Fall and Monson, 1992; Sharkey and Loreto, 1993; 
Brilli et al., 2007; Pegoraro et al., 2007).  Figure 4.7 illustrates that reductions in isoprene 
emissions due to soil moisture are not evident in these regional scale isoprene 
concentrations, because isoprene concentrations were among the highest measured 
during the historic 2007 drought over the Southeastern U.S. (Figures 4.2 and 4.3).  The 
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lack of soil moisture stressed reductions on isoprene flux is consistent with satellite-based 
inferred fluxes over this region (Duncan et al., 2009).  Recent modeling work has shown, 
however, that year-to-year changes in isoprene emissions are jointly controlled by 
fluctuations in temperature and soil moisture when models include the influence of soil 
water stress (Tawfik et al., 2012) and by including the soil moisture stress effect model 
emissions are in better agreement with observations for mid-latitude isoprene emission 




 We demonstrate the importance of soil moisture and surface energy partitioning 
in describing the underlying physical mechanism for O3 interannual and spatial 
variability.  We show that the distinct north-south gradient exhibited between the 
temperature-ozone and humidity-ozone relationships (Camalier et al., 2007; Zheng et al., 
2007; Davis et al., 2011; Rasmussen et al., 2012) arises from different soil moisture-
temperature coupling regimes.  Surface fluxes normalized by net surface radiation prove 
to be better predictors of O3 interannual variability than temperature, humidity, or 
radiation for a majority of the Eastern U.S.  This highlights the need for better 
representation of surface energy fluxes in models and calls for collocated chemical, 
surface, and atmospheric measurements.  Because it is anticipated that much of the 
eastern U.S. will experience more frequent heat waves and droughts under a warming 
climate (Meehl and Tebaldi, 2004; Christensen and Hewitson, 2007; Dai, 2011; Hirschi 
et al., 2011), understanding the current and projected types of soil moisture-temperature 
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Figure 4.1  a) Midday (12-4pm) average observed ozone concentrations (ppb), and correlation 
coefficient of midday average ozone concentrations against Phase 2 NLDAS b) temperature and 



















Figure 4.2  a) Correlation between NLDAS evapotranspiration and temperature describing the 
degree of soil moisture-temperature coupling. Negative values (blue) refer to greater soil moisture 
influence on temperatures. b) Average midday ozone concentrations (ppb) for anomalously dry 
soil moisture years minus anomalously wet soil moisture years at each station. c) Interannual 
change of (black dashed) ozone concentrations and (fill color) soil moisture anomalies defined as 
the deviation from mean August conditions for 1994-2010 for the (top) Northeast (40-42°N and 
73-75°W), (middle) Mid-Atlantic (37-39°N and 76-78°W), and (bottom) Atlanta Metropolitan 
area (33-34.5°N and 83-85.4°W).  Each panel is for August from 1994-2010 at EPA-AQS stations 


















Figure 4.3  August zonally averaged anomalies, defined as the deviation from mean August 
conditions for 1994-2010, for average midday a) ozone concentrations (ppb), b) incident solar 
radiation (W m-2), c) near surface temperatures (K), and d) soil moisture from 0-40 cm (mm) at 













Figure 4.4  Zonally averaged (left) interannual variations in soil moisture-temperature coupling 
strength (ρ(E,T); see Section 2.2 for more details) and (right) zonally averaged correlation 
coefficient of midday average ozone concentrations against (red) temperature, (black) incident 
radiation, (blue) specific humidity, and (orange) latent heat flux normalized by net surface 














Figure 4.5 a) Bowen ratio, b) slope of daily sensible heat flux (H) against incident radiation, and c) 
slope of daily latent heat flux (λE) against incident radiation versus the soil moisture-temperature 
coupling diagnostic (ρ(E,T)).  Each point represents a particular year for an EPA-AQS station 































Figure 4.6  Probability distribution functions for midday average (a-c) ozone concentrations, (d-f) 
temperatures, and (g-i) latent heat flux normalized by net surface radiation, comparing (black) 
energy limited conditions (ρ(E,T)>0; uncoupled) and (orange) soil moisture limited conditions 
(ρ(E,T)<0; coupled) for the Atlanta Metropolitan Area, Mid-Atlantic, and Northeast regions (see 



















Figure 4.7  Interannual variations of average midday (black) ozone and (green) isoprene 






Chapter 5  
 






Tropospheric ozone (O3) forms in the atmosphere via a suite of photochemical 
reactions driven by volatile organic compounds (VOC) and nitrogen dioxides (NOx = 
NO+NO2).  Due to the adverse effects of O3 on human health (Lippmann, 1989; Bernard 
and Ebi, 2001; Knowlton et al., 2004; Bell et al., 2007), many federal regulations to 
mitigate O3 concentrations have been implemented.  One recent effort by the 
Environmental Protection Agency’s (EPA) was the State Implementation Plan (SIP) (EPA, 
2005) to reduce NOx emissions and consequently reduce O3.  Regional atmospheric 
chemistry modeling has been conducted to evaluate the success of these regulatory efforts 
(Frost et al., 2006; Kim et al., 2006; Gego et al., 2007).  However, modeling studies 
suggest that in some locations meteorological variables can have a stronger control on O3 
variability than NOx emissions reductions (Godowitch et al., 2008).  This highlights the 
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necessity of quantifying an atmospheric chemistry model’s ability to reproduce observed 
O3 variability and accurately capture O3-meteorology interactions. 
Several recent studies examine the ability of models to simulate observed O3 
interannual variability (Hogrefe et al., 2004; Godowitch et al., 2008; Nolte et al., 2008; 
Hogrefe et al., 2011; Rasmussen et al., 2012).  Comparing observed O3 to a coupled 
global climate-chemistry model from 1981-2000, Rasmussen et al., (2012) showed that 
interannual variations of O3 are poorly represented in the model for the U.S. Mid-
Atlantic and Great Lakes regions.  The inability of models to capture yearly O3 variability 
over the Eastern U.S. has also been found in regional modeling studies (Hogrefe et al., 
2004; Nolte et al., 2008; Hogrefe et al., 2011).  Hogrefe et al. (2011) demonstrated that 
models had a difficulty capturing O3 variability especially in the lowest O3 percentiles 
over the Northeast U.S.  Additionally, this study noted that using constant chemical 
boundary conditions could underestimate the interannual variability by 30-50%. 
Simulations including time-variant chemical boundary conditions showed improved O3 
interannual variability compared to observations, while exacerbating the underestimated 
18-year O3 trend (Hogrefe et al., 2011).  
From a climate change perspective, a multi-model comparison study of regional 
chemistry models concluded that there were large regional inconsistencies in the response 
of O3 to climate change, yet most models projected higher O3 concentrations under 
increasing greenhouse gas scenarios (Weaver et al., 2009).  However, as noted by Nolte et 
al., (2008), interannual changes in O3 are often larger than long-term trends and the 
increase in O3 concentrations due to climate change (Weaver et al., 2009).  White et al., 
(2007) also cautioned against using measurements from single-year field campaigns when 
characterizing regional air quality by highlighting large differences in observed O3 
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between anomalously cool and warm years for the Northeast.  Many of these studies only 
briefly discussed year-to-year O3 variations, and simulations are generally performed for 
only a few present-day summers with the exception of Rasmussen et al., (2012) who 
simulated two decades of ozone concentrations with a coupled chemistry-climate model.  
These limited studies indicate that additional effort is needed to examine if coupled 
chemistry-climate models can capture interannual changes in O3 with any fidelity.  
Several recent inter-model comparison studies have been conducted to evaluate 
and synthesize discrepancies of O3 simulated by coupled climate-chemistry models 
and/or chemical transport models (Stevenson et al., 2006; Wild, 2007; Fiore et al., 2009; 
Reidmiller et al., 2009; Weaver et al., 2009; Jonson et al., 2010).  Common to all of these 
studies is the tendency for models to overestimate O3 concentrations over the Eastern 
U.S. by more than 10 ppb (Figure 5.1; (Fiore et al., 2009; Reidmiller et al., 2009)).  The 
overestimate is commonly attributed to 1) an incomplete understanding of isoprene-
nitrate recycling chemistry (Fiore et al., 2005; Wild, 2007; Wu et al., 2007a; Ito et al., 
2009), 2) poor boundary layer ventilation (Castellanos et al., 2011), and 3) model biases in 
temperature (Godowitch et al., 2008; Nolte et al., 2008; Rasmussen et al., 2012).  In the 
case of isoprene-nitrate recycling, it has been shown that 0% recycling of NOx (e.g. most 
efficient NOx removal) can reduce O3 by 1-5 ppb (Zhang et al., 2008c; Ito et al., 2009) in 
regions with high biogenic VOC emissions such as the Southeastern US.  However, this 
reduction in O3 is not sufficient to alleviate the 10-30 ppb O3 bias commonly modeled for 
this region.  With regards to temperature biases, Rasmussen et al., (2012) showed that 
model temperature biases only minimally contributed to the O3 bias.  During a study 
where North American anthropogenic emissions were reduced by 20%, model O3 biases 
were present independent of emissions perturbations, marking a chemical insensitivity to 
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airmass for the Southeast (Reidmiller et al., 2009).  Taken together, it is evident that there 
is a systematic shortcoming present in current models that may result from a combination 
of deficiencies in chemistry and climate-chemistry interactions. 
 This chapter focuses on identifying the behavior of a fully coupled regional 
climate-chemistry model to evaluate chemical versus meteorological causes of the 
Southeastern US O3 bias.  More specifically, the goals of the current study are to 1) 
examine the Eastern U.S. O3 bias from the perspective of soil moisture-temperature 
coupling regimes (described in Chapter 4) and its influence on O3 precursors, and 2) 
identify drivers of model O3 variations against observations.  The results will be then be 




5.2.1 Description of RegCM-CHEM Climate-Chemistry Model 
 
 To evaluate the behavior of O3 against observed soil moisture-temperature 
regimes, a gas-phase chemical mechanism (Carbon Bond Mechanism; CBM-Z) (Zaveri 
and Peters, 1999) is coupled to the RegCM-CLM-MEGAN framework described in 
Chapter 3.  This online coupling allows for the calculation of chemical concentrations of 
a suite of ozone precursors in each model grid cell within the climate model RegCM.  A 
brief description of the coupled regional climate-chemistry model, referred to as RegCM-
CHEM is given here, with a more detailed description in Shalaby et al., (2012).  We 
describe the chemical transport equation and numerical methods employed (Section 
 117 
5.1.1), the chemical mechanism and solver implemented for this analysis (Section 5.1.2), 
removal processes (Section 5.1.3), and emissions (Section 5.1.4). 
 
5.2.1.1 Chemical Transport Equation and Numerical Methods 
 
 The time-variant solution of chemical tracers in RegCM-CHEM is modified from 
a simple aerosol transport scheme contained in RegCM4 (Solmon et al., 2006).  The 
basic tendency equation of j gas-phase species (X) is described as 
 
         !!
!
!"













 is the rate of change (or tendency) of the tracer X, −𝑉 ∙ ∇𝑋! is the horizontal 
and vertical advection of X, 𝐹!
! and 𝐹!
! are the vertical and horizontal turbulent diffusion, 
𝑇!"#
!  is the cumulus transport, 𝑆!
! is the emissions source term, 𝑅!,!"
!  and 𝑅!,!"#
! are the 
wet removal by large-scale and cumulus precipitation, 𝐷!"#
!  is removal by dry deposition, 
and 𝑅!"#
!  is the net chemical production and loss.  Each term is solved above for the 
individual tracer species and advanced in time using a modified leap-frog numerical 
scheme.  Parameterizations and inputs for some of these terms are described below. 
 
5.2.1.2 Chemical Mechanism and Solver 
 
CBM-Z (Zaveri and Peters, 1999) is a gas-phase chemical mechanism developed 
as an extension of the Carbon Bond 4 Mechanism (CBM-IV; Gery, 1989 #12631}.  
CBM-Z includes the additional reaction pathways for several species, including isoprene.  
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This explicit representation allows CBM-Z to be used for more long-term simulations and 
for regions with high biogenic isoprene emissions (described in Section 5.2.1.4).  CBM-Z 
uses a lumped species representation for reactive volatile organic compounds (VOC) 
based on the carbon bond structure making it more computationally efficient.  Several 
studies have shown the ability of CBM-Z to simulate O3 in urban and rural environments 
(Zaveri et al., 2003; Jiang and Fast, 2004; Fast and Heilman, 2005; Fast et al., 2006).  The 
current implementation of CBM-Z in RegCM-CHEM solves the stiff system, ordinary 
differential equations using a computationally efficient radical balance method (RBM) 
(Sillman, 1991; Schlink et al., 2002).  Because much of the chemistry in the troposphere is 
initiated by the hydroxyl (OH) and peroxy radical (HO2 and RO2) reactions, the RBM 
solves the reverse Euler equations for these short-lived radicals based upon their sources 
and sinks.  Concentrations of other chemical species are then calculated in a reactant-to-
product order.  Due to its computational efficiency, it is possible to conduct multi-year 
coupled climate-chemistry simulations with the CBM-Z.   
 
5.2.1.3 Wet and Dry Deposition 
 
Chemical species are removed from the atmosphere via wet and dry deposition.  
The parameterization schemes for these processes in RegCM-CHEM are based on 
existing parameterizations as described below. Dry deposition is the primary removal 
mechanism of gas phase species in RegCM-CHEM.  RegCM-CHEM allows 29 CBM-Z 
species to be dry deposited to the surface from the lowest model layer.  This dry 
deposition scheme is acquired from the Community Land Surface Model version 4 
(CLM4) and based on Wesely (1989).  More specifically, dry deposition is parameterized 
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as a series of resistances, which include the aerodynamic resistance, a quasi-laminar near-
surface sublayer resistance, stomatal resistance, and non-stomatal resistance.  By using the 
CLM4 implementation, stomatal resistance is linked directly to photosynthetic activity 
and varies diurnally, consistent with realistic dry deposition behavior.  Wet deposition is a 
minor removal mechanism compared to dry deposition.  The current parameterization 
removes 26 CBM-Z gas phase species and is parameterized following the current 
implementation in the Model of Ozone and Related Chemical Tracers version 4 
(MOZART-4) (Horowitz et al., 2003; Emmons et al., 2010), a global atmospheric 
chemistry model.  Currently, wet deposition is only included for grid-resolved 
precipitation (Shalaby et al., 2012).  
 
5.2.1.4 Emissions 
Anthropogenic, biomass burning, and biogenic emissions are provided to 
RegCM-CHEM using a suite of inventories and, in the case of biogenic isoprene, an 
interactive emissions model (MEGAN) (Guenther et al., 2006; Tawfik et al., 2012).  These 
emissions are injected into the lowest model layer and, upon transfer into the RegCM 
tracer scheme, follow advection, chemistry and removal processes as in Equation 5.1.  
Anthropogenic and biomass burning emissions are derived from the 0.5° by 0.5° 
MACCity monthly averaged gridded emissions inventory (Lamarque et al., 2010).  This 
inventory includes yearly emissions reductions from 1990-2010 making it an ideal 
inventory for exploring model interannual variability.  A bimodal diurnal cycle is imposed 
on the monthly MACCity NOx emissions to replicate two typically observed rush hour 
traffic peaks while conserving the total monthly mass flux of NOx to the atmosphere.  
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Two different biogenic isoprene emissions are used for this study: 1) an interactive 
emissions online emissions model (MEGAN) within the RegCM-CHEM framework 
(Tawfik et al., 2012) that responds directly to model temperature, incident radiation, and 
soil moisture (described in Chapter 3); and 2) a static 1° by 1° monthly-averaged 
emissions inventory, POET (Granier et al., 2005) with an imposed diurnal cycle that does 
not respond to changes in model meteorological conditions.  Non-isoprene biogenic 
emissions (acetone, ethane, ethylene, propane, propene, methanol, carbon monoxide, and 
NOx) are also derived from the POET inventory.  All emissions inventories (MACCity 
and POET) are bi-linearly interpolated to the RegCM-CHEM grid from their native 
grid. 
 
5.2.2 Experiment Design 
 
 Four RegCM-CHEM simulations are performed to evaluate possible sources of 
the Eastern U.S. O3 model bias and the influence of land-atmosphere coupling on this 
bias.  Simulations are conducted on a 60 by 60 km grid centered at 96°W and 38°N over 
the continental U.S. (Figure 5.2). The dynamic time step of the model is 200 seconds and 
land surface fluxes are updated every 600 seconds.  Chemical tracer species are processed 
(Equation 5.1) every dynamic time step, where the chemical tendency (𝑅!"#
! ) is updated 
every 1000 seconds.  Initial and 6-hourly lateral physical boundary conditions are 
provided by the European Centre for Medium Range Weather Forecasts Interim 
Reanalysis (ERA-Interim) for atmospheric variables (Dee et al., 2011).  Weekly prescribe 
sea surface temperatures are also prescribed using ERA-Interim (Dee et al., 2011).  
Chemical initial and boundary conditions are provided by an 8-year (2000-2007) monthly 
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climatological average from the global MOZART model (Horowitz et al., 2003; Emmons 
et al., 2010).  Five summers, starting from June 1st and ending on August 31st, are 
simulated from 2004-2008, capturing the 2007 drought and the relatively cool 2004 
summer.  August will be the focus of this model analysis because it coincides with the 
observed soil moisture-temperature feedback study presented in Chapter 4, and high 
surface air temperatures and potential for high O3 concentrations.  Soil moisture 
initialization is provided by Phase 2 of the Global Data Assimilation System (GLDAS2) 
CLM3.5 model output (Rodell et al., 2004).  Initializing summer soil moisture with 
realistic values has been shown to greatly improve sub-seasonal forecasts of temperature 
and precipitation (Koster et al., 2010).   
Using the model simulation specifications described above, four simulations are 
performed. The first is a fully interactive simulation allowing land-atmosphere 
interactions and isoprene emissions to respond to changes in environmental variables 
(referred to as coupled or COUP).  The second simulation prescribes constant monthly 
climatological soil moisture, effectively decoupling the land surface from the atmosphere 
(e.g. precipitation does not modify soil moisture), but still allows biogenic isoprene 
emissions to respond to environmental changes (referred to as uncoupled or UNCOUP).  
The third (COUP-POET) and fourth (UNCOUP-POET) simulations are the same as the 
first and second simulations, respectively, however, each use the climatological POET 
isoprene emissions.  POET is a static emissions inventory that does not respond to 
environmental changes.  Differences between the four simulations are summarized in 
Table 5.1. 
Midday (12-4pm) average August isoprene emissions are shown for the four 
simulations in Figure 5.2.  Isoprene emissions are weaker in COUP relative to UNCOUP 
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and the POET.  The isoprene emissions in COUP are reduced by the soil moisture stress 
factor (γSM; Equation 3.4) and this effect is stronger in RegCM-CLM-MEGAN than 
other offline modeling studies (Guenther et al., 2006; Muller et al., 2008).  This is 
attributed to the sensitivity of the soil moisture stress factor to wilting point and the 
relatively dry CLM soils (Tawfik et al., 2012).  Because UNCOUP has constant soil 
moisture conditions, there is no variability in the soil moisture stress factor and therefore 
emissions changes are controlled solely by temperature and light.  This produces higher 
emissions overall for UNCOUP (Figure 5.2b).  The POET simulations exhibit modest 
isoprene emissions; however, these emissions do not change from year to year.  We use 
these simulations to explore the factors driving O3 variability and biases.  Specifically, by 
comparing pairs of simulations we can isolate the effects of land-atmosphere coupling and 
isoprene flux on O3.  Throughout the remainder of this analysis three different pairings 
are used: 
• COUP-POET versus UNCOUP-POET: Comparison of these two simulations 
isolates the influence of land-atmosphere coupling on O3.   
• COUP versus COUP-POET: These two simulations use the same interactive 
treatment of the land surface and therefore have the same meteorology yet different 
isoprene emissions. Comparison of these two simulations can explain the role of daily 
and interannual isoprene emissions changes on O3.  
•  UNCOUP versus UNCOUP-POET:  Comparison of these two simulations 
highlights the effects of isoprene flux on O3 in an uncoupled land-atmosphere 
environment. 
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All four simulations do not allow O3 calculated from the chemical mechanism to modify 
radiative forcing to simplify the analysis (e.g. no O3 radiative feedbacks).  
 
5.2.3 Chemical Observations and Meteorological Data 
 
 Hourly O3, isoprene, and NOx data are available from the Environmental 
Protection Agency’s Air Quality System (EPA-AQS) Photochemical Assessment 
Monitoring Stations (US EPA) for 17 Augusts from 1994-2010.  A 5-year subset of 
observations (2004-2008) corresponding to the simulation period is used to compare 
against model simulations; however, some statistics are produced for the entire 17 years to 
provide better information about long-term trends.  Concentration data are averaged 
over peak O3 production hours (12-4pm) and only stations located in the Eastern half of 
the U.S. are considered (25-50°N and 98-68°W).  Stations must have at least half a 
month of measurements for each year to be included in the analysis.  For direct 
comparison with the four simulations, model output is sampled at the nearest EPA-AQS 
station and converted to local station time.   
 Environmental data are retrieved from the Second Phase of the North American 
Land Data Assimilation System (NLDAS2) Forcing using the MOSAIC model (Koster 
and Suarez, 1992, 1994; Mitchell et al., 2004).  NLDAS2 is a reanalysis product that 
assimilates observed precipitation and forecast products into a model system to produce a 
high temporal and spatial gridded product of land surface variables.  To that extent, 
NLDAS2 is to be regarded as a “quasi-observational” product.  Hourly temperature (T), 
incident (R) and net radiation (Rn), evapotranspiration (E), and latent heat flux (λE) at 
1/8th degree resolution from 2004-2008 are used for the current analysis.  NLDAS2 data 
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are averaged over a quarter degree region around each EPA-AQS station.  Further 
description of NLDAS2 used can be found in Chapter 4. 
 
5.2.4 Soil Moisture-Temperature Coupling Regimes 
 
 To quantify the degree of soil moisture-temperature coupling, we use a diagnostic 
parameter (ρ(E,T)) defined as the Pearson correlation between evapotranspiration (E) and 
temperature (T) (Seneviratne et al., 2006).  Physically, this diagnostic parameter identifies 
two different land-atmosphere regimes: (1) a soil moisture-limited regime corresponding 
to negative ρ(E,T) values and (2) an energy-limited regime corresponding to positive 
values of ρ(E,T).  When a regime is soil moisture-limited, temperatures are controlled 
primarily by changes in evapotranspiration, where more energy is partitioned to sensible 
heat flux.  For energy-limited environments, soil moisture is plentiful and therefore 
changes in evapotranspiration and sensible heat flux are controlled by the amount of 
incoming radiation.  We use a modified version of ρ(E,T) for this study that uses midday 
average E and T for each August (e.g. the correlation between 31 days of E and T for 
each year) to calculate a monthly ρ(E,T).  This allows for the evaluation of interannual 
changes in soil moisture-temperature coupling.  
 
5.3 Results and Discussion 
5.3.1 Model Meteorological Bias 
 
Typical meteorological control variables (T and R) and the latent heat flux ratio 
(Chapter 4; λE/Rn) are used to explore if model meteorological biases can explain 
shortcomings in modeling O3 (Figure 5.3).  To focus on meteorology, the four simulations 
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will be discussed in terms of coupled (COUP and COUP-POET) and uncoupled 
(UNCOUP and UNCOUP-POET) land-atmosphere interactions.  By not including O3 
radiative feedbacks, the meteorology in the two coupled simulations (COUP and COUP-
POET) is identical.  Similarly, the meteorology in the two uncoupled simulations is also 
identical (UNCOUP and UNCOUP-POET). 
August midday temperatures in the coupled simulations are generally warmer 
compared to NLDAS2.  The highest model biases occur over the Midwest (>5 K) with a 
weaker warm bias along the eastern seaboard (0-2 K; Figure 5.3a). The uncoupled 
simulations (Figure 5.3b) exhibit a cool bias over the Southeast (1-5 K) and otherwise 
deviate from NLDAS2 by less than 2 K.   Although all simulations are initialized with the 
same GLDAS soil moisture, the coupled simulations are warmer than NLDAS2.  This 
suggests that the coupled simulations dry as the summer progresses resulting in warmer 
temperatures.  In the uncoupled simulations, soil moisture does not change during 
August, therefore soil drying does not occur and the soil remains at a climatologically 
constant value.  This results in the cooler temperatures for the uncoupled simulations. 
Similar to temperature, model incident radiation is 30 W m-2 higher than 
NLDAS2 over most of the U.S. in the coupled simulations (Figure 5.3c-d), reinforcing the 
notion of drier soils reduced clouds and precipitation in the coupled simulations.  The 
radiation in the uncoupled simulations is also biased high but mainly over the Great 
Lakes area (> 40 W m-2).  The primary difference between the coupled and uncoupled 
simulations occurs over the South- and Northeast, where the coupled runs have weak 
biases and the uncoupled runs have 20-60 W m-2 less radiation than NLDAS2.  In 
addition to the precipitation feedbacks, the lower radiation found in the model could 
result in reduced photolysis rates.  
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To assess the degree of drying between the model and observations, we examine 
model biases in λE/RN (Figure 5.3e-f) where negative (positive) values correspond to drier 
(wetter) surface soil in the model.  For much of the Eastern U.S. the surface soil is drier in 
the coupled simulations, especially in the Midwest and Great Lakes Region.  The 
uncoupled simulations are also drier for these regions but the signal is weaker.  Further, 
the uncoupled simulations are wetter than NLDAS2 throughout the Piedmont region of 
the Carolinas and parts of the South.  Because λE/RN refers to the fraction of energy 
partitioned to latent heat flux, drier conditions in the model also correspond to greater 
energy partitioning to sensible heat flux.  This increase in sensible heat flux is likely 
producing the warm bias illustrated in Figure 5.3a. 
To examine the ability of the model to reproduce NLDAS2 meteorological 
variability, a relative variability bias is calculated and presented in Figure 5.4.  The 
relative variability bias (RB) is defined as 
 
               𝑅𝐵 = 1− !!
!!"#
   (5.2) 
 
where 𝜎! is the standard deviation of a particular model variable, X, for the midday 
average of all days in August from 2004-2008 (e.g. 31 days multiplied by 5 years) and 
𝜎!"# is the same as 𝜎! but for observations.  A negative (positive) relative bias means the 
model has greater (less) variability than observations.  The coupled simulations have 
almost twice the variability of midday average temperatures as the NLDAS2 over the 
Southeast and the Gulf Coast (Figure 5.4a).  The uncoupled simulations have similar 
temperature variations compared to NLDAS2 (Figure 5.4b), highlighting the role of soil 
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moisture on surface air temperature calculations.  This shows that in coupled simulations 
land-atmosphere feedbacks amplify initial dry anomalous as the summer progresses.  By 
using GLDAS prescribed climatological soil moisture for the uncoupled simulations, 
feedbacks do not occur and temperature variability better resembles NLDAS2.  For 
modeled incident radiation (Figure 5.4c-d), the coupled simulations capture NLDAS2 
variations well with only slight overestimates.  The uncoupled simulations also capture 
NLDAS2 variations well for much of the U.S. with the exception of stations north of 
42°N.  
Variations in λE/RN from NLDAS2 are greater than modeled for much of the 
Southeast and along the eastern seaboard for the coupled simulations (Figure 5.4e-f).  The 
variability in the uncoupled simulations is reduced even further than the coupled 
simulations, with only parts of New England showing greater model variability.  This 
result is to be expected in the uncoupled model. As discussed in Chapter 4, observed 
λE/RN is a good predictor of year-to-year variability in O3.  If land-atmosphere-chemistry 
interactions are represented properly in the model we would expect to find the weaker 
model λE/RN variability for the South and Northeast translate into weaker model O3 
variability. 
 
5.3.2 Model Soil Moisture-Temperature Coupling 
 
 To evaluate if the model can accurately capture the observed land-atmosphere 
coupling, we compare the coupling parameter for the COUP and UNCOUP simulations 
against the NLDAS2 product.  The model soil moisture-temperature coupling parameter 
(ρ(E,T)), is generally weaker than observed (Figure 5.5).  In particular, the model identifies 
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the Great Lakes and Midwest regions as soil moisture-limited (ρ(E,T)<0), whereas 
observations identify these regions as energy-limited (Figure 5.5).  Weaker model ρ(E,T) 
suggests that model temperatures are less controlled by changes in evapotranspiration 
than observed.  This is consistent with the sunnier, drier, and warmer conditions than 
observed (Figure 5.4) and describes the Great Lakes and Midwest regions as soil moisture-
limited.  However, despite this shortcoming in the Midwest, the north-south transition of 
ρ(E,T) observed in Chapter 4 is captured along the eastern seaboard and can likely 
represent the north-south transitions and higher degree of coupling in the Southeast. 
 
5.3.3 Model Ozone Bias 
 
The average midday O3 model bias for the four model sensitivity tests is 
calculated for five Augusts during the simulation period (2004-2008; Figure 5.6).  Model 
bias is defined as model concentration minus observed (EPA-AQS) concentration.  All 
simulations overestimate O3 concentrations throughout the eastern U.S. with a few 
localized exceptions.  COUP has the lowest biases of the four simulations, with 
overestimates ranging from 4-12 ppb in the South and 4-8 ppb in the Mid-Atlantic 
(Figure 5.6a).  To highlight the influence of isoprene emissions on O3, we compare 
COUP and COUP-POET  (Figure 5.6a and 5.6c).  O3 biases are distinctly lower in 
COUP than for COUP-POET demonstrating the ability for lower isoprene emissions to 
reduce O3 concentrations by more than 8 ppb.   
To better isolate the effects of land-atmosphere coupling, simulations that hold 
isoprene emissions constant from year-to-year and do not respond to changes in 
environmental conditions are compared (COUP-POET and UNCOUP-POET).  Both 
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POET simulations are biased high with the largest overestimates occurring over large 
cities (> 10 ppb; Figure 5.6c-d).   Despite the warm biases over the Southeast for COUP-
POET (>5 K; Figure 5.3), the POET simulations do not differ greatly suggesting that 
modeled O3 concentrations are weakly driven by land-atmosphere coupling.  This is 
contrary to the soil moisture-temperature-O3 relationship discussed in Chapter 4, which 
implies that the model may not be characterizing certain aspects of the land-atmosphere-
chemistry coupled system present in observations.  In a strictly decoupled land-
atmosphere environment (UNCOUP compared to UNCOUP-POET), model O3 biases 
are still larger for UNCOUP-POET even though isoprene emissions are higher on 
average for UNCOUP (Figure 5.2).  This further points towards a low O3 model 
sensitivity to land-atmosphere coupling throughout the Eastern U.S. 
 Focusing on three smaller regions (defined in Figure 5.2), the simulated 
year-to-year changes in O3 are compared against observations (Figure 5.7).  For the 
Northeast (NE), all simulations exhibit a high O3 bias for all years with the highest model 
departures occurring in 2004 (16-32 ppb).  Further, observed O3 has weak interannual 
variability (~ 8 ppb range) in the NE (Figure 5.7a).  This range of O3 in the model is well 
captured; however, none of the simulations reproduce the maximum in 2005 and 
minimum in 2004.   
For the Mid-Atlantic region (MID; Figure 5.6b), observed midday O3 spans a 12 
ppb range with maxima in 2006 and 2007 of about 60 ppb.  The uncoupled simulations 
(UNCOUP and UNCOUP-POET) reproduce the 2007 peak and the subsequent 
decrease in 2008, while the coupled simulations only capture the 2006 peak.  On the 
whole for MID, the coupled simulations (COUP and COUP-POET) have less O3 
variability than observed (< 8 ppb) and the uncoupled simulations (UNCOUP and 
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UNCOUP-POET) have high O3 concentrations but the variability similar to 
observations. 
 The Atlanta region has the largest observed variability of all the regions with a 
range of 17 ppb (Figure 5.7c).  The most striking feature in ATL is the lack of interannual 
variability for any of the model realizations.  The COUP simulation only varies by 2 ppb 
from year-to-year despite the higher than observed temperature variability in the coupled 
simulations (Figure 5.4), indicating that the muted O3 variability in COUP is not due to a 
lack of temperature variability.  The observations also show a distinct peak in 2007 
corresponding to the historic drought in this year (Luo and Wood, 2007).  This peak is 
only slightly captured by COUP-POET.  Although COUP had the lowest absolute bias 
when compared to observations over the Eastern U.S. (Figure 5.6a), the lack of 
variability, especially over the ATL, highlights a broader model issue.  We find that for 
MID and NE O3 interannual variability in the model is largely determined by land-
atmosphere coupling.  This is illustrated by the strong correlations between UNCOUP 
and UNCOUP-POET (R>0.9) and highlights the importance of land-atmosphere 
interactions in controlling variability for NE and MID in the model, despite its weak 
influence on absolute O3 concentrations (Figure 5.6). 
 
5.3.4 Ozone Response to Meteorological Controls 
 
The modeled response of O3 to temperature, incident radiation, and λE/RN for 
the 5-year period is examined in Figure 5.8.  The model has difficulty replicating any of 
the observed correlations between O3 and meteorological control variables especially in 
the Southeast ATL region (Figures 5.8c, 5.8f, 5.8i).  In particular, the well-recognized 
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temperature-O3 correlation (referred to as ρ(T, O3)) is almost nonexistent for all model 
simulations for MID and ATL (Figure 5.8a-c).  This inability to capture ρ(T, O3) for MID 
and ATL is not unique to RegCM-CHEM and has been found in another coupled 
climate-chemistry model (Rasmussen et al., 2012).  The slope and ρ(T, O3) show 
improvement with latitude (e.g. the modeled NE shows a similar relationship to observed) 
but are still poorly represented.  All simulations show a lack of sensitivity to temperature 
in the Mid-Atlantic and Southeast U.S., consistent with the weak response of absolute O3 
concentrations to changes in land-atmosphere coupling.  This suggests that model O3 
production and loss is decoupled from meteorological forcing.    
Observed O3 is well correlated with incident radiation for all regions (Figure 5.8d-
f).  The model, however, very poorly represents the O3-radiation relationships exhibiting 
weak correlations (Figure 5.8d-f) that are negative in the NE and MID regions due to a 
decline in model O3 above 600 W m-2.  At lower radiation values (less than 500 W m-2) 
the model generally exhibits the largest O3 bias.  Although photolysis is modified by cloud 
cover in the model, the influence may be insufficient for reducing O3 photochemistry. 
When evaluating the extent of drying and its effects on O3, the observations are 
strongly anti-correlated indicating that low λE and dry conditions coincide with higher 
O3 (Figure 5.8g-i) as presented in Chapter 4.  The model, however, fails to capture the 
sign of the O3-λE/RN correlation, showing higher O3 concentrations at wetter conditions 
and the relationship is weaker than observed (R=0.11-0.42 for model; R=0.57-0.73 for 
observed).  This indicates that while RegCM-CHEM can simulate the land-atmosphere 
coupling conditions reasonably well (Figure 5.5), this does not translate into an accurate 
O3-λE/RN relationship (Figure 5.8g-i).  This highlights a fundamental misrepresentation of 
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land-atmosphere-chemistry interactions in the model and is likely present across other 
coupled climate-chemistry models which do not accurately characterize ρ(T, O3). 
To diagnose whether systematic biases in meteorological fields are responsible for 
O3 biases, we compare O3 biases (model minus observed) against the biases of several 
meteorological variables (temperature, radiation, λE/RN, and precipitation; Figure 5.9) for 
ATL, the region with the weakest O3-temperature relationship.  Here we also focus on 
the COUP simulation because it is configured to capture biosphere-atmosphere 
interactions.  High model O3 biases in COUP do not correlate well with biases in 
temperature and radiation (R=0.07 and 0.15, respectively; Figures 5.9a and 5.9b).  This 
suggests that while high temperature and radiation biases may produce higher than 
observed O3 episodically, these biases cannot account for systematic high model O3.  
Similar to temperature and radiation biases, model discrepancies in daily average 
precipitation are poorly related to O3 biases (Figure 5.9c).  O3 model overestimates 
greater than 20 ppb correspond to the largest daily precipitation biases.  In particular, the 
large positive biases in precipitation represent instances when a rain event occurs in the 
model and is not present in the observations.  Consistent with the ability of rain events to 
wet remove ozone precursor species from the atmosphere, misrepresented precipitation 
events are shown to produce large O3 biases (> 20 ppb), but do not seem to explain 
persistent model O3 overestimates.  Instantaneous daily precipitation does not seem to 
explain persistent model O3 overestimates; however, the timing of prior hour and day 
precipitation has been shown to correlate well with the accumulation of midday O3 over 
ATL (figure not shown). 
Biases in the surface drying parameter, λE/RN, exhibit the best relationship with 
O3 biases with R=-0.47 (Figure 5.9d).  When the model is drier than NLDAS, O3 
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concentrations are 5-50 ppb higher than observed.  This O3-λE/RN relationship may be 
due to the ability of λE/RN to account for changes in air temperature through the relative 
surface energy being partitioned to sensible heat flux and to respond to changes in 
precipitation reflected by surface soil moisture modifications.  Therefore, λE/RN serves as 
a surrogate for these meteorological factors reflecting the effects of instantaneous 
variables, such as current temperature and radiation, and antecedent events, such as prior 
day precipitation.  Further, the O3-λE/RN relationship highlights the importance of 
surface drying to ozone air quality previously discussed in Chapter 4. 
 
5.3.5 Comparison of Ozone Precursors 
 
Comparing two key O3 precursors (NOx and isoprene) to observed precursor 
concentrations may provide further insight into the O3 biases (Figure 5.6) and low O3 
variability (Figure 5.7).  Midday O3 model concentrations for five Augusts (2004-2008) 
show a clear change in variability across regions, with model variability increasing from 
south to north (e.g. ATL has a modeled range of 40 ppb while NE has a modeled range of 
70 ppb; Figure 5.10).  Ozone precursors exhibit two distinct departures from 
observations.  The first is low model NOx concentrations and variability (Figure 5.10d-f).  
Model NOx typically range between 1-3 ppb for ATL and MID with slightly higher 
concentrations in NE, whereas observed NOx concentrations range from 1-28 ppb.  
Because NOx emissions are averaged over a 60 by 60 km grid in the model, this 
discrepancy in concentration magnitude and range may be more indicative of direct 
urban point emissions near EPA-AQS stations than deficiencies in RegCM-CHEM.  
However, by averaging over multiple stations in each region and 5 midday hours, high 
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episodic bursts should be reduced.  The lack of NOx variability is likely derived from the 
lack of daily variations in NOx emissions.  The emissions inventory (Section 5.3.1.3) does 
have interannual variability providing some variation in model NOx emissions (NE ranges 
from 14-19 mg m-2 day-1; MID ranges from 7.6-9.5 mg m-2 day-1; and ATL ranges from 
8-10 mg m-2 day-1), but the interannual emissions changes are not sufficient to produce 
variations in model NOx. 
The second distinct model behavior is the high isoprene concentrations, 
particularly in ATL and MID (Figure 5.10g-i).  Observed midday isoprene concentrations 
do not exceed 5 ppb in any region, whereas modeled ATL isoprene concentrations range 
from 5-25 ppb except in the COUP simulation (< 5 ppb).  Isoprene concentrations for 
NE are closest to observed values but are still biased high by 1-2 ppb.  The low NOx 
variability and high isoprene concentrations are most pronounced for ATL.  This also 
corresponds to the region with the lowest O3 variability and slightly weaker model soil 
moisture-temperature coupling relative to observations. 
Comparing model biases of precursors to O3 biases for ATL, no clear patterns 
emerge, however, there are a few noteworthy characteristics (Figure 5.11).  Although the 
model tends to underestimate total nitrogen oxide species, NOy, by 0-10 ppb and reactive 
nitrogen oxides, NOx, by 0-7 ppb, O3 concentrations are consistently overestimated in 
COUP by 5-25 ppb (Figures 5.11a and 5.11b).  Despite the relatively good agreement 
between COUP and observed isoprene concentrations, O3 concentration biases range 
from -30 to +50 ppb (Figure 5.11c).  The overestimated O3 is unexpected because high 
NOx and isoprene concentrations are known to promote higher O3 production.  
Therefore, the underestimates of NOx and well-captured isoprene in the model should 
tend to produce lower O3 concentrations than observed, rather than O3 model over-
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prediction present here.  This shows that biases in precursor concentrations alone do not 
explain the systematic O3 model overestimates.  
We use the sample standard deviation to evaluate the model’s ability to reproduce 
O3 and precursor variability (Table 5.2).  Standard deviations are calculated using 
midday average concentrations for the five simulated Augusts (2004-2008).  Standard 
deviation using 17 years of observed Augusts (1994-2010) is also used to place the five 
August period in context.  Comparing the 5-year to the 17-year observational records, we 
find O3 and NOx variability during the 5-year period is lower than the entire 17-year with 
little difference in observed isoprene variability (Table 5.2).   This lower variability in O3 
and NOx may be a result of NOx emissions controls imposed in the early 2000’s as part of 
the EPA’s NOx State Implementation Plan (SIP) Call (EPA, 2005), as past studies have 
shown that these emissions reductions have translated into reduced O3 concentrations 
(Frost et al., 2006; Kim et al., 2006; Gego et al., 2007; Gilliland et al., 2008; Bloomer et 
al., 2009).  Overall, the 5-year record can be regarded as a weaker than average period of 
variability for O3 and NOx.   
For all regions and simulations, the model fails to capture the degree of observed 
O3 variations, with the exception of UNCOUP-POET for NE (Table 5.2).  In the case of 
isoprene, all the simulations overestimate isoprene concentration variability for ATL.  For 
MID and NE, the interactive MEGAN simulations (COUP and UNCOUP) vastly 
overestimate emissions while the POET simulations show better agreement with observed 
variability.  Model NOx variability is unaffected by any model configuration changes and 
is 6-10 times less than observed (Table 5.2).  Because NOx variations are unaffected by 
isoprene emission rates and changes to land-atmosphere coupling, the variability of NOx 
in the model is likely driven by static inputs, either emissions or boundary conditions.  
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This weak model variation in NOx may, in part, explain the lack of O3 variability seen in 
RegCM-CHEM.   
Holding isoprene emissions constant and isolating the influence of land-
atmosphere coupling (e.g. COUP-POET versus UNCOUP-POET) we find that the 
uncoupled simulations have higher O3 variability, which suggests that greater model soil 
moisture-temperature coupling dampens O3 variations.  This is contrary to observations 
that showed greater O3 variations occurred in the soil moisture-limited southern half of 
the U.S. (Chapter 4 and Table 5.1 for the 17-year observations).  The effects of land-
atmosphere coupling on isoprene concentrations also reduces isoprene variability, 
especially for ATL and MID where ρ(E,T) shows the largest difference between coupled 
and uncoupled simulations (figure not shown).   
When isolating the effects of isoprene emissions on simulated O3 variations, the 
temporally static isoprene emissions inventory (POET) produces more O3 variability than 
when using interactive isoprene (MEGAN).  This occurs for coupled and uncoupled land-
atmosphere simulations, with the exception of UNCOUP-POET for ATL.  Further, 
UNCOUP-POET has the highest O3 variations of any simulation for NE and MID.  This 
is unexpected because UNCOUP-POET uses static isoprene, NOx emissions inventories, 
and a decoupled land surface (e.g. variations in meteorological and emissions forcings are 
the weakest).  Conversely, COUP, the simulation with the greatest potential for 
meteorological and isoprene emission variations, exhibits the lowest O3 variability.  When 
considering isoprene variability, as expected, allowing model isoprene emissions to 
respond interactively to environmental variables (MEGAN) yields greater isoprene 
concentration variability (Table 5.2).  This implies that the ozone formation in the model 
is relatively insensitive to meteorological and ozone precursor changes that are known to 
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influence ozone formation, leading us to a discussion of the modeled ozone formation 
regimes. 
 
5.3.6 The Behavior of Hydroxyl Radical  
 
 Based on the set of four simulations, O3 biases are most sensitive to reductions in 
isoprene emissions (Figure 5.6) and O3 variability is most sensitive to land-atmosphere 
coupling (Figure 5.7).  To address these competing issues, the behavior of the hydroxyl 
radical (OH), the primary oxidant of isoprene in the atmosphere, is analyzed in the 
model.  Because there are few direct measurements of OH, comparison with observations 
will be limited to citing typical midday values for urban environments of 0.2-0.8 ppt (Ren 
et al., 2003; Mao et al., 2010).  Midday OH concentrations show substantial variability 
between the four simulations (Figure 5.12).  COUP has the highest OH concentrations, 
with values greater than 0.3 ppt for much of the Eastern U.S. and isolated minima over 
New England and southern Georgia of 0.1-0.2 ppt (Figure 5.12a).  The remaining 
simulations (UNCOUP and the pair of POET runs) show clear OH depletion 
corresponding to regions with high isoprene emissions (Figure 5.2).  The depletion of OH 
in these simulations reduces concentrations to midday values of less than 0.08 ppt, well 
below the limited observed values.   
OH concentrations are heavily dependent on isoprene emission rates in MID and 
ATL (Figure 5.13) where higher isoprene emissions correspond to lower OH 
concentrations, indicating that the primary oxidant of the atmosphere, OH, is effectively 
removed and controlled by isoprene emissions.  The OH-isoprene relationship in the 
model produces two different regimes, each of which cause unrealistic chemical 
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environments.  The first regime is the low isoprene emissions case that occurs in COUP 
with low O3 interannual variability (Figure 5.7 and Table 5.2).  Here isoprene emissions 
are lower than the other simulations due to restrictions by the gSM factor, and this 
produces realistic OH concentrations in COUP but consequently removes a major driver 
of variability.  The relatively higher OH concentrations in COUP (Figure 5.12a) lower 
ozone production rates (Figure 5.13d-f; orange symbols) that limit O3 variability.  The 
second regime is the high isoprene case of the UNCOUP and POET simulations, where 
OH is depleted to low concentrations thus producing large amounts of peroxy radicals 
(RO2) that accelerate O3 production (Figure 5.13d-f; orange symbols).  This results in a 
high O3 bias for these simulations (Figure 5.6).   Additionally, photochemistry in the high 
isoprene case is slowed due to depleted OH making O3 insensitive to changes in 
temperature near isoprene source regions such as ATL (Figure 5.8).  This explains the 
poor correlation between O3 and temperature and the improved correlations in the NE 
(Figure 5.8) 
 
5.4 Discussion and Conclusions 
 
 The current analysis assesses the ability of RegCM-CHEM to capture the 
magnitude and interannual variability in observed O3.  Modeled O3 concentrations are 
not sensitive to high temperature and radiation biases in coupled simulations (Figures 5.3 
and 5.6).  Additionally, higher soil moisture-temperature coupling results in less O3 
variability (Table 5.2) and has a nearly negligible influence on absolute O3 concentrations 
(Figure 5.6).  The weak response of O3 to meteorological variables and land-atmosphere 
coupling regimes is contrary to observed relationships (Figure 5.8).  The most significant 
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response of model O3 concentrations is to biogenic isoprene emissions reductions, which 
reduces O3 biases by 10 ppb (Figure 5.6) but severely reduces O3 variability (Figure 5.7 
and Table 5.2). 
Taking into consideration the sensitivity of model O3 to isoprene, the primary 
oxidant of isoprene, OH, is examined.  The OH-isoprene relationship produced 
unrealistic model chemical environments with little O3 variability when isoprene 
concentrations are low and high O3 biases (> 10 ppb) when isoprene concentrations are 
high (Table 5.2 and Figure 5.11).  This lack of balance between OH and isoprene is 
similar to observed relationships over high isoprene-emitting tropical forests such as the 
Amazon (Barkley et al., 2011).  Comparing several chemical mechanisms, Barkley et al., 
(2011) found that most mechanisms underestimated OH and over estimated isoprene 
concentrations over the Amazon.   They further observed that model OH concentrations 
better resemble observations when isoprene emissions are simply reduced.  To improve 
OH concentrations in pristine environments, several studies have suggested including an 
OH recycling pathway where OH is regenerated after reacting with isoprene (Lelieveld et 
al., 2008; Paulot et al., 2009; Stavrakou et al., 2010; Taraborrelli et al., 2012).  In a more 
recent study, Taraborrelli et al., (2012) described the chemical mechanism that treats 
isoprene as an OH buffer, acting as a sink and source.  The buffering process was shown 
to maintain OH concentrations at observed levels in high isoprene source regions, and 
simultaneously not lead to increased O3 production.  This new OH recycling mechanism 
would likely improve OH concentrations for the Eastern U.S. and may serve to alleviate 
some of the O3 concentration and variability biases found in this study.  Therefore, more 
work will be needed in examining the behavior of other coupled climate-chemistry 






Table 5.1 Description of model sensitivity experiments 
 
 
Table 1. Description of model sensitivity experiments
Simulation Name Land-Atmosphere Interaction Isoprene Emissions
COUP Fully Coupled MEGAN interactive
UNCOUP Uncoupled MEGAN interactive
COUP-POET Fully Coupled POET static





Table 5.2 Standard deviation of ozone, isoprene, and NOx for EPA-AQS  (5 and 17 year periods) 
and model sensitivity test for 5 years.  The 5 year period is 2004-2008 and the 17 year period 




!! Ozone! ! Isoprene! ! NOx!
! NE! MID! ATL! ! NE! MID! ATL! ! NE! MID! ATL!
Obs!5yr! 15.0! 15.2! 14.1! ! 0.4! 0.9! 0.9! ! 6.4! 3.9! 2.4!
Obs!17yr! 17.4! 16.2! 18.7! ! 0.4! 1.0! 0.8! ! 11.1! 6.4! 2.8!
COUP! 10.4! 7.9! 5.3! ! 0.9! 1.8! 1.7! ! 1.4! 0.3! 0.4!
COUP=POET! 13.5! 9.8! 7.0! ! 0.2! 0.7! 2.0! ! 1.1! 0.3! 0.3!
UNCOUP! 13.6! 9.2! 7.5! ! 1.0! 5.1! 6.6! ! 1.2! 0.3! 0.3!























Figure 5.1  a) Monthly model mean O3 for the year 2001 of (black circles) site averaged 
observations with (vertical black line) the across site standard deviation, (gray) individual model 
simulations, and (dashed black) the multi-model mean.  b) Maximum daily 8 hour average O3 for 
(red) observations, (black) multi-model mean, and (gray shading) the one standard deviation of the 
model mean for June, July, and August (JJA) over the Southeast.  a) figure is Figure 2 from Fiore 







Figure 5.2  August midday (12-4pm) average isoprene emissions from 2004-2008 for a) fully 
interactive simulation (COUP) using MEGAN, b) decoupled land-atmosphere (UNCOUP) using 
MEGAN, and c-d) a coupled (COUP-POET) and uncoupled (UNCOUP-POET) simulation 
using POET isoprene emission inventory.  All emissions are in mg m-2 day-1.  Red boxes in panel 
c) outline the Northeast (NE; 40-42°N and 73-75°W), Mid-Atlantic (MID; 37-39°N and 76-




Figure 5.3 Average August midday (12-4pm) model bias from 2004-2008 for a-b) temperature 
(K), c-d) incident radiation (W m-2), and e-f) latent heat flux ratio (λE/RN) at nearest model grid 
cell to EPA-AQS stations.  The first column shows coupled simulations (COUP and COUP-




Figure 5.4  Average August midday (12-4pm) relative variation bias from 2004-2008 for a-b) 
temperature (K), c-d) incident radiation (W m-2), and e-f) latent heat flux ratio (λE/RN) at nearest 
model grid cell corresponding to the closest EPA-AQS station.  The first column is for coupled 
simulations (COUP and COUP-POET) and the second is for uncoupled simulations (UNCOUP 




Figure 5.5 Correlation between evapotranspiration (E; mm day-1) and temperature (T; K) 
describing the degree of soil moisture-temperature coupling, ρ(E,T), for a) NLDAS2 and b) 
coupled model simulations (COUP and COUP-POET).  Negative values (blue) refer to greater 








Figure 5.6 Average August midday (12-4pm) O3 model bias from 2004-2008 for a) COUP, b) 
UNCOUP, c) COUP-POET, and d) UNCOUP-POET simulation in ppb.  Circles refer to the 





Figure 5.7  Average August midday O3 concentrations (ppb) for a) the Northeast, b) Mid-Atlantic, 
and c) Atlanta regions highlighted in Figure 1.  Orange lines correspond to coupled simulations 
(COUP and COUP-POET) and blue lines correspond to uncoupled simulations (UNCOUP and 
UNCOUP-POET).  Simulations using POET isoprene emissions inventory are dashed and solid 




Figure 5.8  Midday average August O3 concentrations (ppb) versus (a-c) temperature (T; K), (d-f) 
incident radiation (RN; W m-2), and (g-i) latent heat flux ratio (λE/RN; unitless) for  observations 
(black dots; EPA-AQS O3 and NLDAS2 T, RN and λE/RN), COUP (orange triangles), and  
UNCOUP (blue triangles) model runs from 2004-2008. Color coded correlation coefficients are 
displayed in the top left corner of each panel. The left column is the Northeast region (NE), the 






Figure 5.9  Model bias (model minus NLDAS) for midday average August O3 concentrations 
(ppb) versus (a) temperature (T; K), (b) incident radiation (RN; W m-2), (c) latent heat flux ratio 









Figure 5.10  Observed versus modeled midday (12-4pm) average August (a-c) O3, (d-f) NOx, and 
(g-i) isoprene concentrations for (orange dots) COUP, (blue dots) UNCOUP, (orange triangles) 
COUP-POET, and (blue triangles) UNCOUP-POET model runs.  Observations based on EPA-
AQS concentration measurements from 2004-2008.  Each point represents a single midday 
average concentration in ppb.  The red dashed line is the 1:1 perfect correlation line.  The left 
column is the Northeast region (NE), the center column is the Mid-Atlantic (MID), and the right 
column is the Atlanta region (ATL). 
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Figure 5.101  Model bias (model minus observed) for midday average August O3 concentrations 
(ppb) versus (a) NOy (ppb), (b) NOx (ppb), (c) isoprene (ppb) concentration biases for the Atlanta 








Figure 5.112  Midday average August OH concentrations (ppt) from 2004-2008 for a) COUP, b) 






Figure 5.123  Midday average modeled August OH concentrations (ppt) compared with (a-c) 
isoprene emissions (mg m-2 day-1) and (d-f) net O3 production rates (ppb hr-1) for (orange dots) 
COUP, (blue dots) UNCOUP, (orange triangles) COUP-POET, and (blue triangles) UNCOUP 
model runs from 2004-2008.  The left column is the Northeast region (NE), the center column is 




Chapter 6  
Conclusions 
 
6.1 Summary of Work 
 
Land-atmosphere interactions play an important role in modifying surface air 
temperatures (Seneviratne et al., 2006; Zhang et al., 2008a; Hirschi et al., 2011) and 
precipitation (Findell and Eltahir, 1997; Koster and Suarez, 2001; Koster et al., 2004; 
Ferguson and Wood, 2011) in the climate system.  In some regions, these perturbations in 
either the land or atmosphere component can feedback and potentially amplify the initial 
signal.  Soil moisture, in particular, serves as the slowly varying moisture source to the 
atmosphere and evolves on climate length time-scales, making it an important component 
of the land-atmosphere system.  The surface climate as defined by the land surface also 
influences tropospheric chemistry through climatic conditions and natural emissions from 
the terrestrial biosphere.  The overarching goal of this work is to assess the role of soil 
moisture and land-atmosphere coupling on surface climate (Chapter 2), biogenic volatile 
organic compound (VOC) emissions (Chapter 3), and tropospheric ozone formation 
(Chapters 4 and 5).  This work bridges the typically distinct fields of regional climate and 
atmospheric chemistry. 
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A valuable tool in assessing land-atmosphere feedbacks is coupled chemistry-
climate models.  In an effort to assess the behavior of coupled models, model components 
relevant to land-atmosphere-chemistry interactions are systematically included in a 
regional climate model, RegCM.   Each additional component provides a method to 
examine land-atmosphere interactions in a fully coupled framework, where soil moisture, 
emissions and the resulting atmospheric chemistry are calculated within a single model at 
similar dynamical and chemical timesteps.   
The first model improvement is an update of the land surface parameterization of 
RegCM by replacing a second-generation land surface model (the Biosphere-Atmosphere 
Transfer Scheme; (Sellers et al., 1986; Dickinson et al., 1993)) with a third-generation 
land model (the Community Land Model version 3.5 (CLM); (Oleson et al., 2008; Tawfik 
and Steiner, 2011)).  This coupled model (RegCM-CLM) was introduced in Chapter 2 
and implemented to evaluate soil moisture-atmosphere coupling on decadal scales.  
Originally soil moisture-atmosphere coupling was thought to be negligible outside of 
summer due to weak surface fluxes (Zhang et al., 2008a).  This study (Tawfik and Steiner, 
2011), however, demonstrates the ability of soil water phase to promote subsequent liquid 
precipitation events near the freezing line in the continental U.S.  The more detailed 
representation of vegetation, explicit soil temperature calculations, and inclusion of 
multiple snow layers in RegCM-CLM allow for the examination of this new cold season 
soil moisture-atmosphere coupling mechanism, as described through the following steps: 
1) The feedback mechanism is initiated by sufficient soil liquid water giving the land 
surface a higher thermal inertia. 
2) Additional soil liquid water produces more stable and warmer soil temperatures.   
 158 
3) Higher soil temperatures and more liquid water available for evaporation 
increases surface fluxes (latent and sensible heat flux). 
4) Greater surface fluxes translate to warmer air temperatures and greater moisture 
static energy.  
5) Warmer air temperatures and higher moist static energy promote more liquid 
phase precipitation.   
6) The feedback cycle is complete when the increase in liquid precipitation increases 
soil water.   
This soil phase-precipitation feedback occurs near the freezing line over the 
continental U.S., where the model is most sensitive to changes in soil water phase.  This 
freezing line transition zone is analogous to dry-to-wet transition zone found during 
boreal summer (Koster et al., 2004; Guo et al., 2006; Dirmeyer).   
The RegCM-CLM is also capable of replicating the widely documented summer 
soil-temperature coupling over the Great Plains (Koster et al., 2004; Guo et al., 2006; 
Zhang et al., 2008a; Dirmeyer).  In this region, soil moisture can strongly influence 
surface temperatures and subsequent precipitation, leading to a definition of the region as 
strongly coupled.  The ability of RegCM-CLM to capture this coupling provides 
confidence that the model is behaving consistently with other models and observations 
and the RegCM-CLM results may be broadly applicable to other coupled land-
atmosphere models. 
Moving towards a fully interactive coupled climate-chemistry model, a biogenic 
emissions model, the Model of Emissions of Gases and Aerosols from Nature (MEGAN; 
(Guenther et al., 2006)), is coupled to RegCM-CLM (Tawfik et al., 2012).  Biogenic VOC 
emissions are very sensitive to environmental variables and many chemistry-climate 
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studies use existing climatological inventories that cannot capture the coupled nature of 
changing climate conditions on emissions.  MEGAN uses empirically based relationships 
to calculate these naturally occurring emissions, where emissions respond directly to 
changes in temperature, light, leaf area index (LAI), and soil moisture.  Here we focus on 
isoprene due to its photochemical relevance, particularly in the Eastern U.S.  In Chapter 
3 the interannual response of isoprene to changes in temperature, light, soil moisture, and 
LAI is examined using a novel approach to account for the variability from each 
environmental factor.  We found that no single variable drives isoprene interannual 
variability, but rather the combined influence of soil moisture and temperature accounts 
for greater than 80% of isoprene variability over the U.S.  This suggests that the signal of 
soil moisture and temperature controls on isoprene flux variability may affect ozone (O3) 
concentrations in certain chemical environments.  However, because temperature itself is 
a strong driver of O3, the soil moisture-temperature controls on isoprene variability may 
be convoluted.  A set of simulations using a coupled climate-chemistry model is necessary 
to isolate these convolved effects on tropospheric O3.   
Observed O3 relationships are established using O3 and isoprene concentration 
measurements from the Environmental Protection Agency’s Air Quality System (EPA-
AQS) Photochemical Assessment Stations (PAMS) (US EPA) and data assimilated 
meteorological products from the Second Phase of the North American Land Data 
Assimilation System (NLDAS2) (Mitchell et al., 2004).  Chapter 4 explores the influence 
of soil moisture-temperature coupling on O3.  It was found that soil moisture-temperature 
coupling provides a mechanistic explanation for the widely observed correlations between 
O3 and temperature, and O3 and humidity.  More specifically, years when 
evapotranspiration is limited by the amount of soil moisture (referred to as “soil moisture-
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limited”) correspond to strong negative O3-humidity correlations.  Years with 
evapotranspiration limited by the amount of net surface radiation (referred to as “energy-
limited”) have strongly positive O3-temperature correlations.  A clear north-south 
gradient was observed over the Eastern U.S. where soil moisture-limited (energy-limited) 
conditions were found primarily south (north) of the 37th parallel.  Under soil moisture-
limited conditions, O3 concentrations tend to be higher.  The physical mechanism 
producing high O3 in soil moisture-limited conditions results from the different 
partitioning of surface fluxes.  When evapotranspiration is limited by soil moisture, less 
net surface radiation is partitioned towards evaporation and more towards heating the 
surface (e.g. more sensible heat flux).  Greater sensible heat flux then increases near-
surface temperatures, which accelerates O3 photochemistry.  Because evapotranspiration 
is reduced for soil moisture-limited conditions, water vapor flux to the atmosphere is 
reduced.  This causes near-surface humidity to decrease and simultaneously causing 
warmer surface air temperature.  Therefore, the widely observed correlation between 
humidity and O3 is a consequence of surface drying.  Surface wetness (the latent heat flux 
ratio; λE/RN) is also shown to be a better predictor of O3 concentrations than humidity, 
further accenting the importance of soil moisture conditions on O3 air quality. 
To assess the efficacy of models to replicate the observed land-atmosphere-
chemistry interactions, a gas phase chemistry mechanism (Zaveri and Peters, 1999) is 
coupled to the RegCM-CLM-MEGAN model framework.  An extended version of the 
Carbon Bond Model (Gery et al., 1989) that includes an explicit representation of 
isoprene chemistry is used (CBM-Z; (Zaveri and Peters, 1999)).  A full description of the 
coupled regional climate-chemistry model (RegCM-CHEM) is provided in Shalaby et al., 
(2012).  RegCM-CHEM allows for isoprene emissions from MEGAN to be passed 
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directly to CBM-Z, providing temporally evolving emissions that respond to changes in 
environmental conditions.  Using RegCM-CHEM, four simulations were performed to 
evaluate model sensitivity to isoprene emissions and land-atmosphere coupling against 
observed relationships.  A 10-30 ppb O3 bias, prevalent across multiple models in the 
southeastern U.S. (Fiore et al., 2009; Reidmiller et al., 2009), is examined alongside the 
skill of RegCM-CHEM to capture observed variability.  Chapter 5 demonstrates that 
RegCM-CHEM had difficulty reproducing the observed sensitivity of O3 to temperature 
especially over the Southeastern U.S., despite reproducing general pattern of land-
atmosphere coupling found in observations.  The interannual variability of O3 is poorly 
captured by RegCM-CHEM but deficiencies are not unique to our coupled model 
(Rasmussen et al., 2012).  Of the four simulations performed, improvements in the 
absolute O3 concentration bias resulted in unrealistically low interannual O3 variability.  
Simulations indicate that this behavior is due to the interaction between isoprene and its 
primary atmospheric oxidant, hydroxyl (OH).  As illustrated in Chapter 5, high isoprene 
emissions deplete OH concentrations producing isoprene oxidation products that 
increase O3 production.  This yields high model O3 biases.  For low isoprene emissions 
conditions, OH concentrations are more realistic but these simulations experience a 
reduction in O3 variability. 
 
6.2 Broad Implications 
 
This work describes the mechanisms connecting soil moisture, a variable known 
for influencing climate-scale processes, to O3 air quality.  The policy relevance of 
tropospheric O3 stems from its potential hazard to human health (Lippmann, 1989; 
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Bernard and Ebi, 2001; Knowlton et al., 2004; Bell et al., 2007) and agriculture (Heck et 
al., 1982; Akimoto, 2003; Ashmore et al., 2006) at high concentrations.  Bridging between 
O3 air quality and climate serves to link the public health-relevant issue of O3 air quality 
to longer-term policy adaptation strategies as outlined by the United Nations 
Intergovernmental Panel on Climate Change (IPCC) (Confalonieri et al., 2007).  
Anthropogenic NOX emissions reductions have been successful in improving O3 air 
quality when adopted.  In particular, the implementation of the EPA’s NOx State 
Implementation Plan (SIP) (EPA, 2005) returned lower O3 concentrations in less than 
decade for the Southeastern U.S. (Frost et al., 2006; Kim et al., 2006; Gego et al., 2007).  
Improving O3 air quality can prove to be difficult, however, due to the contribution of 
biogenic emissions and climate variability, which are not subject to control strategies.  As 
Godowitch et al., (2008) point out meteorological variability can have a stronger control 
on O3 variability than NOx emissions reductions in some regions.  The current work 
accented this issue by identifying the importance of the soil moisture-temperature on 
isoprene emission variability (Chapter 3) and suggested a mechanistic explanation for 
commonly observed correlations between O3 and meteorological variables.  A coupled 
climate-chemistry model was shown to generally reproduce the soil moisture-temperature 
relationship, but contrary to observations, O3 concentrations were insensitive to land-
atmosphere feedbacks.  The lack of land-atmosphere-chemistry interactions is prevalent 
in other coupled models as well.  By providing a mechanistic explanation of observed O3 
behavior, a first step is taken towards incorporating these relationships in coupled 
climate-chemistry models.  The inclusion into models will provide policy makers with 
better tool for assessing potential long-term impacts of mitigation measures prior to 
implementation based on physical processes rather than statistical techniques. 
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One of the goals of the IPCC is to provide scientific reports regarding the current 
state of the global climate and project into the future a range of plausible outcomes given 
a set of emissions scenarios.  Future scenarios all identify warmer climates by the year 
2050 as induced by the radiative forcing (RF) from long-lived greenhouse gases, such as 
CO2.  As policy makers look to adopt adaptation and mitigation strategies to curtail 
warming, measures that provide rapid results become appealing.  Particular focus has 
been given in recent years to reducing short-lived climate forcing (SLCF) species, such as 
O3 (Shindell et al., 2008; Chang et al., 2009).  A short-lived climate forcing species is 
defined as compound that directly influences the Earth’s energy budget and has an 
atmospheric lifetime of a few days or weeks.  Estimates of the RF for O3 are derived from 
coupled global climate-chemistry models and chemical transport models due to the lack 
of direct global measurements (Forster and Ramaswamy, 2007).  Because the measure of 
success for reducing O3 as a SLCF is predicated on the RF estimates of models, it 
becomes necessary to evaluate the ability of models to replicate observed concentrations 
and variability.  While efforts have been dedicated to assessing the influence of future 
climate change on O3 (Hogrefe et al., 2004; Murazaki and Hess, 2006; Steiner et al., 
2006; Dawson et al., 2008; Kunkel et al., 2008; Zeng et al., 2008; Jacob and Winner, 
2009; Liao et al., 2009; Racherla and Adams, 2009; Weaver et al., 2009), understanding 
and pinpointing model shortcomings has received less attention (Davis et al., 2011; 
Hogrefe et al., 2011).  Furthermore, of the studies that investigated model deficiencies 
mentioned, neither used coupled climate-chemistry models, the primary tool of IPCC 
future projections.  This current work attempts to fill this much needed gap by, first, 
providing mechanistic explanations for observed O3 -meteorology interactions, and 
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second, evaluating model ability to capture these observed relationships over a region 
known for poor model performance.   
 
6.3 Recommendations for Future Work 
 
 This work highlights the importance of soil moisture in the climate system and its 
ability to influence precipitation, temperatures, biogenic emissions, and O3.  Although the 
role of soil moisture on climate has been well-established (Yeh et al., 1984; Karl, 1986; 
Yang et al., 1994; Findell and Eltahir, 1997; Ferguson and Wood, 2011; Lo and 
Famiglietti), there have been few direct long-term measurements of soil moisture.  Of the 
measurements that are available, they are often limited to a single station in one larger 
region (Hollinger and Isard, 1994).  There have also been efforts to infer soil moisture 
content from satellites using microwave remote sensing techniques (Kerr et al., 2001; 
Entekhabi et al., 2009; Entekhabi et al., 2010); however, these measurements penetrate 
only a few centimeters into the soil and therefore would not capture root zone soil 
moisture, which is pertinent to climate applications.  Therefore, more extensive long-term 
soil moisture measurements that extend throughout the root zone and span the regional 
scale are needed.  Ideally these would include coincident measurements of temperature, 
humidity, surface fluxes, and O3 concentrations to help examine land-atmosphere-
chemistry feedbacks.  
  Beyond the direct measurements of land and atmospheric parameters, there is 
also a limited dataset of biogenic isoprene fluxes to the atmosphere.  In the US, there are 
only two or three flux stations with consistent measurements of isoprene fluxes with 
virtually no measurements over the past two decades in the Southeast, a region known for 
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high isoprene emissions and poor model performance with regards to simulating O3.  In 
order to better evaluate model chemical regimes, including correct emissions inputs is 
vital.  Additionally, the network of isoprene concentration measurement is limited, and 
more observations of isoprene concentrations would greatly improve the ability to assess 
model chemistry. 
Modeling the chemistry-climate interactions, particularly over the Southeast, has 
shown large positive biases in O3 estimates.  This has been attributed to poor meteorology 
(Godowitch et al., 2008; Nolte et al., 2008; Rasmussen et al., 2012), weak pollutant 
ventilation (Castellanos et al., 2011), and the fate of isoprene in the atmosphere (Fiore et 
al., 2005; Wild, 2007; Wu et al., 2007a; Ito et al., 2009) in models.  Further efforts are 
needed to evaluate the ability of models to capture basic observed relationships, such as 
the ozone-temperature relationship in the difficult to simulate Southeastern U.S.  
Additionally, there has been little evaluation of interannual variability of ozone, but 
limited results suggest that coupled and uncoupled models are unable to capture the 
observed variability (Hogrefe et al., 2011; Rasmussen et al., 2012).  More specifically, it 
would be advantageous to conduct a multi-model inter-comparison study of these 
coupled climate-chemistry model behaviors.  Each participating model would perform 
simulations for at least 5 years, and model interannual variability and biases would be 
examined.  Before this type of assessment is performed it is difficult to have confidence in 
emissions perturbation or climate change studies of O3 for regions plagued by systematic 
biases.   
The evaluation presented here indicates that reproducing the ozone-temperature 
relationships in coupled chemistry-climate models is not possible at this time.  This must 
be rectified in order to evaluate the effect of climate change on O3 formation in the 
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future, which is needed for both an understanding of air quality and the role of ozone as a 
climate-forcing agent.  A more integrated approach is, therefore, necessary requiring 
cross-discipline collaboration between the climate modeling and chemistry/air quality 
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