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EL CRECIMIENTO REGIONAL 
E N COLOMBIA, 1980-1996: 
U NA APROXIMACIÓN CON 
E L MÉTODO SHIFT-SHARE 
n Colombia son pocos los trabajos que 
han abordado el análisis del crecimiento eco-
nómico desde una perspectiva regional. En 
particular, son escasos lo estudio con én-
fa 'is en el análisis cuantitativo del de arrollo 
econónli o regional !. Sin embargo, en lo 
años noventa se in relnentó el interés por este 
tipo de estudio . Por ejemplo, se han puhli-
ado varios trabajos que exploran la validez 
de la hipóte ' is de convergencia en el paí , 
aplicando la metodología de arrollada por 
Robert Barro y Xa ier Sala-i-Martin (1992)2. 
A nivel internacional, una de las técni as más 
u tilizadas en el análi is económico regional 
es la de shift-share. A pesar de eso, en Co-
lombia no se había aplicado hasta el mo-
mento. i bien te método ha recibido 
numerosas crítica , e ampliamente empl a-
do por su fácil aplicabilidad y en especial , 
gracias a que no requiere demasiada infor-
mación para su utilización. 
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El objetiv de este estudio es realizar un aná-
lisis del cr cimiento regional en Colombia 
aplicando la metodología de shift-share. En 
término ' generales, este método, e n su ver-
sión tradicional, permite d agr gar el creci-
miento regional en do c mpon nt s : el 
estructural y el regional. En el primero, se 
determina si el crecimiento el una región se 
debe a u estructura económica' mientras que 
en el egundo componente se analiza si está 
determinado por particularidade r gi nales . 
El análi is permitirá identificar si la especia-
lización productiva de ciertas regione ha 
ido la causa de su avance o retroce o en el 
contexto nacional. Aquellas regiones que han 
concentrad su aparato productivo en sec-
tores poc dinámicos o, por el contrario, las 
que se han concentrado en renglone diná-
micos van a presentar un comportamiento 
muy diferente al observado en el promedio 
nacional. Una vez e conozcan esto efectos, 
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hay que entrar a revisar los factores de tipo 
local que también ayudan a entender el com-
portamiento de la variable regional. 
El documento consta de tres partes. En la 
primera, se realiza una breve descripción de 
la metodología del análisis shift-share. En la 
siguiente, e pre entan los re ultados del aná-
lisi del crecimiento regional departamental 
y regional, aplicando las metodologías shift-
share modificada (SSM) y shift-share diná-
mica modificada (SSDM). Finalmente, se 
pre entan las conclusiones die tudio. 
1. ANÁUSIS SHIFT-SHARE: BREVE 
DESCRIPCIÓN METODOLÓGICA 
El objetivo fundamental de la metodología 
shift-share tradicional es determinar, por una 
parte, el grado de influencia de la especiali-
zación regional n el crecimient de la va-
riable en estudio, y, por otra, la importan ia 
que otro factores específicamente regiona-
les han tenido en l crecim.iento diferencial, 
tanto positiva como negativamente . 
bsta metodología permite descomponer la 
volución de una variable regional, en r la-
ción con la evolución de la media nacional. 
en dos componente : el efecto estructura, 
proporcional o industry mix, y e l efecto di-
ferencial, localización o regional ~ . 
De acuerdo con la metodología original pro-
puesta por Dunn en 1960~, el crecimiento lo-
cal (L) es producto de tre grandes efectos o 
factores que tienen naturaleza aditiva: i) Efecto 
crecÍlniento nacional (N), ii) Efecto estructu-
ral (E) y iü) .Efecto regional (R) . Es decir: 
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(1) L = N + E + R 
Donde el efecto crecimiento nacional (N) es 
el nivel que la variable regional podría alcan-
zar si la región hubiera regi trado una tasa de 
crecimiento igual a la tasa de crecimiento pro-
medio nacional. El efecto estructura (E) re-
coge las difer ncias existentes entre la región 
y la media nacional, debidas a la especializa-
ción productiva y se calcula a partir de las di-
ferencias entre las tasas de crecimiento de 
cada sector y la media a nivel nacional. El efec-
to regional (R) cuantifica la influencia ~ obre 
el crecirni nto regional de factores locale de 
diversa naturaleza y se estima comparando las 
tasas de crecimiento de cada uno de los sec-
tores productivos, a nivel local y nacional. 
Se con id ra qu el efecto neto total (EIV7) 
es la difer ncia que se obtiene de comparar 
el nivel de la variable regional observado y 
aquel que se hubiese producido en dicha 
'ariable ~i hubiera r cido a la tasa prome-
dio nacional. es decir, e la diferencia entre 
el efecto local (L) y el efecto crecin-ziento 
nacional (IV). De esta forma, el efecto neto 
total e igual: 
(2) L -N = E + R 
En esta ' circunstancias, el resultado del efecto 
neto total (EN7) nos permitirá conocer si la 
variable regional tiene un crecimiento supe-
rior, igual o inferior al crecimiento promedio 
nacional. Si el ENT es mayor que cero se e ta-
ria en el primer caso, si es igual a cero, en el 
segundo, y si es menor que cero, en el tercero. 
Este comportamiento es el resultado de los 
dos efectos que se han enunciado anterior-
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mente: el efecto estructura (B) y el efecto regio-
nal (R) . El sigui nte paso, por lo tanto, ería 
detenninar cuál de lo dos factores ha influido 
más en el crecimiento de la variable local. 
Para realizar el análisis del crecimiento re-
gional se tomará la variable Valor Agregado 
(VA) departamental. En este caso, si e con-
sidera una matriz de datos del valor agrega-
do con i sectore y j regiones, los efectos se 
determinan de a.cuerdo con las iguientes 
fórmulas: 
Efecto crecimiento nacional (N) 
(3) 
Efecto neto total (EN7) 
(4 ) L%VA, hN T = L VA, - LVAo {J LL~o 
f j 
Efecto estructura (E) 
(5) 
Efecto regional (R) 
(6) R = L. VA, - VAo ~o 
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Donde VA es el valor agregado en el momen-
to inicial O y en el momento final t . 
Hay muchas críticas a la metodología tradi-
cional del análisis shift-share. En primer lu-
gar, en la medida en que no es un método 
estadístico, no es posible realizar pruebas 
sobre la validez e tadística de los re ultados. 
Adicionalmente, se señala que, debido a que 
los datos se toman de un punto inicial y otro 
final en el tiempo , los re ultados están 
influenciados por los años que se decida to-
mar. En otras palabras, el análisis no invo-
lucra un componente dinámico en su 
desarrollo, lo que impide conocer cómo ha 
sido la evolución de la variabl . 
Para corregir stos problemas, Cuadrado et 
al . recogen una modificación propuesta por 
tilwell llamada análisi shift-share dinámi-
co modificado ( SDM) 5, que con iste en 
cuantificar un nuevo efecto, el cambio estruc-
tural, con la aplicación d e sarrollada por Barff 
y ight 111, que propone la incorporación d e 
un componente dinámico en el análisiscJ • 
En el análisi shift-share dinámico rnodifi-
cado (5 DM) se continúa calculando el efec-
to estructural (E) como se hacía en el análisis 
tradicional . introduce un nuevo efecto al 
que llaman el efecto estructural inverso (EI) , 
donde se capturan tanto los efectos que re-
sultan del comportamiento de los ectores a 
nivel nacional como los que resultan de los 
cambio en la estructura productiva al final 
del período. En términos dinámicos, se ha-
blaría de los efectos resultante de las dife-
rencias en la estructura productiva entre el 
período inicial y el final. 
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Ahora bien, el gran adelanto del análisis 
SSDM está en que la comparación entre el 
efecto estructural inverso (El) y el efecto es-
tructural (E) sirve para cuantificar la impor-
tancia del cambio estructural. A este nuevo 
efecto se le llama el efecto estructural modi-
ficado (EM) y se le denomina efecto 
reasignación, ya que sirve para indicar si la 
especialización regional ha evolucionado 
hacia sectores con un mayor dinamismo 
(caso en el cual el efecto EM es positivo), o 
si, por el contrario, el cambio estructural se 
caracteriza por una especialización crecien-
te en sectores en retroceso (caso en el cual 
el efecto EM es negativo). Con este nuevo 
efecto, no sólo es importante conocer si la 
región tiene componentes estructurales im-
portantes, sino que también se podrá saber 
cuál es la tendencia en el mediano y largo 
plazo de la estructura productiva; es decir, 
permite identificar si la región se está reorien-
tando hacia sectores más productivos o me-
nos productivos. Con ello, se podrá tener 
una aproximación sobre las tendencias que 
se podrían esperar en un mediano plazo. 
El componente dinámico se complementa, 
siguiendo la propuesta de Barff y Knight, a 
través de la realización de estimaciones año 
por año y calculando el efecto del período 
de estudio como la suma de los resultados 
encontrados en cada año. La utilización de 
este componente dinámico es importante 
cuando el período de estudio se caracteriza 
por grandes cambios en el componte estruc-
tural o hay grandes diferencias entre las ta-
sas de crecimiento regional y nacional. 
Continuando en el mismo escenario del va-
lor agregado para i sectores y j regiones, las 
2 7 
fórmulas para estimar los nuevos efectos son 
las siguientes: 
Efecto estructural inverso (El) 
(7) El = LVA, 
¡ 




Como resultado de las modificaciones, es 
necesario estimar un nuevo efecto regional 
al que se denomina efecto regional modifi-
cado (RM) , el cual es el resultado de restar al 
efecto neto total (EN1), el efecto estructural 
(E) y el efecto estructural inverso (El) . Este 
efecto continúa con la misma interpretación 
económica que en el análisis tradicional. 
Efecto regional modificado (RM) 
L~VAO ~L4~O -VA t f f 
o LLVA, LVA, 
I J J 
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En el desarrollo de este trabajo se ha consi-
derado la metodología shift-share diná1ni-
ca modificada (SSDM) propuesta por 
Cuadrado et al. pero se han determinado 
dos etapas. En la primera, no se contempla 
el componente dinámico y por lo tanto, se 
ha denominado Shift-Share Modificado 
(SSM). Posteriormente, y dado que nuestro 
período de análisis no es muy amplio, se ha 
dividido el horizonte de estudio en tres 
subperíodos (1980-1985, 1985-1990 Y 1990-
1996), con el fin de aplicar la metodología 
SSDM. En este caso, el efecto neto total re-
sultante será igual a la suma de los resulta-
dos arrojados en cada subperíodo. 
l ANÁLISIS DEL CRECIMIENTO 
REGIONAL EN COLOMBIA, 
1980-1996 
Para realizar el análisi~ del crecimiento re-
gional en Colombia se tOIUÓ COfilO informa-
ción base el valor agregado por sectores y 
departamentos producido por el DAN E"' . El 
período de análisi está comprendido entre 
1980 y 1996, ya que es el último año para el 
cual se tienen datos disponibles . 
El estudio abordó la metodología, teniendo 
25 entidades territoriales que corresponden 
a 23 departamentos existentes antes de la 
Constitución Política de 1991 , el Distrito 
Capital de Santafé de Bogotá y una entidad 
que agrupa a los nuevos departamentos crea-
dos en la nueva Constitución. 
Posteriormente , se establecen 6 regiones: la 
región Caribe incluye los departamentos de 
la Costa Caribe colombiana con excepción 
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de San Andrés, que se incluye en los nuevos 
departamentos. La región centro-occidente 
está constituida por los departamentos de 
Antioquia, Caldas, Quindío y Risaralda. Los 
departamentos de Boyacá, Cundinamarca, 
Huila, Norte de Santander, Santander y 
Tolima conforman la región centro-oriente . 
La región pacífica corresponde a los depar-
tamentos de Cauca, Chocó, Nariño y Valle 
del Cauca. La región nuevos incluye los nue-
vos departamentos creados por la Constitu-
ción Política de 1991, además de los 
departamentos de Caquetá y Meta. Finalmen-
te , se consideró a Bogotá como una región 
independiente debido a que ella contribuye 
con lnás del 20% del PIS nacional. 
A Análisis por depa.rtaJ:n.entos 
1. Análisis Shift-Share Modificado 
(SSM) 
Los re ultados arrojados por el análisis S~M, 
los cuales se encuentran en el Cuadro 1, indi-
can que hay un n"layor número de departa-
mentos que registran ENT negativos que 
positivos . En efecto, ~e encontró que un total 
de 15 de ellos tuvieron un crecimiento eco-
nómico por debajo del promedio nacional. 
En términos absolutos son muy significativos 
los efectos negativos registrados en Antioquia, 
Atlántico, Bolívar, Boyacá, Norte de Santander, 
Quindío y Tollma. Estos departamentos con-
centraron, aproximadamente, el 80% de los 
efectos netos totales negativos. 
ENT positivos, por su parte, se presentaron 
en 10 departamentos. Los resultados positi-
vos de Caldas, Caquetá, Cesar, Huila y Valle 
del Cauca son muy bajos en términos abso-
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Análisis Shift-Share modificado aplicado al valor agregado 
departamental en Colombia, 1980-1996 
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lutos. Habría que de tacar la concentración 
de los efectos netos positivos en Cundina-
marca, Bogotá, La Guajira, Meta y los nuevos 
departamentos, cuyos efectos netos positivos 
son el 97% del total nacional. 
También es importante mencionar que Bo-
gotá y Cundinamarca concentraron el 50% de 
los efecto netos totale nacionales, lo cual, 
unido al hecho de que los nuevos departa-
mentos representaron el 30%, indica una alta 



























Descomposición del ENT de acuerdo 













(1.811 ) (202) 
2089 4.977 
102 (1.131 ) 
1.243 2.169 
425 (1 .880) 
19 (4.469) 
1 147 (7.729) 
613 (921 ) 
(2.027) 22.474 
(3526) 1.078 




Para analizar el comportamiento del creci-
miento regional, se consideró importante 
estudiar 10 efectos en términos relativos. 
Para este fin, se desarrollaron dos indicado-
re : i) La relación efecto neto total sobre efec-
to crecimiento nacional. Este indicador 
refleja en qué porcentaje creció el departa-
mento por encima del promedio nacional, 
en caso de que sea positivo, o por debajo 
del mismo, en caso de que sea negativo. 
ii) El segundo indicador es la relación entre 
el efecto neto total y el PIB inicial, en este 
29 
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caso 1980. Indica en qué porcentaje del PIB 
inicial creció o decreció un departamento 
con relación a la media nacional, dependien-
do si el resultado es negativo o positivo. 
Los dos indicadores coinciden en sus resul-
tados al señalar que los departamentos con 
mayores ENT negativos, en términos relati-
vos, son Atlántico, Boyacá, Cauca, Norte de 
Santander, Quindío y Sucre. Por su parte, los 
departamentos con mayores ENT positivos, 
en términos relativos, fueron La Guajira y los 
r 
nuevos departamentos. También registraron 
niveles significativos Bogotá, Cundinamarca 
y Meta. Los otros departamentos con ENT 
positivo, Caldas, Caquetá, Cesar, Huila y Va-
lle, tienen indicadores relativos poco signifi-
cativos (véase Cuadro 2). 
En cuanto a los ENT positivos, habría que 
destacar que a pesar de que La Guajira y los 
nuevos departamentos poseen efectos que 
en términos relativos son muy altos, su valor 
agregado y su efecto sobre el crecimiento no 
~( , 
Análisis del ENT departamental en relación con el Efecto Crecimiento Nacional (ECN) 
y con el Valor Agregado (VA), 1980-1996 
Efecto Efecto creci- VA, 1980 ENT/ECN ENTNA 
neto tolal miento nacional 
(Millones de pesos de 1975) (Porcentaje) 
Antioquia (14.295) 57 .924 79.404 (24,7) (18,0) 
AtlántICO (9.407) 17.403 23.856 (54 ,1) (39.4) 
Bollvar (3.961 ) 12.605 17.280 (31,4) (22,9) 
Boyacá (5.823) 12.831 17.589 (45,4) (33,1) 
Caldas 999 8.429 11.555 11,8 8.6 
Caquetá 68 2.207 3.025 3,1 2,3 
Cauca (3.464) 6.824 9.354 (50,8) (37,0) 
Cesar 551 6.551 8.980 8,4 6,1 
Córdoba (2.372) 7.816 10.714 (30 ,3) (22,1 ) 
Cundinamarca 6.170 22.548 30.910 27 ,4 20.0 
Chocó (406) 1.601 2.195 (25,4) (18,5) 
Huila 268 6.988 9.580 3,8 2,8 
La Guajira 8.544 2.073 2.842 412 ,1 300,6 
Magdalena (1 .539) 6.686 9.166 (23,0) (16,8) 
Meta 2.700 5.894 8.080 45 ,8 33,4 
Nariño (2.303) 7.049 9.663 (32,7) (23,8) 
Norte de Santander (4.334) 8.229 11 .280 (52,7) (38,4) 
Quindío (8.080) 8.445 11 .577 (95,7) (69,8) 
Risaralda (1 .348) 8.209 11 .253 (16,4) (12,0) 
Santafé de Bogotá, D.C. 25.125 73.458 100.699 34,2 25,0 
Santander (25) 18.967 26.000 (0,1 ) (0,1} 
Sucre (2.007) 3.745 5.134 (53,6) (39.1) 
Tolima (4.143) 13.031 17.863 (31,8) (23,2) 
Valle del Cauca 299 45.486 62.354 0,7 0,5 
Nuevos departamentos 18.784 5.675 7.780 331,0 241 ,4 
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lo son en el panorama nacional. Todo lo con-
trario ocurre con Bogotá y Cundinamarca, 
que tienen economías fuertes y unos indica-
dores relativos significativos, lo cual refleja la 
importancia de estos dos entes territoriales. 
Al desagregar el efecto neto total en sus tres 
componentes (estructural, reasignación y re-
gional), se encuentra que en la gran mayoría 
de los departamentos el efecto regional tiene 
un mayor impacto que los otros dos, ya sea 
negativa o positivamente. El efecto estructu-
ral sólo predomina en Caquetá, Risaralda y 
Valle del Cauca, donde tuvo un impacto ne-
gativo, yen Chocó y Huila, con un impacto 
positivo. El efecto reasignación, por su parte, 
determinó d man ra negativa 1 ENT en 
Santander, señalando una reorientación del 
aparato productivo de este departam nto 
hacia sectores poco dinámico . El caso con-
trario ocurrió en Ce ar, donde el efecto 
rea ignación determinó de manera po tti a 
el ENT, 10 cual indi a que se observO u n cam-
bio hacia sector s más productivos. 
Un análi is d las particularidades d 1 efecto 
neto total por departamento y por ectores, 
permite detectar algunas características del 
crecimiento en los departamentos. En gene-
ral, se detecta que los sectores meno diná-
micos fueron 1 agropecuario y el industrial, 
ya que presentaron los mayores efecto ne-
tos negativos. Estos dos sectores contribuye-
ron con el 68% de los efectos netos totales 
negativos. Otros sectores poco dinámicos fue-
ron el comercio, el transporte, los servicios 
personales y los servicios domésticos. 
Los sectores más dinámicos fueron la mine-
ría, el financiero y los servicios del gobier-
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no, donde se concentra el 85% de los efec-
tos netos totale positivos. Otros sectores 
dinámicos, aunque en una escala menor, fue-
ron la electricidad, el gas yagua, la construc-
ción y las obras públicas, las comunicaciones 
y el alquiler de vivienda. 
Los efectos netos totales positivos sectoria-
les muestran una clara concentración re-
gional. Por un lado, los efectos positivos 
de los departamentos de Cesar, La Guaji-
ra, Meta y nuevos departamentos en el sec-
tor minería explican el 88% de los efectos 
del ector. Solamente los nuevos departa-
mentos representaron el 47% de ellos. Por 
su parte, Bogotá concentró el 66% del efec-
to positivo producido en el ctor finan-
ciero, el 50% de las construcciones y obras 
públicas, un 119% de la lectricidad, agua 
y gas, el 24% de las comunicaciones, un 
283% d 1 alquiler de vivienda y el 20% de 
los servicios del gobiernos. Adicionalmen-
te, Bogotá regi tró efectos netos totale 
po itivo en sectores poco dinámicos como 
industria y comercio. 
Es claro, entonces, que lo efectos neto to-
tales son, en u gran mayoría, prodUCidos 
por factores específicos de la regiones. En 
primer lugar, las entidade territoriales que 
concentran gran porcentaje de los efectos 
netos totales positivos como La Guajira, Meta 
y los nuevos departamentos, se ven in-
fluenciadas por la presencia de recursos na-
turales no renovables, en especial carbón 
e hidrocarburos. En el caso de Cesar, cuyo 
efecto neto total es positivo pero bajo, el efec-
to que más pesa es el de reasignación, tal 
vez como resultado del reciente incremento 
en las explotaciones de carbón en ese de-
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partamento. El progresivo incremento de la 
minería en la estructura productiva del Ce-
sar refleja las potencialidades que tiene este 
departamento en un mediano plazo. 
Bogotá, por su parte, concentra un alto por-
centaje de los efectos netos totales positivos. 
Ello es el resultado del proceso de concen-
tración de la producción nacional que se ha 
dado en el Distrito Capital en los últimos 
años. En efecto, Bonet y Méisel encontraron 
que en el país se dio un proceso de concen-
tración e pacial de la producción medido a 
través del índice de concentración de 
Herfindahl-Hirschman, el cual pasó de 800 
a 1.062 entre 1960 y 1995. Así mismo, logra-
ron determinar que Bogotá tiene un enor-
me p e so en la creciente concentración 
e pacial de la producción9 . 
El departamento de Cundinamarca e v be-
neficiado por el proce o de aglomeración re-
gistrado en Bog tá , como r e sultado de su 
cercanía geográfica. Esto e refleja en que 
C undinamarca, a pesar de que us efectos 
estructural y de rea ignación on negativos, 
registró un comportamiento positivo en el 
eÍl cto regional . 
En el ca o del departamento de Caldas, hay 
factores regionale en do ectores que ex-
plican el comportamiento positivo. Se obser-
va que el sector servicios del gobierno aporta 
un alto porcentaje de su efecto neto total 
po itivo, indicando que hay factores locales 
que le imprimen dinamismo a ese sector en 
Caldas. Adicionalmente, existen también fac-
tores regionales que hacen que el ector 
agropecuario en este departamento registre 
un efecto positivo. 
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El ENT de Caquetá es muy bajo y se podría 
afinnar que el departamento crece con el pro-
medio nacional. Su r sultado po itivo es con-
ecuencia de una reorientación de u 
economía hacia sectores más dinámicos, lo 
cual se aprecia en el efecto reasignación 
positivo , y de los efectos regionales es-
pecialmente significativos en el sector 
agropecuario, financiero y de servicios del 
gobierno. Hay factores locales en Caquetá, en 
particular los nuevos yacimientos de hidrocar-
buros, que hacen que estos tres ectores estén 
creciendo por encima de la media nacional. 
Huila, por su parte, es el único d partamen-
to con un ENT po itivo que e tá determina-
do por un efecto estructural positivo . Es 
decir, u estructura económica está especia-
lizada en aquello ectores que han regí tra-
do un mayor dinamismo a nivel nacional. En 
e te caso, se ob erva una importante partici-
pación del ector minero y del e c tor finan-
ciero en la economía huHe n e . 
Finalmente, el Valle del Cauca , a pesar de 
que tiene un efecto e tructural negativo fuer-
te, muestra factores de localización y d e 
reasignación po itivo e igualmente ignifi-
cativos, lo cuale terminan reflejándose en 
u efecto neto po itivo . En especial, habría 
que destacar los factores locales que le impri-
men ventajas a los sectores agropecuario, in-
du trial , construcción y obras pública , 
servicio ' per onale y servicio del gobierno. 
En cuanto a los efectos netos totales negati-
vo , ellos se explican en un gran número de 
departamentos, por factore regionales ad-
versos; es decir, existen condiciones parti-
culares de estos departamento que influyen 
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negativamente en su crecimiento. Algunos de 2. Análisis Shift-Share Dinámico Modi-
esos departamentos, como Antioquia, Bolí- ftcado (SSDM) 
var, Boyacá, Chocó y Santander, presentan 
un efecto de reasignación negativo, lo cual 
indica que sus posibilidades de crecimiento 
en el mediano plazo no son muy positivas. 
Esta situación es particularmente preocupan-
te en el Chocó, donde el efecto de reasig-
nación negativo es mayor que los otros dos 
efectos y por lo tanto, no parecen muy hala-
gadoras las perspectivas de su economía. 
Dos puntos importantes para destacar en el 
comportamiento negativo son: i) El pobre 
comportamiento del sector agropecuario y 
en especial, el fuerte impacto local que se 
observa en Antioquia Bolívar, Boyacá, Cauca, 
Cesar, Córdoba, Nariño y Sucre. ii) La poca 
dinámica local del sector industrial en 
Antioquia Atlántico , Boyacá Norte de 
Santande r, Quindío y Tolima. Debe destacar-
se que Antioquia y Quindío concentraron el 
51 % de el ENT n egativo del sector industrial. 
En síntesis, cabe señalar que los departamen-
tos que crecen por debajo o por encima de 
la media nacional lo hacen como resultado 
de factores locales que frenan o favorecen 
su desarrollo . Los efectos estructurales tie-
nen poco peso como determinantes del cre-
cimiento regional. Adicionalmente, mientras 
que algunos departamentos no muestran 
unas posibilidades claras de quiebre de la 
tendencia de crecimiento negativa en el me-
diano plazo, ya que registraron un efecto de 
reasignación negativo, otros departamentos 
lograron un comportamiento satisfactorio en 
ese efecto, lo que hace pensar en un cambio 
de tendencia en el mediano plazo, si logran 
superar algunos factores locales adversos . 
33 
El análisis SSDM se aplicó teniendo en cuen-
ta tres subperíodos: 1980-1985, 1985-1990 
Y 1990-1996. Esta herramienta permite tener 
una aproximación a la dinámica del creci-
miento regional en el período de estudio. 
Siguiendo la metodología planteada, el efec-
to neto total será la suma de los ENT regis-
trados en cada subperíodo. 
De acuerdo con los resultados consignados 
en el Cuadro 3, el número de departamen-
tos con ENT negativo es mayor que el obser-
vado con el análisis SSM. En términos 
generales , los departamentos con compor-
tamientos dinámicos, así como los de poco 
dinamismo, continúan siendo los mismos. 
La gran ventaja del análisis SSDM es, pre cisa-
mente, poder analizar la dinámica del ENT 
en el período de estudio (1980-1996) . En 
primer lugar, se observa que el número de 
departamentos con ENT negativo aumenta a 
través de los años. Es así como se encontró 
que entre 1980 y 1985, 13 departamentos 
crecieron por debajo de la media nacional, 
entre 1985 y 1990 fueron 15, y, finalmente , 
entre 1990 y 1996 se aumentó el número a 
17 departamentos. 
Si se habla en términos de convergencia, es 
decir, si el crecimiento de los departamen-
tos se aleja o se acerca a la media nacional 
en el tiempo, al revisar la desviación estándar 
de los ENT departamentales en cada 
subperíodo, se encuentra que la desviación 
aumenta en el tiempo , especialmente en-
tre 1990 y 1996. Lo anterior permite con-
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Análisis Shíft-Share Dinámico Modificado (SSDM) 
aplicado al valor agregado departamental en Colombia, 1980-1996 
(Millones de pesos de 1975) 
---- ----
Departamentos Subperiodos Total 
1980-1985 1985-1990 1990-1996 1980-1996 
---
Antioquia (2.222) (2.739) (7 .507) 112.467) 
Atlántico (2 .008) (2 .303) (3.483) (7.794) 
Bolívar (1 .002) (1 .710) (316) (3.028) 
Boyacá (1 .927) (1 .084) (1 .525) (4 .536) 
Caldas 285 (675) 1.391 1.001 
Caquetá (262) 373 12 123 
Cauca (632) 1.176 (3.939) (3.395) 
Cesar (1 .052) (85) 2.274 1.137 
Córdoba 39 537 (3 .092) (2.516) 
Cundinamarca 3.005 (487) 2.146 4.664 
Chocó 108 779 (1 .531 ) (644) 
Huila 873 (308) (695) (131 ) 
La Guajira 4.723 3.175 (2 .629) 5.269 
Magdalena (666) (123) (364) (1.153) 
Meta (173) 2.149 320 2.297 
Nariño (86) (917) (1.042) (2.045) 
Norte de Santander 183 (1.762) (2.446) (4.025) 
Quindío (3.294) (1 .151 ) (1 .598) (6.042) 
Risaralda 1.003 1.163 (4 .321 ) (2 .156) 
Santafé de Bogotá, D.C. 2.262 1.378 19.950 23.589 
Santander 1 670 1 456 (4386) (1 260) 
Sucre (201 ) (677) (864) (1 742) 
Tolima (1.803) (189) (1.136) (3.129) 
Valle del Cauca (1.320) (4.477) 7.841 2.043 
Nuevos departamentos 2.497 6.503 6.939 15.939 
Desviación estándar 1.814 2.124 5.303 
índice de concentración de Herfindahl-Hirschman 
índice HH en ENT negativo 1.141 1.246 930 
índice HH en ENT positivo 1.709 1.855 3.109 
Nota: El índice de concentración de Herfindahl-Hirschman se calculó para determinar el grado de concentración de los ENT negativos y 
positivos en el país. En cualquiera de los dos casos, el índice se calculó como la sumatoria del cuadrado de la participación porcentual de 
las diferentes entidades territoriales en los ENT totales, negativos o positivos, de acuerdo con el signo Que ha registrado el ENT en cada 
departamento. 
l¡ r I 1 " Jnes del autor 
cluir que, durante el período de estudio, las 
de igualdades en el crecimiento departamen-
tal se incrementaron; es decir, con el tiempo 
los departamentos se fueron alejando, unos 
por encima y otros por debajo, de la media 
nacional. 
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Adicionalmente, e estimó el índice de con-
centración de Hierfandabl-Hirschman, con el 
fin de analizar la distribución espacial de los 
ENT positivos y de los negativo 10. Se detenni-
nó la presencia de una desconcentración en 
lo efectos negativos y una concentración en 
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los positivos. En otras palabras, se puede afir-
mar que entre 1980 y 1996 el crecimiento 
que se dio por encima del promedio se con-
centró en unas entidades territoriales, mien-
tras que el crecimiento inferior al promedio 
se distribuyó en un mayor número de enti-
dades. Esta evidencia indica que en Colom-
bia se presentó u n proceso de crecimiento 
departamental desigual en este período. 
En este proceso de concentración d los ENT 
positivos es importante destacar el papel que 
jugó Bogotá en el resultado final especial-
mente entre 1990 y 1996. En efecto, Bogotá 
que venía de concentrar el 20% del ENT po-
sitivo durante el primer subpecíodo y el 6% 
en el egundo ubperíodo, concentró el 49% 
del ENT positivo en el último subpecíodo. 
Alguno resultados que val la pena de ta-
car del análisi dinámico son el continuo 
deterioro ab oluto y relativo d I cr cimien-
to del departamento de Antioquia; lo 
repuntes importante~ que regi tcaron lo de-
partamento de Ce ar y Valle en el último 
subperíodo; las caídas significativas que re-
gistraron los departamentos de La Guajira, 
Risaralda y Santander en el último subpe-
dado, luego de mantenerse en el grupo de 
lo departamento má dinámicos en los dos 
primeros; y el permanente crecimiento por 
encima de la media que presentaron los nue-
vos departamentos, aunque con menor fuer-
za en el último subperíodo. 
En íntesis, el análisis SSDM refuerza los re-
sultados arrojados por la metodología SSM y 
presenta nueva evidencia a favor de que en 
Colombia el crecimiento regional ha sido un 
proceso desigual en el período 1980-1996. 
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B. Análisis por regiones 
1. Análisis Shift-Share Modificado 
(SSM) 
El análisis SSM por regiones contenida en el 
Cuadro 4 muestra que las regiones Caribe, 
centro-occidente, centro-oriente y Pacífica 
crecieron por debajo de la media nacional, 
mientras que la región Nuevos y Bogotá lo 
hicieron por encima de la media nacional. 
El efecto negativo total se concentró en las 
regiones Caribe (22%) y centro-occidente 
(49%). Por su parte, Bogotá y la región de 
nuevo concentraron, respectivamente, el 
46% y el 54% de lo efectos neto totales 
po itivo . 
Los resultado confirman que el compor-
tami nto del cr cimiento regional n Co-
lombia e , en su gran mayoría re ultado de 
factore regionale e pecíficos. En el Cua-
dro 4, e puede observar que el efecto regio-
nal e el mayor componente d 1 e~ cto neto 
total en el Caribe, entro-occidente, nueVí s y 
Bogotá. En las do primeras tiene un efecto 
negativo y en las dos últimas, po itivo. En la 
región Pacífica el componente de mayor peso 
fue el estructural, mientras que en la región 
centro-oriente fue el de re asignación, en los 
dos casos negativamente. Esta relación e pue-
de observar en el Gráfico 1, en donde se des-
componen las tasas de crecimiento promedio 
regional de acuerdo con los tres efectos. 
A pesar de los re ultados negativos presen-
tados por las regiones Caribe y Pacífica, 
el comportamiento positivo del efecto 
reasignación hace pensar que en el media-
no plazo, una vez uperadas las desventajas 
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Cuadro A 
Análisis Shíft-Share modificado aplicado al valor 
agregado por regiones en Colombia, 1980 - 1996 
(Millones de pesos de 1975) 
¡-- -- -----------
Región Efecto neto total 
Región Caribe (10.191 ) 
Región centro-occidente (22.724) 
Región centro-oriente (7.887) 
Región Pacífica (5.874) 
Nuevos departamentos 21 .552 
Bogotá 25.125 
Caribe sin La Guajira (18.735) 
¡-- --
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locales, podría p resentarse un cambio e n esta 
tende n cia. No se p u e d e d ecir lo mismo de la 
región centro-oriente y centro-occidente, don -
de se o bserva u n efecto de reasignación nega-
tivo. En Bogotá e l e fecto reasignación negati-
vo indica que, a p esar del ENT po itivo, se está 
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presentado una reorientación del aparato pro-
ductivo hacia sectores poco dinámicos; sin 
embargo, no pueden olvidarse los grandes 
impactos locales positivos que determinan el 
crecimiento en el Distrito Capital. Finalmen-
te, la región nuevos departamentos muestra 
un comportamiento positivo en los tres efec-
tos, lo que la convierte en una región Líder. 
El análisis del crecimiento regional en tér-
minos relativos con los dos indicadores de-
sarrollados (ENTIEeN y ENTIPIB) , muestra 
que el ENT tiene un peso alto en la región 
centro-occidente y en la región nuevos de-
partamentos, negativo en el primero y posi-
tivo en el segundo. El resultado en términos 
relativos arrojado por la región Caribe esta-
ría en gran medida determinado por el de-
partamento de La Guajira. Si se estiman los 
indicadores para la región Caribe excluyen-
do a ese departamento, se encuentra que el 
ENT negativo de la región es 34% del efecto 
crecimiento nacional y el 25% del valor agre-
gado de 1980, convirtiéndose así en la re-
gión con el comportamiento más crítico 
(véase Cuadro 5) . 
Cuadro 5 
Análisis del ENT regional en relación con el Efecto Crecimiento Nacional (ECN) 
y con el Valor Agregado (VA), 1980-1996 
Región Efecto Efecto creci - VA ENT/ECN ENTNA 
neto total miento nacional 1980 1980 
-- -
(Millones de pesos de 1975) (Porcentaje) 
f-
Región Caribe (10.191 ) 56.879 77 .972 (17.9) (13.1 ) 
Región centro-occidente (22.724) 83.007 113.789 (27,4) (20.0) 
Región centro-oriente (7 .887) 82.594 113.222 (9 .5) (7 .0) 
Región Pacifica (5 .874) 60.960 83.566 (9.6) (7.0) 
Nuevos departamentos 21.552 13.776 18.885 156,4 114.1 
Bogotá 25.125 73.458 100.699 34 .2 25.0 
Fuente: Estimaciones del autor 
Sobre el excelente desempeño, tanto abso-
luto como relativo, registrado por la región 
nuevos departamentos hay que señalar el 
poco peso relativo de esas economías en el 
total nacional. En efecto, el PIB de la región 
nuevos departamentos era sólo el 3 ,7% del 
nacional en 1980 y el 5 ,8 % en 1996. Este no 
es el caso de Bogotá, ya que sus importantes 
resultados , tanto absolutos como relativos, 
son más significativos si consideramos que 
el PIB de Bogotá fue el 20,6% del total na-
cional en 1980 y 22 ,8% en 1996. 
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El estudio sectorial nuevamente identifica a 
los sectores minería y financiero como los 
más dinámicos. Adicionalmente, el primero 
explica en un alto porcentaje el comporta-
miento positivo de la región nuevos depar-
tamentos y el segundo el ENT positivo del 
Distrito Capital. De otra parte, los sectores 
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agropecuario e industrial continúan iendo 
los sectores menos dinámico de la econo-
mía nacional. 
2. Análisis Shift-Share Dinámico Modi-
ficado (SSDM) 
Los resultados arrojados por el análisis SSDM, 
si bien en término absolu tos son inferiores 
a lo arrojado por la metodología SSM, no 
muestran mayores diferencias relativas . Por 
un lado, muestra una concentración de los 
ENT positivos en las regiones nuevos y Bogo-
tá. De otra parte, concentra los ENT negati-
vo en las regiones Caribe, centro-occidente, 
centro-oriente y Pacífica (véase Cuadro 6). 
De nuevo los resultados ratifican las desigual-
dades espaciales del crecimiento regional 
en Colombia. Hay un incremento en la d es-
viación estándar de los ENT entre los dife-
rente subpecíodos, lo que muestra que 
ENT según análisis Shift-Share dinámico modificado aplicado 
al valor agregado por regiones en Colombia, 1980-1996 
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Nota: El índice de concentración de Herfindahl-Hirschman se calculó para determinar el grado de concentración de los ENT negativos y 
positivos en el país. En cualquiera de los dos casos, el índice se calculó como la sumatoria del cuadrado de la participación porcentual de 
las diferentes entidades territoriales en los ENT totales, negativos o positivos, de acuerdo con el signo Que ha registrado el ENT en cada 
departamento. 
I ones del autor 
cada vez más hay entidade territoriales que 
e tán crecí ndo por encima del prome-
dio nacional, mientras que otras crecen por 
debajo. 
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El índice de eone ntración de Hierfandahl-
Hirschman muestra que hay una desconeen-
tración en los efi etos negativos, pues pasó 
de 5. 05 en el primer subpecíodo a 3.451 en 
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el último, y una concentración en los efec-
tos positivos que de 3.342 en el primer 
subpecíodo se elevó a 5.553 en el último. 
Ello debido a que al comienzo del período 
los ENT negativos estaban principalmente 
concentrados en la región centro-occidente, 
mientras que los positivos estaban igualmen-
te distribuidos en las regiones centro-orien-
te, nuevos departamentos y Bogotá. Al final 
del período, los ENT negativos estaban más 
distribuidos espacialmente, mientras que los 
positivos se concentraron en Bogotá y los 
nuevos departamentos. 
Por regiones, es significativo el deterioro de 
la región centro-occidente, quien concentró 
a través del tiempo los mayores ENT negati-
vos. Es decir, su crecimiento siempre se man-
tuvo por debajo de la media nacional durante 
todo el período. Este resultado está directa-
mente influenciado por el comportamiento 
de los departamento de Antioquia y 
Quindío. 
Adicionalmente, es importante resaltar el de-
terioro continuo que registró la región Cari-
be, aun si se incluye el departamento de La 
Guajira. En efecto, mientras que en el primer 
subpecíodo el Caribe concentró sólo el 2,6% 
de los ENT negativos, en el segundo subpe-
dodo alcanzaron a ser el 11,4% y en el últi-
mo el 29,7%. Lo anterior muestra que entre 
1980 y 1996 la brecha entre el nivel de creci-
miento del Caribe y la N ación se amplió. 
La región Pacífica registró una significativa 
recuperación en los seis primeros años de 
los noventa, ya que de mantener una partici-
pación cercana del 30% en los ENT negati-
vos en los dos primeros subperíodos, pasó a 
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conseguir en los últimos años el 4,7% de los 
ENT positivos. En este resultado influyó el 
buen desempeño registrado por el departa-
mento del Valle en esos años. 
La región centro-oriente mostró, al igual que 
la Caribe, un continuo deterioro en sus ni-
veles de crecimiento. Esta región pasó de 
registrar en el primer subperíodo una tasa 
de crecimiento por encima de la media na-
cional, a un crecimiento cada vez más aleja-
do del promedio nacional. 
llI. CONCLUSIONES 
El análisis shift-share del crecimiento regio-
nal señala que los factores locales son los 
que determinan el crecimiento regional en 
Colombia. En otras palabras, los factores es-
pecíficos que determinan la compe titividad 
local son los que explican la dinámica regio-
nal de crecimiento. Por ejemplo, el mayor 
crecimiento relativo de La Guajira y los nue-
vos departamentos se explica por la existen-
cia de recursos mineros , y el de Bogotá y 
Cundinamarca por los procesos de aglome-
ración en torno al Distrito Capital. 
En el análisis se observa cómo aquellos de-
partamentos que tienen buenas perspectivas 
en un mediano plazo, es decir, tuvieron un 
efecto reasignación positivo, son los que re-
gistran un incremento en la participación del 
sector minero en su producción total. Por el 
contcacio, los departamentos con crecimien-
to inferior a la media nacional y pocas pro-
yecciones en el mediano plazo, mantienen 
una alta participación de los sectores agríco-
la e industrial en su aparato productivo. 
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En este trabajo se encontró evidencia empírica 
para afirmar que el crecimiento regional tuvo 
una alta concentración espacial entre 1980 y 
1996. Lo anterior implica que en Colombia se 
produjo un crecimiento muy desigual: por un 
lado, existen algunas entidades territoriale que 
crecen por encima del promedio nacional, 
mientras que el mayor número de departamen-
tos lo hacen por debajo de la media. 
crear estrategias de apoyo a ciertos ecto-
res o incrementar la inversión pública en 
determinadas zona . La definición de una 
adecuada política de crecimiento regional 
en Colombia debe estar asociada al estudio 
de las ventajas o desventajas de localización 
que hacen que una región registre creci-
miento superior o inferior a la media na-
cional. La estrategia debe orientar e a 
id ntificar los factores particulares que ha-
cen que unas regiones sean más competiti-
va que otras. 
El análisis anterior permite afirmar que en 
políticas de desarrollo regional no ba ta con 
NOTAS 
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comentarios, favor dirigirse al autor a los teléfonos (5) 6600778 Y 6601219, fax (5) 6600757 o al correo electrónico 
jbonetmo@banrep.gov.co. 
Algunos de los trabajos desarrollados en este campo son los de Fields y Schultz (1980) , Thoumi (1983) y Méisel 
(1992). 
Mauricio Cárdenas en 1993 inició una serie de trabajos sobre convergencia regional y determinantes del crecimien-
to regional. Posteriormente, otros autores han ampliado el análisis entre quienes se destacan Mora y Salazar (1994), 
Birchenall y Murcia (1997) , Rocha y Vivas (1998) , y Bonet y Méisel (1999) . 
Estos son los nombres más comunes que se presentan en la literatura para los dos efectos. Sin embargo, es 
posible encontrar que algunos autores llamen los efectos con otros nombres. 
E. S. Dunn, "A Statistical and Analytical Technique for Regional Analysis" , Papers, Regional Science Association, 
6, pp. 97-112, 1960. 
Juan R. Cuadrado et al., Convergencia regional en España: hechos, tendencias y perspectivas, p. 315, 1988. 
Para mayor información véase F. J. B. Stilwell , "Regional Growth and Structural Adaption", Urban Studies, 6, 1969, 
pp. 162-178. Y R. D. Barff y P. L. Knight 111 , "Dynamic Shift-Share Analysis". Growth and Change, 19, N. 2. Spring, 
1988. 
Departamento Administrativo Nacional de Estadística (DAN E) . Cuentas regionales de Colombia, 1999. 
Dado que el ENT sectorial total es la suma de los efectos departamentales, que pueden ser en algunos casos 
positivos y en otros negativos, es posible encontrar que el efecto departamental en algunos casos sea superior al 
total nacional. 
Jaime Bonet y Adolfo Méisel , "La convergencia regional en Colombia: una visión de largo plazo, 1926-1995", Co-
yuntura económica, V. XXIX, No. 1, marzo 1999, p. 91 . 
El índice se calculó como la sumatoria del cuadrado de la participación porcentual de las diferentes entidades 
territoriales en el efecto neto total negativo y positivo. según el caso de cada entidad. 
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