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US$2M to US$3M per year and one IBM representative claimed that a single spamming botnet was earning close
to $2M per day 31. Search engine companies generally employed human experts who specialized in detecting Web
spam, constantly scanning the Web looking for spamming activities. However, the spam detection process often
time-consuming, expensive and difficult to automate. 
The development of an automatic Web spam detection system was an interesting problem as it concerned massive
amounts of data to be analysed, the involvement of multi-dimensional attribute space with potentially hundreds or
thousands of dimensions, and the extremely dynamic nature for novel spamming techniques that emerged continu-
ously 44. Often, large amount of Web spam pages were generated using machines by stitching together grammatically
from a large collection of sentences 23. Thus, machine learning method provided an ideal solution due to its adaptive
ability to learn the underlying patterns for classifying spam and non-spam 22. Machine learning approach can be di-
vided into two categories —features and structures. The former depicted as the input used for classification while the
latter defined the machine learning algorithm that was used for learning. 
In this paper, the machine learning algorithms for Web spam detection were focused. C4.5 decision tree 39 (DT)
and support vector machine 19(SVM) were two commonly used machine learning approaches among the adversarial
information retrieval community. However, there were some evidences showing that SVM actually outperforms DT.
Despite of that, researchers had shown that the outcome of SVM is easily manipulated in adversarial classification
tasks like spam filtering 10. Furthermore, recent papers 9,48 indicated that by injecting contaminated training data, the
accuracy of the SVM will be significantly degraded. Previous studies had shown that multilayer perceptrons (MLP)
neural network as an alternative Web spam classification tool 28 over SVM. However, there were still other popular
machine learning algorithms within Web spam literatures that were not compared. Closest to this paper was a Web
spam study reported by Silva et al. 43 who reported precision, recall and F measure in their study. In this paper, the area
under the receiver operating characteristic curve (AUC) is used to evaluate the performance in Web spam detection
for the reason that it did not depend on any threshold 22 like precision, recall and F-measure, and it aimed at measuring
the performance of the prediction of spamicity 18.
This paper aims to provide a comprehensive machine learning approaches comparison within the Web Spam detec-
tion community using a standardized performance evaluation metric area under the receiver operating characteristic
curve. In addition, several ensemble meta-learning algorithms such as boosting, bagging, rotation forest and stack-
ing were included in the comparison to improve the classifier. Two well-known public available Web spam datasets
WEBSPAM-UK200614 and WEBSPAM-UK200749 are used in this paper. Both datasets were downloaded from the
Laboratory of Web Algorithmics, Universit degli Studi di Milano, with the support of the DELIS EU - FET research
project. The former dataset was also used in part of a Web Spam Challenge in 200715,16 while the later dataset was
used in Web Spam Challenge 200818.
The remainder of this paper is organized as follows. Related works available in the literatures are reported in Sec-
tion 2, followed by descriptions of machine learning algorithms and meta-algorithms that are presented for compari-
son in Section 3. Section 4 describes the datasets, performance evaluation and parameters settings of the classifiers.
Section 5 presents the results and discussion and lastly the conclusion in Section 6. 
2. Related Work
In recent year, researchers in the adversarial information retrieval community had moved towards machine learning
approach to detect Web spam. Actually the Web spam problem can be viewed as a classification problem. Machine
learning constructed Web spam classifiers have shown positive results due to their adaptive ability to learn the un-
derlying patterns for classifying spam and non-spam. The WEBSPAM-UK datasets have made a leap in Web spam
community for using various machine learning models. In fact, previously there are few Web spam challenge series
Web spam challenge track I 15, II 16 and III 18 which aim is to bring both machine learning and information retrieval
community to solve the Web spam labelling problem. 
Becchetti et al. 5 study several link-based metrics which include rank propagation for links and probabilistic count-
ing to improve the Web spam detection techniques. Moreover, the authors conducted another similar research 7 which
include more link-based metrics such as degree correlation and number of neighbours, and as a result the metrics
achieve 80.4% detection rate with 1.1% false positive using DT with Boosting on WEBSPAM-UK2002 dataset. Be-
sides link-based features, some researchers 37 propose several content-based features for Web spam detection. The 
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content of Web pages can be modified in order to attract Web users, a technique known as keyword-stuffing. The
authors experiment on 105 million Web pages and 86.2% spam pages detected using DT. 
Stacked graphical learning 32, a meta-learning scheme, has shown positive results using DT in Web spam detec-
tion 17. Some researchers 34 take advantage of stacked graphical learning by generating features by averaging known 
and predicted labels for similar nodes of the graph. The authors achieve improvement of 0.01% F-measure for small
graph and 0.111% F-measure for large graph. 
Gan and Suel 27 propose 8 content features, 14 link-based features and 3 additional features which include number 
of hosts in the domain, ratio of pages in this host to pages in this domain and number of hosts on the same IP address.
The overall features achieved more than 90% F-measure for spam and non-spam detection in Swiss dataset from DT
and SVM. 
Castillo et al. 17 use the combination of link-based features from 7 and content-based features from 37 and experiment 
on WEBSPAM-UK2006 dataset and result in 88.4% of spam hosts detected with 6.3% false positive using DT. 
A preliminary study on using linguistic features for Web spam detection is conducted by Piskorski et al. 38 and
concluded by providing several discriminating Corleone and General Inquirer attributes that are promising enough to
discriminate spam and non-spam. 
Becchetti et al. 8 perform a detailed statistical analysis that only consider link structure of the Web for Web spam 
detection. Their experiments show that the performance of all combined features is comparable with that state-of-
the-art spam classifier that use content attributes. Becchetti et al. 6 later use both link and content features to classify
spam and non-spam. In addition, the authors use graph clustering algorithms, propagation of predicted labels and
stacked graphical learning to improve the classification accuracy using DT with bagging. As a result, their proposed
methodology manages to detect up to 88% of spam pages. 
Linked latent Dirichlet allocation (LDA), an extension of LDA is used for Web spam classification 11. The linked
LDA technique consider linkage such as topics are propagated along links in such a way that the linked document
directly influences the words in the linking Document. The authors concluded that linked LDA outperforms LDA and
other baseline classifier about 3% to 8% in AUC performance. 
Historical Web page information is important for Web spam classification. Dai et al. 20 propose 1270 temporal fea- 
tures to improve the performance of Web spam classifiers. The features are experimented using SVM on WEBSPAM-
UK2007 and have shown that their approach improves the F-measure by 30% compared to the baseline classifier
which only considers current page content. 
Martinez-Romo and Araujo 36 presented 42 language model features to represent a Web document that calculate 
disagreement between two Web pages. The authors experiment using cost sensitive DT with Bagging on WEBSPAM-
UK2006 and WEBSPAM-UK2007 and show that the language model features improve the F-measure of the former
dataset by 6% and latter dataset by 2%. Later on, the authors combined their language model features with 12
qualified link analysis features [35] along with both content and link-based features, the overall features achieve 0.86
F-measure and 0.88 AUC performance in WEBSPAM-UK2006, and 0.40 F-measure and 0.76 AUC performance in
WEBSPAM-UK2007 using DT. 
Li et al. 33  generate 10 new features from link features based on genetic programming and show that the new 
features are well performed using SVM than 41 standardized link-based features and also 138 transformed link-based
features. 
Though DT is the most used machine learning algorithm when Web Spam classification first started, SVM has be-
come state of the art machine learning model for Web spam classification in recent years as Abernethy et al. 1 obtained
the best result in Web Spam Challenge 2007 with area under receiver operating characteristic (AUC) performance of
0.963 using SVM compare to C4.5 DT with AUC performance of 0.935. Yuchun et al. 50 obtained higher AUC results
with less time and space using SVM than DT in spam senders behavior analysis. Jia et al. 51 did some simulation
research on machine learning models for Web spam detection and their results showed that SVM outperformed both
rule-based classifier and decision tree classifier in terms of precision, recall and F1-value. 
Having said so, Goh et al. 28 have shown that MLP improve the AUC performance up to 14.02% over SVM in
WEBSPAM-UK2006 and up to 3.53% over SVM in WEBSPAM-UK2007. Nevertheless, there are other machine
learning algorithms available in literatures which will be useful to show comparison with current state-of-the-art
classifier for Web Spam detection. 
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3. Methodology
In this section, several machine learning algorithms from top 10 data mining algorithms 47 are described and evalu-
ated in this paper. Furthermore, several meta-algorithms are presented to enhance the AUC results of selected machine
learning algorithms. 
The machine learning classifiers for Web Spam detection are: 
ವ Support Vector Machine (SVM) - SVM 19 discriminates a set of high-dimension features using a or sets of
hyperplanes that gives the largest minimum distance to separates all data points among classes. 
ವ Multilayer Perceptron Neural Network (MLP) - MLP 29 is a non-linear feed-forward network model which maps 
a set of inputs x onto a set of outputs y using multi weights connections. 
ವ Bayesian Network (BN) - A BN 26 is a probabilistic graphical model for reasoning under uncertainty, where the 
nodes represent discrete or continuous variables and the links represent the relationships between them. 
ವ C4.5 Decision Tree (DT) - DT 39 decides the target class of a new sample based on selected features from 
available data using the concept of information entropy. The nodes of the tree are the attributes, each branch of
the tree represents a possible decision and the end nodes or leaves are the classes. 
ವ Random Forest (RF) - RF 13 works by constructing multiple decision trees on various sub-samples of the datasets 
and output the class that appear most often or mean predictions of the decision trees. 
ವ Nave Bayes (NB) - The NB 41 classifier is a classification algorithm based on Bayes theorem with strong inde- 
pendent assumptions between features. 
ವ K-nearest Neighbour (KNN) - KNN 2 is an instance-based learning algorithm that store all available data points 
and classifies the new data points based on similarity measure such as distance. 
The machine learning ensemble meta-algorithms on the other hand are: 
ವ Boosting algorithms - Boosting 12 works by combining a set of weak classifier to a single strong classifier.
The weak classifiers are weighted in some way from the training data points or hypotheses into a final strong
classifier, thus there are a varieties of boosting algorithms. Here, three boosting algorithms are introduced in
this paper: 
– Adaptive Boosting (AdaBoost) - The weights of incorrectly labelled data points are adjusted in AdaBoost
such that the following classifiers focus more on incorrectly labelled or difficult cases 24.
– LogitBoost - LogitBoost 25 is actually an extension of AdaBoost where it applies the cost function logistic
regression to AdaBoost, thus it classifies by using a regression scheme as base learner. 
– Real AdaBoost - Unlike most Boosting algorithms which returns binary valued classes (Discrete Ad-
aBoost), Real AdaBoost 42 outputs a real valued probability of the class. 
ವ Bagging - Bagging 12 is a method by generating several training sets of the same size and use the same machine 
learning algorithm to build model of them and combine the predictions by averaging. It is often improve the
accuracy and stability of the classifier. 
ವ Dagging - Dagging 45 generates a number of disjoint and stratified folds out of the data and feeds each chunk of 
data to a copy of the machine learning classifier. Majority vote is done for predictions since all the generated
machine learning classifier are put into the voted Meta classifier. Dagging is useful for base classifiers that are
quadratic or worse in time behaviour on the number of instances in the training data. 
ವ Rotation Forest - The rotation forest 40 is constructed using a number of the same machine learning classifier 
typically decision tree independently and trained on a new set of trained features form by sub-sampling of the
datasets with principal component analysis applied on each sub-sets. 
4. Datasets, Performance Evaluation and Parameters Settings
In our experiments, two public available Web spam datasets WEBSPAM-UK2006 [18] and WEBSPAM-UK2007
[19] are used. Both datasets provide evaluated sets, SET 1 for training and SET 2 for testing as the motivation behind 
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the Web Spam Challenge Series is to provide solution to combat Web spam from machine learning. The distribution
of feature vectors is shown as: 
Table 1. Distribution of Features Vectors 
Notation Feature Set No. of Features 
A Content-based Features 24 
B Full Content-based Features 96 
C Link-based Features 41 
D Transformed Link-based Features 138 
Feature A denotes the content-based features. Most of these features are extracted from Ntoulas et al. [24] and
they comprise of the number of words in the page, number of words in the title, average word length, fraction of
anchor text and visible text, compression rate, corpus precision and corpus recall, query precision and query recall,
independent trigram likelihood, and entropy of trigrams. In total, there are 24 content-based features. 
Feature B denotes the full content-based features. Since feature A are based on page feature, the authors [26]
aggregate the content-based features for pages in order to obtain content-based features for hosts. Therefore, in total
there are 96 content-based features (4 x feature A). 
Feature C denotes the link-based features. Most are computed on the home page and also the page with the
maximum PageRank in each host. The link-based features include degree-related measures like in-degree, out-degree,
edge-reciprocity and assortativity coefficient. Besides this degree related features, PageRank, TrustRank, truncated
PageRank and estimation of supporters are also included in this link-based features. In total there are 41 link-based
features. 
Feature D denotes the transformed link-based features. They are just simple numeric transformations and combi-
nations of the link-based features. After transformation, there are 138 transformed link-based features. 
Details on the standard feature vectors can be found in [26]. More details on the link-based features can be found
in [22] while the content-based features can be found in [24]. 
Note that not all hosts provide content-based features, thus hosts that provide only link-based features are discarded
in this study in order to maintain consistency and fairness for machine learning algorithms. Below is the distribution
of spam and non-spam in WEBSPAM-UK2006 and WEBSPAM-UK2007 
Table 2. Distributions of spam and non-spam in WEBSPAM-UK2006 and WEBSPAM-UK2007 

SET 1 
WEBSPAM-UK2006
SET 2 TOTAL SET 1 
WEBSPAM-UK2007
SET 2 TOTAL 
SPAM 553 1250 1803 208 113 321 
NON-SPAM 3510 601 4111 3641 1835 5476 
Web Spam detection is also known as binary classification problem (spam or non-spam), thus the area under
receiver operating characteristic curve (AUC) is used as evaluation metrics. The receiver characteristic curve is de-
termined by plotting true positive rate vs the false positive rate in various threshold value. AUC is a measure for
accuracy and also a performance metric for logistic regression. Unlike precision and recall that depends on particular
threshold [16], AUC aims at measuring the performance of the prediction of spamicity [17]. Furthermore, AUC is a
well evaluated performance evaluation in Web Spam community. A perfect model will score AUC of 1, while an area
of 0.5 represent a chance of flipping a coin. 
There are 7 machine learning algorithms and 6 meta-learning algorithms used for comparisons in this paper. SVM
and MLP are computed in Matlab 2014a (Mathworks Inc, Natick MA, USA) and the rest of the algorithms including
boosting algorithms are computed using WEKA [53]. In SVM network structure, radial basis function kernel is used
for its promising performance as it non-linearly maps samples to a higher dimensional space. The sigma value of RBF
is varied from 1 to 50 to obtain the optimal results. Besides RBF sigma, the scalar value are tweaked for soft margin
[10] to find a hyper plane that splits the examples as clean as possible; the range of the scalar value is set between 1
to 50. For MLP, scaled conjugate gradient algorithm is incorporated as a supervised learning algorithm. The weights 
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between the neurons are randomly set between 0 and 1. The model is executed based on 1000 epoch from 1 to the
number of features. Since the weights between neurons are randomly generated, the process is executed 20 times to
get the average for every epoch. The rest of machine learning algorithms are tweaked to use the default parameters
in WEKA while the base learner in Boosting algorithms is Random Forest as it has the best performance among the
machine learning algorithms (will explain in next section), the algorithms are trained in 10 parameters. 
5. Results & Discussions
Table 3 illustrate the AUC results from various machine learning classifiers. The highlighted bold AUC results
denote as the highest AUC result for the particular feature set. As shown in both tables, random forest has outperform
other classifiers including SVM which widely used in Web spam community as much as 0.167 in WEBSPAM-UK2006
and 0.1092 in WEBSPAM-UK2007 AUC Difference (both results from feature set C). It also has shown that the
combination of both full content features (feature set B) and transformed Link-based features (feature set D) produce
the highest AUC results as both link and content features give more information to classify the classes more accurately.
DT and KNN on the other hand produce the poorest results due to its simplicity design of the structure, the structures
are not strong enough to learn the underlying patterns compare to other powerful machine learning algorithms. 
Table 3. AUC Results on WEBSPAM-UK2006 and WEBSPAM-UK2007 from Machine Learning Classifier 
WEBSPAM-UK2006 WEBSPAM-UK2007 
Classifiers A B C D A + C B + D A B C D A + C B + D
SVM 0.751 0.808 0.728 0.799 0.805 0.839 0.678 0.742 0.622 0.661 0.723 0.752 
MLP 0.799 0.870 0.830 0.828 0.869 0.887 0.703 0.747 0.624 0.669 0.735 0.769 
BN 0.684 0.721 0.818 0.779 0.814 0.840 0.713 0.794 0.697 0.707 0.766 0.800 
DT 0.706 0.694 0.693 0.723 0.685 0.701 0.590 0.570 0.500 0.652 0.599 0.510 
RF 0.828 0.895 0.895 0.894 0.921 0.927 0.727 0.819 0.731 0.721 0.808 0.850 
NB 0.687 0.721 0.726 0.736 0.743 0.763 0.622 0.653 0.641 0.683 0.646 0.668 
KNN 0.691 0.729 0.678 0.692 0.730 0.725 0.622 0.627 0.539 0.550 0.619 0.564 
To the extension of our results, ensemble meta-algorithms are employed to improve the AUC results of random
forest as it has proved to be a powerful classifier for Web spam in previous tables. 3 boosting algorithms (AdaBoost,
LogitBoost and Real AdaBoost), bagging, dagging and rotation forest are conducted here in this experiment. Table
4 illustrates the AUC results on WEBSPAM-UK2006 and WEBSPAM-UK2007 using random forest with ensemble
meta-algorithms. The highlighted bold AUC results in the tables denote as the highest AUC result for the particular
feature set. 
Table 4. AUC Results on WEBSPAM-UK2006 and WEBSPAM-UK2007 from Random Forest with Ensemble meta-algorithms
Ensemble WEBSPAM-UK2006 WEBSPAM-UK2007 
Real AdaBoost has shown to improve the AUC results in WEBSPAM-UK2006 across all feature sets. However,
other meta-algorithms such as AdaBoost, bagging and rotation forest have shown better results than Real AdaBoost
in WEBSPAM-UK2007. Having said so, the ensemble meta-algorithms have shown to slightly improve the AUC
results of random forest. The highest AUC result in WEBSPAM-UK2006 comes from Real AdaBoost with both
full-content and transformed link-based features achieving 0.937 and the highest AUC result in WEBSPAM-UK2007
comes from AdaBoost with both full-content and transformed link-based features achieving 0.852. The results in this 
Meta-algorithms A B C D A + C B + D A B C D A + C B + D
AdaBoost 0.813 0.896 0.870 0.873 0.919 0.930 0.737 0.802 0.693 0.705 0.827 0.852 
LogitBoost 0.835 0.898 0.900 0.823 0.924 0.931 0.759 0.828 0.732 0.740 0.830 0.847 
Real AdaBoost 0.840 0.903 0.904 0.904 0.929 0.937 0.758 0.828 0.737 0.740 0.827 0.850 
Bagging 0.829 0.896 0.895 0.892 0.919 0.930 0.775 0.839 0.730 0.744 0.829 0.849 
Dagging 0.800 0.862 0.866 0.859 0.886 0.901 0.762 0.820 0.730 0.731 0.805 0.831 
Rotation Forest 0.835 0.895 0.900 0.893 0.920 0.929 0.771 0.838 0.746 0.734 0.831 0.839 
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paper have also outperform previous work using MLP (0.89 and 0.77 respectively) 28. Abernethy et al. 1 achieved
0.963 AUC using their proposed Web spam features while Li et al. 33 have developed 10 new features generated by
genetic programming that work better than 41 link-based features and 138 transformed link features. The authors
results are obtained on WEBSPAM-UK2006 using support vector machines. As it is indicated earlier in this chapter,
the outcome of SVM is easily manipulated filtering 10. Other features such as language models and qualified links
achieved 0.88 and 0.76 for WEBSPAM-UK2006 and WEBSPAM-UK2007 using C4.5 Decision Tree 3. Furthermore,
also have outperform recent literature such as waged averaged AUC 0.895 for WEBSPAM-UK2006 and 0.745 for
WEBSPAM-UK2007 dataset 35.
6. Conclusion & Future Work
Random Forest has proven to be a powerful classifier than most top data mining tools including SVM and MLP in
Web spam detection with AUC results of 0.927 in WEBSPAM-UK2006 and 0.850 in WEBSPAM-UK2007 using both
full content and transformed link-based features. With ensemble meta-algorithm such as Real AdaBoost and Discrete
AdaBoost, the performance is slightly improve with 0.937 in WEBSPAM-UK2006 and 0.852 in WEBSPAM-UK2007.
This paper though only focuses on the structure of the machine learning classifiers used for Web spam classifica-
tion. For future work, the features for Web spam detection are intended to comprehensively compared and studied. 
Furthermore, the structures in this study are intended to test on other Web Spam datasets. 
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