ABSTRACT : The use of "rules of inference " in database systems with access paths--e.g., CODASYL and IMS databases--is proposed to allow nonprocedural querying of the database systems. The kinds of access paths for which these rules of inference are required are isolated. It is shown that the rules of inference required for a CODASYL or an IMS database depend on the configurations of the edges in a diagram of the database.
Introduction
The definition of a database must leave nothing to the imagination of the user.
If it does, each user is free to supply his own interpretation to those parts of the database which have not been unambiguously specified. The result will be, at best,, that the user is misled as to what the response to his queries mean. At worst, the integrity of the database will be violated by inconsistent updating.
In this paper, it is shown that existing database systems require the user to place his own interpretation on those facts which are not explicitly stored in the database, but which may be deduced from facts which are explicitly stored. The facts which are explicitly stored are unambiguously defined due to definitions of dataitems, sets, segments, relationships, etc. But there is no provision for specifying the rules by which facts may be deduced. This problem impedes the development of truly nonprocedural query languages by requiring the user to supply the reasoning by which the facts are deduced. The reasoning must be supplied in the form of a procedure which navigates the access paths in the database or in a simpler form, such as an expression in the relational calculus.
For the same reason, the construction of logical views from a physical database also depends on the user to supply a technique for forming the logical view from the physical database.
This problem can be rectified by provision of "inferential rules " in the database definition. The rules are used, in the place of user-provided techniques, to infer facts not explicitly stored in the database from those which are explicitly stored.
In fact, an algorithm for inferring facts 160 from a relational database system, using such inference rules, has been developed by Minker [8] . The rules should be stored as data in the database, to avoid ambiguity arising from different users ' views of what may be deduced from the database.
This problem is in fact the "connection trap" described by Codd Such an algorithm is described in section v. Minker's algorithm can then be used to perform inferences on the facts recovered by this algorithm.
The specification of inference rules for the appropriate access paths in a database system will then allow unambiguous traversal of the database for queries specifying data-items in widely separated parts of a database.
Similarly, it will a.LLow unambiguous construction of logical views from physical databases by treating references to the Logical views as queries and processing them as above (see Stonebraker [9] ). sal of the database.
If any inferences are to be performed in responding to a query, the rules for performing the inferences must be supplied by the user (ordinarily); or, in Minker's algorithm, the rules of inference are part of the database definition.
Minker uses the example shown in Figure 1 to illustrate his algorithm for performing inferences in a relational database.
The notation used here differs somewhat from Minker's.
A relationship "Rname" over domains "Doml", "Dom2",...,"Domn" is written:
Background
The analysis of the roles of access paths in this paper depends on an analysis of the underlying relationships.
The relationships used here are the same as those defined by Codd in the relational database model [4] :
A RELATIONSHIP is a time-varying relation over a set of domains. In a question-answering system, the inference rules can be used to deduce the relationships which are the answers to the queries.
The use of inference rules to respond to queries on CODASYL and IMS databases [3, 7] is analysed in this paper. There are Languages for traversing the access paths in these databases; for example, CODASYL's DML and IBM's DL/L. These languages, however, may require that an intricate procedure be written to respond even to a single query [2] . In particular, there are the relational algebra [S]; Query-by-Example [lo] ; and SEQUEL [L] .
These languages are all nonprocedural, i.e., no programs need be written to respond to queries; however, they do require, that the user supply any inferential reasoning required in finding the response to a query. In general, this takes the form of specifying the relations to be examined and the operations to be'performed on the relations. Dolk and Loomis [6] have also proposed an algorithm for nonprocedural access to a CODASYL database.
The responses supplied by this algorithm to queries may be misleading if the user interprets any part of the database differently from the designer, because the rules for making inferences are not specified either in the database or by the user. database, all queries must be expressed, and the responses to the queries found, by using domain-names and relation-names only.
No access paths are available for traver- The response to a query is found by first searching the extensional data to find the answer. Then, if the answer was not found in the extensional data, the intensional data is searched for a rule which will transform the query to a new wry.
The same procedure is repeated for all queries thus generated, until an answer is found, or no more transformations are possible.
The importance-of the rules of inference in determining the answer to a query can be seen by considering the following change to the above rules of inference:
( "Who is the father of ll?"
is "The father of 11 is unknown." Similarly, the query "Who is the mother of 5?" elicits the response "The mother of 5 is unknown." when the first set of rules is used, but the response "The mother of 5 is 4." when the second set of rules is used. where SING(X) denotes the set of singleton sets over a set X:
is a subset of the powerset of domain (A). Thus, if we have a stored database, then for each access path in the database definition, a relationship may be constructed from the database. Let f denote the mapping belonging to the access path which is currently stored in the database. Let A denote the file which is the domain of f. Let Bl ,...,Bn be the files involved in the range of f.
The mapping f might be defined as follows:
where POW(X) denotes the powerset of a set X, i.e., the set of all subsets of X. Then the following construction gives the relationship corresponding to f:
1. For each record in A, convert A to first normal form. Then use f to find the set of records (or the set of tuples of records) related to the record in A.
For each record or tuple of records related
to A, convert it to first normal form and concatenate it with the record in A.
Primitive

VS. inferred relationships
Consider the access paths defined by the diagram in Figure 2 , assuming that each arrow represents a 1:N relationship.
The "Illness" and "TX" relationships are primitive relationships, because they cannot be inferred from any other relationships.
A "Patient-Treatment" relationship can be inferred from the "Illness" and "TX" relationships, using the following operation: In this section, an example of a CODASYL, database is given to illustrate how ambiguity can be eliminated by the use of inference rules. Next, the primitive relationships--i.e., those that must be defined by the database definition rather than by inference rules--are isolated.
All other relationships can be defined by inference rules.
A relationship constructed from a database will be called a "primitive relationship" if it cannot be constructed by performing a nontrivial inference on the other relationships in the database. A relationship will be called an "inferred relationship"
if it can be constructed by performing a nontrivial
inference. An inference will be considered trivial if any of the relationships involved contains the inferred relationship or if all of the relationships involved uniquely determine the value of the inferred relationship.
Primitive examples must be unambiguously defined in the definition of the stored database.
The potential ambiguity in the database defined in figure 3 arises in the inference of relationships between doctors and treatments; between patients and treatments; between doctors and observations;
and between patients and observations. One set of inference rules for this database might be the following:
( An inferred relationship. An inferred relationship. A primitive relationship.
In the third case, we are considering two set types having a common member; e.g., "Dx" and "Illnexx" in the above example. Note that defining a common member in two set types is the standard technique, in the CODASYL database model, for defining a many-to-many relationship.
This manyto-many relationship should behave like an arbitrary many-to-many relationship, i.e., as mentioned at the'end of section 1V.C. and discussed in more detail in section 1V.E. below, it should not be possible to infer it from any collection of its own subrelationships.
In fact, the relationship can be constructed using the equijoin on the common member record type of the two set types.
But in this one case, all of the relationships involved in constructing the relationship "Doctor-Patient-Diagnosis0 uniquely determine the constructed relationship. Thus the inference is trivial (see section IV.C.), so that "Doctor-Patient-Diagnosis" is a primitive relationship.
Thus the primitive relationships in a CODASYL database may be described as those which are Constructed from groups of "confluent sets", i.e., sets having a comnon member record type. Figure 4 sumarises the results developed here.
16.5
Application to the IMS model
In this section, an example of an IMS database is developed to illustrate how ambiguity can be eliminated from a hierarchic<1 model by the use of inference rules.
Then, the primitive relationships of the IMS model are distinguished from the inferred relationships, as was just done for the CODASYL model.
Consider the following sets of inference rules for the database in figure 5: (1) If (patient,diagnosis) E Dx and (patient, treatment) E TX then (diagnosis,treatment) E Contra-indication-check (2) The first set of rules implies that the database users are looking at all of the diagnoses and treatments of a given patient to determine if any of the treatments are contra-indicated by any of the diagnoses.
The second set of rules implies that the users are also looking for contra-indications, but this time they are checking to see whether a doctor prescribed any treatments contraindicated by any of his own diagnoses.
A consideration of how primitive relationships may be distinguished from inferred relationships in an IMS database concludes this section. In an IMS database, the parent-child relationships are M:N, in the sense that a single patient in the database of figure 5 could be related by the "Medical-care" relationship to several doctors. Each physical patient record is, of course, related to only one physical doctor record (its parent), but in the,relationship recovered by the procedure of section IV.B., each patient may be related to several doctors.
The latter relationship represents the logica,l relationship, which is the relationship of interest here.
Thus, each path in an IMS database defines a relationship which may be an arbitrary subset of the Cartesian product of the domains of the record types along the path. Note that these two sets have identical projections onto the first coordinate and onto the second through nth coordinates.
Given any pair of projections, a similar example of a pair of subsets of n-space whose projections are identical on the subspaces could be constructed.
This result can then be extended inductively to n subspaces.
The operations which would ordinarily be used to recover the original relationship would be the relational operations defined by Codd [5] . It would also be possible to restrict the operations in the hope that a unique relationship could be recovered from any set of subrelationships.
However, the discussion above shows that the relationship recovered would not necessarily be the original relationship, regardless of the class of operations that are used to recover it.
This shows that each path of an IMS database corresponds to a primitive relationship. Thus the relationship defined by a path in an IMS database should be explicitly defined by the database definition.
The only other case that needs to be con-,sidered is the case where a parent record type has multiple child record types. In this case, the relationship over all of the record types can be constructed using the equijoin over each of the parent-child relationships.
From figure 5 :
Thus this kind of relationship is inferred.
A General Model for Database Definitions
In this section, a general model is developed for defining the "primitive access paths" in a database.
A primitive access path corresponds to a primitive relation: primitive relations are constructed by following primitive access paths.
Definitions
The following definitions will be required for the general model:
Data-item -the smallest unit of data that can be referenced by a database system; a set of allowable values is associated with a data-item. In the following discussion, a traversal rule will be defined to limit the access paths in the CODASYL and IMS models to those configurations which define primitive relationships. where SING(x) denotes the set of all singleton sets over a set x, i.e., the set of all sets having only one member.
The primitive access paths in the IMS database defined in figure 5 are: In general, the primitive access paths in 8, CODASYL database correspond to the confluent sets in the database.
Thus each primitive access path has the form: f:R-r SING(S1 X . . . X Sn) for record types R, Sl,..., and Sn, with Si the owner of a set type and R the member. The primitive access paths in an IMS database correspond to the paths.
Thus each primitive access path has the form: f:Sn 4 POW(S1 X . . . X Sn-1) for segment types Sl,..., n S -1, and Sn, where each Si is the parent segment type of Si+l.
Traversal algorithm
Minker's algorithm provides a technique for finding a member of an inferred relationship, given the primitive relationships in a database. Application of this algorithm to databases with . -access paths will require an additional algorithm to find those members of a primitive relationship which satisfy a given query. The following algorithm will serve to search the extensional data for the members of a primitive relationship satisfying the query.
It is assumed that each primitive relationship in the database is associated with an access path by the database definition. The notation a b will denote the concatenation of tuples (first-normal-form records) a and b. This algorithm may not be particularly efficient. In particular, the efficiency of the algorithm will depend on the relative distributions of physical records in the database and on the types of queries.
A possible technique for improving the efficiency of the algorithm would involve the choice of record types, given a collection of queries and the likelihood of each query.
Conclusions
The definition of a database may allow each individual user his own interpretation of some of the relationships which can be recovered from the database.
This can result in misunderstanding of the responses to queries and to inconsistency in the updating of the database.
To avoid this problem, each relationship that can be recovered from the database must be defined, either as a primitive relationship, independent of the other relationships in the database, or as an inferred relationship, in terms of how it may be inferred from the other relationships in the database.
These two kinds of relationships can be distinguished from each other in the CODASYL and IMS database models by the configurations of the access paths from which primitive relationships are constructed.
In general, a "traversal rule" can be defined which describes the primitive access paths of a database.
Relationships constructed from these access paths must be defined as primitives of the database.
ALL other relationships must be defined as rules of inference.
