Prediction of drug-drug interactions (DDIs) can prevent unexpected adverse drug events (ADEs). ADEs can damage people's health and bring about economic losses to the society. Existing methods usually adopt the dataset of the adverse drug reports (ADRs) to build the DDI prediction statistical model; however, the ADRs dataset contains billions of records and the U. S. government releases new ADRs quarterly so that the data volume keeps growing. It is time consuming to clean these data and extract useful features from ADRs, which delay the development of effective DDIs prediction models. In this paper, a parallel processing framework based on MapReduce model is proposed. The MapReduce model is utilized to extract names and adverse reactions of drugs and count their frequencies based on ADRs, which can improve the efficiency of data cleaning and feature extraction of the Food and Drug Administration (FDA)'s adverse drug reports. The parallelization of the statistical screening and processing method of ADRs are implemented on the Hadoop cluster. Experimental results show the processing of FDA's adverse drug reports can be achieved accurately by this method and the speed of processing can be improved effectively by using the proposed parallel computing framework. [18][19] December,
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1.Introduction
Adverse drug event (ADE) is an important problem for patients because these events represent the medication-related patient harm [1] . The US Food and Drug Administration (FDA) started a convenient adverse event reporting system in 1998 and has accumulated a large amount of data in terms of adverse drug reactions [2] . With the increasing of ADEs, how to process this information has become one of the problems to be solved urgently at present. Especially after the 1960s, it is difficult for regular computers to deal with the rapid increase of drug adverse event reports and the data dimension. Traditional ADEs monitoring is completed by screening adverse drug event reports manually, most of which are screened by a single computer [3] . It is costly and time-consuming, which hinder the analysis efficiency of drug side effects. In the big data era, as a framework for analyzing and processing large data Hadoop emerged as the times required [4] . Currently, the study of medical big data based on Hadoop platform has just commenced. Applying Hadoop cluster for distributed processing of the large high-dimensional data can improve the data storage capability, reliability and computing speed [5] . At the same time, it can help doctors to improve work efficiency, guide clinical practice, which is of very great significance on people's livelihood.
Hadoop is a distributed system infrastructure, developed by the Apache Foundation. It mainly consists of Hadoop Distributed File System (HFDS) and MapReduce. Among them, HDFS is a file system that provides scalable and reliable data storage, which was designed to span large clusters of commodity servers [6] [7] [8] . MapReduce is a software framework for easily developing applications to process vast amounts of data (multi-terabyte data-sets) in-parallel on large clusters [9] [10] .
This paper mainly studies how to use MapReduce model to preprocess the FDA data [11] . Traditional monitoring of adverse drug events (ADE) use manual filter ADE reports. The method of using standalone Oracle or SQLServer databases and Excel processing the data is not only of high cost, but also wastes a lot of time. In this paper, we use MapReduce programming model to write parallel programs to extract names and adverse drug reactions of drugs [12] . Then we merge them and count the frequency of drugs and their adverse drug reaction. All the outputs of the Reduce task are exactly the pretreatment results of FDA's drug side effects. The focus of this paper is to achieve the parallelization of processing with MapReduce, improve the efficiency of data cleaning and feature extraction of the ADR on the Hadoop cluster, and deal with the daily growing medical data. Experimental results show the processing of FDA's adverse drug reports can be achieved accurately by this method and the speed of processing can be improved effectively by using the proposed parallel computing framework.
2.FDA data prerocessing 2.1FDA's Data Sources
The data sources refer to 20,976,732 reports of adverse drug reactions published by adverse drug reaction reporting systems between January 2004 and April 2014 [13] . The contents of the reports include the patient's basic information, the basic drug information, and adverse reaction information, patient's outcomes, indications and drug information. At present, the amount of data is still rising at a rate of about several millions per year. Figure 1 shows the
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MapReduce based Arallel Data Processing Faran Wei statistics for every year since 2004 [14] , we can see, FDA data has reached a million level. In the past five years, the amount of FDA's data has doubled. With the increasing amount of data, it is necessary for us to use the Hadoop to deal the large data. Our experiments use real data provided by FDA on its official website. These data are standard structured data . We have processed the data by screening, merging, and statistical computing in turn. Figure 2 shows the flowchart of data processing. we calculate the frequency of ADR. Define as the frequency of the i'th drug that produce the j'th reaction, and R as the total number of the i'th drug's reports [15] . Thus:
3.Parallel Processing descriptions 3.1Extraction of drug name and adverse reaction name
The extraction of drug name and drug reaction shares similar MapReduce programming mode. According to the Programming mechanism of MapReduce, we set the ID number as the key and drug name as the Value. At the same time, the Sum is added on the Reduce side. By setting Sum, a single drug or multiple drugs can be chosen as output. For the adverse drug
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3.2Join section
The job of the join part realizes the merger between the drug and the reaction of the drug.
Step 1 and 2 introduced the realization of the Join part [16] .
Step1. Map of DrugJoin <key,value>. a) Distinguish data sources, read the file line-by-line, and split. b)Set id as key.According to different sources, the value takes different forms. When the data source is from DrugName, tag it.
For the Reduce-Function, the input is the data obtained from the Map of each host, which have set tags as to the drug Name. The Reduce-Function is shown in Step 2.
Step 2. Redcue of DrugJoin<key,V>. c)Base on the tag split the values and put them into the different Vectors. Then make the two vectors to do cartesian product. d)Output<key, values>.
3.3Statistical Calculation
The output of the join section contains drug name and adverse drug reactions. On the basis of statistical analysis, we can get the times of drug and adverse reactions caused by this drug.
Step 3 and 4 introduce the realization of the Statistical calculation part.
Step 3. Map of DrugStatistical<key,value>. a)Read the file and split it into SplitFile,then set SplitFile [1] as key. b)Split the file of the splitFile [2] , and set it to value. For the Reduce-Function, the input is the data obtained from the Map. The ReduceFunction is shown in Step 4.
Step 4. Reduce of DrugStatistical<key,V>. c)Define HashMap<String,Integer>. d)Traverse the value to add up all the side effects and resulting number and write into HashMap.
e)Obtain the drug name as key, the side effects and resulting number as value. f)Output <key value>.
4.Experiment design and result analysis
Two sets of experiments are carried out to verify the results. One is used to verify the effectiveness of our method for the data preprocessing of ADRs. Another proves that the parallel processing really improved the efficiency of computing, meanwhile it demonstrates the advantage of MapReduce.
4.1Validation of the Methods' Effectiveness
Structured Query Language (SQL), a database query and programming language, is used to store and retrieve data inquire, update and manage the database system. We can take advantage of SQL database to import raw data into it and get an accurate result by SQL. Due to large amount of data and retrieval time, we only extract data of recent years for some common 
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4.2Verification of the Performance Improvement
Speedup and Sizeup are defined to measure parallel computing performance. This experiment was run on Hadoop platform that can be carried out large-scale data parallel computing. The cluster we used is built by Dell workstation, considering the optimal problem of data quantity and the number of clusters. We adopted three nodes for performance verification. Each server is configured to CPU: E3-1240, 4core, frequency 3300MHz, memory capacity 32G. Software environment is Hadoop version 1.2.1. The data of experiment is described in Table 2 In order to verify the improvement of our method in efficiency, we increase the nodes and the amount of data to test the effectiveness of our proposed method. One is expanding the amount of data exponentially in a single node (Table 3) , another is adding nodes and expanding the amount of data (Table 4) . Among them, the column name in the table is the program name for extracting the drug; reaction is the adverse drug reaction procedures for the drug extraction; Join is the combined program of the drug name and the name of adverse drug reaction; Sum is the result of statistical procedures. In Table 3 and Table 4 , we've found that when the amount of data increases, the time consumption obviously changes in the part of Name, Reaction, Sum program; but only a few changes in the Join part. As the data is expanded by way of copying data, although the amount of data rises, it produces the same ID number. Before the drugs and side effects are merged by the same ID number, it has been merged by the Name and Reaction procedure; therefore, in the Join, the times of the distributed processing do not increase substantially and the time consumption in the Join part has a little change with increase of the data. In order to show the effectiveness of parallel computing more clearly, the data above has been processed and measured by speedup and sizeup.
Among them, Speedup is defined as follows:
Keep the fixed processing task quantity unchanged, and increase the number of child nodes P successively (such as increase from 1 note to 4 notes). Among them, T 1 is the time consumption for a single node to perform the task; T p is the time consumption for P nodes to perform the task. Speedup should coincide with the straight line y = x ideally. Since the consumption of inter-node communication gradually increased with the increasing of the node data, it is difficult to achieve the deal situation. Figure 3 shows that the experimental results of the Speedup almost achieve the linear results. With the increase of the amount of tasks, it is near to the ideal value and Speedup performance will be expected to further improve with more large-scale data processing. The results of 4 times the benchmark are better than 1 time the benchmark and twice the benchmark. As the task quantity is little of 1 time the benchmark and twice the benchmark, the other added nodes do not come into effect. 
Keep the node number unchanged and increase the volume of each task. T m is the time to perform the task D of p times the benchmark; T n is the time required to execute the benchmark task D. The growth rate of Sizeup results will be lower and lower, as an increasing convex function. It indicates that Sizeup performance is great; the curve of Figure 4 shows this characteristic.
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Figure 4: Quantity Evaluation
From Figure 4 , we can find that the cluster does not show advantage when the amount of data is less and even limited by the cluster start up and the network communication. There is a little difference between single node and the three nodes on time consumption, but the time of cluster spending would be significantly reduced with the increase of amount of data through further experiments. The time of single machine processing cost would increase exponentially. This method proves the advantage of using cluster for processing as well as the feasibility of the parallel computing.
5.Conclusion
Under the background of big medical data, the increasing numbers of the adverse drug reaction reports are blocking the analysis of ADR. Although the data preprocessing is an important part of data analysis and mining, there has been little focus on the aspect of efficiency and data collection in previously published work on FDA data preprocessing. And Most of the methods are single machine processing and manual extraction. With the growth of FDA data, this will become a challenge.
Hadoop, as the big data processing technology, will become an inevitable choice for data cleaning by Hadoop platform. In this paper, a FDA data preprocessing scheme based on Hadoop-MapReduce model is proposed. According to the characteristics of the Mapreduce model, the processing is divided into several parts, each of which can be executed concurrently. Compared with the use of single machine processing, the experimental results show that the proposed scheme can improve the efficiency. The method is a feasible solution to the process of FDA data in the future. We believe that the model will play its role more often with the growth of FDA data.
