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ABSTRACT 
In this paper, the map-reduce technique is utilized for speeding up 
the mining process and derived as similar results as our previous 
approach. The chromosome representation consists of four parts 
that are a mapper number, grouping part, stock part and portfolio 
part. According to mapper number, chromosomes in population 
are divided into subsets and sent to respective mappers. Fitness 
evaluation and genetic operations are the same with our previous 
approach, and executed on reducers. The evolution process is 
repeated until reaching the terminal conditions. Experiments are 
conducted on a real dataset to show the performance of proposed 
approach.   
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1. INTRODUCTION 
Portfolio optimization is an attractive research topic since 
financial market has many financial instruments and the profit of 
the portfolio may be affected by various factors [20, 21]. The aim 
of portfolio optimization is to minimize the value at risk (VaR) 
and maximize the return on investment (ROI). Hence, a 
sophisticated approach for deriving a portfolio that takes these 
factors into consideration is needed. The mean-variance (M-V) 
model is the well-known approach for acquiring a stock portfolio 
[18], and many approaches have also been proposed it [1, 4, 17].  
Investors may have various requests. An approach which can 
satisfy investor’s requests for mining the stock portfolio was 
proposed by genetic algorithms in [4]. The fitness function that 
consists of objective criteria and subjective criteria was designed 
for chromosome evaluation. The suitability criterion, composing 
of a portfolio penalty (PP) and an investment capital penalty (ICP), 
was used to reflect the satisfactions of the users' requests.  
Meanwhile, investors may not buy the suggested stocks for 
some reasons. For instance, the stock price of stock A may be too 
high to buy in recent trading date. When such situations are 
happened, other substituted stocks could be suggested are needed. 
Chen et al. thus proposed an approach for deriving group stock 
portfolio by grouping genetic algorithm [5]. Stocks in the same 
group mean they have similar properties. By utilizing the group 
stock portfolio, a set of stock portfolio could be generated. In 
other words, a set of substituted stocks could be provided when 
investors don't want to buy certain stocks. It encoded group stock 
portfolio into a chromosome by using grouping part, stock part, 
and stock portfolio part. Grouping and stock parts indicated how 
to split n stocks to K groups. Groups were then utilized to 
generate different stock portfolios. Stock portfolio part were 
exhibited whether the stocks were purchased and how many units 
they should be purchased. Then, each chromosome was evaluated 
by group balance and portfolio satisfaction. However, along with 
the increasing of stock number and group number, fitness 
evaluation of chromosomes is time-consuming.  
In this paper, to deal with this problem, the map-reduce 
architecture which has good ability to speed up mining process is 
employed to improve our previous approach. The map-reduce 
based approach for mining group stock portfolio is presented. In 
the proposed approach, a group stock portfolio is represented by 
not only grouping part, stock part, and stock portfolio part but also 
a gene, namely RID. The gene indicates which mapper the 
chromosome should be assigned. It first generates initial 
population which are stored in HBase. In mapper phase, each 
mapper gets chromosomes from HBase according to RID in each 
chromosome. In reducer phase, each reducer receives 
chromosomes from each mapper. Genetic operations, fitness 
evaluation and reproduction are then executed on reducers. These 
two phases are repeated until the terminal conditions are reached. 
Experiments on the real dataset were also made to show the 
performance of the proposed approach. 
2. PRELIMINARIES 
In this section, related background knowledge is stated. The 
grouping genetic algorithm is given in Section 2.1. The map-
reduce technique is then described in Section 2.2. 
2.1 Grouping Genetic Algorithm 
Genetic algorithms (GA) has proposed by Holland in 1975 and 
has been applied to various fields [11]. The advantage of GA is 
that it provides feasible solutions in a limited amount of time 
when the problem is difficult to be solved [10, 11]. An improved 
algorithm, namely grouping genetic algorithm (GGA), has been 
proposed for solving grouping problems based on GA [7]. Brown 
et al. compared performance of GA and GGA in different 
domains on some empirical tests, and pointed out that GGA was 
superior to the GA for large grouping problems [2]. The 
components of GGA are described in the following. The 
chromosome in GGA consists of two parts that are grouping part 
and object part. For example, a possible chromosome is shown as 
follows:  
ACBBC: ABC. 
In the chromosome, before the semicolon, the string 
"ACBBC" is the object part, which means that there are five 
objects. After the semicolon, the string "ABC" is the grouping 
part. It means that objects in object part should be divided into 
three groups. Therefore, the chromosome means that five objects 
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are partitioned into three groups. In this example, object o1 
belongs to group 'A'. Objects o3 and o4 belong to group 'B'. 
Objects o2 and o5 belong to group 'C'. There are three genetic 
operations of GGA that are crossover, mutation and inversion. 
The crossover operation in GGA is different from GA, which 
exchanges groups instead of genes by using four steps. Continue 
previous example, the groups in chromosome C1 are A: {o1}, B: 
{o3, o4} and C: {o2, o5}.  Assume that chromosome C1 is base 
chromosome and chromosome C2 is insertion chromosome, they 
are shown as follows: 
C1: A: {o1}, B: {o3, o4}, C: {o2, o5
C
}, 
2: a: {o1, o2}, c: {o3}, b: {o4, o5
In first step, the position of the base chromosome in the 
group part is randomly selected. Assume that the position of the 
insertion in base chromosome is between groups B and C. And, 
the insertion group selected from C2 is group b. After crossover, 
the result shows as follows:    
}. 
C1': A: {o1}, B: {o3, o4}, b: {o4, o5}, C: {o2, o5
Since the new formed chromosome C
}. 
1' has four groups and 
objects o4 and o5 are duplicated, it should be adjusted. In third 
step, the objects o4 and o5 
C
are removed from groups B and C, and 
the result is shown as follows: 
1'': A: {o1}, B: {o3}, b: {o4, o5}, C: {o2
From chromosome C
}. 
1'', since the desired number of groups is 
three and the number of groups in C1'' is four, in the fourth step, 
one group will be selected for removal. Assume that the group B 
is picked and the object o3
C
 in group B is moved to group C, the 
final result shows as follows: 
1''': A: {o1}, b: {o4, o5}, C: {o2, o3
 The mutation operation in GGA is moved an element in a 
group to another group. For example, if object o
}. 
2 is selected and 
added to group A, then the chromosome becomes C1'''': A: {o1, 
o2}, b: {o4, o5}, C: {o3}. The last genetic operation is inversion. 
The goal of this operation is to change the order of the groups in 
chromosome such that the crossover operation can improve the 
diversity of chromosomes. Take chromosome C2 as an example, 
if groups A and B are exchanged, after inversion, the result is C2': 
B: {o4, o5}, c: {o3}, A: {o1, o2
The main purpose of grouping problems is attempted to divide 
n elements into K groups and each element can only belong to a 
group. Assume there is a set of instances U = {u
}. 
1, u2, ..., un
∪U
}, in 
accordance with [7], the definition of grouping problems is stated 
as follows: 
i = U, and Ui ∩ Uj 
In general, the grouping problems may have a cost function 
which is formed from hard constraints of each problem. Garey et 
al. indicated that grouping problems are NP-hard [8] 
= ∅, i ≠ j. 
2.2 Map-Reduce Technique 
The Hadoop is an open-source software framework and used to 
process large dataset on distributed system. In Hadoop 
architecture, it consists of three main components that are Hadoop 
MapReduce, Hadoop Distributed File System (HDFS) and HBase. 
The Hadoop MapReduce provides an easy way for users to 
process large dataset efficiently by utilizing its powerful 
computation ability. The HDFS is a distributed file system that 
provides a high efficient storage environment. The HBase is a 
distributed database by utilizing row and column as index to store 
data. In the following, an example is given to illustrate the 
concept of map-reduce technique and shown in Figure 1. 
 
Figure 1. Example of map-reduce technique. 
Figure 1 shows that there are five strings that are ACBCB, 
BACCA, ABBBA, BBABC and CABCA, and the appearance of 
each letter is counted after map-reduce process according to the 
predefined <key, value> pair. In this example, the key is the letter 
and the value is its appearance. By using the key value, frequent 
of each letter is counted in mapper procedure. The reducer then 
receives data from intermediate and appearance of each letter that 
are calculated by mappers is summed. As a result, A, B and C 
appear 9, 10 and 6 times are outputted.  
Based on MapReduce framework, Nandi et al. proposed a 
MR-Cube framework that can derive useful Cube group by 
calculating historical data [19]. Chen et al. proposed closed 
frequent itemsets and association rule mining by using 
MapReduce framework [6]. By combined MapReduce and GA, 
some approaches were also proposed to solving job shop 
scheduling and time dependent vehicle routing problems  [12]. 
3. STOCK PORTFOLIO OPTIMIZATION 
APPROACHES 
Since M-V model is a well-known model for finding stock 
portfolio optimization, lots of portfolio optimization methods 
based on M-V model have been proposed for deriving portfolios 
[1, 4, 13, 15]. By evaluating profit and risk of protfolio, Hoklie et 
al. also proposed an optimization approach to dealing with 
portfolio optimization problem [13]. Since investors may have 
requests, to take them into consideration, Chen et al. proposed 
approaches for mining stock portfolio by GA [4]. Using ROI and 
VaR as objective functions, Bevilacqua et al. proposed an 
approach for finding a set of Pareto solutions [1]. Utilizing NSGA 
which is one of multi-objective genetic algorithms, the PONSGA 
that took different risk measures into consideration for mining 
portfolios was stated in [15]. 
In addition, many hybrid approaches that combine various 
mining techniques have been proposed [3, 9]. Gupta et al. 
presented an integrated approach for portfolio selection [9]. 
Assets were classified to three pre-defined classes by support 
vector machines. Then, GA was utilized to derive portfolios from 
the three classes in accordance with users’ preferences. Bermúdez 
et al. proposed a MOGA-based approach that used a fuzzy 
ranking strategy for selecting efficient portfolios [3].  
Furthermore, some approaches for deriving portfolios have 
been proposed [14, 16]. An approach for extracting portfolios 
with fixed costs and minimum transaction lots was proposed by a 
mixed-integer linear programming model [14]. Lin et al. presented 
three genetic-based models for the portfolio selection problem 
with minimum transaction lots based on M-V model [16]. 
 
ACBDB
BACAA
ABBBA
BBABC
CABCA
Data Files
Mapper1
Mapper2
A: 6
C: 2
B: 6
A: 3
C: 4
B: 3
Reducer1
Reducer2
A: 9
C: 6
B: 9…
Mappern
…
Reducern
Intermediate Result
… … 10
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4. PROPOSED ALGORITHM 
In this section, according to Hadoop architecture, the flowchart of 
the proposed algorithm is stated in Section 4.1. The proposed 
group stock portfolio mining algorithm is then described in 
Section 4.2 
4.1 Flowchart of Proposed Algorithm 
The flowchart of the proposed algorithm that integrates grouping 
genetic algorithm, stock portfolio, and Hadoop is shown in Figure 
2 
 
Figure 2.The flowchart of the proposed mining algorithm 
Figure 2 shows that the proposed algorithm is divided into 
two parts that are mapper and reducer parts according to the 
Hadoop architecture. It first generates initial population using the 
given data randomly. The generated chromosomes are then stored 
to HBase. In mapper phase, each mapper gets chromosomes from 
HBase. Assume there are PSize chromosomes and n mappers, 
each mapper has PSize/n chromosomes. In reduce phase, firstly 
genetic operations are executed, including crossover, mutation 
and inversion. Secondly fitness of each chromosome is calculated. 
The top PSize/n chromosomes in each reducer are then kept and 
written to HBase. At last, if the termination conditions are reached, 
the best chromosome is outputted. Otherwise, it goes to mapper 
phase. 
4.2 Components of Proposed Algorithm 
In this subsection, chromosome representation, fitness evaluation 
and genetic operations are described. 
4.2.1 Chromosome representation 
In order to encode group stock portfolio into chromosome, three 
parts, namely grouping part, stock part and stock portfolio, are 
utilized in our previous approach [5]. Since map-reduce based 
approach is employed, a gene is added to the original 
chromosome representation to form new one. Let a set S consists 
of n stocks and they are divided into K stock groups. The new 
chromosome representation is shown in Figure 3 
 
Figure 3. Chromosome representation 
Figure 3 shows that the gene RID is the key in map-reduce 
architecture and will be used to assign a chromosome to a certain 
mapper. Other genes are the value in map-reduce architecture and 
will not only be represented a group stock portfolio but also 
indicate chromosome to be used for genetic operations in reducer 
part. Gi is the group number and stocks in the group means they 
are similar to each other. A stock si is represented by two genes. 
bi denotes a threshold and ui is the number of purchased units of 
si. When the value of bi is larger than or equal to 0.5, it means si 
is selected in the portfolio.  
4.2.2 Fitness evaluation 
Here, each chromosome is evaluated by two factors as defined in 
our pervious approach [5]. They are portfolio satisfaction and 
group balance. The portfolio satisfaction is utilized to evaluate the 
average profit and satisfaction of user's requests of all possible 
stock portfolios in a chromosome. A stock portfolio with high 
portfolio satisfaction means that it can both maximize return on 
investment and satisfy user's requests. The group balance is used 
to make the groups represented by the chromosome have as 
similar number of stocks as possible. The fitness function is 
defined as formula (1): 
f(Cq) = portfolioSatisfaction(Cq)*[balance(Cq)]α, (1) 
 
where parameter α which can be set according to the investor's 
favor is used to control the relative influence of the two factors.. 
4.2.3 Genetic operations 
Genetic operations include crossover, mutation and inversion 
operations are executed in the proposed approach. Here, the 
crossover operations are executed on grouping part and stock 
portfolio, mutation operations are executed on stock part and 
stock portfolio, and inversion operation is executed only on 
grouping part. 
4.3 Proposed Map-Reduce Based Mining 
Algorithm 
The map-reduced based group stock portfolio mining algorithm: 
INPUT: A set of stocks with stock prices S = {si | 1 ≤ i ≤ n}, a 
predefined maximum number of purchased stocks in 
portfolio numCom, a predefined maximum investment 
capital maxInves, a predefined maximum number of 
purchased units of a stock maxUnit, cash dividends of 
stocks Y = {yi | 1 ≤ i ≤ n}, a number of groups K, a 
parameter α, a population size PSize, a crossover rate pc, 
a mutation rate pm, an inversion rate pI
OUTPUT: The group stock portfolio G = {G
, and generations 
G. 
i
STEP 1: Generate initial population with PSize using the 
following sub-steps: 
 | 1 ≤ i ≤ K }. 
Random Generate Initial Population
Start
Store PSize Chromosomes to HBase
Crossover, Mutation and Inversion
Chromosome Fitness Evaluation
Termination 
Condition? End
No
Mapper1:Get Chromosome from HDFS
Write to HBase
Best Psize/n 
Chromosomes ? Yes
Mapper2:Get Chromosome from HDFS Mappern:Get Chromosome from HDFS…
Sort Chromosomes by Fitness Values
Chromosomes C1 to CPSize/n
Crossover, Mutation and Inversion
Chromosome Fitness Evaluation
Write to HBase
Best Psize/n 
Chromosomes ? Yes
Sort Chromosomes by Fitness Values
Chromosomes CPSize/n+1 to C2PSize/n
Crossover, Mutation and Inversion
Chromosome Fitness Evaluation
Write to HBase
Best Psize/n 
Chromosomes ? Yes
Sort Chromosomes by Fitness Values
Chromosomes Ck*PSize/n+1 to CPSizeM
ap
pe
r()
R
ed
uc
er
()
…
…
…
…
Output Best ChromosomesYes
G1 … GK b1 u1 … bi ui … bk uk
Grouping Part
Stock Part (Length = n)
Stock Portfolio
g1K … gfKg11 … gh1 …
RID
ValueKey
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Sub-step 1.1: Generate grouping part with K randomly such that 
G1∪G2∪…∪Gk = S, Gi ≠ φ and ∀i ≠ j, Gi∩Gj
Sub-step 1.2: Calculate average cash dividend of each group G
 = φ. 
i
,|)G|/y()G(avgCD |G|
h ihi
i∑ == 1
 
according to cash dividends of stocks Y using the 
following formula:  
 
where |Gi | is number of stocks in group Gi, and yh is 
the h-th cash dividend of group Gi
Sub-step 1.3: Calculate proportion of average cash dividend of 
each group G
. 
i
,
)G(avgCD
)G(avgCD)G(AvgCDproportion K
a a
i
i
∑ =
=
1
 to all groups using the following 
formula: 
 
where avgCD(Gi) is the average cash dividend of each 
group Gi, ∑ =
K
a a
)G(avgCD
1
and  is the summation of 
average cash dividend of all groups. 
Sub-step 1.4: Randomly generate numCom values from the range 
[0, 1] and collect them in a set R = {ri
Sub-step 1.5: For each element in R, if the random value r
 | 1 ≤ i ≤ 
numCom}. 
i is 
between proportionAvgCD(Gi-1) and 
proportionAvgCD(Gi), then group Gi
Sub-step 1.6: Generate stock portfolio according to the candidate 
portfolio. For each selected group G
 is put into the 
candidate portfolio.  
i, set its bi
Sub-step 1.7: Assign a RID to the chromosome. 
 in the 
chromosome larger than 0.5. Otherwise, set it less 
than 0.5. Randomly generate the corresponding 
number of purchased units of each group from the 
range [0, maxUnit]. 
Sub-step 1.8: If PSize chromosomes are generated, go to the next 
step. Otherwise, go to Sub-step 1.1. 
Sub-step 1.9: Store initial population to HBase. 
Step 2: Divide each chromosome into corresponding mapper by 
its RID. Assume there is n mappers, each mapper thus 
contains PSize/n chromosomes. 
Step 3: For each reducer, do the following substeps:  
Sub-step 3.1: Receive PSize/n chromosomes from mapper. 
Sub-step 3.2: Execute crossover operation on the population. 
Sub-step 3.3: Execute mutation operation on the population.  
Sub-step 3.4: Execute inversion operation on the population.  
Sub-step 3.5: Calculate fitness value of chromosome Cq
Sub-step 3.6: Execute selection operation on the population to 
form the next population. 
 using 
formula (1). 
Sub-step 3.7: If the stop criterion is satisfied, go to the next step. 
Otherwise, store new generated chromosomes to HBase 
and go to Step 2. 
Step 4: Output the chromosome with the best fitness value. 
5. EXPERIMENTAL RESULTS 
In this section, experiments are conducted to show the 
performance of the proposed approach. The parameter setting of 
the proposed approach is  shown in Table 1. 
Table 1. Parameter setting of the proposed approach 
PSize 60 numCom 3 
p 0.8 c 
maxInves 
(million) 2 
p 0.3 m maxUnit 40 
p 0.6 i α 2 
Generation 100 K 4 
 
The experimental dataset was collected from the TSE and 31 
stocks are used for performance evaluation. The dataset contains 
the stock prices of stocks from 2013/01/01 to 2014/12/31, the cash 
dividends of stocks, and the risk values, where the risk value of 
each stock is calculated by history simulation. Experiments on the 
real dataset were made to show the perofrmance of the proposed 
approach. The comparison result between the proposed apppraoch 
and our previous approach in terms of execition time is shown in 
Figure 4. 
 
Figure 4. Comparison of propsoed and previous approaches in 
terms of execution time (population size = 60) 
Figures 4 shows that the execution time of proposed approach 
is better than previous approach. From the results, by using map-
reduc technique, the proposed approach can speed up the 
evolution time our previous. 
 
6. CONCLUSIONS AND FUTURE WORKS 
In this paper, the map-reduce technique has been utilized to 
improve our previous approach. The map-reduce based approach 
for mining group stock portfolio has been proposed. The proposed 
approach are divided into two phases, including mapper and 
reducer phases. In mapper phase, each chromosome is accessed 
from HBase and assigned to certain mapper according to the gene 
RID in chromosome. In reducer phase, fitness evaluation and 
genetic operations are executed. Experimental results on the real 
data also show that execution time of proposed approach is better 
than our previous approach. In the future, various map-reduce 
architectures will be investigated to improved the proposed 
approach.  
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