Abstract. We characterize boundedness of a convolution operator with a fixed kernel between the weighted Lorentz spaces Λ p (v) and Γ q (w) for 0 < p ≤ q ≤ ∞, 1 ≤ q < p < ∞ and 0 < q ≤ p = ∞. We provide corresponding weighted Young-type inequalities and also study basic properties of some new involved r.i. spaces.
Introduction
Methods involving convolution of a function f with a kernel function g, i.e.
(1) (f * g)(t) = ∫
have experienced a great attention and a widespread use in various important parts of analysis. By choosing a specific kernel in this general setting, we get many well-known operators, which themselves are of substantial importance. As examples here we can mention Newton, Riesz or Bessel potentials, Laplace, Stieltjes, Fourier, Hilbert transforms, mollifying operators, etc. One of the main questions in this field is the boundedness of the linear operator given by a fixed g and the formula T g ∶ f ↦ f * g between certain function spaces. This problem is further related to convolution inequalities. The classic case is the well-known Young inequality stating that for 1 ≤ p, q, r ≤ ∞ and is satisfied for all f ∈ X and g ∈ Y , we get the boundedness T g ∶ X → Z for any g ∈ Y . On the other hand, if we have the estimate ∥T g ∥ X→Z ≤ C∥g∥ Y , then we retrieve (2) . The Young inequality was further developed for classical Lorentz spaces L α,β , 1 ≤ α < ∞, generated by
O'Neil [17] proved that, for 1 < a, b, c < ∞ and 1 ≤ q < p ≤ ∞ such that 1+ 
is satisfied. This result was further improved in [11, 21] up to the range 0 < a, b, c < ∞ and 1 ≤ q < p ≤ ∞. Blozinski [2] showed that in a limit case of (3) with a = b and c = 1, for an a.e. nonnegative g, T g ∶ L p,b → L q,b holds if and only if g = 0 a.e. However, in a recent paper [15] Nursultanov and Tikhonov proved that the same problem has a nontrivial solution if we replace the interval of integration in (1) by (0, 1) and consider the convolution for 1-periodic functions. In that case the inequality (1,r) was shown to be satisfied for all 1- 
are naturally given just on (0, 1), as well.
In this paper, we provide necessary and sufficient conditions for the boundedness
for fixed weights v, w and various combinations of the parameters p, q. Moreover, we obtain Young-type inequalities (2) for X = Λ p (v), Z = Γ q (w) and characterize the largest rearrangementinvariant space Y for which these inequalities are valid.
To obtain these results we use the classical O'Neil inequality [17] and the weighted Hardytype inequalities which have undergone a wide development in the last two decades. A survey of the classical cases may be found e.g. in [4] , newer and more general results are developed and summarized in the upcoming article [10] . (For further related results see e.g. [13] .) Our method enables us to obtain both the results for convolutions on R and on a finite interval.
Our paper proceeds in the following way: In Section 2 we present the definitions, state the problems and prove some preliminary results. Section 3 includes the main results, i.e. the weighted Young-type inequalities involving Λ and Γ spaces. In Section 4 we present some additional results and also verify that the results of [17, 2, 15] mentioned above follow as special cases of our theorems. Finally, Section 5 deals with some fundamental properties of function spaces which appear in the inequalities.
Preliminaries
Throughout the text we use the following notation: If Ω is a measurable subset of R, we write
In what follows, we will consider m ∈ (0, ∞], unless specified else. We denote
and
) in the sense of the restriction of
). The usual notation F ≲ G means that F ≤ CG where C is a constant independent of appropriate quantities in F and G. If C −1 F ≤ G ≤ CF with such C, we write F ≃ G and C is then called the equivalence constant. Next, a weight is a measurable nonnegative function on (0, m). For such w we denote
By L 1 loc we denote the set of all locally integrable functions on R. For a weight w, the
Let f, g ∈ P m . We define the convolution f * g by
for p, q ∈ (0, ∞), and
Of course, for m < ∞, the Λ or Γ norm of f ∈ P m controls just the behavior of f on the periodical segment. Our first aim is the following: Given weights v, w and exponents p, q, we want to find sufficient conditions on the kernel g under which
and to obtain estimates for the optimal constant C = ∥T g ∥ Λ p (v)→Γ q (w) in terms of g. Recall that the operator norm of T g is given by
Let us formally put ∥T g ∥ X→Z ∶= ∞ if there exists a function f ∈ X such that T g f is not defined. In addition to this, it will be shown that if g ∈ E m , then the sufficient conditions are also necessary for the boundedness
. Later on, we will see that ∥T g ∥ Λ p (v)→Γ q (w) is estimated from above by a norm of g in an r.i. space Y . (In case of g ∈ E m , it will even hold ∥T g ∥ Λ p (v)→Γ q (w) ≃ ∥g∥ Y .) This will allow us to write the result in the form of a Young-O'Neil inequality
Moreover, the space Y will be optimal in the following sense: 
In other words, the optimal space for (X, Z) is the essentially largest one for which (10) is satisfied.
The key result in our method is the O'Neil inequality:
Proof. See [17, Lemma 2.5].
Observe that for convolutions both on a bounded and unbounded interval we get the same estimate (11) which allows us to treat the two cases at once, as mentioned before.
Furthermore, we are going to use the fact that the O'Neil inequality is sharp in the following sense:
Proof. The result was mentioned in [17] without proof. A part of the proof is sketched e.g. in [19, Remark, p. 145] . For the convenience of the reader, we present the whole proof here.
According to the symmetry, we observe that
) be fixed. Then
Thus it holds
Hence, we get g
and since the left side is nonincreasing, we obtain
Now, using Fubini theorem and (13) (once as it is and once with f and g having changed places), we write
Combining this and (13), we finally proceed to
), we have proved (12) .
Main results
We start this section with the general theorem below. It treats the boundedness of the operator T g between an r.i. lattice X and Γ q (w). The term "r.i. lattice" (cf. e.g. [4] ) is used here because Λ p (v), which is the choice of X we are interested in, is not necessarily a normed (not even quasinormed) linear space (see e.g. [7] and the references therein). ) and let g ∈ P m . Let w be a weight and q ∈ (0, ∞]. For f ∈ P m , t ∈ (0, m) put
(ii) Let g ∈ E m and T g ∶ X → Γ q (w) be bounded. By definition of the operator norm, there exists a sequence {f n } n∈N of functions such that ∥f n ∥ X ≤ 1 for all n ∈ N and
so the proof of this part is finished.
(iii) If g ∈ Y , we get
hence (10) holds with the given Y . Now let Y ′ be an r.i. space such that
i., we may assume that all g n ∈ E m , n ∈ N. For each g n we find f n ∈ X such that
where the second equivalence follows from (i) and (ii). Hence, we now obtain
Thus, if we replace Y with Y ′ in (10), the inequality ceases to hold, so Y is optimal for (X, Γ q (w)).
Now we are ready to bring the desired results about the convolution operator between Λ p (v) and Γ q (w). We are going to characterize the norm ∥ ⋅ ∥ Y of the r.i. space Y ∶= {h ∈ P m ; ∥h∥ Y < ∞} which is optimal for (Λ p (v), Γ q (w)) in (9) . The form of the results varies depending on the mutual relation of p and q. We need to find estimates on ∥R
) .
Both (14) and (15) are Hardy-type inequalities for monotone functions and the optimal constants C 1 , C 2 have been fully characterized. The inequality (14) represents the embedding Λ ↪ Γ (see e.g. [4, 3] ). A similar survey of (15) may be found e.g. in [10] . Direct references are given in the proof of Theorem 3.2 below.
In what follows, we will use the fact that for any m ∈ (0, ∞] and any φ, ψ ∈ M + (R) it holds
We also apply the convention " 
Then, for each combination of p, q from the previous, the inequality (9 
Proof. As for checking that Y generated by ∥⋅∥ Y in each of the cases is a (quasi-)normed r.i. space, we refer to Theorem 5.2. Now let us focus on the main part of the proof: At first, obviously it holds
In each case (i)-(iv), we will use the known equivalent estimates of ∥R
They have a form of certain functionals of g and we will show that, when added together, they actually form a norm of g in Y , i.e.
Then the results will follow from Theorem 3.1:
So, in each case we just need to check that ∥R 
( 
Since for every x ∈ (0, m) it holds
and so
Observe also that A 3 ≲ A 5 . Hence 
Clearly it holds
Integration by parts and (16) provides that for all t ∈ (0, m) we have
The function x ↦ ( ∫ 
Next, we can write
hence putting all the estimates together yields
and so finally ∥R 
Clearly,
For a given combination of weights v, w and exponents p, q in Theorems 3.2-3.6 we got the optimal space (Y, ∥ ⋅ ∥ Y ). However, this space may consist only of a.e. zero functions. In such case we have the following observation:
Proof. Let g ∈ P m be nonnegative and g ≢ 0 in measure. Then there exist
) and h = εχ (a,b) such that h ≤ g a.e. Since h ≢ 0, it holds ∥h∥ Y = ∞ and therefore, by Theorem 3.1(ii) and Remark 2.4, T h is not bounded between Λ p (v) and Γ q (w).
and it follows that T g is not bounded between Λ p (v) and Γ q (w).
Remark 3.4. In general, functions from Λ p (v) do not have to be locally integrable. In particular, for p ∈ (0, ∞), we know that
and the proof is finished. 
Then, for q ∈ (0, ∞], it holds
Proof. Once again, let us show 
Further results and applications
At first, here we present two additional results of independent interest. The theorem below provides an alternative expression for the right-hand side of O'Neil inequality: v(x) < ∞. 
Proof. (i) First suppose that C = ∞. For each n ∈ N define f n ∶= nχ [0,
1 n ] + 1. Then ∥f n ∥ L 1 +L ∞ ≤ 1 for all n ∈ N but by the monotone convergence theorem it holds ∥f n ∥ q K p,q (u,v) 
The proofs of (ii) and (iii) are analogous. 
