A Polish group is surjectively universal if it can be continuously homomorphically mapped onto every Polish group. Making use of a type of new metrics on free groups [2], we prove the existence of surjectively universal Polish groups, answering in the positive a question of Kechris. In fact, we give several examples of surjectively universal Polish groups.
Introduction
A topological group is called a Polish group if its underlying space is a Polish space, i.e. a separable, completely metrizable topological space. For Polish groups, there are usually two parallel notions of universality. A Polish group is universal if every Polish group is isomorphic to one of its closed subgroup. We call a Polish group G surjectively universal if every Polish group H is isomorphic to a topological quotient group of G, or equivalently, there is a continuous surjective homomorphism Φ : G → H.
It was proved by Uspenskiȋ [13] that there exists a universal Polish group. For surjectively universal, Kechris asked the following question (Problem 2.10 of [7] ).
Question 1.1. Is there a surjectively universal Polish group?
This question arose again in Becker-Kechris' book (Open problem 1.4.2 of [1] ), and was also mentioned in [4] .
Some related problems were investigated in these years. Some of them are on universality of subclasses of Polish groups. Recall that a metric d on a group G is left-invariant if d(gh, gk) = d(h, k) for all g, h, k ∈ G. The definition of right-invariant metric is similar. d is two-sided invariant if it is both left-and right-invariant. A Polish group is CLI if it admits a compatible complete left-invariant metric. Endowed with the Graev metrics [6] on free groups, it was shown in [10] that there is a surjectively universal in the class of all Polish groups which admit an two-sided invariant compatible complete metric. This implies the existence of a surjectively universal abelian Polish group. It is also known that there are universal Polish abelian groups (see [11] ). The notion of weakly universal is introduced in [5] . A Polish group G is weakly universal if every Polish group is isomorphic to a closed subgroup of a topological quotient group of G. For example, ℓ 1 under addition is a weakly universal for abelian Polish groups. On the negative side, most recently, Malicki [9] proved that there is no weakly universal CLI group. So neither universal CLI group, nor surjectively universal CLI group exists.
With a notion of scale, a type of new metrics on free groups were constructed in [2] . As a result, a class of Polish groups were obtained by taking completion of free groups with the new metrics such that, every Polish group is isomorphic to a topological quotient group of one in the class. Thus if there exist surjectively universal Polish groups, there shall be one in this class. Furthermore, it implies that, every Polish group is isomorphic to a topological quotient group of a Π 0 3 subgroup of S ∞ . In [12] , another class of Π 0 3 subgroups of S ∞ with similar surjective universality properties were obtained by a very different way.
In this article, we give a sufficient condition on scales to guarantee that the completion of free groups with the induced metrics are surjectively universal. Granted with the condition, we give several examples of surjectively universal Polish groups, answering in the positive of Question 1.1.
In general, the value of metrics on free groups defined in [2] are very hard to compute. We also find a suitable subclass of scales, which will be named adequate scales, such that the induced metrics can be computed directly. Another example of surjectively universal Polish group, in which the involved scale is adequate, is also given. Furthermore, this example can be isomorphic to a Π 0 3 subgroup of S ∞ . In the end, we will show that any non-trivial adequate scale can not induce a CLI group.
Review of metrics on free groups
In this section we review definitions and several results on metrics on free groups defined in [2] . These definitions and results will play a central role throughout the rest of this paper.
For a nonempty set X, we define the free group on X slightly different from the usual definition. Let X −1 = {x −1 : x ∈ X} be a disjoint copy of X, and let e / ∈ X ∪X −1 . We will use e rather than the empty word to denote the identity element of free group. We use notation convention that (x −1 ) −1 = x for x ∈ X and e −1 = e. Put X = X ∪ X −1 ∪ {e}. Let W (X) be the set of words on X. For w ∈ W (X), lh(w) stands for the length of w. A word w ∈ W (X) is irreducible if w = e or w = x 0 · · · x n with x i = e and x i+1 = x −1 i for each i. Let F (X) be the set of all irreducible words. For each w ∈ W (X), the reduced word for w, denoted w ′ , is the unique irreducible word obtained by successively replacing any occurrence of xx −1 in w by e, and eliminating e from any occurrence of the form w 1 ew 2 , where at least one of w 1 and w 2 is nonempty. We also say w is a trivial extension of w ′ . By defining w · u = (wu) ′ , where wu is the concatenation of w and u, we turn F (X) into a group, i.e. the free group on X.
Assume now (X, d) is a metric space. We extend d to be a metric on X, still denoted by d, such that, for all x, y ∈ X, we have d(x, y) = d(x −1 , y −1 ). For further extending d to be a metric on the free group F (X), we need two more notation. Definition 2.1 (Ding-Gao, [2] ). Let R + denote the set of non-negative real numbers. A function Γ : X × R + → R + is a scale on X if the following hold for any x ∈ X and r ∈ R + : (i) Γ(e, r) = r; Γ(x, r) ≥ r; (ii) Γ(x, r) = 0 iff r = 0; (iii) Γ(x, ·) is a monotone increasing function with respect to the second variable; (iv) lim r→0 Γ(x, r) = 0.
Let G be a metrizable group and d G be a compatible left-invariant metric on G. For g ∈ G and r ≥ 0, we denote Definition 2.5 (Ding-Gao, [2] ). Given a scale Γ on X, we define a norm N Γ and a metric δ Γ on F (X) by
The metric δ Γ is left-invariant. If X is separable, then F (X) is a separable topological group with respect to the topology induced by δ Γ (see [2] , Theorem 3.9). In the next section, we will use the following lemma, i.e. Lemma 3.7 of [2] , to prove the existence of surjectively universal Polish groups. Lemma 2.6 (Ding-Gao). Let G be a topological group and d G a compatible left-invariant metric on G. Let Γ be a scale on X. Let ϕ : X → G be a function. Suppose that for any x, y ∈ X and r ≥ 0:
Then ϕ can be uniquely extended to a group homomorphism Φ :
Then ∆ Γ is a compatible metric on F (X). Denote by F Γ (X) the completion of (F (X), ∆ Γ ). Then F Γ (X) is a Polish group. Furthermore, δ Γ can be uniquely extend onto F Γ (X) which is still a compatible left-invariant metric.
Surjectively universal Polish groups
The objective of this section is to find a sufficient condition on the scale Γ such that F Γ (X) is surjectively universal. Here the original metric space X shall be a special subset of the Baire space N = N N . For distinct x, y ∈ N , we define
And let N ω = n∈N N n . It is easy to see that N ω is dense in N . Denote0 = 0, 0, · · · the unique element in N 0 . We now focus on scales on N ω . 
Proof. Let G be a Polish group, and let (U n ) n∈N be a neighborhood base of its identity element 1 G such that U 0 = G, and
Firstly, we inductively define a strictly increasing f : N → N and a ϕ : N ω → G. We put f (0) = 0, f (1) = 1 and ϕ(0) = 1 G . Let n ≥ 1. Suppose we have defined f (n) and ϕ : N n−1 → G. We shall extend ϕ onto N n such that
In order to realize such an extension, we fix a y ∈ N n−1 . Let O be the open set ϕ(y)U f (n−1) ∩ U f (n−1) ϕ(y), the following is an open cover of O:
Since the topology of G is second countable, we can find a countable subcover. Thus there is a countable subset
Then we extend ϕ such that {ϕ(x) :
To define f (n + 1), denote
Since every E n+K+6 m is finite, B n is an open neighborhood of 1 G . We can find a sufficiently large N such that U N ⊆ B n . Define f (n + 1) = N. This finishes the induction stage.
We extend ϕ :
Secondly, we define a compatible left-invariant metric on G.
By a standard method, we define metric d G on G as
Following the proof of Birkhoff-Kakutani's theorem (see, e.g. [4] , Theorem 2.2.1), for g, h ∈ G, we have
Moreover, d G is a compatible left-invariant metric on G.
Now we are going to apply Lemma 2.6 on these Γ and d G . We need to check clauses (ii) and (iii) of Lemma 2.6.
For (ii), we let x, y ∈ N ω with d(x, y) = 2 −n , then π n (x) = π n (y). Note that
By the same arguments, we have
. We see the desired inequality holds whenever Γ(x, r) ≥ 2 −(K+3) . Without loss of generality, we may assume that Γ(x, r) <
, then from (S1) and (S2), there exists y ∈ N m−1 such that Γ(x, r) ≥ Γ(y, r) + 2 −K d(x, y). By induction hypothesis and Proposition 2.2, we have
Otherwise, we have k > m + K + 5 and
By the same arguments, we can prove that Γ G (ϕ(x −1 ), r) ≤ Γ(x −1 , r). Therefore, Lemma 2.6 applies in this case. ϕ can be extended to a group homomorphism Φ :
It implies that, for any ∆ Γ -Cauchy sequence (w n ) n∈N , (Φ(w n )) n∈N is also a D G -Cauchy sequence. It is well known that D G is a compatible complete metric on G (see, e.g. [1] , Corollary 1.2.2). Thus Φ can be uniquely extended to a group homomorphism from F Γ (N ω ) to G. It is routine to see that, this extend homomorphism, still denoted by Φ, is continuous.
In the end , we show that Φ is surjection. By (b), for each g ∈ G, there exists an
It follows that Φ(x) = lim n→∞ ϕ(π n (x)) = g. Thus Φ is a surjectively homomorphism from F Γ (N ω ) to G. This finishes the proof. Now we are ready to give two examples of scales Γ on N ω such that F Γ (N ω ) is surjectively universal as follows:
Let K = 0. For any x ∈ N m \ N m−1 , put y =0. We can check that x ∈ E k m implies ζ(x) < k − 6, so E k m is finite. We conclude this section by: 
Adequate scales and good scales
Let (X, d) be a metric space. Given a scale Γ on X and two elements w, v ∈ F (X), since N Γ (w −1 · v) is defined as an infimum, it is almost impossible to compute the exact value of δ Γ (w, v) directly. We say a scale on X is trivial, denoted by Γ Gr , if for all x ∈ X and r ≥ 0,
We can see that the metric induced by Γ Gr is exactly the Graev metric on F (X) (see [6] or [3] , Definition 3.1). It was shown in Theorem 3.6 of [3] that, in computing the Graev metric δ(w, e) for any w ∈ F (X), no trivial extension of w is needed. In this section, we try to generalize this method to some widely applicable type of scales. Now we focus on such a problem: for what type of scales Γ, whenever we obtain a word v, by eliminating one occurrence of e or z −1 z from a given word w ∈ W (X), for any match θ, can we find another match µ such that
If this requirement holds for a given scale Γ, we can eliminate each occurrence of e or z −1 z from w, step by step, to obtain a sequence w = w 0 , w 1 , · · · , w n−1 , w n = w ′ . At the same time, we obtain a sequence of matches θ 0 , · · · , θ n from any given match θ on {0, · · · , lh(w) − 1} such that (i) θ 0 = θ; for each i ≤ n, θ i is a match on {0, · · · , lh(w i ) − 1}; and
Following this method, we can deduce a formula for u ∈ F (X) as follows:
Since there are only finitely many matches on {0, · · · , lh(u) − 1}, we can compute N Γ (u) directly. Given a match θ on {0, · · · , m}, for 0 < k < l < m, it is clear that θ ↾ {k, · · · , l} is still a match iff k ≤ θ(i) ≤ l whenever k ≤ i ≤ l. Let w = w 0 w 1 w 2 ∈ W (X) with lh(w) = m + 1, and let the domain of w 1 be {k, · · · , l}. For future notational simplicity, we make convention that
Let w, v ∈ W (X) with lh(w) = m + 1, lh(v) = n + 1, and let θ and µ be two matches on {0, · · · , m} and {0, · · · , n}, respectively. If w = w 0 v 1 w 2 , v = v 0 v 1 v 2 with lh(w 0 ) = k 1 , lh(v 0 ) = k 2 , lh(v 1 ) = l, we say θ and µ are coincide for v 1 if (i) both θ ↾ {k 1 , · · · , k 1 +l −1} and µ ↾ {k 2 , · · · , k 2 +l −1} are still matches; and
Similarly, if w = v 0 w 1 v 2 , v = v 0 v 1 v 2 with lh(v 0 ) = k and lh(v 2 ) = l. Denote by σ the strictly increasing bijection from {0, · · · , k − 1} ∪ {m − l + 1, · · · , m} to {0, · · · , k − 1} ∪ {n − l + 1, · · · , n}. We say θ and µ are coincide for (v 0 , v 2 ) if (i) both θ ↾ {k, · · · , m − l} and µ ↾ {k, · · · , n − l} are still matches; and
A straightforward observation gives the following fact about pre-norm. 
Proof. From Definition 2.4, this will be done by a routine induction. When we eliminate one occurrence of e or z −1 z with z ∈ X, we need to consider all cases of combinations of eliminated alphabets and effects of a given match on positions of the alphabets. These include eight cases (and their symmetric cases), six trivial and two non-trivial cases, as follows:
Let θ, µ be matches on {0, · · · , lh(w) − 1} and {0, · · · , lh(v) − 1}, respectively.
Trivial case 1. 
We omit the explanations for figures in following cases. Trivial case 3.
For any scale Γ, we have N θ
For any scale Γ, we have
Unlike the preceding six trivial cases, the following two non-trivial cases is true restriction on the scale under consideration.
Non-trivial case 1.
. For this case, we need the following inequality holds for Γ.
(A1) min{Γ(x, r 1 ), Γ(z, r 1 )} + d(x, z) + min{Γ(y, r 2 ), Γ(z, r 2 )} + d(y, z)
≥ min{Γ(x, r 1 + r 2 ), Γ(y, r 1 + r 2 )} + d(x, y).
Non-trivial case 2.
Definition 4.2. Let Γ be a scale on X. We say Γ is adequate if, for any x, y, z ∈ X and r 1 , r 2 ≥ 0, conditions (A1) and (A2) hold for Γ.
From the previous arguments, we get the following theorem. 
It is obvious that the trivial scale Γ Gr (x, r) ≡ r is adequate, so Theorem 3.6 of [3] is a corollary of this theorem.
Conditions (A1) and (A2) are so complicated that it is very hard to check them for a given scale. We are going to simplify these conditions. Lemma 4.5. Condition (A1) is equivalent to the following:
y); and (A1)
′′ min{Γ(x, r 1 ), Γ(y, r 1 )} + min{Γ(x, r 2 ), Γ(y, r 2 )} ≥ min{Γ(x, r 1 + r 2 ), Γ(y, r 1 + r 2 )}.
′′ , putting y = z in (A1), we get min{Γ(x, r 1 ), Γ(y, r 1 )} + Γ(y, r 2 ) ≥ min{Γ(x, r 1 + r 2 ), Γ(y, r 1 + r 2 )}.
By changing position of x and y, we get min{Γ(x, r 1 ), Γ(y, r 1 )} + Γ(x, r 2 ) ≥ min{Γ(x, r 1 + r 2 ), Γ(y, r 1 + r 2 )}.
Secondly, we have min{Γ(x, r 1 + r 2 ), Γ(y, r 1 + r 2 )} + d(x, y) ≤ min{Γ(x, r 1 ), Γ(y, r 1 )} + min{Γ(x, r 2 ), Γ(y, r 2 )} + d(x, y)
From these (A1) follows.
It is not easy to simplify condition (A2). Condition (A1) ′′ is still too complicated. We turn to find some sufficient conditions for (A1) ′′ and (A2).
Lemma 4.6. Let Γ be a scale on X.
(i) If Γ(x, r)/r is monotone decreasing with respect to variable r, then
′ holds, and for any x ∈ X, r 1 , r 2 ≥ 0, we have Γ(x, r 1 + r 2 ) ≥ Γ(x, r 1 ) + r 2 , then (A2) holds.
Then D is a monotone decreasing function. Thus min{Γ(x, r 1 ), Γ(y, r 1 )} + min{Γ(x, r 2 ), Γ(y, r 2 )} = r 1 D(r 1 ) + r 2 D(r 2 ) ≥ (r 1 + r 2 )D(r 1 + r 2 ) = min{Γ(x, r 1 + r 2 ), Γ(y, r 1 + r 2 )}.
(ii) Note that
Therefore, we have
On the one hand,
is trivial. On the other hand,
follows from (A1) ′ . Hence (A2) holds for Γ. Most of the time, we are concerned about scales on such metric spaces (X, d) whose metric d is actually an ultrametric, i.e.
We still extend the ultrametric d to an ultrametric on X. Definition 4.7. Let (X, d) be an ultrametric space. We say a scale Γ is good if, for any x, y ∈ X and r, r 1 , r 2 ∈ R + , we have (G1) Γ(y, r) + d(x, y) ≥ Γ(x, r); (G2) Γ(x, r)/r is monotone decreasing with respect to variable r; (G3) Γ(x, r 1 + r 2 ) ≥ Γ(x, r 1 ) + r 2 . Then the theorem follows from Lemma 4.6 In the end of this section, we give an example of good scale Γ on N ω such that F Γ (N ω ) is surjectively universal. 
It follows that r ≤ 2 −(m+5+x(0)+···+x(m−1)) . Comparing with 2 −k < r, we have
To see that Γ 0 is good, let x, y ∈ N ω with d(x, y) = 2 −n , then π n (x) = π n (y). Note that
Thus Γ 0 (y, r) + 2 n ≥ Γ 0 (x, r). Then (G1) holds. (G2) and (G3) follow from a routine induction.
Moreover, Γ 0 can be extend to be a regular scale. Recall that a scale on N is regular if for all x ∈ N , r ∈ R + and n ∈ N, we have Γ(x, r) ≥ Γ(π n (x), r) (see [2] , Definition 4.1). By letting Γ 0 (x, r) = lim n→∞ Γ 0 (π n (x), r), we extend Γ 0 onto N . The regularity of extended scale is easy to check. Then from 
Adequate scales and CLI groups
In this section, we prove that any non-trivial adequate scale can not induce a CLI group. Recall that a CLI group is a Polish group admitting a compatible complete left-invariant metric. It is well known that, if G is a CLI group, then any compatible left-invariant metric on G must be complete (see [4] , Proposition 2.2.6).
Proof. We can find 0 < n 1 < · · · < n k ≤ n such that
k y k . Let θ 0 be the match on {0, · · · , 2k − 1} with θ 0 (2i) = 2i + 1 for 0 ≤ i < k. Then for any scale Γ we have
Let θ = θ 0 be any match on {0, · · · , 2k − 1}. There exists an i < k such that
Proof. Since Γ is non-trivial, there is an x 0 ∈ N ω such that Γ(x 0 , r) ≡ r. By the preceding remarks, we assume for contradiction that δ Γ is a complete metric on F Γ (N ω ).
Denote f (r) = Γ(x 0 , r). Since Γ is adequate, for r 1 , r 2 ≥ 0, (A1) ′′ gives
Note that Γ(x 0 , r) is monotone increasing and lim r→0 Γ(x 0 , r) = 0, we see that f (r) is continuous. Firstly, we claim that there is a ∈ (0, 1) such that f (r) > r for all 0 < r ≤ a. Assume for contradiction that there exists a sequence of real numbers a 1 > a 2 > · · · > a k > · · · > 0 such that lim k→∞ a k = 0 and f (a k ) = a k for each k. Then inequality ( * ), together with Γ(x 0 , r) ≥ r and continuity of f (r), gives Γ(x 0 , r) ≡ r. A contradiction! Secondly, we claim that, for any 0 < r < a, f k (r) ≥ a for large enough k,
) k∈N forms a strictly increasing sequence below a, thus it converge to some b ≤ a. By continuity, we have
Without loss of generality, assume that x 0 (0) = 0 and a ≤ 1/2. Find a sequence of natural numbers 0
. Furthermore, we can assume that every alphabet x appearing in each u l satisfies that x(0) = 0, thus d(x 0 , x) = 1. Let
, l = 2j, u 2j+1 , l = 2j + 1, and w l = v 0 v 1 · · · v l for l ∈ N. We can see that all w l are irreducible words. On the one hand, it is clear that N Γ (v 2j ) ≤ f k j −k j−1 (m j /2 n j ) < 2 −j and N Γ (v 2j+1 ) = 2 −(j+2) . It follows that We rewrite w l · w 0 's at the left side of u 2j 0 , i.e. the set {i ∈ I 1 : i < i 0 } has exact k j 0 +1 many elements. Denote k = k j 0 +1 . We enumerate {i ∈ I 1 : i < i 0 } as By repeatedly applying Proposition 4.1, we get 
