Abstract-The output power of a forward wave linear beam amplifier like a helix traveling-wave tube (TWT) can show unexpected dips as a function of drive signal frequency in certain narrow frequency ranges. These dips, commonly called "power holes," can have serious consequences for the performance of the system of which the amplifier is a part. It is widely believed that these power holes, which only occur under large signal conditions, are due to the amplification of a backward wave space harmonic of a signal at a harmonic of the drive signal frequency, when the frequency of that harmonic happens to fall in the range of frequencies in which backward wave gain occurs. The resulting growth of the backward wave can compete with the forward wave gain, resulting in a reduction of output power at the drive frequency. Power holes can occur under conditions for which the backward wave oscillator (BWO) instability does not occur, i.e., the backward wave gain is finite, not infinite. In this paper, we report on a study of power holes using the large signal helix TWT code, CHRISTINE 3D. In particular we demonstrate the connection between backward wave gain and the depth of the power holes. We show that the frequency range over which backward wave gain occurs can be different than that predicted by small signal BWO theory when a large amplitude forward wave signal is present. This effect is due to the destabilization of the fast beam space charge wave, interacting with the backward wave under large signal conditions. We review commonly used methods to reduce the backward wave gain, and argue that any of these should reduce the depth of the power holes. The choice of one or another gain reduction method will depend on various engineering design constraints, and on cost. We suggest that a code like CHRISTINE 3D can be helpful in making this choice.
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I. INTRODUCTION
T HE GENERATION and amplification of backward waves in forward-wave traveling-wave amplifiers are fundamental processes that can severely limit the attainable performance of these devices [1] - [3] . As a consequence, designers are frequently faced with performance optimization problems that are constrained by the strength of the interaction between the electron beam and the backward waves supported by the slow wave circuit. For example, when attempting to increase the forward wave gain by increasing beam current or interaction length, a threshold will eventually be reached at which the gain of the backward wave becomes infinite, leading to spontaneous backward wave oscillation (BWO) [4] - [7] . A substantial body of both theoretical and practical engineering knowledge has been developed over the years on techniques for the suppression of BWO [2] , [8] , including the introduction of attenuation, severed or tapered [9] , [10] circuits, and (more recently) tapered magnetic fields [11] . Even below the BWO threshold, however, the finite gain of the backward wave can compete under certain conditions with the gain of the fundamental amplifying wave, leading to dips in the output power versus frequency curves; such dips can occur when a harmonic of the drive signal falls in a frequency band in which the backward wave gain is finite, leading to gain of a wave reflected from a discontinuity, as it propagates back toward the input. Though no oscillation is necessarily involved, it is common to refer to these dips as "BWO power holes." If large enough, these power holes can have serious consequences for the performance of the systems in which the amplifier is employed. BWO power holes have not been extensively discussed in the published literature to our knowledge 1 , though they are of course well known and have been widely observed by traveling-wave tube (TWT) manufacturers and their customers. In fact, we are aware of only one other published paper on the subject, by Dionne, Harper, and Krahn [12] . These authors present and discuss results from a novel disk model large signal code in which the disks are divided into angular sectors, in order to resolve the angular dependence of the backward wave. They successfully simulate a power hole using their code. The disks in this model maintain a fixed radius as they propagate through the interaction space. This treatment may not be fully consistent, therefore, under large signal conditions in which significant beam expansion occurs. Since the strength of the interaction between the beam and the backward wave is sensitive to beam radius, this effect is important to include, that is, a fully consistent model of power holes should be three-dimensional, permitting electron motion, and electromagnetic field variations, in radius, azimuth, and axial location.
The present paper illustrates the phenomenon of power holes using CHRISTINE 3D [13] , a three-dimensional (3-D) large signal, steady-state simulation code for helix TWTs. CHRIS-TINE 3D includes the self-consistent effects of beam expansion, as described above. The code divides the beam into rays, permitting resolution in radius, angle, and rf phase. Circuit fields and space charge fields for the backward wave vary in all three dimensions; for the forward wave the fields are independent of azimuth, but vary radially and axially. CHRISTINE 3D has been used successfully to simulate the performance of TWTs in several different frequency bands. After illustrating the physical mechanisms responsible for the appearance of power holes, the code is used below to simulate a power hole under large signal conditions, and to illustrate various strategies for reducing the depth of power holes. This paper is organized as follows. Section II following this introduction describes in some detail the physical mechanisms, including harmonic generation, reflection, and backward wave gain, which combine to produce a power hole. Results from CHRISTINE 3D are used to illustrate these mechanisms individually and in combination to produce a power hole. Techniques for the reduction of the depth of a power hole are reviewed in Section III. One of these, a recently proposed, novel strategy to control backward wave gain by tapering the magnetic field, is studied in some detail for its effect on the power holes using CHRISTINE 3D. A summary and some conclusions are given in Section IV.
II. PHYSICS OF POWER HOLES
BWO power holes in forward-wave linear beam amplifiers are fundamentally caused by a competition between the amplification of the forward-going injected signal and amplification of a backward-going (reflected) signal at a harmonic of the injected signal. The basic synchronism conditions between the beam and the forward and backward waves required for this competitive amplification are illustrated in the dispersion diagram of Fig. 1 . In a perfect, lossless forward wave structure 2 with perfectly matched ends, only the injected signal and its harmonics 3 with positive group velocities will be present, curves of which are represented as solid lines in Fig. 1 . The beam will interact strongly with the wave in a range of frequencies-labeled "operating band" in Fig. 1 -such that the slow-beam space charge wave is nearly synchronous with the fundamental space harmonic of the circuit. This is the familiar amplification process responsible for signal amplification in all forward wave TWTs.
When one of the harmonics of a signal in the operating band ( Fig. 1 ) is reflected from a circuit discontinuity, the first spatial harmonic of the reflected wave ( ) can also be in synchronism with the slow beam mode, as shown in the figure. 2 A slow wave circuit is by convention designated as a "forward wave circuit" if the phase and group velocities of the lowest mode have the same sign in the fundamental Brillouin zone, 0 < < , as in Fig. 1 . A helix is an example of a forward wave circuit. A reflected wave on a forward wave circuit is still a forward wave, by this definition. Spatial harmonics of a wave on a forward-wave circuit can have phase and group velocities with different signs. These backward-wave spatial harmonics are sometimes, a little confusingly, called backward waves. 3 If multiple signals at different frequencies are present, intermods will be generated. These only complicate the analysis and do not change the fundamental features of the interactions between the beam and the circuit waves described in this paper. We therefore confine ourselves to the case of a single frequency input signal. Under small signal conditions, the unstable interaction of the slow beam mode and the circuit mode leads to positive gain of the reflected wave in a band of frequencies labeled "lower BWO gain band" in Fig. 1 .
It is interesting and, as it turns out, important to note that the first spatial harmonic of the reflected wave can also be in synchronism with the fast beam mode, as shown in the figure and labeled "upper BWO gain band". Under small signal conditions, signals in this range of frequencies are attenuated, that is, the small signal backward wave gain is negative, as the beam absorbs energy from the wave. Now, if the first spatial harmonic of the reflected signal experiences positive gain, then this process will take energy from the beam and so will compete with the desired amplification of the injected signal(s). This gain competition is the basic process responsible for power holes. Harmonic generation, reflection, and backward wave gain must be all present. Note that no band gap near the pi-point is necessary for this phenomenon to occur, though the presence of such a gap and its associated zero group velocity will increase the backward wave gain by increasing the coupling between the forward and reflected waves [14] .
The interesting thing that we have found is that as the drive power of the main signal is increased, the small signal backward wave gain decreases in the lower BWO gain band of Fig. 1 , while it increases and eventually changes sign as the drive power is increased, in the upper BWO gain band. The result is that, in our example, a power hole occurs in the upper band, and not in the lower band, as one would expect from small signal analysis. A detailed analysis of this effect is underway and results will be published in a future paper.
In order to demonstrate this and other relevant effects using CHRISTINE 3D, we consider a helix TWT with basic parameters listed in Table I . The tube is basically a modified C-band design, which has been used many times for the validation of the CHRISTINE and CHRISTINE 3D codes, except that it is simulated in a parameter range for which it was not designed, but which nominally satisfies our requirements that the backward wave second harmonic experiences gain in the range of frequencies (8-9 GHz) at which we are driving it. A tape helix model [15] is used to compute the phase velocities and interaction impedances of both forward and backward waves. The circuit is narrow band; no vanes are included. There is no linear forward wave gain at the second harmonic 4 . For the study reported here, no sever is present and the circuit is taken to be completely lossless in order to maximize the effects that we are studying.
The beam is initialized as a "rigid rotor", of a specified radius in the 1400 G solenoid focusing field. This means that the individual simulation particles are assigned an initial value of azimuthal velocity such that the radial forces (centrifugal, centripetal, and space charge electric field) are in balance. This is a slight generalization of Brillouin flow, in which the radial forces are also in balance, but the additional assumption is made that all particles are launched from a field free cathode, which leads to a constraint among the beam voltage, beam current, beam radius, and magnetic field. The negative value of magnetic field means that the direction of the field is from the output end toward the input end of the tube. CHRISTINE 3D is used to compute small signal backward wave gain for this tube, as follows: A number of very small amplitude backward waves, with frequencies spaced equally between 16.5 and 18.0 GHz are introduced. The initial amplitudes, at the input end of the tube, are chosen to be sufficiently small that the backward waves remain in the linear regime and no interference occurs among them. The wave amplitudes are integrated along the interaction space, according to the prescription in [14] , from input to output. The backward wave gain (in dB) for each wave is defined to be (1) where is the backward wave amplitude as a function of , and where and are defined as follows: If for all , where is the interaction length, then , , and the backward wave gain is negative. If, however, for at least one interval in , then is the maximum amplitude and is the minimum amplitude, for . When backward wave gain is plotted versus frequency for the tube with parameters in Table I , we obtain the dependence shown in Fig. 2 . We see that when the drive power is small ( W, or 10 dBm), the small signal backward wave gain is positive in a small frequency range centered at approximately 16.75 GHz, and it is negative in a small frequency range centered at approximately 17.70 GHz. We interpret this result as the expected small signal phenomena of unstable interaction of the slow beam mode with the backward wave in the lower band, and damped interaction of the fast beam mode with the backward wave in the upper band 5 .
As the drive power is increased, however, we see in Fig. 2 that the gain in the lower band decreases and the gain in the upper band increases until, for some level of drive power, the gain in the upper band becomes positive 6 . The bunching of the beam by the large drive signal may be responsible for this effect, though the exact mechanism remains to be clarified. We find that this effect is not sensitive to the drive frequency. An observed slight downward shift of the frequency for peak BWO gain may be understood as the effect of the slowing down of the beam under large signal conditions. As the drive power is further increased, the gain in the upper band can exceed the gain in the lower. A consequence is that, at least for the present exampleand perhaps in general -power holes occur at frequencies corresponding to the intersection of the fast beam mode with the circuit mode, i.e., at frequencies that are significantly larger than the frequencies near the intersection of the slow beam mode with the circuit mode for which small signal backward wave gain is found under conditions of zero drive.
III. SIMULATIONS OF BWO POWER HOLES IN A HELIX TWT USING CHRISTINE 3D
The large signal helix TWT code, CHRISTINE 3D, can be used to study the combined effects of harmonic generation, reflections, and backward wave gain that produce a power hole. In the simulations to be presented here, only two signals are present, a fundamental and its second harmonic, both of which have components traveling forward and backward. Power is injected only at the fundamental.
It is of interest to know how much fundamental and second harmonic power is generated as a function of drive power. This is shown in Fig. 3 , for a drive frequency of 8.85 GHz, for various initial beam radii. No reflections are included in these simulations. We see that saturation occurs for a drive power of about 100 mW (20 dBm) for the larger beam radii used; for the smaller beam radii, saturation occurs at somewhat higher drive powers. In the following simulations, we have used a drive power of 30 mW (14.8 dBm), for all large signal cases. This appears to be sufficiently large to generate significant amounts of second harmonic power at the output. The simulations below use an initial beam radius of 0.060 cm, but the beam is allowed to expand self-consistently under the influence of the radio frequency (RF) and dc fields, as shown in Fig. 4 . The CHRISTINE 3D code includes the (modified Bessel function) variations of the beam-wave interaction strengths with radius, for both forward and backward waves.
It is well known that the BWO gain is sensitive to beam radius, since the strength of the axial RF electric field ( ) of the backward wave is proportional to radius. It is a simple matter, using CHRISTINE 3D, to compute the small signal backward wave gain as a function of frequency, for different beam radii. Results are shown in Fig. 5 . No reflected waves were included in these simulations, and no drive signal was applied; beam expansion, therefore, was minimal. These results therefore correspond to the classic analysis of Johnson [4] . We see that for beam radius of about 0.065 cm or larger, the gain versus frequency curves develop cusps, suggesting infinite gain, or spontaneous oscillation. For smaller beam radii, the cusps disappear, indicating finite gain across the band. The frequency at which the peak gain occurs is seen to increase slightly with increasing beam radius, when the peak gain is large. Since the results presented in Fig. 5 were obtained under small signal conditions, the frequency band in which BWO gain is obtained corresponds to the lower BWO gain band in Fig. 1 .
We now consider what happens when reflections are present, along with harmonic generation and backward wave gain, that is, under conditions that should produce a power hole. In order to simplify the study, and to isolate important effects, the only nonnegligible circuit wave reflection coefficient is taken to be that of the second harmonic signal at the output. For the first series of runs reported below, this reflection coefficient is 0.20, corresponding to a return loss of 14 dB. The reflection coefficients of the fundamental signal at the output, and of both the fundamental and second harmonic signals at the input are chosen to be very small, corresponding to a return loss of 80 dB for each.
Since the CHRISTINE 3D code solves for the steady state operation of the TWT, it integrates all equations in , not in time. Consequently, initial conditions for all particles and wave amplitudes must be specified at in order to start the integration. The initial conditions on the particles' phases are chosen so that the particles uniformly fill a wave period. The injected beam, in the simulations described below, is taken to be azimuthally uniform and of constant density from its center out to its edge; this distribution is free to evolve, of course, as the beam propagates along the interaction space. Other choices for beam initialization are available as options in the code.
The assignment of initial conditions of the wave amplitudes at can be more complicated. In the case in which only forward waves are present (no reflections), the initial conditions on the wave amplitudes are simply specified by the drive power and phase. When reflections from a circuit discontinuity are present, from a sever or an input or output coupler, for example, the correct initial conditions for the forward and backward wave amplitudes at are not known at the outset of the computation and must be solved for. This is done in CHRISTINE 3D by using a multi-dimensional Newtons method by which the (complex) values of the initial amplitudes are adjusted iteratively until the boundary conditions at the output are satisfied to some acceptable, user-specified tolerance. A first guess for all amplitudes must be provided by the user. The convergence rate of the algorithm depends on how close the tube is to oscillation. Our experience has been that, well below BWO threshold, the algorithm converges rapidly-within 3-5 iterations. At or above oscillation threshold, however, the algorithm may converge very slowly, or may fail to converge, or its convergence may depend sensitively on the user-provided initial guess for the wave amplitudes. Under large signal conditions, a beam launched with a radius below that required to produce spontaneous oscillation may expand to the threshold of spontaneous oscillation, again complicating convergence of the algorithm.
Using the same set of beam radii used to produce Fig. 5 , we have made a series of CHRISTINE 3D runs in which the tube was driven at the fundamental drive frequency, which was varied between 8.8 and 8.9 GHz, at a power of 30 mW (14.8 dBm), which is well into the large signal regime. Results for the output power in the fundamental as a function of the drive frequency are shown in Fig. 6 . Power holes can be clearly seen, for (initial) beam radii of 0.060 cm and larger. For beam radii of 0.065 and 0.070 cm, the iterative algorithm used to solve for the wave amplitudes at the input end ( ) sometimes did not converge, as might be expected for these linearly BWO unstable cases. Non-convergent points are omitted from the plots in Fig. 6 . For a beam radius of 0.060 cm, however, for which the small signal BWO gain is finite as shown in Fig. 4 , a smooth, finite power hole is seen in Fig. 6 . The second harmonic of frequencies in the band of the power hole corresponds the same band in which we found backward wave gain under large signal conditions in Fig. 2 , that is, to the upper BWO gain band of Fig. 1 ; no power holes are observed at lower frequencies. No numerical convergence problems were encountered in this case. The depth of the power hole is about 0.5 dB 7 . We believe that this is the first reported self-consistent, 3-D computer simulation of this phenomenon.
IV. SUPPRESSION OF POWER HOLES
Based on our understanding of the physical mechanisms that contribute to the formation of power holes, we can identify possible methods to suppress them. One obvious method is to improve the output match at the second harmonic. Fig. 7 illustrates what happens to the power hole, for a beam radius of 0.060 cm, for different values of the output match for the second harmonic, namely 20, 14, and 8 dB. The power hole becomes more shallow as the match is improved, as we would expect. As a practical matter, however, improving the output match at such high frequencies is often very difficult or expensive to do and we are forced to consider other remedies. The most obvious of these is to reduce the backward wave gain.
Many techniques have been successfully used to reduce backward wave gain. Perhaps the most common is the introduction of attenuation or a sever in the circuit. Other techniques include tapering the circuit properties and tapering the magnetic field. The use of a change in magnetic field is attractive since it can affect the interaction of the backward wave with the beam while leaving the forward wave signal growth nominally unaffected [16] , unlike the other methods. We have already shown that the backward wave gain depends sensitively on beam radius, so one approach to suppressing the power holes would be to redesign the beam focusing optics to reduce the beam radius. This approach may be complicated, as we have already seen, by the fact that the beam radius generally expands under large signal conditions and this expansion affects the backward wave gain, and the frequency range in which it occurs. There are also of course practical limits to the strength of the magnetic field.
Since it is a relatively unfamiliar idea, and illustrates a 3-D effect using CHRISTINE 3D, we demonstrate the effect of a tapered magnetic field on the power hole. Fig. 8 shows what happens to the power hole for different values of uniform magnetic field. These runs used an initial beam radius of 0.060 cm; the case for a magnetic field of is the same case as the corresponding curve in Fig. 6 . The location of the hole is seen to shift to lower frequencies as the magnetic field is increased. This shift is attributable to a shift in the backward wave gain band due to the Doppler shift caused by beam rotation. 8 Specifically, Belyavskiy, et al. [11] have shown that if the longitudinal magnetic field is such that the cyclotron frequency is small compared to the BWO frequency, then the whole effect of the magnetic field may be accounted for by a modification of the Pierce parameter, according to (2) where (3) is the azimuthal mode number ( or , depending on the sign of ), is the electron charge to mass ratio, is the BWO frequency, and is the Pierce parameter. Changing the magnetic field changes the rotation rate, which comes at the expense of the longitudinal velocity. As far as small signal theory goes, 8 The direction of the rotation matters. In the examples presented in this paper the magnetic field points in the negative z-direction, which produces a clockwise beam rotation when viewed by an observer looking in the negative z-direction. If the field, and consequently the sense of rotation, is reversed, the backward wave gain band shifts to lower frequencies and the peak backward wave gain decreases significantly. This reduction in gain is at least in part due to the decreased values of the backward wave interaction impedance at the lower frequencies. This result suggests that the simple strategy, for solenoid focused tubes, of reversing the direction of the current in the solenoid might, depending on other parameters, greatly reduce (or increase!) backward wave gain. Fig. 8 , B = 01400 G.
then, changing changes just as effectively as changing the phase velocity of the circuit wave.
In the case of Fig. 8 , a 20-25% change in magnetic field is observed to shift the location of the power hole by an amount approximately equal to the full width of the hole. This suggests that a field taper of about this amount might reduce the depth of the hole. The question remains, how and where should the field be tapered?
It is a reasonable assumption that, to be most effective, the magnetic field gradient should be largest where the BWO gain is large in the absence of a taper. Fig. 9 illustrates the growth of the forward (solid) and backward (dashed) powers in the untapered case. Most of the backward wave gain is seen to occur in the last 2 cm or so of the interaction space. Based on this observation, the magnetic field profile shown in Fig. 10 was created. The resulting output power versus frequency curve for this magnetic field is shown in Fig. 11 . The power hole has been nearly eliminated. The observed reduction of the depth of the power hole is actually due to two simultaneous effects. One is Fig. 10 . B-field profile used in the CHRISTINE 3D runs that produced the data for Fig. 11 . Both the axial magnetic field, and the corresponding radial magnetic field at the helix radius are shown. The paraxial approximation is used. Fig. 11 . Output power versus drive frequency, using the magnetic field of Fig. 10. the change of the backward wave gain due to the changing magnetic field itself, as illustrated in Fig. 8 ; the other is the reduction in gain due to the compression of the beam produced by the increasing magnetic field. This compression effect competes with the expansion of the beam due to the large RF signal present. The beam profile shown in Fig. 12 illustrates this compression effect. Beam expansion is reversed by the increasing magnetic field (Fig. 12 ) compared to the uniform field case (Fig. 4) .
V. SUMMARY AND CONCLUSIONS
The physical mechanisms responsible for the phenomenon of power holes in forward wave linear beam amplifiers have been described. Mathematical models of these mechanisms have been implemented in the large signal helix TWT simulation code CHRISTINE 3D. The code has been used successfully to simulate power holes in a helix TWT, including the selfconsistent effect of beam expansion. The frequency at which the power hole occurs is seen in an example to be higher than the frequency at which the small signal backward wave gain is maximum. This is due to the de-stabilization of the fast beam mode by the large amplitude drive signal; an analysis of this phenomenon is in progress and will be reported in a future publication. We have argued that power holes may be suppressed by either improving the broadband output match or by reducing the backward wave gain. Examples of both methods have been illustrated using the CHRISTINE 3D code.
