A thorough understanding of the relaxation mechanisms of hot electrons in solids is critical to an array of applications. For example, laser processing of solids with subpicosecond laser pulses relies on rapid absorption of the pulse energy by electrons, traversal of these hot electrons away from the surface, and subsequent electron-phonon interactions that lead to melting, ablation, and spallation. [1] [2] [3] [4] [5] [6] The rate of electronic relaxation during and after pulse absorption dictates the electron and phonon temperatures. As a result, electron-phonon coupling is a critical pathway of energy conversion due to the non-equilibrium induced by short pulse laser heating.
Despite this, the fundamental scattering mechanisms driving hot electron relaxation with a surrounding lattice are still very much up for debate. In Kaganov's original derivation, 7 the electron-phonon coupling factor, G, was hypothesized to be constant at temperatures much greater than the Debye temperature, i.e., T ) H D . This hypothesis was later derived using superconducting theory 8 and confirmed experimentally. 9 However, these confirming measurements were conducted in a regime of negligible electron-phonon non-equilibrium (i.e., T e À T p ( T p , where T e and T p are the electron and phonon temperatures, respectively). When T e À T p is large, additional electronic scattering mechanisms beyond the electron-phonon interaction can affect the rate at which the electron system loses energy; these mechanisms include electron scattering at grain boundaries, 10 defects, 11 material interfaces, [12] [13] [14] and d-band holes. 5, 6, 15 Generally speaking, many of these mechanisms are relatively unstudied due the lack of experimental evidence demonstrating the interplay between T e and T p and their subsequent influence on electron-phonon relaxation.
In response, we perform a series of measurements designed to investigate the influence of electron temperature, interfacial structure, and lattice temperature on electron relaxation dynamics in Au films after short pulse laser heating. By measuring the effective electron-phonon coupling factor, G eff , in Au films on rough Si substrates, we find that interfacial roughness only affects electron-phonon relaxation at high T e . 13, 16 In addition, we measure G eff in Au films on glass substrates and find that G eff is independent of substrate so long as changes in T p that arise from steady-state laser heating are accounted for. Furthermore, we present a consistent set of analyses to interpret pump-probe reflectivity data, correlate these data to thermal responses of the electron and phonon systems, and describe interactions between them with a two temperature model (TTM). 17 Using this procedure, we are able to show that transient reflectivity data in the low perturbation limit can be used to calculate the electron-electron and electron-phonon collisional frequencies ( ee and ep , respectively). We use these results to evaluate the current understanding of electron relaxation and the influence of T e and T p , thereby providing a more comprehensive picture of electron dynamics in thin films during and after short pulse laser heating.
Our experiments are carried out using the time-domain thermoreflectance (TDTR) technique, which is described in detail elsewhere. [18] [19] [20] Several aspects of our apparatus deserve explicit attention in the context of the present work: (i) the pump path is frequency doubled from 1.55 to 3.1 eV; (ii) the pump and probe pulses at the sample surface are approximately 400 and 200 fs, respectively (pump pulses are stretched due to extra optics along the pump path, e.g., the electro-optic modulator); (iii) pump and probe 1=e 2 radii are 6:160:7lm and 5:2 6 0:6lm, respectively; and (iv) the average probe power incident on the sample surface is 9 mW while the pump power is varied between 9 and 116 mW. Absorption of the pump pulses by the electrons in the Au films yields electron temperatures that are initially higher than the phonon temperature. This temperature difference creates a situation in which electron-phonon relaxation is the primary mechanism driving electronic cooling. We monitor the change in reflectivity of the sample with the probe beam at the frequency with which we modulate the pump beam (11.39 MHz). The measured signal can be correlated to electron temperature with an appropriate reflectivity model.
We evaporate 20 nm Au films on Si and glass substrates and several of the Si substrates are roughened prior to Au deposition (details of sample preparation and characterization are given in Ref. 21) . Film thicknesses are confirmed via picosecond acoustics. 22, 23 We calculate the absorbed power in the Au films with thin-film-on-substrate optics calculations 24, 25 and confirm these calculations with near normal (<5 ) reflectivity measurements of the pump and probe beams. Our measurements and calculations agree to within 5%.
Example TDTR data taken on a 20 nm Au film on a Si substrate using two different incident pump laser powers (corresponding to the listed calculated absorbed laser fluences) are plotted in Fig. 1 . We use the procedure that we have outlined previously to determine the rate of electron relaxation. 26 Since our probe beam energy is well below the interband transition threshold of Au (Ref. 1) and our maximum electron temperatures do not excite d-band electrons, 15 we use a Drude-based thermoreflectivity model in our analysis. 27 , 28 We do not expect a substantial change in conduction band number density due to interband transitions induced by the pump pulse. 29, 30 In order to properly convert the measured change in reflectivity to the change in temperature, we must have accurate knowledge of the electron-electron and electronphonon collisional frequencies. For metals, these frequencies are dependent on temperature: ee ¼ A ee T 2 e and ep ¼ B ep T p . Typically, the scattering coefficients A ee and B ep are estimated from low temperature electrical resistivity data. 31 This is valid for temperatures at which the electron density of states is relatively constant in energy space; for Au, this corresponds to T e 3; 500 K. 15 However, this is assumption is not valid for metals with highly varying densities of states around the Fermi energy. To ensure the generality of our work, we establish a procedure to directly measure the scattering coefficients from TDTR data that can be applied to any metallic system. This is described below with our procedure for measuring G eff in our samples.
Electron relaxation in our thin films is described by our modified variation of the TTM to account for a film with thickness less than the ballistic electron relaxation length and a delayed electron thermalization time. 17, 26 Thermal coupling between the electron and phonon systems in the Au films is governed by G eff ; G eff is distinct from the intrinsic rate of electron-phonon coupling in a metal, G, since G should not be affected by electron-electron or electroninterface scattering. 15 However, the measured response in a film is a convolution of all of these relaxation mechanisms.
Before fitting the TTM to our TDTR data to determine G eff , we must relate the measured change in reflectivity to the change in electron temperature due to the laser pulse. To do so, we require knowledge of thermoreflectance model parameters A ee and B ep . We replace G eff in the TTM with 32
where m e is the free electron mass, v s is the Debye speed of sound, and n e is the free electron number density. With A ee and B ep as free parameters, we fit the TTM to low-fluence TDTR data and find A ee ¼ 1:
, which are in excellent agreement with literature values. 2, 33 We caution that this approach may not necessarily be valid when electron scattering mechanisms with different temperature dependencies are prominent. As we expect these coefficients to be constant in Au for T e 3; 500 K (the onset of d-band transitions and a change in free electron density in gold), we use these best-fit scattering coefficients as constants throughout the remainder of our analysis. This approach should be valid to determine ee and ep for any metal given relatively small perturbations of the electron temperature (i.e., T e À T p T p ), offering a robust method to measure electron scattering frequencies.
Using our values of A ee and B ep , we fit the TTM to our TDTR data by normalizing the peak electron temperature to the peak in our data and adjusting G eff . We fit the data before the peak by accounting for a delay in thermalization of the electron system. 26 In agreement with the previous data on electron thermalization time in Au, 26, [34] [35] [36] [37] [38] we find thermalization time of the excited electrons in our experiments is between 800 fs to 1.1 ps. This implies that the electron system is nearly fully thermalized during electron-phonon relaxation, as discussed by Guo et al. 14 We find that for all fluences and samples, only minor adjustments to A ee and B ep   FIG. 1 . TDTR data on 20 nm Au/Si samples at two different fluences (circles and squares) and corresponding fits using the thermoreflectance model and TTM described in the text. At low fluences (blue circles and line) and correspondingly low electron temperatures, the best fit model results in G eff that is in good agreement with the previous measurements (Refs. 9 and 26). At high fluences (red squares and line) which results in larger temperature differences between the electrons and phonons, the best fit model results in an increase in G eff . Assuming the TTM parameters are constant with temperature, the model agreement with the data is poor at high fluences (dashed line).
(by less than 10%) are necessary to achieve a best fit. This yields acceptable agreement of our model to the data over the entire time span of our measurements from before pulse absorption to several ps after electron-phonon equilibration. This approach is more robust and offers less uncertainty compared to other approaches for determining G eff since only normalization at the time of maximum signal is required to achieve model and data agreement. These TTM fits to our TDTR data are plotted solid lines in Fig. 1 . The best fit G eff increases with increasing laser fluence (discussed in more detail later). Figure 2 shows the best fit values of G eff as a function of absorbed fluence for the Au/Si samples. For TTM fits, we assume experimentally observed values for the free electron heat capacity from Ref. 39 , lattice heat capacities of Au tabulated from Ref. 40 , and we take the thermal penetration depth of the electrons as the film thickness (20 nm), consistent with the previous observations and analyses accounting for an increased ballistic electron relaxation length in Au. 1, 26 As is clear from Fig. 2 , the effective rate of relaxation of the excited electron system increases as the absorbed fluence increases. However, we note that the magnitude of the increase that we observe in this work is much smaller than our previous observations, 13 ,16 which we discuss in detail below.
We examine contribution of interfacial imperfections to this increase in G eff by repeating measurements using Si substrates of varying roughness. The fabrication procedure of these rough samples is described in our previous work. 21 We note that the Au films demonstrated intimate contact to the substrate, 21 and therefore the only difference between the various rough samples is the substrate surface roughness. However, it should be noted that we allowed a native oxide to reform on the silicon surface prior to Au evaporation (confirmed via microscopy), and therefore the Au is only weakly mechanically coupled to the silicon substrates. We find that G eff is non-negligibly affected by substrate roughness only at increased laser fluence. To show this more clearly, we plot G eff as a function of Si RMS roughness (as measured via atomic force microscopy) in the inset of Fig. 2 . The decrease of G eff with roughness only becomes pronounced at higher absorbed fluences. This implies that this electron-relaxation mechanism (i.e., electron-interface scattering) is impeded by interfacial roughness. From this, we infer that increased electron-interface scattering decreases G eff in a fully thermalized electron system; note, this is different from our previous observations in data on thin film Au using a different laser system 13, 16 which we discuss in detail later. To examine the influence of T p on electronic relaxation during laser heating, we measure G eff in 20 nm Au films on glass substrates. The average laser power absorbed by the Au film leads to a local temperature rise in the film and substrate (heat sink). We refer to this as the steady state, or DC, heating, which is inversely proportional to the thermal conductivity of the heat sink. 41, 42 Using an approximation for steady state temperature rise, 42 the absorbed laser power, and the thermal conductivity of the glass substrate (1.12 W m À1 K À1 as measured via additional TDTR thermal effusivity measurements), we estimate that the Au lattice temperature rise in our measurements on the Au/glass samples ranges from DT DC ¼ 138 À 423 K above room temperature, T 0 ¼ 298 K. We illustrate the necessity of accounting for this steady state heating in Fig. 3(a) , where the best-fit values of G eff on our Au/glass samples are plotted as a function of maximum electron temperature. Not accounting for an increased initial temperature in the TTM leads to a best- fit   FIG. 2 . G eff as a function of absorbed laser fluence and interface roughness. At increased fluences resulting in an increase in peak electron temperature, the electron system relaxes with the phonons more readily, indicating an increase in inelastic electron scattering events leading to energy loss from the electron system. An increase in RMS roughness leads to a decrease in G eff as the peak electron temperature increases; this is clear in the inset which shows G eff as a function of Si RMS roughness.
FIG. 3. (a)
G eff as a function of maximum electron temperature for the Au/glass samples and the "smoothest" Au/Si sample. Not accounting for the steady state lattice temperature rise in the glass samples leads to a measured G eff that is not consistent with the Au/Si data. However, accounting for DT DC in TTM fits to the Au/glass data results in similar electron temperature trends between the determined G eff for Au/glass and Au/Si interfaces. (b) G eff as a function of maximum electron temperature plus steady state lattice temperature. The results in (a) imply that the mechanisms driving G eff are intrinsic to the Au and are independent of the glass or Si substrate. This is confirmed through the agreement of our data to Eq. (1). However, we observed a much larger enhancement in G eff in our previous work in which electron relaxation was occurring when the electrons were not in a thermal distribution (Ref. 13 ). Therefore, we postulate that electrons in a non-Fermi distribution lose energy more readily to the substrate than electrons in a Fermi distribution.
value of G eff that is nearly constant with electron temperature and also lower than the previously measured, accepted value of G in Au in the low perturbation regime (G 0 ¼ 2:
However, accounting for DT DC when fitting for G eff leads to values for G eff in the low perturbation regime that agree well with the accepted value for G 0 in addition to showing similar trends with electron temperature as our Au/Si measurements. We note that as electron temperature increases, it becomes more important to account for DC heating from the average laser power. Therefore, in higher fluence pulsed laser applications, steady state laser heating must be accounted for in electron-phonon thermal processes.
To understand the competing scattering mechanisms driving our observed values of G eff , we replot the data from Fig. 3(a) in Fig. 3(b) as a function of T e þ T p and normalize both the data and the model by G 0 (Refs. 9 and 26), thus allowing for a direct comparison of the data to the model. We find excellent agreement between our current data and Eq. (1), indicating that the increase in G eff that we observe in our data is driven by an increase in electron-electron scattering rates in the Au films (in Eq. (1), the electron-electron scattering term is the only term directly affected by T e and T p ). Therefore, electron-electron scattering plays an increased role in the overall rate of electron relaxation with the lattice as the energy density in the electron system increases. This can also be used to explain our observed trends with substrate roughness in Fig. 2 ; since our Au films are less than the ballistic electron relaxation length, disorder in the Au caused by the interface roughness leads to a reduction in G eff . Therefore, the roughness affects the electron-electron scattering rate, which as we mention above, is the underlying mechanism driving the temperature dependency in G eff . This is consistent with the previous theories showing that vibrating boundaries and impurities in a metallic film will decrease the overall rate of electron relaxation with the lattice. 43 This also presents a unique method to explicitly measure the role of impurities on electron-phonon equilibration in thin metal films by inducing disorder on the surface of a substrate then depositing metals with thickness less than the ballistic electron relaxation length for TDTR measurements.
Finally, we address the issue of a thermalized vs. non-thermalized electron distribution interacting at the metal/non-metal interface. In Fig. 3(b) , we show the results from our previous study of the measured G eff in 20 nm Au/Si samples using a 150 fs laser pulse. 16 In these data, the rise time of the TDTR data (before zero pump-probe delay time) was %200 fs, as compared to the rise time in our current data: %800 fs to 1.1 ps (see Fig. 1 ). Due to the well known delay in thermalization in Au, there was most probably a significant portion of the electron system that was in a non-thermal state during the temporal regime of electronic relaxation (i.e., after zero pump-probe delay time). [34] [35] [36] [37] In this case, we observed a large increase in G eff that cannot be explained by increased electron-electron scattering (i.e., Eq. (1)). We attributed this to ballistic electron interface scattering and subsequent thermal boundary conductance (interfacial thermal transport). However, in our present study, G eff is measured in a regime where the majority of the electrons are in a thermal, Fermi distribution due to the long rise time of data, 26 and our data are well described by Eq. (1) without needing to account for interface scattering. Therefore, we postulate that the enhancement in thermal boundary conductance and hot electron relaxation beyond that predicted via Eq. (1) is driven by ballistic electrons in a non-thermal, nonequilibrium distribution. In other words, we theorize that electrons in a non-Fermi distribution will interact more readily with an interface and lose more energy to the substrate compared to electrons in a Fermi distribution.
Recent work from Guo et al. 14 observed this increase in G eff and also attributed this to a hot-electron, interfacescattering-driven thermal boundary conductance. The authors report this phenomena in a regime in which the electrons are in a thermal distribution. In work of Guo et al., however, the laser fluences applied to their gold films were over an order of magnitude higher than the fluences applied in our present study. Therefore, we cannot directly compare our current data to their results due to changes in the electron number density and d-band excitations which can affect electron-phonon scattering, heat capacity, and absorption. 14, 29, 33, 44 Regardless, there have been previous observations of enhancement in G eff due to interfacial transport channels associated with ballistic electrons, and the origin and scattering mechanisms driving this enhancement are only beginning to become clear.
In summary, we have studied the electron scattering mechanisms driving electron-phonon equilibration in 20 nm Au films on silicon and glass substrates. We find that for a thermalized (i.e., Fermi) electron distribution, electronelectron scattering can enhance the overall rate of electronphonon relaxation at high electron temperatures. In addition, we find that increased Au/substrate interface scattering induced from surface roughness decreases the rate electronphonon relaxation. This is in contrast to recent works showing that interfaces can enhance electron-phonon relaxation. However, we attribute this difference to the state of the electron system: if the majority of the electrons are described by a non-equilibrium distribution, electrons can lose energy to the substrate. However, if the electrons are thermalized, we show no evidence that electron thermal energy will be lost to the substrate. The exact mechanisms driving the elastic vs. inelastic electron-interface interaction are unclear, and future works should investigate the interplay between electron thermalization, ballistic transport, and thermal relaxation in thin films both theoretically and experimentally. Potential studies include examining the electron relaxation mechanisms in metals with different grain sizes, defect concentrations and thicknesses on substrates that are either conducting or insulating. 
