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ZA LINEARNO VISEKRITERIJALNO PROGRAMffiANJE
S 0-1 VARIJABLAMA
U radu su prikazana dva algoritma za rje§avanje problema vi§ekritert-
jalnog 0-1 programiranja i teoretski rezuitati potrebni za razumijevanje
postupaka. •
1. UVOD
Pod problemom vtsekrltertjalnog 0-1 programiranja podrazumijeva se pro-
blem
(P) Max {ex: XEF}
gdje su F= {xERn: Ax~b, xj=O,1 j EJ}, e je pxn matrtca, A je mxn ma-
trica, b je mxl vektor i J = {l, 2, ... , n]. Gornji indeksi (x', x2, ••• ) ozna-
cavaju tocke, a donji indeksi (XII,x,', ... ) komponente tocaka.
Rjesenje ovog problema je skup eflkasnih toeaka EF(P), pri eemu se za
toeku xOEF kaze da je eflkasna ako ne postoji xEF takva da vrijedi
cx~exo (ex~xO znaci da je zadovoljeno cx~Cxo s barem jednom strogom
nejednakoscu) .
U trazenju algoritama za rjesavanje problema (P) koristlle su se razllctte
ideje koje su se oslanjale na razlicite karakterizacije efikasnih rjesenja
problema (P).
U radu J.F. Shapiro [8] za generiranje eflkasnih rjesenja koriste se re-
zultatt iz dualne teorije cjelobrojnog programiranja.
D. Klein i E. Hannan [7] razvili su algoritam koji sekvencijalno generira
cijeli skup EF(P) za problem visekriterijalnog cjelobrojnog linearnog pro-
gramiranja, oslanjajucl se na algoritam za jedokriterijalno cjelobrojno
linearno programiranje. Specijalno, ako se u Klein-Hannanov algoritam
umjesto algoritrna za cjelobrojno programiranje ugradi algoritam za 0-1
programiranje, moze se generirati skup efikasnih rjesenja za problem (P).
U radu G.R. Bitran [1] koristi se ideja dominacije pomocu obrnutog po-
larnog konusa za polarni konus definiran redovima matrice C. Na gotovo
istoj teoretskoj osnovi, koja mu je trebala za algoritam prrkazan u pret-
hodno spomenutom radu, isti je autor u radu [2] razvio algorrtam u
kojem koristi ideju lz teorije grafova.
Od istog autora potjece I algoritam za cjelobrojno vlsekrltertjalno pro-
gramiranje u kojem se primjenjuje postupak grananja i ogradivanja za
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generiranje skupa efikasnih rjesenja (G.R. Bitran [3]). Kako je ovo po-
drucje relativno novo,_ realno je oeekivati primjenu novih ideja u rje-
savanju problema (P).
U tockl 2 ovog rada dane su potrebne definicije i ukazano je na vezu
izmedu problema (P) i mnogo opcenltljeg problema Exp[Y/A]koji je
rjesavan u radu P.L. Yu [6].
U tockama 3 i 4 prikazani su potrebni teoretski rezultati za algorrtme
prikazane u radovima G.R. Bitran [1] i [2] te saml algoritmi. Teoretski
rezultatl ilustrirani su s vise prlmjera, a neki od primjera koji Ilustrl-
raju specijalne slueajeve preuzeti su iz originalnih radova. Algoritmi su
prikazani postepeno uz komentiranje svakog koraka. Istt zadatak rljesen
je rueno pornocu oba algoritma korak po korak sto omogucava lakse ra-
zumijevanje postupka.
U tockt 5 spomenuti su neki problemi primjene visekrtterljalnog 0-1 pro-
gramiranja.
2. DEF1N1CIJE
Definicija 2.1. Neprazan skup A<;;;;Rnzove se konus, ako Iz xe A i a~O, a eR
proizlazi ax €A.
Definicija 2.2. Za proizvoljan skup SC;;;Rnpolarni konus je skup
S*={y€Rn: y. x~O, \fX€S}.
Definicija 2.3. Neka Y i A oznacavaju skup i konus u n». 'I'oeka XOje
A-ekstremna toeka od Y ako vrij edi
(i) xOEY
(ii) ne postoji x, x,.=xo, xO=x+A.
Skup A-ekstremnih tocaka od Y oznacava se s Ext[Y/A].
Definicija 2.4. Neka je Y<;;;;Rn.deR", d,.=Oje domlnirajucl faktor za y€Y
ako iz x=Y+Ad i 1..>0 proizlazi da y dominira x.
Familija {D(Y)/YEY} zove se struktura dominacije za Y i oznacava se
s D(.).
Definicija 2.5. Za dani skup Y i D(.), toeka XOje nedominirana toeka s
obzirom na D(.) ako ne postoji XEY, x,.=xo i xO=x+D(x).
Definicija 2.6. Neka su x", x eR", Kaze se da XOdominira x u smjeru d,
ako je xO=x+Ad za neko 1..>0.
Defintcija 2.7. Za danu matricu C kaze se da XOdominira x s obzirom
na C, Hi jednostavno Y dominira x, onda i sarno onda
ako je Cy~Cx.
Iz ovih definicija proizlazi da je za problem Maxj Cx: x eF, Fc;;;Rn}
Pareto-optimaJno rjesenje zapravo nedominirana toeka u smislu defini-
cija 2.4. i 2.5, kada je struktura dominacije sadrzana u polarnom konusu
odredenom redovima matrice C.
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U ovom radu upotrebljava se pojam dominacije u skladu s definicijama
2.6 i 2.7, pa su smjerovi domlnacije iz odgovarajuceg obrnutog polarnog
konusa (u radu G.R. Bitran [1] na str. 123 upotrijebljen je termin revers
polar cone).
Proizlazi da je odredivanje skupa efikasnih rjesenja za problem Max{Cx:
xEF, Fc;;;Rn}zapravo specijalan sluca] odredivanja skupa A-ekstremnih
tocaka Ext[F/A] pri cemu je A odgovarajucl konus.
3. PRVI ALGORITAM
3.1. Teorets'kl rezu1tati potrebni za konstrukciju algoritma
U daljnjem tekstu upotrljebljene su sltjedece oznake:
DUC={XERn: xj=O,l jEJ}
(P'): max{Cx:xEDUC}
EF(P): skup efikasnih rjesenja problema (P)
EF(P'): skup efikasnih rjesenja problema (P')
EF(P)C i EF(P')C su skupovl neenkasnlh tocaka u (P') 1 (P).
U proueavanju problema (P) korlsno je poet od problema (P'). Pokazuje
se da se skup efikasnih rjesenja problema (P') moze karakterizirati po-
mocu skupa
V= {viERn,iEK/CVi~O iv/=O,l ili-1, iEK, j EJ} pri cemu je K= {1, ... , k}.
Vektorl Vi imaju slijedeca svojstva i-
(i) sadrzani su u obrnutom polarnom konusu za polarnl ko-
nus odreden redovima matrice C, .
(U) oni su smjerovi prererenctia za domlnaciju s obzirom na
matricu C.






Primjer 3.1.1. vl= (01-10) M(Vl)= {(lOll), (1010), (0011), (0010)}
U slijedecoj lemi iznose se neka od svojstava ovog preslikavanja:
Lema 3.1.1.
(a) Ako je xEM(v) za neki VEV, tada je x+vEDUC 1 C(x+v)~Cx, tj,
xEEF(P')c.
(b) Ako je xEDUC i xEEF(P')C, tada postoji VEVtakav da je xe Mrv) ,
(c) Neka je XEDUCi xEM(v) za neki VEV.Tada x+vEDUC.
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Dokaz:
(a) Po definiciji je M(v) +vcDUC. Nadalje je zbog Cv~O C(x+v)~Cx.
(b) Zbog xEEF(P')C postoji XIEDUC takav da vrijedi CXI~CX, odnosno
C(XI_X)~O. Stavi li se V=XI_X, proiziazi da je x eMj v).
(c) Iz x e Mt v) proizlazi da za neki jEJ vrijedi vj=l 1 xj=l Hi vj=-l i
Xj=O' Za bilo koji od ova dva stucaja proizlazi x+vEDUC.
U ovoj leml sadrzan je I dokaz za slljedect teorem:
Teprem 3.1.1. U1<KM(vi)je skup neefikasnih tocaka u (P'), tj.
EF(P')c= U1<KM(vi).
Dokaz: u lemi 3.1.1. (a) dokazano je Ui<KM(vi)~EF(P')C, a u (b) je do-
kaz za EF(P')C~ Ui<KM(vi).
Moze se pokazatl da za generiranje skupa EF(P')C kao Ui<KM(vl) nije
potreban cijeli skup {vi/iEK}, vec se moze raditi i s njegovim podskupom,
Kako se moze odrediti taj podskup, moze se zakljucttt iz slijedece Ierne:
Lema 3.1.2. Neka su v', V2EV, te v/=vj2 za j¢Jo i v/=o za jEJo' Tada je
M(V2)cM(VI). I
Dokaz: neka je YEM(v2). Prema lemi 3.1.1.(a) Y+V2EDUC. To znaet da je
za bilo koji jEJ Yj=O Hi 1 i Yj+Vj2=O Hi 1. Zbog v/=v/ za j¢Jo vrijedi i
Yj+v/=O Hi 1, a zbog v/=O za jEJo je Yj+v/=O ill 1. Dakle je Y+VIEDUC,
pa prema lemi 3.1.1.(c) slijedi YEM(VI).
Primjer 3.1.2. vl= (1 -1 0 0), vt= (1 -1 0 1). Jo= {3, 4},
M(VI)={(O 111), (0110), (0101), (010 O)}
M(V2)={(0 111), (010 1)}.
Za vektore Vi i v2 sa svojstvom iz Ierne 3.1.2. kase se da Vi pokriva v'" (Vi je
pokrivajucl element za v2).
Ova lema je korisna kod generiranja skupa V. Nairne, ima 11 neki vektor m
nula, on pokriva sve one vektore koji se u preostalim komponentama po-
dudaraju s njim. Dakle njih 3m-1.
Za vektore koji se pokrivaju vazi i slijedeca lema:
Lema 3.1.3. Neka su Vi i VZEV takvi da Vi pokriva v2• 'I'ada vrijedi
M(V2)+v2cM(VI) +Vl.
Do.kaz: pre.tpostavimo xEM(V2). Nadalje neka je Yj=Xj+Vj2 za jEJo 1
Yj=Xj za jrtJo' Prema lemi 3.1.1.(a) za jEJo je Yj=O 1li 1. Zbog toga je
YEM(VI) i vrijedi Y+VI=X+V2.
3.2. Veza izmedu problema (P') i (P)
Rjesenje problema (P) povezano je s rjesenjem problema (P'). Ukljuee
It se u dosadasnja razmatranja ogranieenja Ax~b, nije tesko zakJ.juclti
slljedece:
(i) Svaki xEEF(P') nF je ujedno efikasan i u (P)
(ii) Neefikasna tocka u (P') nije nuzno i neefikasna u (P).
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Te tvrdnje stroze su fonnullrane 1 dokazane u sl1Jede~oJlern1:
Lema 3.2.1.
(a) Ako je za nekl ueK Avu~O. tad a je FnM(vU)!;EF(P)c.
(b) Pre.tpostavimo xO¢EF(P'). xOeEF(P) 1 neka je I(xO)={1eK: xOeM(vl)}.
Tada xO+vl¢F ¥ 1 eI(xO).
Dokaz:
(a) Neka je xeFnM(vU). Tada x+vueDUe 1 A(x+vU)=Ax+Avu~Ax~b
tj. x+vueF.
(b) Neka je xOeEF(P). Zbog e(xO+vi)~exO slljed1 da xO+vl¢F ¥ 1 eI(xO).
3.3. Algorltarn (G. R. Bltran [1])
Osnovna Ideja za postizanje skupa EF(P) je da se taj skup odred1 kao
un1ja toeaka efikasnlh u (P') 1 u (P) (kao EF(P') nF) 1 onlh tocaka koje
su neeflkasne u (P') all su efikasne u (P).
Algorltarn se lz1azepo koraclrna uz odgovarajuce kornentare:
Neka je P={I~l ~r: Avi ~O} 1 P={1.2 •...• r}-P.
1. korak
Konstrulra se podskup V={VI};:{ od V potreban za odredlvanje skupa
EF(P')c= Ul=l'M(VI)= UItKM(Vi).
2. korak
Odredl se skup EF(P')c.
3. korak
Odredl se skup toeaka efikasnlh u (P') 1 u (P)
EF(P') n F= (DUe - EF(P')C) n F
Preostalo je da se Identificlraju one toeke neefikasne u (P') koje su
efikasne u (P). '
4. korak
(a) Odredl se skup '1'= UltI1M(Vl).Prerna lernl 3.2.1.(a) toeke 1z ovog
skupa prlpadaju skupu EF(P)c.
(b) Odredl se skup Al=M(vi)+ {yi}. leP. U ovom skupu nalaze se one
toeke 1zDue koje domintraju toeke lz M(VI)u smjeru Vi.Pr:eostale
tocke iz EF(P) su u nekima Ai>leE
(c) Odredi se skup QI=M(Vi)_'I'. leP. Ovime se lz skupa M(VI) (ieI2.
tj. Avi>O) Iskljueuju toeke iz 'I' (tj. one koje su dominirane u ne-
korn drugorn srnjeru v-, AvU~O).
(d) Odredl se skup Ai=QI- {xeQI : 3yeEF(P') nF. ey~ex}. IeP. Time
se iz skupa Qilskljueuju one toeke koje su dorninirane s nekom od
toeaka efikasnih u (P) dobivenih u 3. koraku.
(e) Odredi se skup TJi=AlnF. ieP.
(f) Odredi se skup 1l;={xeTJi:ByeAlnF 1 ey~ex}
I skup O{=TJI- 01 Ie P,
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U 61 nalaze se toeke koje ntsu dominirane u smjeru Vi, a u 61e su
tocke koje su dominirane u smjeru Vi.
(g) Odredi se skup 11>=U1£1261 - U1£126Ie. Time su odredene one toeke ko-
je su neefikasne u EF(P') a efikasne u (P).
5. korak
EF(P) = (EF(P') n F)
Toekama efikasnim u (P') i (P) dodaju se tocke iz II>i time je komple-
tiran skup EF(P).
Primjer 3.3.1. Rljesit! problem
or! cemuje C~)[:a~~~Xl::~:X€R''"' + x,+x,";2, x,~O, 1, j~ 1,2, 3}
2 -1 1
Za ovaj primjer dobije se
V={ (111), (110), (11-1), (101), (100), (10 -1), (1-10), (1-1-1), (0 II)}
1. korak
VS pokriva vektore Vi, v2, vl, v', v'. v7 i v8 s Jo={2, 3}. Zbog toga je skup
{VS, V9} dovoljan za konstrukciju skupa EF(P')e.
Takoder dobije se P=0, P= {5, 9}.
2. korak
EF(P')c=M(vS)UM(v9)={(011), (010), (001), (000), (100)}
3. kora:k
4. korak
EF(p')nF=(DUC-EF(P')C) nF={(111), (110), (101)}nF=
={(110), (10 I}
(a) '1'=0
(b) As={(III), (110), (101), (100)}
A9={(0 11), (Ill)}
(c) Qs={(OII), (010), (001), (OOO)}






69= {(I OO)} 69c=0
(g) 1I>={(100)}
5. korak
EF(P) = (EF(P') n F) U11>={(11 0), (101), (100)}
Kako skup DUC za zadani problem sadrzl svega 8 elemenata, lako se pro-
vjeri da je stvarno dobiven skup efikasnih rjesenja za zadani problem.
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4. DRUGI ALGORITAM
4.1. Definicije i teoretski rezultati
U izlaganju ovog algoritma uz prethodno definirane pojmove koriste se
jOs neki.
Definicija 4.1.1. Za dva skupa X, Y<;;;;;Rni matricu e, s Y»X oznacava se
skup tocaka iz X koje nisu dominirane nl s jednom toe-
kom YEY s obzirom na e (Y»X= {X/XEX I ~y€Y,
e(y-x)~O}).
Uz preslikavanje M(v) uvodi se novo preslikavanje N : V~DUe dano sllje-
decem tabelom (u tabeli je uz preslikavanje N(v) dano i preslikavanje
M(v) zbog uocavanja medusobne veze):
v x eMt v) x eNrv)
Vj Xj xJ




Primjer 4.1.1. Neka je V= (01 -1 0). Dobije se
N(v)={(0100), (0101), (1100), (1101)}
Preslikavanjem M(v) odreden je podskup tocaka iz DUe koje su domini-
rane u smjeru v, a N(v) je podskup tocaka iz DUe koje dominiraju tocke
iz M(v).
Veza lzmedu skupova M(v) i N(v) moze se formul1rati u obUku poucka
Poucak 4.1.1. Za svaki VEV vrijedi N(v)={v}+M(v)
Na slijedecem primjeru to se Iako vidi:
Primjer 4.1.2. V= (01 -1 0)
M(v)={(0010), (0011), (1010), n o i nj
N(v)={(0100), (0101), (1100), (1101)}
U prethodnoj toekl skup M(v) posluzlo je za formiranje skupa neefikasnih
rjesenja problema (P') zbog EF(P')c= UiEKM(VI).Nazalost, lako je N(v)
skup tocaka iz DUe koje dominiraju toeke iz M(v), ne vrijedi ni EF(P') =
= UiEKN(Vi)ni EF(P')~ UvKN(Vi), odnosno, moze postojati tocka xEEF(P')
takva da vrijedi X¢N(Vi) ¥ iEK.
Slijedeci primjer ilustrira takvu situaciju:
Prlmjer 4.1.3. (G. R. Bitran [2], primjer 2.1.) Dan je problem
(P') max {[-~ _~]x : XEDue}.
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U skladu s definicijama je
V={(ll)}, M(v)={(O O)}, N(v)={(ll)}.
Lako se vidi da je skup efikasnih toeaka za zadani problem
EF(P')={(10), (11), (0 I)}
a one sve nisu sadrzane u N(v).
Iako u ovom slucaju vrijedi EF(P') ~N(v), to ne mora vrijediti opeenito.
Primjer za to je slijedect:
Prtm+er 414. Neka .ie C= [ ~ 0]. Tll.da je V= {Vl= (10), vll= (01), y3= (II)}.
Nad1:l.'~~ j l :r-'~'1) = ( :l 0, (11, , N(V2)= {(O 1), (II)}, N(V3)={ (11)}.
Neka Je z= (11) 1 Y= (Lu), oetto je da vrijedi z=y+v2, odnosno z doml-
1. trr -e- .: s•••.: -.r- ,1 oa y ~:;:::""I·:-~.
U .en,' ·J.I.:.' pJk.1:LnO J~ La =:-_ . ': tf2€V takve da VI pokrlva vll, vrijedi
M(V2)CM(VI). Ova tvrdnja moze se pojacatl:
Poueak 4.1.2. Neka su VI,=V2,v', V2€V 1 neka je Jo={j€J: v/=O}.
'I'ada je v/,=v/ za j¢Jo onda i samo onda
ako je M(V2)CM(VI) (ili N (V-Z)CN(VI».
Dokt.;"· Nu mo _~ le l ( k .2 ma . l 1. n i 3.1.2.
L)V' .l'. ••..~t: :::,"eh:>o~tl\vise da za j (Po vrijedi v/-~v/. Po definlciji presli-
lu 1dol[a A: ~~lje L : II v') r M.v )=12 a.:·o je Vj2,=0, a u slueaju v/=O postoji
x€M(v-, tbo••..",/ da jt Xj'" Yj V- vEl\. (v'). U oba slueaja dolazl se u kontra-
di:kciju s pretpostavkom M(V2)CM(V'). Za dokazivanje tvrtinje N(V2)CN(Vl)
uz dokaz poueka 4.1.2. koristi se poucak 4.1.1. 1 definlcija skupa M(V).
Direktna posljedica poueka 4.1.2. je ta da je skup pokrlvajuclh elemenata
od V dovoljan za generiranje skupova UitKM(Vi) i U;tKN(vi) zbog
U1={M(vi)= UitKM(Vi) i Ui=lrN(Vi)= UitKN(Vi).
Vazno je spomenuti da skup V pokrivajucih elemenata skupa V nije naj-
manji podskup skupa V koji Ima ta svojstva (vidjeti u radu G. R Bitran [2]
primjer 2.11). No, nije pronadena karakterlzacija za takav podskup u
opcem slucaju.
Poueak 4.1.3. Neka su v', V2EV. Tada je N(VI) nM(v2) =0 onda i samo
onda ako je v/· vj2>0 za neki j EJ.
Dokaz: Nuznost: pretpostavimo da je v/· Vj2~0 ¥ j€J. Tada se mose kon-
struirati x,=O, X€N(VI) nM(v2) na slijedecl naeln
1
1 ako vrijedi v/= 1 ill vj2=-1
xj= 0 ako vriledi{v/=-l ili v/= 1
v1= 0 i v.2= 0.J J
U pretpostavljenom slueaju je dakle xEN(VI) nM(v2).
Dovoljnost: pretpostavlmo xEN(Vl) nM(v2). To znael da je x-vl€DUC i
x+v~EDUC, odnosno da je xj=O za v/=O ili -1 1 vj2=0 III 1 1
xj=l za vjl=l ili 0 i v/=O ili -1.
U oba slueaja vrijedi V/>Vj2~0 V- j€J.
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Korolar 4.1.1. Za svaki veV vrljedi N(v) n M(v) =0.
Korolar 4.1.2. Neka su Vi' v2eV 1 neka je Jo={jeJ : v/=O}. Ako je v/'=v/
za jeJo, tada je N(vi) nM(v2) =0 i N(v%)nM(vi) =0.
Poueak 4.1.4. Neka su vi, v2eV.Tada M(Vi)nM(v2) =0 (m N(Vi)nN(yII)=0)
onda 1 samo onda ako je v/· v/>'<Oza neki jeJ.
Dokaz. Nuznost: neka je v/· Vj2~0za sve j eJ 1 neka je x konstrulran na
sltjedeei naeln
{
I ako su obje komponente v/ i v/=-l 1111
xj= 0 ako nije ni jedan od gornja dva slueaja
oetto je x-t-v' 1 x+v%eDUC m ¢DUC pa je zbog toga xeM(vi) nM(vZ)
(xe N'(v') nN(v2». Zbog toga, da bi vrijedllo M(Vi)nM(v2) =0 (N(Vi)n
nN(v2)=0), mora biti za najmanje jedan jeJ v/·v/<O.
Dovoljnost: pretpostavimo xeM(vi) nM(v2). To znaet da je x+vieDUC 1
x+v2eDUC, odnosno da je
{
o za v/= 0 ill 1 i v/= 0 ill 1
xj= 1 za v/=-l 1110 i v/=-l ill 0
pa je u svakom stueaju v/· v/~O.
Pretpostavimo da je xeN(vi) n N(V2). Otuda je x - v1eDUC i x - v2eDUC,
odnosno
{
o za v/=o 111-1 i vj2=0 111-1
xj= 1 za v/=l ill 0 i vj2=1 111 0,
pa je v/· v/~O.
Zbog razumijevanja algoritma korisno je dosadasnje teoretske rezultate
povezati s nekim pojmovima iz teorije grafova. Ako se elementi skupova
UIEKM(Vi) UitKN(Vi) promatraju kao evorovi grafa kojl se mogu pridru-
ziti vrhovima hlperkocke odredene skupom DUC, ti grafovi ne moraju
biti povezani, tj. evorovl ne moraju prlpadatl susjednlm vrhovima u DUC
U slljedecem primjeru konstrulrana je takva situaclja:
Primjer 4.1.5. (G. R. Bitran [2], primjer 2.9.) Matrlca krlterlja C zadana
je redovlma ci= (1111), c2= (1-210), c3= (-12 01), c4=
=(-12-10) 1 c5=(1-20-1). Za tu matrlcu je V={(vi=
'=(111-1), vZ=(10-11)}. M(vi)={(OOOl)}, M(v2)=
={(0010), (OlIO)}, N(vi)={(1110)}, N(vZ)={(1001),
(110 I)} 1 vidi se da ni M(Vi)UM(V2)ni N(Vi)UN(~) nisu
povezan1. Zbog UIEKM(VI)=EF(P')C, moze se zakljucit! da nl
skup neeflkasnih rjesenja problema (P') nije nuzno povezan.
Korisno je postignute teoretske rezultate formul1ratil u slijedecem obl1ku:
- ako je yeN(vi) nM(v2), tada postojl zeN(vZ) takav da je z=y+~, tj.
z domlnira y u smjeru v2
- ako je N(Vi)nM(v2)=0, moze postojati zeN(v2) takav da z dominlra
yeN(vi) u smjeru v2 (t], cinjentca da vrijedl N(Vi)nM(v2)=0 ne mora
znaeltl i to da yeN (Vi) nlje dominiran u smjeru V2).Takva sltuacija
konstruirana je u radu G.R. BUran [2] u primjeru 2.1.
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4.2. Algoritam (G.R. Bitran [2])
Ideja algoritma za postlzanje skupa EF(P) na temelju iznesenih teoret-
skill rezultata u toeki 4.1. moze se prikazati pomocu pojmova iz teorije
grafova. Vrhovi [edinlcne hiperkocke mogu se promatrati kao cvorovl
orijentiranog grafa u kojem su lukovi elementi od V, pri eemu su cvorovi
x' i X2povezani lukom v€V s poeetnlm cvorom x' i zavrsnlm cvorom X2
ako je X2=XI+V iU, drugim rtjeclma, kada jex2€N(v) i xl€M(v). U tom
slucaju kaze se da je X2sljedbenik od x'. Taj graf oznael se s G(DUC, V).
Neka su svojstva tog grara znacaina za razumijevanje algoritma:
(a) zbog toga jer ne mora svaki element iz DUe biti u nekom N(v), slijedi
da neki vrhovi od G(DUC, V) mogu biti izolirani cvorovl:
(b) u svakom putu zavrsnl cvor je efikasan u (P'), dok su svi prethodnici
elementi skupa Ui~IM(Vi);
(C)I U grafu G(DUC, V) nema ciklusa. To svojstvo grafa je posljedlca ci-
njenice da je suma elemenata bilo kojeg podskupa skupa V razllei-
ta od O.
Algoritam se iznosi postepeno UZ odgovarajuce komentare koji bi trebali




Odrediti skup vrhova [edinlcne hiperkocke koji su bilo izolirani cvorovt,
bilo zavrsni cvorovt u G (DUe, V). Taj skup oznacl se s D, a moze se
odrediti na osnovu slijedeceg svojstva njegovih elemenata: xED onda i




Formira se skup ED= (D n F) J>(D n F). U ovom koraku dobiju se lzo-
lirani i zavrsni cvorovt grata G(DUC, V) koji mogu biti efikasne toeke
za (P) ukoliko ne postoji efikasna toeka izvan tog skupa koja bi ih
dominirala. Takva toeka mogla bi biti sarno neka od prethodnika ne-
kog od zavrsnlh evorova koji nije moguc (nije iz DnF).
Dakle, treba ispitati prethodnike zavrsnlh evorova koji nisu mogucl.
2. korak
Formira se skup E3=EDJ>(D~F).
Iz skupa D~F uklanjaju se oni zavrsnt cvorovt koji su dominirani
nekim elementom iz ED. Ako je E3=0. EF(P) =ED 1 algoritam staje.
Ako je E3~0. ide se na korak 3.
3. korak
Formiraju se skupovl EI=E3J>ED i E2=ED~EI.
Toeke iz EI su sigurno i iz EF(P) jer nlsu dominirane ni s tockama
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iz D n F ni s onima 1z D",F, pa 1h ne mogu dominiratl ni prethodnicl
cvorova lz D",F.
4. korak
Odrede se svi prethodnici evorova x€E3. S E4 oznaet se podskup pret-
hodnika koji su u F, a s Es se oznact podskup onih koji nisu moguet.
U E4 jOs je moguce nacl tocke iz EF(P). One se identificiraju provje-
rom dominacije s elementima skupova EI i E2, s tim da se pri tom
reducira mogucl skup ispitivanjem dominacije pomocu toeaka koje
su slgurno 1z EF(P) Ill su dominirane s EF(P).
5. korak
Odredi se skup E6=EIJ>E4.
6. korak
Odredi se skup E2=E6J>E2.
7. korak
Odredi se skup Es=E2J>E6.
8. korak
Odredl se skup E6=E6J>E6 i stavi se E2=E2 UEs.
Tocke iz E2 su efikasne u (P) ako medu prethodnicima evorova iz Es
nema onih koji dominiraju toeke 1z E2. Zbog toga se u lducim kora-
clma ispituju tocke iz skupa Es.
9. korak
Odredi se skup Es= EIJ>Es. U ovom koraku 1z skupa Es 1zbace se sve
one toeke koje su dominirane s nekim x€EI (EI<.,;;;EF(P».
10. korak
Odredi se skup Es=E2J>ES. Stavi se E3=Es. Izbace se sve toeke domi-
nirane s E2 (u E2 su tocke iz EF(P) i mozda 1z EF(P)C).
Ako je E3=0, postupak je gotov i EF(P) =EI U E2•
Ako je E3¢0, ide se na korak 4.
Kada se postupak zaustavi, svi cvorovl grata G(DUC, V) su ispLtani - bUo
implicite bilo eksplicite. Konacnl skup EF(P) =EI UE2 je skup toeaka 1z F
koje nisu dominirane ni s jednim mogucim evorom 1z G(DUC, V).
Primjer 4.2.1. Pomocu prikazanog algoritma treba rijesitl zadatak 1z pri-
mjera 3.3.1. Medurezultati potrebni u ovom postupku, a koji
su odredeni u primjeru 3.3.1, ne racunaju se 1znova.
Prvi dio
V = {VI = (1 00), v2= (0 II)}
Ovaj skup odreden je u primjeru 3.3.1.
Drugl dio





DnF={(lI 0), (10 I)}
ED={(II 0), (10 I)}
E3={(III)}
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3. korak El={(ll 0), (10 1)}, E2=0
4. korak E4= {(O 11), (100)}, E5=0
5. korak E6= {(1 OO)}
6. korak E2=0
7. korak E6= {(1 0 O)}
8. korak E6= {(l OO)}, E2=Ee
9. korak E5=0, E3=Es=0
EF(P) =El UE2= {(1 0 0), (10 1), (100)}.
5. NEKI PROBLEMI PRIMJENE VIsEKRITERIJALNOG
0-1 PROGRAMIRANJA
Brojnost do sada razvijenih modela jednokriterijalnog 0-1 i cjelobrojnog
linearnog programlranja, u cilju rjesavanja odgovarajuelh realnlh pro-
blema '(vi~e takvih modela prtkazano je u radu T. Hunjak [4]), te etnje-
nica da je mnogo realnlje tretlrati te problemekao probleme vlsekrttert-
jalnog odlucivanja, ukazuju na vaznost I isplativost ulaganja napora za
pronalazenje efikasnih algoritama za vlsekrttertjalno programiranje.
Racunarska iskustva aut ora tih algorttama pokazuju da je dobra strate-
gija u povecanju njihove efikasnosti specijalizacija opclh algoritama na
temelju svojstava realnih problema. Naime, pokazalo sell da vremena za
postlzanje slmpa EF(P) znaeajno ovise 0 broju e.fikasnih rjesenla, odnosu
broja negativnih i nenegativnih elemenata u matrici C, te odnosu vektora
b i vektora-sume redova matrice A. Autor ovoga rada naelnlo je program
za algoritam prikazan u ,tocki 4, specijalno za sluca] kada matrica C ne
sadrzi negativne clemente." Taj sluea] odgovara problemu vlsekrltertjalne
selekcije projekata (vidjetl rad T. Hunjak [5]). Jo~ nisu u potpunostl is-
pitane mogucnosti tog programa, posebno kako rjesava probleme vecih
dimenztja."
1) Vidjeti u radu G.R. Bitran [1] tabelu 1 na str. 130 i tabelu 2 na str. 131, te u
radu [2] tabele 4.1, 4.2, 4.3, 4.4.
2) Ta varijanta algoritma opisana [e u radu G.R. Bitran [2].
3) Algoritmi prikazani u tockama 3 i 4 testirani su na problemima s manje od
20 varijabli.
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SUMMARY
Two algorithms and related theoretical results are presented for linear
multiple objective programs with zero-one variables.
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