








Characterization  of  riverbed  sediments  is  important  for  understanding  groundwater  (GW)  and 9 
surface water (SW) interactions, and their consequent implications for ecological and environmental 10 
health.  There  have  been  numerous  studies  using  geoelectrical methods  for GW‐SW  interaction 11 
studies; however, most applications have not  focused on obtaining quantitative  information. For 12 
instance, although numerous  laboratory  studies highlight  the  relationship between geoelectrical 13 
properties and  relevant parameters  (e.g. specific surface area, hydraulic conductivity, and cation 14 
exchange  capacity),  such  relationships  are  not  commonly  applied  to  field‐scale  studies. 15 
Furthermore,  in  addition  to  the  spatial  resolution  obstacles  typically  present  when  applying 16 
petrophysical models to  field data, geoelectrical data  from aquatic environments have additional 17 
complications arising  from  the presence of a conductive water column overlying a  resistive bed. 18 
Inadequate  consideration  of  these  complications may  further  preclude  the  reliable  use  of  such 19 
petrophysical  models.  In  this  work,  laboratory  measurements,  synthetic  modeling,  and  field 20 
measurements were conducted in a third‐order river where the riverbed comprises alluvial gravel 21 




stage  can have  varying  influence on  inverted geoelectrical  images. Reliable geoelectrical  images 26 
require  a  priori  definition  of  river  stage  and  conductivity,  however  inversion  constraints  using 27 
incorrect a priori values result in misleading artifacts. The conductivity image obtained from the field 28 
data  in  this work appeared  to  reflect  the geoelectrical structure anticipated  from  the  laboratory 29 
data; however, the phase angle image did not. Application of the petrophysical model to field data 30 
resulted  in  a model  of  the  riverbed  comprising  three‐layers,  however,  given  the  prevalence  of 31 
artifacts in aquatic applications caution is required when making interpretations. Although this study 32 











potential  for  their  biogeochemical  transformation.  For  instance,  sediments with  a  large  specific 44 
surface area and high CEC values have a higher potential for attenuation of nutrients and pollutants 45 
(Harvey  and  Fuller,  1998).  Furthermore,  the  significance  of  such  riverbed  parameters  has  been 46 
recognized for several decades (e.g. Bencala et al., 1984; Triska et al., 1993; Lansdown et al., 2015). 47 
In  the  past  15  years,  there  has  been  numerous  electrical  resistivity  imaging  (ERI)  and  induced 48 
polarization  (IP) applications  to  target properties  relevant  to GW‐SW  interactions  (see  review by 49 









Slater,  2007;  Leroy,  2009;  Revil,  2012). Despite  these  concurrent  applications,  there  have  been 59 
limited studies where laboratory‐derived petrophysical relationships are used to interpret field data 60 
in GW‐SW interaction studies (e.g. Slater et al., 2010). 61 
















knowledge  to  inversions  to  improve  the  reliability of  the  results. Although  the  inclusion of  such 78 
knowledge  has  been  investigated  for  ERI  using  synthetic  studies,  similar  studies  have  not  been 79 
conducted for IP, and the rationale behind, or details of, inversion decisions are often not discussed 80 
in aquatic ERI and IP applications. 81 





riverbed  and  the  riverbank;  (2)  the  influence  of  constraining  river  properties  on  the  inversion 87 






















2015;  Heppell  et  al.,  2014).  These  studies  have  revealed  evidence  of  heterogeneity  in  redox 110 
processes controlling nitrate delivery from regional GW and demonstrated a need for measurement 111 
techniques to identify variation in the texture of riverbeds. The work presented here focused on an 112 
area  just  below  site  C  (Fig.  1), which was  shown  to  be  a  zone  of  regional GW  up‐welling,  and 113 
therefore a zone of legacy nitrate loading to the river (Binley et al., 2013). 114 
2.2. Laboratory measurements 115 
Seven 0.8 to 1.0 m core samples were extracted  from the study site using a Cobra TT drill  (Atlas 116 
Copco, Stockholm, Sweden), see Fig. 1. The transition of the alluvial gravels (ALV) and underlying red 117 
sands  (RS)  was  abrupt  which  allowed  for  sub‐sampling  in  the  field.  Samples  were  cut  into 118 
approximately 10 cm sections and double bagged before storage in a refrigerator; in total forty‐five 119 
samples  were  obtained.  Samples  were  compressed  during  drilling  but  by  assuming  a  linear 120 











before  analysis.  To  ensure  samples were  representative  the  quartering method was  used  (see 132 
Schumacher et al., 1990), also three replicates of an ALV sample and an RS sample were measured 133 







times using deionized water and  saturated with 0.05 M  sodium chloride  solution  for at  least 12 141 
hours. The sodium chloride concentration was selected to ensure that the electrical conductivity (48 142 
mS/m) was consistent with observed pore fluid conductivity at the site (see Dudley‐Southern and 143 
Binley, 2015).  Samples were  loaded  into  the holder  and  the  current was  injected between  two 144 







the  SIP  measurements  at  2  Hz  (i.e.  the  measurement  frequency  used  in  the  field),  and  the 152 

















𝑆 𝑥, 𝑧  
 ,
,        (1) 170 
where ρ(x, z) is the resistivity at a given location (x, z), and ρa is the apparent resistivity. Furthermore, 171 
















for  a  dipole‐dipole  array  with  297  measurements;  resistance  values  and  phase  angles  were 188 
corrupted with 1% and 0.1 mrad Gaussian noise, respectively. Data were then  inverted using cR2 189 
allowing for: (1) regularization across the river‐riverbed interface, (2) separate regularization in the 190 
river and  riverbed, and  (3) constraint of  river elements,  to  the known geoelectrical values, with 191 
separate  regularization  in  the  river and  riverbed. Additionally,  to assess  the  impact of data with 192 
poorer quality, the synthetic data was also corrupted with higher noise  levels, 2.5%, and 1 mrad, 193 
respectively, and inverted with the same regularization scenarios as above. 194 
As well  as  errors  in  geoelectrical  data, measurements  of  river  conductivity  and  stage may  be 195 
incorrect. Although not necessarily relevant  for  this  field site, given  that stage can be accurately 196 
measured, larger‐scale surveys may use acoustic sensors for bathymetric determination and may be 197 










noise,  respectively. Five  scenarios were  then  tested and  in each  case,  the  river properties were 208 
constrained:  (1)  correct  river  depth  and  a  correct  river  conductivity;  (2)  an  incorrect  river 209 
conductivity of 45 mS/m (i.e. 10% lower than the true value) with correct river depth; (3) an incorrect 210 
river conductivity of 55 mS/m (i.e. 10% higher than the true value) with the correct river depth; (4) 211 
an  incorrect  river  depth  of  0.54 m  (i.e.  10%  lower  than  the  true  value) with  the  correct  river 212 
conductivity; (5) an  incorrect river depth of 0.66 m (i.e. 10% higher than the true value) with the 213 









in  an  aquatic environment with  a  gravel bed. Each electrode was wired using  copper wire,  run 223 
parallel along the rubber belting, and connected to the GeoTOM instrument. Although they were 224 









reciprocal measurements.  Transfer  resistance measurements  with  >  10%  error were  removed, 234 






For phase errors  it  is common to  find a parabolic relationship  (e.g. Mwakanyemale et al., 2012), 241 
however,  in  this  case, no  correlation was observed,  instead, a phase error of 0.6 mrad  (i.e.  the 242 
average absolute error) was assigned for weighting in the inversion. 243 
Before the inversion, forward modeling errors (due to mesh discretization) were determined (e.g. 244 
LaBrecque et al., 1996) and added  to error weights  for both  resistance and phase  components. 245 
























1000 Hz) and  indistinguishable at  lower  frequencies  (0.05  to 0.1 Hz). Given  the generally higher 270 
conductivity and phase angle of RS samples, compared to ALV samples, the RS samples typically had 271 
a higher polarization. 272 









to compare with published  results,  the porosity of each sample was estimated assuming a grain 282 
density of 2.65 g/cm3, and  from measurements of  sample mass and core volume. Furthermore, 283 
although not measured, the specific surface area of < 22.4 mm ALV samples can be estimated by 284 








correction  factor proposed by Weller et al.  (2011) can be used such  that σ” = 0.01  𝜎 𝜎⁄  Spor 293 






The  results of  the  sensitivity of measurements  to different  river  stages are  shown  in Fig. 6.  It  is 300 
evident that the water column suppresses the observed response; this is especially true of the phase 301 




















algorithm was valid. However, as with the case presented  in Fig. 6,  it should be noted that these 322 
results are for a river with a conductivity of 50 mS/m, for  instance when the river conductivity  is 323 
lower the influence of banks may be more prevalent. 324 
The effect of constraining  river properties  is presented  in Fig. 8;  the  three‐layer models used  to 325 
generate data are shown in Fig. 8a and 8b. It is evident that allowing regularization across the river‐326 
riverbed  interface gives a poorly resolved conductivity model  (Fig. 8c) where  the upper riverbed 327 







reveals  a  contrast  in  the  two  riverbed  layers with  a  reasonable  demarcation  of  the  two  units, 335 
particularly  for  the  conductivity  image  (Fig.  8g). However,  if  data  have  higher  noise  levels,  the 336 
contrast  in  the  two units  is weakened and demarcation of  the  lower unit  is  less obvious  in  the 337 
conductivity (Fig. 8i) and phase angle (Fig. 8j) images, this highlights the importance of good quality 338 
data. 339 
The  effects  of  incorrect  constraining  of  river  properties  are  presented  in  Fig.  9.  Results  of  the 340 
constrained inversion using the correct river values are shown in Fig. 9a and 9b, where the two‐layer 341 
structure  is well resolved. Constraining the river conductivity to a value that  is too  low forces the 342 
inversion to compensate by resolving the riverbed as more conductive (Fig. 9c) and less polarizable 343 
(Fig. 9d) than it ought to be. In this case, the inverted phase angle is lower than in Fig. 9b because 344 
the synthetic data are  less sensitive to  the riverbed  (i.e.  they contain  less  information about  the 345 













phase  angle  of  11  mrad.  The  most  obvious  boundary  in  the  inverted  real  conductivity  is  at 359 
approximately 1 m below the river‐riverbed interface. This boundary separates an upper region with 360 
average real conductivity values of 20‐40 mS/m and a lower region with average real conductivity 361 
values of 4‐10 mS/m. Additionally, although more subtle,  there  is a distinction between a  lower 362 
conductivity  zone  immediately  beneath  the  river  and  the  underlying  20‐40  mS/m  region.  In 363 























resistivity changes  in  sequential data  sets could not  realistically be explained by hydrological or 387 
biogeochemical processes. Although not  investigated here,  similar artifacts are also  likely  to be 388 
generated in cases where surface waters are poorly mixed, e.g. cases where stratification is present 389 
or in time‐lapse ERI/IP experiments where saline tracers have not fully mixed with the river water. 390 
Moreover, whilst  it  is possible to dampen the presence of these artifacts by  increasing the error 391 
weighting in the inversion, the fictitious stratigraphy effect would merely be subdued and it could 392 

















For  instance, although objective tests of electrode material have been conducted  in sub‐aerial IP 410 
investigations (e.g. Dahlin et al., 2002; Zarif et al., 2018), similar work has not been conducted for 411 
aquatic systems. Nonetheless,  it  is  important  to note  that  in  their characterization of a riverbed 412 
using  IP, Benoit et  al.  (2019)  achieved high‐quality data using  a  floating  array of  stainless‐steel 413 
electrodes. Another reason for poor quality IP data could be the presence of non‐shielded cables 414 
that were run in proximity to one another along the array and through the river; potentially this led 415 
to  significant  coupling  and  poor‐quality  phase  angle measurements.  Future  applications  should 416 
attempt to explore the effects of electrode materials, measurement geometry (Martin et al., 2020), 417 





given  the  sensitivity  of measurements  to  the water  column.  This  is  especially  true  for  studies 423 





One of the aims of this work was to apply  laboratory‐derived petrophysical relationships to  field 429 
data.  The  laboratory  measurements  indicated  the  potential  of  IP  to  characterize  important 430 
properties of riverbed sediments relevant to GW‐SW interactions. Despite the similar specific surface 431 
area  values  of  RS  and  <  4 mm ALV  samples,  they were  strongly  correlated with  the  imaginary 432 























important to consider this before  inversion as constraining  inversions with  incorrect water 456 
column  data  could  produce  information  about  underlying  lithology  even  if  there  is 457 
insignificant  sensitivity  to  the  bed.  Post‐inversion  depth  of  investigation  analysis  (e.g. 458 
Oldenburg and Li, 1999) could be used to aid in the validation of results from deep water or 459 
high conductivity environments. 460 









encountered  for  high‐frequency measurements  (see Martin  et  al.,  2020).  It  is,  however, 470 






to  obscuration  of  the  true  geoelectrical  structure.  In  areas with  significant  variability  in 477 
bathymetry,  inversions  should  perhaps  be  conducted  using  3D  algorithms.  However, 478 
practically speaking this significantly reduces the efficiency of geoelectrical measurements 479 
over  traditional  intrusive  sampling given  that detailed bathymetric  surveys may be  time‐480 
consuming.  481 
- Ideally, in terms of usefulness to GW‐SW interaction studies, geoelectrical methods would be 482 
used  to  characterize  larger  areas  to  estimate  bed  properties  at  scales  relevant  to  the 483 
catchment. However, given the complications of characterization for a relatively simple case 484 
presented  here,  e.g.  a  river  with  a  homogenous  conductivity  and  a  stage  that  can  be 485 
measured directly,  applications  at  larger  scales using  towed or  floating  arrays  should be 486 









Allen, D.  J., Bloomfield,  J. P., Robinson, V. K., 1997. The physical properties of major aquifers  in 496 
England and Wales, British Geological Survey Technical Report. WD/97/34:312, Natural Environment 497 
Research Council and Environment Agency. 498 
Bencala, K.E., Kennedy, V.C., Zellweger, G.W.,  Jackman, A.P., Avanzino, R.J., 1984.  Interactions of 499 
solutes and streambed sediment: 1. An experimental analysis of cation and anion  transport  in a 500 
mountain stream. Water Resources Research. 20, 1797–1803.  501 
Benoit, S., Ghysels, G., Gommers, K., Hermans, T., Nguyen, F., Huysmans, M., 2019. Characterization 502 
of  spatially  variable  riverbed  hydraulic  conductivity  using  electrical  resistivity  tomography  and 503 
induced polarization. Hydrogeological Journal. 27, 395–407.  504 





















profiling  to delineate  submarine groundwater discharge  ‐ examples and  limitations. The Leading 526 
Edge 25. (6), 724–729. 527 
Dudley‐Southern, M., Binley, A., 2015. Temporal responses of groundwater‐surface water exchange 528 
to  successive  storm  events.  Water  Resources  Research  51,  1112–1126. 529 
https://doi.org/10.1002/2014WR016623  530 
Flores Orozco, A., Gallistl, J., Bücker, M., Williams, K.H., 2018b. Decay curve analysis for data error 531 
quantification in time-domain induced polarization imaging. Geophysics 83 (2), E75–E86 532 




Application  of  Geophysics  to  Engineering  and  Environmental  Problems  2009.  Presented  at  the 537 
Symposium on  the Application of Geophysics  to Engineering and Environmental Problems 2009, 538 
Environment and Engineering Geophysical Society, 815–823. https://doi.org/10.4133/1.3176773   539 
Geuzaine, C., Remacle, J. F., 2009. Gmsh: a three‐dimensional finite element mesh generator with 540 















flow  in  a  riffle‐step‐pool  sequence.  Hydrological  Processes  23  (15),  2138–2149. 556 
https://doi.org/10.1002/hyp.    557 
Kelly, B.F.J., Allen, D., Ye, K., Dahlin, T., 2009. Continuous electrical  imaging  for mapping aquifer 558 
recharge  along  reaches  of  the  Namoi  River  in  Australia.  Near  Surface  Geophysics  7,  259–270. 559 
https://doi.org/10.3997/1873‐0604.2009024  560 













Martin, T., Thomas Günther, Adrian  Flores Orozco, Torleif Dahlin, Evaluation of  spectral  induced 574 








Tool  for  Identifying  Geologic  Heterogeneities  Which  Control  Seepage  at  Mirror  Lake,  NH,  in: 583 









Revil,  A.,  Karaoulis,  M.,  Johnson,  T.,  Kemna,  A.,  2012.  Review:  Some  low‐frequency  electrical 593 
methods for subsurface characterization and monitoring in hydrogeology. Hydrogeology Journal. 20, 594 
617–658.  595 
Schumacher,  B.A.,  Shines,  K.C.,  Burton,  J.V.,  Papp,  M.L.,  1990.  A  Comparison  of  Soil  Sample 596 
Homogenization Techniques 49. 597 






Snyder,  D.D.,  Wightman,  W.E.,  2002.  Application  of  continuous  resistivity  profiling  to  aquifer 604 




Ward,  A.S.,  Gooseff,  M.N.,  Singha,  K.,  2010.  Characterizing  hyporheic  transport  processes  — 609 









Limitations and considerations  for electrical  resistivity and  induced polarization  imaging of 
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C1.2  ALV (< 4 mm)  2.30  3.83  12.46  0.14  10.87 
C1.3  ALV (< 4 mm)  2.92  2.83  21.88  0.24  10.92 
C1.6  RS  3.09  2.78  20.48  0.24  11.47  
C2.1  ALV (< 4 mm)  2.24  1.84  13.89  0.13  9.36  
C2.2  ALV (< 4 mm)  4.95  4.10  18.86  0.18  9.33  
C2.4  RS  2.7  2.94  20.22  0.24  12.35 
C2.5  RS  3.45  3.28  19.59  0.23  11.55  
C2.6  RS  2.65  2.40  19.08  0.23  11.95  
C2.8  RS  2.62  2.46  20.01  0.16  8.02 
C4.1t  ALV (< 4 mm)  2.83  3.39  19.47  0.16  6.97  
C4.2t  ALV (< 4 mm)  3.64  4.37  20.59  0.27  13.11 
C4.2b  RS  3.76  3.21  ‐  ‐  ‐ 
C5.7  RS  2.73  2.67  18.79  0.15  7.90 
C6.1  ALV (< 4 mm)  1.64  1.55  19.47  0.1  5.27 
C6.3  ALV (< 4 mm)  3.08  3.26  20.96  0.27  12.86 
C6.7  RS  3.13  3.21  20  0.27  13.64 
C7.2  ALV (< 4 mm)  1.88  2.01  17.69  0.13  7.45 
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Figure 1: Location of study site within a 200 m meander of the River Leith. The inset shows 
the position of the field site in the north of England, the flow direction is from site A to site I.  
The circular symbols indicate the position of the riverbed and riparian piezometers used in 
the study of Binley et al. (2013), see this work for additional analysis of site characteristics. 
 
Figure 2: Cross‐sectional schematic of the sample holder used for SIP measurements. 
 
Figure 3: Grain size distribution of (a) RS samples and (b) ALV samples. 
 
Figure 4: Representative SIP spectra for RS (C2.5), < 4 mm ALV (C2.2)  and < 22.4 mm ALV 
(C2.2) for (a) real conductivity and (b) phase angle. 
 
Figure 5: (a) Linear relationship between specific surface area and imaginary conductivity, 
and (b) linear relationship between CEC and imaginary conductivity. 
Figure 6: Response of dipole‐dipole measurements to different river stages: (a) apparent 
conductivity, (b) phase angle, and (c) measurement sensitivity. 
 
Figure 7: Response of dipole‐dipole measurements to different river widths: (a) schematic 
showing the central region of 3D mesh and electrode array, (b) apparent conductivity, and 
(c) phase angle.  
Figure 8: Models for regularized, blocked, and constrained river element inversions. 
Synthetic models for real conductivity and phase are shown in (a) and (b). Inverse models for 
the lower noise case with regularization across the river‐riverbed interface are shown in (c) 
and (d). Inverse models for the lower noise case with no regularization across the river‐
riverbed interface are shown in (e) and (f). Inverse models for the lower noise case with no 
regularization across the river‐riverbed interface and constrained river element properties 
are shown in (g) and (h). Inverse models for the higher noise case with no regularization 
across the river‐riverbed interface and constrained river element properties are shown in (i) 
and (j). The dashed lines indicate the position of the 2nd and 3rd layer boundary and 
electrode positions are marked by white circles. 
 
Figure 9: Inversion results with the erroneous constraining of river properties. Inverted 
models for when the river conductivity and river depth are correctly constrained are shown 
in (a) and (b). Inverted models when the river is erroneously constrained to 10% 
underestimation in real conductivity are shown in (c) and (d). Inverted models when the in 
the river is erroneously constrained to a 10% overestimation in real conductivity are shown 
in (e) and (f). Inverted models with a 10% underestimation in river depth are shown in (g) 
and (h). Inverted models with a 10% overestimation in river depth are shown in (i) and (j). 
Figure 10: Inverted field data: (a) real conductivity and (b) phase angle. 
Figure 11: Petrophysical transformation of data in terms of specific surface area, using 
laboratory relationship present in Figure 5a. 











