In this paper we develop a new scale adaptive scheme of wavelet thresholding for noise removal. The method uses Chi-square Test Statistic (CTS) to discriminate between noise and signal among the wavelet coefficients. The scheme uses CTS as a ruler to measure the similarity between the statistical model and the true distribution of noise. The basic philosophy of the proposed method is similar to recursive hypothesis testing procedure. We demonstrate this method by denoising signals corrupted with additive zero-mean Gaussian noise.
INTRODUCTION
Four broad classes of wavelet transform based signal and image denoising methods are reported in the literature. CIoss 2: In this class of methods, a prior model is assumed for the observed data. Then one uses Bayesian principles to derive thresholds [5], [6] . The MDL principle was also utilized to derive a prior model for images (71. The drawback of this class of methods is that the prior model is generally not available in practice. It then becomes imperative to evaluate the performance of the method under departures from the assumed prior. This is generally done by experimentally comparing the performance of different estimators on several observations. Class 3: Here one uses nonparametric approach to address the difficulty in identifying a suitable prior. In this approach a pnrticular estimator is validated by theoretically analyzing its performance over a broad class of images and signals. Near ideal estimation performances over Besov classes of signals and images for simple thresholds on wavelet coefficients are reported in [3] . [4] . Despite their extremely powerful theoretical framework. these methods do not produce good results. The reason could be that the theoretical efficacy is established based on asymptotic analysis, while in practical situations one is forced to work with finite data. In Section 2, we state the basic mathematical relations utilized and elucidate the basic algorithm with a demonstration data set. Finally, in Section 3. we present and discuss the simulation results for both real-life and synthetic signals. The performance of the proposed algorithm is also compared with other scale adaptive algorithms [4],[81.
CHI-SQUARE TEST STATISTIC BASED WAVELET THRESHOLD
For the rest of this paper we shall deal only with Gaussian randomness. Let the sample variance for n random samples { q }~~~,
It can be shown that n follows chi-square (2') distribution with ( n -1) degrees of freedom [I I] . Our basic goal in this paper is to infer statistically, with some level of significance Q, whether the given data samples have a variance of (T' or not.
' distribution with ( n -1) degrees of freedom, we can exploit the critical values in xz distribution, x(n -1 ,~)
for the statistical inference we are aiming at. The expression for the critical value with U degrees of freedom and confidence level a , is given as [I 11 where J, ". k e -y d x = Q . ( I ) is the basic relation we are going to exploit in deriving the scale adaptive threshold.
The threshold in each scale is determined by recursive statistical hypothesis testing. We start by comparing the value of K with X ( U , Q ) in each iteration. If K > x ( u , a ) , then the wavelet coefficient with largest absolute value is removed from the dataset and the next iteration is initiated. We continue till K 5 ~( u ,
Q)
and the threshold level is set at the largest absolute wavelet coefficient of the current dataset. In essence. we have picked up the significant wavelet coefficients as components bearing signal energy and discarded the rest as noise, based on the yardstick of x ( u , n ) . Since the actual value of (T is unknown, its value is estimated by applying the Median Absolute Deviation (MAD) relation on the wavelet coefficients in the finest scale. For n random samples { x i } : : :
as described above, the value of (T can be estimated robustly by the MAD [I21 relation as Then the process of iterative hypothesis testing and sample removal was performed in descending order. In Fig. 1 we show the partial plots of n and ~( u , a) against the number of iterations for a = 0.25. We can clearly observe that initially the value of K is greater than x ( u , a) and then, with the iterations. its value falls below that of x(u,a). clearly demarcating the threshold level. In the framework of wavelet transform domain, this will he the typical situation in any particular scale where there are few significant wavelet coefficients bearing the signal energy and the majority bearing noise energy.
SIMULATION RESULTS AND DISCUSSION
Though we have tested our algorithm on a number of real-life and synthetic signals, here we only report the results for one real-life and one synthetic signal due to space limitation. We have used 4-tap optimal wavelets [IO] . For further details of the optimality criterion and, the comparative denoising performances of the wavelets belonging to the class of 4-tap wavelets, readers can refer to [IO] . We have used an aperiodic wavelet transform algorithm on interval 191 to eliminate the edge effects at both the ends of the signals.
In Fig. 2(a) . we show a real-life signal of biomedical origin containing 1024 data samples. In this case we have used wavelet transform up to 3 scales. In Fig. 2 (h) and in Fig. 2(c) , we show the denoised biomedical signal using CTS threshold with a = 0.75 and a = 0.995 respectively. Fig. 3(a) [3l, is depicted in Fig. 3(c) . Due to sparseness of the wavelet coefficients bearing signal components, as we observed in this case, the scale adaptive SURE algorithm reported in [4] degenerates into UST. Fig. 3(d) shows the shape of the scale function for the optimal wavelet used. Due to non-availability of noise-free biomedical signal, we cannot give any quantitative performance analysis. However, we can observe qualitatively that the height of the major peak is better preserved both in the cases of DA and CTS based tbresholding schemes compared to UST. It is also observed that In Fig. 4(a) , we show a noise-free synthetic signal 'bump' containing 2048 data samples. Here we have used wavelet transform up to 4 scales. We have added Gaussian noise to 'hump', resulting in an SNR of 5.64 db ( Fig. 4(b) ). In Fig. 4(c) and Fig. 4(d) , we show the denoising results for CTS based scheme for a = 0.75 and a = 0.995 respectively. In Fig. 5(a) and Fig. 5(b) , we show the denoising results for the method based on DA threshold for a = 0.75 and a = 0.995 respectively. In this case also SURE degenerates into UST. The denoising result using UST is shown in Fig. 5(c) . The quantitative denoising performances for the different scale adaptive denoising methods are summarized in Table 1 . Here we observe a distinctly better performance of the CTS based method compared to the other methods reported in this paper. In Fig. 5(d) , we show the shape of the optimal scale function used for denoising 'hump'.
In this paper we have demonstrated that the proposed algorithm can perform better than the other scale adaptive wavelet thresholding algorithms. The extension of the algorithm for image denoising is straight forward. 
