In the literature, methods for the construction of piecewise linear upper and lower bounds for the approximation of univariate convex functions have been proposed. We study the effect of the use of increasing convex or increasing concave transformations on the approximation of univariate (convex) functions. In this paper, we show that these transformations can be used to construct upper and lower bounds for nonconvex functions. Moreover, we show that by using such transformations of the input variable or the output variable, we obtain tighter upper and lower bounds for the approximation of convex functions than without these approximations. We show that these transformations can be applied to the approximation of a (convex) Pareto curve that is associated with a (convex) bi-objective optimization problem.
Introduction
We consider the approximation of a univariate convex function y : R → R, which is only known in a finite set of points x 1 , . . . , x n ∈ R with values y(x 1 ), . . . , y(x n ) ∈ R. In Burkard et al. (1991) , Fruhwirth et al. (1989) , Rote (1992) , Yang and Goh (1997) and Siem et al. (2005) , this is done by iteratively constructing piecewise linear upper and lower bounds. For the construction of the bounds discussed in Siem et al. (2005) and Yang and Goh (1997) , only function value information, and no derivative information is needed. However, for the construction of the bounds in Burkard et al. (1991) , Fruhwirth et al. (1989) , and Rote (1992) , also derivative information is necessary.
For the approximation of a nonconvex function, these piecewise linear upper and lower bounds cannot be used. However, in this paper, we show that if we can find an increasing transformation of either the input variable or the output variable such that the nonconvex function becomes convex, we can also obtain upper and lower bounds for this nonconvex function.
Moreover, if the function that is to be approximated is already convex, we show in this paper that by using increasing and concave transformations of the output variable y, we can obtain tighter upper and lower bounds. Furthermore, we show that by using increasing concave or convex transformations of the input variable x, we can also obtain tighter upper and lower bounds. These transformations can be applied in combination with the lower bounds based on only function value information as well as in combination with the lower bounds based on derivative information. Furthermore, we show the relevance of our methodology for the approximation of a univariate (convex) Pareto curve that is associated with (convex) bi-objective optimization problems.
The construction of a Pareto curve may be time-consuming, since the underlying optimization problems may be very large in size; see e.g. Küfer et al. (2003) and Ehrgott and Johnston (2003) .
The methodology in this paper accelerates the construction of an accurate Pareto curve.
The remainder of this paper is organized as follows. In Section 2, we repeat the expressions for the upper and lower bounds as presented in Siem et al. (2005) . In Section 3 we study the effect of transformations of the output variables. In Section 4, we discuss the effect of transformations of the input variables. In Section 5, we show the relevance of the transformations for the approximation of a (convex) Pareto curve for (convex) bi-objective optimization problems, and consider some examples. Finally, in Section 6 we give our conclusions.
Approximating convex functions
In this section we summarize some results on piecewise linear upper and lower bounds for approximating convex functions from Siem et al. (2005) . We suppose that n input data points x 1 < · · · < x n ∈ R are given together with the associated output data points y(x 1 ), . . . , y(x n ) ∈ R. Then, it can be shown (see Siem et al. (2005) ) that the straight line through the points (x i , y(x i )) and (x i+1 , y(x i+1 )), for 1 ≤ i ≤ n − 1, is an upper bound of the convex function y(x), for x ∈ [x i , x i+1 ]. Furthermore, it can be shown that the straight lines through (x i−1 , y(x i−1 )) and (x i , y(x i )), for 2 ≤ i ≤ n−1 and through (x i+1 , y(x i+1 )) and (x i+2 , y(x i+2 )), for 1 ≤ i ≤ n−2, are lower bounds of the convex function y(x), for x ∈ [x i , x i+1 ]. In the rest of the paper we define
Theorem 1. Let n input/output data points (x 1 , y(x 1 )), . . . , (x n , y(x n )), with x 1 < x 2 < · · · < x n be given, and let y(x) be convex. Suppose furthermore that
Figure 1: Upper and lower bounds for a convex function on the interval [x i , x i+1 ], using only function value information (a) and using also derivative information (b).
Furthermore, in case we also have derivative information, i.e., we also know (x 1 , y ′ (x 1 )), . . . , (x n , y ′ (x n )), then the tangent lines through the data points are also lower bounds. More mathematically we have:
If y is not differentiable, y ′ can also be a subgradient. It is shown in Siem et al. (2005) , that these lower bounds are tighter than the lower bounds that are only based on function value information as given in Theorem 1. The bounds mentioned in this section are illustrated in 
The effect of transformations of the output variable
In this section we study the effect of transformations of the output variable on the upper and lower bounds based on only function evaluations, but also on the lower bounds based on derivative information.
Suppose that we want to construct upper and lower bounds for a function y(x), that is not necessarily convex, and that we know an increasing function h : R → R such that the function h(y(x)) is convex. Then, instead of constructing upper and lower bounds for the function y(x), we can construct upper and lower bounds for h(y(x)) as mentioned in Section 2. In this section, we show that by applying the inverse transformation h −1 to these upper and lower bounds of h(y(x)), we obtain bounds for y(x). In this way, we are able to construct upper and lower bounds for nonconvex functions.
Moreover, suppose that y(x) is convex, and that we know an increasing concave function h : R → R such that the function h(y(x)) is still convex. In this section, we also show that the bounds that we obtain, after applying the inverse transformation h −1 to the upper and lower bounds of h(y(x)), are even tighter than the bounds in (1), (2), (3), and (4). Without proof we first give the following well-known result.
Lemma 1. Suppose that h : R → R is strictly increasing and concave, then h −1 : R → R exists, and is strictly increasing and convex.
Now we can show our main results. First, we consider the upper bounds, second, we consider the lower bounds based on only function value information, and third, we consider the lower bounds based on derivative information.
Theorem 2. Let h : R → R be strictly increasing and let y : R → R be such that h(y(x)) is convex. Then
i.e., the transformed upper bound is also an upper bound for the (not necessarily convex) function y(x).
In addition, let h be concave and y be convex. Then
i.e., the transformed upper bound is tighter than the original upper bound (1).
Proof. From Theorem 1 and the convexity of h(y(x)) it follows that
Note that from Lemma 1, we know that h −1 is increasing. Applying h −1 on both sides of (7) gives (5). Next, we show (6):
where in the first inequality we used (7) and the fact that h −1 is increasing, and in the second inequality that h −1 is convex.
Theorem 3. Let h : R → R be strictly increasing and let y : R → R be such that h(y(x)) is convex, then
i.e., the transformed lower bound is also a lower bound for the (not necessarily convex) function y(x).
In addition, let h be differentiable and concave, and let y be convex. Then
i.e., the transformed lower bounds are tighter than the original lower bounds (2) and (3).
Since h −1 is increasing (see Lemma 1), we have that
∀x ≥ x i , ∀i = 2, . . . , n − 1, which shows (8) and the first inequality of (10).
To show the second inequality of (10) we define
Note that g i 1 is convex since h −1 is a convex function with a linear function as argument. Now define g i (x) := g i 1 (x) − g i 2 (x). Then g i (x) is a convex function with zeros for x = x i−1 and x = x i . From Theorem 2 we may conclude that
From the mean value theorem it follows that there exists a ξ ∈ [x i−1 , x i ], for which (g i ) ′ (ξ) = 0. Since g is convex, we may conclude that (g i ) ′ (x) ≥ 0, for all x ≥ x i , so also g i (x) ≥ 0 for all x ≥ x i , which shows the second inequality. The inequalities in (9) and (11) follow in a similar way.
Next, we show a similar result for the lower bounds based on derivative information.
Theorem 4. Let h : R → R be continuously differentiable, and strictly increasing. Furthermore, suppose that y : R → R, such that h(y(x)) is convex. Then
i.e., the transformed lower bound is also a lower bound for the (not necessarily convex) function
In addition, let h be concave and let y be convex. Then
i.e., the transformed lower bound is tighter than the original lower bound (4).
Proof. From (4) and the convexity of h(y(x)) it follows that
Since we know from Lemma 1 that h −1 is increasing, we have that
which shows (12) and the first inequality of (13). To show the second inequality of (13) we define
where we used the inverse function theorem. This means that
x n ], which shows the second inequality of (13).
In a similar way it can be shown that if h : R → R is strictly increasing and convex, and h(y(x)) is convex, the upper and lower bounds that we obtain by applying the inverse transformation h −1 to the upper and lower bounds of h(y(x)) are looser than the original upper and lower bounds of y(x).
The effect of transformations of the input variable
In this section we study the effect of transformations of the input variable on the upper and lower bounds based on only function evaluations, but also on the lower bounds based on derivative information.
Suppose we want to construct upper and lower bounds for a function y(x) that is not necessarily convex. If we know a function h : R → R such that the function y(h(x)) is convex, we can construct upper and lower bounds for y(h(x)) as mentioned in Section 2. In this section, we show that by applying the inverse transformation h −1 to these upper and lower bounds of y(h(x)), we obtain bounds for y(x). In this way, we are able to construct upper and lower bounds for nonconvex functions.
If y(x) is convex, and we know an increasing function h : R → R such that the function y(h(x)) is still convex, we can also show that under certain conditions, the bounds that we obtain after applying the inverse transformation h −1 to the upper and lower bounds of y(h(x)), are tighter than the bounds in (1), (2), (3), and (4). We have to distinguish between the case that y(x) is decreasing and the case that y(x) is increasing. If y(x) is decreasing, then h has to be convex to obtain tighter bounds. If y(x) is increasing, then h has to be concave to obtain tighter bounds.
Decreasing output
Without proof we first give a well-known lemma, which is a similar result as Lemma 1.
Lemma 2. Suppose that h : R → R is strictly increasing and convex, then h −1 : R → R exists, and is strictly increasing and concave.
In the rest of this paper we define
Theorem 5. Let h : R → R and y : R → R be such that y(h(x)) is convex. Then
In addition, let h be strictly increasing and convex. Let y be convex and let y(
i.e., the transformed upper bounds are tighter than the original upper bounds.
Proof. Since the original dataset is given by (x i , y(x i )), for all i = 1, . . . , n, the transformed dataset is given by
. From Theorem 1 and the convexity of y(h(x)) it follows that
Applying the transformation h −1 to the variable x yields
which shows (14) and the first inequality of (15). The second inequality in (15) is equivalent
Since we assumed that y(
From Lemma 2, it follows that h −1 is strictly increasing and concave. Let ℓ i (x) be the straight
We can now write for
where in the inequality we used the concavity of h −1 , the fact that ℓ i (x) is linear and that
Theorem 6. Let h : R → R and y : R → R be such that y(h(x)) is convex. Then
In addition, let h be differentiable, strictly increasing, and convex. Let y be convex and let
i.e., the transformed lower bounds are tighter than the original lower bounds.
Proof. From Theorem 1 and the convexity of y(h(x)) it follows that
Applying the transformation h −1 (x) yields
which shows (17) and the first inequality in (19). To show the second inequality in (19), we first
Note that g i 1 (x) is a convex function, since h −1 is concave (see Lemma 2) and y(x i−1 ) ≥ y(x i ). Now, define g i (x) := g i 1 (x) − g i 2 (x). Then g i (x) is a convex function with zeros in x = x i−1 and x = x i . From Theorem 5 we may conclude that
shows the second inequality. The inequalities in (18) and (20) follow in a similar way.
Next, we show a similar result for the lower bound based on derivative information.
Theorem 7. Let h : R → R and y : R → R be such that y(h(x)) is convex. Then
Let h be continuously differentiable, strictly increasing, and convex. Let y : R → R be convex,
i.e., the transformed lower bound is tighter than the original lower bound.
Proof. We first consider (21) and the first inequality of (22). From Theorem 1 and the convexity of y(h(x)) it follows that
, ∀i = 1, . . . , n.
By applying the transformation h −1 , we obtain
We now prove the second inequality in (22). Since y ′ (x) ≤ 0 we only have to show that
Note that g i (x) is concave, since it follows from Lemma 2 that h −1 is concave. Also note that g i (x i ) = 0. With the inverse function theorem it follows that
Since g i (x) is concave, it follows that g i (x) ≤ 0. This shows the second inequality in (22).
In a similar way it can be shown for the case that y(x i ) ≥ y(x i+1 ), for i = 1, . . . , n − 1, that if h : R → R is strictly increasing and concave, the upper and lower bounds that we obtain by applying the inverse transformation h −1 to the upper and lower bounds of y(h(x)) are looser than the original upper and lower bounds of y(x).
Increasing output
We have similar theorems for the case that y(x i ) ≤ y(x i+1 ). However, to obtain tighter bounds, we now need h(x) to be strictly increasing and concave. We give the theorems without proofs, since they follow in a similar way as Theorems 5, 6, and 7.
Theorem 8. Let h : R → R and y : R → R be such that y(h(x)) is convex. Then
In addition, let h be strictly increasing and concave. Let y be convex and let y(x i ) ≤ y(x i+1 ), ∀i = 1, . . . , n − 1. Then
Theorem 9. Let h : R → R and y : R → R be such that y(h(x)) is convex. Then
In addition, let h be differentiable, strictly increasing, and concave. Let y be convex and let transformation of x h y y increasing y decreasing convex looser looser tighter concave tighter tighter looser 
Theorem 10. Let h : R → R and y : R → R be such that y(h(x)) is convex. Then
In addition, let h be continuously differentiable, strictly increasing, and concave. Let y be convex, and let y ′ (x) ≥ 0 ∀x ∈ [x 1 , x n ]. Then
It can be shown in a similar way for the case that y(x i ) ≥ y(x i+1 ), for i = 1, . . . , n − 1, that if h : R → R is strictly increasing and convex, the upper and lower bounds that we obtain by applying the inverse transformation h −1 to the upper and lower bounds of y(h(x)), are looser than the original upper and lower bounds of y(x).
We have summarized a part of the results of Sections 3 and 4 in Table 1 .
5 Application to the approximation of the Pareto efficient frontier An application of the methodology presented in this paper is the approximation of a convex Pareto curve (or Pareto efficient frontier) associated with a bi-objective optimization problem.
First, in Section 5.1 we repeat some theory on bi-objective optimization. In Section 5.2, we show how we can apply the theory discussed in Sections 3 and 4 to obtain tighter upper and lower bounds of convex Pareto curves, and also to obtain upper and lower bounds of nonconvex Pareto curves.
Bi-objective optimization
Bi-objective optimization problems can in general be written in the form
where f 1 and f 2 are objective functions, and S ⊆ R p is the feasible decision space. We want to minimize both functions f 1 and f 2 simultaneously. However, if there is a conflict between the objectives, this is not possible. In general, this optimization problem does not have a unique solution, since usually there is no solution that minimizes both objectives simultaneously.
Actually, we are interested in those objective vectors, of which none of the components can be improved without worsening the other component, i.e., we are interested in the so-called Pareto optimal points. The set of Pareto optimal points is called the Pareto optimal set and will be denoted by S * . Let Z := f (S) be the feasible objective space. Now we can define Pareto optimality in the objective space.
Definition 5.2 (Pareto optimality of an objective vector). An objective vector z * ∈ Z is Pareto optimal if there does not exist another objective vector z ∈ Z such that z i ≤ z * i for all i = 1, 2 and z j < z * j for at least one index j.
This means that the vector z * is Pareto optimal if the corresponding decision vector v * for which z * = f (v * ) is Pareto optimal. The image of the Pareto optimal set f (S * ) is called the Pareto curve (or Pareto efficient frontier).
Two common methods to find Pareto optimal points are the weighting method and the ε-constraint method; see e.g. Miettinen (1999) . In the latter method, we need to solve the following convex optimization problem for ℓ = 1, 2:
We now give the following theorem, which can be found in Miettinen (1999) .
Theorem 11. A decision vector v * ∈ S is Pareto optimal if and only if it is a solution of the ε-constraint problem (30) for every ℓ = 1, 2, where ε j = f j (v * ) for j = 1, 2, j = ℓ.
Proof. See Miettinen (1999) , page 85.
where v * (ε 2 ) is the solution of (30) for ℓ = 1, 2. The following theorem states that the Pareto curve p(ε 2 ) is convex, provided that both f 1 and f 2 are convex, and S is a convex set.
Theorem 12. Suppose that f 1 and f 2 are convex functions and S is a convex set, then the Pareto curve p : E → R corresponding with bi-objective optimization problem (29) is convex.
point for optimization problem (30) with ε = ε 0 and ℓ = 1. Furthermore
where we used in the first inequality that v 0 is feasible, and in the second inequality that f 1 is convex. Therefore p is convex.
If the objective functions are not convex, the Pareto curve p(ε) is not necessarily convex. In Figure 2 the feasible objective region is shown with both convex and nonconvex Pareto curves.
There is a vast literature on methods to find Pareto optimal points; see e.g. Miettinen (1999) .
Given a set of Pareto optimal points, we can now use the upper and lower bounds, given in Section 2, to approximate a convex Pareto curve p(ε). However, Pareto curves are decreasing by definition. As a consequence of this, we can add the additional lower bound p(ε n ) ≤ p(ε), for ε n−1 ≤ ε ≤ ε n . This is illustrated in Figure 3 . 
Approximation of the Pareto efficient frontier
We can use the results of Sections 3 and 4, to obtain tighter bounds of the Pareto curve, by transforming one or both of the objectives. Suppose we want to minimize f 1 and f 2 simultaneously, and that f 1 and f 2 are convex. If we know an increasing and concave function h, such that h(f 1 (v)) is convex, then also
is convex, and by applying Theorems 2, 3, and 4, we can obtain tighter bounds for p(ε).
Furthermore, if we can find an increasing and concave functionh :
is convex, then the functioñ
is convex. We can rewrite this into
Sinceh −1 is increasing and convex, p(h −1 (ε)) is still convex, and p(ε i ) ≥ p(ε i+1 ), for i = 1, . . . , n − 1, by applying Theorems 5, 6, and 7, we can obtain tighter upper and lower bounds for p(ε). This means that if we can find a concave and increasing functionh such thath(f 2 (v))
is convex, we can obtain tighter bounds for p(ε).
Furthermore, if f 1 in (31) is not convex, h is increasing and such that h(f 1 (v)) is convex, then by applying Theorems 2, 3, and 4, we can obtain upper and lower bounds for the nonconvex Pareto curve. If in (32) f 2 is not convex and h is such that h(f 2 (x)) is convex, then by applying Theorems 5, 6, and 7, we can obtain upper and lower bounds for the nonconvex Pareto curve. 
2 3 stocks 1 10.8 2.250 -0.120 0.450 bonds 2 7.600 -0.120 0.640 0.336 real estate 3 9.500 0.450 0.336 1.440 is convex. After applying the inverse transformation to the constructed bounds, we obtain tighter bounds, than without the transformations h(x) andh(x). More generally we can apply this to convex functions of the form f (v) = i (a T i v) p , where a T i is the i-th row of a squared matrix A. We can apply the transformation h(u) = p √ u.
Since h(f (v)) = p i (a T i v) p is a norm (known as the p-norm), h(f (v)) is convex. The family of functions f (v) = i (a T i v) p play an important role in l p -programming; see Terlaky (1985) .
Example 5.2 (Strategic investment model) In this example we consider a strategic investment model. There exist many sorts of investment categories, such as deposits, saving accounts, bonds, stocks, real estate, commodities, foreign currencies, and derivatives. Each category has its own expected return, and its own risk characteristic. The strategic investment model can be used to model how top management could spread an overall budget over several investment categories. The objective is to minimize the portfolio risk (measured by the variance of the return), such that a certain minimal desired expected return is achieved. The model was introduced by Markowitz (1952) , and is given by:
where Σ is a positive semi-definite covariance matrix consisting of elements Σ ij of covariances between investment categories i and j, r is the vector consisting of elements r i of expected return of investment category i, M is the desired expected portfolio return, e p is the p-dimensional allone vector, v is the vector with elements v i of fractions of the budget invested in each category, and p is the number of investment categories.
In Table 2 , a simple problem instance is given, which we took from Bisschop (2000) and (13). The transformed and nontransformed bounds are shown in Figure 4 . Indeed, as we can see in Figure 4 , the transformed bounds are tighter than the nontransformed bounds, as we showed in Theorems 2, 3, and 4.
Next, we exchange the objective and the first constraint in (33):
We calculate the upper and lower bounds (1), (2), (3), and (4). Again, we apply the transformation h(u) to the portfolio risk, i.e., the first constraint in (34). By calculating the transformed bounds as given in (15), (19), (20), and (22), we obtain tighter bounds of the Pareto efficient frontier. The transformed and nontransformed upper and lower bounds are shown in Figure 5 .
Example 5.3 (Nonconvex Pareto efficient frontier) In this example we consider the estimation of a nonconvex Pareto efficient frontier. The objective
is to minimize
where α, β, s, ∆c i = c i / n i=1 c i , and c i are constants, and at the same time maximize The origin of f 1 (v) can be found in Brahme and Agren (1987) . The associated ε-constraint optimization problem is given as
It can be shown that f 1 (v) is not convex. This implies that the Pareto efficient frontier that is associated with (35) is not necessarily convex. However, by applying the convex and increasing transformation h(u) = − log(1 − u s ) to f 1 we obtain a convex function h(f 1 (v)); see Hoffmann et al. (2006) . We take n = 5, α = 1, β = 5, s = 2, c 1 = 5, c 2 = 6, c 3 = 4, c 4 = 3, and c 5 = 8. Now, we can construct the transformed upper and lower bounds both using only function value information and using also derivative information as given in (5), (8), (9), and (12). The bounds are shown in Figure 6 .
Next, we consider the ε-constraint problem with f 1 as a constraint and f 2 as objective:
Again, we apply the transformation h(u) to f 1 , and construct the transformed upper and lower bounds using only function value information and using also derivative information as given in (14), (17) 
Conclusions
In this paper, we studied the effect of transformations on the approximation of univariate (convex) functions. By using increasing transformations on the input or the output variables, we can transform nonconvex functions into convex functions, for which upper and lower bounds are given. We showed that applying the inverse transformation to these upper and lower bounds gives us bounds for the original nonconvex function.
Moreover, we showed that if the function that is to be approximated is convex, we can obtain tighter upper and lower bounds than the original piecewise linear upper and lower bounds. We can achieve this by using increasing and concave transformations of the output variable y and concave or convex transformations of the input variable x.
Furthermore, we applied the developed theory to the approximation of a convex Pareto curve and a nonconvex Pareto curve, associated with bi-objective optimization problems. Finally, we gave some examples of these applications.
