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A Cooper pair splitter consists of a central superconducting contact, S, from which electrons are
injected into two parallel, spatially separated quantum dots (QDs). This geometry and electron
interactions can lead to correlated electrical currents due to the spatial separation of spin-singlet
Cooper pairs from S. We present experiments on such a device with a series of bottom gates, which
allows for spatially resolved tuning of the tunnel couplings between the QDs and the electrical
contacts and between the QDs. Our main findings are gate-induced transitions between positive
conductance correlation in the QDs due to Cooper pair splitting and negative correlations due to
QD dynamics. Using a semi-classical rate equation model we show that the experimental findings
are consistent with in-situ electrical tuning of the local and nonlocal quantum transport processes.
In particular, we illustrate how the competition between Cooper pair splitting and local processes
can be optimized in such hybrid nanostructures.
PACS numbers: 73.23.-b, 73.63.Nm, 74.45.+c, 03.67.Bg
I. INTRODUCTION
Complex top-down electronic nanostructures with a
large number of local gates have become of great in-
terest, e.g., for experiments in gate defined quantum
rings1 or double-quantum dots2 with charge detectors,
to study possible Majorana Fermions in semiconducting
nanowires,3 or to form and shape QDs on suspended car-
bon nanotubes, giving control over the coupling between
the electrical and the mechanical degrees of freedom.4
Local control of the device parameters is also essen-
tial in a device for Cooper pair splitting (CPS). A CPS
device is shown in Figs. 1a and 1b and consists of two
quantum dots (QD1 and QD2) connected in parallel to a
central superconducting contact, S, and to two individ-
ual normal metal contacts N1 and N2. The electrons in
a superconductor form spin-singlet Cooper pairs which
can be separated (split) coherently into N1 and N2 by
the interactions on the QDs, resulting in a stream of spa-
tially separated entangled electron pairs.5–7 Experimen-
tal evidence for correlated currents have been reported
recently for devices based on InAs nanowires (NWs)8–10
and carbon nanotubes,11–13 with efficiencies up to 90%.12
The CPS efficiency and the relevant physical processes
depend strongly on the tunnel couplings, which were de-
termined in previous devices by poorly controlled details
in the fabrication process. A maximum CPS efficiency is
expected for a reasonably strong tunnel coupling of the
QDs to the normal contacts and a weaker coupling to S,
and for a large, sharp energy gap in the superconductor.5
Here we present experiments on an InAs NW CPS de-
vice fabricated on top of an array of narrow bottom gates.
These gates allow us to form QDs at different positions
and to tune individually and in-situ the QD-lead tun-
nel couplings, the chemical potentials of the QDs and
the inter-dot coupling.14 The superconducting contact is
made of Nb, which has a ∼ 15 times larger bulk energy
gap than Al, the superconductor used in most previous
experiments. In the presented transport experiments we
find that the correlation between the conductances of the
two QDs depends strongly on the gate configurations. In
particular, we tune the barriers on the normal and the
superconductor side of the QDs, as well as the inter-dot
coupling between two dots, each inducing a transition
from positive to negative correlations. We qualitatively
reproduce the experimental findings in a semi-classical
rate equation model and attribute the observed transi-
tions in the conductance correlations to the competition
between the different transport processes on QDs with a
finite average population.
Our results shed light on the electron dynamics in
such systems and are fundamental for controlling and
maximizing the CPS efficiency, as required to detect
electron entanglement by violating Bell’s inequality,15–19
by an entanglement witness,20 or by using micro wave
photons.21,22
II. SAMPLE FABRICATION AND
CHARACTERIZATION
An artificially colored SEM image of a sample is shown
on Fig. 1a. First, using electron-beam lithography, an ar-
ray of twelve local gates was fabricated on a highly doped
silicon substrate that serves as a global backgate, insu-
lated by ∼ 400 nm SiO2. The local gates consist of 4 nm
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FIG. 1: (Color online) (a) SEM image of a representative
CPS device. The InAs nanowire on the SiNx layer (green) is
contacted by a central Nb (S, blue) and two Ti/Au leads (N1
and N2, purple). The local gates below the SiNx are colored
yellow. (b) Schematic of the device and the measurement
setup. Gates 1-3 are used to form QD1 and gates 8-10 for
QD2. Gates 6 and 7 are below S. Two more gates between g5
and g6 below S were not connected (nc) and left floating in
the experiments. (c) and (d) Differential conductance of QD1
and QD2 as a function of the bias, VSD, and the respective
local tuning gates, Vg2 and Vg9.
Ti and 18 nm Pt and are ∼ 40 nm wide with an edge to
edge separation of ∼ 60 nm. These gates are overgrown
by ∼ 25 nm SiNx for electrical insulation using plasma-
enhanced chemical vapor deposition. The SiNx was re-
moved at the edges of the gate array by a reactive ion
etch (RIE) with CHF3/O2
23 to fabricate electrical con-
tacts to the local gates. In the experiments only ten gates
were used for technical reasons, so that two of the four
gates below S were not connected (nc) and left floating.
In the next step we deposit a single InAs NW (∼ 70 nm
diameter) perpendicular to the gates using micromanip-
ulators. The NWs were grown by solid-source molecular
beam epitaxy,24 implementing a two-step growth process
to suppress stacking faults.25 The 330 nm wide and 40 nm
thick superconducting Nb contact and the two normal
metal drain electrodes (7/95 nm Ti/Au) were fabricated
in consecutive lithography steps, with prior ammonium
sulfide passivation26 to remove the native oxide on the
NW.
The experiments were carried out in a dilution refriger-
ator with a base temperature T ≈ 50 mK. As illustrated
in Fig. 1b, we applied a sinusoidal voltage Vac ≈ 10µV
to the superconductor S and simultaneously recorded the
resulting variations of the currents in the contacts N1 and
N2, I
(ac)
1 and I
(ac)
2 , using current-voltage (IV) converters
and lock-in amplifiers. We define the differential conduc-
tances through QD i as Gi = I
(ac)
i /Vac. The lever arms
of the different gates were found by bias spectroscopy
experiments, applying a dc voltage to S. If not stated
otherwise, all presented experiments were done at zero
dc bias, which was achieved by compensating offsets in
the IV-converters by external voltage sources (not shown
in Fig. 1b).
The local gates gi are numbered consecutively, as il-
lustrated in Fig. 1b. The tunnel barriers for the QDs
are formed for the conduction band electrons in the InAs
NW by applying strongly negative voltages to the local
gates. For QD1, g1 and g3 are used to induce the bar-
riers (barrier gates) and g2 to tune the dot’s chemical
potential (tuning gate). QD2 is formed similarly with
the gates g8 and g10, using g9 to tune the QD reso-
nances. The other gates are kept on ground. The exact
gate voltage settings in the presented experiments can
be found in Tab. II in the appendix. In all figures we
use the colors blue and red to distinguish the gates near
QD1 and QD2, respecively. Fig. 1c shows the differential
conductance G1 as a function of the applied dc bias and
Vg2, from which we estimate a charging energy for QD1
of 1 meV. The lever arms obtained from similar experi-
ments with the other gates suggest that QD1 is indeed
formed between g1 and g3. At low bias some resonances
occur, reminiscent of Andreev bound states,13,27 which
suggests a relatively strong coupling to S and a weaker
coupling to N1. From these states we deduce an effective
superconducting energy gap on or near QD1 on the or-
der of ∆∗ ≈ 35µeV. This gap considerably smaller than
the bulk value of Nb (∼ 1.45 meV,28), possibly due to the
strong suppression of the proximity induced gap expected
for relatively thick semiconducting NWs.29 As shown in
Fig. 1d, QD2 exhibits clear Coulomb blockade diamonds
and a negligibly small energy gap (< 5µeV). QD2 forms
between g8 and g10, as expected, with a charging energy
of 1.5 meV.
III. TUNING OF A DRAIN TUNNEL BARRIER
Cooper pair splitting is a a nonlocal two-particle pro-
cess and leads to a nonlocal signal, i.e., a signal that
depends on the transmissions of both QDs. Experimen-
tally, we investigate the change of conductance in one QD
when the other dot is brought into resonance.8,12 Com-
peting processes, e.g., the sequential tunneling of Cooper
pairs through the same QD (local pair tunneling), are lo-
cal in nature and depend intrinsically only on the settings
of one QD. The aim of this work is to investigate the evo-
lution of the nonlocal signal in a CPS device when one
tunnel barrier of a QD is varied. In this section we tune
the local gate g1 to change the tunnel coupling of QD1
to lead N1. Due to the close proximity of g1 to the center
of QD1, this also changes the chemical potential of the
dot, which we compensate using the local gate g2 (tun-
ing gate). This procedure allows us to compare the same
Coulomb blockade (CB) resonance for different tunnel
barrier strengths. The differential conductance G1 as a
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FIG. 2: (Color online) (a) G1 as a function of the gate voltages Vg1 and Vg2, which shows the tuning of the tunnel coupling
to the normal lead of QD1. The dashed lines indicate the settings for the following experiments. (b) G1 and G2 as a function
of Vg2 and Vg9, measured in setting I of Fig. a. (c) Conductance maps similar to (b) for the same QD states for setting IV in
Fig. a. (d) and (e) Evolution of the resonance maxima in G1 and G2 for the Vg1-settings indicated in Fig. a. The respective
resonance crossings are labeled in brackets, e.g. (L1,R1). In (d) curve IV is multiplied by 5 and in (e) all curves are offset
vertically for clarity and centered to the L2 resonance.
function of the two gates g1 and g2 is plotted in Fig. 2a.
The reduction of the CB resonance widths and ampli-
tudes suggests a variation of the involved tunnel barrier.
Intuitively, g1 tunes ΓN1, i.e., the single electron tunnel
coupling to N1. We expect that ΓN1 decreases when Vg1
is made more negative, i.e., from Vg1-position I in Fig. 2a
to position IV. However, on a larger gate voltage scale
the modulation of the resonance amplitude exhibits more
than a single maximum, in contrast to what one might
expect from tuning a simple tunnel barrier in a transport
broadened QD. We attribute this experimental finding to
the fact that the gates also tune other parts of the device,
though by a considerably smaller lever arm.
To investigate the nonlocal signals in the CPS device,
we simultaneously record G1 and G2 as a function of the
tuning gates g2 and g9, as shown in Fig. 2b. While g2
tunes QD1 trough the two resonances L1 and L2 labeled
in Fig. 2a, g9 tunes QD2 through the three resonances
R1, R2 and R3. The resonances of the two QDs run per-
pendicular in these plots, which shows that the capacitive
cross talk between the QDs is very small. Though not
shown, we note that the conductance through QD1 and
QD2 in series does not exhibit anti-crossings, which sug-
gests that the inter-dot tunnel coupling is considerably
smaller than the life-time broadening of the CB reso-
nances.
The amplitude of one QD resonance is independent of
the gate voltage applied to the other QD, except where
both QDs become resonant with the Fermi energy in the
leads. In Fig. 2b (configuration I) both conductances in-
crease at these resonance crossings,30 for which we use the
term positive correlation between the conductance varia-
tions in the QDs. This positive correlation is character-
istic for CPS,12 as we discuss in more detail below. Simi-
lar gate sweeps over the same resonances in configuration
IV are plotted in Fig. 2c. While the QD2 resonances are
similar as in setting I, the (local) conductance of QD1
is decreased by about an order of magnitude due to the
increased barrier strength. Focusing on the resonance
crossings one finds that the amplitudes of the QD1 reso-
nances are reduced at the resonance crossings, while the
QD2 resonances still exhibit an increased conductance,
which results in a negative conductance correlation be-
tween the two QDs, in contrast to gate configuration I.
The nonlocal signal on QD2 only changes in amplitude,
but not in sign. We postpone the discussion of the origin
of these dips to section VI and only point out that 1) the
QD1 conductance away from the QD2 resonances is de-
termined by the local processes and changes significantly
between the gate configurations I-IV, as expected if the
4tunnel barrier strength is varied. 2) different neighboring
QD states of similar amplitudes and widths can exhibit
different conductance correlations (not shown), exclud-
ing electrostatic effects. Also resistive cross talk8 can be
excluded as the origin of the observed effects because it
would lead to a dip in both conductances at a resonance
crossing.
The evolution from a positive to a negative conduc-
tance correlation with the voltage on the local gate g1
can be followed better in Fig. 2d, where the amplitude
of the QD1 resonance L1 is plotted as a function of the
voltage applied to QD2-gate g9, Vg9, for the four Vg1-
settings indicated in Fig. 2a. We observe three peaks
where g9 tunes QD2 through the resonances R1-R3 and
label each crossing by the two respective resonances, e.g.
(L1,R1) for the gate configuration where L1 and R1 are
both resonant. The conductance variation on these cross-
ings are similar for the settings I and II, but decrease
significantly for setting III. For configuration IV, we find
a dip instead of a peak at the resonance crossings. For
all four curves the local conductance background and the
nonlocal conductance variations both decrease with more
negative Vg1. We note that no offsets are subtracted in
Fig. 2d and curve IV is multiplied by 5. The evolution of
the nonlocal signal on QD1 has to be compared to the one
on QD2: in Fig. 2e the amplitude of the QD2 resonance
R1 is plotted for the same Vg1-settings I-IV. Because the
local conductance background is almost identical for all
curves, II-IV are offset for clarity. For all four gate config-
urations we find a peak in the conductance as R1 crosses
L1 and L2. With decreasing Vg1, the conductance varia-
tion at the resonance crossings increases in amplitude by
almost a factor of 2 between I and IV.
As a measure for the CPS efficiency we use s = 2GCPSG1+G2 ,
which essentially compares the fraction of currents due to
CPS to the total current in the system.12 If the conduc-
tance variations are the same in both QDs, one obtains a
conservative estimate for s by setting ∆GCPS = ∆G1 =
∆G2, with ∆Gi the conductance variations on the reso-
nance crossings. This is applicable for the Vg1-setting I,
for which we find, for example for the resonance crossing
(L1,R2), an efficiency of s ≈17%. Clearly, we cannot use
this approximation for the cases II-IV. To describe the
transition from a positive to a negative correlation of the
QD conductances one might also use the visibility of the
nonlocal signal in one branch of the CPS device, which
is defined as ηi = ∆Gi/Gi at a resonance crossing.
12 For
the resonance crossing (L1,R2) we find that η1 decreases
from ∼ 20% to about −40% when Vg1 is tuned from
configuration I to IV, while η2 increases from ∼ 8.5%
to ∼ 28.7%. The evolution of the visibilities directly il-
lustrates the sign change of the conductance correlations
between the two QDs when the tunnel coupling of QD1
to N1 is reduced.
IV. TUNING OF A SOURCE TUNNEL
BARRIER
In this section we investigate the evolution of the con-
ductance correlations in the CPS device when tuning gate
g8, which forms the barrier of QD2 to the superconduc-
tor S, see Fig. 1b. The exact gate voltages used to form
the QDs are given in the appendix.31 We show that a
transition from a positive to a negative conductance cor-
relation between the QDs can be induced by increasing
the tunnel coupling of QD2 to S, similar as in Section III
for a decreasing coupling of QD1 to N1. For simplicity,
we only focus on a single resonance of QD2, whose differ-
ential conductance, G2, is plotted in Fig. 3a as a function
of the voltages applied to the QD2 gates g8 (barrier to S)
and g9 (tuning gate of QD2). With a more negative volt-
age on g8, the resonance amplitude and width decrease
markedly. Similarly as discussed for ΓN1 in the previous
section, this probably corresponds to a stronger barrier
and a weaker coupling ΓS2 to S. The two vertical lines
labeled V and VI are the two Vg8-settings for which we
now investigate the nonlocal signals.
The conductances of QD1 and QD2, G1 and G2, are
plotted in Fig. 3b as a function of Vg2 (tuning gate of
QD1) and Vg9 (tuning gate of QD2) for Vg8-setting V
(see Fig. 3a). While g2 tunes QD1 through two reso-
nances, g9 tunes QD2 through the resonance shown in
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FIG. 3: (Color online) (a) Differential conductance of QD2,
G2 as a function of the two local gates g8 and g9. Two gate
configurations, V and VI, are indicated by colored lines. (b)
G1 and G2 as a function of the QD1-gate g2 and QD2-gate
g9 showing two resonance crossings in the gate configuration
V. (c) Amplitude of the QD2 resonance for g8-settings V and
VI when QD1 is tuned through the two respective resonances
shown in b. G1 with a scale factor and an offset is plotted as
a reference.
5Fig. 3a. Also here we do not find a significant capac-
itive or tunnel coupling between the QDs compared to
the life time broadening. On the resonance crossings,
we observe small peaks in G1 (visibility η1 ≈ 2.8%) and
more pronounced peaks in G2 (η2 ≈ 48%), see Fig. 3b.
Again we take the positive correlation between the non-
local conductance variations as an indication for CPS.
However, we could not tune these resonances to a Vg8-
setting for which ∆G1 = ∆G2. The amplitude of the
QD2 resonance as a function of the QD1 gate g2 is plot-
ted in Fig. 3c for the gate configurations V and VI with
the scaled QD1 resonances for orientation. For configu-
ration V with a weaker tunnel coupling of QD2 to S, we
find an increase in G2 at the resonance crossings, while it
is reduced at the crossings in configuration VI, in which
QD2 couples stronger to S. Because the nonlocal signals
on G1 are all positive (not shown), this corresponds to
a transition from a positive to a negative conductance
correlation with increasing coupling to S. A qualitatively
similar sign change of the conductance correlation was
found in section III when decreasing the tunnel coupling
of QD1 to the normal lead N1.
V. TUNING OF THE INTER-DOT COUPLING
In a third experiment we defined two QDs closer to the
superconductor using only two gates, namely g4 and g5
for QD1 and g8 and g9 for QD2. The exact gate voltages
are given in the appendix. We use barrier gate g8 to also
tune the chemical potential of QD2, and similarly gate g4
to tune QD1. The aim is to investigate the effect of the
gates g6 and g7 below the superconducting contact S on
the conductance correlations in the CPS device. Because
of the finite size of the NW and despite the screening
by the superconductor, we expect that the electron den-
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FIG. 4: (Color online) (a) G1 as a function of the voltage
on gate g8 (Vg8), which tunes QD2 though a resonance for a
series of voltages Vg6 = Vg7 applied to the gates below S. The
curves have the same background conductance and are shifted
vertically for clarity and horizontally such that the resonance
crossings occur at ∆Vg8 = 0. (b) G2 as a function of Vg4,
which tunes QD1 though a resonance. The curves are shifted
similarly as the ones in (a).
sity below S is reduced when the gates are set to more
negative potentials, which should lead to a reduction of
the single electron tunneling rate between the QDs. In
Fig. 4a the amplitude of a QD1 resonance (G1) is plot-
ted as a function of Vg8, i.e., the gate defining QD2, for
a series of voltages applied to the gates below S. In all
experiments we set Vg6 = Vg7. For the same voltages
on Vg6 and Vg7 the amplitude of a QD2 resonance (G2)
is plotted in Fig. 4b as a function of Vg4, i.e. a gate of
QD1. The respective four curves in Figs. 4a and 4b have
the same (local) background conductance within exper-
imental error and are shifted vertically for clarity. This
suggests that the tunnel barriers to the source and drain
contacts are not significantly altered by the gates g6 and
g7. In addition, the curves are shifted horizontally, so
that the resonance crossings are centered at ∆Vg8 = 0
and ∆Vg4 = 0, respectively. This is necessary because
these gates affect the resonance position of both QDs by a
small capacitive coupling. For Vg6 = Vg7 = 0 the nonlocal
signal on QD1 is positive, but negative on QD2, so that
we find a negative conductance correlation at the reso-
nance crossing. When we continuously tune both gate
voltages to more negative values, the nonlocal signal on
QD2 at the resonance crossing evolves from negative to
positive values, while the signal on QD1 is only slightly
reduced. At Vg6 = Vg7 = −4 V we find a positive corre-
lation and similar amplitudes for the QD conductances.
The visibilities in the two arms evolve with decreasing
voltage from η1 = 42% and η2 = −23% at Vg6 = Vg7 = 0
to η1 = 26% and η2 = 17% at Vg6 = Vg7 = −4 V.
VI. RATE EQUATION MODEL
In the experiments presented above we find large qual-
itative and quantitative differences in the conductance
variations for different crossings of resonances of the two
QDs. These ‘nonlocal’ signals are surprisingly simple to
tune from a positive to a negative correlation. In fact, we
can induce such transitions by using any single local bar-
rier gate. In this section we present a simple toy model
(similar to the one in Ref. 12), which qualitatively de-
scribes the experimental findings and allows to identify
the physical mechanisms that could lead to the observed
transitions in the conductance correlations. A more in-
volved model can be found, for example, in Ref. 32. The
two basic ideas are that 1) both, the local and nonlocal
processes depend on the QD occupations, which couples
the resulting rates, and 2) a finite inter-dot coupling can
lead to electrons tunneling between the QDs, i.e., a local
process that depends on the occupation of both QDs.
We first describe the model in some detail. Because of
the large charging energy, each QD can only be empty,
or occupied by a single electron at a time, i.e., the sys-
tem occupies the states (0,0), (1,0), (0,1) or (1,1), which
correspond to no electrons in the system, one in QD1 or
in QD2, or an electron in both QDs, respectively. As
illustrated in Fig. 5, we consider several processes that
6(b)(a)
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FIG. 5: (Color online) (a) Schematic of the device and transi-
tion probabilities. (b) Schematics of transitions between the
allowed system states.
lead to transitions between the system states. The re-
spective rates are determined by the tunnel couplings of
the QDs to the three contacts and the inter-dot coupling.
We use the classical, intuitive expressions for these rates,
as listed in Tab. I, where ΓN1 and ΓN2 are the couplings
to the normal metal contacts, ΓS1 and ΓS2 to S, and Γ12
is the direct coupling between the QDs. The steady state
QD occupations of the states (i,j), P(i,j), were calculated
from a set of classical rate equations, using a diagram-
matic method.33 The processes we consider here are 1)
tunneling of an electron from a filled QD i to the re-
spective normal electrode with the rates ΓNi (denoted by
SET, single electron tunneling). This process leads to a
current in the respective contact. 2) local pair tunneling
(LPT), where the electrons of a Cooper pair (CP) are
transmitted sequentially through the same QD i. This
requires the QD to be empty initially and leads to an
electron emitted to lead Ni and to the occupation of QD
i by the second electron. The probability of this pro-
cess scales with Γ2SiΓNi. 3) Cooper pair splitting, where
the electrons of a Cooper pair tunnel into two initially
empty QDs. CPS scales as ΓS1ΓS2 and leads to two full
Process diagram rate transitions
SET to N1
QD1 QD2S
N1 N2
ΓN1
(1, 0)→ (0, 0)
(1, 1)→ (0, 1)
LPT
into lead N1
QD1 QD2S
N1 N2
Γ2S1ΓN1
(0, 0)→ (1, 0)
(0, 1)→ (1, 1)
CPS
QD1 QD2S
N1 N2
ΓS1ΓS2 (0, 0)→ (1, 1)
SET
between QDs
QD1 QD2S
N1 N2
Γ12
(1, 0)→ (0, 1)
(0, 1)→ (1, 0)
SCPS
via QD 1
QD1 QD2S
N1 N2
Γ2S1Γ12 (0, 0)→ (1, 1)
SET from S
to QD1
QD1 QD2S
N1 N2
ΓS1
(0, 0)→ (1, 0)
(0, 1)→ (1, 1)
TABLE I: Single electron and Cooper pair transport processes
taken into account in the model: acronym, rate and transition
in QD occupancies.
QDs, but not directly to a current in the normal leads.
4) Here we also investigate in more detail the effect of
a single electron tunnel coupling between the QDs (SET
between QDs), which scales directly with Γ12. We note
that the inter-dot coupling is not necessarily a direct sin-
gle electron process, but could also be due to higher order
processes mediated by the superconductor. 5) Because of
a possibly large inter-dot coupling, we also consider pro-
cesses in which Cooper pair electrons sequentially tunnel
to one QD and the first leaves the dot by tunneling to
the other QD. We call these processes sequential CPS
(SCPS), stressing that they lead to a transition of two
empty dots to two filled dots, similar to direct CPS. Se-
quential CPS scales as Γ2SiΓ12 and do not lead directly
to a current in the normal leads. 6) As a last process
we also consider the tunneling of a single electron from
S to one of the QDs, which scales with ΓSi. This process
should be suppressed for a superconductor with an ideal
energy gap at zero temperature. In addition, we gener-
ally assume that electrons effectively tunnel only in the
direction from S to N1 or N2.
Each process should be weighted in addition with in-
dividual prefactors accounting for the density of states,
differing effects of the superconductor’s energy gap (e.g.,
a ’soft gap’ due to the breaking of Cooper pairs at ma-
terial interfaces, which allows the injection of single elec-
trons) and the inverse scaling of the CPS probability with
the separation between the emission positions of the two
Cooper pair electrons.5 Since we only aim for a qualita-
tive picture we simply set the prefactors for SET from S
and for CPS to k = 0.1 and all other prefactors to 1. We
note that these prefactors are crucial for a quantitative
determination of the CPS efficiency, which is beyond the
scope of this simple model, and we use a fixed resonance
width, independent of the tunnel couplings.
We calculate the conductance into N1 (similar for N2)
from the average system state occupation, P(i,j), and the
rates for local SET and LPT to N1:
GN1/G0 = ΓN1
[
P(1,0) + P(1,1)
]
+Γ2S1ΓN1
[
P(0,1) + P(0,0)
]
,
with G0 the conductance quantum.
Similar expressions can easily be derived for the other
conductances in the system. In particular, the contribu-
tion of CPS can be found as
GCPS/G0 = kΓS1ΓS2P(0,0).
A first important finding in this model is that positive
conductance correlations between the two QDs only if the
CPS rate is non-zero. In other words: even with many
other processes involved, CPS can be identified qualita-
tively by a positive correlation of the nonlocal signals. A
negative correlation between the nonlocal signals, how-
ever, can have different origins: A) with a finite inter-dot
coupling the current through one QD can be partially di-
verted to the other QD, thereby decreasing the current
to one normal contact and increasing the current to the
other. In this scenario no nonlocal processes are required
7to obtain a negative conductance correlation. B) On each
QD the local processes and CPS compete for the dot oc-
cupation. For example, switching on CPS by bringing
QD2 into resonance leads to an increase of the average
QD1 occupation, which reduces the frequency of the lo-
cal processes. For this mechanism no inter-dot coupling
is required.
In Fig. 6 the conductances obtained in this model
through QD1 (left column) and QD2 (right column) into
the respective normal metal contacts are plotted for a
series of systematic changes of a single tunnel coupling,
with all other parameters held constant (the values are
given in the caption to Fig. 6). Figs. 6a and Fig. 6b
show the evolution from a positive to a negative con-
ductance correlation when reducing ΓN1, similar to the
experiments in Section III. In our model we can trace
this transition to an increased population of QD1 when
the barrier to N1 is made more opaque, so that the tun-
nel coupling to QD2 becomes more relevant as a path to
emit electrons from QD1. It is interesting to note that
in our model we were not able to generate strong nega-
tive conductance correlations similar to the experiments
without including quasi particle tunneling from S.
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FIG. 6: (Color online) Results of the model calculation show-
ing the transition between positive and negative correlations
between the conductance variations on a resonance crossing.
If not stated otherwise in the subfigures, the tunnel couplings
are set to ΓS1 = 0.01, ΓN1 = 0.1, ΓS2 = 0.005, ΓN2 = 0.05
and Γ12 = 0.001. (a) and (b) Transition induced by tuning
ΓN1, (c) and (d) transition induced by tuning ΓS2, and (e) and
(f) transition induced by tuning Γ12, for fixed to ΓS2 = 0.017.
Figures 6c and 6d show the effect of tuning the cou-
pling of QD2 to the superconductor S. Here the increased
coupling to S results in an increase of the QD2 population
(‘stronger filling rate’) and a transition from a positive
to a negative conductance correlation. In particular, a
weaker barrier to S has a similar effect as a stronger bar-
rier to the normal metal contact, in qualitative agreement
with the experiments in sections III and IV.
In Figs. 6e and Fig. 6f the effect of tuning the inter-
dot coupling is investigated, which should be compared
to the experiments in Section V. Here we start with a
negative conductance correlation by setting ΓS2 = 0.017,
i.e., QD2 has a relatively large average population (all
other rates are the same as above). This leads to elec-
trons traversing from QD2 to QD1 and therefore to a
dip in G2 and an increase in G1. When the inter-dot
coupling Γ12 is reduced, the current from QD2 to QD1
is suppressed and we find a transition from the negative
to the positive conductance correlation and a nonlocal
signal determined mainly by CPS. We note that the re-
lation of the inter-dot coupling to the gates g6 and g7
in the experiments in Section IV is quite intuitive, since
they probably tune the electron density below S and thus
might pinch-off the coupling between the QDs.
VII. CONCLUSIONS AND OUTLOOK
In summary, we report the tuning of the nonlocal sig-
nals by local bottom gates in a Cooper pair splitter device
with a Nb contact. We find strong systematic transitions
between positive and negative conductance correlations
on resonance crossings, which can be explained qualita-
tively by the electron dynamics on the double dot system
and Cooper pair splitting. In the presented simulations
it is clear that the CPS part is modulated strongly by
tuning the local gates. However, in the experiments the
different contributions to the conductances are difficult
to disentangle. The recovery of the positive correlations
with all relevant gates strongly suggests that the CPS
signal can be optimized using local gating techniques,
which is an important step towards a reproducibly work-
ing source of entangled electron pairs.
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8Appendix A: Gate voltages to form the quantum
dots
Table II lists the voltages applied on the local gates to
form the experiments presented in Figs. 1-4. The voltages
defining the barriers of QD1 are given in blue, the ones
defining the barriers of QD2 in red. Gates below S are
colored in green. The backgate was set to zero potential
in all experiments. The QDs in the last experiments were
defined by only two gates near S, while the gates near N1
and N2 were set to large positive voltages to increase the
coupling to the normal contacts. Gate voltages tuned
during the experiments are labeled ’(t)’.
Vgi (V) Fig. 1 and 2 Fig. 3 Fig. 4
Vg1 -3.5 -3.475 +4
Vg2 -0.8 (t) -1.47 (t) 0
Vg3 -6.5 -6.5 0
Vg4 0 0 -4.13
Vg5 0 0 -4.3
Vg6 0 0 (t)
Vg7 0 0 (t)
Vg8 -4.5 -4.5 -4.33 (t)
Vg9 -0.38 (t) -0.9 (t) -4.53
Vg10 -4.7 -4.7 +4
TABLE II: Gate configurations in the different experiments.
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