Abstract. One approach to automated constraint modelling is to generate, and then select from, a set of candidate models. This method is used by the automated modelling system CONJURE. To select a preferred model or set of models for a problem class from the candidates CONJURE produces, we use a set of training instances drawn from the target class. It is important that the training instances are discriminating. If all models solve a given instance in a trivial amount of time, or if no models solve it in the time available, then the instance is not useful for model selection. This paper addresses the task of generating small sets of discriminating training instances automatically. The instance space is determined by the parameters of the associated problem class. We develop a number of methods of finding parameter configurations that give discriminating training instances, some of them leveraging existing parameter-tuning techniques. Our experimental results confirm the success of our approach in reducing a large set of input models to a small set that we can expect to perform well for the given problem class.
Introduction and Background
Numerous approaches have been taken to automating aspects of constraint modelling, including: learning models from examples [8, 4, 5, 17, 3] ; automated transformation of medium-level solver-independent constraint models [23, 21, 24, 20] ; theorem proving [7] ; case-based reasoning [18] ; and refinement of abstract constraint specifications [10] in languages such as ESRA [9] , ESSENCE [11], F [14] or Zinc [19, 16] . We focus on the refinement approach, where a user writes a constraint specification describing a problem above the level of abstraction at which modelling decisions are made. Constraint specification languages support abstract decision variables with types such as set, multiset, relation and function, as well as nested types, such as set of sets and multiset of relations. Therefore, problems can typically be specified very concisely. However, existing constraint solvers do not support these abstract decision variables directly, so abstract constraint specifications must be refined into concrete constraint models.
We use ESSENCE [11] . An ESSENCE specification (see Fig. 1 ) identifies: the parameters of the problem class (given), whose values define an instance; the combinatorial objects to be found (find); and the constraints the objects must satisfy (such that). An objective function may also be specified (min/maximising) and identifiers declared (letting). Our CONJURE system 1 [2] employs refinement rules to convert an ESSENCE specification into the solver-independent constraint modelling language ESSENCE [23] . We use SAVILEROW 2 [22] to translate an ESSENCE model into input for a particular constraint solver while performing solver-specific model optimisations.
By following alternative refinement paths CONJURE typically produces a large set of models for a given ESSENCE specification. In our previous work [1] we developed a racing process to select among these candidate models, in which a set of training instances drawn from the problem class being modelled is used to gauge relative model performance. For this process to be effective, it is important that the instances chosen are discriminating: if all models solve a given instance in a trivial amount of time, or if no model solves it in the time available, then the instance is not useful for model selection. Our previous work assumed that such instances were given. In this paper we address the task of generating discriminating training instances automatically.
Racing for Automated Model Selection
Our approach to model selection follows that we reported in [1], but with an improved method of producing a set of winning models described below. It takes as input a set of instances drawn from the target problem class. Our performance measure of a model with respect to an instance is the time taken for SAVILEROW to instantiate the model and translate for input to the MINION constraint solver [12] plus the time taken for MIN-ION to solve the instance. We include the time taken by SAVILEROW since it adds desirable instance-specific optimisations, such as common subexpression elimination [13] .
We conduct a race [6] for each provided instance. Given a parameter ρ ≥ 1, a model is ρ-dominated on an instance by another model if the measure for the second model is at least ρ times faster than the first. The 'winners' of an instance race are the models not ρ-dominated by any other model. So that trivial instances do not discriminate we do not consider any model that solves within 1s to be dominated. All models enter each race, but for efficiency a model is terminated as soon as it is ρ−dominated by some other model. Furthermore, the order in which the models are executed is influenced by their performance in previous races: well-performing models are executed first to establish a good ρ bound early. In order to guide our exploration of the instance space we assign a discriminatory quality value to an instance with respect to the results of the race run. This is the fraction of models that are ρ-dominated.
A set of instances is ρ-fractured if every model is ρ-dominated on at least one instance. In the presence of fracturing, care must be taken in defining the set of winning models over a race sequence. We do so as follows. We first find a minimum hitting set of winning models {a 1 , a 2 , a 3 , ...} which covers all instance races. We then define the set A i as the set of models that won every race that a i won. The set of sets {A 1 , A 2 , A 3 , ...} then gives a summary of the winning models over all fractured parts of the instance space. Note that each A i ∩ A j = ∅ (where i = j) as otherwise we could find a smaller hitting set. Also note that in an unfractured instance space the unique A 1 is simply
