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Abstract: We study a stochastic PDE limit of the height function of the dynamic
asymmetric simple exclusion process (dynamic ASEP). A degeneration of the stochastic
Interaction Round-a-Face (IRF) model of [Bor17], dynamic ASEP has a jump parameter
q ∈ (0, 1) and a dynamical parameter α > 0. It degenerates to the standard ASEP height
function when α goes to 0 or ∞. We consider very weakly asymmetric scaling, i.e., for ε
tending to zero we set q = e−ε and look at fluctuations, space and time in the scales ε−1,
ε−2 and ε−4. We show that under such scaling the height function of the dynamic ASEP
converges to the solution of the space-time Ornstein-Uhlenbeck (OU) process. We also
introduce the dynamic ASEP on a ring with generalized rate functions. Under the very
weakly asymmetric scaling, we show that the dynamic ASEP (with generalized jump
rates) on a ring also converges to the solution of the space-time OU process on [0, 1] with
periodic boundary conditions.
Keywords and phrases: Exclusion processes, Stochastic PDE, Interacting particle
system.
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1. Introduction
The dynamic ASEP was introduced by [Bor17] as a degeneration of the stochastic Interaction
Round-a-Face model (which was constructed using the representation theory of the elliptic
quantum group Eτ,η(sl2)). A continuous time Markov process, the dynamic ASEP is defined in
terms of a temporally evolving height function st(x) ∈ Z with time t ∈ R≥0 and space x ∈ Z.
(We may also extend the space variable to x ∈ R by linear interpolation between values at
1
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Fig 1: Dynamic ASEP height function st on the full line (left) and periodic domain (right).
In the periodic case, the N represents the periodicity length and χ represents the change in
the height function over that length.
x ∈ Z.) The height function satisfies the solid-on-solid condition that st(x)−st(x+1) ∈ {1,−1}
for all t and x. The Markovian update rule depends on two parameters: the asymmetry
q ∈ (0, 1) and the dynamic parameter α ∈ (0,∞). The values of the height function at
each x ∈ Z are updated according to independent exponential clock with the following rates
(assuming that the change does not violate the solid-on-solid condition):
st(x) 7→ st(x)− 2 at rate q(1 + αq
−st(x))
1 + αq−st(x)+1
, st(x) 7→ st(x) + 2 at rate 1 + αq
−st(x)
1 + αq−st(x)−1
. (1.1)
The term dynamic alludes to the fact that the above rates depend on the height function. On
taking α to 0 or ∞, the rate parameters converge to q and 1, or 1 and q, thus recovering the
standard ASEP height function rates. The dynamic ASEP with α ∈ (0,∞) has a preferred
height of roughly logq(α) — above this height there is a tendency for the height function
to decrease (i.e., the rate for decreasing exceeds that for increasing) and below this height
the opposite happens. In light of this markedly different behavior compared to the standard
ASEP, it is natural to explore what becomes of the various asymptotic phenomena enjoyed
by the standard ASEP. Notice that via a height shift s 7→ s− logq α, the rates above reduce
to the α = 1 rates. (The resulting shifted height function now lives on a shift of the lattice Z.)
Owing to this observation, we may, without loss of generality assume that α = 1 through-out
the rest of this work. We will still use α in stating our main results, but in the proof we will
set α = 1 to simplify notation.
In this paper we prove a stochastic PDE (SPDE) limit for the dynamic ASEP under very
weakly asymmetric scaling. This is the first SPDE limit result shown for this type of system.
The limiting SPDE is a space-time Ornstein-Uhlenbeck (OU) process. For the standard ASEP
under the same scaling, the limiting SPDE is the additive stochastic heat equation (or Edward-
Wilkinson equation). See [DMPS89, DG91] for reference. The difference between these two
equations is the presence of a linear drift in the OU which introduces a preferred height which
the process drifts towards. Thus, the effect of the dynamic parameter survives in our limit.
Before going into greater depth about our present contribution, let us recall the previous
work on this process.
Besides introducing the model, [Bor17] developed a generalization of the method introduced
by [BP18, BP16] (in studying non-dynamic higher spin vertex models) in order to compute
contour integral formulas for expectations of a class of observables for certain initial conditions
(in particular for the wedge, where s0(x) = |x|). Taking the limit q → 1 leads to a dynamic
version of the SSEP. In that limit, the observables and formulas simplify sufficiently so that
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[Bor17] was able to probe some asymptotics (for wedge initial data).
In particular [Bor17, Theorem 11.2] explores the hydrodynamic scaling for the dynamic
SSEP. There is some freedom in how to scale the dynamic parameter. For one choice, the
hydrodynamic limit is the same as for the standard SSEP (i.e., governed by the heat equation).
Surprisingly, for other choices of scaling for the dynamic parameter, there is no deterministic
hydrodynamic limit — the height function remains random under scaling.
The next development regarding dynamic ASEP was the Markov duality derived by [BC17]
between it and the standard ASEP (Section 2 herein). The duality function which intertwines
these two processes is the same observable which had arisen in the earlier work of [Bor17].
[BC17] also derived a translation invariant, stationary measure for the dynamic ASEP (see
Definition 1.2).
There are a few other works related to the dynamic ASEP (though we will not make
use of them herein). [Agg18] introduced dynamic analogs of the higher spin vertex models
from [CP16], and [BM18] and [ABB18] introduced other types of dynamic analogs of growth
models and vertex models (i.e., the growth rates depend on the height through an additional
dynamic parameter). For the dynamic stochastic six vertex model, [BG18] used the formulas
from [Bor17] to derive a law of large numbers and Gaussian central limit theorem under a
particular choice of scaling.
1.1. Main results
We consider the scaling limit of the dynamic ASEP defined on the full line Z as well a more
general version of it defined on a finite interval of Z with periodic boundary conditions. In each
of these two settings we provide a different method of proof. In the full line case we employ
a remarkable generalization of the microscopic Hopf-Cole (or Ga¨rtner) transform along with
some estimates similar to [BG97]. In the periodic setting we employ a variant of “da Prato-
Debussche trick” from [DPD03]. This second approach can be used to prove a scaling limit of a
generalization of the dynamic ASEP, defined in Section 1.1.2, to which the discrete Hopf-Cole
transform cannot be applied. We consider this generalized model in a periodic setting, because
this allows us to avoid some challenging technical points regarding the growth of stochastic
processes at infinity that would arise in applying the method of [DPD03] on the line. Besides
technicalities, we believe that both methods present in this paper have value and may find
further applications in studying other scaling limits of this or related systems.
1.1.1. Full line results
We define the following linear stochastic heat equation with additive space-time white noise
on R (with A < 0 this is sometimes called a space-time Ornstein-Uhlenbeck process):
∂TZT (X) = ∆ZT (X) +AZT (X) +BT ξT (X) (1.2)
where ∆ = ∂
2
∂X2
is the Laplace operator, ξT (X) is the space-time white noise on some proba-
bility space (Ω,F,P) and A ≤ 0 is a constant and B is a locally bounded function. We follow
the convention of using the capital letters T and X for macroscopic time and space variables
and the lower case letters t and x for their microscopic counterparts (i.e. dynamic ASEP).
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The mild solution of (1.2) is defined as
ZT (X) = eT∆ ∗ Z0(X) +A
∫ T
0
e(T−S)∆ ∗ ZS(X)dS +
∫ T
0
BSe
(T−S)∆ ∗ ξS(X)dS. (1.3)
Here, eT∆ ∗ f(X) denotes the action of the semigroup {eT∆}T≥0 on the function f : R→ R
(above, we use f(Y ) = ZS(Y ) and f(Y ) = ξS(Y )) via
eT∆ ∗ f(X) =
∫
R
pT (X − Y )f(Y )dY.
where pT (•) denotes the Green’s function of the operator ∆, i.e., pT solves the PDE
∂
∂S
pT (X) =
∂2
∂X2
pT (X), p0(X) = δX .
The stochastic integral on the r.h.s. of (1.3) is Weiner, see [DPZ14] or [Wal86]. For the exis-
tence, uniqueness and the continuity of the mild solution (1.3), see [Wal86, Theorem 3.5].
We denote the space of all continuous functions on R by C(R), and endow it with the
topology of uniform convergence on the compact sets of R. Then D([0,∞), C(R)) denotes the
space of all C(R)-valued ca`dla`g functions on [0,∞), equipped with the Skorokhod topology. In
what follows, we use the notation ⇒ to denote weak convergence in the respective topology
and when we write f ε ⇒ f we mean that there is weak convergence of the random function as
ε→ 0. The Ln-norm with respect to a probability measure will be denoted ‖ •‖n := E[| • |n]1/n.
We are now ready to state our main theorem for the dynamic ASEP on the full line.
Theorem 1.1. Consider the dynamic ASEP with ε-dependent asymmetry parameter q = e−ε
and fixed dynamic parameter α ∈ (0,∞). Define the ε-rescaled height function as
sˆεT (X) := ε
1
2
(
sε−2T (ε
−1X)− logq α
)
. (1.4)
Assume that sˆε(0, •) is a sequence of near stationary initial condition, i.e., for some u > 0,
β ∈ (0, 14) and all k ∈ N, there exists C0 = C0(u, β, k) such that for all X,X ′ ∈ R
‖ exp(u|sˆε0(X)|)‖2k ≤ C0, (1.5a)
‖sˆε0(X)− sˆε0(X ′)‖2k ≤ C0 min
{|X −X ′|2β, 1}. (1.5b)
Assume that sˆε0(•)⇒ Z0(•) in C(R). Then, sˆε converges weakly in D([0,∞), C(R)) to the unique
solution of (1.2) with A = −14 and B ≡ 1 , and initial data Z0.
The proof of Theorem 1.1 relies on the remarkable fact that dynamic ASEP admits a
microscopic Hopf-Cole (or Ga¨rtner) transform. Namely, as a function of t ≥ 0 and x ∈ Z,
e(1−
√
q)2t
(
α
1
2 q−
st(x)
2 − α− 12 q st(x)2 ) (1.6)
solves a microscopic stochastic heat equation — see Proposition 2.1 for a precise statement.
This result is closely related to the (one-particle version of the) Markov duality proved in
[BC17]. Theorem 2.4 shows that the process in (1.6) converges to a certain space-time OU
process. From this result, it is easy to deduce the desired convergence claimed in Theorem 1.1.
Hence, the challenge boils down to proving Theorem 2.4. This is done via martingale problems.
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The proof of the convergence of the linear martingale problem as well as tightness are standard.
Identifying the noise (via the quadratic martingale problem) relies upon a ‘key estimate’
(Lemma 4.4) which is similar to that used in [BG97] (and developed further in subsequent
generalizations such as [CST18]) when proving the KPZ equation limit of the standard ASEP.
It was not immediately clear to us which scalings would produce a meaningful limiting
SPDE for dynamic ASEP. In our investigation, we were informed by the analysis of the
stationary measure for dynamic ASEP. As we now explain, the stationary (in time) measure
(defined below) converges to a spatial OU process when q = e−ε, height fluctuations are scaled
like ε−1 and space is scaled like ε−2. This suggested that we should apply these same scalings
to the dynamic ASEP (though it does not tell us how to scale time). Any candidate SPDE
limit for dynamic ASEP should have the spatial OU as its stationary (in time) measure. In
fact, the space-time OU process has a spatial OU process as its stationary measure.
Definition 1.2 (Stationary measure). We say that
{
s0(x)
}
x∈Z is distributed according to
the stationary initial data if it equals (in law) the trajectory of a Markov process in x with
the following transition probability from s0(x) to s0(x− 1):
s0(x− 1) = s0(x) + 1 with probability q
s0(x)
α+ qs0(x)
,
s0(x− 1) = s0(x)− 1 with probability α
α+ qs0(x)
and with the one-point marginal at any x ∈ 2Z given by
P
(
s0(x) = 2n
)
=
α−2nqn(2n−1)(1 + α−1q2n)
(−α−1,−qα, q; q)∞ , n ∈ Z (1.7)
and at any x ∈ 2Z+ 1 given by
P
(
s0(x) = 2n+ 1
)
=
α−1qn(2n+1)(1 + α−1q2n+1)
(−qα−1,−α, q; q)∞ , n ∈ Z.
Theorem 2.15 of [BC17] shows that this initial data is stationary for the dynamic ASEP,
meaning that for any fixed t > 0,
{
st(x)
}
x∈Z has the same distributions as
{
s0(x)
}
x∈Z.
Note that the distribution of
{
s0(x)
}
x∈Z is spatially stationary up to parity, i.e., one point
distributions s0(0) (resp. s0(1)) is same as s0(2k) (resp. s0(2k+1)) for all k ∈ Z. It is natural,
therefore, to look for scaling limits in which the stationary measure has a non-trivial limit;
and then to use that non-trivial limit to help guess what the limit of the entire space-time
process could be. The following lemma and corollary are proved in Appendix D.
Lemma 1.3. Let
{
s0(x)
}
x∈Z be distributed according to stationary initial data (Definition 1.2).
Define sˆε0 ∈ C(R) via sˆε(0, X) = ε
1
2 (s0(ε
−1X)− logq α). Then,
(1) {sˆε0}ε satisfies (1.5a) and (1.5b).
(2) As ε goes to 0, {sˆε0(X)}X∈R ⇒ {Z0(X)}X∈R in C(R) where Z0 solves the spatial Ornstein-
Uhlenbeck stochastic differential equation
dZ0(X) = −1
2
Z0(X)dX + 1
2
dW(X) (1.8)
with Z0(0) a standard (mean 0, variance 1) Gaussian random variable, and {W(X)}X∈R
a two sided Brownian motion independent of Z0(0).
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Applying Theorem 1.1, we may now show that the stationary initial data dynamic ASEP
converges to the stationary solution to the space-time OU process.
Corollary 1.4. Adopt the notation of Theorem 1.1 and consider dynamic ASEP started from
stationary initial data (Definition 1.2). The scaled height function sˆε converges to the solution
of (1.2) with A = −14 and B ≡ 1 started from initial data given by the solution of (1.8).
1.1.2. Periodic results
The proof of Theorem 1.1 relies heavily on the microscopic Hopf-Cole transform for the dy-
namic ASEP. However, this transformation is intimately connected with how the rate functions
(1.1) are defined. In particular, it may fail to hold after a slight change in the definition of
the rate functions. We will define such a more general model now.
For χ ∈ Z and N ∈ N with χ ≡ N mod 2 we consider the space ΩNχ of functions s : Z→ R
such that s(x)−s(x+1) ∈ {−1, 1} and s(x+mN) = s(x)+χm for any integer m. For a function
f : R→ R, we define a generalization of the dynamic ASEP on a finite interval x ∈ [0, N)∩Z
with periodic boundary conditions and with the following update rates (assuming that they
do not violate the condition on the ±1 slopes):
st(x) 7→ st(x)− 2 at rate q(1 + q
−f(st(x)−χx/N))
1 + q−f(st(x)−χx/N)+1
,
st(x) 7→ st(x) + 2 at rate 1 + q
−f(st(x)−χx/N)
1 + q−f(st(x)−χx/N)−1
.
(1.9)
Each change of the height function is extended to all x ∈ Z, so that st(•) ∈ ΩNχ . We assume
the function f : R→ R to satisfy the following assumption.
Assumption 1.5. There exist a ≥ 0, γ ∈ [0, 12) and c ≥ 0 such that |f(z)− f(0)− az| ≤ c|z|γ
for all z ∈ R.
The bound γ < 12 guarantees quick convergence of f(z) to az at infinity. In particular, this
assumption is crucial in the estimate in Lemma 5.8. Note that if f(z) = z and χ = 0, then
we get the rates of (1.1). It seems unlikely that a non-trivial duality will exist for this general
dynamic ASEP. However, using the method of [DPD03], we can show the rescaled height
function of the periodic dynamic ASEP with the rate functions (1.9) converges to the solution
of (1.2) with suitably chosen constants. In the statement of the following theorem, we use the
standard Ho¨lder spaces Cη on R, for η > 0 (see Section 1.3 for a definition of this).
Theorem 1.6. Let st(x) be the height function of the periodic generalized dynamic ASEP
with the rates (1.9), with a function f satisfying Assumption 1.5, with period N ∈ N and with
χ ∈ Z such that χ ≡ N mod 2, and let s0(•) ∈ ΩNχ . Let us denote ε = 1N and let q = e−ε and
sˆεT (X) := ε
1
2 (sε−2T (ε
−1X)− χX)
be the rescaled height function, where the value a is from Assumption 1.5. Note that sˆεT (X) is
1-periodic in the variable X.
For some η ∈ (13 , 12) assume that there exists a 1-periodic η-Ho¨lder continuous function Z0
(defined on the same probability space as the initial data sˆε0(•) = sˆ
ε
0(•)), such that
lim sup
ε→0
E‖sˆε0‖Cη <∞, lim
ε→0
E‖sˆε0 −Z0‖Cη = 0.
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Then, for every T > 0 the following bound holds
lim sup
ε→0
E
[
sup
t∈[0,T ]
‖sˆεt‖Cη
]
<∞,
and sˆε converges weakly in D([0,∞), C(R)) to the 1-periodic solution of (1.2) with A = − a4 ,
B ≡ 1, and initial data Z0.
The dynamic ASEP with the general rates (1.9) has less “integrable” structure than the
model considered in Theorem 1.1. In particular, invariant measures for this model are un-
known and not used in our approach. Also since there is no apparent microscopic Hopf-Cole
transform, we have to work ‘directly’ with the stochastic PDEs and their approximations,
in the spirit of [DPD03]. We provide heuristics for our argument in Section 5.1. Note that
we have restricted ourselves to the periodic model, in order to avoid significant difficulties
with growth of processes at infinity. There are a few instances where this sort of difficulty (in
the context of regularity structures [HL18] and paracontrolled distributions [PR18]) has been
surmounted by use of suitable weighted function spaces, though it still requires case-by-case
analysis. Our full-line analysis used to prove Theorem 1.1 does not require such methods since
we have the microscopic Hopf-Cole transform at our disposal.
The assumption η < 12 in Theorem 1.6 is natural, since this is the spatial regularity of the
solution to the linear stochastic PDE (1.2), see for example [DPZ14]. However, the restriction
η > 13 is a consequence of the method we are using to analyze the discrete stochastic PDE,
governing the evolution of sˆε. More precisely, for regularities below 13 we lose control on the
non-linearity in this stochastic PDE (see Lemma 5.8).
1.2. Further directions
For the standard ASEP, there are many interesting PDE and SPDE results that may have
generalizations to the dynamic setting. For instance, the standard ASEP enjoys a hydrody-
namic limit (i.e., law of large numbers for its height function) which is determined by the
integrated inviscid Burgers equation (or Hamilton-Jacobi equation) with quadratic flux. Un-
der very weak asymmetry scaling, the limit inviscid equation is replaced by its viscous analog.
It is presently unclear how the dynamic parameter (and preferred height) influences these
hydrodynamic limit results. However, we expect that, at least under very weak asymmetry
scaling, it should be possible to use the methods from this paper to answer this question.
The KPZ equation arises as a scaling limit of the height function fluctuations of the weak
asymmetry standard ASEP (weak asymmetry means q = e−
√
ε versus our very weak asym-
metry where q = e−ε). It is presently unclear what becomes of the dynamic ASEP under this
weak asymmetry. Part of the challenge is that the stationary initial data simply converges to
0. This may suggest that should there be an SPDE limit of the weak asymmetry (q = e−
√
ε)
dynamic ASEP, its solution will tend over time to 0. The exact form of this limiting SPDE is
not yet clear. Another possibility is to tune the value of α in a time-dependent manner. This
may enable us to access a KPZ equation-type limit. We leave this for future work.
1.3. Notation
We define here several objects which are used throughout the article. For η ∈ (0, 1), we denote
by Cη the standard space of η-Ho¨lder functions on R, equipped with the norm ‖ • ‖Cη . The
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Ho¨lder space Cη of non-integer regularity η ≥ 1 consists of bηc times continuously differentiable
functions whose bηc-th derivative is (η − bηc)-Ho¨lder continuous. When we apply all these
norms to functions or distributions on the circle T := R/Z, we identify them with their
periodic extensions. The ε-discretization of R will be denoted by εZ, and we denote by 〈〈•, •〉〉
and 〈〈•, •〉〉ε the standard and discretized pairings:
〈〈ζ, ϕ〉〉 :=
∫
R
ζ(x)ϕ(x)dx, 〈〈ζ, ϕ〉〉ε := ε
∑
x∈εZ
ζ(x)ϕ(x).
We prefer to use this non-standard notation for the pairing, to avoid confusions with the
bracket processes of martingale.
For a test function ϕ : R → R, we define its λ-scaled and x-centered version ϕλx(y) :=
λ−1ϕ(λ−1(y − x)), where λ ∈ (0, 1] and x ∈ R. Then for η < 0 and a discrete function
ζε : εZ → R, we define the norm ‖ζε‖Cηε as the smallest constant C ≥ 0, independent of ε,
such that the bound
|〈〈ζε, ϕλx〉〉ε| ≤ C(λ ∨ ε)η, (1.10)
holds uniformly in λ ∈ (0, 1], x ∈ R and d−ηe-Ho¨lder continuous functions ϕ, with the
Cd−ηe norm bounded by 1 and compactly supported in the unit ball, centered at the origin.
Obviously, a piece-wise linearly extended function ζε satisfying ‖ζε‖Cηε ≤ C also belongs to Cη,
which is the Besov space Bη∞,∞ of distributions ζ (see [BCD11]), characterized by the bound
|〈〈ζ, ϕλx〉〉| ≤ Cλη,
with the same quantities as in (1.10), where 〈〈•, •〉〉 is the standard pairing.
By ‖ • ‖V→W we denote the operator norm of a linear map acting from the space V to W .
For time-dependent functions or distributions ζt we define the following norms
‖ζ‖CηT,ε := sup
t∈[0,T ]
‖ζt‖Cηε , ‖ζ‖L∞T := sup
t∈[0,T ]
‖ζt‖L∞ .
To make our notation lighter, sometimes we will write “.” for a bound “≤” up to a
multiplier, independent of relevant quantities. We will also use O(ε) denote a function which
is bounded in absolute value by Cε as ε→ 0 for some constant C which does not depend on
ε or any other varying parameters.
We define the discrete derivatives in the usual way: ∇±f(x) := ±(f(x± 1)− f(x)), and we
write for brevity ∇ := ∇+. The discrete Laplacian is defined as ∆ := ∇+ −∇−. The rescaled
versions of these operators act on functions ϕ : R → R as ∇±ε ϕ(x) := ±(ϕ(x ± ε) − ϕ(x))/ε
and ∆ε := (∇+ε −∇−ε )/ε. As before we sometimes write ∇ε in place of ∇+ε .
Since we are going to work with ca`dla`g martingales, we will use the two bracket processes
associated to them. More precisely, the predictable quadratic covariation 〈M,N〉t of two
martingales (Mt)t≥0 and (Nt)t≥0 is the unique adapted process with bounded total variation,
such that MtNt − 〈M,N〉t is a martingale. Furthermore, the quadratic covariation [M,N ]t is
defined by
[M,N ]t := MtNt −M0N0 −
∫ t
0
Ms−dNs −
∫ t
0
Ns−dMs,
where Ms− := limr↑sMr is the left limit of M at time s. We refer to [JS03, Ch. I.4] for
properties of these two bracket processes. In particular the difference [M,N ]t − 〈M,N〉t is
always a martingale.
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Outline
The rest of paper is organized as follows. In Section 2, we show that a modified Cole-Hopf
transform of the height function of the dynamic ASEP on the full line satisfies a microscopic
stochastic heat equation (SHE). The main result of Section 2 is Theorem 2.4. The section
also contains the proof of Theorem 1.1 which follows fairly easily from Theorem 2.4. Sections
3 and 4 are devoted to the proof of Theorem 2.4. Section 3 provides moment bounds on the
microscopic SHE which imply tightness of the space-time process. Section 4 uses martingale
problems to identify all limit solutions as the unique one from Theorem 2.4. In Section 5,
we prove Theorem 1.6. Appendix A contains some of the important properties of various
heat kernels. In Appendix B and Appendix C, we include few other important inputs which
are mainly needed for the proof of Theorem 1.6. Finally, Appendix D contains a proof of
Lemma 1.3 and Corollary 1.4.
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2. Microscopic SHE and proof of Theorem 1.1
The ultimate goal of this section is to prove Theorem 1.1 (this comes at the end of the
section). In Proposition 2.1 we derive a microscopic stochastic heat equation (SHE) satisfied
by a modified Cole-Hopf transform of the dynamic ASEP and compute the quadratic variation
of the associated martingale. Under very weakly asymmetric scaling and some assumption on
the initial data (Definition 2.3), we take a continuum limit of the discrete SHE in Theorem 2.4.
Dynamic ASEP depends on two parameters q and α, however, up to a shift in the height
function by logq α, the parameter α can always be set to 1. Under this shift, the height function
will live on a shift of the integer lattice. We will not labor this point further since in our scaling
limits, such a shift is inconsequential. The state space of the dynamic ASEP is
S := {s = (s(x))
x∈Z : |s(x+ 1)− s(x)| = 1∀x ∈ Z
}
.
Each site x of Z has independent “up” and “down” step exponential clocks with rates given
below. When the clock at x rings, the height s(x) is updated according to the following rule
(assuming that the update does not result in s exiting S):
s(x) 7→ s(x)− 2 at rate a↓(s(x)) := q(1 + q
−s(x))
1 + q−s(x)+1
,
s(x) 7→ s(x) + 2 at rate a↑(s(x)) := 1 + q
−s(x)
1 + q−s(x)−1
.
The infinitesimal generator of the dynamic ASEP is denoted by L and acts on functions
f : S → R as
(Lf)(s) =
∑
x∈Z
[
η↓xa
↓(s(x))
(
f(sx,−2)− f(s))+ η↑xa↑(s(x))(f(sx,+2)− f(s))], (2.1)
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where η↓x = 1{s(x)>s(x−1),s(x)>s(x+1)} and η
↑
x = 1{s(x)<s(x−1),s(x)<s(x+1)}, and where the height
functions sx,±2 are obtained from s by replacing s(x) with s(x)± 2.
The following proposition associates a microscopic SHE to the dynamic ASEP.
Proposition 2.1. Consider the dynamic ASEP process st(x) with q = e
−ε (as explained
above, we have taken α = 1 without lost of generality). Let us furthermore define the constants
θ1 := (1−√q)2, θ2 := 2√q and the function
Zt(x) := e
θ1t
(
q−
st(x)
2 − q st(x)2 ), (2.2)
for t ∈ R≥0 and x ∈ Z. Define
Mt(x) := Zt(x)−
∫ t
0
(LZr(x) + θ1Zr(x))dr (2.3)
where L defined in (2.1) acts on sr(x) in Zr(x). Then, for each x, Mt(x) is a martingale with
respect to the natural filtration of {st}t≥0 and Z satisfies the following microscopic SHE
dZt(x) =
θ2
2
∆Zt(x)dt+ dMt(x), (2.4)
where the nearest-neighbour discrete Laplacian ∆ acts on the x-variable. The martingales
Mt(x) satisfy the following properties.
(1) The predictable quadratic covariation of the martingale (2.3) satisfies
d
dt
〈
M(y),M(x)
〉
t
= 1{x=y}
ε2e2tθ1
4
q−1
(
1 + q−st(x)
)(
q
st(x+1)+st(x−1)
2 + 1
)
(2.5)
× (1−∇+st(x)∇−st(x) + Eεt (x)),
where ∇± are the discrete derivatives (Section 1.3), and the function Eε satisfies |Eεt (x)| ≤
Cε uniformly in t and x.
(2) Moreover, the following bound holds
d
dt
〈M(x),M(x)〉t ≤ 2ε2
((
Zt(x)
)2
+ 2e2tθ1
)
. (2.6)
Proof. Before proving this proposition, let us relate how it is inspired by the duality proved for
dynamic ASEP in [BC17, Theorem 2.3]. Taking expectation in (2.4) kills the martingale and
shows that E[Zt(x)] solves a semi-discrete heat equation. This is essentially the one-particle
case of the duality for dynamic ASEP.
Turning to the proof, we first demonstrate (2.4), and explicitly construct the martingale
therein. In this proof it will be convenient for us to overload the notation for Z and write
Zt(x; st) instead of Zt(x). This mean the same thing, but explicitly emphasizes the dependence
of Z on st. Owing to the definition of dynamic ASEP, we have that
dZt(x; st) = η
↓
x(t)(Zt(x; s
x,−2
t )− Zt(x; st))a↓(st(x))dP ↓t (x)
+ η↑x(t)(Zt(x; s
x,+2
t )− Zt(x; st))a↑(st(x))dP ↑t (x) + θ1Zt(x; st)dt (2.7)
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where {P ↓t (x)}x∈Z and {P ↑t (x)}x∈Z are independent Poisson processes of intensity 1. Define
compensated Poisson processes, which are martingales, by setting
M↓t (x) :=
∫ t
0
η↓x(r)a
↓(sr(x))(dP ↓r (x)− dr)
and likewise with ↑ in place of ↓. From these define martingales {Mt(x)}x∈Z via
Mt(x) :=
∫ t
0
(
Zr(x; s
x,−2
r )− Zr(x; sr)
)
dM↓r (x) +
∫ t
0
(
Zr(x; s
x,+2
r )− Zr(x; sr)
)
dM↑r (x)
)
.(2.8)
With this we may rewrite (2.7) as
dZt(x; st) = LZt(x; st)dt+ θ1Zt(x; st)dt+ dMt(x).
In light of the above, to complete the proof of (2.4) it remains to show that
LZt(x; st) + θ1Zt(x; st) = θ2
2
∆Zt(x; st)
where ∆ acts on Zt(x; st) in the x variable. This follows from the one-particle duality in [BC17,
Theorem 2.3], though it can also be easily deduced (in the spirit of the analogous transform
for ASEP in [BG97]) by expressing both sides in terms of Zt(x; st), η
↓
x(t) and η
↑
x(t), and then
checking that they match over all possible values of the pair η↓x(t) and η↑x(t).
Now, we will prove properties (1) and (2) of the bracket processes of the martingales M .
Owing to the independence of the exponential clocks, ddt〈M(y),M(x)〉t = 0 for y 6= x ∈ Z.
When y = x, owing to (2.8), we can write
d
dt
〈M(x),M(x)〉t = At(x) +Bt(x), (2.9)
where the two terms are
At(x) :=
(
Zt(x; s
x,−2
t )− Zt(x; st)
)2 d
dt
〈M↓(x),M↓(x)〉t
Bt(x) :=
(
Zt(x; s
x,+2
t )− Zt(x; st)
)2 d
dt
〈M↑(x),M↑(x)〉t, (2.10)
From their definitions as compensated Poisson processes, d〈M↓(x),M↓(x)〉t = η↓x(t)a↓(st(x))dt
and likewise for ↑. Combining this with the following readily checked identities
η↓x(t) = 1{st(x)>st(x−1)=st(x+1)} =
1
(q − 1)2
(
q
1+st(x)−st(x+1)
2 − 1)(q 1+st(x)−st(x−1)2 − 1),
η↑x(t) = 1{st(x)<st(x−1)=st(x+1)} =
1
(q − 1)2
(
q
1+st(x+1)−st(x)
2 − 1)(q 1+st(x−1)−st(x)2 − 1).
Substituting this into (2.10) and expanding Z via its definition yields
At(x) = q
−1e2tθ1
(
q
1+st(x+1)−st(x)
2 − 1)(q 1+st(x−1)−st(x)2 − 1)(1 + qst(x)+1)(1 + q−st(x)),
Bt(x) = q
−1e2tθ1
(
q
1+st(x)−st(x+1)
2 − 1)(q 1+st(x)−st(x−1)2 − 1)(1 + qst(x)−1)(1 + q−st(x)).
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We seek to establish that the sum of these two terms is bounded as in (2.5). First, observe that
if st(x) < min{st(x−1), st(x+1)} (i.e., a \/ shape around x), then st(x)+1 = st(x−1)+st(x+1)2 ;
similarly, if st(x) > max{st(x − 1), st(x + 1)} (i.e., a /\ shape around x) , then st(x) − 1 =
st(x+1)+st(x−1)
2 . Moreover, we can write q
(1+st(x+1)−st(x))/2−1 = 12ε(1+st(x+1)−st(x))+O(ε2)
(recall, hereO(ε2) is a function which is bounded uniformly by Cε2 for some universal constant
C). Using similar expansions for other terms, substituting those into A+ B and noting that
|st(x+ 1)− st(x)| = |st(x− 1)− st(x)| = 1 for all x ∈ Z and t ∈ R, we arrive at
At(x) +Bt(x) =
q−1ε2e2tθ1
4
(
1 + q−st(x)
)
(1 + q
st(x+1)+st(x−1)
2 )
(
1−∇+x st(x)∇−x st(x) +O(ε)
)
,
which is exactly the required identity (2.5).
Now, we turn to the bound (2.6). By a direct computation, we obtain(
Zt(x; s
x,−2
t )− Zt(x; st)
)2
+
(
Zt(x; s
x,+2
t )− Zt(x; st)
)2 ≤ 2ε2((Zt(x; st))2 + 2e2tθ1).
Using this along with bounding the indicator functions in (2.10) and the rates a↓(s(x)) and
a↑(s(x)) by 1 implies that the r.h.s. of (2.9) is bounded by 2ε2
(
(Zt(x; st))
2 + 2e2tθ1
)
as needed
to show (2.6). 
The following property of the process Z will be used in Section 4.
Proposition 2.2. With Z and s defined as in Proposition 2.1, we may rewrite
ε−2e−2tθ1∇+Zt(x)∇−Zt(x) = ∇+st(x)∇−st(x) + Bεt (x), (2.11)
for some function Bεt (x) satisfying |Bεt (x)| ≤ 14
(
e−tθ1Zt(x)
)2
+ Cε, uniformly in t and x.
Proof. Going to the definition of Z in (2.2) we have that
e−tθ1∇−Zt(x) = q−s(x)/2
(
1− q−(s(x−1)−s(x))/2)− qs(x)/2(1− q(s(x−1)−s(x))/2)
=
1
2
(
q−s(x)/2 + qs(x)/2
)(
ε∇−s(x) +O(ε2))
=
(
1 +
1
4
(
e−tθ1Zt(x)
)2)1/2 (
ε∇−s(x) +O(ε2)). (2.12)
The second line above follows by Taylor expanding q−(s(x−1)−s(x))/2 = 1 − ε∇−s(x) + O(ε2)
and the third line follows by using q−s(x)/2 + qs(x)/2 =
(
1 + 14
(
e−tθ1Zt(x)
)2)1/2
. Similarly,
e−tθ1∇+Zt(x) =
(
1 +
1
4
(
e−tθ1Zt(x)
)2)1/2 (
ε∇+s(x) +O(ε2)). (2.13)
Multiplying (2.12) and (2.13), and using max{|∇+s(x)|, |∇−s(x)|} ≤ 1, we arrive at (2.11). 
We aim now to state a convergence result for Z. This requires certain assumptions on the
initial conditions of the underlying dynamic ASEP.
Definition 2.3. Consider a sequence of functions Zε0 : R→ R indexed by ε. We call {Zε0}ε>0
near stationary initial data with parameters u > 0 and β ∈ (0, 14), if for all k ∈ N, there exist
C0 = C0(u, β, k) > 0, such that for all x, x1, x2 ∈ Z one has the bounds
‖Zε0(x)‖2k ≤ C0 exp(u|x|), (2.14a)
‖Zε0(x1)−Zε0(x2)‖2k ≤ C0(|x1 − x2|)2β exp(u(|x1|+ |x2|)). (2.14b)
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With this definition we are ready to state our convergence result for Z.
Theorem 2.4. Consider the dynamic ASEP st(x) with q = e
−ε (as explained at the begin-
ning of this section, we have taken α = 1 without loss of generality), and recall Zt(x) :=
eθ1t
(
q−
st(x)
2 − q st(x)2 ) with θ1 = (1 − √q)2 from (2.2). Extend Zt(x) to non-integer x by lin-
ear interpolation and define ZεT (X) := ε−
1
2Zε−2T (ε
−1X). Assume that Zε starts from an
ε-dependent sequence of near stationary initial data Zε0 . If Zε0 ⇒ Z0 in C(R) as ε→ 0, then
Zε ⇒ Z in D([0,∞), C(R)), as ε → 0, where Z is the unique solution of (1.2), with A = 0
and BT = e
T/4, started from initial data Z0.
Proof. The moment bounds in Proposition 3.1 and an argument similar to [BG97, Theo-
rem 3.3] (see also [DT16, Proposition 1.4]), readily yield tightness of {Zε}ε>0 with respect
to the weak topology of D([0,∞), C(R)). Identification of the limit points with the unique
solution of (1.2), with A = 0 and BT = e
T/4 is proved in Proposition 4.1 below. 
With this result at hand, we close this section by proving Theorem 1.1.
Proof of Theorem 1.1. Recalling sˆε from (1.4), and Z from (2.2), we can bound∣∣e√εsˆε0(X)/2 − e−√εsˆε0(X)/2∣∣ ≤ √ε|sˆε0(X)|e√ε|sˆε0(X)|, |Zε0(X)| ≤ |sˆε0(X)|e√ε|sˆε0(X)|. (2.15)
Similarly we find that
|Zε0(X1)−Zε0(X2)| ≤ |sˆε0(X1)− sˆε0(X2)|e
√
ε(|sˆε0(X1)|+|sˆε0(X2)|). (2.16)
Taking the L2k-norm of both sides of the second inequality in (2.15) and the inequality in
(2.16), applying the Cauchy-Schwarz inequality and the inequalities assumed in (1.5), we
conclude that {Zε0}ε>0 satisfies (2.14). Theorem 2.4 implies that Zε converges weakly to the
unique solution of (1.2) with A = 0 and BT = e
T/4 in D([0,∞), C(R)) as ε→ 0.
To show the weak convergence of sˆε, we observe by Taylor expanding that
ZεT (X) = eε
−2Tθ1 sˆεT (X)
(
1 +
√
εsˆεT (X)Θ
ε
T (X)
)
, (2.17)
where the function Θε is bounded as follows
|ΘεT (X)| ≤
1
2
(
e
√
εsˆεT (X) + e−
√
εsˆεT (X)
)
=
(
1 + 4−1εe−2ε
−2Tθ1(Zε0(X))2
)1/2
.
Writing sˆε in terms of Zε as
e
√
εsˆεT (X) =
1
2
ε
1
2 e−ε
−2Tθ1ZεT (X) +
1
2
(
4 + εe−2ε
−2Tθ1(ZεT (X))2
)1/2
we may use (along with Slutsky’s theorem) the fact that Zε converges weakly to conclude
that the r.h.s. above converges weakly to 1 and hence
√
εsˆεT (X) converges weakly to 0. On
compact space-time sets, this implies that
√
εsˆεT (X) converges to 0 in probability as well, and
we may likewise conclude that on compact sets, Θε is bounded by 2 in probability. Returning
to (2.17), we see that
√
εsˆεT (X)Θ
ε
T (X) converges to 0 in probability and hence, also using the
fact that ε−2Tθ1 → T/4, we see that the function (T,X) 7→ eT/4sˆεT (X) − ZεT (X) converges
to 0 in D([0,∞), C(R)), as ε → 0. Since Zε converges to a limit Z, we conclude that sˆεT (X)
converges to e−T/4Z. Theorem 2.4 provides the SPDE satisfied by Z. The chain rule implies
that e−T/4Z solves (1.2) with A = −14 and B ≡ 1, thus completing the proof. 
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3. Moment bounds for solutions of the microscopic SHE
The main goal of this section is to prove moment bounds for the scaled solutions of the
microscopic SHE (2.4). Before stating the main result of this section, we perform a bit of
pre-processing of Z, defined in (2.2). Recall q = e−ε and let us define the process (scaled in
value but with microscopic time and space variables still)
Z˜εt (x) = ε−
1
2Zt(x) so that ZεT (X) = Z˜εε−2T (ε−1X) (3.1)
where Zε is defined in Theorem 2.4. Owing to (2.4), Z˜εt (x) satisfies a microscopic SHE:
dZ˜εt (x) =
θ2
2
∆Z˜εt (x)dt+ dM˜εt (x), (3.2)
where M˜ε := ε− 12M and θ2 = 2√q. The mild solution to (3.2) is given by
Z˜εt (x) =
∑
y∈Z
pεt (x− y)Z˜ε0(y) +
∑
y∈Z
∫ t
0
pεt−r(x− y)drM˜εr(y), (3.3)
where pεt (x) solves the following semi-discrete PDE:
∂tp
ε
t (x) =
θ2
2
∆pεt (x), p
ε
0(x) = 1{x=0}. (3.4)
Note that pεt is the heat kernel for a continuous time random walk starting from x = 0 which
jump symmetrically ±1 with rate θ22 .
Now, we are ready to state the main result of this section.
Proposition 3.1. Consider the space time process Zε, defined in (3.1), starting from a se-
quence of near stationary initial data Zε0 (see Definition 2.3) with parameters u ∈ R>0 and
β ∈ (0, 14). Then, for any T > 0 and for any k ∈ N, there exists C = C(u, β, k, T ), such that
‖ZεT (X)‖2k ≤ C exp(u|X|),
‖ZεT (X1)−ZεT (X2)‖2k ≤ C|X1 −X2|2β exp(u(|X1|+ |X2|)),
‖ZεT1(X)−ZεT2(X)‖2k ≤ C(ε2 ∨ |T1 − T2|)β exp(u|X|),
for all X,X1, X2 ∈ R and T, T1, T2 ∈ [0, T ].
In our proof (and preparations below) we find it easier to work with microscopic variables
and hence Z˜εt (x). In terms of that, we may rewrite the bounds in Proposition 3.1 as follows:
‖Z˜εt (x)‖2k ≤ C exp(uε|x|), (3.6a)
‖Z˜εt (x1)− Z˜εt (x2)‖2k ≤ C(ε|x1 − x2|)2β exp(uε(|x1|+ |x2|)), (3.6b)
‖Z˜εt1(x)− Z˜εt2(x)‖2k ≤ C(1 ∨ |t1 − t2|)βε2β exp(uε|x|), (3.6c)
for all x, x1, x2 ∈ Z and t, t1, t2 ∈ [0, ε−2T ]. Proving these bounds immediately implies that
analogous bounds in Proposition 3.1.
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To prove (3.6), we first focus on bounding the second component of (3.3). Fix 0 ≤ t1 < t2.
For any t ∈ [t1, t2], let us define the processes (note: below we use the notation
∫
f(r)drMr
to denote the stochastic integral of f against a martingale in the time variable r)
M˜ ε;t1,t2t (x) :=
∑
y∈Z
∫ t
t1
pεt2−r(x− y)drM˜εr(y),
M˜ ε;∇,t1,t2t (x1, x2) :=
∑
y∈Z
∫ t
t1
(
pεt2−r(x1 − y)− pεt2−r(x2 − y)
)
drM˜εr(y).
Furthermore, for any r ∈ R>0 and y, x1, x2 ∈ R, we define the modified kernels
p¯εr(y) :=
(
1 ∧ r− 12 )pεr(y), p¯ε;∇r (x1, x2; y) := (1 ∧ r− 12 )pε;∇r (x1, x2; y),
where we have set pε;∇r (x1, x2; y) := pεr(x1 − y)− pεr(x2 − y).
In the following lemma we will derive necessary estimates on the norms of the processes
M˜ ε;t1,t2 and M˜ ε;∇,t1,t2 which we will use in Section 3.1. Let us define the function
A˜ε;kr (y) := ε2‖Z˜εr (y)‖22k + 4εe2rθ1 . (3.7)
Lemma 3.2. Then for any β ∈ (0, 14) and any k ∈ N, there exist C1 = C1(k) > 0 and
C2 = C2(k, β) > 0, such that
‖M˜ ε;t1,t2t (x)‖22k ≤ C1
∑
y∈Z
∫ t
t1
p¯εt2−r(x− y)A˜ε;kr (y)dr, (3.8a)
‖M˜ ε;∇,t1,t2t (x1, x2)‖22k ≤ C2(ε|x1 − x2|)4β
∑
y∈Z
∫ t
t1
∣∣p¯ε;∇,t2−r(x1, x2; y)∣∣ A˜ε;kr (y)dr, (3.8b)
uniformly over x, x1, x2 ∈ Z and t ∈ [t1, t2].
Proof. Using Burkholder-Davis-Gundy’s inequality (Lemma B.1), we may bound
‖M˜ ε;t1,t2t (x)‖2k2k ≤ CE
[[
M˜ ε;t1,t2(x), M˜ ε;t1,t2(x)
]k
t
]
, (3.9a)
‖M˜ ε;∇,t1,t2t (x1, x2)‖2k2k ≤ CE
[[
M˜ ε;∇,t1,t2(x1, x2), M˜ ε;∇,t1,t2(x1, x2)
]k
t
]
, (3.9b)
where [•, •]t is the quadratic variation of the martingales with respect to time t (suppressed in
the notation for the martingales) and C > 0 is a constant which depends only on k.
To show (3.8a) and (3.8b), we will bound the r.h.s. of (3.9a) and (3.9b) respectively by
(
r.h.s. (3.9a)
) 1
k ≤ C1
∑
y∈Z
∫ t
t1
p¯εt2−r(x− y)A˜ε;kr (y)dr, (3.10a)
(
r.h.s. (3.9b)
) 1
k ≤ C2(ε|x1 − x2|)4β
∑
y∈Z
∫ t
t1
p¯ε;∇t2−r(x1, x2; y)A˜ε;kr (y)dr. (3.10b)
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for some constants C1 = C1(k) > 0 and C2 = C2(k, β) > 0. We obtain (3.8) by combining
(3.9) with (3.10). Hence, we seek now to prove (3.10). Expanding the quadratic variations
yields [
M˜ ε;t1,t2(x), M˜ ε;t1,t2(x)
]
t
=
∑
y∈Z
∫ t
t1
(pεt2−r(x− y))2dr
[M˜ε(y),M˜ε(y)]
r
, (3.11)
[
M˜ ε;∇,t1,t2(x1, x2), M˜ ε;∇,t1,t2(x1, x2)
]
t
=
∑
y∈Z
∫ t
t1
(pε;∇t2−r(x1, x2; y))
2dr
[M˜ε(y),M˜ε(y)]
r
, (3.12)
where, as above, pε;∇r (x1, x2; y) := pεr(x1−y)−pεr(x2−y). We will focus our analysis on (3.11).
For (3.12), we give the key steps since the bounds follow from similar arguments as in (3.11).
To start with, we separate out the predictable quadratic covariation by writing
r.h.s. of (3.11) = R˜ε;t1,t2r (x) +
∑
y∈Z
∫ t
t1
(pεt2−r(x− y))2dr〈M˜ε(y),M˜ε(y)〉r, (3.13)
R˜ε;t1,t2t (x) :=
∑
y∈Z
∫ t
t1
(
pεt2−r(x− y)
)2
dr
(
[M˜ε(y),M˜ε(y)]r − 〈M˜ε(y),M˜ε(y)〉r
)
. (3.14)
For any y ∈ Z, the process r 7→ [M˜ε(y),M˜ε(y)]r − 〈M˜ε(y),M˜ε(y)〉r is a martingale with
respect to the natural filtration of {sr}r≥0, and hence so is t 7→ Rε;t1,t2t (y). Using the triangle
inequality for the norm and the Burkholder-Davis-Gundy inequality (Lemma B.1) for the
martingale Rε;t1,t2t (y), we obtain (combining (3.11) and (3.13))([
M˜ ε;t1,t2(x), M˜ ε;t1,t2(x)
]k
t
) 1
k ≤ C
(
E
[[R˜ε;t1,t2(x), R˜ε;t1,t2(x)] k2
t
]) 1
k
(3.15)
+
(
E
[( ∫ t
t1
∑
y∈Z
(pεt2−r(x− y))2dr〈M˜ε(y),M˜ε(y)〉r
)k]) 1
k
.
We first bound the second term in the r.h.s. of (3.15), and then later the first. From (2.6), we
can deduce an upper bound on the derivative of the bracket process 〈M˜ε(y),M˜ε(y)〉r yielding∑
y∈Z
∫ t
t1
(pεt2−r(x− y))2dr〈M˜ε(y),M˜ε(y)〉r ≤ C
∑
y∈Z
∫ t
t1
p¯εt2−r(x− y)(ε2|Z˜εr (y)|2 + 4εe2rθ1)dr,
for some absolute constant C. Here, we made use of the first estimate in (A.4a) for the kernel
pε. Taking Lk-norm on both sides of the above inequality and using the triangle inequality
for the Lk-norm yields(
E
[( ∫ t
t1
∑
y∈Z
p¯εt2−r(x− y)d〈M˜ε(y),M˜ε(y)〉r
)k]) 1
k ≤
∑
y∈Z
∫ t
t1
p¯εt2−r(x− y)A˜ε;kr (y)dr, (3.16)
where the function A˜ε;k is defined in (3.7).
Turning to the first term in the r.h.s. of (3.15), expanding the quadratic variation yields[R˜ε;t1,t2(x), R˜ε;t1,t2(x)]
t
=
∑
y∈Z
∑
t1≤τ≤t
(
pεt2−τ (x− y)
)4(Z˜ετ (y)− Z˜ετ−(y))4, (3.17)
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where for each y, the inner sum is over all τ ∈ [t1, t] which are the (almost surely finite
number of) random times when transitions sτ (y) → sτ (y) − 2 or sτ(y) → sτ (y) + 2 occur.
In the notation above, f(τ−) refers to the value of f just prior to the transition. Denote the
number of such transitions at site y during the time interval (r1, r2] by Ny(r1, r2). Divide
[t1, t] into ` = dt − t1e sub-intervals I1 = (r0, r1], through I` = (r`−1, r`] where r0 = t1,
r1 = r0 +1, . . . , r`−1 = r0 +bt− t1c and r` = t, so each interval has length at most one. Denote
N
(i)
y := Ny(Ii). By a direct computation(
Z˜ετ (y)− Z˜ετ−(y)
)2 ≤ ε2(Z˜ετ (y))2 + 4εe2τθ1 , (3.18)
Applying (3.18) and using maxr∈Ii |Z˜εr (y)| ≤ |Z˜εri−1(y)|(1 +
√
ε)N
(i)
y yields
r.h.s. of (3.17) ≤
∑`
i=1
∑
y∈Z
max
r∈II
(
pεt2−r(x− y)
)4
N (i)y (1 +
√
ε)4N
(i)
y
(
B˜ε(i, y)
)2
. (3.19)
where B˜ε(i, y) := ε2
(Z˜ε(ri−1, y))2 + 4εe2θ1ri . We may bound the term (pεt2−r)4 ≤ C(p¯εt2−r)2
using the first inequality of (A.4a). Taking the square root of both sides of (3.19) and using
Minkowski’s inequality ((a+ b)1/2 ≤ a1/2 + b1/2 for any a, b ≥ 0) shows that
(r.h.s. of (3.17))
1
2 ≤
∑`
i=1
∑
y∈Z
max
r∈Ii
p¯εt2−r(x− y) (N (i)y )
1
2 (1 +
√
ε)2N
(i)
y B˜ε(i, y). (3.20)
Taking Lk-norm of the both sides of (3.20)and using the triangle inequality of that norm
yields (in light of (3.17))
(
E
[[R˜ε;t1,t2(x), R˜ε;t1,t2(x)] k2
t
]) 1
k ≤
∑`
i=1
∑
y∈Z
max
r∈Ii
p¯εt2−r(x− y)
×
(
E
[
(N (i)y )
k
2 (1 +
√
ε)2kN
(i)
y
(
B˜ε(i, y)
)k]) 1k
. (3.21)
We now proceed to bound the r.h.s. of (3.21). Owing to the first inequality of (A.4c), we have
max
r∈Ii
p¯εt2−r(x− y) ≤ Cp¯εt2−ri−1(x− y) (3.22)
for all x, y ∈ Z and i = 1, . . . , ` for some absolute constant C > 0 when ε is sufficiently small.
Since N
(i)
y is a Poisson random variable of mean at most 2 we may bound(
E
[
(N (i)y )
k
2 (1 +
√
ε)4kN
(i)
y
]) 1
k ≤ Ce2
√
ε. (3.23)
Using the triangle inequality for the Lk-norm, we may also bound(
E
[(
B˜ε(i, y)
)k]) 1k ≤ ε2∥∥Z˜εri−1(y)‖22k + 4εe2θ1ri . (3.24)
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Since Z˜εri−1(y) is measurable w.r.t. the σ-algebra generated by {sr}r≤ri−1 , N
(i)
y and Z˜εri−1(y)
are independent. Applying the bounds in (3.22), (3.23) and (3.24) to the r.h.s. of (3.21) yields
r.h.s. of (3.21) ≤ C
∑`
i=1
∑
y∈Z
p¯εt2−ri−1(x− y)e2
√
ε
(
ε2
∥∥Z˜εri−1(y)‖22k + 4εe2θ1ri).
Approximating the above sum by the corresponding integral, we arrive at(
E
[[R˜ε;t1,t2(x), R˜ε;t1,t2(x)] k2
t
]) 1
k ≤ C
∑
y∈Z
∫ t
t1
p¯εt2−r(x− y)A˜ε;kr (y)dr (3.25)
for some C = C(k) > 0. Notice that (3.25) bounds the first term of the r.h.s. of (3.15).
Substituting the upper bounds in (3.16) and (3.25) into the r.h.s. of (3.15) proves (3.10a).
Now, we show the main steps for proving (3.10b), though leave off the details which are
similar to those described above in proving (3.10a). As in (3.13), we can decompose the r.h.s.
of (3.12) into two parts in a similar way as in (3.15), yielding(
E
[[M˜ε;∇,t1,t2(x1, x2),M˜ε;∇,t1,t2(x1, x2)]kt ]) 1k ≤ C(E[[R˜ε;∇,t1,t2(x1, x2), R˜ε;∇,t1,t2(x1, x2)] k2t ]) 1k
+
(
E
[(∑
y∈Z
∫ t
t1
(pε;∇t2−s(x1, x2; y))
2dr〈M˜ε(y),M˜ε(y)〉r
)k]) 1
k
,
where the definition of R˜ε;∇,t1,t2 is similar to that of R˜ε;t1,t2 except pt2−r(x − y) is replaced
by p∇t2−r(x1, x2; y) in (3.14). In order to obtain a similar bound to (3.16), we combine the
Ho¨lder-type estimate in the x-variable (see the second inequality of (A.4b)) for the kernel
pεt2−rwith (2.6) and use the triangle inequality for the L
k-norm. This yields(
E
[(∑
y∈Z
∫ t
t1
(pε;∇t2−s(x1, x2; y))
2dr〈M˜ε(y),M˜ε(y)〉r
)k]) 1
k
≤ C(ε|x1 − x2|)4β
∑
y∈Z
∫ t
t1
|p¯ε;∇t2−r(x1, x2; y)|A˜ε;kr (y)dr. (3.26)
A similar argument to that used in showing (3.25), yields(
E
([R˜ε;∇,t1,t2(x1, x2),R˜ε;∇,t1,t2(x1, x2)] k2t )) 1k
≤ C(ε|x1 − x2|)4β
∑
y∈Z
∫ t
t1
|p¯ε;∇t2−r(x1, x2; y)|A˜ε;kr (y)dr. (3.27)
Finally, (3.9b) follows by combining (3.26) with (3.27), which completes the proof. 
The following lemma develops a microscopic version of a chaos series for Z˜ε.
Lemma 3.3. For all k ≥ 1 there exists C = C(k) > 0 such that for all x ∈ Z and t ∈ [0, T ],
‖Z˜εt (x)‖22k ≤ 2
∑
y∈Z
pεt (x− y)‖Z˜ε0(y)‖22k + 2C
∫ t
0
∑
y∈Z
p¯εt−r(x− y)A˜ε;kr (y)dr, (3.28)
‖Z˜εt (x)‖22k ≤ 2
∑
y∈Z
pεt (x− y)‖Z˜ε0(y)‖22k + 2
∞∑
`=1
(Cε2)`
∫
~r∈∆(`)
∑
~y∈Z`
K`~r(~y)Dε;kr1,0(y1)d~r, (3.29)
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where ~y = (y1, . . . , y`) ∈ Z`, ∆(`) = {(r1, . . . , r`) ∈ R`+1≥0 : 0 ≤ r1 ≤ . . . ≤ r` ≤ t} and for any
~y ∈ Z`, ~r ∈ ∆(`),
K`~r(~y) := p¯εt−r`(x−y`)
`−1∏
i=1
p¯εri+1−ri(yi+1−yi), Dε;kr1,r0(y1) :=
∑
y0∈Z
pεr1−r0(y1−y0)‖Z˜εr0(y0)‖22k+4ε−1e2tθ1 .
Proof. Applying the L2k-norm triangle inequality to the decomposition of Z˜ε in (3.3) yields
‖Z˜εt (x)‖2k ≤
∑
y∈Z
pεt (x− y)
∥∥Z˜ε0(y)∥∥2k + ∥∥∥∫ t
0
∑
y∈Z
pεt−r(x− y)drM˜εr(y)
∥∥∥
2k
. (3.30)
Since pεt (x− y) is a probability measure in y, applying Cauchy-Schwarz inequality yields(∑
y∈Z
pεt (x− y)
∥∥Z˜ε0(y)∥∥2k)2 ≤∑
y∈Z
pεt (x− y)‖Z˜ε0(y)‖22k, (3.31)
which bounds the first term on the r.h.s. of (3.30). Apply (3.8a), we bound the second term∥∥∥∫ t
0
∑
y∈Z
pεt−r(x− y)drM˜εr(y)
∥∥∥2
2k
≤ C
∫ t
0
∑
y∈Z
p¯εt−r(x− y)A˜ε;kr (y)dr (3.32)
where A˜ε;k is defined in (3.7). Bounding the square of the sum of the two terms on the r.h.s.
of (3.30) by twice the sum of their squares and applying (3.31) and (3.32) gives (3.28). Since
A˜ε;kr (y) involves ‖Z˜εt (x)‖22k, the above equation establishes a recursion which produces the
series (3.29). To complete the proof we must control the tail of the series (3.29). This follows
from the same bounds used in the proof of (3.6a) below, so we do not reproduce it here. 
3.1. Proof of Proposition 3.1
Proof of (3.6a). Starting with the first term on the r.h.s. of (3.29) of Lemma 3.3, we claim
that there exists C = C(k, β, u) > 0 (which may change values between lines as well as within
lines below) such that∑
y∈Z
pεt (x− y)‖Z˜ε0(y)‖22k ≤ C
∑
y∈Z
pεt (x− y)e2εu(|x−y|+|x|) ≤ Ce2εu|x|. (3.33)
The first inequality follows from the bound (2.14a) on Z˜ε0 and the triangle inequality |y| ≤
|x− y|+ |x|. The second inequality follows from the second inequality of (A.4a) (with α = 0).
Now, we turn to bound the second term on the r.h.s. of (3.29). Due to the semigroup
property of pεt (x− •), for any ~r ∈ ∆(`),
∑
(y2,...,y`)∈Z`−1
pεt−r`(x− y`)
`−1∏
i=1
pεri+1−ri(yi+1 − yi) = pεt (x− y1).
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Owing to this identity and that fact that pε is bounded by 1, we may bound∫
~r∈∆(`)
∑
~y∈Z`
K`~y(~y)Dε;kr1,0(y1)d~r ≤ D
ε;k
t,0 (x)
∫
~r∈∆(`)
1√
t− r`
`−1∏
i=1
1√
ri+1 − rid~r.
The integral on the r.h.s. equals t
`
2 Γ(12)
`/Γ( `+12 ). Substituting this value and applying (3.33)
(to bound the term
∑
y0∈Z p
ε
t (x− y0)‖Z˜ε(0, y0)‖22k inside Dε;kt,0 (x)) yields∫
~r∈∆(`)
∑
~y∈Z`
K`~y(~y)Dε;kr1,0(y1)d~r ≤
(
Ce2εu|x| + ε−14e2tθ1
) Γ(12)`
Γ( `+12 )
t
`
2 . (3.34)
Combining this with bounds of the form
∑∞
`=1 x
`/Γ(`/2) ≤ eCx (for sufficiently large C) yields
∞∑
`=1
(Cε2)`
∫
~r∈∆(`)
∑
~y∈Z`
K`~r(~y)Dε;kr1,0(y1)d~r ≤
(
Ce2εu|x| + C
√
ε2te2tθ1
)
eCε
2
√
t.
Recall that t ≤ ε−2T and θ1 = (1 − √q)2 for q = e−ε. Thus
√
ε2t ≤ √T , tθ1 ≤ T/4 and
ε2
√
t ≤ ε√T . Combining this bound with that on the first term in (3.33) readily yields (3.6a).
Proof of (3.6b). Recalling (3.3) and using subadditivity of the L2k-norm, we write
‖Z˜εt (x1)− Z˜εt (x2)‖2k ≤ (I) + (II).
where
(I) :=
∥∥∥∑
y∈Z
(
pεt (x1 − y)− pεt (x2 − y)
)Z˜ε0(y)∥∥∥
2k
,
(II) :=
∥∥∥∑
y∈Z
∫ t
0
(pεt−r(x1 − y)− pεt−r(x2 − y))drM˜εr(y)
∥∥∥
2k
.
(I): Rearranging (as is justified by the heat kernel decay and a priori bounds on Zε0) yields∑
y∈Z
(
pεt (x1 − y)− pεt (x2 − y)
)Z˜ε0(y) = ∑
y∈Z
pεt (x1 − y)
(Z˜ε0(y)− Z˜0(x2 − x1 + y)). (3.35)
Taking L2k-norm on both sides of (3.35) and using subadditivity, we find that
(I) ≤
∑
y∈Z
pεt (x1 − y)
∥∥Z˜ε0(y)− Z˜ε0(x2 − x1 + y)∥∥2k.
As Zε0 satisfies (2.14b),∥∥Z˜ε0(y)− Z˜ε0(x2 − x1 + y)∥∥2k ≤ (ε|x1 − x2|)2β exp(εu(|x1 − x2 + y|+ |y|)).
Substituting the triangle inequality |x1 − x2 + y| ≤ |x1 − x2|+ |y| above, summing both sides
over y ∈ Z and using the second inequality of (A.3a) (with α = 0) yields our desired bound
(I) ≤ C(ε|x1 − x2|)4β exp(εu|x1 − x2|), (3.36)
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(II): Applying (3.8b) yields
(II)2 ≤ C(ε|x1 − x2|)4β
∑
y∈Z
∫ t
0
|p¯ε;∇t−r(x1, x2; y)|
(
ε2‖Z˜εr (y)‖22k + 4εe2rθ1
)
dr.
Applying (3.28) recursively to the r.h.s. we may, in a similar way as in the proof of Lemma 3.3,
develop an infinite series bound
(II)2 ≤ 2(ε|x1 − x2|)4β
∞∑
`=1
(Cε2)`
∫
~r∈∆(`)
∑
~y(`)∈Z`
K`;∇~r (~y)Dε;kr1,0(y1)d~r (3.37)
where Dε;kr1,0(y1) is defined in Lemma 3.3 and
K`;∇~r (~y) := |p¯ε;∇t−s`(x1, x2; y`)|
`−1∏
i=1
p¯εri+1−ri(yi+1 − yi).
By use of the triangle inequality |p¯ε;∇t−r`(x1, x2; y`)| ≤ p¯εt−r`(x1−y`)+p¯εt−r`(x2−y`) we can bound
the series on the r.h.s. of (3.37) in the same manner as in the proof of (3.6b). This eventually
produces the first inequality below (second inequality uses
√
ε2t ≤ √T and ε2√t ≤ ε√T )
(II)2 ≤ C
√
ε2t(ε|x1 − x2|)4β exp(2uε(|x1|+ |x2|)) exp(Cε2
√
t) ≤ CeεC
√
T (I)2.
This and (3.36) imply that (I) + (II) ≤ C(ε|x1 − x2|)2β exp(uε(|x1|+ |x2|)) proving (3.6b).
Proof of (3.6c). We may assume t2 > t1. Using (3.3) and L
2k-norm triangle inequality yields∥∥Z˜εt1(x)− Z˜εt2(x)∥∥2k ≤ (I) + (II) (3.38)
where
(I) :=
∥∥∥∑
y∈Z
pεt2−t1(x− y)(Z˜εt1(y)− Z˜εt1(x))
∥∥∥
2k
, (II) :=
∥∥∥∑
y∈Z
∫ t2
t1
pεt2−r(x− y)drM˜εr(y)
∥∥∥
2k
.
(I): By the L2k-norm triangle inequality, (I) ≤∑y∈Z pεt2−t1(x− y)∥∥Z˜εt1(y)− Z˜εt1(x)∥∥2k. From
(3.6b), ‖Z˜εt1(y) − Z˜εt1(x)‖2k ≤ C(ε|x − y|)2β exp(uε(|x| + |y|)). Using this bound, writing
|y| ≤ |x− y|+ |x| and summing via the second inequality of (A.3a) (with α = 2β), yields
(I) ≤ (1 ∨ |t2 − t1|)βε2β exp(2εu|x|). (3.39)
(II): Applying (3.8a) and then recursively applying (3.28) to (II) yields (in the same way as
in (3.37))
(II)2 ≤ 2
∞∑
`=1
(Cε2)`
∫
~r∈∆(`)t1,t2
∑
~y∈Z`
K`~r(~y)Dε;kr1,t1(y1)d~r (3.40)
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where ~r ∈ ∆(`)t1,t2 := {t1 ≤ r1 . . . ≤ r` ≤ t2} and all else is the same as in Lemma 3.3. In a
similar way as used to derive (3.34), using (3.6a) to bound ‖Z˜t1(y0)‖22k, we arrive at∫
~r∈∆(`)t1,t2
∑
~y∈Z`
K`~r(~y)Dε;kr1,t1(y1) ≤
(
Ce2εu|x| + ε−14e2tθ1
) Γ(12)`
Γ( `+12 )
(t2 − t1) `2 .
Substituting above inequality into the r.h.s. of (3.40) and summing over all ` ∈ Z≥1 yields
(II)2 ≤ C(1 ∨ |t2 − t1|)2βε4β exp(ε2|t2 − t1| 12 ) exp(2uε|x|). (3.41)
In derive this we used the bound ε(t2 − t1)1/2 ≤ C(1 ∨ |t2 − t1|)2βε4β which is valid for
β ∈ (0, 1/4). Finally, substituting (3.41) and (3.39) into (3.38), we arrive at (3.6c).
4. Identification of the limit for solutions of the microscopic SHE
The following proposition is the main result of this section
Proposition 4.1. In the setting of Theorem 2.4, let Zε0 ⇒ Z0 in C(R) as ε→ 0. Then, every
convergent subsequence of {Zε}ε>0 in D([0,∞), C(R)) has the same limit, which is the unique
solution of (1.2), with A = 0 and BT = e
T/4, started from the initial state Z0.
We will use the following martingale problem to uniquely identify the limiting SPDE (1.2).
Definition 4.2. Consider a stochastic process Z in D([0,∞), C(R)) such that for any T > 0,
u > 0 and k ∈ N, there exists C = C(T, u, k) > 0 satisfying
sup
R∈[0,T ]
sup
X∈R
e−u|X|‖ZR(X)‖2k ≤ C.
Let C∞b (R) be the set all infinitely differentiable bounded functions. Then, Z is the solution
of the martingale problem for the SPDE (1.2) with A = 0 and BT = e
cT started from Z0, if
for any ϕ ∈ C∞b (R) ∩ L2(R) the processes
MT (ϕ) := ZT (ϕ)−Z0(ϕ)− 2
∫ t
0
ZT (ϕ′′)dT, NT (ϕ) :=
(
MT (ϕ)
)2 − e2cR − 1
2c
‖ϕ‖2L2 (4.1)
are local martingales, where ZT (ϕ) :=
∫∞
−∞ZT (Y )ϕ(Y )dY .
The martingale problem uniquely identities the law of the solution to the SPDE (1.2).
Therefore, in order to show Proposition 4.1 we will demonstrate a microscopic martingale
problem and show that on convergent subsequences, limit laws satisfy the martingale prob-
lem in Definition 4.2. Fix ϕ ∈ C∞b (R) ∩ L2(R) and a subsequence Zεn which weakly con-
verges to a limit Z in D([0,∞), C(R)). For the convenience, in this section we will drop
the subscript n from εn (though at this point we have not ruled out different limits along
different subsequences) and always assume that Zε converges to a limit Z. Recall that
ZεT (X) = Z˜εε−2T (ε−1X). Recall the discrete Laplacian ∆ε from Section 1.3 and let us de-
note ZεT (ϕ) := 〈〈ZεT , ϕ〉〉ε, where the pairing is also defined in Section 1.3. Define
MεT (ϕ) := ZεT (ϕ)−Zε0(ϕ)−
θ2
2
∫ T
0
(∆εZε)R(ϕ)dR, (4.2a)
NεT (ϕ) :=
(
MεT (ϕ)
)2 − ∫ ε−2T
0
∑
y∈Z
(εϕ(εy))2d
〈M˜ε(y),M˜ε(y)〉
r
. (4.2b)
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In (4.2a), ∆ε acts on the x-variable. We could have definedMεT (X) = M˜εε−2T (ε−1X) in which
case the second term in (4.2b) would take a slightly more appealing form. However, we find
it simpler to work with this more microscopic expression below.
Owing to Lemma 2.1, it is straightforward to see that MεT (ϕ) is a local martingale with
respect to the natural filtration of {sε−2T }T≥0. To see that NεT (ϕ) is also a local martingale,
we note that the second term on the r.h.s. of (4.2b) is the bracket process 〈Mε(ϕ),Mε(ϕ)〉T .
Since ZεT (ϕ) converges weakly to ZT (ϕ), by Skorohod’s representation theorem [Bil99, p.70]
we can embed these processes onto a common probability space on which they converge almost
surely. In the following lemma we provide convergence of various terms from (4.2) with respect
to this common probability space.
Lemma 4.3. For every fixed T ≥ 0, we have the following limits
lim
ε→0
E
[∣∣ZεT (ϕ)−ZT (ϕ)∣∣] = 0, (4.3a)
lim
ε→0
E
[∣∣∣θ2 ∫ T
0
(∆εZε)R(ϕ)dR− 4
∫ T
0
ZR(ϕ′′)dR
∣∣∣] = 0, (4.3b)
lim
ε→0
E
[∣∣∣∣ ∫ ε−2T
0
∑
y∈Z
(
εϕ(εy)
)2
d
〈M˜ε(y),M˜ε(y)〉
r
− 2(eT/2 − 1)‖ϕ‖2L2
∣∣∣∣
]
= 0. (4.3c)
Proof. By Fatou’s lemma and the almost sure convergence of ZεT (ϕ) to ZT (ϕ) (by Skorohod)
E
[|ZT (ϕ)|] ≤ lim inf
ε→0
E
[|ZεT (ϕ)|].
Owing to (3.6a) and the decay of ϕ(x) as x → ∞ (since ϕ ∈ C∞b (R) ∩ L2(R)), the L1-norm
of {ZεT (ϕ)}ε≥0 is uniformly bounded as ε → 0, and thus E
[|ZT (ϕ)|] < ∞. Since {ZεT (ϕ) −
ZT (ϕ)}ε converges almost surely to 0 and is uniformly bounded in L1-norm as ε → 0, we
obtain, by dominated convergence, (4.3a).
Turning to (4.3b), observe that θ2 → 2 as ε→ 0 and that, via summation by parts,
(∆εZε)R(ϕ) = ε
∑
x∈Z
ZεR(εx)∆εϕ(εx) = 2ZεR(ϕ′′) + ε〈〈ZεR,Re(ϕ)〉〉ε. (4.4)
Here Re(ϕ) = ∆εϕ(εx)− ϕ′′ is the Taylor expansion remainder. Theorem 3.1 shows that for
any k ∈ N, E[‖ZεR‖2k] is uniformly bounded in ε and S ∈ [0, T ]. This along with the ε prefactor
implies that the last term in (4.4) vanishes in distribution. Since Zε converges weakly to Z in
D([0, T ), C(R)), we get from (4.4) and the above considerations the convergence in distribution
θ2
∫ T
0
(∆εZε)R(ϕ)dR⇒ 4
∫ T
0
ZR(ϕ′′)dR (4.5)
Due to (3.6a), rapid decay of ϕ and uniform bounds on the L2k-norm of Zε, the l.h.s. of
(4.5) is uniformly bounded in L1 as ε goes to ∞. Combining this with the Skorohod almost
sure convergence representation and the dominated convergence theorem, as above in proving
(4.3a), yields (4.3b).
The proof of (4.3c) is the most involved and ultimately relies on some self-averaging and
a tricky to show it which goes back to [BG97]. Applying the change of variable r = ε−2R
imsart-generic ver. 2014/02/20 file: DynamicASEP_6-07-2019.tex date: June 11, 2019
Corwin, Ghosal & Matetski/SPDE limit of the dynamic ASEP 24
inside the integral of (4.3c) and then, computing the bracket process (inside that integral) by
applying (2.5) of Lemma 2.1 and (2.11) of Proposition 2.2, we arrive at∫ ε−2T
0
∑
y∈Z
(εϕ(εy))2dr
〈M˜ε(y),M˜ε(y)〉
r
(4.6)
=
∫ T
0
ε−2
∑
y∈Z
(εϕ(εy))2
ε
4
(
4e2ε
−2Rθ1 − 4ε−1∇+Z˜εε−2R(y)∇−Z˜εε−2R(y) + ε
1
2U εε−2R(y)
)
dR,
where
U εt (x) := ε
− 1
2 e2tθ1
(
(1 + q−st(x))(1 + q
st(x+1)+st(x−1)
2 )− 4)(1−∇+st(x)∇−st(x) + Eεt (x))+ 4Bεt (x).
(4.7)
The term Eεt (x) is from (2.5) of Lemma 2.1 and satisfies |Eεt (x)| ≤ Cε for some constant
independent of t ∈ [0, ε−2T ] and x ∈ Z. The term Bε is from Proposition 2.2 and satisfies
|Bεt (x)| ≤ ε14
(
e−tθ1Z˜εt (x)
)2
+ Cε, uniformly over t ∈ [0, ε−2T ] and x ∈ Z.
There are three terms inside the parenthesis on the r.h.s. of (4.6). We will address the third
term, then the first and then the (much harder) second term. Starting with the third term
(involving U ε), a direct computation shows that
q∓st(x)/2 =
√
1 +
1
4
εe−2tθ1(Z˜εt (x))2 ±
1
2
ε
1
2 e−tθ1Z˜εt (x).
Combining this with the upper bound on Bε and the fact that |∇±st(x)| = 1 yields
|U εt (x)| ≤ C1|Z˜εt (x)|(1 + ε
1
2 (Z˜εt (x))2) + C2ε
1
2
uniformly for t ∈ [0, ε−2T ], x ∈ Z as ε→ 0 where C1, C2 are two positive constants which do
not depend on t, x or ε. From this and the growth bound on Z˜ε in (3.6a), it follows that for any
k ≥ 1, the expectation supx∈Z e−2uε|x|‖U εc (x)‖2k is uniformly bounded over all t ∈ [0, ε−2T ]
as ε → 0. By this uniform boundedness of U ε, the fact that ϕ has bounded support and
the dominated convergence theorem
∫ T
0
∑
y∈Z εϕ(εy)
2U εε−2R(y)dR stays uniformly bounded
as ε → 0. Counting powers of ε in the r.h.s. of (4.6) shows that this term arises with a
prefactor of ε1/2 and hence vanishes as ε→ 0.
Turning to the first term in (4.6), due to the continuity of ϕ, ε
∑
y∈Z(ϕ(εy))
2 → ‖ϕ‖2L2 as
ε→ 0. Combining this with 2ε−2Rθ1 → R/2 and the fact that
∫ T
0 e
R/2dR = 2(eT/2−1) yields∫ T
0
ε
∑
y∈Z
(ϕ(εy))2e2ε
−2Rθ1dR → 2(eT/2 − 1)‖ϕ‖2L2 , as ε→ 0.
This limiting term is precisely what is subtracted off in (4.3c). Therefore, to complete the
proof of (4.3c) we must show that
lim
ε→0
E
[
(Rε)2] = 0 where Rε := ∣∣∣ ∫ T
0
∑
y∈Z
(ϕ(εy))2∇+Z˜εε−2R(y)∇−Z˜εε−2R(y)dR
∣∣∣.
The rest of this proof is devoted to showing this.
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Expanding (Rε)2 in terms of a double-integral in Q and R time variables, and introducing
a conditional expectation with respect to the natural filtration Fε−2Q up to time ε−2Q yields
E[(Rε)2] = 2E
[ ∫ T
0
∑
y1∈Z
(ϕ(εy1))
2∇+Z˜εε−2Q(y1)∇−Z˜εε−2Q(y1)
×
∫ T
Q
E
[ ∑
y2∈Z
(ϕ(εy2))
2∇+Z˜εε−2R(y2)∇−Z˜εε−2R(y2)
∣∣∣Fε−2Q]dRdQ].
Owing to this expression along with the rapid decay of ϕ and uniform bounds on the norms
of Z˜εε−2Q for all Q ∈ [0, T ] as ε→ 0, we can establish the bound
E[(Rε)2] ≤ 2
∑
y1,y2∈Z
(ϕ(εy1)ϕ(εy2))
2
∫ T
0
∥∥∥∇+Z˜εε−2Q(y1)∇−Z˜εε−2Q(y1)∥∥∥
2
×
∫ T
Q
∥∥∥E[∇+Z˜εε−2R(y2)∇−Z˜εε−2R(y2)∣∣∣Fε−2Q]∥∥∥
2
dRdQ, (4.8)
by interchanging the summation and expectation, as well as the expectation and integral and
then applying the Cauchy-Scwharz inequality. We will bound these integrals.
For the first integral in (4.8), since q = e−ε and |∇±st(x)| = 1, from (3.6a) we obtain
sup
x∈Z
e−2uε|x|
∥∥∇+Z˜εε−2Q(x)∇−Z˜εε−2Q(x)∥∥2k ≤ Cε, (4.9)
for all Q ∈ [0, T ] where C = C(k, T, u).
For the second integral in (4.8) we claim that∫ T
Q
∥∥∥E[∇+Z˜εε−2R(x)∇−Z˜εε−2R(x)∣∣∣Fε−2Q]∥∥∥
2
dQ
≤
∫ Q+√ε
Q
∥∥∥E[∇+Z˜εε−2R(x)∇−Z˜εε−2R(x)∣∣∣Fε−2Q]∥∥∥
2
dR+ C
∫ T
Q+
√
ε
e2(u+1)ε|x|
( ε2
(R−Q) 32
+ ε
3
2
)
dR
≤Cε1+ 12 e2uε|x| + Cε 54 e2(u+1)ε|x|. (4.10)
The first inequality comes from splitting the integral into two parts (Q to Q+
√
ε and Q+
√
ε
to T ) and applying the bound of Lemma 4.4 into the second part by taking a = ε−2R and
b = ε−2Q. The second inequality come from applying Jensen’s inequality to write∥∥∥E[∇+Z˜εε−2R(x)∇−Z˜εε−2R(x)∣∣∣Fε−2Q]∥∥∥
2
≤ ∥∥∇+Z˜εε−2Q(x)∇−Z˜εε−2Q(x)∥∥2k
and then using (4.9). Combining (4.10) and (4.9) to control the r.h.s. of (4.8) yields
E[(Rε)2] ≤ C
∑
y1,y2∈Z
(ϕ(εy1)ϕ(εy2))
2e2(u+1)ε(|y1|+|y2|)
(
ε2+
1
2 + ε2+
5
4
)
.
Due to the rapid decay of ϕ, the r.h.s. of the above inequality converges to 0 as ε→ 0, which
shows that E[(Rε)2] converges to 0 likewise, completing the proof of (4.3c). 
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Lemma 4.4. There exists a constant C = C(u, T ) > 0 such that
sup
x∈Z
e−2(u+1)ε|x|
∥∥∥E[∇+Z˜εa(x)∇−Z˜εa(x)∣∣∣Fb]∥∥∥
2k
≤ C
( 1
ε(a− b) 32
+ ε
3
2
)
, (4.11)
for any 0 < b < b+ ε−
3
2 ≤ a < ε−2T , where Fb is the σ-algebra generated by {~st}t∈[0,b].
Proof. By (3.3), we may write
Z˜εa(x) =
∑
y∈Z
pεa−b(x− y)Z˜εb (y) +
∫ a
b
∑
y∈Z
pεa−c(x− y)dcM˜εc(y). (4.12)
It follows from (4.12) that
E
[
∇+Z˜εa(x)∇−Z˜εa(x)
∣∣∣Fb] = (I) + (II),
where
(I) :=
∑
y1,y2∈Z
∇+pεa−b(x− y1)∇−pεa−b(x− y2)Z˜εb (y1)Z˜εb (y2),
(II) := E
[ ∫ a
b
∑
y∈Z
∇+pεa−c(x− y)∇−pεa−c(x− y)dc
〈M˜ε(y),M˜ε(y)〉
c
∣∣∣Fb].
For any c ∈ [b, a], k ∈ N and κ ∈ R≥0, define
f (k)κ (c; b) := sup
x∈Z
e−2κε|x|
∥∥∥E[∇+Z˜εc (x)∇−Z˜εc (x)∣∣∣Fb]∥∥∥
2k
.
α(c) := ε(1 ∧ (c− b)− 12 ) + ε 32 , β1(c) :=(1 ∧ (c− b)− 32 ), β2(c) := (1 ∧ (a− c)− 32 ).
In what follows, we will show that
sup
x∈Z
e−2(u+1)ε|x|‖(I)‖2k ≤ C1ε−1β1(a). (4.13)
and
sup
x∈Z
e−2(u+1)ε|x|‖(II)‖2k ≤ C2α(a) + C3
∫ a
b
β2(c)f
(k)
u+1(c; b)dc (4.14)
for some C1 = C1(k, u, T ) > 0, C2 = C2(k, u, T ) > 0 and C3 = C3(k, u, T ) > 0. Assuming
(4.13) and (4.14), we first complete the proof of (4.11). Since f
(k)
u+1(a; b) is less than the sum
of l.h.s. of (4.13) and (4.14), summing both sides of the inequalities in (4.13) and (4.14) yields
f
(k)
u+1(a; b) ≤C1ε−1β1(a) + C2α(a) + C3
∫ a
b
β2(c)f
(k)
u+1(c; b)dc. (4.15)
Note that (4.15) verifies the condition of the Gronwall’s inequality1 inside the interval [a, b].
Applying Gronwall’s inequality, we write
f
(k)
u+1(a; b) ≤ Πα,β1(a) + C3
∫ a
b
Πα,β1(c)β2(c) exp
(
C3
∫ c
b
β2(w)dw
)
dc (4.16)
1Gronwall’s inequality says that for any interval I of the form [b,∞), or [b, a], or [b, a) with b < a
and any real valued functions f, g and h with the negative part of f being integrable on every closed
and bounded subinterval I, if h satisfies h(c) ≤ f(c) + ∫ c
b
g(r)h(r)dr for all c ∈ I, then, one has h(a) ≤
f(a) +
∫ a
b
f(r)g(r) exp(
∫ r
b
g(w)dw)dr.
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where Πα,β1(c) is the shorthand for C1ε
−1β1(c)+C2α(c). Since ε−1(a−b)− 32 ≥ T−1ε(a−b)− 12
for all 0 < b < a < ε−2T , α(a) is less than (1 ∧ ε−1(a − b)− 32 ) + ε 32 . Therefore, Πα,β1(a) is
bounded above by C ′1(ε−1(a − b)−
3
2 + ε
3
2 ) for some C ′1 = C ′1(T ) > 0. By a direct compu-
tation,
∫ c
b β2(w)dw ≤
(
1 − (c − b)− 12 ) ≤ 1. Substituting the upper bounds of Πα,β1(a) and
exp(
∫ c
b β2(w)dw) into the r.h.s. of (4.16), we get
f
(k)
u+1(a; b) ≤ C ′1(ε−1(a− b)−
3
2 + ε
3
2 ) + C ′2
∫ a
b
Πα,β1(c)β2(c)dc (4.17)
for some constant C ′2 = C ′2(T ) > 0. Note that owing to (4.17), (4.11) will be proved once we
show the following ∫ a
b
Πα,β1(c)β2(c)dc ≤ C
(
ε−1(a− b)− 32 + ε 32
)
. (4.18)
Thus we now proof (4.18). Since max{(a− c), (c− b)} ≥ (a− b)/2 for any c ∈ [a, b], we have(
1 ∧ (c− b)− 32 )(1 ∧ (a− c)− 32 ) ≤ (1 ∧ 2 32 (a− b)− 32 )((1 ∧ (a− c)− 32 )+ (1 ∧ (c− b)− 32 )).
Integrating both sides of the above inequality w.r.t. c yields∫ a
b
(
1 ∧ (c− b)− 32 )(1 ∧ (a− c)− 32 )dc ≤ C(a− b)− 32 (4.19)
for some constant C = C(T ) > 0. By using the fact that (c− b) ≤ ε−2T for ant c ∈ [a, b], we
have ε(1 ∧ (c− b)− 12 ) ≤ Tε−1(1 ∧ (c− b)− 32 ). Therefore, in a same way as in (4.19), we get∫ a
b
ε
(
1 ∧ (c− b)− 12 )(1 ∧ (a− c)− 32 )dc ≤ C(a− b)− 32 . (4.20)
Combining (4.19) and (4.20) with the fact that
∫ a
b (1 ∧ (a− c)−3/2)dc ≤ 1 shows (4.18).
To complete the proof of this lemma, it boils down to proving (4.13) and (4.14) which do
as follows. We first show (4.13). Observe that
‖(I)‖2k ≤
∑
y1,y2∈Z
|∇+pεa−b(x− y1)∇−pεa−b(x− y2)|‖Z˜εb (y1)‖4k‖Z˜εb (y2)‖4k
≤ C
(∑
y∈Z
∇+pεa−b(x− y)euε(|y|+1)
)2
≤ C
∑
y∈Z
(∇+pεa−b(x− y))2e2(u+1)ε|y|
∑
y∈Z
e−2ε|y|
≤ Ce2(u+1)ε|x|ε−1(1 ∧ (a− b)− 32 ), (4.21)
for some C = C(k, u, T ) > 0. The inequality in the first line follows from the triangle inequality
of the L2k-norm and Ho¨lder’s inequality (which bounds ‖Z˜εb (y1)Z˜εb (y2)‖2k by the product of
‖Z˜εb (y1)‖4k and ‖Z˜εb (y2)‖4k). The inequality in the second line is obtained by substituting
the upper bound of ‖Z˜εb (•)‖ from (3.6a). Applying Cauchy-Schwarz inequality, we obtain the
inequality of the third line. The last inequality follows by applying the first inequality of
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(A.4b) to bound |∇+pεa−b(x − y)| by C(1 ∧ (a − b)−
3
2 ) and the second inequality of (A.4a)
to bound the sum
∑
y∈Z p
ε
a−b(x − y) exp(2(u + 1)ε|x − y|) by a constant. Furthermore, the
geometric sum
∑
y∈Z e
−ε|y| is bounded above by Cε−1 for some constant C > 0. From (4.21),
(4.13) follows by noting that the r.h.s. of (4.21) does not depend on x after dividing both
sides by exp(2(u+ 1)ε|x|).
Now, we show (4.14). In a similar way as used to derive (4.6), we may use (2.5) and (2.11)
to show that
(II) = ε
∫ a
b
∑
y∈Z
∇+pεa−c(x− y)∇−pεa−c(x− y)
(
e2cθ1−E[ε−1∇+Z˜εc (y)∇−Z˜εc (y)− 14ε 12U εc (x)|Fb])dc,
where U εt is defined in (4.7). We may write the expression above as a sum of three terms
which we will denote by W1, W2 and W3 and those are defined as follows:
W1 := ε
∫ a
b
e2cθ1
∑
y∈Z
∇+pεa−c(x− y)∇−pεa−c(x− y)dc,
W2 :=
∫ a
b
∑
y∈Z
∇+pεa−c(x− y)∇−pεa−c(x− y)E
[∇+Z˜εc (y)∇−Z˜εc (y)∣∣Fb],
W3 := ε
3
2
4
∫ a
b
∇+pεa−c(x− y)∇−pεa−c(x− y)E
[
U εc (x)
∣∣Fb].
Next, we show that the following holds.
sup
x∈Z
e−2(u+1)|x||W1| ≤ Cε(1 ∧ (a− b)− 12 ), sup
x∈Z
e−2(u+1)ε|x|‖W3‖2k ≤ Cε
3
2 , (4.22)
sup
x∈Z
e−2(u+1)ε|x|‖W2‖2k ≤
∫ a
b
(1 ∧ (a− c)− 32 )f (k)u+1(c; b)dc. (4.23)
Since ‖(II)‖2k is bounded above by ‖W1‖2k + ‖W2‖2k + ‖W3‖2k via triangle inequality of the
L2k-norm, combining (4.22) and (4.23) yields (4.14).
Throughout the rest, we will prove the inequalities in (4.22) and (4.23). We start with
proving the first inequality of (4.22). To prove this, we use the following ‘key identity’ of
[BG97] (see also [CST18, Lemma 4.2] or (A.6) herein)∫ ∞
0
∑
y∈Z
∇+pεr(x− y)∇−pεr(x− y)dr = 0. (4.24)
Via the change of variable c 7→ a− c we may rewrite
W1 = εe−2aθ1
∫ a−b
0
e2cθ1
∑
y∈Z
∇+pεc(x− y)∇−pεc(x− y)dc
= εe−2aθ1
∫ a−b
0
(e2cθ1 − 1)
∑
y∈Z
∇+pεc(x− y)∇−pεc(x− y)dc
− εe−2aθ1
∫ ∞
a−b
∑
y∈Z
∇+pεc(x− y)∇−pεc(x− y)dc, (4.25)
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where the second equality follows by first splitting the integral into two parts by writing e2cθ1
as (e2cθ1 − 1) + 1 and then, using (4.24) for the second part. We claim that
εe−2aθ1
∫ a−b
0
|e2cθ1 − 1|
∑
y∈Z
∇+∣∣pεc(x− y)∇−pεc(x− y)∣∣dc ≤ Cε3(a− b) 12 , (4.26)
while
εe−2aθ1
∫ ∞
a−b
∑
y∈Z
∣∣∇+pεc(x− y)∇−pεc(x− y)∣∣dc ≤ Cε(1 ∧ (a− b)− 12 ). (4.27)
Note that the l.h.s. of (4.26) and (4.27) bound the two term on the r.h.s. (4.25) respectively
(displayed in the last two lines of (4.25)). The first inequality of (4.22) follows immediately
from this after recalling that b < a ∈ [0, ε−2T ] and hence ε3(a−b) 12 +ε(a−b)− 12 < Cε(a−b)− 12
for a constant only depending on T . To show (4.27) we use that for any T > 0 there exists a
constant C such that the bound |eω − 1| ≤ Cω holds for all ω ∈ [0, T ] to control |e2cθ1 − 1| ≤
Cε2c; we also apply the first inequality of (A.4b)∣∣∇+pεc(x− y)∇−pεc(x− y)∣∣ ≤ min{1, c− 32 }(pεc(x− y) + pεc(x− y + 1)). (4.28)
Substituting (4.28) and the inequality |e2cθ1 − 1| ≤ Cε2c into the l.h.s. of (4.26), summing
over y and integrating w.r.t. c, we get (4.26). In a similar way, we get (4.27) by using (4.28).
Starting with W3, by using triangle inequality of the L2k-norm, we write
‖W3‖2k ≤ ε
3
2
∫ a
b
∑
y∈Z
|∇+pεa−c(x− y)∇−pεa−c(x− y)|
∥∥E[U εc (y)∣∣Fb]∥∥2kdc.
Owing to the Jensen’s inequality, we may bound
∥∥E[U εc (y)∣∣Fb]∥∥2k by ∥∥U εc (y)∥∥2k. Now, we can
use the fact (shown soon after (4.7)) that for any k ≥ 1, the expectation E[‖U εt (y)‖2k] after
scaling by e−2(u+1)ε|y| is uniformly bounded in y as ε→ 0. Combining this last fact with the
bound on |∇+pεa−c∇−pεa−c| from2 (4.28) yields
e−2(u+1)ε|x|‖W3‖2k ≤ Cε
3
2
∫ a
b
∑
y∈Z
(1 ∧ (a− c)− 32 )[pεa−c(x− y) + pεa−c(x− y + 1)]e2(u+1)ε|x−y|dc.
for some constant C which does not depend on ε, T or x. By the second inequality of (A.4a),
the sum
∑
y∈Z p
ε
a−c(x−y) exp(2(u+1)ε|x−y|) and
∑
y∈Z p
ε
a−c(x−y+1) exp(2(u+1)ε|x−y|)
is bounded above by some positive constant which only depends on T . Moreover,
∫ a
b (1∧ (a−
c)−3/2)dc is bounded above by 1. As a consequence the r.h.s. of the last display is bounded
above by Cε3/2 where C only depends on T and u. This proves the second inequality of (4.22).
We are left to show (4.23) which we prove as follow. Via the triangle inequality of the
L2k-norm, we may write
‖W2‖2k ≤
∫ a
b
∑
y∈Z
∣∣∇+pεa−c(x− y)∇−pεa−c(x− y)∣∣× ∥∥∥E[∇+Z˜εc (y)∇−Z˜εc (y)∣∣∣Fb]∥∥∥
2k
dc.(4.29)
2After replacing c by a− c in (4.28).
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From the definition of f
(k)
κ (•; b),∥∥∥E[∇+Z˜εc (y)∇−Z˜εc (y)∣∣∣Fb]∥∥∥
2k
≤ e2(u+1)ε|y|f (k)u+1(c; b).
Combining this last inequality with (4.28) (to bound |∇+pεa−c(x − y)∇−pεa−c(x − y)|) and
applying in the r.h.s. of (4.29) yields
r.h.s. of (4.29) ≤ C
∫ a
b
(1 ∧ (a− c)− 32 )f (k)u+1(c, b)
∑
y∈Z
e2(u+1)ε|y|
(
pεa−c(x− y) + pεa−c(x− y + 1)
)
dc.
Via triangle inequality, we bound exp(2(u + 1)ε|y|) by exp(2(u + 1)ε(|x − y| + |x|)) in the
r.h.s. of the above inequality. Owing to the second inequality of (A.4a), one can bound∑
y∈Z e
2(u+1)ε|x−y|pεa−c(x − y) and
∑
y∈Z e
2(u+1)ε|x−y|pεa−c(x − y + 1) by some constant C =
C(u, T ) > 0. Combining these estimates and substituting those into the last inequality in the
above display we arrive at (4.23). This completes the proof. 
4.1. Proof of Proposition 4.1
Let Z be a limit of a subsequence {Zε}ε. Then, for a ϕ ∈ C∞b (R)∩L2(R), the random variables
Mεϕ(T ) and N
ε
ϕ(T ) (see (4.2a)-(4.2b)) converge to Mϕ(T ) and Nϕ(T ) (see (4.1)) in L
1 as ε
goes to 0. This implies that Mϕ and Nϕ are two local martingales. Therefore, Z solves the
martingale problem associated to (1.2) with A = 0 and BT = e
T/4. By [SV06, Chapter 8,
Theorem 8.1.5], Z is the unique solution of (1.2) started from the initial data Z0 where Z0 is
the weak limit of the sequence {Zε0}ε.
5. Convergence of a generalized dynamic ASEP
In this section we prove Theorem 1.6, without relying on the duality relation of [BC17, The-
orem 2.3]. To this end, we write a system of SDEs governing the evolution of the rescaled
height function sˆε, and use the Da Prato-Debussche trick [DPD03] to prove convergence of
solutions. Since this method is quite robust, we can consider a more general evolution of the
height functions (1.9), with a function f satisfying Assumption 1.5.
5.1. Heuristics of the argument
We start with describing heuristics of our argument. For a height function s ∈ ΩNχ , we denote
by a↓(s, x) and a↑(s, x) the down and up jumps rates in (1.9) respectively. (Recall, that the
set ΩNχ contains periodic height functions s.) Let ζ
↓
t (x) and ζ
↑
t (x) be the processes describing
down and up jumps of the height function st(x). Then they are solutions of the system of
SDEs
dζ↓t (x) = 21{st(x)>st(x−1)=st(x+1)}dQ
↓
t (x), dζ
↑
t (x) = 21{st(x)<st(x−1)=st(x+1)}dQ
↑
t (x), (5.1)
with the initial states ζ↓0 (x) = ζ
↑
0 (x) = 0, where Q
↓
t (x) and Q
↑
t (x) are Poisson processes with
rates a↓(st, x) and a↑(st, x) respectively. To be more precise, we should use the left limits of
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s at time t on the r.h.s. of both equations in (5.1). However, we prefer not to indicate it, to
make our notation less cumbersome. The evolution of the height function s is described by
dst(x) = dζ
↑
t (x)− dζ↓t (x). (5.2)
To make the SDEs martingale-driven, we define the compensated Poisson processes to be
the solutions of dQ˜↓t (x) = dQ
↓
t (x) − a↓(st, x)dt and dQ˜↑t (x) = dQ↑t (x) − a↑(st, x)dt, starting
from zeros at time t = 0. These new processes are ca`dla`g martingales with the predictable
quadratic covariations given by 〈Q˜↓(x), Q˜↑(y)〉t ≡ 0 and
〈Q˜↓(x), Q˜↓(y)〉t = 1x=y
∫ t
0
a↓(sr, x)dr, 〈Q˜↑(x), Q˜↑(y)〉t = 1x=y
∫ t
0
a↑(sr, x)dr.
It is easy to check that the following two identities hold:
1{s(x)<s(x−1)=s(x+1)} =
1
4
(1 +∇−s(x))(1−∇+s(x)),
1{s(x)>s(x−1)=s(x+1)} =
1
4
(1−∇−s(x))(1 +∇+s(x)),
where ∇± are discrete derivatives, defined in Section 1.3. We will often also use the following
two functions
%(s, x) :=
a↑(s, x) + a↓(s, x)
2
, λ(s, x) :=
a↑(s, x)− a↓(s, x)
2
.
Combining these identities with (5.2), we obtain the systems of SDEs describing the evolution
of the height function s:
dst(x) = %(st(x))∆st(x)dt+ F (st, x)dt+ dMt(x), (5.3)
where ∆ := ∇+ −∇− is the discrete Laplacian, the function F is given by
F (s, x) := λ(s, x)
(
1−∇−s(x)∇+s(x)),
and t 7→Mt(x) is a ca`dla`g martingale, starting at 0, with jumps of size 1 and with the bracket
process satisfying ddt〈M(x),M(y)〉t = δx,yC(st, x) where
C(s, x) := %(s, x)
(
1−∇−s(x)∇+s(x))+ λ(s, x)∆s(x).
For two different points x 6= y, the martingales Mt(x) and Mt(y) almost surely do not make
jumps at the same time. Moreover, the number of jumps of t 7→Mt(x) at every finite interval
[0, T ] has bounded moments uniformly in x and locally uniformly in T , which means that the
martingale makes a.s. finitely many jumps on every bounded time interval.
We need to tilt the function to make it periodic. More precisely, under the diffusive scal-
ing and after recentering define sˆεt (x) :=
√
ε(s(ε−2t, ε−1x) − χx), where χ is defined in the
statement of Theorem 1.6. Then (5.3) becomes
∂tsˆ
ε
t (x) = %ε(sˆ
ε
t , x)∆εsˆ
ε
t (x) + Fε(sˆ
ε
t , x) + ξ
ε(t, x), (5.4)
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where ∇±ε are the respective discrete derivatives and ∆ε is the discrete Laplacian, defined in
Section 1.3. The rescaled functions in (5.4) are
%ε(sˆ
ε, x) := %
(
ε−1/2sˆε(x) + χx, ε−1x
)
, (5.5a)
λε(sˆ
ε, x) := ε−3/2λ
(
ε−1/2sˆε(x) + χx, ε−1x
)
, (5.5b)
Fε(sˆ
ε, x) := λε(sˆ
ε, x)
(
1− ε∇−ε sˆε(x)∇+ε sˆε(x)
)
. (5.5c)
The noise in (5.4) is given by ξε(t, x) := dM εt (x), where the rescaled martingales are M
ε
t (x) :=√
εM(ε−2t, ε−1x), have jumps of size
√
ε and have the predictable quadratic covariation
d
dt〈M ε(x),M ε(y)〉t = ε−1δx,yCε(sˆεt , x), where
Cε(sˆ
ε, x) := %ε(sˆ
ε, x)
(
1− ε∇−ε sˆε(x)∇+ε sˆε(x)
)
+ ε3λε(sˆ
ε, x)∆εsˆ
ε(x). (5.6)
Furthermore, properties of the martingales M imply that, for x 6= y, M εt (x) and M εt (y) a.s.
do not jump together, and on every time interval [0, ε2T ] the martingale M εt (x) makes a.s.
finitely many jumps.
Let us now take the asymmetry to be q = e−ε, as in the statement of Theorem 1.6. Then,
we have the following results for the functions %ε and λε.
Lemma 5.1. The functions %ε and λε, defined in (5.5a) and (5.5b), have the properties:
(1) There is a constant c0 such that |%ε(sˆ, x)− 1 + ε/2| ≤ c0ε2, uniformly in x ∈ R, where γ
is from Assumption 1.5.
(2) Recall the constants a and γ, defined in Assumption 1.5. Then one has the bounds
|λε(sˆ, x)| ≤ c1ε−1/2 and |λε(sˆ, x) + asˆ(x)4 | ≤ c1ε1−γ(1 +
√
ε|sˆ(x)|)γ uniformly in x ∈ R, for
some constant c1.
The constants c0 and c1 are independent of sˆ, ε and x.
Proof. Let us denote for brevity s = ε−1/2sˆ(x). Then, recalling the jump rates (1.9), the
function %ε can be written as
%ε(sˆ, x) = 1− 1− e
−ε
2
+
1− e−ε
2
(
1
1 + eεf(s)+ε
− 1
1 + eεf(s)−ε
)
= 1− 1− e
−ε
2
+
(1− e−ε)(1− e2ε)
2
1
1 + eεf(s)+ε
eεf(s)−ε
1 + eεf(s)−ε
.
The last two factors are bounded uniformly in s and ε, hence the bound in (1) on %ε follows.
Now, we will prove the bound in (2) on λε. To this end, we rewrite it as
λε(sˆ, x) =
1− e−ε
2ε3/2
(
1
1 + eεf(s)+ε
+
1
1 + eεf(s)−ε
− 1
)
.
The terms in the parenthesis are bounded by a constant, yielding |λε(sˆ, x)| ≤ c1ε−1/2. Further,
using the Taylor expansion for e−ε, we can write
λε(sˆ, x) =
1
2
√
ε
(
1
1 + eεf(s)+ε
+
1
1 + eεf(s)−ε
− 1
)
+ λ(1)ε (sˆ, x),
imsart-generic ver. 2014/02/20 file: DynamicASEP_6-07-2019.tex date: June 11, 2019
Corwin, Ghosal & Matetski/SPDE limit of the dynamic ASEP 33
where |λ(1)ε (sˆ, x)| ≤ C√ε. Next, we will replace f(s) by as:
1
1 + eεf(s)±ε
=
1
1 + e
√
εasˆ±ε +
e
√
εasˆ±ε
1 + e
√
εasˆ±ε
1− eε(f(s)−as)
1 + eεf(s)±ε
,
where the last term can be bounded, using Assumption 1.5, by a multiple of |1− eε(f(s)−as)| ≤
Cε1−γ(
√
ε|sˆ(x)|+ 1)γ . Hence, we obtain
λε(sˆ, x) =
1
2
√
ε
(
1
1 + e
√
εasˆ+ε
+
1
1 + e
√
εasˆ−ε − 1
)
+ λ(2)ε (sˆ, x),
where |λ(2)ε (sˆ, x)| ≤ Cε1−γ(√ε|sˆ(x)|+ 1)γ . From this the required bound on λε follows. 
Now, we will investigate the limit of the functions Fε, defined in (5.5c). Lemma 5.1 yields
Fε(sˆ
ε, x) =
(
−asˆ
ε(x)
4
+ λˆε(sˆ
ε, x)
)(
1− ε∇−ε sˆε(x)∇+ε sˆε(x)
)
, (5.7)
where λˆε(sˆ
ε, x) := λε(sˆ
ε, x) + asˆ
ε(x)
4 , vanishing as ε→ 0 as soon as sˆε is bounded uniformly in
ε. The product ε∇−ε sˆε∇+ε sˆε is expected to vanish in the limit ε→ 0 in a space of discretized
distributions, which suggests the following limit in a respective topology:
Fε(sˆ
ε, x) +
asˆε(x)
4
ε→0−−−→ 0.
However, this limit is difficult to prove, because the function Fε is non-linear in s
ε. This is one
of the main difficulties in the proof of Theorem 1.6, which is resolved in Lemma 5.9 below.
The martingales M ε, defining the random noise ξε in (5.4), are expected to converge to the
cylindric Wiener process, which implies that the limit of sˆε is the periodic solution of (1.2)
with B = 1 and A = − a4 .
We split the actual proof of Theorem 1.1 into several steps: we rewrite the equation (5.4)
in mild form, and then bound each term in the expression we get. Derivation of bounds on
the non-linear function Fε is the most difficult part in our analysis.
5.2. Reformulation of the problem
The non-linear part of the equation (5.4) makes it non-trivial to bound the solution. More
precisely, we expect that ξε converges to the space-time white noise. Which means that for
every t > 0 the solution sˆεt is expected to have spatial Ho¨lder regularity
1
2 − κ, for any κ > 0.
On the other hand, the function Fε, defined in (5.7), contains the term ∇−ε sˆε∇+ε sˆε which
needs to be controlled as ε→ 0. We show below, that the factor ε in front of this term makes
it vanish in a suitable topology. This seemingly easy fact is not straightforward to prove, and
for this we use the idea of [DPD03].
We start with rewriting (5.4) in a mild form. To this end, we need to replace the non-
constant multiplier %ε by 1. Using Lemma 5.1, we can write %ε(sˆ
ε, x) = 1 + %ˆε(sˆ
ε, x), where
we have a good control over %ˆε. Hence, we rewrite (5.4) as
∂tsˆ
ε
t (x) = ∆εsˆ
ε
t (x) + Fˆε(sˆ
ε
t , x) + Fε(sˆ
ε
t , x) + ξ
ε(t, x),
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with a new function
Fˆε(sˆ
ε, x) := %ˆε(sˆ
ε, x)∆εsˆ
ε(x). (5.8)
Let Sεt := e
t∆ε be the semigroup of the linear operator ddt −∆ε. Then the last equation can
be written in the mild form
sˆεt (x) = (S
ε
t sˆ
ε
0)(x) +
∫ t
0
(Sεt−r(Fˆε + Fε)(sˆ
ε
r))(x)dr +
∫ t
0
(Sεt−rdM
ε
r )(x). (5.9)
Here, for a function Fε(sˆ
ε, x) depending on sˆε and the spatial variable x, we use the notation
Fε(sˆ
ε)(x) := Fε(sˆ
ε, x). In particular, the semigroup Sε in the middle term of (5.9) acts on the
function x 7→ Fε(sˆεr)(x). We will use the same notation for functions depending on some other
quantity instead of sˆε.
We will write (5.9) in a way which gives a better control on the non-linearity Fε.
5.2.1. Definitions of auxiliary processes
In this section we define some auxiliary processes, which enable us to obtain good control on
the non-linearity in (5.9). For the martingales (M εt (x))t≥0 we define the processes
Xˆετ (t, x) :=
∫ τ
0
(Sεt−rdM
ε
r )(x), X
ε
t (x) = Xˆ
ε
t (t, x) + (S
ε
t sˆ
ε
0)(x), (5.10)
where sˆε0 is the initial data of (5.4). We will write for brevity Xˆ
ε
t (x) = Xˆ
ε
t (t, x). The process
Xˆετ (t, x) is a martingale for τ ∈ [0, t], and we can write explicitly its predictable covariation.
Then we introduce the function uε := sˆε −Xε and derive from (5.9)
uεt (x) =
∫ t
0
(Sεt−rFˆε(X
ε
r + u
ε
r))(x)dr +
∫ t
0
(Sεt−rFε(X
ε
r + u
ε
r))(x)dr. (5.11)
The ansatz is that uε can be bounded in a space of higher regularity than sˆε. If we solve (5.11)
for uε, then the solution sˆε of (5.9) is obtained by
sˆε = Xε + uε. (5.12)
A problem with (5.11) is that the non-linearity Fε contains the term ∇−ε Xˆε∇+ε Xˆε which
has a nasty behaviour in the limit ε→ 0. However, we obtain good bounds in Lemma 5.3 on
its “renormalized” version
Zεt (x) := ∇−ε Xˆεt (x)∇+ε Xˆεt (x)− Cεt (x), (5.13)
where we write Cεt (x) := C
ε
t (t, x) for the predictable quadratic covariation
Cετ (t, x) := 〈∇−ε Xˆε• (t, x),∇+ε Xˆε• (t, x)〉τ . (5.14)
We will write a Wick-type product of the processes sˆε in the following way(∇−ε sˆε  ∇+ε sˆε)t(x) := ∇−ε sˆεt (x)∇+ε sˆεt (x)− Cεt (x),
= Zεt (x) +∇−ε (Xε + uε)t(x)∇+ε uεt (x) +∇−ε uεt (x)∇+ε Xεt (x), (5.15)
imsart-generic ver. 2014/02/20 file: DynamicASEP_6-07-2019.tex date: June 11, 2019
Corwin, Ghosal & Matetski/SPDE limit of the dynamic ASEP 35
in which the nasty product ∇−ε Xˆε∇+ε Xˆε is replaced by its renormalized version Zε. After that
we replace the product ∇−ε sˆε∇+ε sˆε in (5.7) by the Wick-type product ∇−ε sˆε ∇+ε sˆε by adding
and subtracting the function Cε, so that this renormalization does not change (5.11). More
precisely, we define two new functions
Fε(X
ε, Zε, uε)t(x) := λε(sˆ
ε
t , x)
(
1− ε∇−ε sˆεt  ∇+ε sˆεt
)
, (5.16)
F˜ε(X
ε, Xˆε, uε)t(x) := ελε(sˆ
ε
t , x)C
ε
t (x),
where on the r.h.s. we use the function sˆε, which is defined in terms of Xε and uε by (5.12).
We note that the new function Fε depends on Z
ε by (5.15), and F˜ε depends on Xˆ
ε by (5.14).
Then (5.11) can be written as
uεt (x) =
∫ t
0
(Sεt−rFˆε(sˆ
ε
r))(x)dr+
∫ t
0
(Sεt−rF˜ε(X
ε, Xˆε, uε)r)(x)dr+
∫ t
0
(Sεt−rFε(X
ε, Zε, uε)r)(x)dr,
(5.17)
This equation should be understood in the following way: we have defined two auxiliary
processes, Xε and Zε. Fixing them, we solve (5.17) for uε, and after that we recover the
solution (5.12) for the initial problem (5.9). Adding these two auxiliary processes into the
equation allows to obtain a better control on the non-linear term in (5.9). More precisely, for
η as in Theorem 1.6, we fix any κ? ∈ (0, 12) and κˆ ∈ (0, 12 − κ?), whose precise values will be
specified in the proof of Theorem 1.6. Then, for any T > 0, we expect the following bounds
to hold:
‖Xε‖CηT ≤ L, ‖Xˆ
ε‖CηT ≤ L, ‖u
ε‖C2ηT ≤ L, ‖Z
ε‖C−1/2+κ?T,ε ≤ ε
−1/2−κ?−κˆL, (5.18)
where the constant L > 0 is independent of ε and T , and where the norms are defined in
Section 1.3. Moreover, we expect the processes Xε, Xˆε and uε to converge in these topologies,
as ε → 0. Since we expect the regularity of Xˆε be close to 12 , the definition (5.13) suggests
that the regularity of Zε is close to −1. However, the process Zε is a discretization of a space-
time distribution, i.e. the limit as ε→ 0 is not a function in the time variable. This explains
why the sup-norm of Zε in the time variable is expected to explode in the limit. It will be
advantageous to measure regularity of Zε close to −12 , which makes the divergence in (5.18)
stronger. Since the term Zε is multiplied by ε in (5.17), this divergence will be compensated
(see the proof of Lemma 5.9).
In order to derive the claimed bounds and prove limits, we will follow the usual strategy:
we first derive the respective result for a local in time solution, and then patch local solutions
together to get the required result for the global solution. To this end, for any constant L > 0
we define the stopping time
σL,ε := inf
{
T ≥ 0 : ‖Xε‖CηT ≥ L or ‖u
ε‖C2ηT ≥ L, or ‖Z
ε‖C−1/2+κ?T,ε ≥ ε
−1/2−κ?−κˆL
}
, (5.19)
which guarantees that on the random time interval [0, σL,ε] the a priori bounds (5.18) hold.
In the following exposition we prefer to use ‘.’, which means a bound ‘≤’ with a constant
multiplier, independent of the relevant quantities. By these relevant quantities we will usually
mean ε and the space-time variables.
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5.2.2. Bounds on the auxiliary processes
In this section we prove bounds on the auxiliary processes Xˆε, Xε and Zε, defined in (5.10)
and (5.13) respectively. We start by bounding the processes Xˆε and Xε.
Lemma 5.2. In the setting of Theorem 1.6, for every p ≥ 1 and T > 0 there is a constant
C = C(p) > 0, such that the processes Xˆε and Xε, defined in (5.10), are bounded in the
following way:(
E
[‖Xˆε‖pCηT ]) 1p ≤ C, (E[‖Xε‖pCηT ]) 1p ≤ C + C(E[‖sε0‖pCη]) 1p . (5.20)
Proof. We note that the second bound in (5.20) follows from the first one and the properties
of the heat semigroup provided in Lemma A.1. Indeed, from the triangle inequality we get
‖Xε‖CηT ≤ ‖Xˆ
ε‖CηT + ‖S
εsˆε0‖CηT ≤ C(1 + ‖s
ε
0‖Cη),
and the claim follows from the Minkowski inequality.
We now prove the first bound in (5.20). To this end, we will apply the Burkholder-Davis-
Gundy inequality (Lemma B.2) to the martingale τ 7→ Xˆετ (t, x), for which we need to bound
the quadratic covariation and jumps of the latter. Hence, the definition (5.10) and the formula
for the quadratic variation of M ε, provided above (5.6), yield
〈Xˆε• (t, x), Xˆε• (t, x)〉τ = ε2
∑
y1,y2∈εZ
∫ τ
r=0
pεt−r(x− y1)pεt−r(x− y2)d〈M ε(y1),M ε(y2)〉r
= ε
∑
y∈εZ
∫ τ
0
pεt−r(x− y)2Cε(sˆεr, y)dr,
where pε is the discrete heat kernel, generated by ∆ε. Moreover, (5.6), Lemma 5.1 and the
identity |∇εsˆε| = ε−1/2 imply that Cε(sˆεr, y) is bounded uniformly in ε, which yields
〈Xˆε• (t, x), Xˆε• (t, x)〉τ . ε
∑
y∈εZ
∫ τ
0
pεt−r(x− y)2dr. (5.21)
Now we turn to jumps of the martingales Xˆετ (t, x). The definition (5.10) yields
∆rXˆ
ε
• (t, x) = ε
∑
y∈εZ
pεt−r(x− y)∆rM ε(y),
where ∆rM
ε(y) := M εr (y) −M εr−(y) is the jump of M ε(y) at time r (and likewise for Xˆε).
Since the martingales M εr (y) have jumps of size
√
ε, and M εr (y) and M
ε
r (y
′), with y 6= y′, a.s.
do not jump simultaneously, we obtain the simple bound
|∆rXˆε• (t, x)| ≤ ε3/2 sup
y∈εZ
pεt−r(x− y). (5.22)
Applying now the Burkholder-Davis-Gundy inequality (Lemma B.2) to the martingales τ 7→
Xˆετ (t, x), and using (5.21) and (5.22), we obtain(
E|Xˆε(t, x)|p
) 2
p . ε
∑
y∈εZ
∫ t
0
pεt−r(x− y)2dr + ε3 sup
r∈[0,t]
sup
y∈εZ
pεt−r(x− y)2. (5.23)
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Using the first bound in (A.3a), the last term in the expression (5.23) can be bounded by cε,
where c is independent of ε, x and t. To bound the first term in (5.23), we apply the first
estimate in (A.3a) and the fact that the heat kernel sums up to 1 in the spatial variable:
ε
∑
y∈εZ
∫ t
0
pεt−r(x− y)2dr . ε
∑
y∈εZ
∫ t
0
pεt−r(x− y)√
t− r dr =
∫ t
0
dr√
t− r = 2
√
t.
Hence, we have the following bound, where the constant C depends on p and t:(
E|Xˆε(t, x)|p
) 1
p ≤ C. (5.24)
Similarly, for two different points x1 and x2, the process τ 7→ Xˆετ (t, x1) − Xˆετ (t, x2) is a
martingale. Applying again the Burkholder-Davis-Gundy inequality (Lemma B.2), similarly
to (5.23) we obtain(
E|Xˆε(t, x1)− Xˆε(t, x2)|p
) 2
p . ε
∑
y∈εZ
∫ t
0
∣∣pεt−r(x1 − y)− pεt−r(x2 − y)∣∣2dr
+ ε3 sup
r∈[0,t]
sup
y∈εZ
∣∣pεt−r(x1 − y)− pεt−r(x2 − y)∣∣2. (5.25)
Using (A.3b), we can bound the last term in (5.25) by a multiple of ε1−2(η+κ)|x1 − x2|2(η+κ),
for any κ > 0 sufficiently small. Since η < 12 , for κ > 0 small enough we have 1−2(η+κ) ≥ 0,
and the last power of ε can be bounded by 1. For the first term in (5.25) we use the bound
(A.3b) to estimate it by a multiple of
ε
∑
y∈εZ
∫ t
0
∣∣pεt−r(x1 − y)− pεt−r(x2 − y)∣∣ |x1 − x2|2η+κ(t− r)(1+2η+κ)/2dr
. ε
∑
y∈εZ
∫ t
0
(
pεt−r(x1 − y) + pεt−r(x2 − y)
) |x1 − x2|2η+κ
(t− r)(1+2η+κ)/2dr
.
∫ t
0
|x1 − x2|2η+κ
(t− r)(1+2η+κ)/2dr . |x1 − x2|
2η+κ,
which holds for η > 0 and κ > 0, such that 2η + κ < 1. Here, we have used the fact that the
heat kernel sums up to 1 in the spatial variable. Hence, we have the following bound, with a
constant C > 0 depending on p and t:(
E|Xˆε(t, x1)− Xˆε(t, x2)|p
) 1
p ≤ C|x1 − x2|η+κ. (5.26)
Now, we turn to the proof of time continuity. For two time points 0 ≤ t1 < t2, such that
t2 − t2 ≤ 1, we can write
Xˆε(t2, x)− Xˆε(t1, x) = ε
∑
y∈εZ
∫ t1
0
(
pεt2−r(x− y)− pεt1−r(x− y)
)
dM εr (y)
+ ε
∑
y∈εZ
∫ t2
t1
pεt2−r(x− y)dM εr (y) =: Iε1(t1) + Iε2(t2),
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where the variables t1 and t2 in Iε1 and Iε2 refer to the upper bounds of the intervals of
integration. The processes τ1 7→ Iε1(ε−21) and τ2 7→ Iε2(τ2) are martingales, for τ1 ∈ [0, t1] and
τ2 ∈ [t1, t2], and we are going to bound them separately.
Applying the Burkholder-Davis-Gundy inequality (Lemmas B.2) to Iε1 , similarly to (5.23)(
E|Iε1(t1)|p
) 2
p . ε
∑
y∈εZ
∫ t1
0
∣∣pεt1−r(x− y)− pεt2−r(x− y)∣∣2dr
+ ε3 sup
r∈[0,t1]
sup
y∈εZ
∣∣pεt1−r(x− y)− pεt2−r(x− y)∣∣2. (5.27)
Using (A.3c), the last term in (5.27) is bounded by ε1−2(η+κ)(t2 − t1)η+κ, where the power of
ε is positive if η < 12 and κ > 0 is sufficiently small. Furthermore, using (A.3c), the first term
in (5.27) is bounded by a multiple of
ε
∑
y∈εZ
∫ t1
0
∣∣pεt1−r(x− y)− pεt2−r(x− y)∣∣ (t2 − t1)η+κ(t1 − r)(1+2η+2κ)/2dr
. ε
∑
y∈εZ
∫ t1
0
(
pεt1−r(x− y) + pεt2−r(x− y)
) (t2 − t1)η+κ
(t1 − r)(1+2η+2κ)/2
dr
.
∫ t1
0
(t2 − t1)η+κ
(t1 − r)(1+2η+2κ)/2
dr . (t2 − t1)η+κ,
for η < 12 and κ > 0 sufficiently small. Here, as before we summed up the heat kernels to 1.
Similarly, we apply the Burkholder-Davis-Gundy inequality (Lemmas B.2) to Iε2 and obtain(
E|Iε2(t2)|p
) 2
p . ε
∑
y∈εZ
∫ t2
t1
pεt2−r(x− y)2dr + ε3 sup
r∈[t1,t2]
sup
y∈εZ
pεt2−r(x− y)2. (5.28)
The last term in (5.28) can be bounded using (A.3a) by a multiple of ε. Applying (A.3a) to
the first term in (5.28) and using the fact that the heat kernel is summed up to 1 in the spatial
variable, we can bound it by a multiple of
ε
∑
y∈εZ
∫ t2
t1
pεt2−r(x− y)√
t2 − r dr =
∫ t2
t1
dr√
t2 − r = 2
√
t2 − t1 ≤ 2(t2 − t1)η+κ,
where η + κ ≤ 12 and where we have used t2 − t1 ≤ 1.
Combining the derived bounds on Iε1 and Iε2 with the Minkowski inequality, we obtain(
E|Xˆε(t2, x)− Xˆε(t1, x)|p
) 1
p ≤ (E|Iε1(t1)|p) 1p + (E|Iε2(t2)|p) 1p
≤ C(|t1 − t2|η+κ + ε) ≤ 2C(√|t2 − t1| ∨ ε)2(η+κ). (5.29)
The required bound (5.20) now follows from (5.24), (5.26), (5.29) and the Kolmogorov conti-
nuity criterion [Kal02]. 
Furthermore, we can derive a bound on the process Zε in a certain space of distributions.
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Lemma 5.3. For any κ? ∈ (0, 12), κ > 0 and p ≥ 1 there is a constant C = C(κ?, κ, p) > 0
such that for any T > 0 the process Zε, defined in (5.13), satisfies the bound(
E‖Zε‖pC−1/2+κ?T,ε
) 1
p ≤ Cε−1/2−κ?−κ, (5.30)
where the norm is defined in Section 1.3.
Proof. The process Zε can be written as Zεt (x) = Zˆ
ε
t (t, x), where
Zˆετ (t, x) := ∇−ε Xˆετ (t, x)∇+ε Xˆετ (t, x)− Cετ (t, x),
and Cε has been defined in (5.14). The definition of the predictable quadratic covariation
[JS03, Ch. I.4] implies that τ 7→ Zˆετ (t, x) is a martingale, for τ ∈ [0, t]. Moreover, we can use
the Itoˆ formula to write
Zˆετ =
∫ τ
0
∇−ε Xˆεr−d∇+ε Xˆεr +
∫ τ
0
∇+ε Xˆεr−d∇−ε Xˆεr +Dετ , (5.31)
where the process Dετ (t, x) is a martingale for τ ∈ [0, t], defined by
Dετ (t, x) :=
[∇−ε Xˆε• (t, x),∇+ε Xˆε• (t, x)]τ − 〈∇−ε Xˆε• (t, x),∇+ε Xˆε• (t, x)〉τ .
Here, as in Section 1.3, [•, •] refers to the quadratic covariation [JS03, Thm. I.4.52]. We will
prove (5.30) by bounding each term in (5.31) separately.
We start with analysis of the first integral in (5.31), which we denote by Yετ (t, x). For
a rescaled test function ϕλz , as in (1.10), we use the notation of Appendix B and write
〈〈Yετ (t), ϕλz 〉〉ε = Iε2F ελ (τ), where Iε2 refers to the second order stochastic integral with the
kernel
F ελ (r1, r2; y1, y2) := ε
∑
x∈εZ
ϕλz (x)∇−ε pεt−r1(x− y1)∇+ε pεt−r2(x− y2). (5.32)
Applying Lemma B.3, we obtain the moment bound(
E
[
sup
0≤τ≤t
∣∣Iε2F ελ (τ)∣∣p]) 2p . E (1)ε,λ + E (2)ε,λ + E (3)ε,λ , (5.33)
where the terms on the r.h.s. are given by
E
(1)
ε,λ := ε
2
∑
y1,y2∈εZ
∫ t
0
∫ r1
0
F ελ (r1, r2; y1, y2)
2 dr2 dr1, (5.34a)
E
(2)
ε,λ := ε
4
∑
y2∈εZ
∫ t
0
(
sup
r1∈[0,r2]
y1∈εZ
∣∣F ελ (r1, r2; y1, y2)∣∣p) 2pdr2, (5.34b)
E
(3)
ε,λ := ε
3
(
E
[
sup
r2∈[0,t]
y2∈εZ
∣∣(Iε1F ελ )(r2; y2)∣∣p]) 2p , (5.34c)
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because the jump sizes of all martingales are
√
ε and their predictable quadratic covariation
(5.6) is bounded.
Our aim is to bound the three terms appearing on the r.h.s. of (5.33). For this, we use the
results provided in Appendix C, and derive the required bounds from measuring “strength”
of singularities of the involved kernels. We start with estimating the first term (5.34a). We
may write this term as
E
(1)
ε,λ := ε
2
∑
x1,x2∈εZ
ϕλz (x1)ϕ
λ
z (x2)K(ε,1)t (x2 − x1),
where the kernel K(ε,1)t is given by
K(ε,1)t (x2 − x1) := ε2
∑
y1,y2∈εZ
∫ t
r1=0
∫ r1
r2=0
∇−ε pεt−r1(x1 − y1)∇+ε pεt−r2(x1 − y2)
×∇−ε pεt−r1(x2 − y1)∇+ε pεt−r2(x2 − y2) dr2 dr1.
From Lemmas C.2 and C.1 we obtain K(ε,1) ∈ S2ε , where we use the notation of Appendix C.
We cannot apply Lemma C.3 directly, because the strength of singularity is too high. To
overcome this difficulty, we simply notice that ε1+ζK(ε,1) ∈ S1−ζε , for any ζ > 0. Taking
ζ = 2(κ? + κ), Lemma C.3 yields
|E (1)ε,λ | . ε−1−2(κ?+κ)λ−1+2(κ?+κ), (5.35)
for λ ≥ ε, and for any κ? > 0 and κ > 0.
Now, we will bound the second term (5.34b). From the definition (5.32) we obtain
E
(2)
ε,λ ≤ ε4
∑
y2∈εZ
∫ t
r2=0
(
sup
r1∈[0,r2]
y1∈εZ
|∇−ε pεt−r1(y1)|
)2(
ε
∑
x∈εZ
ϕλz (x)∇+ε pεt−r2(x− y2)
)2
dr2.
Using (A.3a), we can simply bound |∇−ε pεr(y)| . ε−2, which yields
E
(2)
ε,λ .
∑
y∈εZ
∫ t
0
(
ε
∑
x∈εZ
|ϕλz (x)||∇+ε pεt−r(x− y)|
)2
dr
≤ ε2
∑
x1,x2∈εZ
|ϕλz (x1)||ϕλz (x2)|K(ε,2)t (x2 − x1),
with the kernel K(ε,2), given by
K(ε,2)t (x2 − x1) :=
∑
y∈εZ
∫ t
0
|∇+ε pεt−r(x1 − y)∇+ε pεt−r(x2 − y)| dr. (5.36)
Lemmas C.2 and C.1 yield εK(ε,2) ∈ S1ε . Using the same trick as in (5.35) to “improve”
singularity, Lemma C.3 yields
E
(2)
ε,λ . ε
−1−2(κ?+κ)λ−1+2(κ?+κ), (5.37)
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for λ ≥ ε, and for any κ? > 0 and κ > 0.
In order to bound the last term (5.34c), we use the definition (5.32) and we bound as before
|∇+ε pεr(y)| . ε−2, which yields∣∣(Iε1F ελ )(r2; y2)∣∣ . ε−2∣∣(Iε1Fˆ ελ )(r2; y2)∣∣,
with a new kernel Fˆ ελ , given by
Fˆ ελ (r; y) := ε
∑
x∈εZ
|ϕλz (x)||∇−ε pεt−r(x− y)|.
Applying this bound and then Lemma B.3, we obtain
E
(3)
ε,λ . ε
−1
(
E
[
sup
r2∈[0,t]
y2∈εZ
∣∣(Iε1Fˆ ελ )(r2; y2)∣∣p]) 2p . ε−1(E (3,1)ε,λ + E (3,2)ε,λ ), (5.38)
where the terms on the r.h.s. are given by
E
(3,1)
ε,λ := ε
∑
y∈εZ
∫ t
0
Fˆ ελ (r; y)
2 dr, E
(3,2)
ε,λ := ε
3 sup
r∈[0,t]
y∈εZ
∣∣Fˆ ελ (r; y)∣∣2. (5.39)
The first term E
(3,1)
ε,λ we can write in the following way:
E
(3,1)
ε,λ = ε
3
∑
x1,x2∈εZ
|ϕλz (x1)||ϕλz (x2)|Kˆεt (x2 − x1),
where Kˆε is defined as K(ε,2) in (5.36), but using the discrete derivative ∇−ε instead of ∇+ε . In
particular, in the same way as in (5.37) we obtain E
(3,1)
ε,λ . ε−2(κ?+κ)λ−1+2(κ?+κ), which holds
for any κ? > 0 and κ > 0.
In order to bound the term E
(3,2)
ε,λ , we use Lemma C.2 and get ε
1+ζ∇−ε pε ∈ S1−ζε , for
any ζ > 0. Using this fact, one can show that
∣∣Fˆ ελ (r; y)∣∣ . ε−1−ζλ−1+ζ , for λ ≥ ε. Taking
ζ = 1/2 + κ? + κ, from (5.39) we obtain E
(3,2)
ε,λ . ε−2(κ?+κ)λ−1+2(κ?+κ). From (5.38) and the
above derived bounds we conclude
E
(3)
ε,λ . ε
−1−2(κ?+κ)λ−1+2(κ?+κ). (5.40)
Combining (5.33) with the bounds (5.35), (5.37) and (5.40), we obtain(
E
∣∣〈〈Yεt (t), ϕλz 〉〉ε∣∣p) 2p ≤ (E sup
0≤τ≤t
∣∣〈〈Yετ (t), ϕλz 〉〉ε∣∣p) 2p . ε−1−2(κ?+κ)λ−1+2(κ?+κ),
which holds for any κ? > 0 and κ > 0. In a similar way we can prove the bound(
E
∣∣〈〈Yεt (t)− Yεs (s), ϕλz 〉〉ε∣∣p) 2p . |t− s|κ/2ε−1−2(κ?+κ)λ−1+2κ?+κ,
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and by the Kolmogorov continuity criterion we conclude that the process (t, x) 7→ Yεt (t, x)
satisfies the bound (5.30). Obviously, the same result holds true for the second term in (5.31).
Now, we turn to the martingale Dετ (t, x) in (5.31). As before, we take a rescaled test
function ϕλz and using the notation of Appendix B we write 〈〈Dετ (t), ϕλz 〉〉ε = (Iε1F˜ ελ )(τ), where
the stochastic integral is with respect to the martingale N εt (x) := [M
ε(x)]t − 〈M ε(x)〉t and
where the kernel F˜ ελ (r; y) := εF
ε
λ (r, r; y, y) is defined using (5.32).
Since the martingale M εt (x) has bounded total variation, the jump size of N
ε
t (x) at time t, if
it happens, is equal to ∆tN
ε(x) = (∆tM
ε(x))2 = ε, because M ε(x) has jumps of size
√
ε (see
[JS03, Thm. I.4.52]). Moreover, the predictable quadratic covariation of N εt (x) is proportional
to ε. Then Lemma B.3 yields the bound(
E
[
sup
0≤τ≤t
∣∣(Iε1F˜ ελ )(τ)∣∣p]) 2p . ε2 ∑
y∈εZ
∫ t
0
F˜ ελ (r; y)
2dr + ε4 sup
r∈[0,t]
y∈εZ
∣∣F˜ ελ (r; y)∣∣2 =: E˜ (1)ε,λ + E˜ (2)ε,λ .
(5.41)
We can write the first term in the following way:
E˜
(1)
ε,λ := ε
4
∑
x1,x2∈εZ
ϕλz (x1)ϕ
λ
z (x2)K˜εt (x2 − x1),
where the kernel K˜εt is given by
K˜εt (x2 − x1) := ε
∑
y∈εZ
∫ t
0
∇−ε pεt−r(x1 − y)∇+ε pεt−r(x1 − y)∇−ε pεt−r(x2 − y)∇+ε pεt−r(x2 − y) dr.
In the same way as we did above, we can “improve” the singularity by multiplying the kernel
by a positive power of ε. Then Lemmas C.2 and C.1 yield ε2(1+ζ)K˜ε ∈ S3−2ζε , for any ζ > 0.
Applying Lemma C.3 with ζ = 1 + κ? + κ, we obtain
|E˜ (1)ε,λ | . ε−1−2(κ?+κ)λ−1+2(κ?+κ). (5.42)
Now, we turn to the second term in (5.41). One can show that for any ζ > 0 one has
ε2+ζ |F˜ ελ (r; y)| . λ−1+ζ , where λ ≥ ε. Hence, taking ζ = 2(κ? + κ), we obtain
E˜
(2)
ε,λ . ε
1−2(κ?+κ)λ−1+2(κ?+κ). (5.43)
Combining (5.41) with the bounds (5.42) and (5.43), we obtain(
E
[∣∣〈〈Dεt (t), ϕλz 〉〉ε∣∣p]) 2p . (E[ sup
0≤τ≤t
∣∣Iε1F˜ ελ (τ)∣∣p]) 2p . ε−1−2(κ?+κ)λ−1+2(κ?+κ).
In a similar way we can prove the following bound(
E
[∣∣〈〈Dεt (t)−Dεs (s), ϕλz 〉〉ε∣∣p]) 2p . |t− s|κ/2ε−1−2(κ?+κ)λ−1+2κ?+κ.
The Kolmogorov continuity criterion implies that the process (t, x) 7→ Dεt (t, x) satisfies the
bound (5.30), and this finishes the proof. 
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5.2.3. Convergence of the processes Xε
We can prove convergence of the stopped processes Xεt∧σL,ε , where the stopping time σL,ε is
defined in (5.19).
Proposition 5.4. Under the assumptions of Theorem 1.6, let us extend the processes t 7→ Xεt ,
defined in (5.10), piece-wise linearly in the spatial variable to R. Let furthermore X be the
1-periodic solution of (1.2) with A = 0 and BT = 1, and with the initial state Z0. Finally, let
us define the limit σL := limε→0 σL,ε in probability. Then the process t 7→ Xεt∧σL,ε converges
weakly in D([0,∞), C(R)) to Xt∧σL, as ε→ 0.
Tightness of the processes Xε are proved in Lemma 5.2, and in order to identify their limit
we need the following bound on the bracket process of the martingales M ε.
Lemma 5.5. Under the assumptions of Theorem 1.6, let the initial state satisfy the bound
‖sˆε0‖Cη ≤ L, for a constant L > 0. Then the function Cε, defined in (5.6), can be bounded:
sup
0≤t≤σL,ε
‖Cε(sˆεt )− 1‖C−1/2+κ?ε ≤ Cε
1
2
−κ?−κˆL+ Cε3η−1t−η/2L2, (5.44)
where the stopping time σL,ε is defined in (5.19), using the values κ?, κˆ and η.
Proof. Lemma 5.1 yields %ε(sˆ
ε, x) = 1 − ε/2 + %ˆε(sˆε, x), where |%ˆε(sˆε, x)| . ε2. Using the
definition (5.6), we can write
Cε(sˆ
ε
t )− 1 =
(
%ε(sˆ
ε
t )− 1
)
+ ε3λε(sˆ
ε
t )∆εsˆ
ε
t + ε
(ε
2
− %ˆε(sˆεt )
)∇−ε sˆεt ∇+ε sˆεt − ε∇−ε sˆεt ∇+ε sˆεt ,
and we denote these four terms by Cε,1, Cε,2, Cε,3 and Cε,4 respectively. Lemma 5.1 yields a
bound on the first term: |Cε,1(sˆεt , x)| . ε. Furthermore, the bound |λε(sˆεt , x)| . ε−1/2 yields a
bound on the second term: |Cε,2(sˆεt , x)| .
√
ε‖sˆεt‖L∞ .
√
εL, where we consider t ∈ [0, σL,ε].
The estimate |∇εsˆεt | ≤ εη−1‖sˆεt‖Cη yields the bound |Cε,3(sˆεt , x)| . ε2η‖sˆεt‖2Cη . ε2ηL2, for
t ∈ [0, σL,ε].
Now, we turn to the most complicated term Cε,4. Using (5.12), and replacing the product
∇−ε Xˆε∇+ε Xˆε by its renormalized version (5.13), we obtain
∇−ε sˆεt∇+ε sˆεt = Zεt + Cεt +
((∇−ε sˆε∇+ε sˆε)t −∇−ε Xˆεt∇+ε Xˆεt ). (5.45)
On the time interval t ∈ [0, σL,ε], by (5.19) the (−1/2 + κ?)-norm of the first term in (5.45)
is bounded by ε−
1
2
−κ?−κˆL. For the last term in (5.45), we use (5.12) and bound the absolute
value of the last term in (5.45) by a constant times
ε3η−2
(‖Xˆεt ‖Cη + ‖Sεt sˆ0‖Cη)(‖Sεt sˆ0‖C2η + ‖uεt‖C2η)+ ε4η−2‖uεt‖2C2η .
Lemma A.1 yields ‖Sεt sˆ0‖Cη . ‖sˆ0‖Cη and ‖Sεt sˆ0‖C2η . t(η−2η)/2‖sˆ0‖Cη . Moreover, for t ∈
[0, σL,ε] the norms of all stochastic processes and of sˆ0 are bounded by L. Thus, the last term
in (5.45) is bounded by a multiple of ε3η−2t(η−2η)/2L2.
Now we will estimate the remaining term Cεt in (5.45). Define K
ε
t (x) := ∇−ε pεt (x)∇+ε pεt (x)
(see (A.5)) and use the definition (5.14) to write
Cεt (x) = ε
∑
y∈εZ
∫ t
0
Kεt−r(x− y)Cε(sˆεr, y)dr, (5.46)
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where we made use of the function Cε in (5.6). Furthermore, rewrite
Cεt (x) = ε
∑
y∈εZ
∫ t
0
Kεt−r(x− y)dr + ε
∑
y∈εZ
∫ t
0
Kεt−r(y)
(
Cε(sˆ
ε
r, x− y)− 1
)
dr.
Applying (A.6), the first term can be bounded by a constant, uniformly in ε.
Let us denote Cˆεt := ‖Cε(sˆεt∧σL,ε)−1‖C−1/2+κ?ε . Then, combining all these bounds, we obtain
Cˆεt ≤ γε(t) + ε2
∑
x∈εZ
∫ t
0
|Kεt−r(x)|Cˆεrdr, (5.47)
for the function
γε(t) := cε+ cε
1
2
−κ?−κˆL+ c
√
εL+ cε3η−1t−η/2L2,
where the constant c > 0 is independent of ε, L and t. Denoting Cˆε[0,t] := supr∈[0,t] Cˆ
ε
r , and
using the first bound in (A.7), from (5.47) we get
Cˆε[0,t] ≤ γε(t) + c1Cˆε[0,t],
where c1 ∈ (0, 1). This yields Cˆε[0,t] ≤ γε(t)/(1− c1), which is the required result (5.44). 
With these results at hand, we are ready to prove Proposition 5.4.
Proof of Proposition 5.4. Tightness of the processes Xε is proved in Lemma 5.2, and it is
sufficient to prove that the weak limit of every converging subsequence equals to the solution
of (1.2) with A = 0 and BT = 1, and with the initial state Z0.
With a little abuse of notation, let Xε be such convergent sequence, with the limit Z. Then
(5.10) implies that Xε is the solution of
dXεt = ∆εX
ε
t dt+ dM
ε
t , X
ε
0 = sˆ
ε
0.
Similarly to (4.2), we can associate to this equation two martingales
Mεt (ϕ) := X
ε
t (ϕ)−Xε0(ϕ)−
∫ t
0
Xεr (∆εϕ)dr, (5.48a)
Nεt (ϕ) :=
(
Mεt (ϕ)
)2 − ∫ t
0
ε
∑
y∈εZ
ϕ(y)2d
〈
M ε(y),M ε(y)
〉
r
, (5.48b)
where for a function ϕ ∈ C∞b (R) ∩ L2(R) we use the shorthand notation Xεt (ϕ) := 〈〈Xεt , ϕ〉〉ε,
and where the bracket process of the martingale M ε is given in (5.6). Using the a priori bounds
(5.18), which hold on the time interval t ∈ [0, σL,ε], by analogy to Lemma 4.3 we can prove
the L1 convergence of (5.48a) to
Mt(ϕ) := Zt(ϕ)−Z0(ϕ)−
∫ t
0
Zr(ϕ′′)dr.
Moreover, Lemma 5.5 yields the L1 convergence of (5.48b) to
Nt(ϕ) :=
(
Mt(ϕ)
)2 − t‖ϕ‖2L2 .
Therefore, the weak limit of Xε is the unique solution of the martingale problem associated
to (1.2) with A = 0 and BT = 1. 
imsart-generic ver. 2014/02/20 file: DynamicASEP_6-07-2019.tex date: June 11, 2019
Corwin, Ghosal & Matetski/SPDE limit of the dynamic ASEP 45
Using Lemma 5.5 we can also bound the function Cεt (x), defined in (5.14).
Lemma 5.6. For the function Cεt (x) (see (5.13) and (5.14)) and the stopping time σL,ε,
defined in (5.19), the following bound holds:
sup
0≤t≤σL,ε
‖Cεt‖C−1/2+κ?ε ≤ Cε
− 1
2
−κ?−κˆL+ Cε3η−2t(η−2η)/2L2, (5.49)
where the constant C > 0 is independent of ε and t, and where the values κ?, κˆ and η are
from the definition of the stopping time σL,ε in (5.19).
Proof. Let as before Kεt (x) := ∇−ε pεt (x)∇+ε pεt (x). Then, using (5.46), we obtain
Cεt (x) = ε
∑
y∈εZ
∫ t
0
Kεt−r(x− y)dr + ε
∑
y∈εZ
∫ t
0
Kεt−r(y)
(
Cε(sˆ
ε
r, x− y)− 1
)
dr.
Applying (A.6), the first term can be bounded by a constant, uniformly in ε. Hence, we get
‖Cεt‖C−1/2+κ?ε ≤ c+ ε
∑
y∈εZ
∫ t
0
|Kεt−r(y)| ‖Cε(sˆεr)− 1‖C−1/2+κ?ε dr.
The required bound (5.49) now follows from (5.44) and (A.7). 
5.2.4. Bounds on the mild solution
In this section we derive bounds on the r.h.s. of (5.17). For this, we denote the three terms
on the r.h.s. of (5.17) by Iε1(t, x), Iε2(t, x) and Iε3(t, x) respectively. We start with Iε1(t, x).
Lemma 5.7. Let η ∈ (13 , 12) and let κ ∈ (0, 1− 2η). Then Iε1(t, x) satisfies the bound
sup
0≤t≤T∧σL,ε
‖Iε1(t)‖C2η ≤ C
(
εκT (1−κ−2η)/2 + εηT 1−η/2
)
L, (5.50)
where the constant C > 0 is independent of ε and T .
Proof. We first derive a bound on the function Fˆε, defined in (5.8). Using Lemma 5.1 we can
write %ˆε(sˆ
ε, x) = ε/2 + %˜ε(sˆ
ε, x), for a function %˜ satisfying |%˜(sˆε, x)| . ε2. This allows to de-
compose Fˆε = Fˆ
(1)
ε +Fˆ
(2)
ε , where Fˆ
(1)
ε (sˆε, x) := ε∆εsˆ
ε(x)/2 and Fˆ
(2)
ε (sˆε, x) := %˜ε(sˆ
ε, x)∆εsˆ
ε(x).
Using the above estimate on %˜ and the definition of the discrete Laplacian, the second function
can be simply bounded by
|Fˆ (2)ε (sˆεt , x)| ≤ |%˜ε(sˆε, x)||∆εsˆεt (x)| . sup
y∈R:
|x−y|≤ε
|sˆεt (y)− sˆεt (x)| . εη‖sˆεt‖Cη .
One can see that the function Fˆ
(1)
ε is not suitable for a uniform bound. On the contrary, it can
be considered as a discretization of a distribution, whose convolution with a test function has
a good bound. More precisely, for a rescaled and recentered function ϕλz , defined in Section 1.3,
we write
〈〈Fˆ (1)ε (sˆεt ), ϕλz 〉〉ε = ε
∑
y∈εZ
Fˆ (1)ε (sˆ
ε
t , y)ϕ
λ
z (y) =
ε2
2
∑
y∈εZ
∆εsˆ
ε
t (y)ϕ
λ
z (y).
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Applying summation by parts twice, the last expression can be written in the following way:
ε2
2
∑
y∈εZ sˆ
ε
t (y)∆εϕ
λ
z (y). Thus, using the fact that ϕ is supported in a ball of radius λ > 0, we
obtain
|〈〈Fˆ (1)ε (sˆεt ), ϕλz 〉〉ε| . ε2λ−3‖sˆεt‖L∞
∑
y∈εZ
1{|y−z|≤λ} . ελ−2‖sˆεt‖L∞ . εκλ−1−κ‖sˆεt‖L∞ ,
for κ ∈ [0, 1] and λ ≥ ε. To estimate the sum in the second bound, we used the fact the
number of terms in the sum is proportional to λ/ε.
Using the operator norm ‖ • ‖V→W for two spaces V and W , introduced in Section 1.3, we
get
‖Iε1(t)‖C2η .
∫ t
0
‖Sεt−r‖C−1−κε →C2η‖Fˆ (1)ε (sˆεr)‖C−1−κε dr +
∫ t
0
‖Sεt−r‖L∞→C2η‖Fˆ (2)ε (sˆεr)‖L∞dr.
Furthermore, combining the derived bounds on the functions Fˆ
(1)
ε and Fˆ
(2)
ε with Lemma A.1
yields
‖Iε1(t)‖C2η .
∫ t
0
εκ(t− r)−(1+κ+2η)/2‖sˆεr‖L∞dr +
∫ t
0
εη(t− r)−η‖sˆεr‖Cηdr.
We use the bounds ‖sˆεr‖L∞ ≤ ‖sˆεr‖Cη and ‖sˆεr‖Cη ≤ ‖Xεr‖Cη +‖uεr‖Cη . Then combining the last
two bounds, we conclude
‖Iε1(t)‖C2η .
(
εκt(1−κ−2η)/2 + εηt1−η/2
)
L,
which holds as soon as κ < 1−2η and η < 1. From this the required bound (5.50) follows. 
Lemma 5.8. Let the value η be as in Theorem 1.6, and let the value κ? in (5.19) satisfies
κ? >
1
2 − η. Then Iε2(t, x) satisfies the bound
sup
0≤t≤T∧σL,ε
‖Iε2(t)‖C2η ≤ CT βˆεβL(1 + L)2, (5.51)
for some constant C > 0 independent of ε and T , for some value βˆ > 0, depending on η, η,
κ? and κˆ, and for β = (
1
2 − κ? − κˆ) ∧ (3η − 1) ∧ (1− γ − 2κ? − κˆ) ∧ (2η − γ), where γ is from
Assumption 1.5.
Proof. Using the definition (5.16) and Lemma 5.1, we can write F˜ε = F˜
(1)
ε + F˜
(2)
ε , where
F˜
(1)
ε (t, x) := − εasˆ
ε
t (x)
4 C
ε
t (x) and F˜
(2)
ε (t, x) := ελˆε(sˆ
ε
t , x)C
ε
t (x), where the following bound holds
|λˆε(sˆεt , x)| . ε1−γ(1 +
√
ε|sˆεt (x)|)γ . (5.52)
We start with estimating the function F˜
(1)
ε . If we chose κ? >
1
2 − η, then applying Lem-
mas A.2 and 5.6 we obtain
‖F˜ (1)ε (t)‖C−1/2+κ?ε . ε‖sˆ
ε
t‖Cη‖Cεt‖C−1/2+κ?ε . ε
1
2
−κ?−κˆL2 + ε3η−1t−η/2L3, (5.53)
which holds for t ∈ [0, σL,ε], and where we have estimated ‖sˆεt‖Cη ≤ ‖Xεt ‖Cη + ‖uεt‖Cη ≤ 2L.
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Now, we turn to the function F˜
(2)
ε . The bound (5.52) yields
|F˜ (2)ε (t, x)| ≤ ε|λˆε(sˆεt , x)||Cεt (x)| . ε2−γ(1 +
√
ε|sˆεt (x)|)γ |Cεt (x)|.
Furthermore, from the identity (5.13) we obtain
|Cεt (x)| ≤ |Zεt (x)|+ |∇−ε Xˆεt (x)||∇+ε Xˆεt (x)| ≤ ‖Zεt ‖L∞ + ε−2 sup
y∈R:
|x−y|≤ε
|Xˆεt (x)− Xˆεt (y)|2
≤ ‖Zεt ‖L∞ + ε2(η−1)‖Xˆεt ‖2Cη ,
where in the last line we used the definition of the Ho¨lder norm. Hence, we have
|F˜ (2)ε (t, x)| ≤ ε2−γ(1 +
√
ε|sˆεt (x)|)γ
(‖Zεt ‖L∞ + ε2(η−1)‖Xˆεt ‖2Cη).
On the time interval t ∈ [0, σL,ε] we have ‖Xˆεt ‖Cη ≤ L and |sˆεt (x)| ≤≤ ‖Xεt ‖Cη + ‖uεt‖Cη ≤ 2L.
Moreover, the definition (1.10) yields the bound
‖Zεt ‖L∞ ≤ ε−1/2−κ?‖Zεt ‖C−1/2+κ?ε ≤ ε
−1−2κ?−κˆL.
Hence, for the function F˜
(2)
ε we have the following bound
|F˜ (2)ε (t, x)| ≤ ε2−γL(1 +
√
εL)γ
(
ε−1−2κ?−κˆ + ε2(η−1)L
)
. (5.54)
Combining the derived bounds (5.53) and (5.54), we obtain
‖F˜ε(t)‖C−1/2+κ?ε . ε
1
2
−κ?−κˆL2 + ε3η−1t−η/2L3 + ε2−γL(1 +
√
εL)γ
(
ε−1−2κ?−κˆ + ε2(η−1)L
)
. εβt−η/2L(1 + L)2,
where β = (12 − κ? − κˆ) ∧ (3η − 1) ∧ (1− γ − 2κ? − κˆ) ∧ (2η − γ). Then Lemma A.1 yields
‖Iε2(t)‖C2η .
∫ t
0
‖Sεt−r‖C−1/2+κ?ε →C2η‖F˜ε(r, •)‖C−1/2+κ?ε dr
. εβL(1 + L)2
∫ t
0
(t− r)−(1/2−κ?+2η)/2r−η/2dr.
Since (1/2− κ? + 2η)/2 < 1 and −η/2 > −1, the last integral is of order tβˆ, for some βˆ > 0.
This is exactly the required result (5.51). 
To bound Iε3(t, x) we will compare it to
Iˆε3(t, x) := −
a
4
∫ t
0
(Sεt−rsˆ
ε
r)(x)dr. (5.55)
Lemma 5.9. Let the value η be as in Theorem 1.6. Then Iε3(t, x) and Iˆε3(t, x) satisfy the
bounds
sup
0≤t≤T∧σL,ε
‖Iε3(t)‖C2η ≤ CT βˆ(L+ εβ(1 + L)3), (5.56a)
sup
0≤t≤T∧σL,ε
‖(Iε3 − Iˆε3)(t)‖C2η ≤ CT βˆεβ(1 + L)3, (5.56b)
for some constant C > 0 independent of ε and T , for some βˆ > 0, depending on η and κ?,
and for the value β = (2η − γ) ∧ (3η − 1) ∧ (1/2− κ? − κˆ), where γ is from Assumption 1.5.
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Proof. Before deriving bounds on Iε3 , we estimate the function inside the integral in the
definition of Iε3 . Using the expression (5.16), we can write this function as
Fε(X
ε, Zε, uε) +
asˆε
4
= λˆε(sˆ
ε)
(
1− ε∇−ε sˆε  ∇+ε sˆε
)
+
εa
4
sˆε
(∇−ε sˆε  ∇+ε sˆε),
and we denote the two terms on the r.h.s. by F
(1)
ε and F
(2)
ε respectively. For the first term,
the simple bound |∇±ε sˆεt (x)| ≤ εη−1‖sˆεt‖Cη and the bound on the error term λˆε, provided in
Lemma 5.1, yields
|F (1)ε (t, x)| . ε1−γ
(
1 +
√
ε‖sˆεt‖L∞
)γ(
1 + ε2η−1‖sˆεt‖2Cη
)
. ε1−γ
(
1 +
√
εL
)γ(
1 + ε2η−1L2
)
,
where the value γ is from Assumption 1.5, and where we consider t ∈ [0, σL,ε]. Here, we made
use of ‖sˆε‖Cηt ≤ ‖Xε‖Cηt + ‖uε‖C2ηt .
Now, we turn to the function F
(2)
ε . Using the definition of the Wick-type product (5.15) we
can write F
(2)
ε = F
(3)
ε + F
(4)
ε , where
F (3)ε :=
εa
4
sˆε
(∇−ε Xε∇+ε uε +∇−ε uε∇+ε sˆε) , F (4)ε := εa4 sˆεZε,
where we use the process Zε, defined in (5.13). For the function F
(3)
ε we have the bound
|F (3)ε (t, x)| . ‖sˆεt‖L∞
(
ε3η−1‖Xεt ‖Cη‖uεt‖C2η + ε4η−1‖uεt‖2C2η
)
. ε3η−1L3,
on the time interval t ∈ [0, σL,ε]. For the term F (4)ε , we use Lemma A.2 and obtain
‖F (4)ε (t)‖C−1/2+κ?ε . ε‖sˆ
ε
t‖Cη‖Zεt ‖C−1/2+κ?ε . ε
1/2−κ?−κˆL2,
which holds on the time interval t ∈ [0, σL,ε].
Combining these bounds on the functions F
(1)
ε and F
(2)
ε , we conclude
‖(Fε + asˆε/4)(t)‖C−1/2+κ?ε ≤ ‖F
(1)
ε (t)‖C−1/2+κ?ε + ‖F
(3)
ε (t)‖C−1/2+κ?ε + ‖F
(4)
ε (t)‖C−1/2+κ?ε .
The definition (1.10) yields ‖ · ‖C−1/2+κ?ε ≤ ‖ · ‖L∞ , which yields
‖(Fε + asˆε/4)(t)‖C−1/2+κ?ε ≤ ‖F
(1)
ε (t)‖L∞ + ‖F (3)ε (t)‖L∞ + ‖F (4)ε (t)‖C−1/2+κ?ε . ε
β(1 + L)3,
where β = (2η − γ) ∧ (3η − 1) ∧ (1/2− κ? − κˆ). Then Lemma A.1 gives
‖(Iε3 − Iˆε3)(t)‖C2η .
∫ t
0
‖Sεt−r‖C−1/2+κ?ε →C2η‖(Fε + asˆ
ε/4)(r)‖C−1/2+κ?ε dr
. εβ(1 + L)3
∫ t
0
(t− r)−(1/2−κ?+2η)/2dr . εβ(1 + L)3tβˆ,
which holds for some βˆ > 0, because (1/2−κ?+2η)/2 < 1. This is the required bound (5.56b),
and the bound (5.56a) follows from the triangle inequality. 
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5.3. Proof of the main convergence result
Proof of Theorem 1.6. Taking into account our restrictions on the values γ and η in Assump-
tion 1.5 and Theorem 1.6, we can choose the values κ? and κˆ in (5.19) to be such that the
powers of ε in (5.51) and (5.56a) are strictly positive. Then (5.17) and Lemmas 5.7, 5.8 and
5.9 yield the bound
sup
0≤t≤T∧σL,ε
‖uεt‖C2η ≤ CT βˆ(1 + L)3,
for T ∈ (0, 1], for a constant C, independent of ε and T , and for some value βˆ > 0. Taking
T = T∗ sufficiently small and depending on L, we can write
E‖uε‖C2ηT∗∧σL,ε ≤ Cˆ,
for a different proportionality constant Cˆ > 0. Similarly, the second bound in Lemma 5.9
yields
E‖uε − Iˆε3‖C2ηT∗∧σL,ε ≤ Cˆε
β,
for some β > 0, where Iˆε3 is defined in (5.55). Iterating this procedure with a new initial data
uε(T∗), we obtain these bounds on any time interval [0, T ]:
E‖uε‖C2ηT∧σL,ε ≤ C˜, E‖u
ε − Iˆε3‖C2ηT∧σL,ε ≤ C˜ε
κ, (5.57)
with a new proportionality constant C˜ > 0. One can see that in the case when σL,ε ≥ T > 0,
uniformly in ε, these bounds and Proposition 5.4 imply that sˆε := Xε + uε converges weakly
in D([0, T ], C(R)) to the solution of (1.2) with A = − a4 and B = 1, and with the initial state
Z0. In order to prove convergence of sˆε on [0,∞), we define a new stopping time
σ∗ := lim
L→∞
inf
{
t ≥ 0 : lim sup
ε→0
‖uε‖C2ηt ≥ L
}
,
which together with the first bound in (5.57) ensures
E‖uε‖C2η
T∧σ∗
≤ C˜. (5.58)
Then for any T > 0 and κ ∈ (0, β) we can estimate
P
[‖uε − Iˆε3‖C2η
T∧σ∗
≥ εκ] ≤ P[‖uε − Iˆε3‖C2ησL,ε ≥ εκ]+ P[σL,ε < T ∧ σ∗]. (5.59)
The desired result follows if we prove that the limits limL↑∞ limε↓0 of this expression vanish.
The first term in (5.59) we can bound using the Chebyshev’s inequality and the second
estimate in (5.57) by
P
[‖uε − Iˆε3‖C2ησL,ε ≥ εκ] ≤ E‖u
ε − Iˆε3‖C2ησL,ε
εκ
≤ C˜εβ−κ,
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which vanishes as ε→ 0, for every fixed L. To bound the second term in (5.59), we make use
of the definition (5.19) and obtain
P
[
σL,ε < T ∧ σ∗
] ≤ P[‖Xε‖CηT ≥ L]+ P[‖Zε‖C−1/2+κ?T,ε ≥ ε−1/2−κ?−κˆL]+ P[‖uε‖C2ηT∧σ∗ ≥ L].
(5.60)
Lemmas 5.2 and 5.3 imply that the first two probabilities in (5.60) vanish as L → ∞. The
bound (5.58) guarantees that the last probability in (5.60) vanishes as L→∞.
Combining these limits together we obtain limε→0 P
[‖uε − Iˆε3‖C2η
T∧σ∗
= 0, for any T >
0. Proposition 5.4 implies convergence of sˆε := Xε + uε weakly in D([0, T ∧ σ∗], C(R)) to
the solution Z of (1.2) with A = − a4 and B = 1, and with the initial state Z0. Since the
process Zt is defined for t ∈ [0,∞), we conclude that the required convergence holds in
D([0,∞), C(R)). 
Appendix A: Properties of heat kernels and semigroups
In this appendix we provide regularity properties of the continuous and discrete heat semi-
groups. Moreover, we list bounds on the discrete heat kernel, which are used in the article.
A.1. Bounds on heat kernels and semigroups
Let Sεt = e
t∆ε be the discrete heat semigroup, generated by the discrete Laplacian ∆ε defined
in Section 1.3. This semigroup has nice regularizing properties when acting on spaces of
functions and distributions introduced in Section 1.3, which we provide below.
Lemma A.1. Let us restrict the domain of Sεt to periodic functions/distributions on the circle
T = R/Z. Then, for any α ≤ 0 and for any γ > α∨ 0, there is a constant C > 0, independent
of ε ∈ (0, 1] and t > 0, such that the following bound holds:
‖Sεt ‖Cαε→Cγ ≤ Ct(α−γ)/2. (A.1)
Proof. The bound (A.1) can be proved in the same way as a more general result [CM18,
Prop. 4.17]. More precisely, the semigroup Sεt is given by convolution with the discrete heat
kernel pεt (x). Furthermore, the bound (1.10) holds also for rescaled Schwarz functions ϕ.
Finally, the kernel pεt (x) is Schwarz in the x variable, and can be considered as a function
rescaled by λ =
√
t. Then (A.1) follows from our definitions of the norms. 
The following is an analogue of the classical result [BCD11, Thm. 2.85] for our ε-dependent
norms:
Lemma A.2. Let ϕ ∈ Cα and ψ ∈ Cβε , where β < 0 < α < 1 and α+ β > 0. Then there is a
constant C, depending on α and β, such that
‖ϕψ‖Cβε ≤ C‖ϕ‖Cα‖ψ‖Cβε .
The heat semigroups St and S
ε
t are given by convolutions with respectively the continuous
and discrete heat kernels. The latter ones are the Green’s functions of the operators ∂t −∆
and ∂t −∆ε, and are defined as the unique solutions of the equations:
∂tpt(x) = ∆pt(x), ∂tp
ε
t (x) = ∆εp
ε
t (x), for all t ≥ 0, x ∈ R, (A.2)
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with the respective initial values p0(x) = δx and p
ε
0(x) = ε
−11{x=0}, where δx is the Dirac
delta function. For these kernels we have the following bounds.
Lemma A.3. For any u > 0, any v ∈ (0, 12) and any T > 0, there exists a constant C,
depending on u and v, and independent of ε > 0 and T , such that the following bounds hold
pεt (x) ≤ C
(√
t ∨ ε)−1, ε∑
x∈εZ
pεt (x)|x|αeu|x| ≤ C(
√
t ∨ ε)α, (A.3a)
uniformly in x ∈ R, t ∈ [0, T ] and ε ∈ (0, 1], and for any α ≥ 0. Furthermore, the following
bounds hold uniformly in t ∈ [0, T ] and x, x1, x2 ∈ R:
|∇+ε pε(x)| ≤ C(ε2t−
3
2 ∧ ε−1), |pεt (x1)− pεt (x2)| ≤ C
(√
t ∨ ε)−1−v|x2 − x1|2v. (A.3b)
Finally, for any points x ∈ R and 0 ≤ t1 < t2 ≤ T one had the bounds
pεt2(x) ≤ Cet2−t1pεt1(x), |pεt1(x)− pεt2(x)| ≤ C
(√
t1 ∨ ε
)−1−v
(t2 − t1)v/2. (A.3c)
Proof. The first bound in (A.3a) is proved in [BG97, Eq. 4.22], and the second one can be
proved similarly to [BG97, Eq. 4.14]. A proof of the bound (A.3b) can be found in [BG97,
Eq. 4.39]. The bounds in (A.3c) are proved in [BG97, Eqs. A.5, 4.44]. 
In Section 3, we often use the microscopic heat kernel {pεt}t∈R≥0 as defined in (3.4). It is
worth noting that pεt of (A.2) is related to p
ε
t via p
ε
t (x) = εp
ε
ε−2θ2t/2(ε
−1x) where θ2 is defined in
Proposition 2.1. In the following result, we write the bounds on pεt by translating Lemma A.3
using the relation between pεt and p
ε
t .
Lemma A.4. Fix any u > 0, any v ∈ [0, 12) and any T > 0, there exists a constant C =
C(u, v) > 0 such that the following bounds hold
pεt (x) ≤ C
(√
t ∨ 1)−1, ∑
x∈Z
pεt (x)(ε|x|)αeuε|x| ≤ C(
√
t ∨ 1)α, (A.4a)
uniformly in x ∈ Z, t ∈ [0, ε−2T ] and ε ∈ (0, 1], and for any α ≥ 0. Furthermore, the following
bounds hold uniformly in t ∈ [0, ε−2T ] and x, x1, x2 ∈ Z:
|∇+pε(x)| ≤ C(t− 32 ∧ 1), |pεt (x1)− pεt (x2)| ≤ C
(√
t ∨ 1)−1−v(ε|x2 − x1|)2v. (A.4b)
Finally, for any points x ∈ Z and 0 ≤ t1 < t2 ≤ ε−2T one had the bounds
pεt2(x) ≤ Ceε
2(t2−t1)pεt1(x), |pεt1(x)− pεt2(x)| ≤ C
(√
t1 ∨ 1
)−1−v(
ε2(t2 − t1)
)v/2
. (A.4c)
A.2. Properties of some discrete kernels
Let ∇±ε be the discrete derivatives, defined in Section 1.3, pεt from (A.2), and define
Kεt (x) := ∇−ε pεt (x)∇+ε pεt (x), (A.5)
We collect important properties of this kernel in the following lemma.
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Lemma A.5. There is a constant c0 > 0, such that for every T > 0 the following hold∣∣∣∑
x∈εZ
∫ T
0
Kεt (x)dt
∣∣∣ ≤ c0ε−1√
T ∨ ε2 ,
∑
x∈εZ
∫ ∞
0
Kεt (x)dt = 0. (A.6)
Moreover, for every T > 0 and every a ≥ 0, there exist values ε0 > 0, c1 ∈ (0, 1) and c2 > 0
such that the following bounds hold uniformly in ε ∈ (0, ε0):∑
x∈εZ
∫ T
0
|Kεt (x)|ea|x|dt ≤
c1
ε2
,
∑
x∈εZ
∫ T
0
|Kεt (x)|ea|x|(T − t)−
1
2dt ≤ c2
ε2
. (A.7)
Proof. The second identity in (A.6) follows from the first bound in the limit T → +∞. In
order to prove the first bound in (A.6) we write Kεt (x) = ε
−4Kε−2t(ε−1x), where the kernel K
equals Kε with ε = 1. Furthermore, using (A.2) and (A.5), we can write the Fourier integral
Kt(x) =
1
(2pi)2
∫ pi
−pi
dk
∫ pi
−pi
d` ei(k+`)x
(
1− e−ik)(ei` − 1)e−t(2−cos k−cos `).
Using the identity
∑
x∈Z e
ikx = 2piδk, we conclude that∑
x∈εZ
∫ T
0
Kεt (x)dt =
1
2pi
∫ pi
−pi
dk eik
(
1− e−2T (1−cos k)) = − 1
2pi
∫ pi
−pi
dk eike−2T (1−cos k).
The absolute value of the last expression can be bounded by
1
2pi
∫ pi
−pi
e−2T (1−cos k)dk ≤ 1
2pi
∫ pi
−pi
e−Tk
2
dk =
1
pi
√
T
∫ pi√T
0
e−k
2
dk ≤ c0√
T ∨ 1 ,
for some constant c0 > 0, independent of T . The required bound (A.6) follows now from the
last one after rescaling.
The bounds (A.7) follow immediately from [BG97, Lem. A.3] and [BG97, Lem. A.4] re-
spectively. 
Appendix B: Bounds on iterated stochastic integrals
In this appendix we recall some properties of ca`dla`g martingales and provide moment bounds
for iterated stochastic integrals.
B.1. Iterated stochastic integrals
Assume we have a family of square integrable martingales (M ε,`t (x))t≥0, parametrized by ` ≥ 1
and x ∈ εZ, which have the following properties: the martingale M ε,`t (x) is of bounded total
variation and has jumps of size εδ` for δ` ≥ 12 ; M ε,`t (x) and M ε,`t (y) a.s. do not jump together,
if x 6= y; on every time interval [0, ε2T ] the martingale M ε,`t (x) makes a.s. finitely many jumps.
In this case, the quadratic variation can be written as
〈M ε,`(x),M ε,`(y)〉t = ε−11{x=y}
∫ t
0
Cε,`r (x)dr,
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for some function Cε,`r (x), adapted to the underlying filtration in the variable r ≥ 0. Moreover,
we assume that the function Cε,`r (x) is a.s. bounded by a constant cε,`, uniformly in r and x.
When working with such martingales, the following two forms of the Burkholder-Davis-
Gundy inequality will be used. The first form is standard.
Lemma B.1. For all p ≥ 1 there exists a constant Cp > 0 such that for all martingales Mt,
and for all T > 0,
E
[
sup
t∈[0,T ]
|Mt −M0|p
] ≤ CpE[[M,M ]p/2T ].
The second form of the inequality is adapted to the setting described.
Lemma B.2. Let M ε be a martingale with the just described properties. Then, for any p ≥ 1,
there exists a constant C = C(p), such that for every T > 0 one has
E
[
sup
0≤t≤T
|M ε(t)|p
]
≤ C
(
E
[
〈M ε,M ε〉
p
2
T
]
+ E
[
sup
0≤t≤T
|∆tM ε|p
])
, (B.1)
where ∆tM
ε := M ε(t)−M ε(t−) denotes the jump of M ε at time t.
Proof. This formula can be proved by discrete time approximations of the martingales M ε,
and using an analogous formula [HH80, Thm. 2.11] in discrete time. 
For a continuous function F : [0,∞)n × εZn → R, we define iterated stochastic integrals
(IεnF )(t) as follows: for n = 1 we set (I
ε
1F )(t) := ε
∑
y∈εZ
∫ t
0 F (r, y) drM
ε,1
r (y); for n ≥ 2 we
define recursively
(IεnF )(t) := ε
∑
y∈εZ
∫ t
0
(Iεn−1F
(r,y))(r−) drM ε,nr (y), (B.2)
where r− is the left limit at r, and the function F (r,y) : [0,∞)n−1 × (εZ)n−1 is defined as
F (r,y)(r1, . . . , rn−1; y1, . . . , yn−1) := F (r1, . . . , rn−1, r; y1, . . . , yn−1, y).
To make notation shorter, in what follows we write (Iε`F )(r`+1, . . . , rn; y`+1, . . . , yn) for the
iterated stochastic integral, taken with respect to the variables r1, . . . , r` and y1, . . . , y` and
evaluated at time t = r`+1, where r`+1, . . . , rn and y`+1, . . . , yn are treated as free parameters.
With this definition, the process t 7→ (IεnF )(t) is a martingale, and moreover we have the
following moment bounds for it, which is a modification of [MW17, Lem. 4.1].
Lemma B.3. Let n ≥ 1 and let F : [0,∞)n × (εZ)n → R be continuous and deterministic.
Then for any p ≥ 1, there exists a constant C = C(n, p) such that(
E
[
sup
0≤t≤T
∣∣(IεnF )(t)∣∣p])2/p ≤ C( n∏
`=1
cε,`
)
εn
∑
y∈(εZ)n
∫ T
rn=0
. . .
∫ r2
r1=0
F (r; y)2dr + E εn (T ), (B.3)
where we use the shorthand notation r = (r1, . . . , rn) and dr = dr1 · · · drn, and where the
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error term E εn is given by
E εn (T ) := C
n∑
`=1
εn−`+2(1+δ`)
( n∏
k=`+1
cε,k
)
×
∑
y`+1,n∈(εZ)n−`
∫ T
rn=0
. . .
∫ r`+2
r`+1=0
(
E
[
sup
r`∈[0,r`+1]
y`∈εZ
∣∣(Iε`−1F )(r`,n; y`,n)∣∣p])2/pdr`+1,n,
where r`,n = (r`, . . . , rn), y`,n = (y`, . . . , yn), dr`+1,n = dr`+1 · · · drn and rn+1 = T .
Proof. We first prove the bound (B.3) in the case n = 1. In order to apply the Burkholder-
Davis-Gundy inequality (B.1), we need to bound the quadratic variation and the jump size of
the martingale (I1F )(t). Since the jump of the martingale M
ε,1 equals εδ1 , a jump of (I1F )(t)
is bounded by supr∈[0,T ] supy∈εZ ε1+δ1 |F (r, y)|. For the predictable covariation we have〈
I1F, I1F
〉
T
= ε2
∑
y,y′∈εZ
∫ T
r=0
F (r, y)F (r, y′)d〈M ε,1(y),M ε,1(y′)〉r
= ε
∑
y∈εZ
∫ T
0
F (r, y)2Cε,1r (y)dr ≤ cε,1ε
∑
y∈εZ
∫ T
0
F (r, y)2dr.
Hence, the Burkholder-Davis-Gundy inequality (B.1) yields for every p ≥ 1 the bound(
E
[
sup
0≤t≤T
∣∣(I1F )(r)∣∣p])2/p . cε,1ε∑
y∈εZ
∫ T
0
F (r, y)2dr + ε2(1+δ1) sup
r∈[0,T ]
sup
y∈εZ
|F (r, y)|2,
where the proportionality constant depends on p. This is exactly the required bound (B.3).
Now, we will proceed by induction. To this end, we assume that (B.3) holds for n− 1, and
will prove it for n ≥ 2. As before, we prove the martingale (InF )(t) using the Burkholder-
Davis-Gundy inequality, for which we need to bound the jumps and quadratic covariation
of (InF )(t). Using the recursive definition (B.2) and properties of the martingales M
ε,n, the
jump of (InF )(t) can be bounded by
ε1+δn sup
r∈[0,t]
sup
y∈εZ
∣∣(Iεn−1F (r,y))(r−)∣∣.
Furthermore, the quadratic covariation can be written as〈
InF, InF
〉
T
= ε2
∑
y,y′∈εZ
∫ T
r=0
(Iεn−1F
(r,y))(r−)(Iεn−1F (r,y
′))(r−)d〈M ε,n(y),M ε,n(y′)〉r
= ε
∑
y∈εZ
∫ T
0
(Iεn−1F
(r,y))(r−)2Cε,nr (y)dr ≤ cε,nε
∑
y∈εZ
∫ T
0
(Iεn−1F
(r,y))(r−)2dr.
Combining these bounds with the Burkholder-Davis-Gundy inequality (B.1), we obtain(
E
[
sup
0≤t≤T
∣∣(IεnF )(t)∣∣p])2/p . cε,nε∑
y∈εZ
∫ T
0
(
E
[
(Iεn−1F
(r,y))(r−)p
])2/p
dr
+ ε2(1+δn)
(
E
[
sup
r∈[0,t]
y∈εZ
∣∣(Iεn−1F (r,y))(r−)∣∣p])2/p,
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which holds for every p ≥ 1 with a proportionality constant depending on p. Applying now
the induction hypothesis to the stochastic integrals (Iεn−1F (r,y))(r−) on the r.h.s., we arrive
at (B.3). 
Appendix C: Bounds on singular kernels
In this appendix, we provide some bounds on singular kernels, which are used in the proof of
Lemma 5.3. For this, we follow the idea of [Hai14, Sec. 10.3] (or rather of [HM18, Sec. 6 and
7.1], since all the kernels are discrete), and introduce a “strength” of singularities of kernels.
More precisely, we consider a kernel P ε : R × (εZ) → R, and for α > 0 we will write
P ε ∈ Sαε if P ε can be written as P ε = Kε + Rε, where the kernels Kε and Rε have the
following properties:
1. The kernel Kε is supported in a ball centered at the origin, and satisfies the bound
|Kε(t, x)| ≤ C(
√
|t| ∨ |x| ∨ ε)−α, (C.1)
uniformly in t ∈ R, x ∈ εZ and ε ∈ (0, 1], where the constant C is independent of t, x
and ε.
2. For every fixed t, the kernel Rε(t, x) decays at infinity faster than any polynomial in the
variable x, i.e. for every n ∈ N one has lim|x|→∞Rε(t, x)/|x|n = 0.
3. Moreover, Rε(t, x) is bounded uniformly in ε and is integrable over R× (εZ).
The value of α measures the “strength” of singularity of the kernel P ε. Moreover, the following
lemma shows that such singular kernels preserve these properties under multiplication and
convolution.
Lemma C.1. Let P ε ∈ Sαε and P¯ ε ∈ Sα¯ε be two singular kernels, for α, α¯ > 0. Then one has
1. the product P εP¯ ε is a singular kernel and P εP¯ ε ∈ Sα+α¯ε ;
2. if α ∨ α¯ < 3 and α + α¯ > 3, then the space-time convolution of these kernels satisfies
P ε ∗ P¯ ε ∈ Sα+α¯−3ε .
Proof. These results is a simple version of [HM18, Lem. 7.3]. 
The discrete heat kernel pε, defined in (A.2), is a singular kernel in the sense introduced
above. More precisely, the following result holds:
Lemma C.2. One has pε ∈ S1ε and ∇±ε pε ∈ S2ε , where ∇±ε are the discrete derivatives, defined
in Section 1.3.
Proof. This results follow from [HM18, Lem. 5.4]. 
The following lemma shows how such singular kernels behave under convolutions with
scaled test functions.
Lemma C.3. Let ϕλz be a scaled test function, as in (1.10), and let P
ε ∈ Sαε , for some
α ∈ (0, 1). Then the following bound holds:
ε2
∑
x1,x2∈εZ
∣∣ϕλz (x1)ϕλz (x2)P ε(t, x2 − x1)∣∣ ≤ C(λ ∨ ε)−α,
uniformly in λ ∈ (0, 1], t ∈ R, z ∈ εZ and ε ∈ (0, 1].
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Proof. Combining the bound (C.1) with the definition of the rescaled function ϕλz , we obtain
ε2
∑
x1,x2∈εZ
∣∣ϕλz (x1)ϕλz (x2)P ε(t, x2 − x1)∣∣ . ε2 ∑
x1,x2∈εZ
∣∣ϕλz (x1)ϕλz (x2)∣∣(|x2 − x1| ∨ ε)−α
. ε2λ−2
∑
x1,x2∈εZ:
|x1|≤λ,|x2|≤λ
(|x2 − x1| ∨ ε)−α . ελ−1
∑
x∈εZ:
|x|≤2λ
(|x| ∨ ε)−α,
where in the last bound, we simply changed the variables of summation x := x2−x1. If α < 1,
then the last sum is bounded by a multiple of (λ ∨ ε)−α, uniformly in λ and ε. 
Appendix D: Proofs of Lemma 1.3 and Corollary 1.4
Proof of Lemma 1.3. For the duration of this proof, we will drop the subscript 0 and write
s(x) and sˆε(X) in place of s0(x) or sˆ
ε
0(X) (recall, these are only functions of space since they
are initial data).
Part 1: Substituting q = e−ε into (1.7), we show by direct computation that sˆε(0) converges
to a standard Gaussian random variable (centered with variance one). This can be done, for
instance by observing that
P
(
sˆε(0) ≤ w) = P(s(0) ≤ ε− 12w + logq α) = N∑
n=−∞
α−2nqn(2n−1)(1 + α−1q2n)
(−α−1,−qα, q; q)∞
where N =
⌊
1
2ε
− 1
2w+ 12 logq α
⌋
. The last sum can be approximated by the Gaussian integral.
By stationarity in the spatial coordinate, it follows that sˆε(X) likewise has a Gaussian limit
(for each X). In the same manner, we may show that sˆε(X) satisfies (1.5a) for any X.
We turn to showing (1.5b). Thanks to the spatial stationarity, it suffices to show (1.5b) for
X1 = X and X2 = 0 where X < 0. If X ≤ −1, then by the triangle inequality, the stationarity
of sˆε(X) and the bound (1.5a), there exists a positive absolute constant C = C(k) such that
‖sˆε(X)− sˆε(0)‖2k ≤ ‖sˆε(X)‖2k + ‖sˆε(0)‖2k ≤ 2C.
This proves (1.5b) when X < −1. It only remains to show that (1.5b) holds when X ∈ (−1, 0).
Define M : Z→ R such that M(0) = 0 and
M(x) =
{∑x
i=1
(
s(i− 1)− E[s(i− 1)∣∣s(i)]) x > 0,∑−1
i=−x
(
s(i)− E[s(i)∣∣s(i+ 1)]) x ≤ −1.
Using M we may write a difference equation for s(x) (with x ∈ Z):
∇−s(x) = s(x)− E[s(x− 1)∣∣s(x)]−∇−M(x) = −qs(x) − α
qs(x) + α
−∇−M(x). (D.1)
For any X ∈ εZ, define M ε(X) := √εM(ε−1X) and extend to all X ∈ R\εZ by linear
interpolation. Thanks to (D.1),
∇−ε sˆε(X) = −
√
ε
qε
− 12 sˆε(X) − 1
qε
− 12 sˆε(X) + 1
−∇−ε M ε(X). (D.2)
imsart-generic ver. 2014/02/20 file: DynamicASEP_6-07-2019.tex date: June 11, 2019
Corwin, Ghosal & Matetski/SPDE limit of the dynamic ASEP 57
Taylor expanding with respect to ε,
√
ε
qε
− 12 sˆε(X) − 1
qε
− 12 sˆε(X) + 1
= −1
2
εsˆε(X) + ε
3
2Bε(X) (D.3)
where |Bε(X)| < (1 + |sˆε(0)|)2 for all |X| ≤ 1. Plugging (D.3) into the r.h.s. of (D.2) and
solving the discrete difference equation (D.2) yields
sˆε(X) =
(
1− ε
2
)−x
sˆε(0) +
(
1− ε
2
)−x −1∑
`=x
(
1− ε
2
)`(∇−ε M ε(ε`) + ε 32Bε(ε`)) (D.4)
where x = ε−1X ∈ Z<0. It is easy to check that this indeed solves (D.1) for all X ∈ εZ<0.
We now claim that for any X ∈ (−1, 0) and any u > 0
E
[
exp
(
u|sˆε(X)− sˆε(0)|)] ≤ 2 exp(u2
2
∫ |X|
0
eY−|X|dY
)
. (D.5)
Before verifying this, let us see how to complete the proof of (1.5b). Fix any β ∈ (0, 14)
and u > 0. Note that the integral inside exp on the r.h.s. of (D.5) is bounded above by
C ′min
{|X|4β, 1} for some constant C ′ = C ′(β) > 0. Combining this with Markov’s inequality,
we find that ∥∥sˆε(X)− sˆε(0)∥∥
2k
≤ C ′|X|2β,
which completes the proof of (1.5b).
We must now prove (D.5). It suffices to do this for X ∈ εZ<0 ∩ (−1, 0) since |sˆε(X) −
sˆε([X]ε)| ≤
√
ε where [X]ε is an element of εZ<0 nearest to X. Let x = ε−1X where X ∈
εZ<0 ∩ (−1, 0). ∇−ε M ε(X) is a centered Bernoulli random variable scaled by
√
ε. Hence, by
using Hoeffding’s inequality, we find that
E
[
exp
(
u∇−ε M(X)
)∣∣s(x+ 1), s(x+ 2) . . . ] ≤ exp(εu2
2
).
In a similar way, we successively bound
E
[
exp
(
u
(
1− ε
2
)`−x∇−ε M(ε`))∣∣s(`+ 1), s(`+ 2), . . . ] ≤ exp(εu22 (1− ε2)2(`−x))
for all ` = x+ 1, . . . ,−1. Combining these bounds with the bound (1.5a) for sˆε(0), we see via
(D.4) that
E
[
exp
(
u
(
sˆε(X)− sˆε(0)))] ≤ exp(u2
2
ε
−1∑
`=x
(
1− ε
2
)2(`−x))
. (D.6)
Summing the above inequality with u and −u we find that l.h.s. (D.5) ≤ 2 × r.h.s. (D.6).
Recalling that (1− ε/2) ≤ e−ε/2, we may upper bound the sum on the r.h.s. of (D.6) by the
integral in the r.h.s. of (D.5), completing the proof of (D.5).
Part 2: Owing to the Part 1 of this lemma and the Kolmogorov-Centsov criterion of tightness
(see [Kal02, Theorem 2.23]), {sˆε}ε is a tight sequence in C(R). Let us assume that we have
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some subsequential limit εk → 0 along which {sˆεk(X)}X∈R converges weakly to some limit
{Z0(X)}X∈R in C(R). We have already shown that for any X, marginally Z0(X) must be
standard Gaussian. Thus, it suffices to show that Z0 satisfies (1.8). By uniqueness of that
solution, this will then show that all subsequential limits are the same, and hence we have
convergence as desired.
So, we seek to prove that Z0 satisfies (1.8). Let us abuse notation and write ε in place of
εk. Using similar argument to that used in proving (D.5), there exists C > 0 such that
E
[
exp
(
u|M ε(X1)−M ε(X2)|
)] ≤ exp (Cu2|X1 −X2|)
for any X1, X2 ∈ R and u > 0. This shows the tightness of {M ε}ε in C(R). Moreover, the
weak convergence of sˆε, (D.1) and the tightness of {M ε}ε imply that M ε also weakly con-
verges to some limiting spatial process W taking values in C(R). Notice that ε− 12 (qε−1/2sˆε(X)−
1)/(qε
−1/2sˆε(X) + 1)⇒ −12Z0(X) in C(R). Combining this with (D.2) yields
dZ0(X) = −1
2
Z0(X)dX + dW (X).
Now, it suffices to show that W is a two sided Brownian motion up to some scaling. To prove
this, for any ψ ∈ L2(R), we define
Mεψ :=
∑
x∈Z
ψ(εx)∇−ε M ε(εx).
Owing to the decay of ψ, the weak convergence of M ε to W and the moment bound of M ε
from (D.5), we see that Mεψ converges weakly to
∫
R ψ(X)dW (X). Furthermore, we have
E
[
(Mεψ)2
]
=
∑
x,y∈Z
ψ(εx)ψ(εy)E[∇−ε M ε(εx)∇−ε M ε(εy)]
=
∑
x∈Z
ψ(εx)ψ(εx)E[(∇−ε M ε(x))2] (D.7)
where the last line follows by noting that E[∇−ε M ε(εx)∇−ε M ε(εy)] = 0 if x 6= y. Furthermore,
E[(∇−ε M ε(x))2] is equal to E[qε
−1/2sˆε(εx)/(qε
−1/2sˆε(εx) + 1)2] which converges to 1/4 as ε→ 0.
Combining this with the decays of ψ shows that the r.h.s. of (D.7) converges to 14
∫
R ψ
2(X)dX
via dominated convergence theorem. Thus, for any ψ ∈ L2(R), we have E[(∫ ψ(X)dW (X))2] =
1
4
∫
R ψ
2(X)dX. Owing to this and W (0) = 0, W must be 1/2 times a two sided Brownian
motion. This shows that Z0 satisfies (1.8) as desired. 
Proof of Corollary 1.4. The first part of Lemma 1.3 shows that the initial data {sˆε0} satisfies
(1.5a) and (1.5b) whereas the second part of the lemma shows that the initial data converges
weakly to the stationary solution of the spatial Ornstein-Uhlenbeck process (1.8). Combining
both parts of Lemma 1.3 with Theorem 1.1 completes the proof of this corollary. 
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