Abstract-This paper develops a practical design method for implementing Tomlinson-Harashima precoding (THP) in a downlink channel with multiple antennas at the transmitter and a single antenna at each receiver. A two-step design process is proposed for minimizing the total transmit power while satisfying every user's minimum data rate and maximum bit-error rate (BER) requirements. First, the BER and rate requirements are converted to "virtual rate" requirements, which account for the gap-to-capacity introduced by practical quadrature amplitude modulation (QAM) and THP. The second step is to determine the transmit covariance matrices (which specify the entire THP system) that will provide these virtual rates at the minimum total transmit power. As one of the main features in the proposed scheme, an algorithm for finding the optimal user encoding (or presubtraction) order in polynomial time is proposed. In addition, we also propose an algorithm that finds a near-optimal order, but which is much less complex. The proposed method outperforms existing zero-forcingbased THP systems in term of power efficiency.
I. INTRODUCTION

I
N FIXED wireless networks, such as broadband wireless access (BWA) and wireless local area networks (WLANs), it is feasible and desirable to move most of the signal processing complexity from the subscriber stations to the base station. This so-called transmitter precoding strategy reduces complexity in the subscriber stations, which subsequently become cheaper and more power-efficient. The practicality of precoding is founded on the feasibility of feeding back channel estimates from the subscriber stations to the base station when the channels are essentially time-invariant. The availability of such a channel estimation and feedback method is assumed for the rest of this paper.
In this paper, we are concerned with optimal transmitter design for a downlink channel with one transmitter and several receivers, which is also known as a broadcast channel (BC) in the information theory literature. The transmitted signal is assumed to have multiple signal dimensions, and linear filtering of the signal (which corresponds to beamforming if the signal dimensions are spatial) and interference precancellation at the transmitter are performed. The received signals are one-dimensional (corresponding, for instance, to the case where the receiver is equipped with only one antenna). This is a system setup of considerable practical importance, since many portable devices have room for only one antenna. As well, many devices have a matched filter or diversity-combining front-end that reduces the received signal into a scalar decision statistic in each symbol interval. The latter scenario is mathematically equivalent to the single-receive-antenna scenario.
Much work has been reported in the literature on the topic of precoding for the downlink channel. Precoder designs for the downlink can be divided into linear and nonlinear methods, and further into interference-suppression approaches and signal-tointerference-and-noise ratio (SINR) constrained ones. Linear interference-suppression techniques (see e.g., [1] and [2] ) refer to the use of transmit beamforming weights for each user that result in no multiuser interference (MUI) at each receiver. Basically, this is zero-forcing (ZF) interference suppression applied at the transmitter rather than the receiver, and it suffers from the same problems as ZF receivers, e.g., noise or power enhancement and a hard limit on the number of interference sources that can be dealt with. This paper focuses on nonlinear schemes in which a matrix form of the Tomlinson-Harashima precoder can be implemented at the transmitter to successively precancel MUI (see e.g., [3] and [4] ). Transmitter-based Tomlinson-Harashima precoding (THP) is equivalent to decision-feedback equalization (DFE) at the receiver. THP can be designed with a ZF criterion, in which case the channel matrix is triangularized by a QR factorization, and individual user SINRs may be guaranteed by an additional power-loading step [3] , [4] . However, such a design is not optimum, because the THP structure is a function of the channel matrix only and not of individual user SINR requirements. 1 A more powerful approach discards the notion of interference suppression as a design objective, and instead asks the question: How do we satisfy individual SINR requirements with minimal transmitted power? This problem has essentially been solved for the case where each receiver has only one antenna, both using the linear (purely beamforming) formulation [5] - [7] , and recently with nonlinear successive "dirty-paper encoding" with a fixed encoding order [8] . When each receiver is allowed to have more than one antenna, several suboptimal approaches have been introduced (e.g., [9] and [10] describe linear approaches; [11] describes a nonlinear method).
Key to the single-antenna solutions is an uplink-downlink SINR duality theorem that states that if a set of SINRs is achievable on the uplink, then it is also achievable on the downlink under the same total power constraint (and vice versa) for both linear [5] - [7] and nonlinear [8] precoding systems. 2 In the case of nonlinear precoding, the dual uplink channel implements successive decoding or interference cancellation at the receiver, with an order of detection that is the reverse of the encoding or presubtraction order for the downlink. Furthermore, for the case of single-antenna subscriber stations, the MMSE receive beamformers for the virtual uplink are exactly the transmit beamformers for the downlink that will produce the same SINRs. This concept of duality is powerful, because the optimal uplink transmission problem is much easier to solve than the corresponding downlink problem.
However, SINR duality simply states that the set of achievable SINRs on the downlink and uplink are identical, for a given downlink encoding order. Each encoding order has its own achievable SINR region. Therefore, truly minimizing total power while satisfying individual SINR constraints requires us to design optimal transmitters for each of encoding orders, where is the number of users, then to pick the one which uses least power. This exhaustive search approach is necessitated by the absence of a general theory on the geometry of achievable SINR regions. We observe in this paper that such a theory is instead available from an information-theoretical capacity region point of view. Consequently, the user-ordering problem can be solved efficiently without exhaustive search if we impose rate constraints rather than SINR constraints, and make use of the notion of capacity-region duality.
Capacity-region duality refers to the equivalence of the achievable rate regions of the multiple-access channel (MAC) and the BC under a sum-power constraint, first established in [12] and [13] . Although obtained independently, this notion of duality bears a striking resemblance to the SINR-based duality result with successive decoding/encoding [8] . This is because in the special case of only one antenna at the subscriber station, achievable rates are monotonically related to SINR. However, the two approaches also differ in two respects. On the one hand, the SINR duality is more practically useful, as SINR is a concept that has links to practical notions of data rate and bit-error probability (BEP) (assuming that only one symbol stream is being transmitted to or from each user). On the other hand, the capacity-region duality result is more powerful, in that the user encoding order at each point on the boundary of the region is known, and there are no restrictions on the number of antennas at each subscriber station. The former point will be explained in Section III-B and used in Section IV-B.
The main contribution of this paper is the use of capacityregion duality to solve the optimal precoder design and optimal user-ordering problems efficiently for systems with individual 2 The equivalent SINR duality result is unavailable for the downlink channel with multiantenna receivers, because then multiple data streams can be transmitted to each user, in which case SINR is not well-defined. But if each user is constrained to only one data stream, then duality applies as shown in [11] . rate and bit-error rate (BER) requirements. Toward this end, we demonstrate the following.
1) The concept of the signal-to-noise ratio (SNR) gap, traditionally used to relate SNR and capacity for practical quadrature amplitude modulated (QAM) single-user systems with a BER requirement can be generalized to systems that implement MUI precancellation schemes based on THP.
2) The gap in SINR can be approximated by a gap in capacity.
This allows the notion of "virtual rate region" to be defined and exploited in the proposed solution.
3) The optimal encoding order problem for a nonlinear THPbased precoding system that minimizes transmitted power while satisfying BEP and data-rate requirements can be solved with a complexity that is polynomial in , the number of users. 4) A low-complexity, near-optimal user-ordering algorithm can be found with even lower complexity. The rest of the paper is organized as follows. In Section II, we describe the problem formulation and present the concept of virtual rates, which allows capacity-region duality to be used in a practical setting. Section III contains an overview of relevant results in multiuser information theory. Section IV contains the main result of the paper, which is an optimal user-ordering scheme for a nonlinearly precoded downlink, and a near-optimal low-complexity alternative. Section V contains simulation results, and Section VI concludes the paper.
II. PROBLEM FORMULATION
A. Signal Model
Consider a -user downlink system with transmit dimensions at the base station and one receive dimension at each remote user. The th user's receiver generates the scalar sufficient statistic (1) where represents the channel, is the transmitted signal vector, and is a circularly symmetric Gaussian random variable with zero mean and unit variance. The signal is generated from all symbols intended for users , and, therefore, in general contains MUI. This model can be used with multiantenna base stations with nondispersive (frequency-flat) channels; it is equally applicable to synchronous code-division multiaccess (CDMA) systems in which is a vector of so-called code correlations between the th spreading code and all codes in use, including itself. In this paper, we adopt the former interpretation for convenience and without loss of generality. The design objective is to provide user with a given data rate and a given maximum BER while minimizing the total transmit power.
Before treating the practical design problem as stated above, it is useful to examine the theoretical limits of this downlink channel. From information-theoretical considerations, the capacity region of a downlink channel is achieved with the so-called dirty-paper coding (DPC) technique [3] , [12] - [17] , in which the transmitter uses a nonlinear successive precancellation scheme to mitigate MUI seen at the receiver. More specifically, fix an encoding order in which user is encoded first and user is encoded last. Let be the transmit covariance matrix for user . The following rate is achievable by user : (2) where is the set of all transmit covariance matrices [16] .
In a DPC system, users through are treated as known interference and, therefore, by the DPC theorem of [14] do not affect the capacity of user . Users through , on the other hand, are not yet encoded, and, hence, must be treated as unknown interference. As the optimal input distributions are all Gaussian and the noise variance is unity, the expression above follows.
Note that the above expression assumes that the interference is Gaussian-like. This can be justified via the central limit theorem in the limit of large numbers of interfering users, or by noting that the above expression is a lower bound on the actual achievable rate, as Gaussian noise is the worst possible noise subject to a covariance constraint.
The objective of the downlink design problem is to minimize the total transmit power over all transmit covariance matrices and all possible encoding orders , subject to a target rate constraint
where the total transmit power is , is the target rate-tuple, and denotes the capacity region of the BC under a total power constraint , i.e., the set of rates which can be achieved in this channel with maximum total power .
The dirty-paper encoder has the effect of precancelling an interference term that would otherwise have been a part of the noise. Clearly, this information-theoretical limit is achievable only if capacity-achieving codes are used. In this paper, we adopt THP [18] , [19] as a practical realization of DPC [3] , [15] , [20] . (See [21] for a comprehensive introduction.) Our implementation of THP as a MUI presubtraction scheme is described in more detail in Section IV-A.
Note that both DPC and THP use coset coding methods, i.e., each information symbol is represented by a large set of codewords (DPC) or signals (THP). The codeword or signal actually transmitted depends on the interference encountered as well as the symbol to be transmitted. However, practical THP incurs a finite loss as compared with ideal DPC. Thus, for practical systems, the optimization problem (3) needs to be modified to take the loss into account.
B. SNR Gap-to-Capacity
The capacity of an additive white Gaussian noise (AWGN) channel with an SNR is (4) In practice, QAM constellations are used to approach the AWGN channel capacity in the moderate-and high-rate regimes . However, uncoded QAM is far from capacity-achieving. To achieve a given data rate at a given probability of error with QAM, a value of SNR higher than that suggested by (4) is required. This extra amount of power is called the SNR gap, denoted in this paper as . The SNR gap is a useful concept, because it is roughly independent of the constellation size for square QAM, and is easily computable as a function of the probability of error target [22] , [23] . (At , 8.8 dB. At , 9.5 dB.) The definition of allows the computation of the achievable rate for a practical QAM constellation in AWGN as (5) Note that may be reduced by the use of error-correcting codes.
This paper generalizes the above concept to multiuser downlink channels. Toward this end, we first note that the concept of the SNR gap can be readily extended to include THP systems with QAM. As compared with QAM on an AWGN channel, THP incurs additional losses due to power amplification and an increase in the number of nearest neighbors for constellation points on the perimeter of the constellation. Such losses can be accurately characterized [20] , [24] and are denoted as in this paper. Together, and modify the achievable rate expression from to (6) Now, consider a multiuser downlink channel with a set of achievable rates given by (2) . To take into account practical QAM and THP, the required SINR must be increased by a factor . Thus, the achievable rate for user becomes
The downlink power-minimization problem with the SNR gap to capacity accounted for can be described as
where again , is the target rate-tuple, and denotes the set of rates achievable with SNR gaps of and due to practical modulation and THP, respectively.
C. Gap and Duality
Interestingly, and perhaps surprisingly, the inclusion of the term makes (8) a much more difficult problem than (3). Although neither of the rate expressions (2) and (7) is a convex function of , the optimization problem (3) can be converted into a convex one via a set of capacity-region duality transformations between the BC and the MAC, as illustrated in [12] , [13] , and [25] . In this case, the optimal covariance matrices that correspond to each point on the boundary of the capacity region can be computed via convex optimization methods. However, this duality is a happy coincidence in information theory, and the duality transformation does not hold for (7) when practical coding and modulation schemes are employed. The use of a practical modulation scheme on the BC calls for new methods of optimization.
III. VIRTUAL UPLINK-DOWNLINK DUALITY
A. Virtual Rate
At first glance, one might suspect that the optimal downlink design for a practical system can be derived by designing an ideal capacity-achieving set of transmit covariance matrices first, then scaling each by a factor . This is, however, not the case, as doing so would also increase interference power. Thus, it does not have the effect of increasing SINR by the same factor. In fact, the information-theoretical method of capacity-region duality, which converts a difficult nonconvex downlink problem to a convex uplink problem, breaks down whenever 0 dB. Alternatively, if we knew the optimal encoding order , we could use SINR duality with each user's SINR requirement scaled up by [8] . But the solution of (8) requires optimization over as well as , and the achievable SINR region under a total power constraint does not have a structure that allows one to derive an efficient user-ordering technique. This is in contrast to working with the BC capacity region (or equivalently, the MAC capacity region), which is the convex hull of polymatroids and has a geometric structure that may be exploited to solve both the user-ordering problem and covariance matrix computation problem within (8) .
The key in the formulation of our solution is a derivation of a gap in rate from the gap in SNR. Assuming desired rates above a moderate value (i.e., , the rate expression (6) can be approximated as (9) In other words, at moderate and high SINR, the achievable rate with SINR equal to is approximately equal to the actual capacity minus a fixed constant, which depends on the modulation format and the target BER. Writing it in another way, we may define a "virtual rate" (10) This expression states that for a desired rate and a desired BER, the required SINR can be computed as . It also says that if we design a system that yields rates of from an information-theoretic standpoint, it will satisfy the original rate and BER requirements with uncoded QAM and practical THP.
The point of defining virtual rates based on the BER and rate requirements is that a virtual rate-region duality can then be used to significantly simplify the downlink transmit-power minimization problem, which can now be stated as follows:
where and (12)
Essentially, the term in (8) is now moved from the SNR expression to the rate expression. Doing so allows an uplink-downlink duality result for the capacity region to be used.
B. Uplink-Downlink Duality for Capacity Regions
As explained earlier, the capacity region of a BC is achieved with successive dirty-paper precoding. For a given encoding order and transmit covariance matrices , , the set of rates achievable is (13) where is obtained from (2) . The capacity region is the convex hull of the union of all rate vectors obtained from successive encoding over all encoding orders and all transmit covariance matrices that satisfy the sum power constraint (14) where denotes the "convex hull" operation, all must be positive semidefinite, and . The problem (11) is equivalent to finding a power constraint such that is on the boundary of , but this reformulation is not helpful because the boundary cannot be found easily. The difficulty primarily lies in the fact that the weighted sum of BC rates is a nonconvex function of . However, as mentioned before, a capacity-region duality result can significantly simplify the problem. It has been shown [12] , [13] that where refers to the capacity region of a MAC with a sum-power constraint and received signal (15) where is precisely the th channel vector on the downlink, is the scalar signal transmitted by the th user, and is additive Gaussian noise with covariance matrix . The sum-power constraint is given by . A transformation that depends solely on the channel matrix and noise statistics can be defined to map every set of downlink transmit covariance matrices to a set of virtual uplink transmit variances , where , and vice versa, so that the same set of rates is achievable on the downlink and its virtual uplink. The encoding order of the former is the reverse of the decoding order of the latter, i.e., on the virtual uplink, user is decoded first and last. The achievable rate vector on the virtual uplink is (16) which can be derived from first principles, treating users through as perfectly cancelled and the rest as unknown interferers. Similar to the BC capacity region, the MAC capacity region with sum-power constraint is (17) where . The problem (11) is now equivalent to finding (and, hence, ), such that the desired virtual rate vector sits on the boundary of . Each set of that satisfies the sum-power constraint with equality, i.e., , produces achievable-rate vectors, one for each unique decoding order. All linear combinations of these rate vectors are achievable, and, hence, the MAC capacity region with individual power constraints is a polyhedron with the rate vectors as its vertices. Let us denote this as . Then is a union of all such regions for which , and each point on its boundary corresponds to a vertex of one MAC region . The MAC capacity region has a very special geometric structure. Each of its faces is parallel to at least one of the axes, except for a single slanted face with a normal vector . This slanted face has vertices, corresponding to the decoding orders. A key observation here is that each vertex of is the solution to the optimization problem s.t.
where is the rate achievable by user using the power allocation and successive decoding in the order such that (19) By cycling through all relative magnitudes of , all the vertices can be found. This observation has been made in [26] , and the geometric structure has been studied in detail in [27] .
Returning to our problem, note that the boundary points of can now be found by solving an optimization problem similar to (18) s.t.
As in (18) , is determined by the relative magnitudes of through (19) . Varying the weights [and correspondingly the decoding order according to (19) ] traces out the boundary of the entire capacity region. The optimal user-ordering problem is, therefore, solvable in the dual MAC, and, hence, the BC. The full algorithm is given in detail in the next section.
Further, it turns out that the optimal ordering (19) automatically gives rise to a weighted sum-rate maximization problem which has a convex structure. This is easily shown by expanding the objective function in (20) using (16) to yield (21) where by convention. Since , is a positively weighted sum of logarithms, its second derivative is negative and, hence, is concave in its arguments. Since the constraint is convex, (20) with optimal ordering is a convex optimization problem.
To summarize, uplink-downlink duality tremendously simplifies the computation of the capacity region. The two key observations are: 1) the optimal ordering 3 is determined by the relative magnitudes of the weights prior to actually solving for the optimal rates; and 2) the optimal ordering gives rise to a convex optimization problem for the MAC channel. Neither of these statements directly holds for the BC capacity region. These two observations are the key enabling facts that make the MAC capacity region much easier to deal with than the BC capacity region.
IV. USER ORDERING
A. Power Minimization With Fixed Arbitrary Ordering
When the encoding or decoding order is fixed arbitrarily, the transmit-power minimization problem for the downlink (11) is easy to solve using duality, because user achieves a rate of (22) which must equal . Therefore, can be found as
Given , can be found because the rate expression for user only depends on and . In fact, for user (24) The set thus obtained ensures that is on the boundary of the achievable-rate region for decoding order , and, hence, that total power is minimized. The transmit covariance matrices for the downlink can now be obtained through the covariance transformations mentioned earlier [12] . It is easily shown that each will be a rank-one matrix, or , where is the only nonzero eigenvalue of and is the associated unit-norm eigenvector. The vector is the transmit beamforming vector, and is the optimal power allocation for user .
We propose to implement successive DPC encoding approximately using a matrix form of THP, as shown in Fig. 1 , by translating the set of matrices obtained above into a compact representation involving precoding matrices and . This is akin to the precoding structure implemented for achieving the sum capacity in [16] .
The vector contains the information symbols for users 1 to . Each is drawn from a square-or a cross-QAM constellation with a constellation size determined by the actual rate requirement . Without loss of generality, let the minimum distance of the constellation be 2. Let be the interval within which the QAM constellation is contained. For example, at 4 bits/channel use, the constellation size is 16-QAM. The coordinates of the constellation points are chosen from , and . The feedback matrix is a strictly upper triangular matrix. For a given encoding order, serves to presubtract anti-causal 4 MUI. The presubtracted value then goes through a modulo operation, producing a vector , which can be computed successively, from the last user to the first, as (25) where is the th element of . The modulo operation is an implementation of a Tomlinson-Harashima precoder which reduces the transmit power while maintaining the distinguishability of constellation points. A similar modulo operation is implemented at the receiver to recover the transmitted symbol.
We now compute the covariance of . As 's are the output of the THP, they have approximately a uniform distribution in
. (This applies to to only, as precoding is not applied to the th user.) Let denote the power of . For uniform distribution, . Further, due to the modulo operation, and are approximately uncorrelated for . So, , and . Referring to Fig. 1 , the precoded symbols are multiplied by . Thus, the transmitted signal has a covariance 4 In the sense of treating users 1 through K as time indexes 1 through K. For user or "time" i, interference from users i + 1 through K are subtracted.
matrix
. Therefore, the transmit covariance matrix for user is , and to make that equal to the obtained from minimizing power under virtual rate constraints, we simply set (26) It is now possible to specify . The matrix is designed to cancel interference from previously encoded users. Interestingly, complete subtraction is not necessarily the best thing to do [20] , [28] . The THP is analogous to the cancellation of precursor intersymbol interference (ISI) in a DFE. A ZF-DFE is, in general, inferior to an MMSE-DFE, which only subtracts most (but not all) of the interference.
To design , note that the received signal at the th receiver is given by (27) For complete interference presubtraction (CIP), we want (28) Coupled with (25) , this yields (29) so is known once is obtained.
In an MMSE design, a partial interference presubtraction (PIP) is done. In this case (30) where is chosen to be the MMSE factor [14] , [20] (31) By scaling the channel receiver output by the same factor , the effective noise can be reduced at the receiver [20] , [28] . PIP is superior to CIP at low SNR [20] , analogous to an MMSE DFE. Note that for CIP. The THP structure proposed in this section is similar to many existing ones in the literature [3] , [4] , [29] , [30] . However, most conventional THPs are designed as a function of the channel matrix only, and do not allow the flexibility of designing the precoder as a function of user data-rate requirements. Data rate guarantees are typically achieved with power loading only (see, e.g., [4] ). The ability to optimize both the THP structure and power allocation is a novel feature of the precoder presented in this paper. Further, conventional THPs use either a fixed precoding order or a precoding order determined by some minimum total variance criterion [30] . This paper tackles the optimal user-ordering problem directly based on per-user data rate and probability of error requirements, as shown in the next section.
B. Optimal Ordering
For a fixed encoding order in the BC, the method of the last section can be used to determine the power-minimizing and matrices. To find the optimal order which will result in lying on the boundary of , the brute-force method would be to repeat the procedure for all possible orders. Such an exhaustive search is intractable in practice for large .
The main idea proposed here is based on the results developed in Section III-B. The first step is to translate the data rate and BER constraints into virtual rate constraints. Then, via uplink-downlink duality, the downlink design problem is reformulated as an uplink design problem. The uplink capacity region is much easier to find because the optimal user-ordering problem for the uplink channel is trivial and the capacity-region optimization problem admits a convex structure. More specifically, for a given set of weights and power constraint , we may find one of the vertices of the MAC capacity region by maximizing as stated in (20) . Conversely, to find the minimal total transmit power subject to a rate constraint, we may do the following. First, fix a total power, and vary to test whether the rate requirement is inside the capacity region or not. If so, the total power may be reduced, otherwise, it must be increased. A two-loop optimization procedure would then be able to find the minimal power subject to a rate constraint.
More precisely, the algorithm is as follows. 
where is a small step size, and is the th user's rate from the maximization step. Declare convergence when or for all . 4) Iteration in : If, after convergence of the iterations, , then total power is too low; conversely, 
and , where the initial is a preset allowable range of . 5) Outer Iterations: Repeat steps 2-4 until . We note that the iteration steps (32) and (33) are essentially subgradient updates on the dual variables associated with the rate constraints. Their convergence is guaranteed due to the convex structure of the optimization problem. However, in some instances, the inner iteration may enter a limit cycle as could be on the dominant face of the capacity region, which requires time-sharing of the vertices. This can be easily detected in the implementation. The algorithm outlined above should persuade readers that it is possible to incorporate time-sharing into a full user-ordering algorithm. Fig. 2 illustrates the proposed method. Consider a two-user system with given channel matrices. For a given initial and where , we maximize assuming the MAC decoding order 1 2 (or BC encoding order 2 1) to arrive at the inverted triangle . The required virtual rate vector is marked by a cross in the bottom right corner. Since at , is smaller than its target and is larger than its target, we adjust according to (32) by increasing and decreasing . Maximizing again with the same and new brings us to , at which point, both and are smaller than their respective targets. This signals the convergence of the iterations, and that needs to be increased. After a number of steps of successive refinement of and , we will arrive at the target point . The optimization process gives both the optimal encoding order and the required and matrices of the THP.
C. Near-Optimal User Ordering
The above optimal ordering algorithm, despite having a polynomial complexity, is still fairly complex to implement in practice, as it calls for a convex optimization problem to be solved repeatedly. The main result of this section is a heuristic, yet near-optimal, user-ordering algorithm with an even lower complexity.
We again use the key observation that the optimal encoding or decoding order for a target rate must be such that if is a solution to an uplink rate-maximization problem , then the optimal order must be the one suggested by . This property can be easily verified, and if it fails to hold for some particular order, then this order must not be the optimum.
The above observation gives us the following heuristic order update method. Choose some arbitrary order , find the weight vector for which is the solution to the maximization of , and compare the order suggested by with the order originally picked. If they are not the same, we may then replace the original ordering by the new order suggested by .
The main outstanding issue in the above approach is that it is not easy to find the for which the given is a solution to
This is so because solving the above requires an iterative process in . However, it is easy to identify the weight vector if the maximization problem is constrained to be of the fixed order
This is so because the rate region has a specific form. In particular, by uplink-downlink duality, the region is exactly the same as . In the suboptimal algorithm, we opt to approximate the true weights by finding the for which is the solution to the problem (35) instead of (34).
Such an may be identified as follows. The boundary of the rate region is defined by a power constraint
Thus, the optimality condition for the optimization problem is (37) where is the Lagrangian multiplier associated with the power constraint. In a matrix form, may be found by solving the following system of linear equations:
The partial derivative may be computed via the dualuplink rate region expression (16) at the power vector found using the algorithm in Section IV-A. Note that may be scaled by a constant without affecting the relative ordering, and, hence, we can set without loss of generality. Geometrically, is the normal vector of the hyperplane tangential to the boundary of at the Fig. 3 . Near-optimal user-ordering algorithm. If assumed order in the virtual MAC is 1!2, then found using (38) will have < if the target rate vector is at , but > if the target rate vector is at 2. In the first case, the values of and indicate the right order was assumed and the algorithm terminates; in the second case, we know the wrong order was assumed, so we try the order 2!1 indicated by the relative sizes of and .
point . The optimization process is equivalent to pushing the hyperplane as far away from the origin as possible while still remaining within the capacity region. At the furthest point, , and, hence, the hyperplane tangential to at is described by
Since this is a tangent to the boundary of , is the normal vector to the boundary at the target rate tuple. The relation between and the tangent hyperplane is illustrated in Fig. 3 .
To summarize, the suboptimal ordering algorithm runs as follows. Fix a set of target rates . 1) Initialize: Choose some arbitrary order . 2) Minimize power: Use the fixed-order algorithm of Section IV-A to minimize total transmit power under and . 3) Identify normal vector: Find a vector normal to the hyperplane tangent to at by solving (38) with . 4) Update : Let ' be the order for which . If , then declare to be the best order. Otherwise, set , and return to Step 2. The above algorithm is suboptimal because of the approximation in computing [i.e., replacing (35) by (34)] and step 4 above, setting to at each iteration does not ensure convergence to the optimal order. In fact, it is possible for the algorithm to cycle through a finite number of orders, in which case, we may then use the best of the finite number of orders (in terms of total required power ) as the "near-optimal" order. Nevertheless, the simulation results in the next section show that the above ordering algorithm works well in practice. 
V. NUMERICAL RESULTS
In this section, we provide a number of comparisons between the methods proposed in this paper and competing schemes. In all simulations, we assume that there are four users and the base station has four antennas . In Fig. 4 , the BER is plotted against total transmitted power for the two schemes proposed here. THP PIP stands for PIP, and THP CIP is obtained from complete presubtraction. These two curves were generated by changing the BER requirements from down to one decade at a time, and then using the fixed encoding order algorithm of Section IV-A to compute the required matrices in the THP transmitter. The BER averaged over all users through Monte Carlo simulations is then plotted against the resulting . As expected, PIP outperforms CIP slightly. On the same figure are two additional curves, obtained by using the ZF-THP scheme of [4] , which essentially solves the problem of cancelling all MUI while providing the required virtual rates to all users. This ZF scheme suffers from power enhancement at the transmitter, which can be significant when the channel is ill-conditioned. The two ZF curves in Fig. 4 correspond to the average BER, averaged over all channels with conditioning number larger than and , respectively. Clearly, the precoding design proposed in this paper outperforms the ZF scheme.
To compare the various ordering schemes outlined in Sections IV-B and IV-C, Fig. 5 plots the target rate (equal for all users) against transmitted power for user orders obtained in five ways: 1) optimally (Section IV-B); 2) with the near-optimal algorithm of Section IV-C; 3) with the best (lowest power) order out of five randomly selected orders; 4) best of four randomly selected orders; and 5) a randomly selected order. At a desired rate of 2 bits per channel use per user, the difference between the arbitrary order and the optimal order is almost 2 dB, but there is barely any noticeable difference between the optimal and near-optimal methods we proposed, in spite of the large difference in complexity between the two schemes. This shows that the heuristic scheme proposed in Section IV-C works well in practice. In Fig. 6 , we show a plot similar to Fig. 5 in which the number of users has been increased to 6, so that there are possible encoding orders. It is apparent that the near-optimal algorithm still performs very closely to the optimal algorithm.
VI. CONCLUSION
This paper proposes a transmitter design for a downlink channel with multiple transmit antennas at the base station and a single receive antenna for each user. The design uses a Tomlinson-Harashima precoder at the transmitter which encodes each user's data successively, accounting for the interference at each receiver due to users already encoded. The proposed design minimizes the total transmit power necessary to deliver the required data rates to all users, at the BEPs required by each user. This is achieved using the novel concept of virtual rate, which accounts for practical modulation and THP schemes under a BER requirement, and an uplink-downlink duality result for capacity regions. The use of the virtual uplink makes it possible to take advantage of the geometric structure of the uplink capacity region in deriving the optimal user ordering, i.e., the one that requires minimum total power, with polynomial complexity. Finally, the insights gained from the optimal ordering scheme also allow a heuristic, but low-complexity and near-optimal, ordering algorithm to be derived.
