Abstract-In this paper, an anisotropic nonlinear diffusion equation for image restoration is presented. The model has two terms: the diffusion and the forcing term. The balance between these terms is made in a selective way, in which boundary points and interior points of the objects that make up the image are treated differently. The optimal smoothing time concept, which allows for finding the ideal stop time for the evolution of the partial differential equation is also proposed. Numerical results show the proposed model's high performance.
I. INTRODUCTION
T HE use of partial differential equations (PDE) in image processing has grown significantly over the past years. The basic idea is to deform an image, a curve or a surface with a partial differential equation and obtain the expected results as a solution to this equation. One of the main advantages of the usage of partial differential equations is that it takes the image analysis to a continuous domain simplifying the formalism of the model, which becomes independent from the grid used in the discrete problem. Hence, an image can be defined as being an intensity function given in each point , or 3. Given an image , one of the most common problems is to remove undesired interferences. We call the process for reconstruction the recovery process, where a given image in its initial data state contains errors, which are called "noise". The problem of reconstruction of images occurs, for example, in:
• medical images, as CT (transmission computed tomography), MRI (magnetic resonance imaging), MSI (magnetic source imaging), X-Ray, ESI (electrical source imaging), etc.; • signals obtained via satellites;
• signals obtained from ocean depths; • images obtained from airplanes to detect military targets, and others. In general, the obtained signals have several errors and need to pass through "filters". A widely used method for noise elimination is the Gaussian filter, in which signals, in one and two dimensions, are smoothed out by the convolution of the image with a Gaussian kernel. Nonetheless, the Gaussian operator is isotropic and therefore smoothes the image in all directions blurring sharp boundaries. The goal in this work is to develop the idea of removing noise without losing the boundaries or edges. Many techniques have been introduced to improve the idea of Gaussian filters (see, e.g., [1] , [2] , [4] - [7] , [11] , [13] , [15] , [18] and [20] ).
In order to attain this goal we will combine the ideas introduced in [11] and improved in [2] with the introduction of a forcing term that acts in the equation in a differentiated way on edge points and on interior points of the objects that are contained in an image.
II. THE MODEL
In this section we describe the proposed model relating it to the existent literature.
A. Segmentation and Noise Elimination-Modeling
Let be an observed image and the representation of the reconstructed image. These functions can be defined as functions of that associate the pixel to its grayscale levels or ; is the image support (generally, a rectangle).
The edges are defined as being the curves where the gradient obtains its local maximum. Therefore, if the received signal of an image is very noisy, the gradient will have a great number of irrelevant maxima that should be eliminated.
The simplest model based in PDE is a linear filter ( [10] , [12] , and [18] ) arranged by the convolution of signal with a Gaussian function , where and are constants, , i.e., the solution of the heat equation in where is the image's domain. This is equivalent to the flow equation associated to the decrease of the gradient for the energy functional . Nonetheless, we cannot preserve the localization of the image edges by using this isotropic diffusion. This diffusion smoothes out everything in an image.
An important contribution for edge preservation was introduced by Malik and Perona [11] . They substituted the heat equation by the following anisotropic diffusion equation: in (2.1) where is a nonincreasing, smooth function, such that , , and when . The idea is that if is large, then the diffusion will be low, and therefore the exact localization of the edges will be preserved.
Computational experiments show that the "edge detector" based on this theory yields edges and boundaries that remain more stable through scale . In spite of this, this model still has several theoretical and practical difficulties. For instance, if the image is very noisy, the gradient will be very large, and as a result, the function will be close to zero at almost every point. Consequently, almost all noise will remain when we use the smoothing process introduced by this model.
From a geometric point of view, we can modify the diffusion operator in a way that the diffusion process becomes more intense along the edges and less intense along the perpendicular direction of the edges.
The following degenerated diffusion equation known as "mean curvature flow" achieves this objective and has the following geometric interpretation: the level lines of the solution propagate in the normal direction with speed proportional to the mean curvature.
Combining this idea of degenerated diffusion with the idea given by Malik-Perona [11] , to substitute by in the mean curvature flow equation, Alvarez, Lions, and Morel [2] proposed and studied the following model: which has a superior performance if compared to the methods already described; yet it still destroys sharp corners. In this paper we will refer to this model as the "ALM-model".
A fact that should be highlighted here is the modification proposed by Nordströn [14] , which points toward the introduction of the forcing term in the Malik-Perona (2.1) resulting in the model (2.5) This new term has the property of preserving close to the initial image . In addition, the above equation has the advantage of possessing a nontrivial stationary state [2] eliminating, in this way, the necessity of a selection process for stop time.
As observed in [2] , we can insert the forcing term in (2.2) without altering the theoretical results already obtained.
The presence of the forcing term in (2.1) and (2.2) reduces the degenerative effects of the diffusion to very acceptable levels; however, the models with this forcing term do not eliminate noise satisfactorily.
In this paper, following the ideas in [2] , [3] , [11] , and [14] , we propose the following parabolic equation for image restoration:
where , is an image to be processed, is its smoothed version in the scale "t", is a convolution kernel (here, a Gaussian function), and is the local estimate of used for noise elimination. The function is a nonincreasing function, satisfying and when . The term diffuses in the orthogonal direction to its gradient and does not diffuse it in any other direction. The goal is to allow smoothing in the image in a way that it is made on both sides of an edge with minimal smoothing on the edge itself.
The term is used for edge detection and controls the diffusion speed: if has a small mean in a neighborhood of a point , it will be considered an interior point, and the diffusion will be stronger; on the other hand, that is, if has a large mean value in the neighborhood of , then this point will be considered an edge point, and the diffusion will be low since assumes considerably smaller values for large values of . The balance between the forcing term and the diffusion term is made by , which works as a moderated selector of the diffusion process. Thus, the proposed model consists of selectively applying the ALM model in areas of the image that demand a larger suavization. This model also consists of forcing, in an incisive way, the smoothed image to remain close to the initial image in the boundary areas which have . On the other hand, in homogeneous areas , and therefore, the forcing term will have an inexpressive effect, which allows for a better suavization of the image.
The convolution defines a "Gaussian scale space."
III. GAUSSIAN SCALE SPACE
Definition: Let . The Gaussian scale space of is a function , given by where
is the Gaussian distribution of dimension with mean and variance , where is a positive constant. The standard deviation is and . The parameter is called the scale.
In literature, many authors, for instance [2] , [5] and [15] , consider a selected parameter, the mean and the constant . Encouraged by (3.1) and by the selection of the mean , we consider, in this work, as the standard deviation of the noise, which has zero mean in the Gaussian distribution. We do not fix the constant , for convenience sake, which will become clearer further in the text. The Gaussian scale space has important properties as invariance by translation and rotation, semi-group property, and causality, among others ( [11] and [17] ).
The Gaussian scale space is the heat equation solution at time , with . In other words, the scale space of a signal is the composition of this signal convoluted with Gaussians of all possible variances, that is, . In Fig. 1(b) , we have the scale space for the signal in Fig. 1(a) with (3.2) There are techniques, in literature, to find the best value for . The desired value of is obtained using a scale space tracking technique ( [8] and [19] ). This procedure presents a high computational cost that makes it very nearly impractical.
In Fig. 2 , we present the effect of the convolution of an image with different values for the scale , where . We have observed that as the scale grows, the image gets more smoothed.
Let us suppose that the image shown in Fig. 2 . is a noise that we want to eliminate. We need to find the scale that eliminates this noise. The greater the noise level is, the greater the value of . Let's denote for the value of in which the noise level in the scale is considered insignificant. As the amount of noise that we want to eliminate is directly related to the standard deviation of the noise , and the time relates to the noise in the form , that is, the correspondent scale for this smoothing level is given by . Intuitively and experimentally affirmed, over a two year period with more than 300 trials on synthetic images with different levels of noise, between 15 db and 12 db, which have zero mean in the Gaussian distribution and also some trials on medical and real life images, we arrived at the following definition for the optimal time of smoothing.
Definition: The suavization optimal time needed to achieve an efficient and adequate suavization level in a noisy image with standard deviation of the noise is given by the expression
where is a constant present in the Gaussian kernel
The definition of the optimal smoothing time assumes that the value of Gaussian noise is known. It is true for synthetic images but not true for any industrial application, in this case the value should be estimated by taking reference from other images of the same type, where the noise standard deviation is known.
A. Mathematical Validity
As our equation for is a nonlinear parabolic equation with degeneration possibilities, the discussion of our model's mathematical validity is in the sense of viscosity solutions [9] . The existence, uniqueness, and stability are based on the theory of viscosity solutions, which is based on the Maximum Principle. The proposed equation is in two dimensions, yet we can study this problem for the n-dimensional case. To simplify the notation we can consider, in the theoretical part, the constants , and as and work with periodic boundary conditions. Then, by periodic extension, we consider the following Cauchy problem: where (3.5)
Definition: Let for some . A solution of (3.5) is said to be a viscosity sub-solution if, for any and for any point , where assumes a local maximum, the following conditions are satisfied:
A viscosity super-solution is similarly defined substituting "local maximum" for "local minimum," " " for " ," and " " for " " in the (3.6) and (3.7), respectively. To show that the model is well posed, the same procedure given in [4] will be followed-approximate the solution by approximated solutions, differentiate estimates, and prove the existence and uniqueness in the sense of viscosity solutions, applying the Maximum Principle, the estimates found, and the ideas developed in [2] .
Theorem: The Cauchy problem (3.5) has a unique viscosity solution for any , and also, , being a continuous Lipschitzian function. In addition, if is a viscosity solution of (3.5) with substituted by a continuous function , then, for all , there is a constant , depending only on , , and , such that
IV. NUMERICAL IMPLEMENTATION AND EXPERIMENTAL RESULTS
We here present some results obtained with the application of the described models in the previous sections in a synthetic, and (n) for the surface given in Fig. 4(a) (original) . medical, and daily life image, which presents several complexity levels. We will call the "proposed model," the model given by (2.6) and the "ALM-modified," the model and with the Gaussian function given by (3.4). We observe that the lower the value of the constant in (3.4), the greater the optimal time defined by (3.3) will be, for instance, the scale space given in Fig. 2 has as an optimal time with , and the result of the convolution is given in Fig. 3(a) .
Using the expression (3.4) for the Gaussian with , we obtain the same result with an optimal time [see Fig. 3(b) ].
We observe that with this selection, we have an adequate smoothing level without the need of using any tracking technique. In addition, the images obtained in Fig. 3(a) and Fig. 3(b) present the same values for the maximum and the minimum in the set of pixels that define the image, that is, and . The images used are generally represented by 256 256 matrices where each matrix element is a real value correspondent to the grayscale level of the image at the point and . We denote by , where . The derivative of in relation to the time, that is, calculated in ( , , ) is approximated by Euler's method, i.e., and the diffusion term is approximated using central differences. Implementing the diffusion (2.6) presents no difficulties and is straightforward (further details see [2] , [4] , [11] and [15] ).
The models, ALM, ALM modified and proposed model, all present the same computational complexities once the diffusion term-which is the term of greater order in the differential equation which define them-is the same for all three models. In all experiments we took , , as an dependent constant and as the standard deviation of the noise in .
Until the present, there are no rigorous choices for the values of . In practice the constant was chosen in a manner which allows the function to carry out its role which is when is large (edge points) and when is small (interior points). The results of the concluded tests are presented at time , considering the optimal time . The optimal time is directly related to the noise intensity , so for highlylevel noisy images, a longer time of evolution in the scale " " will be necessary. On the other hand, the optimal time is related to the number of iterations , that is, . In the example given in Fig. 2 , considering the standard deviation and in (3.4) we obtain to achieve an ideal smoothing level. Considering 30 264 iterations will be necessary, where in contrast we obtain , and only 605 iterations are needed with . This means a high computational gain.
We present the results obtained using different pictures. We selected the parameters that allow the best results for the ALM and ALM-modified model.
The original images (noiseless) are represented in many grayscale levels and although they present gray intensity levels in the range from 0 to 255, the addition of noise to the intensity values is well outside the 0-255 range. For example, the noisy image shown in Fig. 5(a) contains pixels with intensities as low as 1200 and as high as 1400. The noise levels (SNR) in each considered picture are shown on the respective legends. For the visualization of the images, we used Matlab.
Our first experiment (Fig. 4.) is an artificial image that contains geometric objects. The pictures in Fig. 4(a),(b) have the original and noisy images.
With the application of different models in Fig. 4(b) , 141 iterations were run and the parameters , , and were used. The results are shown in Fig. 4(c) , (e), and (g). The graphs correspondent to the row plot in each case are also presented. The "dotted" line refers to the original picture whereas the "continuous" line refers to the smoothed image.
As can be observed, the application of several models to the presented image in this picture allows satisfactory results. However, the best result is that presented by the proposed model, as can be observed on the graph's row plot. We can notice that in Fig. 4(e) there are deformations on the edges, and in Fig. 4(g) , the smoothing level was not intense enough.
In Fig. 4 (i) -(k), we present the graph correspondent to the row plot of the noiseless image Fig. 4(a) , the noisy image Fig. 4(b) and the scale space graph generated by the proposed model for this signal.
We can observe that the suavization degree obtained by the proposed model with 141 iterations is of very good quality. Now, we consider the same image, yet with a higher intensity of noise level (Fig. 5) .
In this case, 2291 iterations were run in the proposed model and in the ALM-modified model to achieve an optimal time . In the ALM model, only 100 iterations occurred because there was a progressive deformation of the edges, which would result in a total destruction of the image if we were to take the same number of iterations as that of the other models. The parameters used in this case were , and .
This example illustrates the good performance of the proposed model as observed in the smoothed images and their respective segmentations. Only the proposed model achieved satisfactory results. The ALM model presents edge losses, and the smoothing level in the ALM-modified model is very low, which does not allow for an adequate segmentation.
Another way of noting the high performance of the proposed model is through observing the scale space generated by (2.6).
We can note from the surface graphs shown in Fig. 5 (i)-(n) (generated for many values of the scale ) that in the initial scale the noise in the initial image makes the detection of any shape impossible because of the entanglement of "peaks" resulted by the high noise level db . But even so, when we apply the proposed model, we can eliminate practically almost all the noise without losing the edges, which can be confirmed when we compare The next picture (Fig. 6 ) is a medical image of a fetal ultrasonography of a femur. In this case, we only have a noisy image acquired by an ultrasound device. We can observe that the noise level is very low. As the standard deviation is not known in this case, its value was estimated in . The parameters used in this example were and . Only 22 iterations were required in this example to accomplish the diffusion's optimal time. All models acted in similar manners producing similar results as can be observed. The low level of noise justifies the good performance of all models. Although we can observe a subtle edge deformation in the ALM model and a lower smoothing degree in the ALM-modified model, and the fact that even though these factors do not significantly influence the visualization of the images, we perceive that the evolution of the process beyond the optimal time leads to a progressive deformation with the application of the ALM model [ Fig. 6(f) ], whereas the proposed model preserves the images characteristics allowing for a better image outline, as shown by the following pictures [ Fig. 6(e) ], which were generated after running 100 iterations.
The following example refers to a real life image (Fig. 7) . This image presents high complexity by having different textures. The noise level was considered as db. 32 iterations were run to achieve the optimal time , and the parameters , and . Once more, one can observe in the pictures shown below that the proposed model presents the best results. In the ALM model, we note an accentuated loss of edges and corners. Although the ALM-modified model presents good visual results, we observe in its segmentation that the smoothing level is not satisfactory if compared to the other two methods.
The feasibility of the proposed model was reached by testing a large group of images principally synthetic images, some everyday life and medical images all of which have different levels of noise and a zero mean Gaussian distribution. As well as these some images with noise of different origins such as Poisson noise, white noise and uniform noise where tested. In the following pictures we present some of the results from these images.
Different noise origins and different levels of noise, in the image presented in Fig. 4(a) , were considered. Fig. 8(a) shows the Poisson noisy version db and the reconstructed image obtained by the proposed model after 30 iterations. The parameters used are: , and . Fig. 8 (b) shows the line plots of the 130th row. Fig. 9 shows the noisy version db obtained by adding uniform noise and the smoothed image obtained after 40 iterations with parameters:
, and . In Fig. 10 , two levels of white noise were considered. Fig. 10 shows the noisy version with db (a) and db (b) and the smoothed image obtained by the proposed model using the parameters , , for Fig. 10 (a) and , and for Fig. 10(b) . Fig. 10 (c) shows the map of the edges of the smoothed images obtained in (a) and (b), respectively.
The computational code was written in C language. The results were obtained by using a Pentium III PC (128 Mb RAM, 800 MHz). The running time for an image of 256 256 pixels size was about 20 s for each set of 100 iterations.
V. CONCLUSIONS
One can conclude, by considering the given examples, that the proposed model presented a better performance in all aspects, producing images with a high quality of segmentation and efficient smoothing compared to the other presented models.
Apart from the proposal of a new model, this work brings innovations such as the use of the parameter in the Gaussian function as being the noise standard deviation, whereas other authors refer to this variable as only a selected parameter, and the optimal time estimate in the process of temporal evolution.
The balanced smoothing and the use of the optimal time concept to stop the evolution of the partial differential equation produces good results and a high computational gain in noise removal and in the image edge detection process.
