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Abstract
In this thesis, we present a new approach to rendering deforming textured surfaces that takes
into account variations in elasticity of the materials represented in the texture. Our approach
is based on dynamically warping the parameterisation so that parameterisation distortion in a
deformed pose is locally similar to the rest pose; this similarity results in apparent rigidity of
the mapped texture material. The warps are also weighted, so that users have control over what
appears rigid and what not.
Our algorithms achieve real-time generation of warps, including their application in render-
ing the textured surfaces. A key factor to the achieved performance is the exploitation of the
parallel nature of local optimisations by implementing the algorithms on the GPU.
We demonstrate our approach with several example applications. We show warps on mod-
els using standard texture mapping as well as Ptex. We also show warps using static or dy-
namic/procedural texture detail, while the surface that it is mapped on deforms. A variety
of use-cases is also provided: generating warps for looping animations, generating out-of-
core warps of film-quality assets, approximating high-resolution warps with lower-resolution
texture-space Linear Blend Skinning and dynamically preserving texture features of a model
being interactively edited by an artist.
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The ultimate goal of this work is to improve realism in computer-generated imagery (CGI), in
particular for animated 3D models that exhibit complex surface detail. The aim of the thesis
is threefold: (a) to identify current limitations in using complex surface detail, (b) to propose
efficient methods that improve realism of rendering such detail under deformation and (c) to
use these results to improve workflows of 3D artists and allow greater visual fidelity in a wide
range of 3D graphics applications; from video games to CGI in motion pictures.
In this thesis, it is proposed that warping the parameterisation of a deforming surface with
mapped complex mesostructure is a key factor in improving the realism of rendering such sur-
faces, when the mesostructure exhibits heterogeneous elasticity.
1.2 Motivation
Rich visual detail and animation are both very important and challenging aspects of computer
graphics. Visual detail enriches a 3D scene and makes it look interesting, while animation
breathes life into it.
Animation has been an integral part of 3D computer graphics since its early beginning; the
short film “A Computer Animated Hand”, by Edwin Catmull and Fred Parke, is one of the
earliest 3D computer-animated films [11], showing, as the title suggests, a computer-animated
3D model of a hand. Animation is naturally an essential component in such films, as well as
applications where virtual environments come to life, such as video games.
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(a) Sponge (b) Cloth (c) Tree (d) Bread
Figure 1-1: Examples of volumetric mesostructures that are difficult to represent accurately with current
interactive rendering techniques.
Texture mapping, pioneered by Ed Catmull [12], has been one of the most successful graph-
ics techniques with a vast number of applications, one of the most common being mapping
mesostructure (fine scale detail) on surfaces using 2D parameterisation.
For a long time, animated 3D graphics were too slow to be used for interactive applica-
tions, so they were only generated as an offline process, for example in computer-animated film
production. With the advent of faster processors, memory and specialized graphics hardware,
interactive 3D graphics became a reality and eventually a commodity. Interactive performance
is very important as it enables user feedback: users control what gets displayed from a virtual
environment and how. Such control makes immersion in a 3D world possible: a player can see
the virtual world through the eyes of a virtual character, controlling where to look, move and
how to act.
Better hardware has enabled higher-fidelity assets for interactive rendering: models with
higher polygon counts, using higher resolution textures, using more complex animations. While
such higher-fidelity assets represent their real-world (or imaginary) counterparts more faithfully,
they are limited by the algorithms that are used to display them. A typical example of such a
limitation emerges from the use of texture mapping on animated models, as we explain below.
Animated models for use with films and interactive applications are typically represented
with polygons or subdivision surfaces. Such models are generally smooth, whereas additional
detail is provided with the use of texture maps, procedural functions, or model-space to generate
data. While it is trivial and intuitive to author such detail on the surface – a 2-manifold in 3D
space – it is more difficult to author volumetric detail due to the intrinsic complexity stemming
from the added dimension: structures that are defined in a volume over and below the surface.
Examples of volumetric detail include holes, cloth or tree bark (figure 1-1). Such detail is
typically approximated with regular 2D texture mapping in interactive applications. The added
expressive power of volumetric detail comes at a cost: it is more difficult and costly in terms of
performance to author, store, represent and render.
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In addition to the difficulty in authoring, storing, representing and rendering volumetric
textures, we identified an additional problem that gets amplified with volumetric textures, but
exists in every form of texture mapping, but it is not generally taken into account: texture dis-
tortion introduced by animation of the model. The visual effect of this problem is the “rubbery”
behaviour of textures on animated models – if for example a virtual character’s arm is stretched,
the texture mapped on the stretched area behaves like rubber. That is the effect of linear inter-
polation of the texture on the deforming 3D primitives of the model. This type of distortion is
frequently desirable; human skin after all stretches naturally when we bend or twist our joints.
A piece of cloth of the same material uniformly woven also looks like it stretches uniformly
when seen from afar. However, there are also several cases where the elasticity of the material
on a surface varies from point to point. For example, a spike on a blowfish is clearly rigid,
while the skin surrounding the spikes is elastic. Spikes that stretch as much as the skin break
the immersion that the represented model is indeed an actual blowfish and feels more like a toy
or a balloon made of the same elastic material, like rubber.
Such problems are currently solved by manually avoiding mapping rigid features on prim-
itives that deform in a way that causes undesirable distortions. This can be an arduous process
that requires potentially several iterations, as changes in the mapped detail or the animation
could invalidate such work. We believe it would be interesting and useful if there was a way
to prevent such problems without requiring manual effort from artists. This thesis makes an at-
tempt to address this question, by observing that, as the parameterisation becomes invalid under
surface deformation, warping it on-the-fly is a natural way to prevent undesirable distortions.
Our goal is to move towards physically-based texture mapping, akin to physically-based ren-
dering and shading; materials mapped on surfaces should look realistic not just when static, but
also when being deformed.
We choose to focus on solving the problem of surface detail appearing like “rubber” in a
way that our solution is widely applicable and thus can have more practical applications. As
such, we focus on animated meshes composed of polygons or subdivision surfaces, textured
using standard texture mapping (2D or volumetric, single chart or texture atlas) or Ptex, and
used within interactive applications.
1.3 Challenges
There are three main challenges to overcome in the area of real-time rendering of volumetric
surface detail on animated surfaces.
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• Representation. Volumetric textures have much greater storage requirements compared
to regular 2D textures. Therefore, methods to represent them need to balance compres-
sion/decompression quality and efficiency, as well as access performance.
• Mapping. In the 2D domain on a surface, parameterisation is defined typically as
a piecewise-linear function. In the 3D domain over a surface, the complexity of the
mapping increases and methods to map the space to the surface become research topics.
• Rendering. Given a representation for a volumetric texture and a mapping function over
a surface, it is still difficult to render it in an interactive setting. Rendering methods fall
between raycasting and rasterisation. Rendering becomes even more complicated when
considering animation, as it imposes requirements on the representation and mapping,
while is prone to more severe artifacts caused by parameterisation distortion introduced
from the animation.
This thesis focusses on the visual artifacts introduced by animation, extending the benefits
to any type of texture for a variety of input geometry and target performance requirements.
1.4 Contributions
The work in this thesis is based on the following publications:
• Papers
– KONIARIS, C., COSKER, D., YANG, X., AND MITCHELL, K. Texture mapping
techniques for volumetric mesostructure. Journal of Computer Graphics Tech-
niques (JCGT) 3, 1 (February 2014), 18-59.
– KONIARIS, C., COSKER, D., YANG, X., MITCHELL, K., AND MATTHEWS, I.
Realtime content-aware texturing for deformable surfaces. In Proceedings of the
10th European Conference on Visual Media Production (New York, NY, USA,
2013), CVMP ’13, ACM, pp. 11:1-11:10
– KONIARIS, MITCHELL, K., AND COSKER, D. Real-time Content-Aware Texture
Deformation and Approximation. – submitted to SIGGRAPH 2015
• Patents
– KONIARIS, C., COSKER, D., YANG, X., MITCHELL, K., AND MATTHEWS, I.
Content aware texture mapping on deformable surfaces, Sept. 18 2014. US Patent
App. 13/838,840.
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– KONIARIS, MITCHELL, K., AND COSKER, D. Simulation and skinning of hetero-
geneous texture detail deformation – patent filed
We identified the problem of distortions introduced by deformations while reviewing the
literature for real-time rendering of volumetric detail on deformable surfaces [57]. This type
of distortion is common to all classes of mesostructure complexity and not just volumetric
detail. We then introduced the concept of interactive content-aware texture mapping using user-
defined distortion control maps [58, 59]. Finally, we approached the warp generation problem
using a completely different optimisation framework, lifting several constraints and addressing
scalability issues, while we also developed a novel Linear Blend Skinning (LBS) approximation
using implicit skinning weights (under review in SIGGRAPH 2015, patent filed). Our work is
being evaluated as part of look development of an upcoming Feature Animation production.
The contributions can be summarised as follows:
• To solve the problem of distortions introduced by deformations of parameterised sur-
faces, we developed methods to warp a parameterisation on-the-fly. The methods are
interactive and are aimed to be applicable to a wide variety of inputs: triangle, quad or
subdivision surface models textured using regular texture mapping or Ptex. The provided
warps are bijective mappings, and the inverses of the warps are also given. The warps can
be generated at interactive rates and therefore can be used in a variety of applications.
• To solve the problem of “rubbery” detail, we introduce the concept of a spatially-varying
distortion control map, or rigidity map. This map represents how elastic should a tex-
ture area appear to be under deformation of the surface that it is mapped on. We show
the usefulness of the map as a content-aware metric in the dynamic re-parameterisation
methods that we developed. To further enhance the applicability of these maps, the meth-
ods that we developed do not rely on precomputations on these maps, therefore allowing
procedural definition of such maps, changing in time.
• We propose a method to approximate dense warps with LBS using implicitly-defined
weights. The approximation uses less storage and is efficient enough to be used in real-
time, allowing storage-intensive warps to be used in a wider set of use-cases.
• We provide a generalisation for re-parameterisation of the volumetric space above the
deforming surface, allowing the methods to be used with surface detail of arbitrary com-
plexity.
16
1.5 Structure of the Thesis
This thesis is divided in three main parts:
• Part I - Introduction
– Chapter 1: Introduction. This chapter provides an introduction to the concepts
surrounding the motivation of the thesis: rendering of complex surface detail, model
animation and real-time performance.
– Chapter 2: Background. In this chapter, a comparative study of volumetric
mesostructure rendering methods using texture mapping is presented. The compar-
isons provide insights into common problems that remain unsolved in state-of-the
art methods and motivate the methods that we developed.
• Part II - Content-aware texture mapping
– Chapter 3: Content-aware texture mapping overview. This chapter introduces
the core of our novel contributions: real-time, user-guided correction of “rubberi-
ness” introduced by deforming texture-mapped geometry.
– Chapter 4: Content-aware texture mapping using grid warping. In this chap-
ter, a method to generate a content-aware parameterisation warp is presented. The
method overlays a grid over the area to be re-parameterised and calculates a piecewise-
linear warp for the grid. Two warp variants are demonstrated: axis-aligned (sliding
horizontal and vertical grid lines only) and non-axis-aligned (moving inner grid
points).
– Chapter 5: Content-aware texture mapping using per-face warping. This
chapter demonstrates another method to generate content-aware parameterisation
warps, as well as a method to approximate such warps with LBS transformations.
The warps are calculated with a variant of Position Based Dynamics.
– Chapter 6: Discussion. In this chapter, the developed methods are discussed in
terms of differences, similarities and collaborative qualities. Additionally, related
topics common to both methods are discussed.
• Part III - Conclusions
– Chapter 7: Conclusions. This chapter draws conclusions from the presented




This chapter reviews existing literature in volumetric mesostructure representation, rendering
and animation that is related to our area of research.
2.1 Introduction
Volumetric (3D) mesostructure is a class of mesostructure that allows detail of arbitrary com-
plexity on a surface at the expense of rendering performance, storage costs and ease of author-
ing compared to 2D mesostructure. While alternative representations (voxels, point clouds) can
capture such complexity by treating surface detail as part of the surface, animating or deforming
such representations becomes very difficult, such as tree bark bending by the wind or a deform-
ing realistic cloth. Even if performance and storage costs are not a concern, animating models
with complex volumetric detail using alternative representations is a very difficult and time-
consuming task. Volumetric texture mapping provides abstraction of detail from the animating
surface, allowing the use of efficient animation methods for the underlying surface without in-
ducing any extra costs due to animation in terms of authoring effort or storage. Additionally,
volumetric representation of texture detail allows pre-filtering of the represented shape in mul-
tiple resolutions (e.g. [16]), therefore solving problems of explicit geometric representations
such as level-of-detail and aliasing.
Additional applications which can leverage the advantages of volumetric texture mapping
include volumetric virtual makeup on characters and translucent surface detail on deformable
models. (figure 2-1).
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Figure 2-1: Fantasy character with volumetric surface detail, courtesy of deviantART artist Pablo An-
dreetta.
2.1.1 Scope
In this chapter we review techniques that contribute to volumetric texture mapping. Contrary
to surveys in well-established and specialized areas of research in mesostructure rendering (e.g.
GPU displacement mapping [105], bidirectional texture functions (BTFs) [30], procedural noise
functions [63]), we set our scope to techniques that share the goal of representing and rendering
volumetric detail using texture mapping.
The gap in current literature and the reasons for the defined scope become apparent if we
look into the intersection of real-time rendering, volumetric mesostructure and deformable sur-
faces. Real-time animation of 3D models is typically done using skeletal animation on polygo-
nal or subdivision surfaces. Such surfaces are relatively sparse and use texture and displacement
mapping for increased visual complexity. Texture detail is typically mapped from a 2D texture
to a surface. Similarly, volumetric detail is mapped from a 3D texture to a volume. As this
extension is non-trivial within the context of real-time performance and the given scope, we
split it to subprocesses and identify in which process they belong to in a volumetric texturing
pipeline:
• Detail representation. (Content representation/storage)
• Definition of the volume as a function of the surface (Surface parameterisation)
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• Mapping of 3D texture detail to the volume (Mapping)
• Rendering of detail in the volume (Rendering)
We structure this chapter by reviewing techniques that contribute to content representation
and storage, mapping and rendering in the context of volumetric mesostructure. As animation
performance is a major reason for using volumetric texture mapping, techniques are discussed in
terms of their characteristics and potential for real-time rendering and application to deformable
surfaces (table 2.1).
While many of the techniques support advanced lighting and shading effects in varying de-
grees, we choose to only focus on mesostructure geometry rather than appearance. So, this
excludes discussion of effects such as shadows, reflections, global illumination and sub-surface
scattering, although transparency is included as it has an effect on the perceived shape. Addi-
tionally, this chapter is not about general rendering or sampling of volume data, as we choose
to focus in contributions specific to volume data rendering using texture mapping.
2.1.2 Comparison measures
Our evaluation of the reviewed techniques is based on implementations (ours or acquired),
as well as the original papers. Our implementations were developed for visual comparison
purposes, and as such they may not contain all optimisations mentioned in the papers. We
developed the “building blocks” of several techniques, such as shell rendering using the tri-
angulated shell silhouette (GnDm, SSm, CSm), shell rendering using tetrahedra (Sm, STSm,
RTSS), view-space slice-based rendering (VolB), raycasting curved ray paths in texture space
(Sm, SSm, CSm), raycasting acceleration using distance fields (DfDm, RTSS, SSm, CSm) and
used an existing implementation for MLRm. Table 2.1 lists all the methods we compare in this
chapter, along with associated acronyms for readability purposes.
Comparisons of storage requirements do not require actual implementations, while coarse
performance measurements can be derived by the complexity of techniques. For example, ex-
truding a point towards a normal is a single shader operation and thus takes microseconds when
applied on all points of an average model, while solving non-linear optimisation problems on
these points is typically an offline operation. As such, our unimplemented subjective evaluations
are restricted to coarse comparisons only, to avoid misguiding the reader.
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2.1.3 Overview
We first present essential background information about mesostructure, its complexity and sur-
faces that it is typically mapped on (section 2.2). Techniques are then reviewed in terms of their
contributions to:
• Content representation and storage (section 2.3).
• Mapping of 3D mesostructure space on surfaces (section 2.4)
• Rendering of volumetric data (section 4.4).
We then discuss and compare rendering techniques in terms of rendering artifacts and limita-
tions (section 2.6). We finally summarize and provide concluding remarks (section 2.7).
2.2 Preliminary
In this section, we introduce essential concepts regarding volumetric mesostructure and its map-
ping on surfaces. Mesostructure is defined first as a range in terms of geometric scale, followed
by a brief introduction to the coordinate spaces used for mapping the detail on surfaces. We
then list common representations of mesostructure detail, based on the complexity of detail
they represent. Finally, base surface representations that are typically used in texture mapping
are briefly introduced.
2.2.1 Geometric scale
Geometric detail can be split into three main categories in terms of scale: macro, meso and
micro [112, 56]. Macroscopic geometry (or macrostructure) is considered geometry of large
structures, and is usually represented with standard geometric primitives, such as polygons or
parametric patches. Mesoscopic detail (or mesostructure), is high-frequency detail on object
surfaces, distinguishable from a close distance. Such detail is usually stored separately in tex-
ture space and is mapped on macroscopic surfaces. Microscopic detail (or microstructure) is
invisible to the human eye, so instead of being explicitly represented, its light scattering prop-
erties are typically modeled using Bi-directional Reflectance Distribution Functions (BRDFs)
[36].
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2.2.2 Texture, tangent and shell space
Let us first define texture space as the coordinate system that texture data are expressed in.
Coordinates usually span the range [0,1], and are typically 1D, 2D or 3D. We denote these
coordinates as (u, v, w). Let ~S(u, v) be a 2D-parameterised surface, S : R2 → R3. The tangent
space on the surface is defined by the tangent, bitangent and normal vectors:









~T (u, v)× ~B(u, v)∥∥∥~T (u, v)× ~B(u, v)∥∥∥ (2.3)
If we normalize ~T (u, v) and ~B(u, v), we can obtain a matrix that converts points from texture
space to object space:
TBN(u, v) =
 ~T (u, v)~B(u, v)
~N(u, v)
 (2.4)
More information about tangent space can be found in [105].
Shell space can be defined as a variably thick layer over the base surface:
~G(u, v, w) = ~S(u, v) + wH(u, v)dˆ(u, v) (2.5)
where H(u, v) is defined as the shell scalar thickness per surface point and dˆ(u, v) is a point
on the unit sphere, typically being the surface normal Nˆ(u, v). In practice, function H(u, v) is
either per-vertex interpolated or reduced to a single constant value H to yield simpler compu-
tations. Shell space and mapping can be seen in figure 2-2.
2.2.3 Mesostructure complexity
In terms of appearance, surface mesostructure can be either opaque or translucent. Opaque
detail is more efficient to store and render, but can only represent a subset of representable
materials. In terms of shape and structure, surface mesostructure can be broken down into
three categories, in ascending order of representable complexity: height fields, vector fields and
density fields.
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Figure 2-2: With shell mapping, 3D texture detail is mapped inside a thick layer over the surface of a
model. Figures from [95].
• Height fields represent shape by “pushing” each point on a base surface towards the
surface normal. Given a height field h(u, v), we can compute the mesostructure point in
object space as:
~p(u, v) = ~S(u, v) + h(u, v)Nˆ(u, v) (2.6)
• Vector fields represent shape by “pushing” each point on a base surface towards an ar-
bitrary direction. Shape and structure representations using height fields are a subset of
the possible representations using vector fields. Given ~d(u, v), d : R2 → R3 as the
mesostructure vector displacements in texture space, we can compute the mesostructure
point in object space as:
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(a) Height field (b) Vector field (c) Density field
Figure 2-3: Mesostructure representation complexity.
~p(u, v) = ~S(u, v) +TBN(u, v)~d(u, v) (2.7)
Here, the TBN matrix is used to transform the vector displacements from texture space
to object space.
• Density fields represent shape by explicitly assigning densities on points in a volume
around a base surface. Shape and structure representations using vector fields are a
subset of the possible representations using density fields. We can sample the density
of any point on or above the macrostructure surface directly from a given density field
D(u, v, w) mapped on the surface.











[110] (VuDm) X X
[111] (GnDm) X X
[89] (AvDf) X X
[43] X
[109] (MsDf) X X
[22] (DfDm) X
[95] (Sm) X X
[23] (STSm) X X
[93] (MLRm) X X
[117] (StreMe) X
[97] (RTSS) X
[48] (SSm/CSm) X X
[7] (LaTraP) X
[19] (VolB) X X
[35] X
Table 2.1: Overview of novel contributions of reviewed techniques to a volumetric texture rendering
pipeline. The abbreviations are used in the rest of the paper, mainly section 2.6.
2.2.4 Surface representations for texture mapping
Texture mapping is a common application of mesh parameterisation algorithms [44]. Com-
monly used surface representations for such parameterisations are polygonal meshes, NURBS
and subdivision surfaces. While polygonal meshes are currently the most widely used format
for real-time rendering, subdivision surfaces have been a common modelling primitive used by
artists, especially for animation and offline rendering [21]. Support for fine detail on such prim-
itives allows easily animated complex surfaces [66, 83]. Recent graphics hardware and APIs
have added support for dynamic tessellation among other features and have enabled rendering
of subdivision surfaces in real-time [71, 60, 84]. Ptex, introduced by Burley and Lacewell [9],
is a texture mapping method for quad-based subdivision surfaces that does not require explicit
parameterisation. While it was originally used for production rendering, McDonald and Burley
later improved its performance to real-time using commodity Direct3D 11 hardware [73].
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2.3 Content and storage
Surface detail can be stored in three forms: as procedural definitions, as texture maps or as actual
geometry. Each representation has to balance storage, evaluation and sampling costs (table 2.2).
The importance of each of these characteristics for real-time rendering varies depending on the
application, e.g. high storage cost can create bottlenecks in hardware where video memory
bandwidth is limited.
Below, we discuss representations based on the above categorisation, procedural, textures
and geometry, and note their support for level-of-detail (LOD) and filtering. We summarize the
section by providing a relative comparison of techniques.
2.3.1 Procedural content
After the introduction of texture mapping and volumetric textures, it became clear that author-
ing of complex and highly detailed volumetric mesostructure is tedious to do manually and
is very costly in terms of storage. Procedural techniques can be used for representing both
macrostructure and mesostructure detail, and they have traditionally been used for both.
Procedural noise functions were originally introduced by Perlin [90] as a means to create
controlled stochastic effects. Ebert et al. [24] expanded procedural functions to model more
natural phenomena and structures. These functions became a very popular method of generating
complex mesostructure detail because of their efficiency and negligible storage costs.
Perlin used such functions in order to generate and display volumetric mesostructure (hyper-
texture) [91]. Hypertexture rendering requires a volumetric density-based representation of the
entire object, and works by distorting the 3D space of the object using one or multiple density
modulation functions (DMFs), which are functions that modulate the density of a given point in
R3. An object density function (ODF) is a function that describes the density d of a 3D shape in
R3, d ∈ [0, 1]. Hypertexture is created by successive application of DMFs to an object’s ODF,
using function primitives such as gain, bias, noise and turbulence, as well as arithmetic func-
tions. These primitives are combined using arithmetic expressions, and the resulting DMFs can
be also combined with boolean set operators. Surface colours are computed in the end, after the
shape and densities have been modeled, using various techniques such as procedural texturing.
Hypertexture was originally developed as an offline technique, but it has been implemented in
GPUs in order to achieve real-time performance [75].
A recent approach by Gilet and Dischler revisits hypertexture modeling and attempts to
improve usability at the cost of generality [35]. Instead of using just a density function, an
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additional set of three transfer functions are introduced: shape, colour and transparency. The
density function adjusts points based on a scaled 3D vector field. The scaling factor is a formula
that is based on the shape function indexed by noise. The vector field and model parameters
are used to make the model more intuitive to users, as fully procedural approaches are always
more difficult to use in order to generate desired results. The technique’s implementation is
GPU-compatible by storing the vector field, density and transfer functions in textures which are
accessed when rendering with shaders.
Procedural functions have also been used to augment low-resolution detail. Satherley and
Jones use distance fields to apply hypertexture to complex volumetric data [100]. Kniss et al.
use procedural functions to perturb existing low resolution volume data in order to model more
interesting high-frequency detail [55].
Volumetric mesostructure detail can also be generated semi-procedurally using texture syn-
thesis, which is the process of generating large textures similar to given (smaller) exemplar
textures. Regarding volumetric mesostructure, synthesis algorithms have been developed for
solid textures [92], geometry [5, 64, 117] as well as BTFs [30].
In case of deforming models, standard hypertexture-based noise results in the undesirable
effect of points on the surface corresponding to different noise values at different frames. To
avoid this problem, surface noise can be used instead [63].
Procedural descriptions of volumetric mesostructure have the benefit of low storage re-
quirements, but are difficult to control in order to generate specific results. Evaluation of such
procedural definitions can be performance-intensive and is governed by the evaluation of noise
functions, although the latter can be approximated with precalculated textures for improved
performance. As such, they are preferred in hardware where video memory bandwidth is low
relative to GPU computational power. Procedural descriptions are better suited for stochas-
tic mesostructure representation, or augmenting existing mesostructure with stochastic detail.
Also, filtering is hard for procedurally generated content, and methods need to balance accuracy
(analytic integration of noise function) against performance (global fading and noise frequency
clamping) [63, 8]. Heitz et al. present an efficient filtering scheme for the special case of color
mapping noise functions by computing and sampling on-the-fly specialized filtering distribu-
tions [42].
2.3.2 Texture Maps
Texture maps are the most common form of mesostructure representation. We can describe such
maps in a generalized sense as discrete scalar or vector-valued functions in Rn space and cate-
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gorize them to dense, hierarchical and compressed, depending on the sparsity and organisation
of data.
Dense Textures
Volume textures are a direct extension of 2D texture maps; they store values for all voxels in
a uniform 3D grid. While this form is simple, straighforward and very efficient to evaluate, it
is also very costly in terms of storage. Such textures have been used in a variety of techniques
to render volumetric mesostructure in real-time [89, 22, 23, 97, 48, 19], but the storage cost
restricts mesostructure to repeating patterns of small volume textures over the macrostructure
surface. The type of data in such maps can vary, from colours to surface normals, density or
distance fields etc.
Wang et al. introduce the Mesostructure Distance Function (MsDf), a 4D function that
represents the mesostructure distance from the reference plane given a 2D position on the plane
and a viewing direction [109]. MsDf data are quantized to 8 bits per pixel, so they become
small enough to store uncompressed in a 3D texture, packing lighting direction in the third
dimension. Their high-dimensional nature makes higher resolution data prohibitive in terms of
storage cost, unless compressed. As the function is not smooth, it is difficult to employ standard
high-dimensional data reduction techniques such as SVD.
Policarpo and Oliveira propose an extension of 2D relief textures [87] that can capture non-
heightfield details with significantly reduced storage requirements [93]. Their technique is a
generalization of relief mapping that supports multiple layers (MLRm). As in relief maps, the
required data are normal maps and depth maps, indexable by texture coordinates. The extension
requires these maps for multiple depth layers. For example, for a four-layer relief map they need
three textures: an RGBA texture storing a depth layer per channel, and two RGBA textures for
the surface normals. Each of the latter two textures stores for each layer one of the x and y
components of unit-length normal, as in unit-length normals z component can be retrieved by:
z =
√
1− x2 − y2.
The technique relies on surfaces that can be represented with a small number of layers
and performs well under that assumption, as the memory consumption and computational costs
are not significantly higher than normal relief mapping. The layer number restriction makes
generalization difficult and increases the cost for complex surfaces that require a large number
of layers. Translucent mesostructure is not supported. Finally, the technique is described in
the paper using a single colour map, resulting in all depth layers sharing the same colour. In
order to avoid this, additional colour maps should be introduced and the algorithm should be
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changed so that it samples the appropriate colour map depending on the depth layer that is used.
By taking this into account, for each four layers, seven textures are needed: a depth map, two
normal maps and four colour maps.
Filtering for textures depends on the nature of the texture data. The most important develop-
ment for both LOD and filtering was the invention of mipmapping by Williams [113], in which
a texture is stored in a pyramid along with a number of prefiltered versions of it (downscaled
by a factor of 2 at each level), while at runtime the rendering algorithm switches between mip-
levels or applies trilinear/quadrilinear (2D/3D textures) interpolation based on the distance of
the viewer to the texture. Mipmapping works as a very fast sampling method for texture data,
and it is also efficient in the use of texture cache hardware.
While for linear data (e.g. colour, heightfield and density) averaging (for construction) and
bilinear/trilinear filtering (for sampling) are usually good enough, other types of data cannot use
such linear filtering methods. Surface normal maps cannot be averaged, as averaging of normal
vectors changes the apparent roughness of the surface. A major group of methods that have
been developed to overcome this issue are approximations of the normal distribution function
(NDF) [32, 101, 86, 106, 107, 38, 85]. A different method is to switch between algorithms
depending on the required level of detail [53, 2]. Bruneton and Neyret have recently surveyed
pre-filtering methods for more non-linear data such as normal, horizon, shadow and procedural
maps [8].
Hierarchical Textures
Volumetric texture data often contain a significant amount of uniform space (with empty or
constant material properties). To avoid this redundant storage, hierarchical data structures such
as octrees were employed in order to store detail only where needed, effectively exploiting them
as a form of compression [82].
The concept was later expanded to 3D textured models, and was used for 2D texturing of
unparameterised 3D models [4, 34]. These techniques use the object space position (rest pose
for animated models) to sample from the octree texture. To avoid incorrect averaging of texture
colour from opposite-facing points at thin features, normal information is used for sampling.
Octrees remained a widely-used data structure with the advent of GPU programming, as
they can be efficiently implemented on GPUs for 3D data storage and access for use with real-
time rendering [67, 68]. In recent years, octrees have been used as a hierarchical representation
of volumetric data for out-of-core rendering [37, 16, 46, 65], although in all such cases no
distinction is made between macrostructure and mesostructure.
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Octrees are natural candidates for a LOD / filtering scheme via their intermediate nodes,
which act as lower mipmap levels, so they share filtering schemes with dense textures.
Compressed, high-dimensional Textures
High-dimensional textures can represent volumetric materials by evaluating appearance or struc-
ture as a function of many variables, such as texture coordinates and view direction. The first
such form, Bidirectional Texture Functions (BTF), was introduced by Dana et al. to accurately
represent real-world surfaces [17]. BTFs are 7D functions that model material appearance based
on a 2D position on a plane (u, v), illumination (θi, φi) and viewing angles (θv, φv), and spectral
index (r):
BTF (u, v, r, θi, φi, θv, φv)
Samples of this function are initially acquired as 2D texture maps from real materials using
specialized hardware. As the volume of data can be overwhelming, they are typically com-
pressed either by calculating analytical BRDFs per-texel, or by reducing the dimensionality
using linear factorisation [30]. During rendering, at each point on the object’s surface, the
viewing and lighting directions are being transformed to tangent space and used for sampling
the function.
BTFs can capture volumetric mesostructure with a wide variety of complex lighting and
shading effects, such mesostructure interreflections, shadows, translucency and subsurface scat-
tering, but they are not suited for texturing animated models in real-time, because of their ac-
quisition difficulty, storage cost, deformation artifacts, and lack of silhouettes and depth infor-
mation.
As the goal of BTFs is to model material appearance, they are optimized for small patches of
stochastic or periodic content which can be efficiently mapped on a bigger surface by seamless
mapping or texture synthesis. This is different to the more general case of surface mesostructure
that is non-homogeneous on a larger scale; besides the acquisition difficulty in the case of real-
world materials, larger patches result in slower compression times, bigger storage requirements
and slower evaluation time.
Deformation can modify the local curvature or scale of the surface. Both of these changes
lead to artifacts when sampling BTFs, as the spatial relationship of the volumetric mesostructure
elements changes in object space, thus invalidating precalculated lighting/shading effects.
So, while BTFs in their original form are inadequate for more general volumetric mesostruc-
ture rendering, techniques were developed that used the concept of high-dimensional texture
functions to achieve real-time rendering of complex surface detail.
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Wang et al. use View-Dependent Displacement Mapping (VuDm) [110] to efficiently render
surface mesostructure with silhouettes, using concepts from BTFs. VuDm stores displacements
along the viewing direction using a 5D function. The function is parameterised on 2D texture
coordinates on the reference plane, view direction as polar angles and local curvature of the base
surface. They also use a 4D Maximal View polar angle Map (MVM) which is parameterised
in terms of the texture coordinates on the reference plane, the local curvature and the azimuth
angle of the view direction, and stores the maximum polar angle for the given parameters. For
compression, VuDm and MVM are packed into a 2D matrix on which they apply SVD, resulting
in a set of 2D weight maps, a set of 2D eigen maps for VuDm and a set of 2D eigen maps
for MVM. The MVM is used to improve the SVD-based compression, as the mesostructure
distances display high frequency near silhouettes, resulting in the need for more eigen maps for
a good reconstruction. While in theory this technique can represent non-heightfield surfaces,
the authors use it to represent heightmaps, as it results in calculating the actual 2D texture
coordinates, which can be used to sample any other textures.
Wang et al. suggest Generalized Displacement Maps (GnDm) [111] to improve on two
important drawbacks of VuDm: surface curvature coupling to mesostructure and restriction
to heightmap representation. A GnDm is a 5D function that represent the distance to solid
mesostructure from any point within a volumetric texture and are parameterised on 3D shell
texture coordinates and view direction. For compression, they use SVD to decompose into 2D
eigen maps and 3D weight maps.
All the described techniques reduce the storage requirements posed by the original BTF
formulation by sacrificing lighting and shading precomputations. In terms of storage, they still
rely on mesostructure data that can be easily compressed using SVD-based methods. This
lack of generality in terms of compression, along with the other drawbacks intrinsic to high-
dimensional texture functions, constitutes these techniques impractical for use in texturing of
animated models with complex and varied mesostructure.
LOD and filtering are more involved in BTF-based techniques, as not all parameters can
be interpolated in the same way (e.g. linearly). In VuDm and GnDm the authors suggest
mipmapping the whole function for easy antialiasing, although that increases the storage cost
even more. In MsDf the 4D data are packed in a volume texture by flattening the view directions,
so filtering is performed using trilinear interpolation.
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Representation Storage efficiency Evaluation complexity Sampling cost
Procedural 2.3.1 FFFF FFF FFF
Textures
Dense 2.3.2 FFFF FFF FFF
Hierarchical 2.3.2 FFFF FFF FFF
Compressed 2.3.2 FFFF FFF FFF
Geometry 2.3.3 FFFF FFF FFF
Table 2.2: Relative comparison of representations for storing mesostructure data in terms of storage,
evaluation and filtering costs. For more details about the categories and the ratings, refer to section 2.3.4
2.3.3 Geometry
An alternative volumetric mesostructure representation to textures and procedural definitions
is geometric textures, geometric primitives stored as an actual mesh in texture space and then
mapped on the macrostructure surface [26]. Similarly to dense textures, such approaches suffer
from poor scalability in terms of storage: for high-complexity mesostructure over a surface,
the number of primitives can quickly become prohibitive for storage and real-time rendering,
especially if LOD-ready representations are used, such as multi-resolution meshes [25].
While straightforward to render, geometric textures inherit the drawbacks of highly-detailed
geometry: difficulty of generating LODs [45], inability to represent fully volumetric data and
inefficient rasterisation of micro-geometry in modern GPU rasterisation pipelines [29, 28]. As
such, these approaches are not generally used for real-time rendering.
2.3.4 Summary
Table 2.2 summarizes our observations from the reviewed volumetric texture representations.
“Geometry” refers to regular meshes, as multi-resolution meshes have not been used for geo-
metric texture detail and as such, a comparison with other techniques would be hypothetical.
The ratings are based on a consensus among the authors and while they do not reflect imple-
mentation results, they serve as useful, high-level comparison measures.
Storage We determine storage cost in terms of the storage required in GPU memory for vis-
ible data. Procedural functions offer the best compression, as they only store function param-
eters. Dense textures are the most wasteful in terms of storage, as they do not apply any form
of compression and store both useful and non-useful data (e.g. fully transparent). Hierarchical
textures store only useful data and can be efficiently used with streaming, in to order to keep
in GPU memory only visible data at the required LOD. Compressed high-dimensional textures
use significantly less memory compared to their equivalent dense variant, but the compression
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effectiveness depends on the complexity and smoothness of data. Geometric representations
only store useful data, but have no efficient LOD schemes, so all data need to be in memory.
Evaluation Evaluation complexity is defined as the computational cost to access, decom-
press or evaluate the mesostructure data depending on their storage format. Dense textures and
geometry are the simplest to evaluate. Hierarchical texture traversal is a quite efficient form
of evaluation, while evaluation of SVD-compressed textures requires large multiplications and
evaluation of procedural functions can involve complex calculations.
Sampling Sampling cost is defined as the cost (or difficulty) to filter and sample the evaluated
mesostructure data. Dense and hierarchical textures are very efficient in terms of filtering, using
mipmaps and inner nodes respectively. Compressed textures can use linear interpolation, but
the non-linear nature of some of the parameters can result in artifacts. Filtering geometry and
procedural functions for general cases are difficult and open problems.
2.4 Mapping
Volumetric detail defined in texture space can be either mapped on the volume defined by a
thick shell over the base surface, or represented by mapping the “ceiling” of the volumetric
detail space on the base surface, with the mesostructure variation appearing over and under the
surface respectively.
In this section we first give some definitions for shell space and describe techniques that use
thick shells and novel aspects of such mapping for volumetric detail, as the “ceiling” case above
is a 2D mapping that relies on rendering algorithms to give the appearance of volumetric detail.
At the end of the section, we provide a relative comparison of techniques.
2.4.1 Mapping volumetric detail on meshes
In traditional GPU-accelerated rasterisation, 2D texture coordinates are linearly interpolated
over triangle surfaces, and the mapping between texture and object spaces is affine. When
using quadrilaterals, patches or quadrilateral-based subdivision surfaces as primitives, the map-
ping between the spaces needs to be more complex, such as bilinear or projective, with the
former being more natural for these spaces (figure 2-4). These mappings can be extended to
3D using the volume equivalent of the surface primitives: quadrilaterals extruded to hexahedra
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Figure 2-4: A textured quad rendered as two triangles (top-left). Deforming two upper vertices: while
the shape is a quadrilateral, the separate triangles can clearly be seen as a result of the affine tex-
ture mapping (bottom-left). Bilinear mapping (top-right) and projective mapping (bottom-right) do not
exhibit this problem.
and triangles extruded to prisms. An excellent review for 2D mapping approaches is given by
Heckbert [41].
The surface S(u, v) is typically discretised to a triangle mesh. Let us then denote as T123
a triangle specified at coordinates Ti = (ui, vi), i ∈ [1, 3] and its barycentric coordinates be






Triangles become prisms with bilinear patches for fins, as the resulting quadrilateral faces





This is the equivalent of linearly interpolating by w the points evaluated at ~b on the bottom
and top triangles of the prism.
Quadrilaterals and patches are similarly extended in 3D, and the mapping becomes trilinear.
More details on the mappings can be found in appendix C.
Most shell-based techniques represent these volumes explicitly using geometric primitives.
But as most real-time rasterizers use triangles as rendering primitives, the prism/hexahedral fins
need to be approximated with triangles (figure 2-5). Depending on the diagonal used for trian-
gulation of each fin, a bilinear patch might not necessarily be fully contained inside the coarse
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(e) Arbitrary fin triangulation (f) Convex fin triangulation (g) Prism tetrahedra
Figure 2-5: Shell geometry representations for rendering. Bottom parts of subfigures (e) and (f) show the
horizontal slice of the prism from a top view using green colour for the original prism volume silhouette
and red for the fin approximation with triangles.
triangular approximation (figure 2-5e). For a watertight shell mesh volume, the triangulations




[52] first described volumetric textures for use with fur. They mapped texels (3D volumes) on
bilinear patches, and inside each texel they stored densities and reflectance properties per-voxel.
This representation was later extended by Neyret by using a multiscale representation for texel
data [80], and was later improved by Meyer and Neyret to run at interactive frame rates [74]. A
texel volume is mapped on the volume defined by the extrusion of a bilinear patch towards the
surface normals defined at the bilinear patch corners.
Peng et al. improve on the parameterisation of the shell space and avoid self-intersections
of the offset suface (AvDf) [89]. They use multiple layers with slabs, and allow the shells to be
interior, exterior or enveloping (with layers over and below the surface). Each slab is a prism
whose vertices are extruded from the base surface by a specified thickness h towards vectors
called line directors. Directors are obtained as the gradients of a modified distance function
(Lp-averaged distance function) that is continuous has a gradient field with similar properties
to the Euclidean distance gradient field.
The extrusion amount towards the director lines, as well as the number of layers, are stored
per-vertex. While initially the parameterisation is slow to calculate, it can be updated efficiently
for small deformations.
Wang et al. use GnDm to apply volumetric detail on triangle meshes [111]. They map the
(extruded to 3D) texture space of a triangle mesh to the corresponding shell space, so uniform
triangular prisms in texture space are mapped to shell-space triangular prisms. The shell-space
bilinear prism fins are approximated by two triangles per fin (figure 2-5a).
At the same time, Hirche et al. use a similar approach for displacement mapping [43]. They
assume a triangle mesh as the base surface, and define the offset surface as the mesh extruded
towards the direction of the surface normals. Prisms are further partitioned into tetrahedra (three
tetrahedra per prism, figures 2-5b, 2-5g) to accelerate rendering, and they use vertex ordering
information to construct tetrahedra such that neighbouring prisms match continuously without
any T-junctions. The mapping is a straightforward barycentric mapping between corresponding
shell-space and texture-space tetrahedra. The piecewise-linear nature of the mapping results in
C0 continuity between adjacent tetrahedra or prisms.
Porumbescu et al. define Shell Maps (Sm) [95] as bijective maps between texture space and
shell space and use it to map volumetric detail. Similar to [43], they extrude a triangle mesh
and map the resulting shell to 3D texture space, and partition each prism to tetrahedra. They
additionally avoid self-intersections in the offset surface by reducing the extrusion distance of
the intersecting primitives. In order to avoid T-junctions from adjacent prism tetrahedra, they
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use a floodfill-like algorithm. The mapping is used to apply volumetric mesostructure in any
form (procedural, texture, geometry) to surfaces.
A similar technique was concurrently developed by Dufort et al. to render semi-transparent
volumetric detail at interactive frame rates (STSm) [23]. They use a triangle mesh for the
base surface and generate an offset surface by extruding the mesh towards the direction of the
normals by a fixed amount. The prism is split to three tetrahedra, similar to Hirche et al. [43]
and Porumbescu et al. [95].
Jeschke et al. improve the smoothness of the shell mapping while maintaining interactive
frame rates (SSm) [48]. As tetrahedra-based approaches [43, 95, 23, 97] result in artifacts inside
a prism due to the piece-wise linear nature of the tetrahedral mapping, they avoid such artifacts
by triangulating the prisms so that the fins are convex (figure 2-5f). They also introduce a
curved mapping (CSm) to improve smoothness across prisms by maintaining tangent continuity
at prism boundaries: For each w coordinate of (u, v, w) in a texture space prism, a Coons patch
is defined for its corresponding world space triangle G(T123, w). To avoid the patch protruding
from the geometry, w is compressed to a heuristic value of w′ = w2 +
1
4 . Even though the
distortion when using the curved mapping is minimised and controllable, the technique adds
a performance overhead while the space warping alters the perceived macrostructure surface,
which is not desirable on model surfaces on which such mesostructure is partially covering.
Other techniques that use the basic shell formulation (extrusion of triangular mesh towards
normals) to map volumetric mesostructure have been developed by Ritsche [97] and Decaudin
and Neyret [19]. Shell construction methods are grouped in figure 2-6.
Zhou et al. reduce distortions caused by naive parameterisations by minimizing a stretch
metric (StreMe) [117] on the shells’ tetrahedra, using the fact that the Jacobian J of the object-
space-to-texture-space shell mapping function G−1 is constant over each tetrahedron due to the
piecewise linear nature of the mapping. The eigenvalues of the Cauchy deformation tensor JJ
T
can be used to compute the root-mean-square stretch. The mapping is optimised using iterative
minimization of the stretch metric, by performing a random line search on the (u, v) plane,
resulting in modified (u, v) coordinates for the offset surface vertices.
Brodersen et al. use Lagrangian tracker particles (LaTraP) [7] for detail space parameter-
isation. Such particles can be distributed at unique (u, v, w) coordinates over a patch volume
and can be optimised to reduce various types of distortions. A very simple distribution is a
surface conforming parameterisation, in which particles are propagated along the gradient field
direction till the required offset is reached, but is prone to distortions on areas of high curvature.
Another distribution is a reduced distortion level set parameterisation, in which a number of

































Figure 2-6: Outer shell construction. Figures from [95, 89, 7]
specify offset directions. A different form of parameterisation uses a spline advection scheme,
in which particles are propagated along a spline curve originating at the center of each patch.
In the above schemes, the particles form a 3D lattice composed of multiple layers of regular 2D
grids, each sized differently. They suggest two mapping algorithms, one targeted for interactive
performance (mapping a geometric texture to an implicit surface) and one for higher-quality,
but non-interactive (mapping an implicit surface texture to an implicit surface). The interactive
algorithm obtains the target coordinates by applying trilinear interpolation on this semi-regular
grid. Given a point (u, v, w), the (u, v) points on the nearest w layers (above and below) are
calculated via bilinear interpolation, and the final value is obtained by linearly interpolating
these two points.
From the above we can observe that the more complex parameterisations which produce
better results [89, 117, 7] are too slow to calculate in real-time. Shell parameterisations are
grouped in figure 2-7.
2.4.3 Summary
Table 2.3 summarizes work on offset surface construction and shell parameterisation. For ab-
breviation, we will refer to simple extrusion towards normals as ETN, with self-intersection
checks as ETNSI, the Lagrangian tracker particle grid as LaTraP, the tetrahedron stretch re-

































Figure 2-7: Shell parameterisation. Figures from [117, 48, 7]
table 2.2, the ratings are based on a consensus among the authors and intend to serve as useful,
high-level comparison measures.
Computation time ETN is the fastest method as it requires minimal computations and it is
mainly used by interactive volumetric texture mapping methods. Checking for self-intersections
(ETNSI) and adjusting heights requires extra processing but can still be interactive, while solv-
ing non-linear optimisations (LaTraP, StreMe, AvDf) requires significantly more processing
power and are mainly used by offline methods or as a preprocessing step.
Memory ETN does not require any memory, while ETNSI requires per-vertex height adjust-
ments to avoid self-intersections. StreMe stores (u, v) coordinates per-vertex while LaTraP
requires storing grids per patch, per shell layer and AvDf requires storing 3D textures in addi-
tion to per-vertex information.
Mapping distortion ETN results in the worst mapping, as distortion artifacts are amplified
at areas of high curvature (figure 2-8) and self-intersections occur at concave areas. ETNSI
just corrects the above self-intersections. LaTraP, StreMe and AvDf minimize distortions of the
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Who
Offset generation and Computation
Memory
Mapping Mapping
parameterisation technique time distortion control
[111] (VuDm
ETN < msec 0 FFF FFF[23] (STSm)[48] (SSm/CSm)
[19] (VolB)
[95] (Sm)
ETNSI < sec 20 KB FFF FFF[97] (RTSS)
[7] (LaTraP) LaTraP > sec 48 MB FFF FFF
[117] (StreMe) StreMe > sec 40 KB FFF FFF
[89] (AvDf) AvDf > sec 64 MB FFF FFF
Table 2.3: Comparison of shell-based techniques regarding shell construction and parameterisation.
The numbers are estimated for a mesh of 5K vertices and grid resolution of 1K×1K×4 (LaTraP,AvDf).
For more details about the abbreviated methods, categories and ratings, refer to section 2.4.3.
offset surface mapping.
Mapping control ETN, ETNSI and StreMe do not provide control over the offset surface
mapping. AvDf allows control over the shape of the gradient field lines, while LaTraP offers a
variety of distortion metrics for the mapping.
2.5 Rendering
Real-time rendering techniques that can be used to display volumetric mesostructure, using such
storage representations or mappings from the previous sections, can be split into three groups:
raycasting, precomputed texture function lookups and slice-based rendering. Below, we review
techniques in terms of their rendering contributions and we also note issues related to rendering,
such as distortions caused by rendering or deformations and lack of support for silhouettes.
2.5.1 Raycasting
Many volumetric texturing techniques render the coarse geometry (base and/or offset surfaces)
and cast rays to it. The rays traverse the mesostructure shell space until they intersect with
the shell again or until they get absorbed by the contained mesostructure. Methods calculate
either the light transport along the ray (for translucency) or the first intersection with opaque
mesostructure. Rays are traversed in either object or texture space, each space having its own
traversal characteristics.
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(a) Rest pose (b) Deformed
Figure 2-8: A plane using displacement mapping for bumps (a). When the plane bends (b), the volu-
metric space near the bend is compressed, resulting in the nearby bumps getting distorted. Figure from
[6].
Object space traversal requires the evaluation of texture coordinates at each step for sam-
pling the mesostructure. Texture coordinates are typically interpolated from values specified on
the corners of the primitive they are in. When rendering shells as extruded, triangulated prisms,
texture coordinates are interpolated on the triangle faces but need to be calculated when a ray
is inside a prism. So, at each raycasting step, this requires the inversion of equation 2.9 with
~q(~b, w) known and~b, w as unknowns:
(~b, w) = ~F (x, y, z) = ~q−1(~b, w) (2.10)
Texture space traversal does not need such a transformation per-step, as it can sample
mesostructure directly. But because the transformation from object space to texture space is
not globally affine, rays in object space become curved in texture space and vice versa. So, a
straight line traversal in texture space is an frequently an approximation of the object space ray
traversal and can result in visual artifacts (see figure 2-9). Techniques have attempted to curve
texture-space rays in a variety of ways and contexts: using “deflectors” [62], using numeri-
cal solution [81], barycentric correspondence [48], tangent/normal map lookups [13] or “ray
direction” textures [79].
Porumbescu et al. compute the world space ray intersections with either the base or the
offset surface [95]. The intersecting tetrahedron’s entry and exit point are computed and the ray
segment is marched in world space. At each step, points are transformed in texture space using
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(a) Object space ray (b) Object space ray - tetrahedra
(c) Texture space ray (d) Texture space ray - tetrahedra
Figure 2-9: Side view of a shell in object space (a,b) and the corresponding view in texture space (c,d).
The ray passes through three extruded faces. The correct traversal path in texture space is shown in
green. The piecewise linear approximation, obtained from interpolating entry to exit points, is shown in
red. The right side shows the errors of the ray path approximation if we subdivide each extruded face to
tetrahedra, shown here as triangles.
point-in-tetrahedron queries and barycentric coordinates, in order to calculate densities and ray-
surface intersections. Because ray marching is performed in world space, they actually trace a
curved ray in texture space, which does not introduce texture distortions due to space warping
for small step sizes. Each object in texture space has a predefined step size, resulting in adaptive
sampling. Tetrahedra store links to adjacent tetrahedra, so that if a ray exits through one of the
sides, ray marching continues. The implementation of this technique was non-interactive at the
time of its development, but it is possible to implement in GPUs to run at interactive frame rates
in today’s hardware due to increased programmability and performance.
Dufort et al. initially sort the shell tetrahedra using the “scanning exact meshed polyhedra
visibility ordering” (SXMPVO) algorithm by [15] when rendering semi-transparent textures
[23]. For each rendered tetrahedron, the vertex shader computes the intersection of the ray
originating from each vertex towards the direction of the view ray with one of planes formed
using the tetrahedron’s faces. The intersection point is transformed to texture space, and the
coordinates of both spaces are interpolated as they are passed to the pixel shader. Ray marching
is performed on the texture view ray and colour is accumulated based on the opacity of the
ray-marched samples.
Donnelly presents a GPU-accelerated version of sphere tracing by [39], applied to rendering
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(a) Distance field (b) Rest pose (c) Stretched (d) Compressed
Figure 2-10: Distance field of a texture (a) and sampling on a quad in original (b) and deformed (c,d)
object spaces at the top-right corner. The region within the radius of the sampled safe distance, valid for
the undeformed state of the texture (rest pose) is shown in red colour. The same region, deformed along
with the texture, is shown in green. The overlapping part of both regions is shown in brown. Notice
how the sampled distances in the deformed spaces can be either too conservative or too large if used for
object-space ray traversal acceleration.
displacement maps instead of implicit surfaces (DfDm) [22]. It is similar to normal mapping
techniques, but uses a 3D texture storing a distance field in texture space. The view vector is
transformed in texture space and sphere tracing is used to traverse the distance field and compute
the hit point.
While the evaluation is fast, there is a number of drawbacks, such as deformation distor-
tions, storage cost, generation cost and lack of silhouettes. While the algorithm performs well
on planar surfaces, artifacts will appear on curved surfaces. This is a result of the precomputed
distance data in the 3D texture space. As the volume is warped because of surface curvature,
the precomputed closest distances become invalid (see appendix B, figure 2-10). Even if the
distance field data are calculated while mapped uniquely on the surface, any deformation would
result in artifacts. The distance field generation cost is also prohibitive for dynamic data gen-
eration, resulting in inability to represent procedurally defined surfaces; that is, if the distance
field cannot be represented procedurally as well. While this technique has several drawbacks,
it is a simple but effective way of accelerating raycasting, and was used in later shell mapping
techniques [97, 48].
Ritsche, in Real-time Shell-Space Rendering (RTSS) [97], uses the same ray-plane intersec-
tion scheme as STSms. For raymarching, a fixed number of iterations is used but the distance
traversed for each step is based on values obtained from a mapped 3D distance field sampled at
each step.
As mentioned in section 2.4.2, all tetrahedra-based shell mapping techniques [43, 95, 23, 97]
exhibit artifacts due to the piecewise-linear nature of the mapping. Jeschke et al. avoid such
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artifacts by iterative correction of the ray path [48]. They first triangulate the prism fins so that
the prisms are convex . They observe that they can partially invert function in equation 2.9
which maps texture space to object space by using the barycentric correspondence of triangles
at a fixed w coordinate:
Given an offset w, the barycentric coordinates~b of a point ~q(~b, w) on a triangle G(T123, w)
correspond exactly to the barycentric coordinates of T123, allowing for an easy transformation
between object and texture space.
The view ray segment end is calculated by computing the intersection with all the prism
triangles, and the w values are computed for the entry and exit world space points using a
bisectional search. Sampling along the ray is performed by iteratively correcting the linearly
interpolated ray in texture space; at each step the sampled point is transformed to world space,
adjusted to the correct position and then transformed back while also adjusting the texture space
sampling direction. This adjustment occurs a few times till the error is low enough. The process
is repeated till an intersection is found or the exit point is passed. They also use 3D distance
fields to accelerate raymarching.
For all raycasting methods that work with shell mapping, normals can be calculated using
the gradient of the density field at the point where the ray stops; more details are given in
appendix A.
In contrast with shell mapping techniques, [93] approached volumetric mesostructure using
a layered relief mapping approach. Intersection testing is done similarly to relief maps, but in
this case it is performed in parallel for each layer, and in the end only the closest intersection
is kept. As in relief maps, the technique supports silhouettes. Correct silhouettes are obtained
by precomputation of two per-vertex coefficients, a and b, that represent a quadric surface (z =
ax2+by2) which locally approximates the underlying geometry. As correct silhouette rendering
requires calculations based on the surface geometry, it results in an additional performance cost
on animated or deformable surfaces. Also, if the rays have to travel far in the texture, the quadric
representation becomes a poor approximation and will result in artifacts.
2.5.2 Precomputed Texture function lookups
Instead of marching along rays, techniques using high-dimensional texture functions do view-
dependent texture lookups, effectively trading off runtime calculations with storage require-
ments.
Wang et al. calculate the curvature along the tangent-space view direction as a function
of the view direction, the principal curvatures and the surface normal [110]. They then use the
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curvature, the view direction and the texture coordinate to sample the function. Pixels for which
the sampled distance is −1 (special value for specifying no intersection of ray with geometry),
are outside of the silhouette and are discarded.
Wang et al. apply a two-pass approach using graphics hardware [110]. In the first pass,
vertices are projected towards the viewing direction and are tested for intersection with the
planes containing the prism backfaces. Distances and texture coordinates of plane hit points are
rasterized and used in the second pass as vertex attributes. The interpolated values in the pixel
shader along with the computed texture space view direction are used to sample the GnDm
and obtain the mesostructure distance. If there is an intersection, the 3D texture coordinate is
computed so shading can be performed.
Wang et al. use a depth peeling approach for silhouette determination: They render front and
back faces in each peeling pass, sampling from the MsDf and comparing distances to identify
if there is any mesostructure along the resulting ray segments [109].
All of the above techniques exhibit artifacts under macrostructure deformation, as the pre-
calculated visibility data are computed for a single mesh configuration.
2.5.3 Slice-based rendering
A shell-rendering alternative to the previously described techniques is to partition each extruded
volume to aligned slices and render them, first introduced by Meyer and Neyret [74].
Peng et al. [89] use a slice-based direct isosurface rendering method implemented in two
passes, where the slices are perpendicular to the surface normal (figure 2-5c). In the first pass,
for each quadrilateral face, they render the layers of the face as stacked quadrilaterals extending
towards the line director vectors, and output the depth and 3D coordinates of the fragments
nearest to the isosurface. In the second pass they smoothly interpolate the coordinates and
obtain normals by transforming the stored gradient from texture space to the space that shading
is applied.
More recently, volumetric billboards (VolB) [19] were introduced by Decaudin and Neyret
as a rendering technique used for volumetric mesostructure rendering with opaque as well as
semi-transparent content. It requires a 3D volume representation of colours, opacities and nor-
mals and uses cells, which are prisms extruded from a macrostructure surface. The scene is
partitioned in slabs, rectangular volumes orthogonal to and along the camera’s view direction,
and each slab is assigned only the cells that intersect it. For each slab, the assigned cells are ren-
dered and the geometry shader generates the polygon that defines the prism-plane intersection

















2 triangles per fin
[Porumbescuhethal.h2005]
[Ritscheh2006]
3 tetrahedra per prism
[Jeschkehethal.h2007]
[Duforthethal.h2005]
Figure 2-11: Shell rendering representations. Figures from [95, 19, 111]
using a GPU-accelerated slice rendering scheme, generating view space slices for each cell in
the geometry shader (figure 2-5d).
The technique is real-time, produces good results and can handle silhouettes, mesh defor-
mation and mesostructure transparency, but its main problem is the number of slices it needs for
close-up detail. The bottleneck of the technique is the fill-rate and particularly the rendering in
back-to-front order. Another issue is the normal sampling, as precomputed normals cannot rep-
resent thin geometry in volume data very well. Artifacts are also expected from a small number
of slices when rendering volumes containing regular as opposed to fuzzy structures, while the
required number of slices for prisms extruded from a relatively dense triangle mesh could again
cause more performance issues. A potential performance bottleneck is the assignment of cells
to slabs, as there is no mention of how this would scale to more than a few thousand cells.
A grouping of shell-based rendering techniques based on the geometric representation of
the shells are shown in figure 2-11.
2.6 Rendering artifacts, limitations and performance
Interactive rendering techniques often need to sacrifice quality or features. In this section,
we describe visual artifacts and limitations exhibited by the reviewed rendering techniques.
Table 2.4 summarizes this information. We conclude the section with a short discussion about
the difficulty of a fair performance comparison.
Below, we use the abbreviated forms of the reviewed techniques: VuDm is [110], AvDf is
[89], GnDm is [111], MsDf is [109], STSm is [23], DfDm is [22], RTSS is [97], MLRm is [93],
SSm/CSm is [48] and VolB is [19].
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Artifacts and limitations VuDm AvDf GnDm MsDf STSm DfDm RTSS MLRm SSm CSm VolB
Silhouettes 7 7 71
Dynamic mesostructure 7 7 7 7 7 7 7 7
Transparency 7 7 7 7 7 7 7 7 7
Shell self-intersections 7 7 7 7 7
Curved
Mapping 7 7 7 7 7
Ray Deformation 7 7 7 7 7 7 71 7 7
path
PWL
Prism fins 7 7 7 7 72 7
Tetrahedra 7 7
Table 2.4: Artifacts and limitations of interactive mesostructure rendering techniques, 7 notes the exis-
tence of an artifact or lack of support for a feature. Abbreviations are linked to techniques in table 2.1
and section 2.6.
2.6.1 Silhouettes
Silhouette rendering is supported by all techniques that render and raymarch the extruded shells.
Techniques that render only the original mesh surface have a greater difficulty rendering silhou-
ettes, as they have no information about how the mesh changes along the ray direction. Curva-
ture precalculation (VuDm) and local surface approximation as quadric (MLRm) have notable
performance costs, thus excluding common mesh animations. Silhouette determination with
MsDf is performed using depth peeling, which does not scale well in the number of layers in
terms of performance. Simple texture-space ray traversal, as the one used in DfDm, does not
allow rays to escape the texture space volume and thus cannot display silhouettes.
2.6.2 Dynamic mesostructure
Support for dynamic mesostructure excludes techniques that rely on non-interactive precom-
putations based on the mesostructure content. As such, techniques that rely on distance fields
are excluded (DfDm) as distance field calculation is currently quite performance intensive for
large datasets, while techniques that use them as an optional acceleration structure become sig-
nificantly slower without them (RTSS, SSm, CSm). Procedurally defined distance fields are
possible [96], but are very difficult to generate for arbitrary detail. High-dimensional texture
functions are also excluded, as they rely on generation of the samples and their subsequent
compression, both operations being non-interactive and done as a preprocess (VuDm, GnDm,
MsDf). MLRms are also excluded, as the conversion from a volumetric representation to depth
layers is part of preprocessing and quite performance intensive.
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2.6.3 Transparency
While transparency is a material property, it imposes significant requirements on algorithms
for rendering shape, such as primitive sorting and visibility integration, that in most cases it
is simply unsupported. Techniques that were designed to explicitly support transparency are
STSm and VolB. This type of transparency (material) is not to be confused with transparency
as a result of integrating visibility of fine geometry when sampling.
2.6.4 Shell self-intersections
As mentioned in section 2.4.2, the naive way of creating an offset surface by extruding the
base surface by a fixed amount (GnDm, STSm, SSm, CSm, VolB) can result in shell self-
intersections in concave areas which in turn results in rendering artifacts.
2.6.5 Ray path
The most common source of errors is the ray traversal through the mapped volume data. Below,
we explain and name the reasons for these errors.
Curved, mapping
As explained in section 2.5.1 and shown in figure 2-9, straight rays in object space become
curved in texture space and vice-versa.
VuDm does not take into account the change of curvature on the surface while MsDf uses a
depth-peeling approach that is limited in the number of layers it can process before the rendering
speed drops significantly. GnDm exhibits less visual artifacts than VuDm by calculating a better
approximation of the ray path in texture space, but they still do not account for the ray curving.
All techniques that use tetrahedra (STSm, RTSS) are subject to these errors, as they approx-
imate the curved ray path as a coarse, piecewise-linear curve.
Curved, deformation
Similarly to the above errors, curved ray paths in texture space that correspond to straight ray
paths in the object space of a mesh in one pose are no longer correct if the mesh undergoes a
1Artifacts are mutually exclusive
2Assuming Coons patches as the limit base surface results in artifacts when using partially covering volumetric
mesostructure on a different base surface
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non-affine deformation to a different pose.
All techniques that exhibit artifacts for static objects naturally continue to exhibit such arti-
facts when the surface is deforming (VuDm, GnDm, MsDf, STSm, RTSS).
MLRms can approximate the surface locally as a quadric and calculate a curved ray path
in texture space. However, if the surface deforms, the approximation has to be recomputed,
resulting in a greater computational cost.
Techniques that use distance fields for acceleration of ray casting (DfDm, RTSS, SSm,
CSm) are subject to artifacts due to the invalidation of the distance field under deformation, as
discussed in appendix B.
Piecewise-linear, prism fins
In most interactive volumetric texture rendering techniques, the mesh surface is discretised to
triangles, and the 2D piecewise-linear (PWL) parameterisation of the base mesh is extended to
3D by assigning texture coordinates to the offset surface and linearly interpolating the space
inside. Rays in shell space are curves in texture space and, due to the piecewise-linear nature
of the mapping, these curves are C0-continuous at the (bilinear) fins. As shown in figures 2-
9 and 2-12a, linear interpolation of entry/exit texture coordinates for the space inside each
prism results in continuity artifacts at the prism fins. Such artifacts become worse if the fin is
approximated by triangles. The continuity artifacts are observed in most techniques that use
shells (GnDm, STSm, RTSS, SSm, VolB).
Piecewise-linear, tetrahedra
As shown in figures 2-9 and 2-12b, techniques that discretise prisms to three tetrahedra (STSm,
RTSS) introduce different rendering artifacts compared to prisms with triangulated fins: the
approximation is better but there are more derivative discontinuities in texture space.
2.6.6 Performance
During the last decade the power and programmability of GPUs have significantly increased, so
a fair performance comparison of techniques in the way they were developed is very difficult.
Techniques that were previously non-interactive and implemented in CPU, can be now suitable
for a GPU implementation (e.g. [95]). Another example is shell geometry generation and ren-
dering which, with modern hardware, can be modified to use geometry shaders, thus changing
the performance characteristics of techniques that use them (GnDm, STSm, SSm, CSm, VolB).
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(a) Prism artifacts (b) Tetrahedra artifacts
Figure 2-12: Examples of shell mapping artifacts. Figures (modified) from [48]. In (a), notice how the
top boundary curve of the zoomed cylinder abruptly changes at the prism boundary. In (b), notice how
the cylinders bend abruptly inside the prisms.
Extra features Triangle shell Tetrahedra shell View-space slice-based Multi-layer relief mapping
None
(STSm) (VolB) (MLRm)
2.85 (6.89) 5 (12.5) 27.02 (33.33) 1.05 (1.10)




28.57 (66.66) 100 (250)
Distance field + (SSm,CSm) (RTSS)
N/A N/A
Curved ray path 22.22 (45.45) 25 (50)
Table 2.5: Performance comparison of shell rendering techniques, rendering a 256×256×64 volumetric
texture mapped in a shell extruded from two triangles. Times are in milliseconds. Times in parentheses
are for the same volumetric texture at double resolution (512×512×128). The techniques in parentheses
show the shell rendering method and the extra features that they use.
In table 2.5 we provide a performance comparison of texture-mapped volumetric detail
rendering methods that share characteristics with many of the reviewed techniques. We used a
system equipped with a GeForce GTX Titan, rendering a close-up of two triangles extruded to a
prism at a resolution of 1920× 1200 in order to avoid a bottleneck in the geometry shader where
we chose to construct the prism. No optimisations were applied. For triangle and tetrahedra
shells, raycasting step size was set at voxel resolution. For slice-based rendering, 40 slices were
used, each subdivided to 5 in the geometry shader.
2.7 Summary
Volumetric mesostructure rendering using texture mapping methods is a difficult problem. Cur-
rent methods trade-off quality and flexibility to be interactive and no single method is artifact-
free, even at the expense of performance. Texture mapping methods were chosen for their
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support of deformable surfaces and as such, we focused on techniques that contribute to one of
the three core parts of such a rendering pipeline: storage, mapping and rendering.
We described storage methods such as procedural definitions, dense, hierarchical and com-
pressed texture maps and meshes. Mesostructure data are mapped either on a thick shell over
the surface or directly on the surface. Real-time rendering methods include slice-based volume
rendering for shells, rendering the shell geometry and casting rays through it or using the view
rays and the location on the base surface or shell to sample a high-dimensional texture map.
Regarding storage, dense volume textures do not scale well to high-resolution data. Pro-
cedural methods are still non-intuitive for modeling of volumetric mesostructure, while the
evaluation cost can be prohibitive for real-time applications. Geometry as a mesostructure rep-
resentation has not been generally used due to its numerous disadvantages. High-dimensional
texture functions have high storage and precomputation costs, and do not scale well with high
frequency/resolution detail.
Regarding rendering, slice-based methods can be effective when a low number of slices is
required or the detail is stochastic, but fill rate becomes a problem for highly detailed represen-
tation of non-stochastic mesostructure. Raycasting is a well-studied rendering technique, but
when naively applied to warped 3D domains (such as traversal of texture space using world-
space rays) distortions are introduced. Additionally, raycasting acceleration methods -such as
distance fields- that rely on offline precomputations dependent on macrostructure, result in arti-
facts if the latter is deformed.
2.7.1 Open problems
Although volumetric texture mapping research has been ongoing for decades, there are still
a lot of open problems. Addressing these problems will allow for better quality, interactive
volumetric mesostructure rendering on deformable surfaces.
Hierarchical storage for volumetric textures Most of the reviewed techniques are either
agnostic to the representation of detail, or use custom representations, or use some simple but
non-scalable forms such as geometry or dense textures. With recent developments in out-of-
core rendering (section 2.3.2), where highly detailed volumes are stored and accessed efficiently
using hierarchies, we expect to see these concepts applied to volumetric textures.
Streaming for volumetric textures The growing demand for higher detail complexity results
in storage requirements increasing much faster than the availability of GPU memory and more
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importantly bandwidth between disk, application, and GPU. This has led to increased research
in streaming for out-of-core techniques. As in the case of 3D mesostructure the storage re-
quirements are usually prohibitive for large amounts of unique detail, we can expect adoption
of streaming for such volumetric texturing techniques.
Efficient ray traversal in 3D-parameterised, deformable volumes Ray traversal has been
a major subject of research in rendering of static volumes. Given the visual artifacts existent in
many of the current ray traversal methods for volumetric textures, we expect researchers to try
and adapt recent ray traversal research to deformed volumetric domains.
Dynamic, low distortion 3D parameterisation for deformable surfaces Existing low-distortion
3D parameterisations are performance intensive even for calculating single frames. As a major
benefit of volumetric texture mapping is its application on deforming surfaces, we expect 3D
parameterisation methods to exploit the spatially coherent nature of the deformation in order to
dynamically update the parameterisation.
In this thesis we focus on this problem, as we develop efficient content-aware techniques for




Content-aware texture mapping overview
3.1 Introduction
Texture mapping is the process of mapping detail (colour, bump or displacement) to a surface
using a corresponding parameterisation – the most common case being a 2D parameterisation
of a 3D surface [40]. Some representations have natural parameterisations (e.g. NURBS),
while others, such as polygonal meshes, require non-trivial methods or manual input to obtain
parameterisations. In the case of polygonal meshes, parameterisations are represented in the
same way as vertices: as piecewise-linear approximations to continuous functions. A metric for
the quality of a parameterisation is the distortion introduced by the mapping [72].
Naturally, dense discretisations of these functions therefore provide higher-quality approx-
imations. Another source of distortion is the error introduced by the piecewise-linear approxi-
mation. Both of these sources of distortion depend on the parameterisation algorithm used, as
well as the 3D surface discretisation. We study the effects of a different source of distortion,
introduced by non-rigidly transforming parameterised surfaces.
In a typical scenario, when creating a 3D model an artist will model low complexity geom-
etry and paint texture, displacement or bump maps according to a specific mesh pose (e.g. a rest
position) to simulate high complexity geometric detail. This data is stored using the 2D param-
eterisation. Given the piecewise-linear nature of the parameterisation and its low complexity,
subsequent animation or editing of such meshes via a non-Euclidean transform will result in
undesirable distortions in the mapped detail (e.g. elastic stretching or squashing behaviour).
While some surfaces may require this property (e.g. skin, rubber), it is preferable to be able to
control the degree of elasticity or restrict certain elements to remain entirely rigid (e.g. horns,
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armour elements and scales). While physical simulations may be employed to approximate this
behaviour, these are typically not appropriate for real-time animation and interactive editing.
Therefore, to reduce this type of distortion, either the parameterisation needs to be regenerated,
additional detail maps must be authored for key poses, or the mesh needs to be manually edited.
In this chapter we provide an overview that serves as a starting point for the novel methods
that we develop and describe in detail in the next three chapters. We continue this chapter
first by describing previous work on related research fields (3.2). This selection of previous
work differs from that in chapter 2, as the scope is very different and more focussed: instead
of volumetric mesostructure rendering methods, we now briefly describe parameterisation and
deformation methods that take into account elasticity of fine-scale detail. Further in this chapter,
we describe a process to obtain the ground truth for such deformations, and the difficulties that
it entails. Finally, we provide an overview of the methods that we develop in the following
chapters (3.4).
3.2 Related work
The majority of existing algorithms that minimise parameterisation distortions apply such met-
rics to the whole domain, thus not taking into account the nature of the data being mapped [44,
103, 31]. In addition to not being usable for heterogeneous data – i.e. different texture elas-
ticity levels in different mesh areas – and being intended for offline use, they do not consider
temporal coherence of solutions in the case of deformable objects. We do not consider methods
supporting heterogeneous data unless they explicitly show and expand on such results. More
importantly, they do not address the problem of distortion matching, but mostly address dis-
tortion minimisation. However, there is a variety of relevant work in the area of content-aware
distortion reduction which we now briefly contrast with our proposed solutions.
Falco and Driskill [27] reduce distortion on artist-defined areas over a mesh under defor-
mation. They regenerate the texture by detecting and correcting the movements of points in
relation to feature centers. However, the distortion control map is binary (not continuous) and
compression is not handled, therefore the method is restricted in its applications.
Sander et al. [99] minimise a signal-stretch metric that allows reduction of distortions of any
vector-valued function (the signal) defined over the domain. The metric is non-linear and the
process requires a few minutes per model. While the technique is content-aware, it does not take
into account temporal coherence of the parameterisation, which is important when considering
a deforming mesh.
Sheffer and De Sturler [102] overlay a 2D uniform Cartesian grid on the texture parameter-
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isation domain (as a 2D triangle mesh) and warp the grid so that the warped parameterisation
minimises edge length distortions. While this technique uses an overlaid grid to warp the pa-
rameterisation, it is not content-aware and so ignores features which should remain rigid or
fixed (i.e. non-sliding features).
Li et al. [69] reduce parameterisation distortions caused by deforming geometry using a
thin hyperelastic skin simulation approach. The technique has interactive performance but is
not content-aware, as fine-scale detail can be mapped on the deforming coarse skin but is not
taken into account in the simulation. While weights can be assigned to individual vertices
during the skin simulation, vertex-level granularity is not enough to capture fine-scale details
mapped as textures.
Jin et al. [49] calculate content-aware parameterisations offline by minimizing a modi-
fied Least-Squares Conformal Map (LSCM) energy metric guided by importance maps. While
their result is similar to ours, which is a new parameterisation (local minimum found using the
Levenberg-Marquardt Algorithm) to be used for a mesh while preserving particular features,
it is very different in several aspects, that we describe here. The most important difference is
that we do distortion matching (matching the parameterisation distortion of a deformed pose
to the rest pose) while Jin et al. create a parameterisation that minimises distortions: there is
no concept of animation, or preserving the appearance of a rest-pose model. Additionally, they
calculate directly a mapping from 3D space to texture space, while we calculate the inverse map-
ping (texture space to 3D space) and invert it. While our approach seems more complicated, it
has an important benefit: the optimisation weights (based on rigidity values) are fixed through-
out the optimisation process. This results in much better behavior for the solver, as incremental
solutions do not change the energy significantly and unexpectedly, such as a stretched triangle
moving in texture space from a non-rigid area to a fully rigid area. It also results in better
performance, as there is no processing step to update the weights as in Jin et al.
Ptex [9], by Burley and Lacewell, eliminates the need for explicit parameterisation by using
the natural one afforded by subdivision surface quad-faces and providing anisotropic filtering
between faces. While this eliminates many of the explicit parameterisation issues, such as
distortions and seams, animated meshes still pose a problem, as the individual quads still deform
and distortions are reintroduced.
If the parameterisation needs to remain constant, mesh deformation techniques can be em-
ployed to calculate a further constrained deformation, so that parameterisation distortions re-
main low. Such techniques [6, 104, 114] focus on editing complex meshes in a physically
plausible and aesthetically pleasing way, while preserving geometric details. Barycentric coor-
dinates are also used for mesh deformation, by deforming complex meshes using simple control
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cages [51, 50, 70, 3, 47]. While these techniques are generally efficient in calculating a new
plausible mesh pose given a few control transformations, they do not focus on cases where de-
tail in contained in the texture space and animation in a coarser fine mesh (typical for a e.g.
video game or a real-time graphics engine). We discuss how mesh deformation complements
the techniques that we develop in section 6.4. Still, a number of techniques have been developed
that approach mesh deformation from a content-sensitive point of view and as such, we briefly
discuss them below.
Popa et al. [94] approach content-aware deformation by introducing local bending and
shearing stiffnesses as factors in how a mesh deforms. Given such material information, and
transformations for a number of anchor triangles, they calculate the deformation of the mesh as a
weighted sum or blend of the anchor transformations. The material information is user- or data-
driven (painted by users or inferred from a set of deformation poses respectively), providing
additional control on how parts of the mesh deform when editing it. Their approach uses a
typical mesh deformation paradigm: transforming selected anchors results in transformation of
the rest of the mesh. This differs from our approach where the whole mesh transformation is
provided, and we alter the parameterisation at texel granularity. Their method calculates the
blending weights for the anchor transformation for each triangle and applies an additional step
to reposition vertices so that all triangles remain connected by solving another linear system.
While this approach is very efficient and only needs to be calculated once per anchor selection,
it has the following limitations: it does not scale well for a large number of anchors (as the
linear system will grow proportionally) and the transformations supported for the anchors are
required to be a combination of rotations and uniform scales, therefore significantly restricting
its applicability to more general mesh animation.
Kraevoy et al. [61] focus on protecting vulnerable parts of a complex model under global
non-uniform scaling. They define a vulnerability map on a volumetric grid that encloses the
object, and transform the grid while respecting this map. While they estimate vulnerability
based on slippage and normal curvature, the map can be user-driven. The technique focusses
only on a very special deformation case (non-uniform scaling transform), so it’s not applicable
to more complex deformations.
Yang et al. [115] simulate skin sliding by remeshing the surface based on resampling of
the its parameter space. They use the Force Density Method (FDM) to construct embeddings
of original and deformed patches into their parameter domains. As the technique deforms the
actual geometry and force densities are specified on edges, so the deformed patch needs to be
highly tessellated and the result is dependent on the triangulation, which reduces the flexibility
and applicability of the method.
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Dekkers and Kobbelt [20] achieve content-aware mesh deformation by using seam carving
on dense meshes, but with several limitations. The seam lines which determine the saliency of
the mesh are restricted to ring shapes and require precomputation (no times are given). In con-
trast, our technique supports dynamic/animated saliency maps of any form. The method works
with dense triangle meshes with no parameterisation and modifies the mesh and connectivity,
in contrast to our technique that works with coarse quad meshes and retains the geometry but
warps the parameterisation domain. Additionally, the technique is not well suited for animation
as temporal coherence artifacts can be observed when applying deformation on the handles,
while our simulation produces smoothly changing results.
Image retargeting techniques [98, 108] focus on content-aware resizing of images. This
is a very specialised case of our goal, as the surface and parameterisation of the image plane
are trivial, and the deformation is a simple non-uniform scaling transform. Additionally, such
techniques do not take into account sliding of features or temporal coherence of solutions in the
case the image is deformed smoothly.
Gal et al. [33] introduce a content-aware image warping technique that allows arbitrary
2D warps instead of just non-uniform scaling. As such, it can be used for 2D texture mapping
with some limited uses in 3D. They use a binary feature mask to specify salient features and
calculate a deformed mapping so that such features undergo a similarity transformation. While
the technique is efficient, it is still a specialised case of our goal, as the supported deformation
space is 2D.
Carroll et al. [10] develop an optimisation method to minimize distortion in wide-angle im-
agery by warping the projection from the viewing sphere to a flat 2D image by preserving linear
structures. The warp is represented by a deforming uniform grid, its axes representing longi-
tude and latitude. The optimisation minimises conformality and line energies, and is weighted
by spatially varying constraints such as proximity to line endpoints or faces and local image
saliency. While the content preservation warp idea is common to ours, it is a much more simpli-
fied case: mapping the sphere data to the 2D domain is a simple, closed-form parameterisation
in comparison to an arbitrary parameterisation from a 3D mesh to the 2D plane. In addition, our
method does not create the parameterisation, but rather warps it so that it preserves the look of
selected regions in the original parameterisation. Additionally, as with all conformal methods,
the scale of features is not preserved.
Panozzo et al. [88] deform a uniform grid, overlayed on an image that undergoes non-
uniform scaling, in order to minimise the As-Rigid-As-Possible (ARAP) / As-Similar-As-Possible
(ASAP) energies of the underlying scaled image cells. The parameterisation is 1D as the defor-
mation is axis-aligned; each grid line moves along a single axis only. The technique is fast and
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produces smooth and robust retargeting results, but is restricted to non-uniform scaling of the
image plane.
Kaufmann et al. [54] use a Finite Element Method (FEM) framework for image and video
retargetting. The technique is interactive only for warping an image using a constant saliency
map. The performance also depends on the complexity of detail rather than the size of the
domain, as the former is the main factor for the element mesh calculation.
Solutions for 3D re-parameterisation share some commonality with 2D content aware image
retargeting. However, in terms of our approach the major differences are: (1) we are required
to generalise to arbitrary surface deformations in 3D space, (2) we are required to account for
sliding of features and temporal coherence.
In production and in practice, in order to reduce texture space distortions in sensitive regions
of an animated mesh, artists need to manually add vertices, tightly bounding the rigid area and
making sure that it does not distort under deformation. For example, for rigged models, the
regions around joints are the most prone to distortions, so additional vertices may be placed.
When the deformation is known, additional vertices can be placed appropriately so that defor-
mation is spread to areas that do not contain any salient rigid features. The problem remains
when the deformation is unknown or varying so much that adding and manually animating ver-
tices becomes impractical. Procedurally generated detail, static or animated, provides an even
greater challenge as the location of the additional vertices cannot be easily determined.
3.3 Physical simulation complexity
While our goal is to render a surface texture so that it looks realistic while mapped on a deform-
ing surface, we do not attempt to do a physical simulation (using the Finite Element Method)
to achieve this goal. The main reason for not doing so is the extreme difficulty of obtaining a
ground truth as we explain below.
In order to do a realistic physical simulation we need to define the 3D elasticity for each
point near the surface with the stress tensor, defined by six independent values (three normal
and three shear stresses). Such values can be obtained for some known materials (e.g. [18]), but
it is more difficult to author for fictional or other materials, therefore significantly complicating
the user input step. The elasticity and whole simulation are required to be 3D, as the surface is
typically just the rendering representation of a 3D solid model and volume preservation needs
to be also taken into account.
Instead of a coarse mesh, such a simulation requires a solid mesh that is discretised densely
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enough to store at its points all the stress tensors, at the fidelity of the input texture. Given that
a basic 3D finite element, the tetrahedron, has twelve degrees of freedom (DoFs), it can be seen
that optimisation of a dense solid mesh of such elements results in massive complexity for a
solver; the total number of DoFs for a 512 × 512 texture would exceed a million for a single
layer of tetrahedral elements.
After such a simulation, the result is a deformed solid mesh. As the deformation is in
3D space, the surface is modified and the resulting representation is the densely discretised,
deformed solid mesh.
From the above, we conclude that such a simulation is impractical to run and needs to make
several assumptions:
• How to define material properties for materials, for which accurate information is not
known.
• How “deep” below the surface does the solid mesh needs to extend to.
• What material need to be assigned in the volume below the given surface material.
As such, we approach the problem from a different perspective; by warping the parameteri-
sation of the surface to preserve the “look” of a model’s texture in the rest pose, as we describe
in the section below.
3.4 Content-aware texture mapping overview
In this section, we present our chosen problem domain and provide a high-level description of
the techniques that we developed. We first provide a brief description of parameterisation and
harmonic energy. We then show that deformation is a dynamic source of distortions (3.4.2),
followed by a summary of the methods that we develop to solve that problem. We then specify
notation that will be used throughout the rest of the thesis and proceed with a description of
the common input components for our methods: input geometry, warping domain and hetero-
geneous material definition. Finally, we provide a description of the common outputs of the
developed methods.
3.4.1 Parameterisation and distortion overview
Surface parameterisation is a one-to-one mapping of a domain to the surface. There are several
types of such mappings, each with different properties. Isometric mappings preserve lengths,
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(a) Rest pose (b) Deformed pose
(c) Zoomed-in rest pose
(d) Zoomed-in deformed pose
Figure 3-1: Texture space distortion in given animation of a mesh. Deforming the rest pose (a) intro-
duces parameterisation distortions as elements of the geometric mesh change size and shape (c,d) while
the texture space mesh remains constant. Deformation of texture space relative to the chosen rest pose
(b) is marked with blue (u axis), red (v axis) and purple (both axes). Note that such distortion can be
desired if the mapped material needs to behave in an elastic way (skin, rubber, etc).
conformal mappings preserve angles and equiareal mappings preserve areas. Isometric map-
pings preserve both angles and areas.
Harmonic mappings are a special case of conformal mappings, where the Laplacians of
the individual component function of the mapping evaluate to 0. For example, a 2D mapping
f(s, t) = (u(s, t), v(s, t)) is harmonic when ∆u = 0 and ∆v = 0. Harmonic mappings














where S is the surface over which the energy is minimised. This is the basis for the energies
that we minimise, as we show in the next section (3.4.2).
3.4.2 Deformation: a dynamic source of distortions
Artists typically add details to a 3D model that is going to be animated at a single pose only; the
rest pose. At this pose, the model already has a texture parameterisation, or uses an alternative
like Ptex. This parameterisation can be optimal, as it is generated as an offline process, but
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the mapping still rarely if ever is isometric (ie. exhibiting zero distortions). Texture details are
added so that they appear as intended on the 3D model, so any distortions in the parameteri-
sation manifest as visual distortions in how the texture details look in texture space. As such,
parameterisation distortion in the rest pose is not a problem in terms of how the mapped detail
appears in 3D.
When the model animates, the parameterisation remains constant and the geometry changes.
As such, the mapping exhibits different distortion characteristics; some mesh parts might be-
come less distorted while other might become more distorted (3-1). If there is any change in the
parameterisation that results in either positive or negative distortions, then the appearance of
the mapped detail in 3D changes. As the mapping is typically piecewise-linear, there is a linear
relationship between the change in geometry and the change in the apparent detail: a bump on
a triangle that becomes 2× the size, will appear 2× the size as well. This is desirable for a
some classes of materials like rubber and skin, which we know to be elastic, but not all: wood,
metal, bones, rocks are not elastic and do not display such behavior; if they do, the immersion
is broken.
Surface texture that represents in part non-elastic materials needs to be prevented from de-
forming in 3D. This means that, in order for the mapped detail to look as similar as possible
to the rest pose, it needs to exhibit as similar as possible distortion characteristics in its param-
eterisation. As such, our re-parameterisation methods do not optimise the parameterisation by
minimizing the parameterisation distortion, but try to match the parameterisation in the rest pose
in terms of parameterisation distortion characteristics.
Similar to Dirichlet’s energy (equation 3.1), we minimise the weighted difference of the




R ‖∇fo −∇(fi ◦Wi)‖2 dS (3.2)
where fo,fi are the R2 → R3 parameterisation functions for the rest pose and i-th deformed
frame respectively, Wi is the R2 → R2 warp for the i-th deformed frame and R is a 2D scalar
map that weighs the matching.
3.4.3 Summary of methods
We propose methods for dynamic re-parameterisation of the mapping between surface and
texture, in a content-aware manner. Given a distortion control map (or, rigidity map) over a
bounded, continuous region of interest (ROI) on the surface that we intend to prevent distortions
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in, our methods warp the parameterisation domain so that distortion shifts from high-rigidity to
low-rigidity areas. We propose two main methods:
• Grid warping. This method warps a grid overlaid on an arbitrary convex quad region
in texture space using the Levenberg-Marquardt Algorithm [76] (LMA). The warp is
the piecewise-linear mapping between the undeformed and deformed grids. We propose
two variants: an axis-aligned variant where the solver calculates the optimal offsets of
horizontal and vertical lines, and a non-axis-aligned variant that calculates optimal 2D
offsets of grid points in a similar way. Both variants are efficient in terms of storage,
especially the axis-aligned one.
• Per-face warping. This method warps in parallel the texture domain of a set of con-
nected faces on the model. It is focussed on high-resolution textures, where texture fea-
tures are relatively small compared to the faces they are mapped on. We further approx-
imate the resulting warps with Linear Blend Skinning (LBS) using implicit weights to
reduce the warp storage requirements.
We demonstrate that our content-aware, dynamic re-parameterisation of deforming textured
models succeeds in correcting introduced distortion artifacts in important areas where possible
and preserves the relationship of non-rigid to rigid areas in a plausible way. The methods that
we describe in the following chapters offer the following additional advantages:
• Efficiency. Re-parameterisations can be obtained in real-time, allowing models to be
manipulated and deformed interactively.
• Scalability. Quality of re-parameterisations can be adjusted based on performance re-
quirements.
• Flexibility. None of the described methods requires a priori knowledge of the texture-
mapped material. As such, materials can be procedurally defined and/or dynamically
modified and the re-parameterisation will adjust to accomodate the changes.
3.4.4 Notation
To aid clarity of exposition in this chapter, we outline our notation here before describing the
problem in detail or our technical solutions. The ROI is expressed in 3D object space as O(s, t)
for the rest pose and D(s, t) for a deformed pose, where (s, t) are parametric coordinates on
the unit square. The corresponding region in the 2D parameterisation is expressed as T (s, t).
W (s, t) is a function that warps the geometry sampling over the ROI: W (s, t) calculates new
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coordinates (s′, t′) that are used to sample function D, while using texture coordinates T (s, t).
Conversely, W−1(s, t) is the inverse function that calculates new coordinates (s′, t′) that are
used to sample function T at the geometric point D(s, t).
The distortion control map is expressed asR(s, t), containing continuous values in the range
[0..1] (non-rigid to rigid). Partial derivatives for any functionX(s, t) are written asX ′s(s, t) and
X ′t(s, t). The dimensions of the distortion control map that we use are W ×H . Unless noted
otherwise explicitly, we will be using zero-based indexing. Linear sampling of the domain of a
function is written as X(s, t), while point sampling is written as Xi,j .
3.4.5 Content-aware texture mapping inputs
Geometry
In the previous chapter, we mentioned that real-time animation of 3D models is typically done
using skeletal animation on relatively sparse polygonal or subdivision surfaces, using texture
and displacement mapping for increased visual complexity. As we focus on distortion intro-
duced by animation, our input geometry is represented by triangles and subdivision surface
primitives: quad and triangular patches.
Our methods require both the rest pose and the deformed frame geometry in order to cal-
culate a parameterisation for the deformed frame. As it was explained previously (3.4.2), the
new parameterisation needs to match the distortion characteristics of the rest pose as closely as
possible.
Parameterisation domain
Sensitive texture detail can be local, for example on the forehead or the back of a creature; in
such cases, it is neither necessary nor efficient to re-parameterise the whole texture space. The
relevant region can be selected by an artist so that re-parameterisation will be calculated only
for those areas, ensuring that their boundaries remain seamless after the warping.
The re-parameterision domain that we use in our methods is a bounded, continuous region:
when using Ptex, such an area can be a single face, or a set of connected faces sharing at least
an edge. When using standard texture mapping, it could be a genus-0 patch in texture space.
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Rigidity Map
Rigidity maps represent how resistant the material is to stretching at any given point, and are
thus able to simulate the deformation resistance of multiple types of surface detail, e.g. rubber,
skin, wood, scales, depending on the model created by the artist. These maps store values
in the range [0,1], representing completely elastic to completely rigid materials respectively.
Figures 5-1, 4-6, 5-8, 5-9 and 5-11 show various example deformations with different degrees
of rigidity, including complex continuous (grey level) distortion maps. Rigidity maps may be
defined artistically, procedurally, or derived from existing texture data.
3.4.6 Content-aware texture mapping outputs
The outputs of our methods are parameterisation warps. For a parameterised point on a mesh
p = D(s, t) that obtains surface detail using texture coordinates uv = T (s, t), we calculate a
bijective warp W (s, t) that primarily modifies the geometry sampling, but is applicable to both
mapping directions via an inversion:
• Warping the geometry sampling: p′ = D(W (s, t))
• Warping the texture sampling: uv′ = T (W−1(s, t))
Depending on the application requirements, a warping direction might be more preferable
than another. The inversion costs differ depending on the method, and are described in more
detail in the following sections.
In the next two chapters we present methods that generate content-aware parameterisation




Content-aware texture mapping using
grid warping





Figure 4-1: Preserving texture space detail (in this example, spikes) given a coarse animated mesh
(in this example, a face). Spikes are modelled as a displacement map (a) mapped on the rest pose
(b). Deforming the face introduces distortion to the parameterisation (e), causing the skin and spikes
to stretch (c). Our algorithm automatically corrects the parameterisation in real-time, so that only the
spikes remain rigid (d). The parameterisation is corrected in regions of interest given distortion control




In this chapter, we introduce a novel method to reduce distortions caused by the deformation
of a parameterised surface in real-time. This allows a variety of texture mapped detail to be
applied to an animated model without it undergoing visually undesirable behaviours – specified
in a simple manner by an initial user input process.
Distortions are reduced over a pre-specified area in texture space, and the surface deforma-
tion or animation can be arbitrary and does not need to be known a priori. The distortion min-
imisation algorithm is guided by a user-supplied distortion control map of the specified region
of interest (ROI). The distortion control map and region are supplied as a single preprocessing
step along with the authored texture space information. The alternative to supplying control
information in 2D texture space (as we propose here), is to include additional vertices into the
geometry and manually ensure that their movements behave in an appropriate manner during
animation. However, we argue that this approach is more complex and time consuming than our
proposed approach – which is simply to highlight in 2D (e.g. using a standard paint package)
the rigidity of regions based on brightness value. This and the selection of the ROI are the only
user inputs required by our system (as well as artistic creation of the mesh and texture space
detail). Multiple non-overlapping ROIs can be independently selected and re-parameterised.
For a given animation frame, we use our non-linear optimisation strategy to calculate a
piecewise-linear warp that, when applied to the ROI’s parameterisation, reduces distortions as
a function of the current frame’s surface deformation and the supplied rigidity information.
We provide two variants of the algorithm that trade-off between performance and quality: an
axis-aligned warp (requiring only a sparse set of lines as user input) that deforms a rectilinear
grid mapped over the ROI along horizontal and vertical offsets, and a non-axis-aligned warp
(requiring only a set of points as user input), where the grid may be arbitrarily deformed.
This chapter is organised as follows. For the rest of this section, we provide some additional
notation (4.1.1) relevant to this chapter and present an overview of our method (4.1.2). In the
following sections we describe all the parts of the method: user input and grid partitioning
(4.2), grid optimisation (4.3) and rendering (4.4). A variation of the method that allows for
arbitrary grid warping is described next (4.5), followed by implementation details and a brief
description of the hybrid CPU-GPU optimisation (4.6). We then present the results, discuss
details and issues arising from the use of the method and finally conclude this chapter.
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4.1.1 Notation
In addition to the common notation presented in 3.4.4, we outline here additional notation that
will be used throughout the section.
The dimensions of the rectilinear grid are M × N (horizontal and vertical lines). The 2D
unit domain axes are specified as sˆ (horizontal) and tˆ (vertical). The 1D solutions for each axis
are represented as s and t, and have lengths of M and N respectively, while for the 2D variant,
both solutions have dimensions of M × N each. As the formulas for the calculation of both
axes are in many cases similar, we mainly will present formulas for a single axis and describe
extrapolation to the other axis.
4.1.2 Overview
Our method is applicable to all parameterised, deformable surfaces, and takes into account
salient, rigid features of a given static or animated detail map. The overall process (figure 4-2)
can be summarised by the following steps:
1. Guided rectilinear grid partitioning. A rectangular region (mapped to the unit square)
is initially selected from the 2D parameterisation domain; this is the region that the al-
gorithm will process. The rigidities associated with the ROI are provided at this stage as
a greyscale texture map. We partition the ROI domain to a rectilinear grid. The grid is
created by focussing grid cells around similar distortion control weights (section 4.2).
2. Grid warping. The rigidities and grid line coordinates are used as an input to our
non-linear optimisation scheme which minimises texture-space deformation energy (sec-
tion 4.3).
3. Rendering. After the deformed grid is calculated, we can render the surface using the
adjusted parameterisation (section 4.4).
4.2 Guided Rectilinear Grid Partitioning
User input is provided in the form of a greyscale image map for distortion control and a ROI
in the parameterisation space. As we remap the parameter space of the ROI, the shape of the
region can be any shape that can be bijectively mapped to a rectangle. In our examples, we use
scaled and rotated rectangles for their simplicity of converting between texture coordinates and
(s, t) parametric coordinates (figure 4-3).
67
Figure 4-2: Method overview: The starting grid is generated as a pre-process, given the distortion
control map. The distortion control map is specified so that the bumps on the plane are preserved.
When deforming, the original surface, deformed surface, distortion control map and starting grid are
all used by the non-linear optimiser to calculate a new grid that minimises a weighted distortion energy
functional. The starting and warped grids are then used to warp the parameterisation function, which is
used to sample the mapped surface detail when rendering.
Optimisation performance for our algorithm depends on the resolution of the grid. There-
fore, a grid with fewer lines will result in higher performance, as demonstrated in our results.
Grid lines should be chosen so that the resulting cells enclose as-similar-as-possible distortion
control weights and rigid areas are enclosed in cells as tightly as possible. For relatively simple
cases the grid line offsets can be automatically calculated with algorithm 1, otherwise it can be
provided by a user.
This can be performed once as a preprocessing step, if the mapped detail (and thus the
distortion control map) remains constant throughout deformation. Alternatively, if the distortion
control map varies from frame to frame, the grid will either need to regenerate or be fine enough
so that for any map similar values are still clustered together as tightly as possible.
4.3 Grid Warping
In this section we describe our approaches for updating the texture space parametersation by
minimising distortion energy given underlying mesh changes. We develop two warping ap-
proaches: an axis-aligned warp and a more general grid deformation. The general grid defor-
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Data: R, W , H , e
Result: s,t
// Maximum per-column distortion control weight
for each column j = 0→ (W − 1) do
rj = maxi∈[0,H−1]R(i, j);
end
// Calculate vertical line x offsets
s0 ← 0;
idx← 1;
for each column j = 0→ (W − 1) do
if ‖rj − rj+1‖ > e then
if rj < rj+1 then
sidx ← jW−1 ;
else






// ...Similarly for t lines
Algorithm 1: Generating the rectilinear grid from a distortion control map R of size W ×H
with values in [0, 1] given a minimum grid line distance e.
mation calculates new 2D coordinates for all the inner points of the warp grid (2(M−2)(N−2)
unknowns), assuring that all the resulting cells are convex, so that the warp is bijective.
The axis-aligned approach deforms the starting regular grid to a rectilinear one: the solver
calculates the set of s and t values that form the vertical and horizontal grid lines respectively.
While the degrees-of-freedom of the warp are drastically reduced, we gain an important benefit
in performance: increasing warp grid size results in linear growth of unknowns instead of expo-
nential growth: M +N − 4 ≪ 2(M − 2)(N − 2). To further exploit the performance benefits
of such an axis-aligned warp, we form the energy function as separable in sˆ and tˆ directions.
As stated in chapter 3, our goal is to minimise the energy in equation 3.2. The distortion
metric that we use is based on comparing the deformed remapped surface to the original in
terms of stretch along the sˆ and tˆ directions. We form the distortion energy into two separable
components: horizontal and vertical, representing the stretches along the sˆ and tˆ directions
respectively.
Similar to the Dirichlet energy (eq. 3.1), we minimize two integrals: one per component
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function. To simplify calculations, we approximate the gradient for each of the component
functions using the respective directional derivative. To understand why this approximation
is valid, we need to revisit the nature of the warp: it is bijective and the warping domain is
bounded. These two traits result in warps that minimize the energy function by locally deform-
ing the domain without rotating it; local rotations in a bounded domain result in large angular
distortions (“swirls”) which are undesirable. Without strong rotations in the warp, the gradient
of a coordinate function at any point is guaranteed to be close to the directional derivative for
that coordinate.
When solving for an axis-aligned warp, minimising the horizontal energy depends only on
modifying s coordinates of the warp grid, while minimising vertical energy depends only on
modifying t coordinates, therefore greatly improving the efficiency of the optimisation.
In the following subsections (4.3.1 – 4.4 ) we focus on the axis-aligned approach for simplic-
ity, while in subsection 4.5 we describe the differences with the more general grid deformation
approach. We close this section by providing implementation details of the axis-aligned warp
calculation (4.6).
4.3.1 Energy formulation
We define the total per-axis distortion energy as the sum of the individual per-cell, per-axis
distortion energies:
Etotal = Es + Et (4.1)













R(s, t)Fs(s, t)dsdt (4.3)
where Fs(s, t) calculates stretch at a point (s, t) as the squared weighted difference of the
lengths of the original and deformed/remapped geometric partial derivative along the sˆ direction
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(a) Object space (b) Texture space
Figure 4-3: Four ROIs and starting grids in object space (a) and texture space (b) enclosing rigid points
(shown in white) using the mesh of figure 4-1.
at that point:
Fs(s, t) = (|f ′(s)|
∥∥D′s(f(s), g(t))∥∥2 − ∥∥O′s(s, t)∥∥2)2 (4.4)
where f , g are the linear functions that remap s and t for the given cell to the values that will
be used as the low-distortion re-parameterisation solution. Similarly for the vertical energy:
Ft(s, t) = (|g′(t)|
∥∥D′t(f(s), g(t))∥∥2 − ∥∥O′t(s, t)∥∥2)2 (4.5)
It can be seen that movement of vertical lines does not result in any horizontal energy change
and vice versa. Derivation of the energies in eq. 4.4 and 4.5 can be found in appendix D. The
warp for the 2D domain can then be expressed as W (s, t) = (f(s), g(t)).
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4.3.2 Constraints
We wish to calculate axis-aligned grid lines that minimise the above distortion energy while
satisfying the following requirements: a) no line fold-overs b) smooth line changes from frame
to frame, and c) allow “seamless” solutions for looping animations. We also prefer local min-
ima in our solution as this results in minimal sliding of features across texture space. These
requirements can be formulated as boundary constraints in our optimisation, as they are com-
patible with local solutions – which in turn allows for faster optimisation than searching for a
global solution. Below, we show constraints for the sˆ axis only, and refer to previous (known)
and current (unknown) solutions as sk and sk+1 respectively.
Fold-over Constraint Fold-over constraints prevent discontinuities in the remapping and
are easily enforced by bounding a line between the midpoints of the segments between the line











Smooth Line Constraint Smooth line changes can simply be enforced by restricting the move-
ment of a line in a solution to a maximum offset o:
ski − o < sk+1i < ski + o (4.7)
Looping Animation Constraint The above constraints result in local solutions, so the local
minima requirement is satisfied. For a looping animation consisting of K frames we add the
following constraint for the j-th frame:
d =
K − |2(j + 1)−K + 1| − 1
2
s0i − do < sk+1i < s0i + do
where s0 is the solution for the first (or last) frame. This constraint effectively shifts the bounds
so that the first and last solutions are matching, and solutions in between vary smoothly.
As the intersection of all these ranges might be ∅, we need to define a behaviour that gives
precedence to one constraint over another. Given constraints of descending priority Ch, Cl, a
merged constraint can be calculated as follows:
F (Ch, Cl) =
{
Cl, if Cl ⊆ Ch
Ch, otherwise
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Now, given the bound constraints for foldovers (CF ), smooth changes (CS) and looping be-
haviour (CL) we define the final bounds as
F (CL, F (CF , CS)) that give priority first to looping, then foldovers and finally smooth changes
(looping is foldover-free).
4.3.3 Non-Linear Optimisation
Our overall optimisation is based on minimising the horizontal and vertical cell distortion en-
ergy integrals in eq. 4.3. We optimise this term using the Levenberg-Marquardt Algorithm
(LMA), as this also allows us to efficiently calculate local minima subject to the previously de-
scribed bound constraints. The unknowns vector is the aggregation of all horizontal and vertical
lines except the boundary ones. The starting point is the calculated solution from the nearest
frame, as we want solutions to be as local as possible to achieve temporal coherence.
4.4 Rendering
There are two options for applying the new optimised parameterisation when rendering the
distortion-corrected output. Given the original and deformed grid lines we may either alter
the geometry or the texture coordinates. Let f(s) = s′ and g(t) = t′ be the piecewise-linear
functions that remap the original to the optimised grid. As both are strictly monotonic, they can
be easily inverted (f−1, g−1).
To alter the geometry, we use the texture coordinates T (s, t) with the remapped deformed
geometry D(f(s), g(t)). Similarly, to alter the texture coordinates, we use the deformed geom-
etry D(s, t) with the inversely remapped texture coordinates T (f−1(s), g−1(t)).
Such a remapping is very efficient, but there are trade-offs to using any of the two methods
above. If the geometry is altered, the ROI needs to be densely discretised (or dynamically tes-
sellated in the GPU) andD(s, t) needs to be known for the entire ROI. If the texture coordinates
are altered, T (s, t) needs to be known for the entire ROI. As displacement mapping requires the
geometry to be modified, the best overall option is to alter the geometry.
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4.5 Non Axis-Aligned Grid Warping
We now describe how our proposed solution can be extended to allow non-axis-aligned grid
warping. Given the per-cell bilinear warping functions Sb(s, t), Tb(s, t) and defining:
H(s, t) = D(Sb(s, t), Tb(s, t)) (4.8)
equations 4.4 and 4.5 become:
Fs(s, t) = (
∥∥H ′s(s, t)∥∥2 − ∥∥O′s(s, t)∥∥2)2 (4.9)
Ft(s, t) = (
∥∥H ′t(s, t)∥∥2 − ∥∥O′t(s, t)∥∥2)2 (4.10)
where








t(Sb(s, t), Tb(s, t))








t(Sb(s, t), Tb(s, t))
It is straightforward to modify the boundary constraints to take into account the increased num-
ber of neighbours per point (four instead of two). The efficiency of the error calculations is
reduced, as instead of directly sampling the partial derivative lengths (eq. 4.4, 4.5) we now need
to sample the partial derivative vectors, scale them and calculate their norms (eq. 4.9, 4.10). The
Jacobian calculation process is identical, but in this case each per-axis cell energy is affected by
all four adjacent points. The warp can in this case be expressed asW (s, t) = (Sb(s, t), Tb(s, t)).
An example of non-axis-aligned distortion correction can be seen in figure 4-2.
4.6 Implementation details
We use the CPU implementation of the Levenberg-Marquardt optimiser from the ALGLIB li-
brary [1] and provide an objective function that calculates the squared errors and the Jacobian
on the GPU. We now provide information about how our method is initialised, its parameters,
and outline how the components of the objective function – described in section 4.3.1 – are
handled. We give details for the axis-aligned version of the algorithm, as the non-axis-aligned
version can be extrapolated in a straightforward manner from this solution.
As the optimisation domain the unit square, all data (geometry and rigidities) needs to be
mapped from provided arbitrary convex quadrilateral areas in texture space to the unit square.
This can be trivially implemented as a single shader pass if the data are already in texture space.
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(a) Rest pose (b) Deformed, no warp (c) Deformed, AA (d) Deformed, non-AA
Figure 4-4: The original mesh is shown on the left (a). The deformation introduces creases on the mesh.
Normal texture mapping results in significant stretch of detail on the bump (b). Our axis-aligned solution
reduces the stretch on features on the bump, but introduces other artifacts (c). The optimiser converges
to a suboptimal solution where some features are located on the crease. Also, due to the axis-aligned
nature of the process, varying deformation across a strip results in distortions of features in undeformed
areas. This can be observed here as compression of features outside the bump as a side-effect of stretch
reduction of features on the bump. The non-axis-aligned version of our algorithm correctly preserves the
features (d).
Geometry data usually are not, so another pass needs to be executed to store the geometry in a
texture. The geometric quantities required by the algorithm are the derivatives per coordinate
axis of the normalized domain, for both rest and deformed poses. The O′s and O′t functions are
precalculated and stored in a texture during the pre-processing stage after the selection of the
ROI. At the start of the optimisation, D′s and D′t are also calculated and stored in a texture. The
resolution of the geometry and rigidity textures in the normalised space is defined by the user;
we set the value to 1024 or 2048, depending on the size of the texture space area that is going
to be remapped (smaller value for smaller area).
If a starting grid is not provided, one is computed automatically using algorithm 1. The
constraints for the optimiser are generated for each frame as described in section 4.3.2. The
user-specified parameters for the constraint generation are:
• Minimum/Maximum segment length. The minimum and maximum allowed distance
from a grid line to another. This is used to prevent segments having zero width, as well
as letting segments scale too much. We use as typical values (1e-08, 1e-01), although the
maximum length should depend on the resolution of the remapping grid.
• Maximum segment change. The maximum distance that a segment can move from one
frame to the next. This is used to prevent grid lines “jumping” from frame to frame due
to high changes. We use a typical value of 1e-03 for when the deforming geometry does
not change much from frame to frame.
The ALGLIB optimisation API accepts a number of parameters as stopping conditions:
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• EpsG. ||g(i)|| < EpsG, where g is the gradient at any point i.
• EpsF. ||F (k+ 1)−F (k)|| ≥ EpsFmax(|F (k)|, |F (k+ 1)|, 1), where k+ 1 is the current
iteration and F is the non-linear function evaluation at a provided frame (eq. 4.1).
• EpsX. ||X(i, k + 1)−X(i, k)|| ≥ EpsX , where X is a calculated solution at any point
i, where k + 1 is the current iteration.
• MaxIterations. The maximum number of Levenberg-Marquardt iterations.
We set all thresholds above to 0, and set the maximum iterations to 100 for all examples, in
order to achieve maximum quality in the reparameterisations.
The distortion energy integral in the objective function is calculated using a DirectCompute
shader. (M − 1) × (N − 1) thread groups are dispatched (one per cell) and in each group a
K × L grid of threads is executed (max size 32 × 32). The thread grid for a cell is used to
calculate the integral: the cell is uniformly split to K × L sub-cells and the two integrals Esij
and Etij are evaluated using the midpoint method. The sub-cell results are summed using a
GPU reduction operator [116] and are read back in the CPU. All required calculations are two
texture fetches, adds and multiplies, so the shader evaluation is very efficient.
The Jacobian is calculated numerically in the same shader using finite differences. As the
warp is piecewise-linear, the energy for each cell is affected only by those adjacent to the cell
grid lines. More specifically, Esij is only affected by changes in sj and sj+1 and similarly Etij
is only affected by changes in ti and ti+1. As a result, the cost of calculating the Jacobian is
only approximately four times more than a single error calculation, as it requires a little more
than a total of five evaluations of the error function.
In a cell ([s0, s1], [t0, t1]), given a very small offset h the subcell error is additionally cal-
culated four more times for four modified cells: ([s0 + h, s1], [t0, t1]), ([s0, s1 − h], [t0, t1]),
([s0, s1], [t0 + h, t1]), ([s0, s1], [t0, t1 − h]).
The integral calculation can efficiently handle the additional cell coordinates, as f and g
(and their derivatives), being linear in nature, can be analytically adjusted for the new interval.
While our implementation of the algorithm is hybrid, a pure-GPU implementation is pos-
sible and would reduce the transfer costs from CPU to GPU and vice versa. As our current
implementation is already real-time, a pure-GPU implementation could be able to handle more
complex cases at interactive framerates.
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4.7 Results and discussion
We validated the algorithm on a real dataset as well as procedurally defined geometry. The real
data set consists of face animation data from motion capture: 615 frames for sequence “face90”
and 1373 frames for sequence “face49” – each containing 8, 820 vertices and 17, 216 triangles
(shown in figures 4-1, 3-1, 4-3 and 4-7). The procedural examples (figures 4-2, 4-4 and 4-6)
contain 100 frames, 16,384 vertices and 32, 258 triangles. For each sequence we manually
authored distortion control maps. The face animation data contains localised deformation, re-
sulting in more subtle distortion control results as can be seen from the corresponding figures.
In our distortion control maps we used (bounding) circles to represent areas where we wished to
minimise distortion. However, note that the shape of distortion control features can be arbitrary
(defined by the user), and is not limited to circles.
The optimisation process is non-linear and the time required for the calculation of a solution
for a given frame depends on the number of unknowns, the complexity of deformation as well as
the optimisation parameters (i.e. derivative step size, stopping condition tolerances, iterations).
Optimisation and remapping times for our test sequences are shown in table 4.1. These were
measured using a 2.66GHz Xeon CPU with 24 GB RAM and an NVIDIA GeForce GTX 580
with 4GB VRAM. The ALGLIB optimiser settings are selected for a high quality/low-error
solve, i.e. all tolerances are set to 0 and the maximum iterations are set to 100.
Even though the optimisation algorithm can be used in real-time on a similar hardware
configuration, the results can also be precomputed and efficiently stored for use on less powerful
hardware. The storage cost needed for a single ROI is (M +N − 4) floats for the axis-aligned
variant and (M−2)× (N−2)×2 for the non-axis-aligned approach, multiplied by the number
of frames. So, 100 frames of animation for a moderately partitioned region (e.g. 10×10) would
require about 6 KB. Similarly, storage for a non-axis-aligned grid would be 25 KB. As such,
the small storage costs makes the technique ideal for use in low GPU bandwidth hardware.
4.7.1 Practical features and issues
Here we discuss various issues and capabilities that arise in practice when using the suggested
algorithm and variants.
Convergence
The algorithm generally converges to a local minimum, unless there are sharp geometry changes
in the remapping domain; in the latter case, the solution oscillates around the creases. Addition-
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Example Solver(msec) ObjFunc (msec) Evals (Jac) Unknowns Render(ms)
aa-face90-umouth 9.85 8.49 18(4) 14 1(1.35)
aa-face90-lmouth 10.17 8.93 16(3) 14 1(1.5)
aa-face49-leye 22.26 20.7 23(6) 12 1(1.3)
aa-face49-reye 26.34 24.39 28(8) 12 1(1.3)
aa-face49-all 68.62 62.51 85(21) (14,14,12,12) 1.1(1.8)
aa-saddle 26.97 22.3 25(8) 24 2.8(5)
nonaa-face90-umouth 22.66 13.96 19(6) 48 1(1.35)
nonaa-face90-lmouth 54.84 23.16 20(7) 80 1(1.5)
nonaa-saddle 741.8 108.4 30(13) 288 2.8(5)
aa-worm 8.87 13.41 17(3) 38 3.2(5.2)
nonaa-worm 3078.15 425.170 27(15) 192 3.2(5.2)
Table 4.1: Per-frame timings using our real and synthetic test data. The example “aa-face49-all” uses
combined times for all four ROIs of the face49 animation sequence. Each distortion control map is asso-
ciated with a number of unknowns for the non-linear minimiser. The solver times correspond to the times
required for the whole optimisation (CPU-GPU). The ObjFunc times correspond to the times required
for all calculations of the objective function in the GPU, with and without Jacobian calculation, includ-
ing CPU data transfer. The Evals column shows the average number of objective function evaluations
per solved frame, while the number in the parentheses shows the average number or required Jacobian
evaluations per solved frame. The rendering times correspond to close-up views of highly tessellated
geometry using the modified and original parameterisations (numbers inside/outside parentheses re-
spectively). Rendering times for the modified parameterisation include rendering the parameterisation
to a texture and sampling it from the shader used for the mesh. It can be seen that even though the
objective function calculation times scale well with the number of the unknowns, the rest of the optimi-
sation does not (especially for the non-axis-aligned variant) so for larger problem sizes the performance
deteriorates quickly. These examples have not been optimised for performance, as all tolerances are
zero.
ally, the heavily constrained nature of the optimisation can result in sub-optimal local minimum
solutions.
Grid lines and filtering
To avoid texture filtering artefacts, when calculating the initial rectilinear grid, we must ensure
that when separating a low-rigidity from a high-rigidity cell, the separating line must move a
few pixels towards the low-rigidity one, as otherwise texture filtering can cause stretching of
rigid detail. An additional consequence is that using hardware trilinear filtering can also cause
artifacts, as sampling from low resolution mipmaps can result in rigid detail bleeding in a non-
rigid (and potentially highly deforming) neighbouring area.
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Edge discontinuities
Remapping of axis-aligned lines results in seams on the edges of the selected ROI, as the pa-
rameterisation there will be discontinuous. We alleviate this with the following steps: a) ensure
the cells of the rectilinear grid that are adjacent to the boundary contain non-rigid data and b)
at the boundary cells, linearly blend the original and optimised parameterisation so that when
approaching a vertical edge the s′ solution blends to s and when approaching a horizontal edge
the t′ solution blends to t.
Regions-of-interest and chart boundaries
If a selected ROI contains a texture space region which is unused, the resulting distortion control
weight and partial derivative length textures will contain the texture initialisation values, which
should be zero. In this case, the calculated energy values (eq. 4.4 and 4.5 ) in those areas are 0
and do not affect the rest of the process.
Failure cases
The proposed method has several limitations related to the rigidity map and the deforming
geometry.
As the non-axis aligned variant warps cells, it expects individual cells to have similar rigidity
values (section 4.2). If a grid with the desired resolution cannot be created to fulfill this criterion,
the algorithm fails to generate a good warp. If a grid is created with enough resolution so that
it fulfills this criterion (e.g. most extreme case being a cell per rigidity map pixel), then the
method becomes too slow.
The axis-aligned variant warps horizontal and vertical strips that span the whole domain,
therefore this limitation is even greater; strips need to have similar rigidity values. Additionally,
strips with overall high rigidity need to be surrounded by strips with overall low rigidity in
order to have non-rigid surrounding space to warp. This configuration is not always possible;
in figure 4-5 we show an example rigidity map that would not be possible to use successfully
with the axis-aligned variant.
Another side-effect of the axis-aligned variant is that it can introduce warp in irrelevant
areas. If a cell in the warp grid needs to be deformed, the horizontal and vertical strips that it is
part of will be deformed too. As such, the warp also affect areas where there is no geometric
change. This can be seen in figure 4-4c, in the area outside of the spherical bulge; most visibly,
some rigid features along the undeformed square border are unintentionally warped.
79
Figure 4-5: An example of a distortion control map that cannot be used successfully with the algorithm.
The axis-aligned variant cannot partition the space so that adjacent strips have significantly different
rigidities. The non-axis-aligned variant would need to use a very high-resolution grid in order to have
adjacent cells with significantly different rigidities.
Additionally, high-frequency deformation (e.g. by introducing creases on previously smooth
areas) will result in slower convergence or lower quality results, especially for the axis-aligned
version of the algorithm (figure 4-4). This happens because the lack of smoothness of the geo-
metric derivatives D′s, D′t results in instability of the solver.
Both variants exhibit visual artifacts due to the coarse piecewise-linear nature of the warp;
The continuity is C0 at the edges of the warp grid cells (non-axis-aligned) or grid lines (axis-
aligned) and the visual effect is strong if the warp differs significantly between the neighbouring
elements. This is not an issue when the warped area around such borders is just a smooth color
(e.g. skin in figure 4-1), but it becomes a problem when a noticeable pattern is used for the
non-rigid area (e.g. checkerboard pattern in figure 4-4c).
4.8 Summary
In this chapter we presented a technique to re-parameterise regions in texture space, such that
important rigid features mapped on these regions are preserved when the surface deforms. The
proposed algorithm requires minimal user interaction and exhibits fast computation and runtime
evaluation as well as very low storage requirements.
The technique can be applied to reduce elastic distortions on a variety of scenarios where
highly detailed rigid features are represented on a map, abstracted from the underlying low-
complexity deforming geometry they are mapped on. In modeling packages, artists can preview
animations with detail mapped in a content-aware way, without manually altering the model
geometry to achieve similar results. Real-time animated rigid detail on deformable objects also
becomes a possibility, whereas previously it would require a significant amount of work from
artists. Precomputed re-mappings for canned animations can enhance visual quality by reducing
the rigid detail distortion on deformable surfaces in low-power hardware. In general, control
cages/sparse meshes with static or dynamic detail are ideal candidates for use with this method,
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(a) Rest pose, normal (left) and distortion control map (right) views
(b) Deformed pose (c) Distortion control map features (d) Deformed, remapped pose
Figure 4-6: Worm example. The worm’s horns are authored in the rest pose and are marked as rigid in
the distortion control map (a). The deformed pose compresses the features near the centre of the worm
(b). Using our method, the parameterisation is warped so that the parameterisation distortion near
the features is spread to non-feature areas (d). The areas of interest in the original and content-aware
parameterisation are shown in red and green respectively (c).
as the geometry remains unchanged and as a result it can be shared with more detail maps,
requiring only precalculated parameterisation corrections for ROIs for each detail map.
The alignment requirements 4.7.1 and performance scaling issues 4.1 limit the applicability
of the method. In the next chapter we develop a different method with the same general goal
– real-time content-aware parameterisation warping – that addresses these issues and exhibits
better performance.
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(a) Rest pose (b) Deformed pose
(c) Distortion control map features (d) Deformed, remapped pose
Figure 4-7: Mapped features near the eyes. Rest pose (a) and deformed frame (b). The features stretch
under deformation. Our algorithm calculates a re-parameterisation that reduces distortions near the
features (d). The remapped ROI rectangles and the features in the original and remapped parameterisa-
tion are shown in red and green respectively (c).
(a) Rest pose (b) Deformed (c) Deformed, MVC (d) Deformed, ours
Figure 4-8: Plane deformation with mapped displacements (a). The constant parameterisation stretches
the features (b). Re-parameterising the mesh using an off-the-shelf method (Mean Value Coordinates
from CGAL) does not preserve the features (c). Re-parameterising the mesh using our method preserves
the features and spreads the error in non-feature regions (d).
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Chapter 5
Content-aware texture mapping using
per-face warping
5.1 Introduction
In this chapter, we introduce a novel method to reduce visual artifacts caused by the deforma-
tion of a parameterised surface in a user-controllable way in real-time. This allows a variety
of texture mapped detail to be applied to an animated model without it undergoing visually
undesirable behaviours.
Our first major contribution is a real-time parameterisation distortion matching algorithm,
which is guided by user-supplied distortion control maps (or, rigidity maps) represented as
additional scalar texel data mapped on selected faces. The algorithm matches the parameteri-
sation distortion of a deformed frame to the one at the rest pose on a per-face basis by warping
the parameterisation domain of each face within its bounds. The effect is that textured areas
maintain the same distortion characteristics as the user-defined rest pose. It is compatible with
any texture mapping method, including Ptex. The process is also out-of-core, allowing high
resolutions per-face that do not always fit in memory when viewed as whole (e.g. 500 faces,
1024× 1024 texture resolution for each).
Our second major contribution is the ability to play back the resulting potentially massive
dataset of per-face warps more efficiently by combining Linear Blend Skinning (LBS) with im-
plicit skinning weights, which reduces the storage requirements by several orders of magnitude.
The LBS transforms are calculated using an efficient approximation scheme that amounts to
solving triangular linear systems.
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Figure 5-1: Rigid features on an animated T-Rex model using Ptex. Zoomed-out view of an animated
frame (a). The parameterisation is constant, so deforming from the rest pose (b) to an animation frame
(c) compresses the features. Using our per-face parameterisation warps, the shape and scale of the
features are preserved (d). Face boundaries, and uncorrected (red) and corrected (green) mapping of
features is shown in (e). Corrected and uncorrected rigid features that overlap are displayed in yellow.
Additionally, our method does not require any form of pre-processing on the rigidities, and
as such it is perfectly possible to use different rigidity maps for different animation frames.
The rest of this chapter is organised as follows. We start with an overview of the method
(5.2), followed by detailed descriptions of all its unique major components: warping domain
(5.3), simulation of texture-space warps (5.4), approximation of the warps (5.5) and rendering
of the warps using LBS (5.6). We then present the results (5.7) and follow with implementation
details (5.8). We proceed with extensions to this method (5.9) and conclude our main findings
(5.10).
5.2 Overview
Our method effectively generates parameterisation warps in real-time for selected faces on the
mesh, given the geometry in the current and rest poses in addition to a user-specified rigidity
map (see figure 5-2). The warps are calculated using a modified hierarchical Position-Based
Dynamics (PBD) framework; we define a warp energy (5.2.1) as a non-linear constraint function
fit for minimisation using PBD.
Below, we use for consistency the notation presented in 3.4.4.
5.2.1 Warp energy minimisation
Given R2 → R3 functions D and O that map a continuous 2D domain on the geometry of
the rest pose and any other deformed frame respectively, our goal is to match the distortion
characteristics of O in D. To do this, we calculate a warp that remaps D onto itself: D′ =
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Figure 5-2: Overview of the method. Input: Given the mesh (rest pose and animation) and texture, we
first artistically define the rigidity maps for the faces that we wish to process. Simulation:The rigid-
ity map is used to generate a fine regular grid (at map resolution) that serves as the simulation mesh.
Constraints are defined over this simulation mesh, whose stiffnesses are directly derived from the rigid-
ity map. The maps and mesh data are then used by our novel optimisation process to hierarchically
calculate the per-face warped parameterisation domains (sections 5.3 and 5.4). Approximation: The
resulting dense, deformed grids are approximated with our new efficient LBS approach (section 5.5).
Rendering: The animated mesh, the texture and LBS data are used to render the dynamically warped
texture (section 5.6).
D ◦W . The matching is weighted by a 2D scalar field R. We focus on length rather than angle
matching and calculate warps that minimise the weighted difference of gradient lengths of the
original parameterisation on the rest pose and the warped parameterisation on the deformed




R (||∇O|| − ||∇(D ◦W )||) dS (5.1)
We approximate this in a discrete setting by sampling line segments from the domain and warp-




R(si, ti) (||∇O(si, ti)|| − ||∇D(W (si, ti))||) (5.2)
85
5.3 Warping domain strategy
Before describing our minimisation and fast warping strategy in detail, we first describe our
warping strategy. This balances independent processing of faces with edge-wise information
sharing such that details between seams are preserved. Warping a selection of faces allows
us to focus warping optimisation on specific regions, improving the efficiency of the process.
Additionally, warping per-face has several other benefits:
• Localised warps. Small scale detail (which we target) can move within a face but not
over the borders. As such, global drifts are avoided as a side-effect, while local sliding
can be controlled so that we can make optimal use of space.
• Can be used with Ptex. The warp is contained within the parameterisation of a face and
as such there is no bleeding of detail of other faces in or out.
• Can be used with a texture atlas. Chart edges are face edges, and as face warps are
independently calculated, edge warp data can be shared; one face calculates the face
warp including the shared edge, another face calculates the face warp constraining the
boundary to the shared edge warp data.
• Simpler calculations. A smaller optimisation domain results in fewer calculations.
• Parallelisable calculations. Faces can be optimised in parallel as long as they do not
share edges. Leveraging this leads to significant benefits in the efficiency of calculations,
as shown in the results section (5.7) and figure 5-4.
• Efficient localised edits. In an interactive editing scenario, when a vertex moves, only
the adjacent faces that share the vertex need to be simulated.
• Face selection heuristics. Any heuristic can be applied per-face to determine the quality
of the simulation and if simulation is needed at all, e.g. distance from camera and culling.
As warps are calculated per face, we must ensure that warps of adjacent faces match. This
is accomplished by fixing the corners for all faces that are going to be simulated, and carefully
handling the edges of the deformation grid.
When warping a face, each of the four edges is marked as in one of three states:
• Read-only, no data (R). This state is set on edges of simulated (corrected) faces that are
shared with faces that either are not going to be simulated, or simply do not exist. The
edge points are fixed, and their positions linearly interpolate the corner points of the edge.
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• Read-only, with data ( RD). This state is set on edges of simulated faces that are shared
with faces that have already been simulated. The edge points are fixed, and their positions
linearly interpolate the appropriate edge data of the adjacent simulated faces.
• Write-enabled (W). This state is set on edges of simulated faces that are shared with
faces that are going to be simulated later than the current face. The edge points can be
written to, with the restriction that their position lies on the edge.
The process is similar to flood fill, as the edge data are propagated from neighbour to neigh-
bour. An example of face selection and edge states is displayed in figure 5-3. When propagating
the edge data this way, warps along edges are smooth, as can be seen in figure 5-9. Naturally,
the order does affect the results, as outputs of simulated faces are used as inputs in other sim-
ulated faces. Although there is no formal way to determine the best order besides brute-force
(testing all possible orders), processing highest-“importance” faces first yields better results –
importance being defined loosely as a weighted combination of amount of deformation from
rest pose and amount of rigidity on a face.
Figure 5-3: Edge flags of a selection of faces for optimisation. The numbers in the middle of the faces
represent the order of (serial) processing. Symbols on the edges represent read-only without data (R),
read-only with data (RD) and write-enabled (W).
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Figure 5-4: Two examples of parallel face sets. Faces in different sets are marked with different colours.
It can be observed that a regular quad mesh is the most parallelisable case, as each set contains half of
the total faces.
5.4 Simulation: Extended Position Based Dynamics
We use the Position Based Dynamics framework (PBD) by Mu¨ller et al. [78] to effectively
solve an optimisation problem, as it offers two characteristics beneficial to our goal. It provides
control over positions, which is necessary in order to fix points on the deformation grid, such as
edge and corner points (see section 5.3). This control over positions allows control of sliding at
a fine-scale: we can trivially define parts of the domain to be more difficult to move than others.
PBD also easily handles non-linear energy functions, which is again necessary as our distortion
metric (equation 5.2) is non-linear. Finally, PBD provides a mechanism to specify constraints
that correct folding of the domain, while it can also be easily adapted to support level-of-detail
using a hierarchical version of the algorithm, thus becoming a Multigrid method. Its abstract,
framework nature allows a variety of applications, such as the ones we develop in this paper.
Alternatives to using PBD are Newton’s method and the Finite Element Method. Newton’s
method results in poor convergence and is computationally very expensive as the system of
equation has to be linearised. We chose against using the Finite Element Method (FEM) because
of the computational complexity required (see section 3.3), especially for dynamically defined
rigidity maps. The source of complexity can be easily identified by the number of degrees of
freedom (DoF) in the warping grid: a single 512× 512 grid results in hundreds of thousands of
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DoFs, just for the deformations of a surface mesh. While the number of DoFs can be reduced
if instead of a grid we use an adaptive mesh, as in [54], this is not applicable for dynamically
defined rigidity maps as the mesh will be continuously invalidated. Additionally, FEM stability
is reduced under excessive element distortion and bijection is not guaranteed, which can lead
into problems if the mesh deformation is extreme.
Our PBD simulation mesh is strictly a 2D regular grid, with power-of-two cell dimensions,
finely tessellated so that it captures the rigidity variation on the surface – our per-face optimi-
sation strategy allows such grids to be as large as necessary, e.g. 4K × 4K for a single face
if needed, as only one needs to be simulated at a time; it is possible and much more efficient
to simulate more in parallel, as explained in section 5.3, but that is not a requirement. The
constraints have individual stiffnesses, allowing heterogeneity of deformation behaviour for the
mapped material. The stiffnesses are derived directly from the provided rigidity maps. In the
next section we overview the PBD process and describe how this is adapted into our warping
strategy.
5.4.1 PBD process
As described in [78], a single PBD simulation iteration is composed of the following steps:
1. Velocity damping: Used to eliminate oscillations caused by the integration step.
2. Calculation of estimated positions: Uses an explicit Euler integration step to predict
the new positions.
3. Constraint projection: Manipulates the estimated positions so that they satisfy given
constraints using Gauss-Seidel type iterations.
4. Integration: Moves positions to optimised estimates and updates velocities accordingly.
We add a regularisation step just before integration, in order to maintain the smoothness of
the warp.
In our approach, we concentrate specifically on novelly adapting the constraints and con-
straint projection of the PBD algorithm. In addition, given the fine tessellation of the grid we
use in PBD, we propose a hierarchical strategy for optimisation that improves convergence and
therefore overall performance of simulation.
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5.4.2 Constraints and constraint projection
As described, one of our main technical novelties with respect to the PBD algorithm is adapt-
ing its constraints to our problem domains needs. PBD constraints are scalar functions. Two
new types of constraints are used in our approach: mapped edge length constraints and area
constraints. The edge length constraints Ce have a cardinality of 2 and a type of equality (ie.
the constraint function is satisfied when Ce(p0, p1) = 0), and represent our distortion metric on
equation 5.2. The signed triangle area constraints have a cardinality of 3 and a type of inequality
(ie. the constraint function is satisfied when CA(p0, p1, p2) ≥ 0), and are used to prevent folds
in the warp grid:
E(p0, p1, p2) =
1
2
((p1 − p0) ⊥ (p2 − p0)) (5.3)
where ⊥ is the perp product (2D exterior product):
v ⊥ w = v⊥ · w = vxwy − vy − wx (5.4)
The edge length constraints are composed of all the edges of the grid, as well as the diagonals
of each cell. The triangle area constraints are composed of the triangulation of the grid (two
triangles per cell). As the grid is regular, the constraint vertex indices can be stored implicitly
given the grid dimensions:
Ihorz = (px,y, px+1,y)
Ivert = (px,y, px,y+1)
Ishear0 = (px,y, px+1,y+1)
Ishear1 = (px+1,y, px,y+1)
where pi,j are the points on the 2D simulation grid.
For the edge length constraints, we calculate the corrected estimated positions similar to
[78], but we add an extra step. Since the source is a regular grid and the result should ideally be
a smooth deformation, we move a solution point pair p′0, p′1 towards its projection on the line
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Figure 5-5: Projection of constraint vertex correction to original directions. The original (p01) and
corrected (p′01) segments are on the top right and top left respectively. On the bottom, both points p
′
0 and
p′1 move so that they become closer to being parallel to the original segment.
extending the original point pair p0, p1 (figure 5-5):













where wproj ∈ [0, 1] is how much the points should be moved towards their projections on the
original line and w0, w1 ∈ [0, 1] the stiffnesses of the points.
To provide additional control over the warp, we can exploit the mass property in the original
PBD. By defining a mass map over the simulation area (similarly to a rigidity map), we get
spatially-varying control of sliding: features or areas with higher mass will resist movement
more compared to other areas. This is particularly important for setting soft and hard positional
constraints: immovable boundary points automatically set their mass to infinite, while users
can define if necessary points or regions that are partially or fully resistant to warping. In our
examples, we did not use additional mass maps.
5.4.3 Efficient Hierarchical PBD
Regular PBD on a finely tessellated grid converges slowly towards a good solution, as it takes
many iterations for local effects to propagate. To counter this, a hierarchy can be used to calcu-
late the warp in a multi-scale manner. Such a hierarchy allows convergence in real-time, as only
a few iterations are needed. Mu¨ller suggested a hierarchical version of PBD [77], but it did not
work well for our problem domain, as the restriction step destabilised the simulation. Below,
we describe a simple new efficient hierarchical approach that exploits the regular structure of
the simulation grid.
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(a) 5× 5 (b) 10× 10 (c) 20× 20 (d) 41× 41 (e) 82× 82 (f) Target
warped grid
Figure 5-6: Warp approximations using our LBS method at various transform grid resolutions (a-e).
Approximation errors are visualised on top, and the actual warps are visualised on the bottom. The target
warped grid (f) has dimensions of 257 × 257, is generated by our simulation process (see section 5.4)
and is treated as the ground truth of the approximation. It can be observed that for this case, a 20 × 20
transform grid (c) approximates the target grid with negligible error.
Given a simulation grid with 2N × 2M cells, successively lower resolution grids can be
constructed by reducing the dimension by half: 2N−k × 2M−k ∀ k < min (N,M). Stiffnesses
for the coarser cells can be calculated as the average of the finer cells they contain. As the grid
has a power-of-two resolution, vertices of all grid levels share the same fine grid:
pi,j,k = p2`−ki,2`−kj,` (5.8)
where i, j are fine 2D grid coordinates and k, ` are hierarchy levels, higher being finer. Con-
straints for the coarse levels are generated implicitly using equation 5.8.
This exploits the known structure of the regular grid to avoid the need of an explicit hierar-
chy construction in favour of an implicit definition, contrary to Mu¨ller. The implicit nature of
the hierarchy results in implicit child-parent node relationships, as seen in algorithm 3.
The step that differs to the non-hierarchical version is the constraint projection step. At this
step, we first simulate the coarsest grid normally. The results are propagated to the vertices of
the next finer level using algorithm 3; this differs from Mu¨ller as it does not use extra memory
to store the state of the particle grid before the last constraint projection step ([77], section 7).
Instead, we blend between the most recently calculated child position (level k, frame i − 1)
and the weighted average of the most recently calculated parent position (level k + 1, frame i).
Additionally, in our method, after each propagation we slightly regularise the grid as a means
of feedback to the coarser levels. The process is shown in algorithm 2.
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k ← kmax// starting with coarsest level
while k ≥ 0 do
Project constraints at level k;
if k ¿ 0 then
Propagate level k simulation results to level k − 1;
Smooth warped grid;
end
k ← k − 1;
end
Algorithm 2: Constraint projection step of the hierarchical solver.
While in [77] varying stiffnesses are not handled, they are essential for our method. The per-
texel stiffnesses are calculated as a pre-process by averaging each level in succession starting
from the finest, therefore generating a standard mipmap hierarchy.
5.5 Approximation: Fast Linear Blend Skinning
The calculated warps can have significant storage requirements depending on the number of
simulated faces, the resolutions of the simulation grids and the number of animated frames. An
example case with 100 faces, 10 frames and 256×256 resolution for each face requires 1 GB of
memory. In order to solve this problem, we propose a novel approximation incorporating LBS
which is simple, efficient and generates quality results.
The described LBS approach is per-face. We overlay a MT × NT regular grid of R2×3
transformation matrices over the face at a desired resolution, covering the domain of the whole
face (figure 5-2, 2nd from right). Each point on the face is then inside a cell of the transform
grid, and as such the warp for that point can be expressed by bilinearly interpolating the results
of transforming the point with its associated corner cell matrices. The bilinear parametric coor-
dinates are trivially calculated as the transformation grid is regular. Bilinear interpolation was
chosen for approximation for the performance benefits it provides, as the transformations can





s← 2k// grid vertex stride
o← 2k−1// grid vertex offset
e← 2N−1−k// elements
for each row i = 0 to (e+ 1) do
for each column j = 0 to (e+ 1) do
r ← is;
c← js;
inx ← j < e;











if inx and iny then
Wr+o,c+o =
1




Algorithm 3: Propagation of point values W of a regular grid in level k + 1 to a finer level
k. Only points existing in hierarchy level k or finer are written to. Normally we blend the
resulting values with the last known values of W in order to preserve fine-level results from
previous frames, but we omit it above for clarity.











pu,v = 2× 1 column vector, u, v ∈ [0, 1] (5.10)
Ti,j = 2× 3 transformation matrix, indexed by cell corner (5.11)
wi,j = bilinear coefficients (scalar), indexed by cell corner (5.12)












= p′u,v − pu,v ⇒ (5.13)
Ax = b (5.14)
Matrix A is shared across coordinates: solving Ax = bx provides the top-row entries of the
R2×3 transform matrices, and Ax = by provides the bottom entries. Additionally, matrix A is
dependent only on the rest pose parameterisation of the face (regular grid) and transformation
weights, all of which are implicitly defined by the dimensions of the transformation and warp
grids. As such, we solve the normal equationsATAx = AT b by using Cholesky decomposition
to factorise ATA to a sparse lower triangular matrix L such that ATA = LLT .
A single factorisation can be used for not just calculating top and bottom entries of the
transformation matrices, but more importantly, for all transformations of all warps of all faces
that have equal transformation and warp grid dimensions. The equations are then efficiently
solved by a double back substitution step:
Lx0 = A
T bicoordinate,iframe,iface (5.15)
LTx = x0 (5.16)
Using such approximations can reduce the storage requirements by orders of magnitude with
minimal reduction in quality and by paying only a small offline calculation cost. We do not
pay the cost of storing weights or transformation indices per-pixel, while the calculation perfor-
mance is high due to the efficient form of the linear system.
5.6 Rendering
The resulting warps can be easily applied in a rendering system that supports tessellation. In
such a system, the warp is applied to the domain coordinates [0,1] of a point on a face, be-
fore these coordinates are used to evaluate geometry and/or other surface data. For the LBS
approximation, we calculate the bilinear coefficients and the transformation indices at the input
domain coordinates, and then calculate the warped coordinates using equation 5.9. The new do-
main coordinates can then be used to evaluate surface data such as positions, normals, colours,
displacements, etc.
To ensure crack-free rendering, remapping at edges should generate identical results. To
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Example Faces Frames Warp grid Total simulation time (msec) Simulation time, per face (msec)
MugJug 60 9 257× 257 51 (1740) 0.85 (29)
Blowfish 64 10 257× 257 22 (1152) 0.34 (18)
T-Rex 78 50 257× 257 101 (2184) 1.29 (28)
T-Rex 78 50 129× 129 22 (546) 0.28 (7)
Table 5.1: Simulation times in milliseconds for various models. From left to right: (1) example model
name, (2) number of simulated faces, (3) number of animation frames, (4) warp grid size, (5) per-frame
time to calculate all warps, and (6) time for simulation of the full hierarchy for a single face. The
numbers in parentheses represent the simulation times without exploiting the parallelisation of warp
calculations for non-adjacent faces (see section 5.3). As it can be seen, running per-face calculations
in parallel for these examples provides performance benefits in the range 20× to 50×. Also note that
when editing a mesh, in general only a few vertices change at any given time. Our technique uses this
to its advantage, as only adjacent faces need to be modified, and as such the simulation times above are
worst-case scenarios where all faces change at the same time.
achieve that, we pass face adjacency information in the shader. Each of the four edges of a face
store: adjacent face index, adjacent face edge and adjacent face edge direction.
Given these, when a domain coordinate is remapped, a check is first performed to detect if
the coordinate is on the face border. If it is, a second check is performed to detect if a neigh-
bouring face exists and has an index lower than the currently processed one. If these criteria
are satisfied, the current face index and domain coordinates are replaced with the neighbouring
ones before they are used to evaluate surface data (geometry, normals, textures, etc.).
5.7 Results and analysis
In this section our algorithm is evaluated in a number of challenging cases. It demonstrates
behaviour and performance on meshes of different complexities to highlight the effectiveness
of our approach. We validated the algorithm on a number of models textured with Ptex. The
Blowfish model uses 64 simulated faces, has 10 animation frames and each face has 256× 256
texture resolution (figure 5-8). The MugJug model uses 60 simulated faces, has 9 animation
frames and each face has 256×256 resolution (figure 5-11). The T-Rex model uses 78 simulated
faces, has 50 animation frames and each face has 256 × 256 resolution (figures 5-1 and 5-8).
Experiments are carried out on an Intel Xeon X5550 CPU and an NVidia GFX Titan GPU.
Figure 5-8 shows example deformations on our Blowfish and T-Rex models. In both cases
our approach highlights the preservation of texture shape and structure under deformation. Note
that the stiffness of texture features in the top two examples is set as high, while in the bottom
T-Rex example the stiffness is continuous, as highlighted by the grey-level distortion map. In
figure 5-9 we highlight the T-Rex example with binary stiffness, and demonstrate how defor-
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(a) Our method (b) Rest pose (c) Thin Skin Elastodynamics
Figure 5-7: Comparison of our method with Thin Skin Elastodynamics (TSE) [69] allowing sliding. The
rest pose is in the middle (b). As it can be seen, our method (a) reduces distortions in a content-aware
way, compare to global reduction of distortion in TSE (c). Our approach is also more stable in terms of
animation. A video comparison is provided as additional material.
mation on the top of the model distorts the underlying texture under animation (red features).
Our approach corrects the shape of these regions (green features), even when they lie on face
edges. In figure 5-11, our example highlights deformation on the MugJug model. In this case,
successive deformations from an interactive editing procedure would usually distort the texture
map. However, our method corrects this, removing the additional artist overhead of re-creating
the texture map in the final approved model.
Our approach was also compared with other state-of-the-art/standard methods that preserve
texture distortion under 3D model deformation. In figure 5-7 we use the MugJug example to
compare our approach against our Grid Warping method (chapter 4), [102] and Mean Value
Coordinates (MVC). For MVC, we calculate a new parameterisation at every frame. In both of
these comparisons, our approach preserves local structure under artistic editing better. This is
especially noticeable in regions undergoing large but local distortions, such as the center of the
mug/jug. Note that MVC and [102] are not content-aware in nature, therefore it is expected for
both to minimize the distortions globally in the texture domain.
In figure 5-10 we show a comparison against the leading method of Li et al. [69] using the
deforming torus animation dataset. Again, our approach reduces distortions in salient regions
better, and displays better temporal coherence. In our comparison image, we use the original,
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coarse mesh for displaying the results from TSE, while for our method we convert it to Ptex,
which uses subdivision surfaces. Therefore, the visualisation is slightly different, but this has
no impact on the parameterisation comparison; the reparameterisation resolution is fixed at the
coarse mesh, which is what the authors demonstrate in the paper and what we intend to compare
with. This also shows that our method could be used complementary to TSE, as TSE can modify
the parameterisation mesh, while our method fixes the parameterisation mesh boundary and
warps the domain of each mesh element.
It is possible to introduce a form of content-awareness in other methods, such as TSE or
MVC, by adding spatially varying weights at the vertices for use with their associated linear
solvers. There are two problems with such an approach: a) the weight definition is non-trivial,
as abrupt changes in weights can cause errors in the solution, such as mesh folds and more
importantly b) the granularity of the mesh is not enough to capture the heterogeneity of the
fine-scale detail. To illustrate this with the torus example from TSE: the original mesh has 576
quad faces for the whole mesh, of which we used 48 to map the shown texture. In order to
capture the texture detail, the mesh would have to be finely tesselated, increasing the number
of face by a few orders of magnitude if the meshing is adaptive; we run the simulation at texel
resolution using a regular grid, therefore simulating 256 × 256 × 48 finely tesselated faces.
Higher mesh complexity drastically reduces performance, while the forced tesselation and the
new, dense representation can conflict with other parts of the workflow.
In figure 5-12 we show example frames from an animated texture under a distorted surface.
This demonstrates the ability of our approach to preserve structure in complex texture cases,
such as procedural texture definitions. Our approach is the first to do content-aware deformation
in such a fully dynamic way, as we require no preprocessing of the mesh, texture or rigidity map.
Table 5.1 shows the dense warp calculation results for all the demonstrated models. As can
be seen from the simulation times, the fast per-face distortion correction time allows local edits
to vertices and their neighbouring faces to be processed in real-time. The total simulation times
for each model occur only when mesh vertices are modified simultaneously in a frame, and so
they can be regarded as worst-case simulation times. Each simulation iteration involves running
approximately 70 GPU shader passes, most passes being constraint projection of a subset of the
constraints that can be safely run in parallel. As such, while using the hierarchical approach
significantly increases the convergence of the algorithm, an increase of the dense grid resolution
has a non-neglibible shader pass overhead, as can be seen by the performance difference of the
two T-Rex entries. As the process is fully in GPU memory, including transfer of edge data,
there is no CPU-GPU data transfer overhead during the simulation.
Table 5.2 shows times and approximation errors of our LBS scheme. Figure 5-6 shows
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Example Frames Faces Warp grid Xform grid Factor Total Average MSE
MugJug 9 60 257× 257
10× 10 6.2e-04 3.95 6.6e-03 1.9e-06
20× 20 3.1e-03 4.42 7.4e-02 1.6e-07
40× 40 4.4e-02 8.28 1.3e-02 3.2e-08
Blowfish 10 64 257× 257
10× 10 4.7e-04 4.45 6.3e-03 1.0e-06
20× 20 2.9e-03 5.13 7.2e-03 8.8e-08
40× 40 3.9e-02 9.61 1.4e-02 1.1e-08
T-Rex 50 78
257× 257
10× 10 6.4e-04 25.50 6.4e-03 8.7e-07
20× 20 2.8e-03 28.91 7.2e-03 7.3e-08
40× 40 4.2e-02 55.87 1.4e-02 2.1e-08
129× 129
10× 10 5.0e-04 4.47 1.1e-03 8.9e-07
20× 20 3.1e-03 7.68 1.9e-03 1.2e-07
40× 40 4.3e-02 37.44 9.4e-03 6.3e-08
Table 5.2: LBS approximation results. The example input data are warp grids per face per animation
frame. Similarly, the output data are transform grids per face per animation frame. From left to right:
(1) Example model name, (2) number of frames for the animation sequence, (3) number of faces that
we have warp grids for, (4) warp grid dimensions, (5) transform grid dimensions, (6) factorisation time
for warp-transform grid dimension pair, (7) total time for computing all transforms for all frames, (8)
average time to compute a single transform, and (9) mean-squared error of approximation. Times are in
seconds.
approximation of a face warp using a series of different transformation grids. It can be seen
that a good approximation can be achieved with a transformation grid resolution of less than
10% of the warp dimensions. If the simulation process is done offline and as the approximation
error reduces monotonically, it is possible to calculate transformation grid dimensions (and
subsequently transformations) that result in error below a certain, given threshold.
As all our examples use Ptex textures, we implemented a custom renderer to handle the
per-face data. The performance was measured by averaging rendering times of playing back the
selected animated faces using LBS skinning.
Table 5.3 shows the effect of evaluating the LBS warps on performance. It can be seen
that the difference in the performance hit is much smaller between 10 × 10 and 20 × 20 grids
rather than between 20×20 and 40×40 ones. This is expected due to the increase in calculation
complexity and data size and provides insight into the tradeoff between the approximation qual-
ity and the runtime performance. The costs of fixing the edges were found to be insignificant
compared to using the transformations.
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Example 10× 10 20× 20 40× 40 Edge fix
MugJug 0.35 0.36 0.45 0.02
Blowfish 0.36 0.37 0.46 0.02
T-Rex 0.38 0.39 0.45 0.02
Table 5.3: Rendering times (milliseconds). In columns 2-4 we show the performance cost of applying
the LBS approximation. The cost of fixing the edges to ensure crack-free rendering is listed separately in
the last column.
5.8 Implementation details
We developed a C++/DirectX application that implements the proposed method. The applica-
tion initially reads a Ptex file storing rigidities and gathers faces that have non-constant rigidity
values associated with them, forming the set of faces that is going to be simulated. The rigidity
data and the 3D model coordinates for those faces are saved in textures using the natural param-
eterisation of Ptex quad faces. We also store adjacency information for the selected faces and
use it to generate the parallel face sets (figure 5-4) using a basic face colouring algorithm. We
follow by generating hierarchy data: for each level of the hierarchy, starting at Ptex face texel
resolution (always a power-of-two value) down to a given resolution (32× 32 in our examples),
we generate the sparse constraint index description (see section 5.4.2) and per-hierarchy-level
data for rigidities. The per-level rigidities are calculated as a regular mipmap chain using box
filtering.
The PBD process was implemented using the GPU for calculating the individual steps.
Calculation of estimates, constraint projection, integration, as well as the in-between hierarchy
levels interpolation and smoothing are all implemented as DirectCompute shader passes.
The PBD process is initialized by setting the grid positions to their original state: interpo-
lating a regular grid in the unit square. Velocities are initially set to 0. At this stage, we can
precalculate some quantities that depend on the rest pose only, specifically ||∇O(si, ti)|| from
equation 5.2.
There are four user-specified parameters that control the behaviour of the optimisation:
• Velocity damping amount. This controls how much does the integration step affect
the solution convergence. The range of values is in [0,1]. A high damping value results
in warps that are calculated based mostly on the output of the constraint projection step,
while a low damping value gives the points momentum towards the estimated solutions.
Therefore, high damping values produce more accurate results but take longer to con-
verge, allowing the parameter to be used as a dial between accuracy and convergence
speed.
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Figure 5-8: Example deformations for the Blowfish and T-Rex models. The Blowfish texture contains
spikes which we wish to remain rigid. The T-Rex has a more complex grey-scale distortion map, which re-
sults in continuous surface elasticity from light (rigid) to dark (non-rigid). Deforming from the rest pose
(a) to an animation frame (b) introduces distortions to the features. Using our per-face parameterisation
warps, the shape and scale of the features are preserved (c). Face boundaries, and uncorrected (red)
and corrected (green) mapping of features are shown in (d). Corrected and uncorrected rigid features
that overlap are displayed in yellow.
• Rigidity range. This represents the range that the rigidity values are clamped to. It
is typically set to (1e-02,1) to prevent constraints from being treated as almost-infinitely
elastic.
• Smoothness amount. This represents how much do we smooth the values obtained
after the constraint projection step (section 5.4.1), as well as after each interpolation step
when using the hierarchy (section 5.4.3). We apply a 3× 3 Gaussian smoothing kernel to
the warped grid and linearly interpolate the unsmoothed and smoothed non-border points
using this value. The range of values is in [0,1]; a typical value is 0.5 to provide balance
between smoothness of warp and minimisation of energy. The smoothness factor for
the post-interpolation pass is divided by 2N−k−1, where k is the hierarchy level (higher
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(a) Rest pose (b) Deformed frame 1
(c) Deformed frame 2 (d) Deformed frame 3
Figure 5-9: Visualisations of corrected (green) and uncorrected (red) trivial rigid features on the rest
pose (a) and other various frames of the T-Rex model (b,c,d). Many of the dots are placed on top of
edges and corners of faces, to show the effectiveness of the edge data sharing (section 5.3): solutions
are smooth across faces.
being coarser) and N the number of hierarchy levels. The level-dependent division has
the effect of smoothing the coarser levels more, as the coarse grid solutions that they
generate are less accurate than the fine-level ones and are mostly intended to “guide” the
optimisation towards a good solution.
• Original line projection amount. This represents how much we push a point modified
in the constraint projection step towards its projection on the original grid (figure 5-5).
The parameter range is in [0,1]. We set this to 0.1 for examples of moderate complexity
and 0.5 in complex examples that are prone to result in folds. The parameter effectively
sacrifices energy minimisation for stability.
In the constraint projection step, the constraints are organised in parallel sets, where the
vertices of a constraint in the set are not used by any other constraint in the same parallel set.
The parallel sets are expressed programmatically in order to use minimum storage, and are
shown in figure 5-13. The information that fully describes each parallel set is described in
algorithm 4.
In the propagation step of the constraint projection for the hierarchical version of the algo-
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Figure 5-10: Comparison of parameterisation methods using the MugJug model. The rest pose is the
rightmost image; a mug. The deformed frames are shown from left to right: Reparameterisation using
our per-face method, our grid warping method, [102], Mean Value Coordinates, and using the original
UVs. Our per-face method is the only one that preserves the features of the mug at the right scale. A
video comparison is provided as additional material.
Figure 5-11: In this example we highlight the benefits of our method in an artistic work flow. An initial
model (left) is created and then successively edited by an artist (red arrows). At each edit (left to right),
the original texture detail (middle row) is distorted, moving away from its initial desired shape (left). Our
method (middle-bottom) preserves the textures original shape, saving the artist valuable time in manually
creating a new undistorted texture after each edit. On the bottom, visualisation are shown for rigid areas
in the original (red) and warped (green) parameterisations, including areas where they overlap (yellow).
The highlighted areas focus on specific parts of the texture under distortion and correction and shown
more closely in the top and second from top rows. The final model corrected with our method preserves
texture shape and size (right image)
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Figure 5-12: Animated and continuous rigidity. From left to right: Rest pose, deformed pose and
deformed pose with warped UVs in order to preserve the features. The UV space images (grids) show
the original UVs, warped UVs, dynamic, continuous modification of the rigidity of the left feature and
finally procedural modification of the rigidity map at the same deformation frame of the geometry that
it’s mapped on. A video of this dynamic behaviour is provided as additional material.
Data: b, n,s,o,m
for each row i = 0 to ny do
for each column j = 0 to nx do
x← (j, i)// 2D constraint index
c0 ← b+ sx;
for k = 1 to m do




Algorithm 4: Calculating constraint vertices of parallel sets on a grid using a sparse descrip-
tion: n is the number of constraints in each axis, m is the constraint cardinality, s is the stride
in each axis, b is the 2D offset for the first constraint vertex from the lower-left corner of the
grid and ok is the 2D offset for the k-th other constraint vertex from the position of the first
constraint vertex.
rithm, we use 5% as the percentage of blending the propagating coarse-level evaluation average
with the previously-calculated fine-level value (section 5.4.3); such a small value allows fine-
scale solutions to be calculated over several frames instead of coarse-level evaluation overwrit-
ing them at every frame. Values above 0.1 give significantly more weight to the coarse level
results, therefore wasting the effort of calculating the more resource-intensive finer levels.
In addition to the per-point/constraint parallelisation, we also use parallelisation in the pro-
cessing of faces, as described in section 5.3. Calculation of points with the same grid index in
different parallel faces are executed in parallel as a single DirectCompute threadgroup. As such,
we exploit parallelism on multiple levels of granularity and receive significant performance ben-
efits; the difference of using face-parallelism and threadgroups can be seen in table 5.1.
Convergence of the optimisation depends on three factors:
• Deformation amount
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(a) Edge constraints (b) Triangle constraints
Figure 5-13: Parallel sets of constraints shown with unique combinations of line style, color and shade.
There are eight unique sets in both cases.
• Rigidity density and variation
• Geometry deformation smoothness
when the deformation is too large, the warp needs a lot of space to deform the domain accord-
ingly. The deformation relationship of geometry to texture space is inverse: if the geometry
compresses, the texture space features need to expand to account for such a deformation. This
results in problems when the geometry compresses and the overall rigidity is high; there is not
enough space to expand in the parameterisation domain, therefore leading to folds, oscillation
and lack of convergence. Additionally, when the face geometry has (or introduces through de-
formation) creases or other high-curvature areas, then the warp becomes unstable and fails to
converge. In these cases, we tweak the parameters that improve the stability of the system, in
particular we increase velocity damping, smoothness and original line projection.
The approximation of the warps for LBS skinning was implemented in MATLAB, using the
provided cholesky factorisation and triangular solver.
5.9 Extensions
In this section we discuss extensions that provide greater flexibility to the proposed method.
Below, we discuss the use of triangles as a geometric primitive and domain shape, region of
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interest (ROI) generalisations, inverting the warping function, inverted rigidity warps for com-
pressing and mostly rigid faces, and how to calculate warps for offset surfaces.
5.9.1 Per-face warps on triangles
Although we have described the simulation and hierarchy for quads, triangles can also be used
as a based primitive, allowing the technique to be applied to the vast majority of animated
textured models. The main differences that need to be considered are a) the parameterisation
domain b) constraint formulation c) hierarchy definition and d) smoothing.
Parameterisation domain
We use an equilateral triangle as the parameterisation domain for a triangular face. The equi-
lateral triangle is chosen for the quality it exhibits in a regular tessellation, as the tessellation
is used to form the hierarchical simulation mesh. Simulation that uses a good quality mesh
converges better:
• Folding chance is reduced, as each constraint point is equidistant to its neighbours in the
rest configuration.
• The domain is isotropic, so any operations dependent on this isotropy are simpler to
express correctly (e.g. numerical Jacobian and smoothing).
Constraint formulation
Similar to a regular grid for a quadrilateral domain, we apply a regular tessellation to the trian-
gular domain recursively so that there are always 2N triangle edges on any of the three domain
borders (figure 5-14). The set of constraints is then simply the unique set of all edges in the
domain.
We observe that the regular tessellation of the triangle is identical, with regards to con-
nectivity, to the triangulated regular tessellation of a square, split at one of its two diagonals
(figure 5-15 ). This allows us to use the same parallel sets of constraints, excluding one trian-
gular half and all constraints of one of the two shear constraint directions.
Further in this section, we will use the indexing scheme of the regular quad to retain consis-
tency. Based on the mapping in figure 5-15, the range of indices is all rows i ∈ [0, N − 1] and
each column ji ∈ [0, N − 1− j].
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(a) Regular tessellation (b) Hierarchy
Figure 5-14: Regular tessellation and hierarchy of triangular domain. In the hierarchy, the coarsest
level is shown by red, followed by finer levels shown in green, purple and black.
(a) Quad domain (b) Quad domain, skewed (c) Lower-left triangle
Figure 5-15: Correspondence of a regular (tessellated) quadrilateral domain to a regular triangle do-
main.
Hierarchy differences
Similar to the quadrilateral domain, successive regular tessellation of the triangle domain creates
a natural hierarchy, as each subdivision creates a finer level in the hierarchy. The main difference
in the handling of the hierarchy is the process of intepolating at a level the simulated values of
the immediately coarser level.
In the triangular domain, such interpolation is much simpler, as each point Wi,j in level
k − 1 connects to only two points that are parts of both level k − 1 and coarser level k. More
specifically, the two coarser level points are colinear and equidistant to Wi,j . The propagation




s← 2k// grid vertex stride
o← 2k−1// grid vertex offset
e← 2N−1−k// elements
for each row i = 0 to e do
for each column j = 0 to (e− i) do
r ← is;
c← js+ o;
Wr,c ← 12(Wr,c−o +Wr,c+o);
Wr+o,c−o ← 12(Wr,c−o +Wr+2o,c−o);
Wr+o,c ← 12(Wr,c+o +Wr+2o,c−o);
end
end
Algorithm 5: Propagation of point values W of a regular triangle grid in level k+ 1 to a finer
level k. Only points existing in hierarchy level k or finer are written to.
Smoothing
We apply regular Laplacian smoothing to the triangle grid, with specific handling for the bor-
ders, similar to the quadrilateral grid case. The algorithm for smoothing any level k of the
hierarchy is shown in figure 6.
5.9.2 Warping domain generalisations
There are a few generalisations related to the warping domain that lift some of the apparent
restrictions of the method: Changing the ROI discretisation and changing the shape of domain.
Changing the region-of-interest discretisation
We have described that our method works with ROIs consisting of quadrilaterals and triangles,
so it is straightforward to use the existing discretisation of the mesh: an artist can select a
number of faces which are going to be simulated, one at a time or many in parallel. In the case
that the existing selection is problematic, such as containing several very small faces, we can
use alternative disretisations that are a better fit (5-16). Such discretisation can be constructed
by remeshing the ROI as desired (boundaries would need to remain unaltered) and provide a
bijective mapping between the new and old ROI mesh.
A different discretisation offers control over boundaries and constant points, thus driving
the behaviour of the simulation in a flexible and controllable way. The associated costs amount
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(a) Original (b) Simplified (c) 3D mesh
Figure 5-16: Using a different dirscretisation as the warping domain (5.9.2). The original mesh (c)
contains very small faces near the eyes, lips and nose; warping would have a small effect, as texture
detail cannot move outside of face boundaries. The texture-space mesh (a) is also the warping domain.
Rediscretising the domain can allow for larger faces of similar size, thus improving the warp potential
(b). Care needs to be taken so that creases lie on face edges, as our solver’s stability depends on smooth
geometry changes in each face domain.
to the storage requirements and evaluation of the bijective mapping function between the points
of the two ROI meshes.
Changing the shape of the parameterisation domain. The
Currently we have described how the optimisation works for regular quadrilateral and trian-
gle domains. These domains provide: a) natural level-of-detail (LOD), which is useful for the
hierarchical version of the algorithm, b) good quality meshes, which are beneficial for the con-
vergence and stability of the simulation and c) wide availability, as most 3D animated models
are composed of triangles and quads. However, there can be cases where such strictly defined
shapes are too restrictive, for example a circular ROI or other irregular shapes, and using a
mesh of small triangles/quadrilaterals to approximate the ROI shape would introduce unneces-
sary border/corner restrictions. For such cases, we can directly use a triangle mesh instead of a
regular tessellation of a square or triangle.
Such a triangle mesh acts as a 2D piecewise-linear function for sampling geometry and
texture, and as such can be warped while keeping the boundary constant. As our simulation does
not rely on any intrinsic property of the regular triangle/square domains except for efficiency,
any non-overlapping good-quality 2D triangle mesh can be used. In order for such a mesh to
be used in the hierarchical version of our algorithm, a hierarchy needs to be established for
the mesh, selecting a subset of vertices in each hierarchy level and providing an interpolation
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function for the propagation of calculated warps to finer levels.
5.9.3 Inverse warp function
Our method normally generates a warp W that transforms the geometry on the mesh using the
same UV coordinates. Some applications might not support changing the geometry, and as such
we can generate the inverse warp W−1, due to the fact that W is bijective.
In order to invert the dense warp, we can simply perform a scattered data interpolation:
the scattered points and values represent the warped coordinates for sampling the geometry
and original texture coordinates respectively, and we sample at the locations of the original
geometry sampling coordinates. The LBS approximation is agnostic to if the warp is inverse or
not, so it can be used in the same way.
5.9.4 Inverse rigidity warp
In some cases, a solid material could cover a very large percentage of the surface of a face. In
such a scenario, under compression of the surface, local optimisations are ineffective and the
stability of our Jacobi-based solver reduces as the result of constraint projection oscillations.
The oscillations happen as the majority of the constraints are rigid (and therefore project rather
than interpolate) and there is no local low-energy state.
To resolve such cases, we reverse the logic of the optimisation process: we solve for the
stretch/compression of non-rigid areas, while the rigid areas interpolate smoothly. The optimi-
sation process is modified as follows.
In the ideal case we want to calculate a content-warp that results in equality of surface areas
in the original and deformed frames:∫
S
|P ′is × P ′it |(1 + k(1−R(s, t)))dsdt =
∫
S
|P ′orgs × P ′orgt |dsdt (5.17)
Factor k represents the relationship of the rigidity at a point to how much the local area
should scale. As we use a discrete approximation of the domain (triangle mesh), factor k of
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(a) Original (b) Warp (c) Inverse rigidity warp
Figure 5-17: Rigidity inversion and average distortion correction for faces with a very large rigidity
percentage. In this scenario, the face has been compressed by 50%, and as such, rigid features in texture
space need to expand to compensate for the compression. On the left, the rigidity map of a face is shown
on the simulation grid (a). In the middle, the calculated warp results in overlaps, even in the most
conservative settings, due to the very high percentage of fully rigid areas (b). On the right, the inverse
rigidity warp method that we describe in section 5.9.4: the non-rigid areas are warped (compressed in
this case) while the rigid areas interpolate (c).





















whereK is the number of triangles, Aorg(i) andAdef(i) are the areas for the i-th triangles of
the original and deformed surface respectively, and Ri is the average rigidity for i-th triangle.
An example is shown in figure 5-17.
5.9.5 Offset layer warp
We extended the optimisation to be applicable to offset surfaces over the base surface, con-
structed by using the existing parameterisation and moving the geometry towards the direction
of the normals by a specified amount (see ETN in section 2.4.3). Optimisation of offset surfaces
can be used for re-parameterisation of the volumetric space over the surface. Warps calculated
for a set of offset surfaces of increasing displacements can be used to construct warps at any
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displacement d by interpolating the calculated warps.
A naive way to calculate the warp for an offset surface is to replace the geometry function
D(s, t) with one that samples the geometry of the offset surface: Q(s, t, d) = D(s, t)+dN(s, t)
where N(s, t) is the normal at point D(s, t). Such an independently calculated warp is not
guaranteed to move in a similar way to the warp calculated for the base surface, and as such
it can demonstrate a lot of shearing. While we can prevent shearing by introducing energy
terms to the optimisation that force the warp to move towards the direction, this increases the
computation cost and complexity.
We propose a different solution: to calculate the warp as a modification to the base surface
warp. While the normal simulation calculates a dense grid of new texture-space positions, the
simulation for the offset surfaces calculates offsets from the base surface warp – the result is
that the offset surface will always follow the base surface. The computational complexity of
this approach is almost identical to the standard approach, with small differences in some of the
individual steps, which we describe below:
• Constraint projection. Every input sample point from the dense mesh is first offset
by the respective point in the base surface warp. Similarly, at the end of the step and
before writing the sample point to memory, it is offset back the same amount. The energy
function uses Q(s, t, d) instead of D(s, t) to sample geometry for the current (deformed)
frame.
• Edge propagation. For read-only edges, the edge points are set to 0 (as they represent
offsets) instead of linearly distributed values along the edge.
5.10 Summary
In this chapter we presented a technique to re-parameterise texture space of a selection of faces
on an animated model, such that important rigid features mapped on these regions are preserved
when the surface deforms. Rigidity maps support scalar and dynamic rigidities without any
added costs in performance or storage. The re-parameterisation is further approximated with
LBS transformation, so that run-time warping is even faster with relatively low storage costs.
Our experiments demonstrate that local editing with distortion control can be achieved at
real-time rates. Comparisons with existing state of the art methods also show our method to
better preserve local texture deformation – minimising distortions and artefacts.
The technique can be applied to reduce elastic distortions in animated texture-mapped sur-
faces that represent materials with heterogeneous deformation properties. Our real-time local
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editing means that in modeling packages, artists can deform texture-mapped surfaces without
having to add extra vertices or alter the parameterisation. In offline rendering, warps can be
calculated for massive datasets with scalable storage costs. In real-time rendering, different
animated characters can share the base model and animations while warping per-face parame-
terisations according to their unique textures.
Currently, due to the per-face nature of our algorithm, distortions are minimised more ac-
curately when rigid areas are bounded to a face. However, as our technique is proposed to
work with coarse meshes with high-detail texture maps, in practice the issue would not be en-
countered. Finally, although we use triangle area constraints to minimise potential folding of




s← 2k// grid vertex stride
o← 2k// grid vertex offset
e← 2N−k + 1// elements
for each row i = 0 to e do
for each column j = 0 to (e− i) do
r ← is;
c← js+ o;
Bbottom ← i = 0// bottom border
Bleft ← j = 0// left border
Bright ← j = (e− i− 1)// right border
// Ensure that it’s not a corner point; require a max
of 1 border
if (Bbottom +Bleft +Bright) < 2 then
if Bbottom then
Wr,c ← 12(Wr,c−o +Wr,c+o);
end
else if Bleft then
Wr,c ← 12(Wr−o,c +Wr+o,c);
end
else if Bright then












In this chapter, we first discuss the methods that we have developed: content-aware texture
mapping using grid (4) and per-face (5) warping. As the techniques have been detailed in the
previous two chapter, here we discuss them in terms of how they relate to each other (6.1).
We follow with an abstraction that uses such methods to warp the volumetric space over the
surface (6.2). We then describe how the developed methods can be applied to production work-
flows (6.3). Finally, we present the role of mesh deformation as a complementary rather than a
competing method to achieve our stated goals (6.4).
6.1 Methods discussion
In this section we discuss the methods that we have developed. We first summarise their individ-
ual traits; inputs, outputs, performance characteristics and restrictions (6.1.1). We then follow
with comparisons in terms of these traits: how they differ and how they complement each other
(6.1.2).
6.1.1 Individual traits
Here we provide a summary of the various aspects of the developed methods that will serve as
a high-level overview for the following section.
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Grid warping
Grid warping focusses on warping individual convex quadrilateral areas in texture space given
a rigidity map. It uses the following main inputs:
• Convex quadrilateral faces in texture space
• Rigidity map per such face
• Starting rectilinear grid overlay (optional)
The method generates piecewise-linear warps in the form of deformed grid overlays that
correspond to provided or generated input grid overlays – the optional input above. One variant
of this method generates axis-aligned deformed overlay grids: horizontal and vertical lines from
the input grid are offset by some signed values. Another variant generates non-axis-aligned
deformed overlay grids: a rectangular cell from a starting axis-aligned grid is deformed to an
arbitrary convex quadrilateral using bilinear interpolation. For both variants, the inverse of the
warp is also provided.
Axis-aligned grid warps can be computed in real-time due to the small number of unknowns
in the non-linear solver. For the same reason, they require very little storage: a M × N cell
grid requires M + N − 2 scalar values per animation frame. Non-axis-aligned grid warps are
slower to compute (still real-time for small grids) and require more storage, as the number of
unknowns is (M − 1)× (N − 1)× 2 per animation frame. A performance comparison between
the two can be seen in table 4.1.
The main limitations in the axis-aligned method is the alignment requirement for rigid fea-
tures: a strip of cells needs to contain similar rigidity values. Non-axis-aligned grid warps
reduce this limitation so that only individual cells need to contain similar rigidity values within
them.
Per-face warping
Per-face warping calculates warps for several connected triangular or convex quadrilateral areas
in texture space given rigidity maps for each area. It uses the following main inputs:
• Connected convex faces in texture space
• Rigidity map per such face
The method, similar to grid warping, generates piecewise-linear warps in the form of de-
formed 2D meshes that map to a starting regular tessellation of each area. As the generated
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warps can be quite dense, an additional method generates Linear Blend Skinning (LBS) ap-
proximations using implicitly-defined weights. The inverse of the warp is also provided.
The warps, as well as the LBS approximations, can be computed in real-time. Parallelism
is used extensively: A warp for a face is calculated in parallel to warps for other, non-adjacent
faces. Additionally, regions within individual warp areas are calculated in parallel. Memory
consumption is dependent on the grid resolution: an M ×N cell grid requires (M − 1)× (N −
1) × 2 scalar values per animation frame. For a lot of faces, storage costs can become quite
high. The LBS approximation significantly reduces the storage costs per animation frame to
K × L× (2× 3), where K << M , L << N .
The warps generated by this method are limited within faces; a point on a face cannot be
mapped to a point on another face. Points can move along the edges but corners remain constant.
Additionally, areas with high overall rigidity that compress are difficult to warp, as features do
not have enough space to expand, leading to instabilities in the optimisation.
6.1.2 Method comparisons
All the developed methods and variants have the same base goal: real-time re-parameterisation
of a textured area on a deforming model using spatially-varying distortion control maps. There-
fore, the warps exhibit several common elements:
• Rigidity maps. The use of a map to control where distortion is least desired. These maps
can range from 0 to 1, where 0 represents an infinitely elastic material and 1 represents a
fully rigid material.
• Bounded, bijective warps. The warps remap a domain onto itself, and the boundary of
the domain remains unaltered. The mapping is also bijective and therefore invertible. All
methods calculate warps for the geometry functions, using the original parameterisation
to sample texture. Due to the bijective property, inverses of the warps can also be cal-
culated for use with the texture parameterisation, using the original parameterisation to
sample geometry.
• Control over sliding. All methods provide control over how much sliding is allowed in
a local region in the warping domain.
• Interactive performance. All methods calculate warps in real-time, while per-face
warps are the most efficient for complex detail and/or large areas to be remapped.
Additionally, the warps differ in several aspects:
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• Limitations. Axis-aligned warps are limited in how rigid features are located on the
model. Non-axis-aligned grid warps exhibit shearing which is visible when rigid features
cross cell boundaries. Per-face warps lift that limitation, but pose a different restriction:
subsets of the whole area that is remapped – i.e. the individual faces – are bound by the
local warp within their subdomain. This restriction prevents features from moving across
faces.
• Detail complexity. Per-face warps support much greater texture complexity than grid
warps for the same computational cost. Axis-aligned grid warps are more restricted in
complexity due to alignment restrictions as mentioned above.
• Storage cost. Axis-aligned warps have the lowest cost of all warping methods. Non-
axis-aligned grid warps and per-face warps have essentially the same cost, as they store
all 2D points on the deformed grid(s). The LBS approximation further reduces the storage
cost of per-face warps by approximating the dense 2D grids with much lower resolution
of grids composed of 2× 3 transformation matrices.
An interesting fact is that the methods can be used in conjunction. We have described
how per-face warps generate sub-warps for many faces in parallel and how grid warps, as well
as per-face warps, require a constant boundary. These characteristics allow grid warps to be
used within the per-face warping framework, substituting the modified Position-Based Dynam-
ics algorithm with the Levenberg-Marquardt solver. Therefore, quadrilateral faces that exhibit
aligned features can use axis-aligned grid warps, which require minimal storage, while the re-
sulting quadrilateral boundary parameterisation can be used as a constant input for adjacent
faces that will get reparameterised as well.
6.2 Parameterisation of volumetric domain
Our methods warp the 2D parameterisation, but can also be abstracted in order to warp a vol-
umetric domain, a shell over the surface. Let f be the function that calculates the warp for a
given geometry frame D, the rest pose geometry O and a starting solution Wo(s, t) = (s, t):
W = f(D,O,Wo) (6.1)
Additionally, let Q(X, d) be a function that calculates the offset surface of geometry X at a
distance d using ETN (section 2.4.3). We can then calculate warps for an offset surface at at any
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distance d as normal, but using the offset geometry and an already computed warp as a starting
point:
Wd = f(Q(D, d), O,Wd−h), where h ≤ d (6.2)




f(D,O,Wo), if i = 0
f(Q(D, di), O,Wdi−1), otherwise
This allows for local solutions that prevent shearing along the surface normals as a side-
effect. It is up to the individual algorithms to handle flipped primitives in the offset surfaces. The
resulting set of warps can be interpolated to obtain values for any offset surface with distance
x, 0 ≤ x ≤ dN−1, thus allow reparameterisation of the whole 3D shell.
6.3 Applicability to production workflows
The developed methods can be easily integrated in video game or film workflows. Two major
common components of such workflows is the interactive, iterative process used by the artists
and the precalculation (or “baking”) of data for faster evaluation.
Our methods augment the interactive process. An artist developing an animation for a
textured model containing areas sensitive to deformation distortion can dynamically paint and
adjust the rigidity map (as well as other simulation parameters) and get immediate feedback on
how the texture looks and deforms over the animated surface. For even greater flexibility and
better performance, artists can select for correction parts of the parameterised surface area in
parts of the animation.
The methods are also useful for baking, in a variety of scenarios. For example, in keyframe
animation, all geometry deformation is known a priori, and as such, we can precalculate all the
parameterisation warps. In real-time, the warps can be played back very efficiently. When the
warps are too dense for real-time performance, the LBS approximation can be used to reduce
storage costs (5.5).
In some cases, the parameterisation cannot be altered (e.g. Ptex, where the parameterisation
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is implicit). When deforming the geometry of a textured model, these methods can be used to
preserve the texture features in the original pose. At the end of such a deformation, the generated
warp can be used to bake a new texture map usable with the original parameterisation, that looks
identical to the original texture map using the warped parameterisation.
6.4 Mesh deformation as an alternative
Given the reasonably complex approach that we have presented in the previous chapters, it is
understandable to question why the proposed approaches are a better alternative than related
techniques that achieve similar results. Earlier in the introduction of this chapter (3.1), we
described a manual artist process as an alternative which is significantly time-consuming. Here,
we describe how the main alternative, mesh deformation, achieves different goals and does not
solve the problem that we do.
As we described earlier in section 3.2, techniques that achieve similar results are either
parameterisation techniques, which in general are not content-aware and slow, or mesh defor-
mation techniques, which can be interactive and can preserve structural properties of the mesh.
Mesh deformation methods use reduced parameter spaces (e.g. points, skeletons, control cages)
to control deformation of meshes with resolution significantly higher than the control parame-
ter space. Structural properties that can be preserved depend on the shape of the mesh in the
rest pose. For such methods, variations in the material on an otherwise flat (or smooth) mesh
cannot be detected and preserved. Exceptions exist with support for heterogeneous materials
but constrained ([94, 61]) or unconstrained ([20]) deformation spaces.
Our methods are actually complementary to many mesh deformation methods: Using mesh
deformation we can deform a coarse mesh from a pose to another, preserving global structure
and shape and minimising parameterisation distrortions by not deforming primitives dispropor-
tionally. We use the deformed pose as input and warp the parameterisation domain, reducing
the parameterisation distortions in a content-aware way at a scale not captured by (and not in-
teresting to) the mesh deformation method. Additionally, we preserve the shape that has been
provided by the mesh deformation method as we only apply fine scale corrections that do not




In this chapter we will first provide a summary of our contributions and then conclude with
discussing potential directions for further research.
7.1 Summary of contributions
We have proposed methods for dynamic, interactive re-parameterisation of textured models
that take into account the material elasticity variation over the texture. We have shown how
such re-parameterisations can be used in a variety of industry applications. Artists can modify
animations of textured meshes with textures being warped to reduce distortions introduced by
animations. Similarly, artists can modify the shape of objects while preserving the shape and
size of mapped features. Video game developers can reuse the same animation and geometry for
models that differ only in texture, by providing warps alongside the different textures. Another
video game use-case is application of “rigid” decals on deforming geometry, where the warps
need to be calculated in and around the area that the decals occupy. High-resolution texture
warps can be calculated for film-quality assets as an offline process. Approximations of such
high-resolution texture warps can be precalculated for use in real-time applications. Texture
materials can be dynamic and change elastic properties while the surface they are mapped on
deforms, as the warps can automatically adjust to such changes. All these applications can be
made possible by the contributions detailed in this thesis, which can be summarised as follows:
• We have introduced the notion of a spatially-varying distortion control map, or rigidity
map. This map represents how elastic should a texture area appear to be under deforma-
tion of the surface that it is mapped on. We have shown the usefulness of the map as a
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content-aware metric in the dynamic re-parameterisation methods that we developed.
• We have developed a content-aware re-parameterisation method for arbitrary convex
quadrilateral areas in texture space. This method can be used to control how texture de-
forms under deformation of the surface that it is mapped on. The re-parameterisation re-
quires minimal user input (ROI selection and rigidity map) and the warp is the piecewise-
linear deformation of a grid over the ROI. The calculation of the warp is guided by con-
straints that are used to prevent folds, control sliding and guide solutions for looping
animations. We developed two variants for the grid-warping: axis-aligned and non-axis-
aligned. The axis-aligned variant has minimal storage cost, is real-time for moderately-
complex detail but has restrictions in terms of detail complexity. The non-axis-aligned
variant has low storage cost, is real-time for simple detail but has less restrictions than the
axis-aligned variant. Both variants also support dynamically modified (e.g. procedurally
generated or interactively modified) rigidity maps.
• We have developed a content-aware re-parameterisation method for a ROI consisting of
a selection of connected quadrilateral or triangular faces. Similar to above, this method
can be used to control how texture deforms under deformation of the surface that it is
mapped on. The re-parameterisation is per-face and is compatible with any texture map-
ping method, including Ptex. The method requires minimal user input: a selection of
faces to re-parameterise, a rigidity map and optionally a mass map to control sliding.
The performance is real-time for complex detail. The method also supports dynamically
modified (e.g. procedurally generated or interactively modified) rigidity maps without
drawbacks.
• We have developed a real-time approximation method for dense grid-based piecewise-
linear warps, such as the one previously described. This method generates a set of trans-
forms for LBS using implicitly-defined weights, reducing the storage requirements of the
warp by several orders of magnitude.
• We have described methods to get inverse mappings (warping geometry or texture) for
all re-parameterisation methods, including the LBS approximation.
• We have provided a generalisation for re-parameterisation of the volumetric space in the
shell defined by the ROI and its outwards extension towards its normals.
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7.2 Conclusions and future work
In this thesis, we set out to study how to improve realism in complex surface detail in deforming
3D models. We have researched state-of-the-art methods for rendering complex mesostructure
of animated models in an interactive context. We focussed on an aspect that is present in ren-
dering of mesostructure detail of any complexity: visual artifacts caused by parameterisation
distortion changing by deforming parameterised models.
We have shown that realism of deforming models that exhibit complex surface structures
can be achieved by dynamically warping the parameterisation that is used to map the surface
detail on the deforming model. We have introduced a metric for relative elasticity of mapped
materials. The warps then become content-aware, taking into account relative elasticity as a
heterogeneous varying surface property. We have developed several types of warps with varying
properties, such as storage requirements, efficiency, texture complexity and parameterisation
domain. We have demonstrated the wide array of applications that such warps can provide,
from quality-focussed CGI for films to performance-focussed video games.
There are several directions that this work can be taken in. The per-face warping framework
is flexible in the error function that gets minimised. As such it is possible to calculate content-
aware warps of any data that can be mapped on a surface and is sensitive to geometry changes,
such as BTFs. Another direct extension that builds on this flexibility, is calculation of 3D warps
for volume-preserving remapping of shell space. For added flexibility, the framework can be
extended to alleviate the warp domain limitation – not crossing face boundaries. Another natural
application and extension of content-aware warps is face animation digital acting, using facial
muscle and material information to develop rigidity maps and drive fine-detail deformation and





Given a 3D density field D(u, v, w), normals can be obtained as follows:
Nˆ(u, v, w) = − ∇D(u, v, w)‖∇D(u, v, w)‖ (A.1)
If the density field is given as a volumetric texture-mapped to the surface’s shell space, the
obtained normals need to be transformed according to the shell space transformation. Using
the generalisation of the Taylor series, G(~q) can be approximated at a point ~p = {a, b, c} for
unknown ~q = {u, v, w} by its Jacobian J(~p) and a translation:
G(~q) = G(~p) + J(~p)(~q − ~p) (A.2)
As the Jacobian represents the linear part of the transformation, its inverse transpose can be
used to transform the normal:
Nˆ(u, v, w)′ = J(u, v, w)−1TNˆ(u, v, w) (A.3)
= −J(u, v, w)−1T ∇D(u, v, w)‖∇D(u, v, w)‖ (A.4)
Note that after the transformation, the magnitude of the normal might not be 1.
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Appendix B
Distance transforms and deformations
Euclidean distance transforms can be applied to mesostructure shape data to produce a reprenta-
tion for fast ray traversal [14]. Given a mesostructure surface in a shell volume SM , a texture-
space unsigned distance field volume DT(u, v, w) can be defined as:
DT(u, v, w) = min
~pM∈SM
(‖(u, v, w)− ~pM‖) (B.1)
A signed distance field can be obtained for orientable surfaces without boundaries by checking
if the closest point is above or below the surface, which can be computed by checking the sign
of the dot product of the surface normal and the distance vector.
Given a warp function W (u, v, w) of the volume (e.g. the shell mapping G(u, v, w)), equa-
tion B.1 becomes:
DTW(u, v, w) = min
~pM∈SM
(‖W (u, v, w)−W (~pM )‖) (B.2)
In order for DTW(u, v, w) to be equivalent to DT(u, v, w), W needs to be an isometric trans-
formation. Given the generally non-affine nature of the deformation of shell space volumes, it
is very unlikely that this requirement will be fulfilled in a per-face (prism or hexahedron) basis,
so distance fields cannot be used for deformable surfaces without introducing distortions. This
can be seen with a simple example in figure 2-10.
The distance field of a grass texture, computed in texture space, is mapped on a quad.
Sampling the top-right corner point would result in a safe distance to traverse. When the quad
is undeformed, there are no errors. When the quad is deformed, the texture space deforms as
well, as it is defined by coordinates at the quad’s endpoints. In this deformed space, distances are
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not isotropic anymore, and, compared to the original space, they can be either too conservative,
requiring more steps, or too large, skipping opaque regions in the distance field. Marching
directly in texture space would eliminate this problem, but in that space rays would need to




Following the format in [41], trilinear mapping for a cuboid volume pxyz , {x, y, z} ∈ {0, 1},
can be expressed in a parametric form as follows:











where the values (s, t) represent the bilinear parametric coordinates of top and bottom

























−1 1 1 −1 1 −1 −1 1
1 −1 −1 1 0 0 0 0
1 0 −1 0 −1 0 1 0
1 −1 0 0 −1 1 0 0
−1 1 0 0 0 0 0 0
−1 0 1 0 0 0 0 0
−1 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0

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The above applies for extruded quadrilaterals. For prism volumes, defined by triangles
PABCbot and PABCtop , the mapping is simpler:









where the values (s, t) represent the barycentric coordinates of top and bottom triangles,

































1 1 −1 −1 0 1
−1 0 1 0 0 0
0 −1 0 1 0 0
−1 −1 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0

Both mappings exhibit C0 continuity with adjacent volumes, as they do not take into ac-
count any neighbouring information.
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Appendix D
Derivation of Energy for Axis-Aligned
Deformation
We want identical lengths for a small segment (s0, s1), where the geometry function can be
considered as piecewise-linear.
∥∥D(s′1)−D(s′0)∥∥ = ‖O(s1)−O(s0)‖
Because s′ = f(s) = cs+ d, the above can be further rewritten as:
‖D(f(s1))−D(f(s0))‖ = ‖O(s1)−O(s0)‖
The function f(s) can be also written as follows:
f(s) = s′0 +
s− s0
s1 − s0 (s
′
1 − s′0)




Divide by s1 − s0 to be able to convert it to derivatives:
‖D(f(s1))−D(f(s0))‖




Rewriting H(x) = D(f(x)) leads to:
‖H(s1)−H(s0)‖
s1 − s0 =
‖O(s1)−O(s0)‖
s1 − s0 ⇒∥∥H ′(s)∥∥ = ∥∥O′(s)∥∥ ⇒
|f ′(x)|∥∥D′(f(x))∥∥ = ∥∥O′(s)∥∥
|f ′(x)| ∥∥D′(f(x))∥∥− ∥∥O′(s)∥∥ = 0
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