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THE MATHEMATICAL  THEORY OF  CHAOS 
DENIS BLACKMORE 
Department of Mathematics, New Jersey Institute of Technology, Newark, NJ 07102, U.S.A. 
Abstract--The basic concepts of the mathematical theory of chaos are presented through abrief analysis 
of some interesting dynamical systems in one-, two- and three-dimensional space. We start with a 
discussion of interval maps and observe that when such maps are monotonic, their iterates behave in an 
orderly fashion. Then, by way of contrast, we study a well-known quadratic map whose iterates clearly 
manifest the archetypal characteristics of chaos, such as period-doubling bifurcations and the existence 
of a strange attractor. As a means of indicating that mappings in two dimensions yield a richer variety 
of chaotic regimes than do interval maps, we next discuss the horseshoe and solenoidal mappings of the 
two-disk. Dizzying forms of chaos emerge from these mappings, but there is an irony--the chaotic 
behavior can be characterized in an orderly way. We conclude with a cursory examination of the Lorenz 
differential equation in three-space: a primary source of the recent interest in chaos theory. 
The two most widely used definitions of chaos are the following: a state of nature completely 
devoid of order, and intense confusion or disorder associated with unpredictable activity. Of 
the two, the latter--the dynamic as opposed to the static--is the more popular and most apropos 
of the mathematical theory of chaos. The lure of chaos theory is the way in which simple 
mechanisms can lead to startling complexity; the promise is that in its mastery lies the key to 
unlocking the secrets of physical phenomena, such as turbulence, which have eluded satisfactory 
scientific analysis. Our purpose in this note is to introduce several concepts of chaos theory by 
a cursory examination of some models in one, two and three dimensions. 
1. ONE-DIMENSIONAL CHAOS: INTERVAL MAPS 
The iterates of interval maps (functions f:l --9 I, where 1 = [0, 1 ] is the unit interval of 
the real line) provide a rich source of chaotic behavior. For a given point x of I the iterates are 
f(x), f(f(x)) = fe(x) ,  f l f2 (x ) )  = f3(x)  . . . . .  f ( f " - ' (x ) )  = f"(x) . . . . .  etc. A point x satis- 
fying f(x) = x is called afixed point off .  Note that if x is a fixed point, all the iterates stay 
at x. If the iterates tray from x but return after a minimum of n > 1 iterations, we say x is a 
periodic point of period n; the set of iterates {x, f ix) . . . . .  fn-~(x)} is called a periodic orbit 
of period n or just an n-cycle, for short. A subset S of I is called an invariant set if the iterates 
of every point in S stay in S. For example, fixed points and periodic orbits are easily seen to 
be invariant sets. An invariant set is said to be an attractor or a repellor if the iterates of points 
near, but not in, S eventually approach or recede from S, respectively. 
For convenience we restrict ourselves to smooth maps (functions having continuous de- 
rivatives of all orders). As a nice contrast to chaos, we first consider monotonic interval maps; 
these are functions J21 ~ I whose derivative f '  does not vanish. An interval map with positive 
derivative is illustrated in Fig. 1. The points at which y = fix) intersect y = x are the fixed 
points off ;  these consist of the points x <'~ = 0, g2t = ~,3 g51 = ~. and the interval J = [½, ~]. 
Given Xo, there is an easy way to locate fix0): simply draw a vertical line through x0 until it 
hits the graph at p, then draw a horizontal line through p until it intersects y = x at q--the x 
coordinate of g isf(xo). By repeating this process the orbit or itinera,yxo, x~ = f(xo), xz = f2(x0) . . . .  
can be traced. This construction is shown for two starting points x0 and x0 in Fig. 1. The reader 
can easily verify that x <1~ and x <3~ are attractors and x <2~ is a repellor, while J attracts nearby 
points on its left and repels nearby points on its right. Perhaps the reader can now postulate 
and prove a general statement about the iterates of monotone increasing interval maps? For 
example, it is not difficult to see that the only possible invariant sets are composed of fixed 
points, and the iterates behave in an orderly way--no chaos exists. 
Monotonically decreasing interval maps do not produce chaos either. Consider the map 
shown in Fig. 2. This function has a single fixed point at x + = ~. As a matter of fact, every 
decreasing interval map has a unique fixed point. The fixed point x <'~ is a repellor andf  has a 
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Fig. I. Graph of function with f '  > 0. 
2-cycle {x (2) = ~, x/3~ = -~} which is an attractor. These properties can be checked by following 
the itineraries of x0 and X'o. At this point the reader might like to try to prove a general theorem 
about decreasing interval maps; toward this end it is useful to observe that i f f  is decreasing, 
f2 is increasing. Certainly, apart from the unique fixed point of a decreasing f,  all other invariant 
sets must consist of 2-cycles. Before going on to chaos, one last observation is in order: in 
both of the foregoing examples the attractors are characterized by [f'L < I and the repellors by 
If'l > 1; this is not an accident, but a general rule. 
If we want chaos, we now see that monotonic interval maps will not do. A family of 
interval maps which is quite simple, but produces chaos nevertheless, is the following: 
f~(x) = 4Xx(l - x), 
with 0 < h < 1. This family has been studied extensively by a host of mathematicians and 
scientists. In Fig. 3 the graphs for the cases h = .5, h = .8 and h = .9 are drawn. The 
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Fig. 3. f~ for h = .5, .8 and .9. 
Fig. 2. Graph of function with f '  < 0. 
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function f~ achieves its maximum value of h at x --- .5, as can be shown by solving f;, = O. 
The behavior of the iterates for these three cases differ markedly: f5 has but two invariant sets 
x = 0 and x = .5, where the first is a repellor and the second fixed point is an attractor; f8 
has fixed-point repellors x = 0 and x = ~,  and a 2-cycle {x = .51, x --- .80} which is an 
attractor; f9 has periodic orbits of all periods 2" and much more--the iterates are chaotic. 
To see how fx goes from order to chaos, first note that the fixed points are x = 0 and 
xk 1) = (4h - 1)/4h, as can be seen by solving 
A(x)  = x.  
We note that If'~(x~J))l is less than 1 when 0 < X < Xz = ~ and greater than 1 when hj < h < 1. 
The equation 
/~(x )  = x 
has just two real roots, x = 0 and x~ l) for 0 < h < hi. But as h passes through hi, the root 
x~ ]) becomes a root of multiplicity 3 at h~ and then splits or bifurcates into three real roots 
~tzl < x~)) < x~2). The set Ck ]~ = {x~ "~, ~L21} is a 2-cycle off~ for X > Xc. This phenomenon 
is known as period doubling, and is illustrated in Fig. 4. The fixed points x = 0 and x~ ]~ are 
repellors and C~ ]~ is an attractor. Replacingf~ by f~ and tracing the roots of f~(x) = x, we find 
there exists h2 - .86, at which each of the roots x~ TM and ~2~) bifurcates into a pair of new 
roots. For h > h2, x = 0, xt~ ) and Ck ~) are joined by the 4-cycle C(k 2) = {X(k TM, X(K 22), X (23), X(24)}. 
Continuing in this way we find a sequence hj < h2 < h3 • • - (converging to h~ = .89) of 
values at which period doubling takes place; more precisely, for h, < X < h,+~,fx has repellors 
x = 0, xk I), Ck '~ . . . . .  Ck "-]) and a 2"-cycle 
c~") = {~:" ,  x~ "2~ . . . . .  ~:2°,} 
which is an attractor. For h > h~ the iterates offx are chaotic: there are 2"-cycles for every 
n > 0, aperiodic points arbitrarily close to periodic points, and nearby points yield widely 
separated points after only a few iterations. 
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Fig. 4. f] for h = .7 and .8. 
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Feigenbaum observed the following convergence properties for this model: 
X(n- 1,1)  __  ~(n -  1,2)  
k n "~'k. 
~.n _ ..c.2) > o~ - 2.50 
n + I 'm~'n ÷ I 
asn ,  ~ oo. 
k. - k._l 
~ -- 4.67 k.+l - k. 
Moreover, these convergence properties persist for graphs of the same basic shape as that of 
f~; this so-called metr ic universal ity has since been proved by Lanford. The fact that this metric 
universality occurs in a number of mathematical models of important physical phenomena (the 
Navier-Stokes equations, for example) is largely responsible for the recent activity in chaos 
theory. 
Another interesting feature of the f~ model is the appearance of a strange attractor in the 
chaotic regime kc < k < 1. A strange attractor is, roughly speaking, an attractor with a very 
complicated structure; an n-cycle, for example, is far too simple to qualify for strangeness. 
More precisely, a strange attractor is one that is composed of Cantor sets. A typical Cantor set 
may be described as follows: Let 10 = [0, 1] be the unit interval. Divide I0 into five equal 
subintervals and denote the second and fourth subinterval by I l l  and 112, respectively. Note that 
111 = [.2, .4] and I]2 = [.6, .8]. Now repeat this process with each of the new intervals, thereby 
creating I2L, 122, 123, and then continue ad infinitum. These intervals are shown in Fig. 5. 
At the nth state of the construction we have the following set: 
C~ = l~j O 1.2 O • • • U 1.2n. 
The intersection of all these sets is a Cantor set, and its structure is rather complicated. If the 
reader now studies the way in which new cycles are created forf~ by period doubling, a strong 
resemblance to the Cantor-set construction should be manifest. It is then plausible to assume 
that the attractors C~ ") converge, in some sense, to an attractor which is a Cantor set as k ~ k~. 
It can actually be proved via this line of reasoning thatfh as a strange attractor when kc < k < 1. 
2. TWO-DIMENSIONAL CHAOS: HORSESHOES AND SOLENOIDS 
By the disk D we mean the subset of the plane consisting of all points on and inside a 
circle. We now graduate from interval maps to disk maps jSD ~ D, thereby tapping an even 
richer vein of chaotic behavior. Just two examples will be considered: Smale's horseshoe and 
Blackmore's solenoid. 
The horseshoe can be described by simply specifying the imagef(D) under the mapf. To 
this end, it is convenient to subdivide the disk into pieces A, Q and B as shown in Fig. 6. The 
shape off(D) makes it clear why this map is called the horseshoe. This map has a strange 
invariant set and its iterates jump around rather wildly; both of these conditions characterize 
chaos. Actually, it is rather easy to describe the strange invariant set (which is a product of 
Cantor sets) as follows: Let f -~ denote the inverse o f f  and f-"  be the n-fold composition o f f  -] 
/"7-- ,  
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Fig. 6. The horseshoe. 
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with itself. The set of points A common to all of the sets Qm = Q N fro(Q), m = o, -+ 1, 
-+2 . . . .  is an invariant set--and this set is quite strange. A blown-up portion of Q shown in 
Fig. 7 illustrates everal of these Qm. The Cantor set structure of A can be readily discerned 
from this diagram. 
We conclude our discussion of the horseshoe with two observations. First, if f is restricted 
to A, the map f.'A --~ A can be identified with the shift map cr: S ---> S, where S consists of all 
doubly infinite binary sequences {a, : a, = 0, 1; - oo < n < oo} and tr{a,} = {b,} with b, = a,_ j. 
In this setting, for example, the sequences consisting of all zeroes or ones are fixed points and 
...000100010001... represents a periodic point of period 4. Here we have a chaotic situation 
which can be completely described in simple terms--one person's chaos is another's order, 
and vice versa. Second, the chaos of the horseshoe is stable in the following sense: If the map 
f is perturbed slightly, the qualitative behavior of the iterates remains the same. For example, 
if f* is the perturbed horseshoe, there is a strange invariant set A* such thatf*:A* ~ A* can 
be identified with the shift map. 
A more exotic form of chaos occurs in the {m,}-solenoid. We start with a disk, then select 
an increasing sequence of integers: m0 = 1 < mt < m2 • • • which need to satisfy certain 
technical requirements in order to guarantee smoothness of the solenoid map. We shall refer to 
Fig. 8 in order to describe the solenoid. 
Associated with the sequence m0 < mt < m2 < • • • is a nested sequence of disks 
Do D Dt~ U D,2 O • • • O DLmom , D D2, O D22 O " • " O D2,m~,,,2 3 " " ", whose intersec- 
tion A is an invariant set for the solenoid map g. This set A is a very strange attractor for g in 
that its structure is even more complicated than that of a Cantor set. The map g is essentially 
0.1 
. !!!! !!!! ! ! ! I l l  ! ! ! ! !  
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Fig. 7. Description ofthe invariant set A. 
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Fig. 8. The {m.}-solenoid with mo = I < m, = 4 < m2 = 8 < • • ". 
a rotation of 2'rr/m~ radians about the center of Do composed with rotations of 2'rt/m~m2 about 
the centers of {D~,  D~2, • • • , D~.=~,} composed with rotations of 2'rr/m lm2ra3 about he centers 
of {D2~, D22 . . . .  D2,,~,m~}, and so on. In contrast o the horseshoe, the qualitative behavior 
of the iterates of g is not stable--it varies drastically with small perturbations of g. However, 
there is a fairly simple representation of the restriction map g:h ~ A analogous to that of the 
horseshoe. 
3. THREE-DIMENSIONAL CHAOS: THE LORENZ EQUATION 
There are a number of differential equations which have chaotic solutions. One of these, 
Duffing's equation, is treated nicely in an article by Hofstadter[5]. We shall consider just one 
such example, the Lorenz equation, which is actually a system of first-order differential equations 
of form 
dx 
= - lOx  + lOy, 
dt 
dy 
- -  = - y + 200z -  xz ,  (L )  
dt 
dz 
- - =  - ~z + xy. 
dt 
This system was introduced by Lorenz as a simple meteorological model. He observed erratic 
behavior in the computer solutions, and this led to the discovery of the chaotic nature of the 
solutions. 
A careful analysis of (L) is too difficult to go into here, so we shall simply point out some 
interesting properties. Notice that (L) is nonlinear, as it must be: a linear system cannot exhibit 
chaos (as can be readily verified by anyone who has mastered undergraduate differential equa- 
tions). The Lorenz equation has three stationary points: (x, y, z) = (0, 0, 0), = (.015, .015, 
.000084), - (199.97, 199.97, 14995.5). Each of these points is an invariant set; that is, if a 
solution of (L) starts in the set, it stays in the set for all time. There are far more interesting 
invariant sets of (L), namely two strange attractors which are sketched in Fig. 9. The two 
strange attractors are like two competing solar systems, and the solution curves behave like 
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Fig. 9. The solution curves of the Lorenz equation (L). 
trajectories of comets: If a comet passes too close to either system it gets sucked in; otherwise 
it oscil lates back and forth between the two systems in an erratic way. 
This concludes our introduction to chaos. For the reader whose appetite has only been 
whetted, we offer the fol lowing reading list. 
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