Abstract: Artificial bee colony (ABC) is an efficient swarm intelligence algorithm, which has shown good exploration ability. However, its exploitation capacity needs to be improved. In this paper, a novel ABC variant with recombination (called RABC) is proposed to enhance the exploitation. RABC firstly employs a new search model inspired by the updating equation of particle swarm optimization (PSO). Then, both the new search model and the original ABC model are recombined to build a hybrid search model. The effectiveness of the proposed RABC is validated on ten famous benchmark optimization problems. Experimental results show RABC can significantly improve the quality of solutions and accelerate the convergence speed.
Introduction
In recent years, swarm intelligence (SI) has become a research focus in optimization field. The SI refers to establish mathematical model to simulate the social behaviors from nature. In the past decades, different SI algorithms have been proposed, including ant colony optimization (ACO) [8, 17, 25] , particle swarm optimization (PSO) [22] , artificial bee colony (ABC) [9] , firefly algorithm (FA) [20] , hybrid algorithm (HA) [14] , bat algorithm (BA) [2] , and cuckoo search (CS) [5, 30] .
Except PSO and ACO, ABC can be regarded as the most popular SI algorithm. The main reason contains: 1) ABC has less control parameters than other SI algorithms; and 2) ABC has powerful exploration ability. Due to the superiority of ABC, it has received much attention. In the original ABC, individuals are divided into three types: i.e., employed bees, onlooker bees and scouts. During the search, all individuals (bees) fly in the search space and try to improve the food sources (find better solutions). Compared to other SI algorithms, ABC uses a different search equation to generate new solutions. For the current solution, an individual (employed bee or onlooker bee) randomly chooses a different solution in the population and uses their difference to obtain a new solution by modifying one dimension. Based on this search mechanism, ABC shows slow convergence speed and exploitation ability.
To strengthen the exploitation capacity, this paper presents a new ABC variant (called RABC), which employs a recombination method between the original ABC search model and a modified search model. For the latter model, it is inspired by the updating equation of PSO. By combining the search information of the global best solution and previous best, RABC can improve the exploitation ability. Experiment is validated on ten well-known benchmark problems. Simulation results of RABC are compared with the original ABC and two improved ABC variants.
The rest of this paper is organized as follows. The original ABC is briefly introduced in Section 2. A short review of recent progress on ABC is given in Section 3. In Section 4, our 2 Artificial Bee Colony (ABC)
There are two famous SI optimization algorithms: PSO and ACO, which were developed in the 1990s. Recently, different SI algorithms were proposed. Among these algorithms, ABC becomes popular because of its superiorities [10] . In the original ABC, it consists of three types of individuals: employed bees, onlooker bees and scouts. For all food sources (solutions), the employed bees conduct the first round search around food sources and try to find new better solutions. The onlooker bees conduct the second round search around some selected better food sources. For a food source, if the above bees cannot find a better one to replace it after some rounds search, the scout will randomly find a food source to replace it.
Population initialization
In the following, we will describe the original ABC in details. First, a initial population consists of N food sources (solutions) {X i |i = 1, 2, ..., N }, where X i is the ith food source and N is the population size. The initial food sources are randomly generated as follows.
where x ij denotes the jth component for ith food source X i , i = 1, 2, ..., N , j = 1, 2, ..., D; D is the dimensional size; rand j is a real random number between 0 and 1; up j and low j are the boundaries for the jth dimension.
Employed bee phase
For each food source X i in the current population, each employed bee flies to its neighborhood and tries to find a new solution V i . This process can be described as below [9] .
where j [1, D] is a random index of the population; X k is a randomly selected food source and it is mutually different with X i ; t represents the iteration index; φ ij is a real random number in the range [-1, 1] . The ABC employs a greedy selection method to determine whether the new candidate solution (food source) V i should be entered in the next generation. If V i is better than X i , then X i is updated by V i ; otherwise X i is unchangeable. The greedy selection can accelerate the population convergence.
Onlooker bee phase
The onlooker bees only fly to some selected food sources and search their neighborhood to find new food sources. The selection of each food source X i is related to its fitness quality. A better food source has a higher selection probability. In the original ABC, the selection probability p i for each food source X i is defined by [9] :
where f it i is the fitness value of X i . When X i is selected, the onlooker bee searches the neighborhood of X i and obtain a new solution V i according to Eq.(2). Similar to the employed bees, the same greedy selection is utilized by the onlooker bees to determine whether the new solution V i should be entered in the next generation.
Scout bee phase
If the employed or onlooker bees cannot improve the quality of X i in limit iterations, X i may be stagnated. Then, a scout bee re-initializes X i according to Eq.(1).
A brief review of ABC
Although the original ABC has shown good performance, it still has some drawbacks. To tackle these issues, many improved ABCs have been proposed. In this section, a brief review of recent advance on ABC is presented.
Karaboga and Akay [10] compared ABC with some evolutionary algorithms on a number of benchmark problems. Simulation results demonstrate ABC is competitive to those compared algorithms. Zhu and Kwong [32] proposed a new ABC called GABC , which introduced the global best individual into the original solution search equation. Akay and Karaboga [1] designed a new parameter MR to adjust the probability of dimension perturbation. Results demonstrate the modified approach can accelerate the search. Wang et al. [23] combined multi-strategy ensemble learning and ABC. It aims that multiple strategies can effectively balance the global and local search. Inspired by Gaussian DE [21] , Zhou et al. [31] introduced Gaussian sampling into ABC to obtain good performance. Cui et al. [4] used a ranking method to choose the parent solutions when generating new solutions. Simulation results show the ranking based ABC is very effective. In [6] , Cui et al. developed another version of ABC, which employs a dynamic population mechanism. During the search, the population size is not fixed and dynamically updated. In [3] , Chen et al. combined teaching learning based optimization into ABC, and proposed an improved ABC variant to optimize the parameters estimation of photovoltaic.
To improve the exploitation, Xiang et al. [26] used a grey relational model to choose the neighbor individuals. Then, the DE mutation operator is employed to generate new candidate solutions. In [27] , Xiang et al. proposed another ABC variant based on the cosine similarity. To select some good neighbor individuals, a novel solution search model is designed. The frequency of parameters perturbation is also modified to share more search information between different solutions. Simulation results on twenty-four benchmark functions show that the proposed Cos-ABC is competitive. Yaghoobi and Esmaeili [29] designed an improved ABC by using three new strategies: chaos theory, multiple searches, and modified perturbation. Song et al. [18] presented an improved ABC based on objective function value information, which employs two modified solution search models. The objective function value is incorporated to adjust the step size. Experiments on thirty test functions show the proposed approach is better than other six ABCs. Li et al. [13] designed a new gene recombination operation to accelerate the convergence of ABC. Some good solutions in the population are chosen to generate offspring through the gene recombination. Results demonstrate the gene recombination operation can effectively strengthen the exploitation capacity of ABC. Kong et al. [12] presented a new ABC variant with two strategies: elite group guidance and combined breadth-depth search. The proposed algorithm was verified on twenty-two benchmark functions. Sulaiman et al. [19] presented a robust ABC to balance exploitation and exploration. Experiments on 27 test functions and economic environmental dispatch (EED) problems show the effectiveness of the approach.
ABC with recombination (RABC)
In Section 2, it can be seen that ABC mainly uses Eq.(2) to find new food sources (solutions) during the iterations. From Eq.(2), the new solution V i is very similar to its parent solution X i , because they are different on only one dimension. Based this search mechanism, ABC shows powerful exploration ability, but its convergence speed is slow. To improve this case, some researchers introduced some good search experiences into ABC to accelerate the search. In [32] , the global best solution is used to improve the search equation. Results show the modification can significantly improve the performance.
PSO is a successful SI optimization algorithm. The original PSO references has more than 100,000 citations. The main advantages of PSO focus on fast convergence speed and strong search ability. In PSO, each individual (also called particle) flies to its previous best (pbest) and the global best (gbest) found so far. So, PSO takes full advantage of the search experiences of those best individuals. The PSO updating model is defined by [11] .
where V i and X i are the velocity and position, respectively; w [0, 1] is inertia weight; c 1 and c 2 are two learning factors; r 1 , r 2 [0, 1] are two random numbers.
In this paper, a new solution updating equation is proposed inspired by PSO. However, this paper is not the first time to introduce PSO model into ABC. In [32] , a gbest guided ABC (GABC) was proposed. In [28] , Xiang et al. used the gbest and an elitist method to modify the solution search model. Liu [16] used pbest to update the employed bees and gbest to the onlooker bees. In [15] , Li et al. defined a modified model as follows.
where Φ 1 and Φ 2 are two positive values; φ ij and ϕ ij are two random numbers in [0,1]. Differs from these existing models, we design a new one by taking full advantage of pbest and gbest. The detailed model is defined as follows.
where j is a randomly selected dimension index, r 1 , r 2 [0, 1] are two random numbers, and the weight factor w [0, 1]. Based on Eq.(6), we propose an alternative model by combining the original ABC model. The recombined model is described as below.
where rand(0, 1) [0, 1] is a random value, and pr [0, 1] is the probability rate. In our approach RABC, both employed and onlooker bees use Eq. 6 to generate new solutions during iterations. Like the original ABC, a greedy selection method is also utilized to accelerate the search.
In comparison to the original ABC, RABC adds a probability parameter pr to control the usage of pbest and gbest. When pr is large, bees mainly use the original ABC model to generate new solutions. Then, RABC is similar to ABC. When pr is small, bees mainly employ the modified model to generate new solutions. Then, more search experiences of pbest and gbest are utilized in the search process. Therefore, pr plays an significant role in balancing exploration and exploitation in RABC. Moreover, RABC only modifies the search model, and does not employ other operations. So, ABC and RABC have the same computational time complexity.
5 Experimental study
Test functions
In this paper, ten famous classical benchmark functions are utilized to validate the performance of RABC. These functions were early used in many optimization papers [24] . The dimension D is set to 30 in the experiments. Table 1 briefly describes the ten benchmark problems. All functions should be minimized and their mathematical definitions are listed as below.
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Sensitivity analysis of the parameter pr
According to Eq. (7), a new parameter pr is introduced in our approach RABC. As mentioned in Section 4, pr is beneficial for balancing the exploration and exploitation. A large pr is good for exploration and a small pr is helpful for exploitation. So, how to choose a suitable pr is worthy to be investigated.
To analyze the parameter pr, we try to test different pr on the benchmark set. The parameter pr is set to 0.1, 0.3, 0.5, 0.7, and 0.9, respectively. For other parameters N and limit, they are set to 50 and 100, respectively. The termination criterion for running an algorithm is maximum number of function evaluations (M axF Es). When the number of function evaluations reaches to M axF Es, the algorithm is stopped. According to the literature [23] , M axF Es is equal to 1.5E+05. For each parameter pr, RABC is run 25 trials. Table 2 displays the results of RABC with different pr, where "M ean" is the mean best function value. As seen, when pr = 0.1, RABC outperforms other pr values on two functions f 1 and f 2 . For functions f 3 − f 5 , all pr values cannot help RABC find good solutions. on function f 3 , pr = 0.7 is slightly better than other pr values, and pr = 0.1 is better on function f 4 . For function f 5 , pr = 0.9 can find reasonable solution, while other pr values fail. All pr values and find the global optimum on f 6 and f 9 . When pr > 0.3, RABC can converge to the global optimum, but RABC with pr = 0.1 and 0.3 falls into local minima. For function f 7 , RABC with pr = 0.2 is better than other pr values. When pr = 0.5, RABC achieves better results on function f 1 0. From the above analysis, RABC with a fixed pr value cannot obtain better results than other pr values. So, it is not easy to select which pr is suitable for the benchmark set.
In order to choose the relatively best pr, Friedman test is used to calculate the mean rank of each pr on the benchmark set. Table 3 shows the mean rank values of RABC with different pr values. As shown, RABC with pr = 0.1 achieves the best mean rank. It demonstrates that pr = 0.1 is the relatively best choice among five different pr values. In the following experiment, pr = 0.1 is used for RABC. Comparison of RABC and other well-known ABC algorithms
In this section, we compare RABC with the standard ABC and two other well-known ABCs. The compared algorithms are listed as below.
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In the following experiments, all algorithms use the same population size and stopping condition. Both N and limit are set to 100. M axF Es is equal to 1.5E+05. The parameter C is equal to 1.5 in GABC [32] . In MABC, the probability P is set to 0.7 by the suggestions of [7] . The parameter pr in RABC is equal to 0.1 based on experimental study. Each algorithm is run 25 trial on each function. Table 4 presents the results among RABC, ABC, GABC, and MABC on the ten benchmark functions, where "M ean" indicates the mean best function value. From the table, RABC outperforms the standard ABC on 7 functions, while ABC is better than RABC on f 5 and f 8 . For the last function f 6 , all ABCs can find the global optimum zero. Compared to GABC, RABC achieves better solutions on 5 functions. GABC performs better than RABC on 3 functions. Besides the function f 6 , RABC, GABC, MABC can converge to the global minima on f 9 . MABC is better than RABC on 2 functions, but RABC outperforms MABC on six functions. 5.33E-14 0.00E+00 0.00E+00 0.00E+00 f 10 1.65E-09 3.97E-14 3.26E-14 2.90E-14 Fig.1 lists the convergence graphs of RABC and three other ABCs on six test functions. As shown, RABC converges faster than MABC, GABC, and ABC on f 1 , f 2 , f 4 , f 9 and f 10 on the whole search process. For function f 3 , RABC is faster than other three algorithms at the beginning of the search. GABC is faster than RABC at the last stage. Because RABC converges to a local minima when FEs reaches to 3.0E+04. For function f 10 , RABC converges much faster than other three algorithms at the beginning and middle stages. The convergence curves of RABC, MABC, and GABC are similar at the last stage of the search. The parameter pr aims to control the frequency of using pbest and gbest. How to choose the best pr is studied in the experiments. Results show that RABC with a fixed pr value cannot obtain better results than other pr values. The statistical test demonstrates that pr = 0.1 is the relatively best choice among five different pr values. However, a fixed pr is not a good choice. A dynamic pr may be more suitable. This will be studied in the future work.
