Linear partial difference equations of hypergeometric type: Orthogonal polynomial solutions in two discrete variables  by Rodal, J. et al.
Journal of Computational and Applied Mathematics 200 (2007) 722–748
www.elsevier.com/locate/cam
Linear partial difference equations of hypergeometric type:
Orthogonal polynomial solutions in two discrete variables
J. Rodal, I. Area, E. Godoy∗
Departamento de Matemática Aplicada II, E.T.S.E. Telecomunicación, Universidade de Vigo, 36310-Vigo, Spain
Received 1 June 2005; received in revised form 14 December 2005
Abstract
In this paper a systematic study of the orthogonal polynomial solutions of a second order partial difference equation of hypergeo-
metric type of two variables is done. The Pearson’s systems for the orthogonality weight of the solutions and also for the difference
derivatives of the solutions are presented. The orthogonality property in subspaces is treated in detail, which leads to an analog of
the Rodrigues-type formula for orthogonal polynomials of two discrete variables. A classiﬁcation of the admissible equations as
well as some examples related with bivariate Hahn, Kravchuk, Meixner, and Charlier families, and their algebraic and difference
properties are explicitly given.
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1. Introduction
Many model problems of atomic, molecular, and nuclear physics, electrodynamics and acoustics may be reduced to
equations of hypergeometric type,
(x)y′′ + (x)y′ + y = 0, (1)
where (x) and (x) are polynomials of at most the second and ﬁrst degree, respectively, and  is a constant [1,7,21].
Some solutions of (1) are functions extensively used in mathematical physics such as classical orthogonal polynomials
(the Jacobi, Laguerre, and Hermite polynomials) and hypergeometric and conﬂuent hypergeometric functions. The
solutions of (1) have the property that derivatives of these solutions of any order also satisfy an equation of the same
type as (1).
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As a generalization, in [18,19] are considered a special class of linear partial differential equations, called basic
class,
n∑
i,j=1
a˜ij (x)
2u
xixj
+
n∑
i=1
b˜i (x)
u
xi
+ u = 0, (2)
where a˜ij (x) = a˜j i (x) and the coefﬁcients a˜ij (x) and b˜i (x) are chosen so that the derivatives of any order of the
solutions of Eq. (2) are also solutions of an equation of the same type as (2).
Krall and Sheffer in [16] studied the problem of ﬁnding all polynomial eigenfunctions of second order linear
differential operators in two variables having polynomial coefﬁcients of degree equal to the order of derivative under
certain further restrictions relating to its symmetrizability and the orthogonality of their eigenfunctions. They classiﬁed
all possible normal forms of the operators satisfying the required properties. It was shown in [29] that, for all these
types, there is corresponding quantum mechanical systems on a Euclidean (pseudo-Euclidean) plane, two-dimensional
sphere, or hyperboloid.
On the other hand, along with the special functions which are solutions of (1), in various ﬁelds of physics and
mathematics wide use is made of quantities that are determined on a discrete set of argument values. Examples are
classical orthogonal polynomials of a discrete variable (the Hahn,Meixner, Kravchuk, and Charlier polynomials) which
have long been used in probability theory (speciﬁcally, in problems of queuing theory and birth and death processes)
or in coding theory, among others [21]. A deep analogy between classical orthogonal polynomials of continuous and
discrete arguments was noted by Gel’fand [8] in connection with the study of representations of the rotation group
playing an important role in theoretical physics. It has been proved that all these functions may be described by means
of a uniﬁed treatment in terms of polynomials which are solutions of the difference equation of hypergeometric type
(x)∇y(x) + (x)y(x) + y(x) = 0, (3)
proposed in [20], where f (x) = f (x + 1) − f (x), ∇f (x) = f (x) − f (x − 1). This equation may be obtained by
approximating the differential equation (1) on a lattice with the constant mesh x = h up to the second order in h.
The purpose of the present paper is to generalize the construction (done in [21]) of the theory of classical orthogonal
polynomials of a discrete variable as solutions of a difference equation of hypergeometric type from one to several
variables.
A more general situation was introduced in [5], where limiting cases of the Koornwinder [13] multivariable general-
ization of theAskey–Wilson polynomials are studied, giving for these families of multivariable (basic) hypergeometric
polynomials their second order difference equation (Askey–Wilson, Wilson, continuous Hahn type) or second order
differential equation (Jacobi type). Also, in [23] ﬁnite-difference (discrete) equations of the Sturm–Liouville type
for functions in several discrete variables are derived, describing eigenvectors of generators of matroms and boost
generators of representations of the groups SO(n), ISO(n), and U(n).
The group-theoretic quantities such as matrix elements of representations, Clebsch–Gordan coefﬁcients, Racah
coefﬁcients, etc., have found important applications in quantum ﬁeld theory, atomic physics, nuclear spectroscopy,
and elementary particle theory [23]. It is known that the Clebsch–Gordan coefﬁcients and the 6j -symbols occur,
respectively, in the addition of two and three angular momenta.When four angular momenta are added, the 9j -symbols
(Fano coefﬁcients) are obtained as the transformation matrices between different eigenfunctions. These symbols are
orthogonal with respect to two independent discrete variables. In [26] it is proved that these quantities are closely
related to a system of orthogonal polynomials in two variables. Zhedanov in [32], showed that 9j -symbols of the
oscillator algebra can be expressed in terms of Kravchuk polynomials in two discrete arguments which are orthogonal
with respect to the trinomial distribution. Moreover, Lorente [17] has recently used orthogonal polynomials of several
discrete variables for integral models in the lattice to identify the 3nj -symbols, that appear in the coupling of several
angular momenta, in terms of product of Racah polynomials. These symbols are connected to the Ponzano–Regge
method to solve the Einstein equations on a discrete Riemann manifold.
Partial difference equations are difference equations that involve functions of two or more independent variables.
They occur frequently in combinatorics and in the approximation of solutions of partial differential equations by
ﬁnite difference methods [10]. In this context, the multivariable generalization of the forward difference operator  is
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deﬁned as
kf (x1, . . . , xk, . . . , xn) = f (x1, . . . , xk + 1, . . . , xn) − f (x1, . . . , xk, . . . , xn),
and the backward difference operator ∇ by
∇kf (x1, . . . , xk, . . . , xn) = f (x1, . . . , xk, . . . , xp) − f (x1, . . . , xk − 1, . . . , xn).
The theory considered in [21,Chapter 2] admits a natural generalization to the casewhen the differential (2) is replaced
by a partial difference equation. Using ﬁnite difference schemes we may approximate the ﬁrst- and second-order partial
derivatives, using the linear combination of the backward and forward difference quotients, by
u
x
(x, y) ≈ 1
2
[
u(x + h, y) − u(x, y)
h
+ u(x, y) − u(x − h, y)
h
]
,
u
y
(x, y) ≈ 1
2
[
u(x, y + k) − u(x, y)
k
+ u(x, y) − u(x, y − k)
k
]
,
and
2u
x2
(x, y) ≈ 1
h
[
u(x + h, y) − u(x, y)
h
− u(x, y) − u(x − h, y)
h
]
,
2u
y2
(x, y) ≈ 1
k
[
u(x, y + k) − u(x, y)
k
− u(x, y) − u(x, y − k)
k
]
,
2u
xy
(x, y) ≈ 1
2k
[
u(x + h, y) − u(x, y)
h
− u(x + h, y − k) − u(x, y − k)
h
]
+ 1
2h
[
u(x, y + k) − u(x, y)
k
− u(x − h, y + k) − u(x − h, y)
k
]
,
which [10] yields the error O(h2)+ O(k2) for h → 0 and k → 0. The quantities h> 0 and k > 0 are the discretization
parameters or mesh widths.
Using the above ﬁnite-difference approximations to partial derivatives, we can write in terms of the partial backward
and forward difference operators, at h = k = 1,
2
x2i
= i∇i , 
2
xixj
= i∇j + j∇i
2
,

xi
= i + ∇i
2
. (4)
Since ∇i = i − i∇i , Eq. (2) can be reduced to a linear partial difference equation of the form
n∑
i,j=1
aij (x)i∇j u(x) +
n∑
i=1
bi(x)iu(x) + u(x) = 0, (5)
where x = (x1, . . . , xn) and  is the spectral parameter.
In this paper we shall go further, studying the case in which the matrix (aij (x)) is not symmetric.
In what follows, we shall use the standard multi-index notation [6]. In the two-dimensional case studied here, Eq.
(5) takes the form
a11(x)1∇1u(x) + a12(x)1∇2u(x) + a21(x)2∇1u(x)
+ a22(x)2∇2u(x) + b1(x)1u(x) + b2(x)2u(x) + u(x) = 0, (6)
where x = (x, y) is a point in two-dimensional space.
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A question arises concerning the existence of polynomials of two variables of total degree n,
Pn(x) = Pn(x, y) =
n∑
j=0
∑
k+l=j
cklx
kyl ,
which are solutions of Eq. (6). In this paper we give properties of the polynomials Pn(x, y) under some assumptions
on Eq. (6).
Tratnik [27,28] presented a multivariable generalization for all the discrete families of the Askey tableau, giving for
each family an hypergeometric representation and the orthogonality weight function, proving that these are orthogonal
with respect to subspaces of lower degree and biorthogonal within a given subspace.
In a previous paper [22], we have presented a method for constructing orthogonal polynomials of two discrete
variables on a simplex, giving a system of two independent recurrence relations in vector–matrix form, their second
order partial difference equation, structure relations and some limit relations between some bivariate families (Hahn,
Meixner, Kravchuk and Charlier) obtained using themethod.Also, as a limit case of Hahn polynomials of two variables,
the Jacobi polynomials of two variables on the triangle [12] were recovered.
In a similar way to the multivariate continuous case done in [25], the main objective of this paper is to study the
orthogonal polynomial solutions of a general partial second order difference equation such that all its difference deriva-
tives also satisfy an equation of the same type. In doing this, we ﬁrst study the difference equation of hypergeometric
type and after we establish a number of properties on the admissibility of this hypergeometric-type equation. The
admissibility conditions and orthogonality properties have been also recently studied by Xu in [30,31] in the case of
two variables, not from the hypergeometric approach considered here. To present a Pearson’s system of three equations,
an explicit expression for the orthogonality weight function as well as a Rodrigues-type formula, and three term recur-
rence relations are some of the advantages of our approach. Moreover, the examples of polynomials Hahn, Kravchuk,
Meixner and Charlier here considered were captured from [27,28], where only multivariable biorthogonal generaliza-
tion of these families are presented and they do not coincide with the families studied in [30,31]. In this paper we
shall complete the study started by Tratnik, giving a general approach which allows us to identify the aforementioned
families of orthogonal polynomials as solutions of (6) as well as a set of properties for each of them.
The structure of the paper is as follows: in Section 2 the hypergeometric class of second order linear partial difference
equations is presented. In Section 3we study the admissibility conditions for equations belonging to the hypergeometric
class.Next, in Section 4, the partial difference equation iswritten in self-adjoint form, giving a number of useful identities
for the orthogonality weight of the polynomial solutions (Pearson’s system) as well as of the difference derivatives
of the polynomial solutions. Section 5 is dedicated to study the criteria of orthogonality, presenting the orthogonality
weight function in terms of the polynomial coefﬁcients of the partial difference equation. Also, the orthogonality
property and boundary conditions are given for the polynomial solutions as well as for the difference derivatives of
the polynomial solutions. Vector notation for the orthogonality is also stated. Moreover, in Section 6, a classiﬁcation
of admissible equations is given for the cases satisfying the coupling hypergeometric condition. In Section 7 three
term recurrence relations in a vector–matrix form are stated. In Section 8, an analog of the well-known Rodrigues-type
formula for classical orthogonal polynomials of a discrete variable is presented for orthogonal polynomial solutions
of the equation. Finally, in Section 9 properties of Hahn, Kravchuk, Meixner and Charlier orthogonal polynomials
of two discrete variables are explicitly given by using this hypergeometric approach, i.e., partial difference equation,
orthogonality weight, representation in terms of hypergeometric Kampé de Feriet series, Rodrigues-type representation,
three term recurrence relations, and difference relations.
2. The hypergeometric class of the linear second order partial difference equation
The general partial difference equation (5) have main properties similar to those of initial partial differential equation
(2), which allow the construction of the theory of orthogonal polynomials of several discrete variables by analogy with
the theory of the orthogonal polynomials in several variables presented in [6,18,19,25].
In this section, we shall establish a number of properties of the solutions of (6) that are analogous to those of solutions
of (2), for n= 2. The polynomial coefﬁcients aij (x) and bi(x) are chosen so that the difference derivatives of any order
of the solutions of Eq. (6) are also solutions of an equation of the same type as (6).
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We denote by = (r, s) a multi-index of order ||= r + s, and we let u(x)=r1s2u(x), where u=u(x) is a solution
of (6).
Deﬁnition 2.1. We say that Eq. (6) belongs to the hypergeometric class if the difference derivatives u(x) of the
solutions u = u(x) of (6) are also solutions of an equation of the same type as (6).
In a similar way as Lyskova [18,19] we get
Lemma 2.2. Eq. (6) belongs to the hypergeometric class if and only if it has the form
a11(x)1∇1u(x) + a12(x)1∇2u(x) + a21(x)2∇1u(x) + a22(x)2∇2u(x)
+ b1(x)1u(x) + b2(x)2u(x) + u(x) = 0, (7)
where
a11(x) = A1x2 + B1x + C1, a22(x) = A2y2 + B2y + C2,
a12(x) = A3xy + B3x + C3y + D3, a21(x) = A4xy + B4x + C4y + D4,
b1(x) = c1x + d1, b2(x) = c2y + d2.
Then, we have the following theorem.
Theorem 2.3. If u(x) is a solution of Eq. (7), then u(x)=r1s2u(x) is a solution of the following equation belonging
to the hypergeometric class:
a
(r,s)
11 (x)1∇1u(x) + a(r,s)12 (x)1∇2u(x) + a(r,s)21 (x)2∇1u(x)
+ a(r,s)22 (x)2∇2u(x) + b(r,s)1 (x)1u(x) + b(r,s)2 (x)2u(x) + (r,s)u(x) = 0, (8)
where
a
(r,s)
11 (x) = a11(x) − s2a21(x), a(r,s)22 (x) = a22(x) − r1a12(x),
a
(r,s)
12 (x) = a12(x) + r1a12(x), a(r,s)21 (x) = a21(x) + s2a21(x),
and
b
(r,s)
1 (x) = b1 + r1(b1 + a11) + s2(a12 + a21) +
r(r − 1)
2
21a11 + rs12a12,
b
(r,s)
2 (x) = b2 + s2(b2 + a22) + r1(a21 + a12) +
s(s − 1)
2
22a22 + rs12a21,
(r,s) = + r1b1 + s2b2 + r(r − 1)2 
2
1a11 +
s(s − 1)
2
22a22 + rs12(a12 + a21).
The property of Eq. (6) belonging to the hypergeometric class allows us to construct a family of particular solutions
of (6) corresponding to a given . In fact, when (r,s) = 0, Eq. (8) has the particular solution u(x)= const. This means
that when
= (r,s) = −r1b1 − s2b2 − r(r − 1)2 
2
1a11 −
s(s − 1)
2
22a22 − rs12(a12 + a21), (9)
the equation has a particular solution which is a polynomial of total degree r + s.
In the particular case, when 2(a21(x)) = 0 and 1(a12(x)) = 0, i.e.,
a12(x) = C3y + D3, a21(x) = B4x + D4, (10)
we obtain
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Corollary 2.4. If u(x) is a solution of Eq. (7), where the coefﬁcients aij (x) and bi(x) have the form
a11(x) = A1x2 + B1x + C1, a22(x) = A2y2 + B2y + C2,
a12(x) = C3y + D3, a21(x) = B4x + D4,
b1(x) = c1x + d1, b2(x) = c2y + d2,
then u(x) is a solution of an equation belonging to the hypergeometric class of the following form
a11(x)1∇1u(x) + a12(x)1∇2u(x) + a21(x)2∇1u(x)
+ a22(x)2∇2u(x) + b(r,s)1 (x)1u(x) + b(r,s)2 (x)2u(x) + (r,s)u(x) = 0, (11)
where
b
(r,s)
1 (x) = b1 + r1(b1 + a11) + s2a12 +
r(r − 1)
2
21a11,
b
(r,s)
2 (x) = b2 + s2(b2 + a22) + r1a21 +
s(s − 1)
2
22a22,
(r,s) = + r1b1 + s2b2 + r(r − 1)2 
2
1a11 +
s(s − 1)
2
22a22.
As a consequence of Theorem 2.3, the functions v1(x) = 1u(x) and v2(x) = 2u(x) satisfy a partial difference
equation of the form (8). It is easy to verify that
Proposition 2.5. Ifu(x) is a solution of Eq. (8), then v1(x)=1u(x) is a solution of an equation in the hypergeometric
class of the following form:
a
(r+1,s)
11 (x)1∇1v1(x) + a(r+1,s)12 (x)1∇2v1(x) + a(r+1,s)21 (x)2∇1v1(x)
+ a(r+1,s)22 (x)2∇2v1(x) + b(r+1,s)1 (x)1v1(x) + b(r+1,s)2 (x)2v1(x) + (r+1,s)v1(x) = 0, (12)
where
a
(r+1,s)
11 (x) = a(r,s)11 (x), a(r+1,s)22 (x) = a(r,s)22 (x) − 1a(r,s)12 (x),
a
(r+1,s)
12 (x) = a(r,s)12 (x) + 1a(r,s)12 (x), a(r+1,s)21 (x) = a(r,s)21 (x),
and
b
(r+1,s)
1 (x) = b(r,s)1 (x) + 1(b(r,s)1 (x) + a(r,s)11 (x)),
b
(r+1,s)
2 (x) = b(r,s)2 (x) + 1(a(r,s)21 (x) + a(r,s)12 (x)),
(r+1,s) = (r,s) + 1b(r,s)1 (x).
Also,
Proposition 2.6. Ifu(x) is a solution of Eq. (8), then v2(x)=2u(x) is a solution of an equation in the hypergeometric
class of the following form:
a
(r,s+1)
11 (x)1∇1v2(x) + a(r,s+1)12 (x)1∇2v2(x) + a(r,s+1)21 (x)2∇1v2(x)
+ a(r,s+1)22 (x)2∇2v2(x) + b(r,s+1)1 (x)1v2(x) + b(r,s+1)2 (x)2v2(x) + (r,s+1)v2(x) = 0, (13)
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where
a
(r,s+1)
11 (x) = a(r,s)11 (x) − 2a(r,s)21 (x), a(r,s+1)22 (x) = a(r,s)22 (x),
a
(r,s+1)
12 (x) = a(r,s)12 (x), a(r,s+1)21 (x) = a(r,s)21 (x) + 2a(r,s)21 (x),
and
b
(r,s+1)
1 (x) = b(r,s)1 (x) + 2(a(r,s)21 (x) + a(r,s)12 (x)),
b
(r,s+1)
2 (x) = b(r,s)2 (x) + 2(b(r,s)2 (x) + a(r,s)22 (x)),
(r,s+1) = (r,s) + 2b(r,s)2 (x).
3. Admissibility conditions for the hypergeometric class
A question arises concerning the existence of polynomials which are solutions of equation (7).
The main difference equation (7) belonging to the hypergeometric class will be called admissible if there exists a
sequence {n} (n = 0, 1, . . .) such that for = n, there are precisely n + 1 linearly independent solutions in the form
of polynomials of total degree n and has no non-trivial solutions in the set of polynomials whose total degree is less
than n. This concept was introduced by Krall and Sheffer [16] in the case of second order partial differential equations
and also by Xu in [31, Section 2] in the case of second order partial difference equations, without the assumption of
being an equation of hypergeometric type.
In the case n = 0, Eq. (7) also implies that a non-trivial solution can only exist in the case 0 = 0.
The deﬁnition of admissibility of Eq. (7) implies that all numbers
0 = 0, 1, 2, . . . , n, . . . ,
are distinct (m = n,m = n).
In a similarway as Suetin [25, p. 93], fromLemma 2.2 and using Eq. (9), we can deduce the following characterization
of admissible equations belonging to the hypergeometric class:
Theorem 3.1. Eq. (7) belonging to the hypergeometric class is admissible if and only if it has the form
a11(x)1∇1u(x) + a12(x)1∇2u(x) + a21(x)2∇1u(x) + a22(x)2∇2u(x)
+ b1(x)1u(x) + b2(x)2u(x) + nu(x) = 0, (14)
where
a11(x) = Ax2 + B1x + C1, a22(x) = Ay2 + B2y + C2,
a12(x) = A3xy + B3x + C3y + D3, a21(x) = A4xy + B4x + C4y + D4,
b1(x) = cx + d1, b2(x) = cy + d2,
the coefﬁcients A,Ak, Bk, Ck,Dk, c, dk are arbitrary ﬁxed real numbers with
A3 + A4 = 2A, (15)
n = −n ((n − 1)A + c), (16)
and the numbers A and c are such that for any non-negative integer m the following condition holds:
Am + c = 0.
Note that from (9) and using (15), the eigenvalue is given in (16) when r + s = n.
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4. Pearson’s system
In this section we shall show how Eq. (14) belonging to the hypergeometric class can be written in self-adjoint form
and establish a number of useful identities.
Introducing the linear partial difference operator of the second order
Du(x) = a11(x)1∇1u(x) + a12(x)1∇2u(x) + a21(x)2∇1u(x)
+ a22(x)2∇2u(x) + b1(x)1u(x) + b2(x)2u(x) (17)
we can represent Eq. (14) in the form
Du(x) + nu(x) = 0, (18)
where n is a constant.
The formal adjoint1 operator D† of D is deﬁned by [10]
D†u = 1∇1(a11u) + 1∇2(a21u) + 2∇1(a12u) + 2∇2(a22u) − ∇1(b1u) − ∇2(b2u). (19)
The operatorD is formally self-adjoint ifD†u=Du, ∀u ∈ C2(I ). The operatorD is symmetrizable if there exists a
real function (x)= (x, y) such that the operator (x, y)D is formally self-adjoint. In order thatD be symmetrizable,
we multiply Eq. (14) through by a positive function (x) = (x, y) in some domain G to be chosen later, producing
a11(x)(x)1∇1u(x) + a12(x)(x)1∇2u(x) + a21(x)(x)2∇1u(x)
+ a22(x)(x)2∇2u(x) + b1(x)(x)1u(x) + b2(x)(x)2u(x) + n(x)u(x) = 0, (20)
which is now in self-adjoint form, provided⎧⎪⎨
⎪⎩
(x − 1, y)(a11(x − 1, y) + a12(x − 1, y) + b1(x − 1, y)) = (x, y)	1(x, y),
(x, y − 1)(a22(x, y − 1) + a21(x, y − 1) + b2(x, y − 1)) = (x, y)	2(x, y),
(x − 1, y)a12(x − 1, y) = (x, y − 1)a21(x, y − 1),
(21)
where we introduce the notations
	1(x, y) = a11(x, y) + a21(x, y), 	2(x, y) = a22(x, y) + a12(x, y). (22)
The above relations for the function  can be written as
1(	1(x)(x)) = ∇1((a11(x) + a12(x) + b1(x))(x)),
2(	2(x)(x)) = ∇2((a22(x) + a21(x) + b2(x))(x)),
(x, y + 1)a12(x, y + 1) = (x + 1, y)a21(x + 1, y),
1 In the general inner product space, the adjoint operator D† of the linear operator D is deﬁned in the terms of the dot product
〈Du, v〉 = 〈u,D†v〉.
For partial difference equations the dot product comes with the problem and will be deﬁned over the region of interest (see Section 5.2.). In the
multivariable discrete case, we have that
D†u(x) =
n∑
i,j=1
i∇j (aji (x)u(x)) −
n∑
i=1
∇i (bi (x)u(x))
is the formal adjoint operator of
Du(x) =
n∑
i,j=1
aij (x)i∇j u(x) +
n∑
i=1
bi (x)iu(x).
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i.e., we get a system of equations for determining the unknown function (x)
⎧⎪⎨
⎪⎩
1((x)a11(x)) + 2((x)a12(x)) = (x)b1(x),
1((x)a21(x)) + 2((x)a22(x)) = (x)b2(x),
1∇2(a21(x)(x)) = 2∇1(a12(x)(x)),
(23)
called Pearson’s system for the two-dimensional case, which is a generalization of [21, (2.1.17)]. This system (23)
gives the conditions for Eq. (14) be self-adjoint.
Then, Eqs. (23) can be considered as a system of partial difference equations
⎛
⎜⎝
a11(x, y) a12(x, y)
a21(x, y) a22(x, y)
a21(x + 1, y) −a12(x, y + 1)
⎞
⎟⎠
⎛
⎜⎝
1((x))
(x)
2((x))
(x)
⎞
⎟⎠=
⎛
⎜⎝

(x, y)
(x, y)
(x, y)
⎞
⎟⎠ (24)
with respect to the unknown function (x), where
⎧⎪⎨
⎪⎩

(x, y) = b1(x) − G1(x)1(a11(x)) − G2(x)2(a12(x)),
(x, y) = b2(x) − G1(x)1(a21(x)) − G2(x)2(a22(x)),
(x, y) = a12(x, y + 1) − a21(x + 1, y),
(25)
and
⎧⎪⎪⎨
⎪⎪⎩
G1(x, y) = a11(x, y) + a12(x, y) + b1(x, y)
a11(x + 1, y) + a21(x + 1, y) =
a11(x, y) + a12(x, y) + b1(x, y)
	1(x + 1, y) ,
G2(x, y) = a22(x, y) + a21(x, y) + b2(x, y)
a22(x, y + 1) + a12(x, y + 1) =
a22(x, y) + a21(x, y) + b2(x, y)
	2(x, y + 1) .
(26)
We shall assume that the functions 
,  and  do not vanish simultaneously on the domain G and 	1(x + 1, y) = 0,
	2(x, y + 1) = 0. Hence, there exists solution  of the Pearson’s system and it is non-zero in the domain G, if and
only if
∣∣∣∣∣∣∣
a11(x, y) a12(x, y) 
(x, y)
a21(x, y) a22(x, y) (x, y)
a21(x + 1, y) −a12(x, y + 1) (x, y)
∣∣∣∣∣∣∣= 0, (27)
and one at least of the following conditions:
⎧⎪⎨
⎪⎩
a11(x, y)a22(x, y) − a12(x, y)a21(x, y) = 0,
a11(x, y)a12(x, y + 1) + a12(x, y)a21(x + 1, y) = 0,
a21(x, y)a12(x, y + 1) + a22(x, y)a21(x + 1, y) = 0,
(28)
hold true.
As Eq. (3) for y(x), which approximates the differential equation (1) up to the second order of accuracy with respect
to the mesh h, the Pearson’s system (23) can be generalized to the multivariable case by means of
⎧⎨
⎩
n∑
j=1
j ((x)aij (x)) = (x)bi(x), i = 1, 2, . . . , n,
i∇j ((x)aji(x)) = j∇i ((x)aij (x)), i = j,
(29)
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which corresponds to the second order approximation of the system of differential equations
b˜i =
n∑
j=1

xj
(a˜ij ), i = 1, 2, . . . , n,
given in [18], which appears when we assume that in some domain G there exists a positive and twice continuously
differentiable function (x) such that the differential expression
n∑
i,j=1
a˜ij (x)
2u
xixj
+
n∑
i=1
b˜i (x)
u
xi
=
n∑
i,j=1

xi
(
(x)a˜ij (x)
u
xj
)
is formally self-adjoint in G. Note that the second equation of (29) is due to the non-symmetry of the matrix (aij (x)).
Returning to the two-dimensional case, if the positive function (x) = (x, y) in some domain G satisfy the above
system of difference equations (23), Eq. (14) can be reduced to the self-adjoint form
∇1[(x + 1, y)a11(x + 1, y)1u(x) + (x, y + 1)a12(x, y + 1)2u(x)]
+ ∇2[(x + 1, y)a21(x + 1, y)1u(x) + (x, y + 1)a22(x, y + 1)2u(x)] + n(x)u(x) = 0, (30)
which can be also written as
1[(x)a11(x)∇1u(x) + (x)a21(x)2u(x − 1, y)]
+ 2[(x)a12(x)1u(x, y − 1) + (x)a22(x)∇2u(x)] + n(x)u(x) = 0. (31)
Similarly Eq. (8) can be reduced to the form
∇1[(r,s)(x + 1, y)a(r,s)11 (x + 1, y)1u(x) + (r,s)(x, y + 1)a(r,s)12 (x, y + 1)2u(x)]
+ ∇2[(r,s)(x + 1, y)a(r,s)21 (x + 1, y)1u(x) + (r,s)(x, y + 1)a(r,s)22 (x, y + 1)2u(x)]
+ (r,s)(r,s)(x)u(x) = 0, (32)
for the solution u(x) = r1s2u(x), where the function (r,s)(x) satisﬁes the Pearson’s system⎧⎪⎨
⎪⎩
1((r,s)(x)a
(r,s)
11 (x)) + 2((r,s)(x)a(r,s)12 (x)) = (r,s)(x)b(r,s)1 (x),
1((r,s)(x)a
(r,s)
21 (x)) + 2((r,s)(x)a(r,s)22 (x)) = (r,s)(x)b(r,s)2 (x),
1∇2(a(r,s)21 (x)(r,s)(x)) = 2∇1(a(r,s)12 (x)(r,s)(x)),
(33)
and the coefﬁcients a(r,s)ij (x), (i, j = 1, 2) are given in Theorem 2.3. The above system generalizes [21, (2.1.20)].
In a similar way as it was studied the compatibility of the system of equations (23), it could be deduced for the
systems (29) and (33), respectively.
5. The criteria of orthogonality
5.1. The weight function
Let G be a set of distinct points in R2, where the functions
⎧⎪⎨
⎪⎩
G1(x, y) = a11(x, y) + a12(x, y) + b1(x, y)
	1(x + 1, y) > 0,
G2(x, y) = a22(x, y) + a21(x, y) + b2(x, y)
	2(x, y + 1) > 0,
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deﬁned in (26) are positive, i.e., G is a simply connected domain bounded by a piecewise smooth curve
= 1 ∪ 2, i = {(x, y) ∈ R2 |Gi (x, y) = 0}, i = 1, 2. (34)
Then, Eqs. (21) imply
(x + 1, y) = G1(x, y)(x, y), (x, y + 1) = G2(x, y)(x, y).
Assuming that (27) and (28) hold and solving the above system of difference equations, if x − x0 = m ∈ Z and
y − y0 = h ∈ Z, we obtain
(x, y) = 
y−1∏
i=y0
G2(x, i)
x−1∏
j=x0
G1(j, y0), (35)
where the positive functions G1(x, y) and G2(x, y) are deﬁned in (26) and  is a constant. The above expression is the
discrete analog of [25, (22), p. 134].
This function (x, y) is called the weight function in the domain G, which is determined up to a constant factor.
Since a linear change of variables x → x + a and y → y + b preserves the type of equation, it is always possible,
to take
a11(0, y) = a21(0, y) = 0, a12(x, 0) = a22(x, 0) = 0. (36)
That is, we may suppose that x0 = y0 = 0.
5.2. The orthogonality property
LetG a simply connected domain bounded by a piecewise smooth curve given in (34), and (x, y) be a non-negative
function on G. This weight function (x, y) deﬁnes the linear functional
L(P ) =
∑
(x,y)∈G
∑
P(x, y)(x, y) (37)
on the space of all polynomials of two variables if, of course, all such sums exist.
If L(PQ) = 0, we say that the polynomials P and Q are orthogonal to each other with respect to (x, y) on the
lattice set G.
Thus, if (18) is admissible the solutions of total degree n for = n generate a vector space Vn of dimension n + 1
and any weight function (x) in a domain G deﬁnes a sequence of spaces {Vn} of orthogonal polynomials in the sense
of these spaces are orthogonal to each other, i.e.,
L(PnQm) =
∑
(x,y)∈G
∑
Pn(x, y)Qm(x, y)(x, y)
vanishes, if Pn(x, y) ∈ Vn and Qm(x, y) ∈ Vm, where n = m.
Therefore, polynomials of the same degree are orthogonal to polynomials of lower degree, but they may not be
orthogonal among themselves. To make this precise, let us introduce the following notation. Let = (1, 2) ∈ N20 and|| = 1 + 2. If we denote by {Pn }||=n a sequence of polynomials in the space 2n of all polynomials of degree at
most n in two variables x = (x, y) with real coefﬁcients, we can write P˜n as the (column) polynomial vector
P˜n = (P n (x, y))||=n = (P n(1) (x, y), . . . , P n(n+1) (x, y))T (38)
where (1), . . . , (n+1) is the arrangement of elements in { ∈ N20| || = n} according to the lexicographical order
(see [6]).
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Deﬁnition 5.1. LetL be the linear functional deﬁned in (37), and let L˜ be the linear functional deﬁned by the matrix
L˜[(Ai,j (x, y))] = (L(Ai,j (x, y))), (39)
for any polynomial matrix (Ai,j (x, y)). A sequence of polynomials {Pn (x, y) ∈ 2n | || = n, n ∈ N0} is said to be
orthogonal with respect to L˜ or {P˜n}n0 is an orthogonal family with respect L˜ if
L˜[(xmP˜Tn)] = 0, n>m and L˜[(xnP˜Tn)] = Sn, (40)
where Sn is an invertible matrix of size n + 1 and xn denote the column vector whose elements are arranged in the
lexicographical order
xn = (x1y2)||=n,
being = (1, 2) ∈ N20. The number || = 1 + 2 is called the total degree of the monomial x1y2 .
The following result [6] ﬁx the existence of a basis among the orthogonal polynomials which is also valid in the
discrete case.
Proposition 5.2. Let L˜ be a linear functional and let P˜n be the orthogonal polynomials deﬁned in (38). Then,
{P˜0, P˜1, . . . , P˜n} forms a basis of the space 2n of all polynomials of degree at most n in two variables.
We determine conditions on the coefﬁcients aij (x, y) in (11) under which the system of polynomials u(x, y) is
orthogonal in some discrete domain
G = {(x, y) ∈ R2 | 0xa, 0yc, G1(x, y)> 0, G2(x, y)> 0}
= {(x, y) ∈ R2 | 0xa, 0y(x)}
= {(x, y) ∈ R2 | 0yc, 0x(y)}, (41)
bounded by , given in (34), where (x) and (y) are determined from the positivity of the functions Gi , i = 1, 2 (see
the classiﬁcation given in Section 6 and the examples presented in Section 9).
Let u(x, y) = u(x) and v(x, y) = v(x) be eigenfunctions of Eq. (14) associated with different eigenvalues n and
p, respectively. Then, using Eq. (31), we have
1[(x)a11(x)∇1u(x) + (x)a21(x)2u(x − 1, y)]
+ 2[(x)a12(x)1u(x, y − 1) + (x)a22(x)∇2u(x)] + n(x)u(x) = 0, (42)
and
1[(x)a11(x)∇1v(x) + (x)a21(x)2v(x − 1, y)]
+ 2[(x)a12(x)1v(x, y − 1) + (x)a22(x)∇2v(x)] + p(x)v(x) = 0. (43)
After multiplying Eq. (42) by v(x, y) and Eq. (43) by u(x, y) and subtracting the second equality from the ﬁrst one
term-by-term and using notation (22) and the Pearson’s system (23), we obtain
1{	1(x)(x)[v(x)∇1u(x) − u(x)∇1v(x)]
+ a21(x, y − 1)(x, y − 1)[u(x − 1, y)v(x, y − 1) − u(x, y − 1)v(x − 1, y)]}
+ 2{	2(x)(x)[v(x)∇2u(x) − u(x)∇2v(x)]
− a21(x, y − 1)(x, y − 1)[u(x − 1, y)v(x, y − 1) − u(x, y − 1)v(x − 1, y)]}
= (p − n)(x)u(x)v(x). (44)
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Under the condition p = n, we shall study what are the restrictions on the coefﬁcients of Eq. (14) (boundary con-
ditions) in order that the polynomial solutions have the orthogonality property, i.e., the polynomials u(x, y) associated
with the eigenvalue n are orthogonal to all polynomials v(x, y) associated with another eigenvalue p, but they are
not so for different polynomials of the same total degree.
Let us assume that∑
(x,y)∈G
∑
(1 − 2)(a21(x, y − 1)(x, y − 1)R(x, y))
=
∑
(x,y)∈G
∑
(x, y)[a12(x, y)R(x + 1, y) − a21(x, y)R(x, y + 1)] = 0, (45)
for any polynomial R(x, y). Then, applying the functionalL to Eq. (44), we get
∑
(x,y)∈G
∑
(1{F(x, y)} + 2{H(x, y)}) = (p − n)
∑
(x,y)∈G
∑
(x)u(x)v(x), (46)
where
F(x, y) = 	1(x)(x)[v(x)∇1u(x) − u(x)∇1v(x)],
H(x, y) = 	2(x)(x)[v(x)∇2u(x) − u(x)∇2v(x)].
Thus, we obtain that
c∑
y=0
(F((y) + 1, y) −F(0, y)) +
a∑
x=0
(H(x,(x) + 1) −H(x, 0))
= (p − n)
∑
(x,y)∈G
∑
(x)u(x)v(x). (47)
Since the expressions (v(x)∇1u(x)− u(x)∇1v(x)) and (v(x)∇2u(x)− u(x)∇2v(x)) are polynomials in two variables,
the polynomial solutions of (14) are orthogonal in G with weight (x) under the boundary conditions (45) and
c∑
y=0
[	1((y) + 1, y)((y) + 1, y)R((y) + 1, y)] −
c∑
y=0
[	1(0, y)(0, y)R(0, y)]
+
a∑
x=0
[	2(x,(x) + 1)(x,(x) + 1)R(x,(x) + 1)] −
a∑
x=0
[	2(x, 0)(x, 0)R(x, 0)] = 0, (48)
for any polynomial R(x, y).
Since a11(0, y) = a21(0, y) = 0 and a12(x, 0) = a22(x, 0) = 0, the above boundary condition (48) can be written as
c∑
y=0
[	1((y) + 1, y)((y) + 1, y)R((y) + 1, y)]
+
a∑
x=0
[	2(x,(x) + 1)(x,(x) + 1)R(x,(x) + 1)] = 0, (49)
for any polynomial R(x, y).
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5.3. The orthogonality property of difference derivatives and the coupling hypergeometric condition
By means of Pearson’s system (33), we can obtain the connection between the functions (r,s)(x), (r+1,s)(x),
(r,s+1)(x) and (x). To do this we write the two ﬁrst equations of (33) in the form
	(r+1,s)1 (x + 1, y)(r+1,s)(x + 1, y)
(r+1,s)(x, y)
= b(r+1,s)1 (x) + a(r+1,s)11 (x) + a(r+1,s)12 (x),
	(r,s+1)2 (x, y + 1)(r,s+1)(x, y + 1)
(r,s+1)(x, y)
= b(r,s+1)2 (x) + a(r,s+1)22 (x) + a(r,s+1)21 (x),
using the notation (22), where
	(r,s)1 (x, y) = a(r,s)11 (x, y) + a(r,s)21 (x, y) = 	1(x, y),
	(r,s)2 (x, y) = a(r,s)22 (x, y) + a(r,s)12 (x, y) = 	2(x, y),
by Theorem 2.3.
If we rewrite the equations
b
(r+1,s)
1 (x) = b(r,s)1 (x) + 1(b(r,s)1 (x) + a(r,s)11 (x)),
b
(r,s+1)
2 (x) = b(r,s)2 (x) + 2(b(r,s)2 (x) + a(r,s)22 (x)),
given in Propositions 2.5 and 2.6, in the form
b
(r+1,s)
1 (x, y) + a(r+1,s)11 (x, y) + a(r+1,s)12 (x, y)
= b(r,s)1 (x + 1, y) + a(r,s)11 (x + 1, y) + a(r,s)12 (x + 1, y),
b
(r,s+1)
2 (x, y) + a(r,s+1)22 (x, y) + a(r,s+1)21 (x, y)
= b(r,s)2 (x, y + 1) + a(r,s)22 (x, y + 1) + a(r,s)21 (x, y + 1),
it follows that
	1(x + 1, y)(r+1,s)(x + 1, y)
(r+1,s)(x, y)
= 	1(x + 2, y)
(r,s)(x + 2, y)
(r,s)(x + 1, y) ,
	2(x, y + 1)(r,s+1)(x, y + 1)
(r,s+1)(x, y)
= 	2(x, y + 2)
(r,s)(x, y + 2)
(r,s)(x, y + 1) ,
i.e.,
(r+1,s)(x + 1, y)
	1(x + 2, y)(r,s)(x + 2, y) =
(r+1,s)(x, y)
	1(x + 1, y)(r,s)(x + 1, y) ,
is any function of period 1 in the variable x and
(r,s+1)(x, y + 1)
	2(x, y + 2)(r,s)(x, y + 2) =
(r,s+1)(x, y)
	2(x, y + 1)(r,s)(x, y + 1) ,
is any function of period 1 in the variable y. We only need to ﬁnd any solution of the system (33), so we can take
(r+1,s)(x, y) = 	1(x + 1, y)(r,s)(x + 1, y), (r,s+1)(x, y) = 	2(x, y + 1)(r,s)(x, y + 1),
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up to a constant. Then
(r+1,s+1)(x, y) = 	1(x + 1, y)	2(x + 1, y + 1)(r,s)(x + 1, y + 1),
(r+1,s+1)(x, y) = 	1(x + 1, y + 1)	2(x, y + 1)(r,s)(x + 1, y + 1),
using the relations given in Propositions 2.5 and 2.6. Thus, the above equations coincide if the coefﬁcients aij (x) of
Eq. (14) admissible belonging to the hypergeometric class satisfy the coupling hypergeometric condition
	1(x + 1, y)	2(x + 1, y + 1) = 	1(x + 1, y + 1)	2(x, y + 1), (50)
or equivalently,
(a11(x + 1, y) + a21(x + 1, y))(a22(x + 1, y + 1) + a12(x + 1, y + 1))
= (a22(x, y + 1) + a12(x, y + 1))(a11(x + 1, y + 1) + a21(x + 1, y + 1)), (51)
which can be also written as
(a11(x + 1, y) + a21(x + 1, y + 1))1a12(x, y + 1)
= (a22(x, y + 1) + a12(x + 1, y + 1))2a21(x + 1, y).
This coupling hypergeometric condition appears in a natural way from non-symmetry of the matrix (aij (x)) and it
is used to obtain the connection between the functions (r,s)(x) and (0,0)(x) = (x) by means
(r,s)(x, y) =
r−1∏
j=0
	1(x + j + 1, y)
s−1∏
k=0
	2(x + r, y + k + 1)(x + r, y + s), (52)
which is a generalization of [21, (2.1.24)].
If we deﬁne
G(r,s) = {(x, y) ∈ R2 | 0xa − r − s, 0y(x) − r − s}
= {(x, y) ∈ R2|0yc − r − s, 0x(y) − r − s}, (53)
the function (r,s)(x, y) satisﬁes boundary conditions similar to (45) and (49)∑
(x,y)∈G(r,s)
∑
(r,s)(x, y)[(r,s)12 (x, y)R(x + 1, y) − (r,s)21 (x, y)R(x, y + 1)] = 0, (54)
and
c−r−s∑
y=0
[	1((y) − r − s + 1, y)((y) − r − s + 1, y)R((y) − r − s + 1, y)]
+
a−r−s∑
x=0
[	2(x,(x) − r − s + 1)(x,(x) − r − s + 1)R(x,(x) − r − s + 1)] = 0, (55)
for any polynomial R(x, y).
Hence, the polynomials Q(r,s)n,m (x, y) = r1s2Pn,m(x, y) have the orthogonality property∑
(x,y)∈G(r,s)
∑
Q(r,s)n1,m1(x, y)Q
(r,s)
n2,m2(x, y)
(r,s)(x, y) = N1N1,N2 ,
where N1 = n1 + m1 − r , N2 = n2 + m2 − s.
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6. Classiﬁcation of the admissible equations of hypergeometric type
Using (36), the admissible difference equation belonging to the hypergeometric class (14) can be written
x(Ax + B1)1∇1u(x) + y(A3x + C3)1∇2u(x)
+ x(A4y + B4)2∇1u(x) + y(Ay + B2)2∇2u(x)
+ (cx + d1)1u(x) + (cy + d2)2u(x) − n ((n − 1)A + c)u(x) = 0,
such that the condition
Am + c = 0
holds for any non-negative integer m and their coefﬁcients also satisfy the coupling hypergeometric condition (51).
This implies that c = 0 and from (15) that A = A3 = A4.
Hence, the admissible difference equation belonging to the hypergeometric class can be written in the general form
x(Ax + B1)1∇1u(x) + y(Ax + C3)1∇2u(x)
+ x(Ay + B4)2∇1u(x) + y(Ay + B2)2∇2u(x)
+ (cx + d1)1u(x) + (cy + d2)2u(x) − n ((n − 1)A + c)u(x) = 0, (56)
with c = 0.
We are looking for the conditions on the coefﬁcients A, B1, C3, B4, B2, c, d1 and d2 of the admissible equation
belonging to the hypergeometric class (56) which allow us to classify these equations having the required conditions:
orthogonal polynomial solution such that all their difference derivatives also satisfy an equation of the same type.
We shall present the two different cases in which the coupling hypergeometric condition (51) is satisﬁed, and such
that the functions G1(x, y) and G2(x, y) given in (26) are well-deﬁned.
(1) If A = 0 and assuming that B1 + B4 = 0 and B2 + C3 = 0, then Eq. (56) reads as
B1x1∇1u(x) + C3y1∇2u(x) + B4x2∇1u(x) + B2y2∇2u(x)
+ (cx + d1)1u(x) + (cy + d2)2u(x) − ncu(x) = 0. (57)
In this case,
G1(x, y) = d1 + (B1 + c)x + C3y
(B1 + B4)(x + 1) , G2(x, y) =
d2 + B4x + (B2 + c)y
(B2 + C3)(y + 1) .
(2) If A = 0, then B1 = B2 − B4 + C3 and Eq. (56) is given by
x(B2 − B4 + C3 + Ax)1∇1u(x) + y(C3 + Ax)1∇2u(x)
+ x(B4 + Ay)2∇1u(x) + y(B2 + Ay)2∇2u(x)
+ (cx + d1)1u(x) + (cy + d2)2u(x) − n ((n − 1)A + c)u(x) = 0. (58)
In this case, we have
G1(x, y) = d1 + x(B2 − B4 + c + C3 + Ax) + y(C3 + Ax)
(x + 1)(B2 + C3 + A(1 + x + y)) ,
G2(x, y) = d2 + B4x + y(B2 + c + A(x + y))
(y + 1)(B2 + C3 + A(1 + x + y)) .
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7. The three term recurrence relations
The three term recurrence relation in several variables was ﬁrst studied by Kowalski [14,15], by using a different
vector notation as compared with [6], which is used in this paper.
Let L˜ be the linear functional deﬁned in (39). Using the vector notation introduced in (38), let {P˜n}n0 be a sequence
of orthogonal polynomials with respect to L˜.
Just as in the scalar case, the sequence {P˜n}n0 satisﬁes three term recurrence relations which can be obtained in a
similar way as in [6, p. 75], from the orthogonality of the family.
Theorem 7.1. For n0, there exist unique matrices An,j of size (n + 1) × (n + 2), Bn,j of size (n + 1) × (n + 1),
and Cn,j of size (n + 1) × n, such that
xj P˜n = An,j P˜n+1 + Bn,j P˜n + Cn,j P˜n−1, 1j2, (59)
where x1 = x, x2 = y, C−1,j = 0, j = 1, 2 and with the initial conditions P˜−1 = 0, P˜0 = 1.
The details are straightforward and they are omitted.
8. The Rodrigues-type formula
Rodrigues’ formula for classical orthogonal polynomials in one variable is used for investigation of the properties
of these polynomials [3,4,21]. The great advantage of Rodrigues’ formula is its form as an nth derivative. In [25], an
anologue of the Rodrigues’ formula for orthogonal polynomials over a domain in two variables which are solutions
of admissible and potentially self-adjoint equations is presented. Kwon and his team [11] succeeded in deriving a
(functional) Rodrigues-type formula for multivariable orthogonal polynomial solutions of the second order partial
differential equations.
By using the results obtained in the previous sections, mainly Eq. (52), we present an explicit expression for the
polynomial solutions of (14).
Theorem 8.1. Let 	1(x, y) and 	2(x, y) be deﬁned in (22). The formula
Pn,m(x, y) = Bn,m
(x, y)
n1
m
2
[
(x, y)
n−1∏
k=0
	1(x − k, y)
m−1∏
l=0
	2(x − n, y − l)
]
= Bn,m
(x, y)
n1
m
2 [(n,m)(x − n, y − m)] =
Bn,m
(x, y)
∇n1∇m2 [(n,m)(x, y)], (60)
deﬁnes an algebraic polynomial of total degree n + m in the variables x and y, called Rodrigues formula for the
bivariate discrete orthogonal polynomials Pn,m(x, y), solution of (14), where (x, y) and (n,m)(x, y) are deﬁned in
(35) and (52), respectively.
This formula is analog of the well-known Rodrigues’ formula for classical orthogonal polynomials of a discrete
variable [21, p. 24, (2.2.8)]. The above formula (60) contains as particular cases the explicit expression for the Kravchuk
and Meixner orthogonal polynomials given by Tratnik in [27] (see next section).
9. Examples
In this section we present four examples of admissible partial difference equations belonging to the hypergeo-
metric class, corresponding to the two different cases studied in the Section 6 and which polynomial solutions are
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generalizations of classical orthogonal polynomials of a discrete variable. Algebraic and difference properties of these
solutions are explicitly given.
9.1. Hahn orthogonal polynomials of two variables
The linear partial difference equation of hypergeometric type
x(x + N − b − c − 1)1∇1u(x, y) + y(y + N − a − c − 1)2∇2u(x, y)
+ y(1 + a + x)1∇2u(x, y) + x(1 + b + y)2∇1u(x, y)
+ ((1 + a)(N + 1) + x(a + b + c + 3))1u(x, y)
+ ((1 + b)(N + 1) + (a + b + c + 3)y)2u(x, y)
− (n1 + n2)(n1 + n2 + a + b + c + 2)u(x, y) = 0, (61)
has as solutions the bivariate Hahn polynomials of total degree n1 + n2, introduced by Tratnik in [28], and deﬁned as
the generalized Kampé de Fériet hypergeometric series [2,24]
u(x, y) = Hˆ a,b,cn1,n2(x, y;N)
= (−1)n1(N + 1 + x + y)n1+n2F 1:2;21:1;1
( −n1 − n2 − c : −n1,−x;−n2,−y
−n1 − n2 − N − x − y : a + 1; b + 1
∣∣∣∣ 1, 1
)
, (62)
where N ∈ N and a, b, c ∈ R. Eq. (61) corresponds to the case (2) studied in Section 6.
In this case, the functions G1 and G2 deﬁned in (26) are given by
G1(x, y) = (N + 1 + x + y)(1 + a + x)
(x + 1)(N + 1 + x + y − c) , G2(x, y) =
(N + 1 + x + y)(1 + b + y)
(y + 1)(N + 1 + x + y − c) .
Hence, the discrete domain G where the polynomial solutions are orthogonal is given by
G = {(x, y)|0x∞, 0y∞}, (63)
if c < 0.
Using (35), straightforward computations show that the weight function is given by
(x, y) = (x, y; a, b, c,N) = (a + 1)x (b + 1)y
x!y!
(N + 1)x+y
(N − c + 1)x+y , (64)
up to a constant factor. Using (52), we also obtain
(r,s)(x, y; a, b, c,N) = (x, y; a + r, b + s, c + r + s, N + r + s). (65)
From the Rodrigues-type formula (60), the polynomials Hˆ a,b,cn1,n2(x, y;N) have an explicit expression
Hˆ a,b,cn1,n2(x, y;N) =
(−1)n1
(x, y)(a + 1)n1(b + 1)n2
× n11 n22
⎧⎨
⎩(x, y)
n1−1∏
k=0
(x − k)
n2−1∏
j=0
(y − j)
n1+n2−1∏
l=0
(x + y + N − c − l)
⎫⎬
⎭ , (66)
where (x, y) is given in (64).
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As a result, they satisfy the following orthogonality relation:
∞∑
x=0
∞∑
y=0
Hˆ a,b,cs1,s2 (x, y;N)Hˆ a,b,cm1,m2(x, y;N)(x, y; a, b, c,N) = a,b,cS S,M , (67)
where S = s1 + s2, M = m1 + m2 and c < − N − a − b + 1, with a > − 1, b> − 1 and S + M <N − 1, i.e., when
s1 + s2 <m1 + m2, that is, the polynomials {Hˆ a,b,cm1,m2(x, y;N)} associated with the eigenvalue M are orthogonal to
all polynomials {Hˆ a,b,cs1,s2 (x, y;N)} associated with another eigenvalue S , but they are not so for different polynomials
of the same total degree.
The boundary conditions (45) and (49) are satisﬁed since (x, y) vanishes when x or y tends to inﬁnity and
a21(0, y) = 0.
From (65) it can be derived that the (column) vector of Hahn orthogonal polynomials
H˜n = H˜a,b,cn (x, y;N) = (Hˆ a,b,cn,0 (x, y;N), . . . , Hˆ a,b,cn−i,i (x, y;N), . . . , Hˆ a,b,c0,n (x, y;N))T
satisfy the difference relations
1H˜
a,b,c
n (x, y;N) = En,1H˜a+1,b,c+1n−1 (x, y;N + 1), (68)
2H˜
a,b,c
n (x, y;N) = En,2H˜a,b+1,c+1n−1 (x, y;N + 1), (69)
where the matrices En,k of size (n + 1) × n take the form
En,k =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r
(k)
0,0 ©
z
(k)
1,0 r
(k)
1,1
. . .
. . .
© z(k)n−1,n−2 r(k)n−1,n−1
z
(k)
n,n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, 1k2, (70)
with, for 0 in − 1,
r
(1)
i,i =
(i − n)(n − i + 1 + a + c)
1 + a , z
(1)
i+1,i =
(1 + i)(a − i + n)
1 + a ,
r
(2)
i,i =
(i − n)(1 + b + i)
1 + b , z
(2)
i+1,i =
(1 + i)(2 + b + c + i)
1 + b .
Moreover, the three term recurrence relations (59) can be written in this particular case as
xj H˜n = An,j H˜n+1 + Bn,j H˜n + Cn,j H˜n−1, j = 1, 2, 0nN − 1, (71)
where x1 = x, x2 = y, C−1,j = 0, j = 1, 2, with the initial conditions H˜−1 = 0, H˜0 = 1. The coefﬁcient matrices An,1
of size (n + 1) × (n + 2) have the form
An,1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
a0,0 t0,1 v0,2 ©
a1,1 t1,2
. . .
. . .
. . . vn−1,n+1
© an,n tn,n+1
⎞
⎟⎟⎟⎟⎟⎟⎠
(72)
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with, for 0 in,
ai,i = − (1 + a − i + n)(2 + b + c + i + n)(2 + a + b + c + i + n)
(1 + c + n)(2 + a + b + c + 2n)(3 + a + b + c + 2n) ,
ti,i+1 = (1 + b + i)
(1 + c + n)(2 + a + b + c + 2n)(3 + a + b + c + 2n)
× (−2 − a2 − b − c + 4i − 6n + 2(i − n)(b + c + i + n) − a(3 + b + c + 2n)),
and, for 0 in − 1,
vi,i+2 = (1 + b + i)(2 + b + i)(i − n)
(1 + c + n)(2 + a + b + c + 2n)(3 + a + b + c + 2n) .
The matrix Bn,1 of size (n + 1) × (n + 1) has the form
Bn,1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
b0,0 s0,1 ©
b1,1 s1,2
. . .
. . .
bn−1,n−1 sn−1,n
© bn,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (73)
where, for 0 in,
bi,i = n − i + (i − n)(i − n − a)(n + N)1 + a + b + c + 2n +
(i − n − 1)(1 + a − i + n)(1 + n + N)
3 + a + b + c + 2n ,
and, for 0 in − 1,
si,i+1 = (1 + b + i)(n − i)(1 + a + b + c − 2N)
(1 + a + b + c + 2n)(3 + a + b + c + 2n) .
The matrix Cn,1 of size (n + 1) × n looks like
Cn,1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0,0 ©
c1,1
© . . .
cn−1,n−1
0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (74)
where, for 0 in − 1,
ci,i = (c + n)(n − i)(1 + a + b + c + n − N)(n + N)
(1 + a + b + c + 2n)(2 + a + b + c + 2n) .
Moreover, the matrix An,2 looks like
An,2 =
⎛
⎜⎜⎜⎜⎜⎝
h0,0 e0,1 ©
d1,0 h1,1 e1,2
. . .
. . .
. . .
© dn,n−1 hn,n en,n+1
⎞
⎟⎟⎟⎟⎟⎠ , (75)
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where, for 0 in,
hi,i = (1 + a − i + n)
(1 + c + n)(2 + a + b + c + 2n)(3 + a + b + c + 2n)
× ((a + c)(1 + 2i) + b(3 + a + b + c + 2n) + 2(1 + n + i(2 − i + 2n))),
ei,i+1 = (1 + b + i)(2 + a + c − i + 2n)(2 + a + b + c − i + 2n)
(1 + c + n)(2 + a + b + c + 2n)(3 + a + b + c + 2n) ,
and, for 0 in − 1,
di+1,i = (1 + i)(a − i + n)(1 + a − i + n)
(1 + c + n)(2 + a + b + c + 2n)(3 + a + b + c + 2n) .
The matrix Bn,2 has the form
Bn,2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
f0,0 ©
g1,0 f1,1
. . .
. . .
gn−1,n−2 fn−1,n−1
© gn,n−1 fn,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (76)
where, for 0 in,
fi,i = i + i(b + i)(n + N)1 + a + b + c + 2n −
(1 + i)(1 + b + i)(1 + n + N)
3 + a + b + c + 2n ,
and for 0 in − 1,
gi+1,i = (1 + i)(a − i + n)(1 + a + b + c − 2N)
(1 + a + b + c + 2n)(3 + a + b + c + 2n) .
Finally,
Cn,2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 ©
m1,0 0
. . .
. . .
mn−1,n−2 0
© mn,n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (77)
where for 0 in − 1,
mi+1,i = − (1 + i)(c + n)(1 + a + b + c + n − N)(n + N)
(1 + a + b + c + 2n)(2 + a + b + c + 2n) .
9.2. Kravchuk orthogonal polynomials of two variables
The linear partial difference equation
(p1 − 1)x1∇1u(x, y) + (p2 − 1)y2∇2u(x, y) + p1y1∇2u(x, y)
+ p2x2∇1u(x, y) + (x − Np1)1u(x, y) + (y − Np2)2u(x, y) − (n1 + n2)u(x, y) = 0, (78)
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has as a solution the bivariateKravchuk polynomials of total degreen1+n2, deﬁned byTratnik [27,28] as the generalized
Kampé de Fériet hypergeometric series
K
p1,p2
n1,n2 (x, y;N) = (x + y − N)n1+n2
× F 0:2;21:0;0
( − : −n1,−x;−n2,−y
−n1 − n2 − x − y + N + 1 : −;−
∣∣∣∣ p1 + p2 − 1p1 ,
p1 + p2 − 1
p2
)
, (79)
where N is a non-negative integer and p1, p2 are real parameters satisfying
p1 > 0, p2 > 0, 0<p1 + p2 < 1.
Eq. (78) corresponds to the case (1) studied in Section 6. The coefﬁcients of this equation satisfy the conditions given
in (10), which are collected in Corollary 2.4.
In this case, the functions G1 and G2 deﬁned in (26) are given by
G1(x, y) = p1(N − x − y)
(x + 1)(1 − p1 − p2) , G2(x, y) =
p2(N − x − y)
(y + 1)(1 − p1 − p2) .
Hence, the discrete domain G is given by
G = {(x, y) | x0, y0, 0x + yN}. (80)
Using (35), straightforward computations show that the weight function is given by
(x, y;p1, p2, N) = p
x
1 (1 − p1 − p2)−x−ypy2N !
x!(N − x − y)!y! , (81)
up to a constant factor, which coincides with trinomial distribution [27,32]. Using (52), we also obtain
(r,s)(x, y;p1, p2, N) = (x, y;p1, p2, N − r − s). (82)
From the Rodrigues-type formula (60), the polynomials Kp1,p2n1,n2 (x, y;N) have an explicit expression
K
p1,p2
n1,n2 (x, y;N)
= (−1)
n1+n2N !
(x, y;p1, p2, N) 
n1
1 
n2
2
{
p
x−n1
1 p
y−n2
2 (1 − p1 − p2)n1+n2−x−y
(x − n1 + 1)(y − n2 + 1)(N − x − y + 1)
}
, (83)
which coincides with one given in [27].
They satisfy the following orthogonality relation:
N∑
x=0
N−x∑
y=0
K
p1,p2
m1,m2(x, y;N)Kp1,p2s1,s2 (x, y;N)(x, y;p1, p2, N) = SS,M , (84)
where S = s1 + s2, M = m1 + m2 and S,MN . In this case, the boundary condition (45) can be written as
N∑
y=0
(N − y + 1, y − 1)a21(N − y + 1, y − 1)R(N − y + 1, y)
−
N∑
x=0
(x,N − x + 1)a21(x,N − x + 1)R(x,N − x + 1) = 0,
and the boundary condition (49) is satisﬁed since (N − y + 1, y) = (x,N − x + 1) = 0, for y = 0, 1, . . . , N and
x = 0, 1, . . . , N .
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Using the notation introduced in (38), the (column) vector of orthogonal polynomials
K˜n = K˜p1,p2n (x, y;N) = (Kp1,p2n,0 (x, y;N), . . . , Kp1,p2n−i,i (x, y;N), . . . , Kp1,p20,n (x, y;N))T (85)
satisfy the following difference formulae:
j K˜
p1,p2
n (x, y;N) = En,j K˜p1,p2n−1 (x, y;N − 1), j = 1, 2, (86)
using (82), where the coefﬁcients of the matrices En,j deﬁned in (70) are given by
r
(1)
i,i =
(n − i)(1 − p2)
p1
, z
(1)
i+1,i = i + 1, r(2)i,i = n − i, z(2)i+1,i =
(i + 1)(1 − p1)
p2
.
Moreover, the three term recurrence relations are
xj K˜n = An,j K˜n+1 + Bn,j K˜n + Cn,j K˜n−1, j = 1, 2, n0, (87)
where x1 = x, x2 = y, with the initial conditions K˜−1 = 0, K˜0 = 1, and the coefﬁcients of the matrices An,1, Bn,1, Cn,1,
An,2, Bn,2 and Cn,2 deﬁned in (72)–(77) are given by
ai,i = (1 − p1)p11 − p1 − p2 , ti,i+1 = −
p1p2
1 − p1 − p2 , vi,i+2 = 0, bi,i = (n − i) + (N − 2n + i)p1,
si,i+1 = (i − n)p2, ci,i = (n − i)(N − n + 1)(1 − p1 − p2), hi,i = − p1p21 − p1 − p2 ,
ei,i+1 = (1 − p2)p21 − p1 − p2 , di+1,i = 0, fi,i = i + (N − n − i)p2,
gi+1,i = −(i + 1)p1, mi+1,i = (i + 1)(N − n + 1)(1 − p1 − p2).
9.3. Meixner orthogonal polynomials of two variables
For n1, n2 ∈ N, the bivariate Meixner polynomials of total degree n1 + n2 were deﬁned by Tratnik [27,28] in terms
of the generalized Kampé de Fériet hypergeometric series as
M
,a1,a2
n1,n2 (x, y)
= (x + y + )n1+n2F 0:2;21:0;0
( − : −n1,−x;−n2,−y
−n1 − n2 − x − y − + 1 : −;−
∣∣∣∣ a−11 , a−12
)
, (88)
where a1, a2 are non-zero real parameters satisfying
|a1| + |a2|< 1, (89)
and the variable  is arbitrary, including negative integers.
They are related with the bivariate Kravchuk polynomials already presented (79) by means
M
,a1,a2
n1,n2 (x, y) = Ka1/(a1+a2−1),a2/(a1+a2−1)n1,n2 (x, y;−). (90)
These polynomials u(x, y) = M,a1,a2n1,n2 (x, y) satisfy the following linear partial difference equation:
(1 − a2)x1∇1u(x, y) + (1 − a1)y2∇2u(x, y) + a1y1∇2u(x, y)
+ a2x2∇1u(x, y) + ((a1 + a2 − 1)x + a1)1u(x, y)
+ ((a1 + a2 − 1)y + a2)2u(x, y) − (a1 + a2 − 1)(n1 + n2)u(x, y) = 0, (91)
given in [22, (21), p. 277] where a misprint in the eigenvalue has been found.
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In this case, the functions G1 and G2 deﬁned in (26) are given by
G1(x, y) = a1(x + y + )
x + 1 , G2(x, y) =
a2(x + y + )
y + 1 .
Hence, the discrete domain G is given by
G = {(x, y) | 0x∞, 0y∞} (92)
if > 0.
Using (35), straightforward computations show that the weight function is given by
(x, y; a1, a2, ) = a
x
1 a
y
2(x + y + )
(x + 1)(y + 1)() , (93)
up to a constant factor. Using (52), we also obtain
(r,s)(x, y; a1, a2, ) = (x, y; a1, a2, + r + s). (94)
From the Rodrigues-type formula (60), the polynomials M,a1,a2n1,n2 (x, y) have an explicit expression
M
,a1,a2
n1,n2 (x, y)
= (x + 1)(y + 1)a
−x−n1
1 a
−y−n2
2
(x + y + ) 
n1
1 
n2
2
{
(x + y + )ax1ay2
(x − n1 + 1)(y − n2 + 1)
}
, (95)
which coincides with one given in [27].
Note that the bivariate Meixner polynomials {M,a1,a2n1,n2 (x, y)} are orthogonal to all polynomials {M,a1,a2s1,s2 (x, y)}
∞∑
x=0
∞∑
y=0
M
,a1,a2
n1,n2 (x, y)M
,a1,a2
s1,s2 (x, y)(x, y; a1, a2, ) = NN,S ,
where N = n1 + n2 and S = s1 + s2.
From (94), the vector of orthogonal polynomials
M˜n = M˜,a1,a2n (x, y) = (M,a1,a2n,0 (x, y), . . . ,M,a1,a2n−i,i (x, y), . . . ,M,a1,a20,n (x, y))T
satisfy the difference relations
jM˜
,a1,a2
n (x, y) = En,jM˜+1,a1,a2n−1 (x, y), j = 1, 2, (96)
where the coefﬁcients of the matrices En,j deﬁned in (70) are given by
r
(1)
i,i =
(i − n)(1 − a1)
a1
, z
(1)
i+1,i = i + 1, r(2)i,i = n − i, z(2)i+1,i =
(i + 1)(a2 − 1)
a2
.
Moreover, they satisfy the following three term recurrence relations:
xjM˜n = An,jM˜n+1 + Bn,jM˜n + Cn,jM˜n−1, j = 1, 2, n0, (97)
where x1 = x, x2 = y, with the initial conditions M˜−1 = 0, M˜0 = 1, and the coefﬁcients of the matrices An,1, Bn,1,
Cn,1, An,2, Bn,2 and Cn,2 deﬁned in (72)–(77) are given by
ai,i = a1(a2 − 1)1 − a1 − a2 , ti,i+1 = −
a1a2
1 − a1 − a2 , vi,i+2 = 0,
bi,i = (n − i) + a1(+ 2n − i)1 − a1 − a2 , si,i+1 =
(n − i)a2
1 − a1 − a2 , ci,i = −
(n − i)(+ n − 1)
1 − a1 − a2 ,
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hi,i = − a1a21 − a1 − a2 , ei,i+1 = −
(1 − a1)a2
1 − a1 − a2 , di+1,i = 0,
fi,i = i + (+ n + i)a21 − a1 − a2 , gi+1,i =
(i + 1)a1
1 − a1 − a2 , mi+1,i = −
(i + 1)(+ n − 1)
1 − a1 − a2 .
9.4. Charlier orthogonal polynomials of two variables
Let c(a)n (x) be the Charlier polynomials
c(a)n (x) = (a)n2F0
( −n,−x
−
∣∣∣∣− 1a
)
orthogonal with respect to
(a)(x) = e
−aax
(x + 1)
when a > 0.
The bivariate Charlier polynomials deﬁned as
u(x, y) = Ca1,a2n1,n2(x, y) = c(a1)n1 (x)c(a2)n2 (y), n1, n2 ∈ N,
satisfy the following linear partial difference equation:
x1∇1u(x, y) + y2∇2u(x, y) + (a1 − x)1u(x, y)
+ (a2 − y)2u(x, y) + (n1 + n2)u(x, y) = 0,
which corresponds with a particular case of the case (1) studied in Section 6. The above difference equation has also as
polynomial solutions the product of single variable Meixner and Charlier polynomials indicated in [22, p. 278]. These
polynomials were already introduced by Tratnik [28] as a bivariate non-trivial extension of Charlier polynomials.
Using (35), we obtain that the weight function of Charlier orthogonal polynomials of two variables is
(x, y; a1, a2) = a
x
1a
y
2
x!y!
the product of single variable Charlier weights.
The orthogonality relation takes the form,
∞∑
x=0
∞∑
y=0
Ca1,a2n1,n2(x, y)C
a1,a2
m1,m2(x, y)
ax1a
y
2
x!y! e
−a1−a2
= n1!n2!
(
a2
a1
)n1
(a1 + a2)n1−n2n1,m1n2,m2 .
The vector of Charlier orthogonal polynomials
C˜n = C˜a1,a2n (x, y) = (Ca1,a2n,0 (x, y), . . . , Ca1,a2n−i,i (x, y), . . . , Ca1,a20,n (x, y))T
satisfy the difference relations
j C˜
a1,a2
n (x, y) = En,j C˜a1,a2n−1 (x, y), j = 1, 2, (98)
where the coefﬁcients of the matrices En,j deﬁned in (70) are given by
r
(1)
i,i =
(i − n)(n − i − 1 + a1)
a1
, z
(1)
i+1,i = r(2)i,i = 0, z(2)i+1,i = −
(i + 1)(a2 + i)
a2
.
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Moreover, the three term recurrence relations are
xj C˜n = An,j C˜n+1 + Bn,j C˜n + Cn,j C˜n−1, j = 1, 2, n0, (99)
where x1 = x, x2 = y, C˜−1 = 0, C˜0 = 1, and the coefﬁcients of the matrices An,1, Bn,1, Cn,1, An,2, Bn,2 and Cn,2
deﬁned in (72)–(77) are given by
ai,i = − a1
(n − i) + a1 , ti,i+1 = vi,i+2 = si,i+1 = di+1,i = gi+1,i = hi,i = 0,
bi,i = n − i + a1, ci,i = −(n − i)(n − i − 1 + a1), ei,i+1 = − a2
i + a2 ,
fi,i = i + a2, mi+1,i = −(i + 1)(i + a2).
10. Concluding remarks and future research
As Jackson [9] already realized in the continuous case, the proper deﬁnition of orthogonality is in terms of polynomials
of lower degree and the orthogonal bases are not unique, we found in this paper another polynomial solutions of the
same partial difference equation presented in our previous work [22], whose polynomial solutions form an orthogonal
(or generalized orthogonal) set.
The extension to the above-detailed study with n variables can be accomplished with some minor algebraic compli-
cation, but without any further conceptual implication.As an example we have included in Section 4 the extension to the
multivariable case (29) of the Pearson’s system (23). In a forthcoming paper, we shall consider a further generalization
to the multivariate case on non-uniform lattices by following the method discussed in this paper.
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