Un modèle numérique pour les composites biphasés matrice-inclusions rigides: Application à la détermination des propriétés élastiques et en fatigue des enrobés bitumineux by Lachihab, Adel
A numerical model for the two-phase composites
matrix-rigid inclusions: Application to the
determination of the elstic and fatigue properties of the
bituminous materials
Adel Lachihab
To cite this version:
Adel Lachihab. A numerical model for the two-phase composites matrix-rigid inclusions: Ap-
plication to the determination of the elstic and fatigue properties of the bituminous materials.
Engineering Sciences [physics]. Ecole des Ponts ParisTech, 2004. English. <pastel-00001036>
HAL Id: pastel-00001036
https://pastel.archives-ouvertes.fr/pastel-00001036
Submitted on 14 Feb 2005
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
´ECOLE NATIONALE DES PONTS ET CHAUSS ´EES
TH `ESE DE DOCTORAT
Pour obtenir le grade de
DOCTEUR DE
L’ ´ECOLE NATIONALE DES PONTS ET CHAUSS ´EES
Spe´cialite´ : Structures et Mate´riaux
Pre´sente´e par
Adel Lachihab
Titre :
Un mode`le nume´rique pour les composites biphase´s matrice -
inclusions rigides : Application a` la de´termination des proprie´te´s
e´lastiques et en fatigue des enrobe´s bitumineux
Soutenue le 6 De´cembre 2004
devant le jury compose´ de :
D. Bouvard Rapporteur
D. Jeulin Rapporteur
Q. C. He´ Examinateur
P. Ponte-Castan˜eda Examinateur
P. Tamagny Examinateur
K. Sab Directeur de The`se

”Le peu que je sais, c’est a` mon ignorance que je le dois”
Sacha Guitry (1885-1957)
`A ma me`re, a` mon pe`re,
`A tous ceux qui me sont chers,...
iv
REMERCIEMENTS
Voila` venue une section tre`s importante... la section des remerciements ! ! !
Peut-eˆtre est-ce la plus difficile dans une the`se ! En effet, chaque personne qui y est
cite´e me´rite la plus belle phrase ce qui ne´cessite des re´els talents litte´raires... Ainsi,
comme tout un chacun, je vais essayer de faire au mieux et que tous les gens qui me
liront sachent que ces quelques lignes ont e´te´ e´crites avec tout mon coeur.
Pour certains, il peut avoir peu de valeur a` leurs yeux, mais pour moi, si j’en suis
arrive´ la`, c’est bien par la patience, la disponibilite´, les pre´cieux conseils des gens qui
ont croise´ mon chemin.
Tout d’abord, je ne pourrais pas commencer les remerciements sans e´voquer
la personne qui m’a propose´ le sujet de the`se et qui m’a encadre´ tout au long
de ces trois anne´es : Karam SAB. Au travers de nos discussions, ils m’a apporte´
une compre´hension plus approfondie des divers aspects du sujet. Je salue aussi sa
souplesse, son ouverture d’esprit et sa bonne humeur qui ont su me laisser une large
marge de liberte´ pour mener a` bien ce travail de recherche.
Je remercie tous les membres de mon jury, c’est-a`-dire Didier Bouvard et Domi-
nique Jeulin pour avoir accepte´ d’eˆtre rapporteurs de ma the`se, Qi-Chang He´, Pedro
Ponte-Castan˜eda et Philippe Tamagny pour en avoir e´te´ examinateurs.
Cette the`se s’est de´roule´e successivement au sein du Laboratoire des Mate´riaux
et Structures du Ge´nie Civil (LMSGC) et du Laboratoire d’Analyse des Mate´riaux
et Identification (LAMI). Je tiens a` remercier tous mes colle`gues et mes amis du
LMSGC et du LAMI pour l’ambiance chaleureuse, amicale et passionne´e.
Toute ma gratitude a` toutes les personnes ayant relu, corrige´ et commente´ mon
manuscrit et ayant ainsi participe´ a` son ame´lioration.
J’aimerais remercier Ferhat Hammoum, Didier Bodin et Chantal De La Roche
pour m’avoir accueilli a` la division MSC du LCPC-Nantes et pour les diverses
discussions que j’ai pu avoir avec eux.
Je voudrais remercier tous les auteurs des programmes du domaine public que
j’ai utilise´s intense´ment durant cette the`se, a` savoir tous les contributeurs a` Linux,
gcc, Glut, pdfLATEX... Sans eux, mes conditions de travail auraient sans doute e´te´ tre`s
diffe´rentes et beaucoup moins agre´ables.
vi
Et pour finir, je remercie ma famille et mes amis de m’avoir soutenu et supporter
durant ces 3 anne´es de the`se et en particulier mes parents, mes fre`res et soeurs et tous
les autres qui se reconnaıˆtront et qui ont su me soutenir pendant les moments difficiles
que j’ai pu avoir et me faire profiter de leur bonne humeur.
R ´ESUM ´E
Un mode`le discret tridimensionnel de´die´ a` la pre´diction des proprie´te´s e´lastiques
line´aires et en fatigue des mate´riaux granulaires cohe´sifs (matrice+inclusions) tel que
les be´tons bitumineux est pre´sente´. Le mate´riau est conside´re´ comme un assemblage
d’inclusions cohe´sives infiniment rigides. La mosaı¨que de Voronoı¨ pour un ensemble
de sphe`res et sa triangulation duale de Delaunay sont utilise´es pour mode´liser la
microstructure du mate´riau. Le comportement me´canique des contacts entre particules
est mode´lise´ via une loi d’interface. Une me´thode d’homoge´ne´isation discre`te est
employe´e pour l’estimation des proprie´te´s effectives du mate´riau. Les pre´dictions du
mode`le sont compare´es a` celles de´termine´es par la me´thode des e´le´ments finis pour
les re´seaux cubique simple et cubique centre´. Les re´sultats des simulations ont montre´
que les erreurs de mode´lisation sont infe´rieures a` 15% lorsque a` la fois le contraste
entre rigidite´ des inclusions et celle de la matrice est supe´rieure a` 100 et la compacite´
des inclusions est assez e´leve´e (> 50%).
Dans un premier lieu, le mode`le discret est applique´ aux mate´riaux ale´atoires pour
la de´termination de la taille minimale du Volume ´Ele´mentaire Repre´sentatif (V ER) en
e´lasticite´ line´aire et en fatigue en utilisant une approche statistique.
Dans un second lieu, le mode`le propose´ est applique´e a` l’e´tude de l’influence des
caracte´ristiques morphologiques sur les proprie´te´s effectives du mate´riau.
Mots clefs : Mode´lisation discre`te ; Homoge´ne´isation ; Volume ´Ele´mentaire
Repre´sentatif ; Caracte´ristiques morphologiques.
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ABSRACT
A discrete 3D model for the elastic behavior of random aggregate composites has
been proposed. The aggregates are rigid particles embedded into an elastic matrix.
The inter-particle contact layers are modeled by an elastic interface constitutive
equation. The Dirichlet tessellation and its dual Delaunay network are used to connect
the neighboring particles. A discrete homogenization method is used to estimate the
linear effective properties of the material. The validity and limitations of the model
have been discussed through comparisons with finite element simulations on regular
periodic unit cells in the limit case of rigid inclusions.
The proposed model has been applied to random microstructures generated by the
Voronoı¨ tessellation.
Firstly, the minimum RVE size for the (not weighted) Voronoı¨ tessellation model
has been numerically determined.
Secondly, a fatigue damage law has been introduced into the interfaces in order
to determine the minimum RVE size in the fatigue damage case. Lastly, the proposed
model has been used in the study of the influence of the morphological characteristics
on the effective properties of the material.
Key words : A discrete 3D model ; Homogenization ; Representative Volume
Element ; Morphological characteristics.
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Introduction ge´ne´rale

Introduction ge´ne´rale
Les enrobe´s bitumineux sont des mate´riaux he´te´roge`nes ale´atoires constitue´s d’un
me´lange, dans une proportion choisie, de particules solides de diffe´rentes tailles (les
granulats et les fines) enrobe´s d’une matrice (le liant hydrocarbone´). Dans ce me´lange,
le liant hydrocarbone´ (le bitume) est principalement responsable de la cohe´sion tandis
que le squelette mine´ral constitue´ par les granulats assure la rigidite´ de l’ensemble.
Les granulats se re´partissent suivant leur taille moyenne en plusieurs familles :
fine, sable, gravillons et cailloux. Les diame`tres minimaux de ces familles sont nor-
malise´s. La morphologie des granulats est caracte´rise´e par plusieurs parame`tres ayant
une influence importante sur le comportement du me´lange. Parmi ces parame`tres, on
distingue essentiellement :
– La granularite´ caracte´rise´e par la distribution dimensionnelle des grains d’un
granulat. Elle conditionne la compacite´ de l’enrobe´ ainsi que ces caracte´ristiques
me´caniques.
– La courbe granulome´trique du me´lange traduisant la distribution de la taille
de diffe´rents grains. Celle-ci peut-eˆtre continue ou discontinue, selon la
destination du me´lange et les proprie´te´s vise´es. ´A titre d’exemple, la courbe
granulome´trique des enrobe´s drainants est fortement discontinue, ce qui permet
d’obtenir une porosite´ apre`s la mise en place.
– La forme d’une particule est de´finie par ses trois caracte´ristiques dimension-
nelles principales : la longueur, la largeur et l’e´paisseur. Les particules de
mauvaise forme se fragmentent plus facilement, ils diminuent la maniabilite´ et
le compactage devient plus difficile.
– L’angularite´ des grains qui permet de caracte´riser la stabilite´ et la maniabilite´
du me´lange. En effet, les e´le´ments qui pre´sentent des faces se coupant avec les
angles vifs augmentent l’angle de frottement interne du mate´riau et diminuent
sa maniabilite´. Ils confe`rent une stabilite´ plus e´leve´e.
2 Introduction ge´ne´rale
Les enrobe´s bitumineux he´ritent des caracte´ristiques viscoe´lastiques et thermo-
plastiques du liant hydrocarbone´ qu’ils contiennent. Leurs proprie´te´s me´caniques
de´pendent de la dure´e de sollicitation et de la tempe´rature.
Sous l’effet du passage re´pe´te´ des charges roulantes, les enrobe´s bitumineux
subissent une de´gradation progressive de la rigidite´ allant jusqu’a` la rupture de la
structure de chausse´e.
La de´termination du comportement effectif de ce mate´riau a` partir de la donne´e
de l’ensemble des parame`tres morphologiques et me´caniques constitue une taˆche
difficile. La plupart des mode`les actuels sont empiriques ou phe´nome´nologiques.
Parmi eux, un mode`le d’endommagement continu a e´te´ de´veloppe´ par Bodin (2002).
Le propos de ce travail de the`se est de proposer une mode´lisation simplifie´e de ce
type de mate´riau permettant de prendre en compte les parame`tres morphologiques et
me´caniques des diffe´rents constituants.
Cette question est aborde´e sous l’angle des simulations nume´riques des milieux
granulaires cohe´sifs ou` chaque grain est conside´re´ comme un solide rigide doue´ d’un
mouvement de translation et de rotation. Le nombre et la taille des granulats corres-
pondent a` la courbe granulome´trique du squelette du mate´riau. La microstructure est
ge´ne´re´e nume´riquement par la me´thode de Voronoı¨. Une fois la microstructure du
mate´riau re´alise´e, un mode`le me´canique est baˆti en prenant en compte l’interaction
entre deux granulats selon une loi d’interface.
Ce me´moire se compose de trois parties : apre`s la premie`re partie consacre´e a`
l’introduction bibliographique, vient la deuxie`me partie de´die´e a` la construction du
mode`le propose´. Dans la troisie`me partie, nous pre´sentons la validation et l’exploita-
tion du mode`le.
Dans la premie`re partie, nous pre´sentons un rapide aperc¸u sur les travaux portant
sur la mode´lisation des enrobe´s bitumineux a` partir des caracte´ristiques me´caniques
et morphologiques des diffe´rents constituants (chapitre 1). En particulier, nous
distinguons deux approches : une approche dite continue, et une approche dite discre`te
que nous adopterons par la suite.
Dans la seconde partie, nous pre´sentons, d’abord, les aspects ge´ome´triques de la
mode´lisation propose´e (chapitre 2). Pour cela, des re´gions polye´driques ge´ne´re´es par
la me´thode de Voronoı¨ sont utilise´es pour approcher la forme et la distribution gra-
nulome´trique des particules rigides. Ensuite, nous pre´sentons les aspects me´caniques
de la mode´lisation (chapitre 4). En utilisant une loi d’interface, nous montrons, en
particulier, que le syste`me matrice-inclusions rigides est e´quivalent un re´seau de
poutres encastre´es. Une me´thode d’homoge´ne´isation discre`te est alors utilise´e pour la
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pre´diction des proprie´te´s effectives.
La troisie`me partie est consacre´e a` la validation et a` l’exploitation de l’outil
nume´rique. Elle est compose´e des chapitres 4, 5 et 6.
Dans le chapitre 4, la validite´ et les limitations du mode`le sont discute´es a` travers
des comparaisons avec des simulations par la me´thode des e´le´ments finis sur des
cellules unitaires pe´riodiques re´gulie`res, dans le cas limite ou` les inclusions sont
infiniment rigides. Les microstructures choisies sont le re´seau cubique simple (CS) et
le re´seau cubique centre´ (CC).
Apre`s la validation, vient l’exploitation du mode`le propose´ au cours des chapitres
5 et 6. Dans un premier temps, l’outil nume´rique est utilise´ pour la de´termination de
la taille minimale du Volume ´Ele´mentaire Repre´sentatif (V ER) en e´lasticite´ line´aire et
en fatigue (chapitre 5). Pour ce faire, nous utilisons la me´thode de Monte-Carlo pour
estimer les proprie´te´s effectives line´aires et en fatigue d’une microstructure ge´ne´re´e
par la tessellation de Poisson-Voronoı¨. Des simulations sont effectue´es sur des tailles
du V ER croissantes. Pour chaque taille, plusieurs re´alisations inde´pendantes sont
conside´re´es.
En fatigue, le nombre de cycles avant rupture de chacune des interfaces est calcule´
en utilisant la re`gle de cumul de Miner. Deux modes de rupture ont e´te´ envisage´s (1)
chaque interface subit une de´gradation continue de sa rigidite´ (variant de 0 a` 1) et (2)
la rupture de chaque interface est brutale (la de´gradation vaut 0 ou 1). La moyenne
du nombre de cycles a` la rupture de l’e´chantillon est de´termine´e pour des tailles
croissantes de V .
Dans le chapitre 6, le mode`le propose´ est applique´ a` l’e´tude de l’influence des
caracte´ristiques morphologiques sur les proprie´te´s effectives du mate´riau. Une e´tude
parame´trique qui porte sur la re´partition des fractions volumiques locales (FV L) des
inclusions est mene´e.
Enfin, la conclusion du me´moire reprend les principaux re´sultats obtenus et
pre´conise un certain nombre de voies potentielles d’ame´lioration du mode`le propose´.
On propose en particulier la prise en compte de la de´formation des particules dans la
mode´lisation et l’introduction de lois d’interface prenant en compte la viscosite´, la
plasticite´ et la thermo-susceptibilite´ de la matrice.
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1.1 Introduction
L’objet de ce premier chapitre est de donner un aperc¸u des travaux et the´ories
de´veloppe´es autour de la mode´lisation des enrobe´s bitumineux. Nous nous atta-
cherons en particulier aux mode`les permettant de prendre en compte a` la fois les
caracte´ristiques me´caniques et morphologiques des constituants (forme de grains,
distribution spatiale des diffe´rentes composantes, e´paisseur du film de bitume..).
Deux classes de mode`les existent dans la litte´rature : (1) des mode`les traitant ce
mate´riau comme un biphase´ matrice-inclusions (2) des mode`les nume´riques simulant
les enrobe´s bitumineux sous l’angle des milieux granulaires cohe´sifs.
Concernant la premie`re classe de mode`les, nous pre´sentons deux mode´lisations
microme´caniques ; l’une propose´e par Hammoum et al. (1999), Hammoum (2000)
et Castenada et al. (2004) et l’autre par Christoffersen (1983)(section 2) permettant
de prendre en compte des caracte´ristiques morphologiques et me´caniques des consti-
tuants.
Quant a` la deuxie`me classe de mode`les pour les mate´riaux bitumineux, nous
commenc¸ons, tout d’abord, par une bre`ve pre´sentation des milieux granulaires secs
(section 3.1). Nous nous attacherons par la suite a` la mode´lisation des milieux
granulaires cohe´sifs propose´e par Zhu et Nodes (2000) (sections 3.2) et nous finissons
par donner un bref aperc¸u sur les techniques d’homoge´ne´isation dans les milieux
granulaires (sections 3.3).
Enfin, la section 4 est de´die´e a` la conclusion de ce chapitre.
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1.2 Mode´lisation continue des mate´riaux matrice-
inclusions
1.2.1 Mode`les microme´caniques pour les enrobe´s bitumineux
Nous pre´sentons, dans cette section, deux mode`les microme´caniques, l’un utilise´
par Hammoum et al. (1999), Hammoum (2000) et Castenada et al. (2004) pour la
de´termination des proprie´te´s effectives du mate´riau a` partir des caracte´ristiques des
diffe´rents constituants (grains, matrice), et l’autre utilise´ par Shashidhar et Shenoy
(2002) pour la pre´diction des proprie´te´s me´canique des mastics d’asphalte (me´lange
de bitume et de fines) et la prise en compte du concept de percolation.
Les deux mode´lisations sont base´es sur un mode`le autocohe´rent a` trois phases
”inclusion couronne” de´veloppe´ par Christensen et Lo (1969, 1979) et Herve´ et Zaoui
(1990).
1.2.1.1 Aperc¸u sur le mode`le autocohe´rent a` trois phases
Ce mode`le apparaıˆt comme un sche´ma autocohe´rent pour lequel le proble`me de
localisation concerne une inclusion sphe´rique e´lastique isotrope de rayon d. Cette
sphe`re est surmonte´e d’une couronne de rayon exte´rieur d + e. La sphe`re composite
est situe´e dans un milieu homoge`ne e´quivalent dont le module de compressibilite´ est
k∗ et le module de cisaillement µ∗ (cf. Fig. 1.1).
FIG. 1.1 – Mode`le a` trois phases (dans Hammoum (2000)).
Les proprie´te´s e´lastiques ou viscoe´lastiques de ces mate´riaux sont de´termine´es en
re´solvant les deux proble`mes e´le´mentaires (compression hydrostatique et cisaillement
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simple) pose´s sur le milieu infini. Le module de compressibilite´, k∗, est donne´ par :
k∗ = kM +
c
(
kI − kM)
1+(1− c)(kI − kM)(km + 43µM) (1.1)
ou` c =
( d
d+e
)3
est la fraction volumique de renfort.
Le module de cisaillement complexe est donne´ par la solution de l’e´quation
quadratique suivante :
A
(
µ∗
µM
)2
+2B
(
µ∗
µM
)
+C = 0 (1.2)
Les valeurs des constantes complexes A, B et C sont de´termine´es a` partir des
expressions propose´es par Herve´ et Zaoui (1990). Ces constantes de´pendent de la
fraction volumique du renfort et des caracte´ristiques me´caniques des constituants.
1.2.1.2 Prise en compte de la re´partition du film de bitume
Hammoum et al. (1999), Hammoum (2000) et Castenada et al. (2004) ont propose´
une description plus pre´cise de la morphologie de l’enrobe´. Cette description passe
par la donne´e de la variation de l’e´paisseur du liant permet d’acce´der a` la valeur de la
fraction volumique de renfort pour chacune des classes granulaires.
Soit N le nombre de classes granulaires, chaque grain de taille d j d’une classe
j sera enrobe´ d’une pellicule d’e´paisseur e j. Le parame`tre c j =
(
d j
d j+e j
)3
prend en
compte la variation de la pellicule de bitume sur les diffe´rents grains.
Les expressions the´oriques du module complexe pour chaque classe granulaire
sont ensuite de´termine´es a` l’aide du mode`le autocohe´rent.
Pour un niveau de de´formation donne´e, la contrainte moyenne calcule´e dans les
diffe´rentes classes granulaires sera e´gale a` la contrainte e´quivalente dans l’enrobe´
et par conse´quent, on enduit le module complexe de l’enrobe´ sous la forme d’une
moyenne ponde´re´e sur l’ensemble des classes granulaires.
 k
∗ = ∑
N
w jk∗j
µ∗ = ∑N w jµ∗j
(1.3)
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Ou` w j est la proportion volumique de la classe j.
Ainsi, un mode`le prenant en compte la granulome´trie des agre´gats a e´te´ developpe´.
Dans la section suivante, nous pre´sentons une mode´lisation micome´canique de´die´e
a` la pre´diction du comportement des mastics d’asphalte (le bitume et les fines), utilisant
le mode`le autocohe´rent a` trois phases.
1.2.1.3 Une mode´lisation microme´canique des mastics d’asphalte d’apre`s Sha-
shidhar et Shenoy (2002)
Shashidhar et Shenoy (2002) ont propose´ une simplification du mode`le a` trois
phases de´veloppe´ par Christensen et Lo (1979). La version simplifie´e a e´te´ applique´e
a` la pre´diction du comportement des mastics d’asphalte.
Cette simplification consiste a` ne´gliger la rigidite´ du bitume par rapport aux fines.
Ainsi, des expressions simplifie´es des constantes A, B et C de l’e´quation 1.2 ont e´te´
obtenues.
Afin d’introduire le concept de percolation de la matrice (le bitume) dans la
mode´lisation, Shashidhar et Shenoy (2002) ont propose´ de modifier la fraction vo-
lumique des fines c, par ce f f comme suit :
ce f f = 1− (1− c)
(
1− c
cmax
1− cpt
cmax
)0.4
(1.4)
ou` :
– cmax est la concentration volumique des fines pour laquelle la fraction volumique
de la partie de la matrice non-percole´e, fmp, est ne´glige´e (cf. Fig 1.2) :
cmp = 0 pour c = cmax
– cpt est la concentration volumique des fines telle que (cf. Fig 1.2) :
cmp = 1− f pour c = cpt
D’autres mode´lisations continues des milieux granulaires cohe´sifs existent dans la
litte´rature. Nous pre´sentons, dans la section suivante, une mode´lisation propose´e par
Christoffersen (1983).
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FIG. 1.2 – Sche´matisation du concept de percolation d’apre`s Shashidhar et Shenoy
(2002).
1.2.2 Une mode´lisation des milieux granulaires cohe´sifs (Christof-
fersen, (1983))
1.2.2.1 Description ge´ome´trique
La figure 1.3 montre des grains de diffe´rentes tailles se´pare´es par une matrice
d’e´paisseur uniforme d’apre`s Christoffersen (1983). La forme des grains est suppose´e
polye´drique. Les particules voisines sont connecte´es par une matrice d’e´paisseur
uniforme. L’interface particule-matrice est caracte´rise´e par la normale nα et sa surface
Aα. Le vecteur reliant les centres de deux particules voisines est note´ dα.
FIG. 1.3 – Configuration des particules d’apre`s Christoffersen (1983).
Une me´thode d’homoge´ne´isation non-conventionnelle a e´te´ utilise´e pour mode´liser
le comportement me´canique du syste`me. Dans la suite, nous de´veloppons les grandes
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lignes de cette me´thode.
1.2.2.2 Position du proble`me me´canique
L’approche locale de proble`me est base´e sur la de´finition d’un contexte
cine´matique simplifie´. Quatre hypothe`ses ont e´te´ postule´es :
1. la cine´matique du centre des grains est caracte´rise´e par la de´formation macro-
scopique E = gradS (U),
2. la de´formation dans tous les grains est suppose´e uniforme et est e´gale a` e0 =
gradS
(
u0
)
,
3. pour chaque interface α, la de´formation est suppose´e homoge`ne (eα =
gradS (uα)),
4. les perturbations locales dans les bords et les coins des grains sont ne´glige´es.
Avec les hypothe`ses pre´ce´dentes, la continuite´ du de´placement dans les interfaces
grain-matrice impose que la de´formation dans la couche α soit de la forme :
eαi j = e
0
i j +
(
Eik− e0ik
) dαk nαj
hα (1.5)
ou` hα est l’e´paisseur de la couche α.
Afin d’assurer la compatibilite´ entre les de´formations locales et globales ca-
racte´rise´es par E, la condition de moyenne suivante est impose´e :
E =
〈
e
〉
V = (1− c)e0 +
1
|V |∑α e
α Aα hα, c = 1|V |∑α A
α hα (1.6)
ou` |V | est le volume des grains et des interfaces. Les zones se trouvant entre les
interfaces ont e´te´ exclues de |V | (i.e. les triangles en pointille´ dans la figure 1.3).
L’insertion de l’e´quation 1.5 montre que la condition de compatibilite´ est satisfaite si,
et seulement si :
1
|V |∑α d
α
i n
α
j Aα = δi j (1.7)
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ou` δi j = 1 si i = j et 0 sinon. (pour l’interpre´tation ge´ome´trique de l’e´quation 1.7,
voir Christoffersen (1983))
Supposons qu’on impose une traction uniforme, Σ, aux bords du volume
e´le´mentaire repre´sentatif. Alors, l’application du lemme de Hill-Mandel nous permet
de conclure que :
Σ : E = (1− c)σ0 + 1|V |∑α σ
α : eα Aα hα (1.8)
pour tout E et tout e0. σ0 et σα repre´sentent, respectivement, la contrainte moyenne
dans les grains et dans la couche α. En inse´rant l’e´quation 1.5 et en prenant deux
valeurs particulie`res de e0, on peut montrer que :

Σ =
〈
σ
〉
V
= (1− c)σ0 + 1|V |∑α σ
α Aα hα
Σ = 1|V | ∑α tα⊗dα, tα = Aα.σα.nα
(1.9)
ou` tα repre´sente la force totale transmise a` travers la couche α.
Le proble`me consiste a` trouver e0 de manie`re a` ce que le champs de contrainte
re´elle satisfasse le syste`me (1.9), lorsque eα est substitue´ dans l’e´quation 1.5.
Pour la de´termination de e0, Christoffersen (1983) a conside´re´ le cas ou` le
comportement des constituants est line´aire isotrope. Les modules de tous les grains
sont uniformes et note´s L0. Ceux des couches sont aussi uniformes mais diffe´rents et
sont note´s L(e)l . e0 est donc obtenue de la manie`re suivante :

e0 = E−B−1 : A : E ;
A =
〈
L(e)
〉
V
−L(e)l ,
〈
L(e)
〉
V
= (1− c)L0 + cL(e)l
(1.10)
{
Bi jkl = Ai jkl −L(e)li jkl +L(e)lm jnlRimkn ,
Rimkn = 1|V | ∑α dαi nαj dαk nαl A
α
hα
(1.11)
En inse´rant l’e´quation 1.10 dans l’e´quation 1.5, on obtient l’expression de eα en
fonction de E. La de´formation locale est de´duite a` partir de la relation de localisation
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comme suit :

ε
(
y
)
= C
(
y
)
: E
Ci jkl
(
y
)
=

C0i jkl =
(
1−1 : B−1 : A
)
i jkl
pour y ∈ grains
Cαi jkl = 1i jkl −1i juv
(
B−1 : A
)
vmkl
Παmu pour y ∈ couche α
(1.12)
ou` 1i jkl = 12
(
δikδil +δilδ jk
)
et Παmu = δi j − dαi nαj /hα. Finalement, la contrainte
macroscopique est de´duite a` partir de l’e´quation 1.9 :
Σ
(
E
)
= L : E ; L =
〈
L(e)
〉
V
−A : B−1 : A (1.13)
Ainsi, a` partir des caracte´ristiques ge´ome´triques et me´caniques des constituants,
ce mode`le permet de pre´dire le comportement effectif du mate´riau conside´re´. En
particulier, la morphologie des inclusions est prise en compte. Toutefois, la me´thode
d’homoge´ne´isation utilise´e est non conventionnelle.
Dans la section suivante, nous pre´sentons la deuxie`me classe de mode`les pour les
enrobe´s bitumineux : ceux traitant le mate´riaux sous l’angle des milieux granulaires.
1.3 Mode´lisation discre`te des mate´riaux matrice-
inclusions
Outre la mode´lisation des enrobe´s bitumineux comme un biphase´ matrice-
inclusions, une autre approche consiste a` conside´rer ce type de mate´riaux comme un
milieu granulaire cohe´sif.
Dans un premier temps, nous rappelons la description classique des milieux
granulaires.
Dans un second temps, nous nous attacherons aux descriptions adapte´es aux
milieux granulaires cohe´sifs tels que les enrobe´s bitumineux.
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1.3.1 Description classique des mate´riaux granulaires
Qu’est-ce qu’un milieu granulaire ? C’est un assemblage de nombreux e´le´ments
solides, qui peuvent interagir par exemple lors de collisions, mais aussi sous l’effet de
forces e´lectromagne´tiques ou gravitationnelles. Ces e´le´ments, de´signe´s sous le terme
ge´ne´rique de grains, sont ge´ne´ralement arrange´s de manie`re de´sordonne´e et pre´sentent
souvent des diffe´rences de forme, de taille et d’e´tat de surface. On trouve des milieux
granulaires a` toutes les e´chelles : des fines poudres compacte´es composant les cachets
d’aspirine, en passant par les dunes du de´sert, jusqu’aux infrastructures routie`res et
ferroviaires. La structure et les proprie´te´s de ces milieux ne de´pendent pas seulement
des caracte´ristiques des grains, mais aussi de l’histoire du milieu, c’est-a`-dire de
l’ensemble des mouvements subis, des traitements applique´s, etc.
Bien que tre`s courants, les milieux granulaires pre´sentent une varie´te´ de comporte-
ments qui les rendent inclassables parmi les trois e´tats de la matie`re habituels, a` savoir
solide, liquide et gazeux.
Ces milieux ont par ailleurs des proprie´te´s que l’on ne trouve dans aucun des
trois autres e´tats, parmi lesquelles on peut citer l’effet de vouˆte, la dilatance et la
se´gre´gation.
La mode´lisation du comportement d’un milieu granulaire a` partir de sa microstruc-
ture comporte diffe´rents aspects : ge´ome´trie, cine´matique, statique, comportement.
Et elle implique deux e´chelles d’analyse : celle du milieu discret et celle du milieu
continu e´quivalent.
1.3.1.1 Description ge´ome´trique des mate´riaux granulaires
Ge´ne´ralement, pour la mode´lisation ge´ome´trique des milieux granulaires sont
utilise´ des grains ayant une ge´ome´trie simple : sphe`res ou disques, et plus rarement
des ellipses ou des polygones.
Coordinance
Pour un assemblage, on de´finit la coordinance (z) comme le nombre moyen
de contacts d’un grain. Dans un empilement constitue´ de sphe`res ou de disques
identiques, la coordinance z est voisine de 6 pour des sphe`res et de 4 pour des disques.
Pour un empilement dense et de´sordonne´, la coordinance minimum, assurant
la stabilite´ sous gravite´, est e´gale a` 3 pour des sphe`res et a` 2 pour des disques.
(Shafabakhsh (1999))
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Orientations des contacts
L’orientation du contact entre deux particules est caracte´rise´e par la direction de
la normale n au plan de contact. dans un assemblage de particules, la distribution
des orientations de contacts peut eˆtre de´finie par la de´termination de la probabilite´
d’obtenir un contact dans les diffe´rents angles d’orientation de contact θ. Cette
re´partition des orientations de contact est un parame`tre essentiel pour de´crire la
ge´ome´trie de l’assemblage des particules.
La distribution des orientations de contact permet de caracte´riser l’anisotropie du
milieu. Elle peut eˆtre de´crite par diverses repre´sentations mathe´matiques. ´A partir des
re´sultats des simulations nume´riques sur un assemblage de particules, Rothenburg
et al. (1989) ont propose´ une e´quation polaire pour la distribution des contacts :
P(θ) = 1
2
(1+a cos2(θ−θ0))
ou` a est un parame`tre de´termine´ nume´riquement et θ0 est la direction de l’axe
majeur de contacts (direction de la sollicitation impose´e).
Pour de´crire l’arrangement des particules d’une structure granulaire, de nombreux
auteurs (Satake (1978), Oda et al. (1982), etc) ont propose´ un tenseur du second ordre
appele´ ”tenseur de structure” (fabric tensor).
Satake (1978) a pre´sente´ l’anisotropie structurale a` l’aide d’un tenseur de´fini par :
Φi j =
〈
ni,n j
〉 (1.13)
ou` ni et n j repre´sentent les composantes du vecteur d’orientations de contacts et
〈.〉 signifie la valeur moyenne spatiale.
Une autre de´finition a e´te´ propose´e par Oda et al. (1982) pour un assemblage
de particules. Elle est connue sous le nom de tenseur de structure, Fi j, qui prend en
compte d’une part l’anisotropie structurale a` l’aide du tenseur de Satake et d’autre
part la compacite´ du milieu par le terme N D :
Fi j = N D
∫
ω
P(n)nin jdΩ
= N D
〈
ni,n j
〉 (1.14)
ou` :
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– N : nombre de contacts par unite´ de volume,
– D : diame`tre moyen des particules,
– Ω : cercle ou sphe`re unitaire,
– P(n) : fonction paire de distribution des normales aux contacts.
La densite´ de probabilite´ de contact doit ve´rifier :
∫
Ω
P(n)dΩ = 1 (1.15a)
P(n) = P(−n) (1.15b)
1.3.1.2 Description statique des mate´riaux granulaires
Dans un milieu granulaire, la transmission des efforts est un phe´nome`ne essen-
tiellement discontinu : les forces de ne se transmettent qu’aux points de contact et
de´pendent a` la fois de la sollicitation applique´e et de la ge´ome´trie de la structure
forme´e par les particules.
Des me´thodes d’homoge´ne´isation permettent de de´crire le passage du niveau
local au niveau global en termes de parame`tres statiques (Love (1929), Weber (1966),
Cambou (1989), Sidoroff et al. (1993)).
Weber (1966) a propose´ une relation, dans un milieu granulaire quelconque a`
l’e´quilibre, qui permet de construire un tenseur de contraintes a` partir des forces de
contact dans un volume V . Elle s’e´crit sous la forme :
σi j =
1
V
k=n
∑
k=1
f ki lkj (1.16)
ou` :
– f ki et lki repre´sentent respectivement les composantes i de la force de contact au
point k et j du vecteur joignant les centres des deux particules en contact au
point k,
– n est le nombre de contacts dans le volume conside´re´ V .
En introduisant une variable statique locale de´pendant de la direction du contact
n, f(n), la relation pre´ce´dente (Eq. 1.16) peut s’e´crire sous la forme :
σi j = N D
∫
Ω
fi (n) n jdΩ (1.17)
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ou` N et D sont respectivement le nombre de contacts par unite´ de volume et le
diame`tre moyen des particules.
Cambou (1989) a propose´ d’exprimer fi (n) en fonction de la probabilite´ de
contact, P(n), et la force moyenne de contact, F i (n), dans la direction n.
fi (n) = 3N D pi(d +1)P(n) F i (n) dΩ (1.18)
ou` d est la dimension de l’espace (2 ou 3) et N le nombre de contact par unite´ de
volume ou de surface.
1.3.1.3 Description cine´matique des mate´riaux granulaires
Les variables cine´matiques a` l’e´chelle des grains sont les de´placements (transla-
tions et rotations) relatifs entre particules voisines. Ils peuvent eˆtre de´crits par :
1. le de´placement relatif entre les centres des deux particules voisines,
2. le de´placement relatif du point de contact.
Pour chaque orientation de contact, n, on peut de´finir les valeurs moyennes des
de´placements relatifs u(n).
L’ope´ration d’homoge´ne´isation pour les variables cine´matiques peut eˆtre de´crite
par la de´finition du tenseur de de´formation ε a` partir des de´placements locaux moyens
des centres des particules (ui).
Si on conside`re une partition de Ω (Ω1,..,ΩN), le gradient moyen des de´placements,(
εki j
)
, calcule´ sur un sous domaine Ωk s’e´crit sous la forme :
εki j =
1
V k
∫
Ωi∈Ω
εi jdΩk (1.19)
=
1
V k
∫
Sk=∂V k
ui(n) n j dSk (1.20)
ou` :
– V k est le volume du sous domaine Ωk,
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– ui(n), n j sont respectivement les composantes suivant les directions i et j du
de´placement relatif des particules et de la normale n.
Le tenseur des de´formations macroscopiques,
(
εi j
)
, peut alors eˆtre de´termine´ par
la relation suivante :
εi j =
1
V ∑Ωk∈ΩV
k εki j (1.21)
Bagi (1996), et Sab (1996) ont propose´ d’utiliser la triangulation de Delaunay
pour partitionner Ω (cf. Fig. 1.4 ). Ainsi, une interpolation line´aire du de´placement
u a` l’inte´rieur de chaque triangle Ωk, permet d’exprimer
(
εki j
)
en fonction des
de´placements relatifs aux points de contact.
(a) (b)
FIG. 1.4 – De´finition de la de´formation microscopique a` partir d’une triangulation de
l’ensemble de particules circulaires rigides. (a) D’apre`s Sab (1996) et (b) D’apre`s Bagi
(1996).
Une autre relation a e´te´ propose´e par Cambou (1989), dans le cas d’un milieu
isotrope, entre la variable cine´matique globale et le de´placement relatif moyen au
contact entre les particules :
εi j =
3
d +1
∫
Ω
(
µ n j ui +
1−µ
2
(
(2+d)nin j−δi j
)
nk uk
)
dΩ (1.22)
ou` d et D repre´sentent respectivement la dimension de l’espace et le diame`tre
moyen des particules ; µ est un parame`tre.
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1.3.2 Comportement local dans les milieux granulaires secs ou
cohe´sifs
1.3.2.1 Les milieux granulaires secs : loi de contact de Hertz et de Mindlin
La loi de comportement local d’un mate´riau granulaire, de´crit la relation entre la
force de contact et le de´placement relatif de deux particules en contact. Le compor-
tement me´canique au contact de deux grains est complexe mais il est le plus souvent
de´crit par des lois relativement simples. L’e´lasticite´ line´aire est ge´ne´ralement de´crite
par :
Fn = kn.δn (1.23a)
F t = kt .δt (1.23b)
ou` Fn et F t sont respectivement les composantes normale et tangentielle de la
force de contact.
Kn, Kt , δn et δt repre´sentent, respectivement, les rigidite´s normale et tangentielle de
contact, les composantes normale et tangentielle du de´placement relatif entre deux
particules en contact.
Dans le cas non line´aire, on peut citer les the´ories de Hertz et de Mindlin qui sont
adapte´es pour la mode´lisation des de´formations des particules de forme sphe´rique
ou cylindrique. Hertz a e´tabli des relations the´oriques dans le domaine e´lastique,
pour des contacts ponctuels. Il a conside´re´ des cas simples tels que : sphe`re-sphe`re,
sphe`re-plan, cylindre-plan, etc.
Dans le cas de deux sphe`res e´lastiques de rayon R1, R2 soumises a` une force de
normale Fn, le rapprochement de leurs centres d (cf. Fig 1.5 ) est donne´ par la relation
suivante :
d3/2 = 3
4
√
R1 +R2
R1 R2
(
1−ν21
E1
+
1−ν22
E2
)
.Fn (1.24)
ou` E1, E2, ν1 et ν2 sont respectivement les modules de Young et les coefficients de
Poisson des mate´riaux constitutifs des sphe`res 1 et 2.
D’autre part, Mindlin (1945) a introduit dans la the´orie de Hertz, les effets d’une
composante tangentielle non nulle de la force de contact. Il a montre´ que la surface de
contact entre deux sphe`res, qui est circulaire, est forme´e de deux zones :
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FIG. 1.5 – Mode`le de contact simplifie´.
– une zone autour du point de contact ou` il n’y pas de de´placement relatif entre les
deux solides en contact,
– une zone pour le contour du cercle de contact ou` le frottement arrive a` une
valeur maximale et ou` apparaıˆt le glissement entre les deux solides.
Dans le domaine e´lastique, l’intensite´ de la composante tangentielle de la force de
contact est de´termine´e par l’e´quation 1.24. Pour des sphe`res de meˆme rayon R et de
meˆmes proprie´te´s e´lastiques (E, G, ν), Mindlin a de´termine´ le coefficient Kt , quand la
composante Fn reste constante, par :
Kt =
4Ga
2−ν
(
1− F
t
f .Fn
)1/3
avec : a3 =
(
3
(
1−ν2)
4E
)
Fn R (1.25)
a est le rayon de la surface de contact. La loi de contact est non line´aire et Kt
de´pend de la force normale et tangentielle.
Ici f caracte´rise la loi de frottement de Coulomb :
F t = f Fn (1.26)
D’autres lois de contact de type (visco)-e´lasto-plastique ont e´te´ utilise´es dans la
mode´lisation des milieux granulaires me´talliques. Parmi ces lois, nous citons la loi
(visco)-e´lasto-plastique utilise´e dans Storakers et al. (1999), Martin et al. (2003) et
Martin et Bouvard (2004).
Dans la section suivante, nous pre´sentons une loi de contact entre deux grains
cohe´sifs propose´e par Zhu et Nodes (2000).
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1.3.2.2 Une loi de contact dans les milieux granulaires cohe´sifs propose´e par
Zhu et Nodes (2000) :
Re´cemment, Zhu et Nodes (2000) ont de´veloppe´ un mode`le de contact inter
granulaire avec prise en compte de la pre´sence d’un liant. Ils ont traite´ le cas d’un
liant e´lastique, viscoe´lastique de type Voigt et viscoe´lastique de type Maxwell.
Comme le montre la figure 1.6, les particules sont mode´lise´es par des ellipses. Le
contact entre deux particules voisines est sche´matise´ dans la figure 1.7.
FIG. 1.6 – Configuration des particules d’apre`s Zhu et Nodes (2000).
FIG. 1.7 – Contact des particules avec prise en compte d’un liant d’apre`s Zhu et Nodes
(2000).
Dans le cas de l’e´lasticite´, les relations entre le de´placement δ et la force f sont
donne´es par :
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δ = k(r)p(r)+
∫
A
K
(
r,r′
)
p
(
r′
)
dA
(
r′
)
, (1.27a)
f =
∫
A
p(r)dA (1.27b)
ou` :
– k(r) et K (r,r′) sont deux fonctions qui de´pendent de la ge´ome´trie et des
proprie´te´s me´caniques des particules et de la matrice.
– p(r) est la pression de contact dans l’interface entre la matrice et la particule, et
A est la surface de contact.
Dans le cas ou` le comportement de la matrice et des particules est e´lastique
isotrope, Zhu et al. (1996a) ont montre´ que le syste`me (particule- matrice- particule)
est e´quivalent a` deux ressorts e´lastiques C1 et C2 monte´s en se´rie (cf. Fig. 1.8).
FIG. 1.8 – Repre´sentation sche´matique d’un syste`me e´lastique particule-matrice
d’apre`s Zhu et al. (1996a).
Les rigidite´s normale et tangentielle (C1z et C1x) , du ressort C1 sont calcule´es dans
le cas limite ou` les particules sont infiniment rigides. Elles sont donne´es par :
C1z =
h0
pi a2 E2 X
(1.28a)
C1x =
h0
pi a2 G2 X
(1.28b)
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ou` :
– h0 = h(0), h(r) est l’e´paisseur de la matrice se trouvant entre deux particules
voisines (cf. Fig 1.7),
– X est donne´ par :
X =
log(1+d)
d (1.29)
– d est donne´ par :
d = a
2
2 R h0
(1.30)
– E2 et G2 sont, respectivement, le module d’Young et de cisaillement de la
matrice.
Celles du ressort C2 sont calcule´es dans le cas limite ou` la matrice est infiniment
rigide. Elles sont donne´es par :
C2z =
1−ν21
2 a E1
(1.31a)
C2x =
2−ν1
8 a G1
(1.31b)
ou` E1, G1 et ν1 sont respectivement le module d’Young, le module de cisaillement
et le coefficient de Poisson des particules. X est de´fini dans l’e´quation 1.29.
La viscoe´lasticite´ a e´te´ introduite dans le comportement me´canique de la matrice
(Zhu et al. (1996b)). Deux mode`les rhe´ologiques de viscoe´lasticite´ ont e´te´ traite´s : le
mode`le de Maxwell et le mode`le de Voigt.
Il a e´te´ montre´ dans Zhu et al. (1996b) que le syste`me (particule-matrice-particule),
dans le cas de la viscoe´lasticite´, est e´quivalent a` celui sche´matise´ dans la figure 1.9a
(resp. 1.9b) pour le mode`le de Maxwell (resp. Voigt).
Les rigidite´s normale et tangentielle (C1z et C1x) , du ressort C1 sont donne´es,
respectivement, par les e´quations 1.28a et 1.28b.
Celles du ressort C2 sont donne´es par les e´quations 1.31a et 1.31b.
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(a) (b)
FIG. 1.9 – Deux types de syste`me e´quivalent ressort-amortisseur d’apre`s Zhu et al.
(1996b) : (a) matrice de Maxwell et (b) matrice de Voigt.
Les coefficients ( cz et cx) de l’amortisseur c sont donne´s par :
cz =
ηε
E2 C1z
(1.32a)
cx =
ηγ
G2 C1x
(1.32b)
ηε et ηγ sont, respectivement, le coefficient de viscosite´ dans la direction normale
et tangentielle.
Les lois de comportement s’e´crivent alors :
˙δz(t) = (C1z +C2z) ˙fz(t)+
˙fz(t)
cz
(1.33a)
˙δx(t) = (C1x +C2x) ˙fz(t)+
˙fz(t)
cx
(1.33b)
pour le mode`le rhe´ologique de Maxwell, et :
˙δz(t)+
δz(t)
C1z cz
=C2z ˙fz(t)+ C1z +C2zC1z cz fz(t) (1.34a)
˙δz(t)+
δz(t)
C1x cx
=C2x ˙fx(t)+ C1x +C2xC1x cx fz(t) (1.34b)
pour le mode`le rhe´ologique de Voigt.
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´A partir des ces loi de contact, Zhu et Nodes (2000) ont de´termine´ le comportement
macroscopique des enrobe´s bitumineux. Pour cela, une technique d’homoge´ne´isation
a e´te´ utilise´e. Celle-ci consiste a` imposer une contrainte macroscopique E et d’utiliser
une relation de localisation permettant d’exprimer les de´placements relatifs aux points
de contact en fonction de E. Une relation est alors de´duite entre la contrainte ma-
croscopique Σ, calcule´e a` partir de l’e´quation 1.16, et la de´formation macroscopique
E. Plus de de´tails sur les techniques d’homoge´ne´isation dans les milieux granulaires
seront pre´sente´s dans la section suivante.
1.3.3 Relation entre comportement local et comportement global :
Technique d’homoge´ne´isation
L’homoge´ne´isation des milieux granulaires vise a` e´tablir un lien entre le comporte-
ment macroscopique d’un e´chantillon et les me´canismes de de´formation et de rupture
qui se produisent a` l’e´chelle des grains. Bien que les approches puissent diffe´rer d’un
auteur a` l’autre, le principe de l’homoge´ne´isation est ge´ne´ralement celui sche´matise´
par Cambou et al. (1995) (cf. Figure 1.10).
FIG. 1.10 – Principe de l’homoge´ne´isation dans les milieux granulaires d’apre`s Cam-
bou et al. (1995).
D’une part, la de´termination des parame`tres macroscopiques a` partir des pa-
rame`tres microscopiques peut se faire formellement par l’utilisation des relations de
comportement local et celles de localisation et d’homoge´ne´isation en respectant le
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sche´ma de´crit pre´ce´demment (Fig. 1.10).
D’autre part, les simulations nume´riques permettent de de´terminer directement
les parame`tres de comportement macroscopique. Roux (1997) a mis en e´vidence,
par cette voie, l’influence de la microstructure sur le comportement e´lastique d’un
assemblage de disques lisses soumis a` une compression isotrope.
´Egalement, par simulations nume´riques, un certain nombre de re´sultats ont
e´te´ obtenus permettant de relier l’angle de frottement macroscopique a` l’angle
microscopique correspondant aux contacts inter-particulaires (Mahboubi et al. (1996),
Shafabakhsh (1999)).
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1.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ brie`vement quelques mode`les pour la
pre´diction du comportement des enrobe´s bitumineux a` partir des caracte´ristiques
me´caniques et morphologiques des diffe´rents constituants.
Deux classes de mode`les ont e´te´ distingue´es : ceux s’inspirant de la mode´lisation
des milieux continus et ceux traitant le mate´riau sous l’angle des simulations
nume´riques des milieux granulaires.
Dans la suite, nous proposerons une mode´lisation de ce type de mate´riaux
s’appuyant sur les simulations nume´riques des milieux granulaires ou` chaque grain est
repre´sente´ discre`tement et conside´re´ comme un solide rigide doue´ d’un mouvement
de translation et de rotation. La cohe´sion du mate´riau est assure´e par une matrice
enrobant les particules rigides.
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Deuxie`me partie
Construction du mode`le propose´

Chapitre 2
Mode´lisation ge´ome´trique de la
microstructure
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2.1 Introduction
La premie`re e´tape pour effectuer des simulations nume´riques consiste a` ge´ne´rer
des microstructures a` l’image des mate´riaux granulaires cohe´sifs. Nous avons choisi
de conside´rer ces structures sous la forme d’assemblage d’inclusions cohe´sives
infiniment rigides. La distribution granulome´trique des inclusions pour ce type de
mate´riaux pre´sente ge´ne´ralement une assez large dispersion. Typiquement, pour les
enrobe´s bitumineux, les rayons des plus petits grains sont de l’ordre de quelques
dixie`mes de millime`tre, alors que les plus gros grains peuvent atteindre quelques
dizaines de millime`tres. Ceci nous ame`ne a` distinguer deux classes d’inclusions : une
premie`re classe ou` les grains ont un petit rayon e´quivalent (le rayon de la sphe`re ayant
le meˆme volume) et une deuxieme classe ou` les grains pre´sentent une taille assez
grande. Un choix sur le rayon de troncature rmin doit eˆtre fait. Zhu et Nodes (2000)
ont propose´ 1.118 mm pour les enrobe´s bitumineux.
Comme illustre´ dans la figure 2.1, nous supposerons que la matrice est constitue´e
du liant et des inclusions de petites tailles, autrement dit, le liant et les grains apparte-
nant a` la premie`re classe.
FIG. 2.1 – Constitution du me´lange : (1) Les ”grosses” inclusions (2) La matrice, elle-
meˆme constitue´e des ”petites” inclusions et du liant (le bitume).
Quant a` la deuxie`me classe d’inclusions, celles ayant un rayon e´quivalent supe´rieur
a` rmin, elles seront mode´lise´es par des re´gions polye´driques convexes. Nous avons
choisi d’utiliser la mosaı¨que de Voronoı¨ pour les ge´ne´rer.
Deux me´thodes de ge´ne´ration de microstructures nume´riques sont de´taille´es dans
ce chapitre. On traite tout d’abord des ge´ome´tries les plus classiques utilise´es dans
la litte´rature (cellule de Voronoı¨, section 2.2). Les limites de cette me´thode sont
e´galement aborde´es. Des microstructures plus diversifie´es et adapte´es a` ce mate´riau
sont propose´es au cours de la section 2.3 apre`s avoir expose´ la me´thode des plans
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radicaux.
2.2 Tessellation de Voronoı¨ pour un ensemble de points
2.2.1 Principe
C’est une technique de partition du plan ou de l’espace introduite par P.G.L.
Dirichlet en 1850. Elle est aujourd’hui associe´e au nom de G.F. Voronoı¨ qui a e´tablit
en 1905 une ge´ne´ralisation aux espaces a` n dimensions. Ce proce´de´ est a` l’origine de
la plupart des me´thodes commune´ment utilise´es pour re´aliser des microstructures.
Dans ce travail, on s’interessse aux microstructures pe´riodiques ge´ne´re´es par la
me´thode de Voronoı¨. Afin de de´finir la mosaı¨que pe´riodique de Voronoı¨ d’un ensemble
de points, conside´rons une population de sites (ou de points de R3) E = {p1, . . . , pn}
contenus dans une cellule paralle´le´pipe´dique V . (a1,a2,a3) les trois vecteurs de
translation permettant de ge´ne´rer par pe´riodicite´ toute la microstructure (cf. Fig. 2.2).
FIG. 2.2 – La microstructure est constitue´e par la re´pe´tition d’un ensemble de points
contenus dans une cellule de base V .
Notons Eα l’image de E par une certaine composition des vecteurs de translation
(a1,a2,a3). Ici, α est un triplet d’entiers repe´rant Eα :
Eα =
{
pα, j = p j +α1.a1 +α2.a2 +α3.a3, α ∈ Z3, j = 1..n
}
36 Mode´lisation ge´ome´trique de la microstructure
La mosaı¨que pe´riodique de Voronoı¨ de E est l’ensemble des re´gions polye´driques
convexes
{
Vor
(
p1
)
, . . . ,Vor (pn)
}
. La re´gion Vor
(
pi
)
associe´e au point pi est
constitue´e des points de l’espace ayant la plus courte distance a` pi que tous les autres
sites de E, ainsi que de leurs images respectives par pe´riodicite´.
Vor
(
pi
)
=
{
x ∈ /d (pi,x)≤ d (pα, j,x)∀ j, ∀α ∈ Z3} (2.0)
Par construction, la frontie`re de chaque re´gion est la plus petite enveloppe des
me´diatrices en 2D (des plans me´diateurs en 3D) des segments reliant le centre a`
tous les autres points. La figue 2.3 illustre ce principe en 2D par la construction de la
cellule associe´e au site central.
(a) (b)
FIG. 2.3 – Construction de la cellule de Voronoı¨ du point P0 a` partir des me´diatrices des
segments P0Pj avec j ∈ [1,7]. Le point P5 n’est pas voisin de P0 au sens de Voronoı¨. La
me´diatrice joignant ces deux points ne coupe pas le plus petit polygone convexe forme´
par les autres me´diatrices. La cellule correspondante est repre´sente´e en (b).
Une partition pe´riodique du plan en polygones convexes borne´s est obtenue
en re´pe´tant l’ope´ration pre´ce´dente pour chaque centre. Cette construction peut
eˆtre e´tendue a` une assemble´e de disques (ou sphe`res en 3D) monotailles qui ne
s’interpe´ne`trent pas ; il suffit de faire la meˆme construction en utilisant les centres des
sphe`res a` la place des points.
De fac¸on ge´ne´rale, une tessellation de Voronoı¨ d’une assemble´e de sphe`res mono-
tailles (ou d’un ensemble de points) doit ve´rifier les relations de valence suivantes :
- chaque face est commune a` deux polye`dres,
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- chaque areˆte est commune a` trois faces,
- les sommets sont communs a` quatre areˆtes.
Quelques structures pathologiques, dites de´ge´ne´re´es, peuvent cependant exister.
C’est notamment le cas pour la cellule de Voronoı¨ des empilements Cubique Simple
(CS), Cubique Centre´ (CC) et Cubique a` Faces Centre´es (CFC) ou` des sommets sont
communs a` huit areˆtes. Ces cas sont cependant fortement instables, et un de´placement
infinite´simal des noeuds du re´seau suffit a` lever cette de´ge´ne´rescence (Troadec et al.
(1998)). Nous pre´senterons un peu plus en de´tail les cas des structures CS, CC et CFC
dans la section 2.2.3.
La triangulation duale de Delaunay est obtenue en joignant les paires de points
ayant une facette de Voronoı¨ commune. Ainsi la de´termination des re´gions de
Voronoı¨ nous permet de situer pre´cise´ment la forme de toutes les surfaces communes
entre chaque paire de points qui interagissent.
Un exemple d’une tessellation pe´riodique de Voronoı¨ et la triangulation duale de
Delaunay est repre´sente´ en deux dimensions dans la figure 2.4.
FIG. 2.4 – Diagramme pe´riodique de Voronoı¨ et triangulation duale de Delaunay d’un
ensemble de points en 2D.
2.2.2 Quelques algorithmes de construction du diagramme de Vo-
ronoı¨
Soit E =
{
p1, . . . , pn
}
un ensemble de n points. On dit que tous les points de E sont
en positon ge´ne´rale si, et seulement si, il n’existe pas plus de cinq points co-sphe´riques
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Un te´trae`dre T = (pi; p j; pk; pl) ou` pi, p j, pk et pl sont dans E est un te´trae`dre
de Delaunay si, et seulement si, l’inte´rieur de la sphe´re circonscrite a` T ne contient
aucun point de E.
Nous avons vu dans la section pre´ce´dente que lorsque les points initialement
ge´ne´re´s sont en position ge´ne´rale, la triangulation duale de Delaunay est obtenue en
joignant tous les centres de points ayant une face de Voronoı¨ commune.
Inversement, le pavage de Voronoı¨ peut-eˆtre obtenu a` partir d’une triangulation de
Delaunay. En effet, les sommets des polye`dres de Voronoı¨ sont de´duits a` partir des
centres de gravite´ des te´trae`dres de Delaunay. Les areˆtes de Voronoı¨ sont de´duites en
de´terminant les deux te´trae`dres adjacents a` chacun des faces (triangles) de Delaunay.
Les polygones de Voronoı¨ sont de´duits en regardant tous les te´trae`dres adjacents a`
chacune des areˆtes de Delaunay. Enfin, chaque polye`dre de Voronoı¨ est de´duit en
de´terminant toutes les areˆtes de Delaunay contenant le point conside´re´. La figure 2.5
illustre cette dualite´ entre le pavage de Voronoı¨ et la triangulation de Delaunay.
FIG. 2.5 – Dualite´ entre le pavage de Voronoı¨ et la triangulation de Delaunay.
Dans la litte´rature on trouve des nombreuses me´thodes de construction du
diagramme de Voronoı¨ dans le plan (Aurenhammer et Klein (2000)). Dans l’espace
(3D) et en dimension d, les articles sont moins nombreux. Les me´thodes utilise´es sont
essentiellement de deux types :
1. Me´thodes globales,
2. Me´thodes incre´mentales.
Les me´thodes seront dites globales si tous les points sont ne´ce´ssaires au de´marrage
de la construction du diagramme de Voronoı¨.
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Les me´thodes seront dites incre´mentales si cette donne´e pre´alable n’est pas
ne´cessaire. Contrairement aux me´thodes globales, les me´thodes incre´mentales sont
intrinse`quement dynamiques. Ces deux types de me´thodes sont donc fondamentale-
ment diffe´rentes et leur utilisation de´pend entie`rement des applications envisage´es.
Pour ce qui nous concerne, nous avons choisi d’imple´menter une me´thode
incre´mentale pour la construction de la tessellation de Delaunay. L’algorithme utilise´
est celui de Watson (D.F. Watson (1981)).
On peut brie`vement de´crire l’algorithme de Watson en 3D de la manie`re suivante.
Supposons qu’on ait construit le diagramme de Delaunay pour n sites. L’ajout d’un
nouveau site pn+1 dans la structure se fait comme suit (D.F. Watson (1981)) :
1. Chercher un te´trae`dre T de Delaunay (E) dont la sphe`re circonscrite contient le
nouveau site.
2. Chercher tous les te´trae`dres dont la sphe`re circonscrite contient le nouveau site,
L’ensemble de ces te´trae`dres forme le polye`dre e´toile´ PE(pn+1),
3. Rete´trae`driser le polye`dre e´toile´.
Dans l’e´tape 1, le te´trae`dre T existe bien, mais sa recherche n’est pas locale. Cette
recherche peut se faire par un algorithme de descente en gradient.
L’e´tape 2 se fait par un parcours (local en ge´ne´ral) dans la structure de donne´es.
Les te´trae`dres trouve´s ne sont plus des te´trae`dres de Delaunay. Ces te´trae`dres sont
donc a` supprimer et forment le polye`dre e´toile´e associe´ au nouveau site inse´re´.
Pour l’e´tape 3, on de´montre que rete´trae`driser le polye`dre e´toile´ PE(pn+1) revient
a` supprimer toutes les areˆtes inte´rieures a` PE(pn+1), et a` cre´er toutes les areˆtes liant
le nouveau site a` tous les sommets de PE(pn+1).
2.2.3 Disposition des centres
2.2.3.1 Structures re´gulie`res
Il est possible de cre´er des structures spe´cifiques en disposant les germes
re´gulie`rement.
Plusieurs polye`dres permettent de re´aliser une partition re´gulie`re de l’espace. En
positionnant les points de germination suivant un re´seau cubique simple (SC), on
ge´ne`re un assemblage de cubes (cf. figure 2.6).
Placer les centres sur un re´seau cubique centre´ (CC), on ge´ne`re un assemblage
de te´trakaı¨de´cae`dres. Ces polye`dres comptent quatorze faces (huit hexagonales et six
40 Mode´lisation ge´ome´trique de la microstructure
carre´es), vingt quatre sommets et trente-six areˆtes (cf. figure 2.7).
Placer les centres sur un re´seau cubique a` faces centre´es (CFC) permet de ge´ne´rer
une partition en dode´cae`dres rhomboı¨daux, polye`dres a` douze faces losanges (cf.
figure 2.8).
FIG. 2.6 – Disposition ”cubique simple” des sites de germination et structure en cube
correspondante ge´ne´re´e par la me´thode de Voronoı¨.
FIG. 2.7 – Disposition ”cubique centre´e” des sites de germination et structure en
te´trakaı¨de´cae`dres correspondante ge´ne´re´e par la me´thode de Voronoı¨.
2.2.3.2 Structures ale´atoires :
Ce terme de´signe des microstructures cre´e´es a` partir d’une disposition ale´atoire
des centres. Quelle que soit la dimension de l’espace et la manie`re dont on ge´ne`re les
coordonne´es des points, le principe reste le meˆme.
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FIG. 2.8 – Disposition ”cubique a` faces centre´es” des sites de germination et structure
en dode´cae`dres rhomboı¨daux correspondante ge´ne´re´e par la me´thode de Voronoı¨.
Plusieurs processus de ge´ne´ration ale´atoire de points peuvent eˆtre envisage´s. On
distingue parmis eux :
Le processus de Poisson : Un processus de Poisson est un processus ponctuel
homoge`ne isotrope pour lequel la disposition des points est comple`tement ale´atoire a`
chaque re´alisation.
La probabilite´ de pre´sence d’un point dans une re´gion donne´e est, en particulier,
inde´pendante de la position des autres points du processus. Le processus de Poisson
est a` la fois un processus ponctuel tre`s utile et tre`s simple a` simuler.
Pour simuler une re´alisation d’un processus de Poisson homoge`ne d’intensite´ ρ (
le nombre moyen de points par unite´ de volume ) dans un domaine de volume V , on
calcule d’abord le nombre de points n(V ) contenus dans le volume V . Ce nombre,
n(V ), suit une loi de Poisson de parame`tre e´gal a` ρ |V | (cf. Fig. 2.9).
Prob{n(V ) = n}= e−ρV (ρV )
n
n!
Le nombre de points n(V ) peut eˆtre simule´ de la manie`re suivante :
Re´pe´ter la ge´ne´ration d’une variable ale´atoire uniforme u dans l’intervalle [0,1]
jusqu’a` ce que la proprie´te´ suivante (Eq. 2.1) soit ve´rifie´e :
i=n
∑
i=0
− log(ui)< ρ |V |<
i=n+1
∑
i=0
− log(ui) (2.1)
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FIG. 2.9 – Le nombre de points contenus dans une surface S quelconque pour
diffe´rentes re´alisations d’un processus de Poisson suit une loi de Poisson de parame`tre
ρS.
Une fois le nombre de points est de´termine´, les cordonne´es (xi,xi,zi) sont ensuite
de´finis a` l’aide de trois nombres ale´atoires tire´s dans une loi uniforme.
Si on e´tudie un e´chantillon de points pour lequel le nombre de points n est parfai-
tement connu, on peut choisir de simuler des re´alisations comportant le meˆme nombre
de points n (= ρ |V |).
Le processus de Neyman-Scott : Le processus de Neyman-Scott est construit a`
partir d’un processus de Poisson ”pe`re”, dont les points servent de centres pour des
agre´gats. Chaque agre´gat est constitue´ d’un nombre ale´atoire de points fils dont les
positions sont inde´pendantes et identiquement distribue´es autour du point pe`re.
D’apre`s Goreaud (2000), le processus de Neyman-Scott simple peut eˆtre le sui-
vant : dans chaque agre´gat les points fils sont re´partis dans un disque de rayon r centre´
sur le point pe`re, selon un autre processus de Poisson de parame`tre ρ f ils = n f ils/
(
pir2
)
(ou ρ f ils = n f ile/
(
pir3
)
en 3D) , ou` n f ils est donc le nombre moyen de points dans un
agre´gat.
Pour simuler une re´alisation d’un tel processus, on simule d’abord un semis
de Poisson pe`re (conditionnel au nombre d’agre´gats de´sire´ nag). Autour de chaque
point pe`re Ai, on cre´e un agre´gat dont le nombre de points, ni, re´sulte d’un tirage
pseudo-ale´atoire selon une loi de Poisson de parame`tre n f ils. Pour chaque point B j
de l’agre´gat, les coordonne´es dx j, dy j, dz j (relatives au point pe`re Ai) re´sultent d’un
tirage pseudo-ale´atoire dans une loi uniforme sur [−r,r], effectue´ jusqu’a` ce que le
point soit effectivement dans le disque de rayon r.
Notons que pour les points pe`res trop pre`s de la limite du domaine d’e´tude,
certains points fils sont en dehors du domaine. Dans ce cas, ils sont simplement
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e´limine´s. La figure 2.10 pre´sente deux semis agre´ge´s.
FIG. 2.10 – Deux exemples de simulations de processus de Neyman-Scott d’apre`s
Goreaud (2000).
Le Processus de Gibbs : La classe ge´ne´rale des processus de Gibbs permet
d’obtenir des structures varie´es et complexes. L’ide´e du processus de Gibbs est de
re´partir les points du semis selon des relations d’attraction ou de re´pulsion avec des
porte´es variables. Par exemple, avec une re´pulsion de 0 (mm) a` x (mm), les points
du semis seront re´partis de fac¸on a` avoir le moins de voisins possibles a` moins de x
(mm). Inversement, une attraction a` x (mm) se traduira par un nombre de voisins a` x
(mm) e´leve´. Il est possible de combiner plusieurs effets.
Un tel processus peut eˆtre de´fini par une fonction de couˆt f (r) 1, qui repre´sente en
quelque sorte le couˆt associe´ a` la pre´sence dans le semis de deux points se´pare´s par
une distance r. Pour un semis de points donne´, on peut calculer un couˆt total, e´gal a` la
somme des couˆts associe´s a` chaque paire de points (Eq. 2.2).
couˆt total = ∑
paires de points
f (distance(Ai,A j))
= ∑
paires de points
f (r) (2.2)
Par de´finition, la probabilite´ qu’un semis soit une re´alisation du processus de
Gibbs conside´re´ est d’autant plus forte que le couˆt total obtenu sur ce semis est faible.
Ainsi, a` r fixe´, si la fonction de couˆt f (r) est positive, il est peu probable de trouver
1Cette fonction de couˆt f (r) est souvent appele´e potentiel d’interaction de paire, par analogie avec
les interactions entre particules en physique.
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deux points a` distance r (on dira qu’il y a re´pulsion a` distance r). Inversement, si la
fonction de couˆt f (r) est ne´gative, il est tre`s probable de trouver deux points a` distance
r (on dira qu’il y a attraction a` distance r).
FIG. 2.11 – Exemple de trois semis obtenus par un processus de Gibbs, avec les fonc-
tions de couˆt associe´es : un semis re´gulier (i) ; et deux structures mixtes (ii) et (iii)
constitue´es de petits agre´gats re´partis re´gulie`rement dans l’espace. ( D’apre`s Goreaud
(2000))
Pour obtenir les re´alisations les plus probables du processus, on cherche donc a`
simuler des semis dont le couˆt total est suffisamment faible, c’est-a`-dire a` se rappro-
cher d’un minimum de la fonction de couˆt total. De tels semis de points peuvent eˆtre
obtenus par un algorithme de type ”depletions and replacements” : partant par exemple
d’un semis de Poisson, on ite`re un grand nombre de fois une modification du semis,
qui consiste a` de´placer ale´atoirement un point arbitraire. Si ce de´placement augmente
le couˆt total, l’ancienne configuration est conserve´e. Sinon la nouvelle position est re-
tenue. Ainsi, les attractions et re´pulsions entre points entraıˆnent la re´organisation pro-
gressive du semis vers un semis plus agre´ge´ ou plus re´gulier. D’apre`s Goreaud (2000),
cet algorithme converge assez rapidement vers une re´alisation probable du processus.
Selon la forme de la fonction de couˆt, ce processus peut eˆtre utilise´ pour simuler des
agre´gats de taille variable, des semis plus ou moins re´guliers, ou des structures mixtes
(figure 2.11).
Choix d’un processus et construction du diagramme de Voronoı¨ En raison de sa
simplicite´, nous avons choisi le processus de Poisson pour la ge´ne´ration ale´atoire de
points.
Un exemple de construction de Voronoı¨ a` partir d’un ensemble de points ge´ne´re´s par
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le processus de Poisson est montre´ sur la figure 2.12.
=⇒
FIG. 2.12 – Disposition ale´atoire des sites de germination et structure en polye`dres
convexes correspondante ge´ne´re´e par la me´thode de Voronoı¨.
En comple´ment de ces visualisations, une caracte´risation microstructurale som-
maire a e´te´ effectue´e, dans la section 2.4.2, en analysant la distribution des tailles des
cellules de Poisson-Voronoı¨.
2.3 Ge´ne´ralisations de la tessellation de Voronoı¨ a` des
syste`mes polydisperses
2.3.1 Principe
Dans le cas d’un syste`me de sphe`res de diffe´rentes tailles, utiliser la tessellation de
Voronoı¨ n’a plus de sens. En effet, prenons par exemple le cas d’une sphe`re de rayon
r1 et d’une sphe`re de rayon r2 dont les centres sont se´pare´s par une distance d (cf. Fig
2.13).
Dans le cas ou` les deux sphe`res sont en contact (d = r1 + r2), le plan me´diateur
coupe la sphe`re de rayon r2 (cf. Fig 2.13).
La tessellation de Voronoı¨ telle qu’elle a e´te´ de´finie, ne convient pas a` l’e´tude de
syste`mes polydisperses.
Afin de palier aux inconve´nients de la tessellation de Voronoı¨, une ge´ne´ralisation
a` un ensemble de sphe`res a e´te´ introduite ( voir Aurenhammer et Klein (2000)). Son
principe de construction est sche´matise´e sur la figure 2.14.
46 Mode´lisation ge´ome´trique de la microstructure
FIG. 2.13 – Le plan me´diateur entre deux sphe`res de rayons diffe´rents peut couper une
des sphe`res.
FIG. 2.14 – Ge´ne´ralisation de le tessellation de Voronoı¨. (a) Tessellation de Vo-
ronoı¨ pour un syste`me monodisperse (b) Tessellation radicale.
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La tessellation radicale, encore appele´e tessellation de Laguerre, consiste a`
ponde´rer la position des plans en fonction de la taille des sphe`res (Aurenhammer
et Klein (2000)). Cette ponde´ration est faite de fac¸on a` ce que le plan me´diateur
soit remplace´ par le plan d’e´gale tangence aux deux sphe`res, appele´ plan radical
(cf. figure 2.15). La distance entre le plan et le centre de la sphe`re de rayon r1 est alors :
d1 =
d
2
+
r21− r22
2d
FIG. 2.15 – Lorsque les sphe`res sont en contact, le plan radical passe par le point de
contact.
Comme le montre la figure 2.15, lorsque deux particules de tailles diffe´rentes sont
en contact, le plan radical, contrairement au plan me´dian, passe par le point de contact.
Ainsi, a` partir d’une population de sphe`res polydisperses E =
{
s1, . . . ,sn
}
contenues dans une cellule de base V (ci est le centre de la sphe`re si et ri son rayon),
il est possible de re´aliser une partition pe´riodique de l’espace en re´gions polye´driques
convexes
{
Vor
(
s1
)
, . . . ,Vor (sn)
}
. Pour ce faire, notons (a1,a2,a3) trois vecteurs de
translation permettant de ge´ne´rer la microstructure par la re´pe´tition spatiale de la
cellule de base V (cf. Fig. 2.16).
Comme pour le cas d’un ensemble de points, notons Eα l’image de E par une
certaine composition des vecteurs de translations (a1,a2,a3) :
Eα =
{
sα, j =
(
cα, j,rα, j
)
,
{
cα, j = c j +α1.a1 +α2.a2 +α3.a3,
rα, j = r j
α ∈ Z3, j = 1..n
}
La re´gion Vor
(
si
)
associe´e a` la sphe`re si est constitue´e des points de l’espace
ayant la plus courte tangente a` si que tous les autres sphe`res de E ainsi que de leurs
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FIG. 2.16 – La structure est constitue´e par la re´pe´tition bidimensionnelle (spatiale)
d’un ensemble de cercles (sphe`res).
images respectives par pe´riodicite´.
Vor
(
si
)
=
{
x ∈ /σ(sα,i,x)≤ σ(sα, j,x)∀i 6= j, ∀α ∈ Z3} (2.2)
Comme le montre la figure 2.17, σ
(
si,x
)
est la puissance du point x par rapport a`
la sphe`re si de´finie par :
σ
(
si,x
)
= d
(
ci,x
)2− ri2 (2.3)
Comme pour la cas de la tessellation de Voronoı¨ pour un syste`me monodisperse,
il est possible d’obtenir la triangulation duale de Delaunay en joignant les paires des
centres de sphe`res ayant une face de Voronoı¨ commune.
2.3.2 Assemblage de sphe`res
2.3.2.1 Empilements RSA (Random Sequential Adsorption)
Le principe de cet algorithme consiste a` placer ale´atoirement des sphe`res une a`
une dans une boıˆte sans que ces dernie`res ne s’interpe´ne`trent (Widom (1966)). C’est
la me´thode la plus naturelle et la plus simple pour ge´ne´rer des assemblages de sphe`res.
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FIG. 2.17 – Me´thode des plans radicaux.
Le nombre ainsi que les rayons des sphe`res sont fixe´s a` l’avance. Les coordonne´es
carte´siennes de la sphe`re que nous cherchons a` placer sont tire´es au sort. Nous
ve´rifions alors que cette sphe`re ne chevauche aucune autre sphe`re de´ja` en place. Si tel
est le cas, elle est de´finitivement place´e et, dans le cas contraire, nous recommenc¸ons
le tirage de la position.
La proce´dure s’arreˆte lorsque plus aucune sphe`re supple´mentaire ne peut eˆtre
place´e (”jumping limit”) ou quand la compacite´e souhaite´e a e´te´ atteinte. De fac¸on
pratique, on conside`re que l’assemblage est termine´ apre`s n tentatives avorte´es de
nouveau positionnement. La valeur effectue´e a` ce nombre d’e´checs successifs fixe la
densite´ finale d’empilement. Elle ne peut de´passer 0.382 en 3D et 0.547 en 2D avec
des sphe`res de meˆme tailles (Richard (2000)). Le choix de n est un compromis entre
la densite´ d’empilement et le temps de calcul.
Nous avons utilise´ ce procede´ pour un syste`me polydisperse. Les sphe`res les plus
grosses sont d’abord toutes place´es, puis les petites. Le rapport entre le rayon de la
plus grosse sphe`re et le rayon de la plus petite sphe`re est e´gale a` 24 pour le syste`me
conside´re´. La compacite´ maximale qui a e´te´ atteinte, avec ce type de proce´de´, est
proche de 50%.
Ainsi, un inconvenient majeur de ce type de proce´de´ est sa faible densite´ d’empilement.
2.3.2.2 Empilements RSA densifie´s
Afin de palier au de´faut principal des asssemblages RSA, une e´tape ulte´rieure de
densification peut eˆtre re´alise´e.
On utilise un algorithme de type Me´thodes des ´Elements Distincts ( ou Dynamique
particulaire). `A partir d’un empilement RSA, il simule l’e´volution d’une population
de particules soumises a` des forces donne´es : attraction re´pulsion (”force centrale”)
et non pe´ne´tration ( par exemple loi de Hertz). Les mouvements des particules
doivent e´galement assurer la conservation des conditions aux limites pe´riodiques a` la
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pe´riphe´rie.
En ce qui nous concerne, l’e´tape de densification a e´te´ effectue´e a` l’aide d’un
programme re´alise´ par Jean Noe¨l Roux, Chercheur au Laboratoire des Mate´riaux et
Structures de Ge´nie Civil. L’algorithme de re´solution est schematise´ dans la figure
2.18.
FIG. 2.18 – Dynamique mole´culaire : Algorithme de pre´diction-correction d’ordre 3
d’apre´s Emam (2002).
La valeur de la densite´ finale est proche des classiques 64% dans le cas des empi-
lements monodisperses ale´atoires compacts en 3D et 80% pour les assemblages poly-
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disperses.
2.4 Ge´ne´ration de microstructures controˆle´es
Dans cette section, nous nous inte´ressons a` la ge´ne´ration de microstructures, par
la me´thode de Voronoı¨, dont la distribution granulome´trique est fixe´e a` l’avance. Pour
ce faire, la distribution granulome´trique des re´gions de Voronoı¨ a e´te´ compare´e a` celle
des sphe`res initialement ge´ne´re´es pour plusieurs densite´s.
Nous commenc¸ons, tout d’abord, par de´finir la fonction de re´partition des rayons,
aussi bien pour les re´gions de Voronoı¨ que pour les sphe`res initialement ge´ne´re´es.
Ensuite, nous rappelons le principe de la me´thode de Monte-Carlo. Enfin, nous
pre´sentons les re´sultats de nos simulations.
2.4.1 Caracte´risation d’une distribution granulome´trique par la
fonction de re´partition des rayons
2.4.1.1 La tessellation de Voronoı¨
Afin de de´crire la distribution granulome´trique des re´gions de Voronoı¨, nous
associons a` chaque re´gion de Voronoı¨ de volume V i, un rayon ri. Ce rayon est calcule´
comme e´tant le rayon de la sphe`re ayant le meˆme volume V i :
ri =
(
3
4pi
V i
) 1
3
Nous introduisons aussi la fonction de re´partition des rayons e´quivalents des re´gions
de Voronoı¨ PV (R < r) :
PRV (r) = Probabilite´{R < r}
=
∫ r
rmin
Probabilite´
{
R ∈ [r′− dr
′
2
,r′+
dr′
2
]
}
dr′ (2.4)
ou` R est la variable ale´atoire dont les ri sont les re´alisations inde´pendantes.
Dans la limite du nombre total de re´alisations, N, tendant vers l’infini, PRV (r) n’est
autre que :
PRV (r) =
Nombre de ri < r
N
(2.5)
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´A partir de la variable ale´atoire R portant sur les rayons ri, nous de´finissons la
variable ale´atoire adimensionnelle X comme suit :
X ≡ R
rmoy
, avec PRV (rmoy) =
1
2
Nous avons utilise´ la me´thode de Monte-Carlo pour de´terminer la fonction
de re´partition PXV (x) des tessellations de Voronoı¨ ge´ne´re´es a` partir des trois types
d’empilement suivants :
1. Processus de Poisson,
2. Empilement de sphe`res RSA,
3. Empilement de sphe`res RSA densifie´,
2.4.1.2 Calcul de la fonction de re´partition a` partir de la courbe granu-
lome´trique
En ce qui concerne les sites ge´ne´re´s a` partir du processus de Poisson, la densite´ ρ
est fixe´e a` 0.15. Ainsi, pour des re´alisations dans un domaine de volume |V | = 53, le
nombre moyen de points par re´alisation est e´gal a` ρ. |V |= 19.
Pour les empilement de sphe`res polydisperses, on introduit la courbe granulome´trique
g exprimant le pourcentage volumique (ou massique) des tamisats cumule´es en fonc-
tion des rayons comme suit :
g(r) =
Volume des sphe`res dont le rayon est < r
Volume total des sphe`res
soit dr > 0, on a alors :
g
(
r+ dr2
)−g(r− dr2 )= Volume des sphe`res dont le rayon ∈[r− dr2 ,r+ dr2 ]Volume total des sphe`res (2.6)
si on note :
– n(r) le nombre de sphe`res e´quivalentes dont le rayon est compris entre r− dr2 et
r+ dr2 ,
– VS le volume total des sphe`res e´quivalentes,
– N le nombre total des sphe`res e´quivalentes,
alors, lorsque dr tend vers ze´ro :
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g
(
r+
dr
2
)
−g
(
r− dr
2
)
=
n(r).43 .pi.r
3
VS
(2.7)
= g′(r)dr (2.8)
(2.9)
d’ou` n(r) s’exprime de la manie`re suivante :
n(r) =
g′(r).VS
4
3 .pi.r
3 .dr (2.10)
et le nombre de sphe`res dont le rayon est infe´rieur a` r :
(Nombre de sphe`res de rayon < r) =
∫ r
rmin
n(r)dr (2.11)
Le nombre total de sphe`res, N, s’exprime comme suit :
N =
∫ rmax
rmin
n(r)dr (2.12)
Pour N tendant vers l’infini, nous en de´duisons la fonction de re´partition des
rayons, PR(r), de´finie par l’e´quation 2.5 de la manie`re suivante :
PRS (r) =
∫ r
rmin
g′(t)
4
3 .pi.t
3 dt.
1∫ rmax
rmin
g′(t)
4
3 .pi.t
3 dt
(2.13)
Comme pour le cas des re´gions de Voronoı¨, nous introduisons la fonction de re´partition
des rayons normalise´s PXS (x) :
X ≡ R
rmoy
, avec PRS (rmoy) =
1
2
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2.4.2 ´Etude parame`trique de la distribution granulome`trique des
re´gions de Voronoı¨ par la me´thode de Monte-Carlo
Dans cette section, nous allons e´tudier l’allure de la fonction de re´partition
des rayons e´quivalents des re´gions de Voronoı¨ en fonction de la compacite´ des
sphe`res initialement ge´ne´re´es ( f = 0.1, 0.3, 0.5, 0.75). Nous utilisons la me´thode de
Monte-Carlo pour de´terminer la courbe moyenne de la fonction de re´partition PXV (x)
sur plusieurs re´alisations.
Nous commenc¸ons, tout d’abord, par rappeler le principe de la me´thode de
Monte-Carlo. Nous exposons, ensuite, une me´thode d’inversion de la fonction de
re´partition des rayons des sphe`res qu’on s’est donne´e. Enfin, nous pre´sentons les
re´sultats des simulations.
2.4.2.1 Rappel sur le principe de la me´thode de Monte-Carlo
Rappelons que la me´thode de Monte-Carlo a pour but d’estimer l’espe´rance d’une
variable ale´atoire Z, E(Z), a` partir de la moyenne arithme´tique Z sur N re´alisations
inde´pendantes de Z. Notons :
ZN =
1
N
(Z1 + . . .+ZN) (2.14)
σ2N =
1
N−1 ∑i
(
Zi−ZN
)2 (2.15)
εN = 1.96
σN
ZN
√
N
(2.16)
Alors, quand N tend vers l’infini, et avec une probabilite´ de 95%, E(Z) se trouve
dans l’intervalle :
E(Z) ∈ [ZN − εNZN ,ZN + εNZN] (2.17)
Dans cette e´tude, l’erreur relative εN est infe´rieure a` 0.5%. Les sites initialement
ge´ne´re´es sont suppose´s a` l’inte´rieur d’un cube de volume 5×5×5.
2.4.2.2 Ge´ne´ration d’un ensemble de sphe´res a` partir d’une fonction de
re´partition des rayons
La division MSC du Laboratoire Central des Ponts et Chausse´es (LCPC) a`
Nantes nous a fourni un exemple de distribution granulome´trique utilise´e dans la
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formulation des enrobe´s bitumineux. Cette courbe exprime le pourcentage massique
(ou volumique) des tamisats cumule´s en fonctions des rayons e´quivalent des tamis (cf.
Tab. 2.1).
tamis en mm 0.08 0.315 1.00 2.00 4.00 6.30 8.00 10.00 12.00
% passant 11.8 22.6 25.0 33.0 58.2 77.0 82.0 92.0 100.0
TAB. 2.1 – La distribution granulome´trique non tronque´e du me´lange : pourcentage du
passant en fonction des dimensions des tamis.
Le rayon minimal de cette courbe, g0, est e´gal a` 0.08mm. Nous avons choisi de
fixer le rayon de troncature, rmin, a` 0.5mm, le rayon maximal rmax est e´gal a` 12mm.
La distribution granulome´trique tronque´e, note´ g, est de´duite de la distribution
granulome`trique non tronque´e, g0, de la manie´re suivante :
Notons r01, ..,r
0
t les rayons des t tamis conside´re´s (ici 9 tamis). Le rayon de
troncature rmin = 0.5mm e´tant compris entre r02 et r03 (i.e. 0.315mm et 1mm cf. Tab
2.1). On suppose que la courbe g0 varie line´airement entre r02 et r03, d’ou` :
g0(rmin) =
g0
(
r02
)−g0 (r01)
r02− r01
(
rmin− r01
)
+g0
(
r01
)
Ainsi pour ri > rmin, la valeur de g
(
ri
)
s’exprime comme suit :
∀ri ≥ rmin g(ri) = g0 (ri)−g0 (rmin)1−g0 (rmin) (2.18)
La courbe tronque´e, g, est pre´sente´e dans le tableau 2.2. Cette courbe tronque´e a
e´te´ transforme´e en terme de fonction de re´partition des rayons normalise´s des sphe`res
en utilisant la me´thode expose´e au paragraphe 2.4.1.2 (cf. Fig. 2.19).
tamis en mm 0.50 1.00 2.00 4.00 6.30 8.00 10.00 12.00
% passant 0.00 1.88 12.35 45.32 69.91 76.45 89.53 100.0
TAB. 2.2 – La distribution granulome´trique tronque´e utilise´e dans les simulations :
rmin = 0.5mm.
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FIG. 2.19 – La fonction de re´partition des rayons normalise´s des sphe`res.
Une fois que la fonction de re´partition des rayons des sphe`res a e´te´ choisie,
plusieurs re´alisations d’ensembles de sphe`res obe´issant a` cette fonction de re´partition
doivent eˆtre ge´ne´re´s.
Pour ce faire, nous utilisons une me´thode d’inversion de la fonction de re´partition
base´e sur la proposition suivante (voir Bouleau86) :
Si la fonction de re´partition de la loi est P et U une variable ale´atoire de loi
uniforme sur [0,1] alors la loi de X = P−1(U) a comme fonction de re´partition P. P−1
est ici l’inverse a` droite de P ; c’est-a`-dire que :
P−1(α) = inf{x;P(x)≤ α}
Ainsi, connaissant le volume V du domaine a` l’inte´rieur duquel les sphe`res
seront place´es ainsi que la compacite´ globale f des granulats, un algorithme simple
d’inversion de la fonction de re´partition PS serait le suivant :
C_tmp=0;
n_sphere=0;
tanque (c_tmp<C) faire
n_sphere++;
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u=rand_uniforme();
r[n_sphere]=P_inverse(u);
C_tmp+=(4/3)*pi()*r[n_sphere]ˆ3/V;
fin tanque;
Une fois que le nombre ainsi que les rayons des sphe`res sont de´termine´s, nous
utilisons la me´thode d’empilement RSA, expose´e au paragraphe 2.3.2.1, pour les
densite´s assez faible (< 50%), et la me´thode d’empilement de sphe`res RSA densifie´s,
expose´e au paragraphe 2.3.2.2, pour les densite´s assez fortes.
2.4.2.3 Re´sultats des simulations
Quatre fractions volumiques des sphe`res sont conside´re´es : f = 10%, f = 30%,
f = 50% et f = 75%. Nous avons utilise´s l’empilement RSA pour les compacite´s
f = 10%, f = 30% et f = 50%. Pour la densite´ f = 75%, nous avons utilise´ la
me´thode d’empilement de sphe`res RSA densifie´. L’e´tape de densification a` e´te´
re´alise´e a` l’aide du logiciel de dynamique mole´culaire de´veloppe´ par Jean Noe¨l Roux,
chercheur au Laboratoire des Mate´riaux et des Structures du Ge´nie Civil.
La taille des e´chantillons ainsi que le nombre de re´alisations ne´ce´ssaire pour avoir
convergence de la me´thode de Monte-Carlo avec une erreur relative infe´rieure a` 1%
sont pre´sente´s dans le tableau 2.3 pour les quatre densite´s de sphe`res envisage´es
et aussi pour les ensembles de points ge´ne´re´s a` partir du processus de Poisson
(ρ = 0.15%).
Nombre moyen Nombre
de sites de re´alisations
Processus de Poisson (ρ = 0.15) 507 20
Sphe`res densifie´es a` f = 10% 802 20
Sphe`res densifie´es a` f = 30% 960 20
Sphe`res densifie´es a` f = 50% 1150 20
Sphe`res densifie´es a` f = 75% 1520 20
TAB. 2.3 – Les tailles des e´chantillons et les nombres de re´alisations.
La fonction de re´partition des sphe`res initialement ge´ne´re´es ainsi que les fonction
de re´partitions des re´gions de Voronoı¨ associe´es, pour diffe´rentes fractions volumique
de sphe`res, sont trace´es sur la figure 2.20. ´A partir de cette figure, on constate que la
courbe granulome´trique des re´gions de Voronoı¨ est tre´s proche de celle des sphe`res
initialement ge´ne´re´es lorsque les rayons sont infe´rieurs a` rmoy (x < 1). L’e´cart se
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creuse pour les rayons supe´rieurs a` rmoy (x > 1).
(a) (b)
(c) (d)
FIG. 2.20 – Comparaisons entre la fonction de re´partition des rayons des sphe`res ini-
tialement ge´ne´re´es et la fonction de re´partition des rayons e´quivalents des re´gions de
Voronoı¨ associe´es. (a) RSA avec f = 10%, (b) RSA avec f = 30%, (c) RSA avec
f = 50%, (d) RSA densifie´ avec f = 75%.
La fonction de re´partition des rayons e´quivalents des re´gions de Voronoı¨ obtenue
a` partir d’un ensemble de points ge´ne´re´s par le processus de Poisson, appele´s regions
de Poisson-Voronoı¨, est trace´e sur la figure 2.21.
Afin de comparer tous les re´sultats, toutes les fonctions de re´partition des rayons
e´quivalents normalise´es sont trace´es sur la figure 2.22. ´A partir de cette figure, on
constate que quelque soit la fraction volumique, toutes les courbes des fonctions de
re´partition sont tre`s proche lorsque les rayons normalise´s x = r
rmoy
sont infe´rieurs a`
1 (x < 1). Les sphe`res de ”faible” rayon (r < rmoy) ont donc peu d’influence sur la
fonction de re´partition de l’ensemble.
Pour les sphe`res de rayon r > rmoy (i.e. x > 1), il est clair que la fonction de re´partition
des re´gions de Voronoı¨ admet deux limites :
1. Lorsque la fraction volumique des sphe`res initialement ge´ne´re´es tends vers
ze´ro ( f −→ 0%), la fonction de re´partition des rayons e´quivalents des re´gions
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FIG. 2.21 – Fonction de re´partition des rayons e´quivalents des re´gions de Poisson-
Voronoı¨.
de Voronoı¨ tend vers celles des re´gions de Voronoı¨ obtenues avec des points
ge´ne´re´es par le processus de Poisson,
2. Lorsque la fraction volumique des sphe`res initialement ge´ne´re´es tend vers
la compacite´ maximale pouvant eˆtre atteinte par densification, la fonction de
re´partition des rayons e´quivalents des re´gions de Voronoı¨ est proche de celles
des sphe`res initialement ge´ne´re´es.
En pratique, la densite´ maximale des sphe`res ne peut pas exceder 75%. Afin de
quantifier l’e´cart entre la distribution granulome´trique des re´gions de Voronoı¨ et celles
des sphe`res initialement ge´ne´re´es et densifie´es a` 75%, nous avons de´fini l’erreur
relative en un point x, εr(x) comme suit :
εr(x) =
PXV (x)−PXS (x)
PXS (x)
L’e´cart relatif, εr(x), est trace´ sur la figure 2.23 pour les rayons normalise´s
x = r
rmin
> 1. La valeur maximale est proche de 15%.
Ainsi, a` partir d’un empilement de sphe`res, il est possible de ge´ne´rer une mosaı¨que
de Voronoı¨ dont la fonction de re´partition des rayons e´quivalents (ou des volumes),
PV (X < x), est fixe´e a` l’avance, a` condition que :
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FIG. 2.22 – Comparaisons entre la fonction de re´partition des rayons e´quivalents
des re´gions de Voronoı¨ et celle des rayons des sphe`res initialement ge´ne´re´es pour
diffe´rentes fractions volumiques.
FIG. 2.23 – ´Ecart relatif entre la fonction de re´partition des rayons des sphe`res et celle
des rayons e´quivalents des re´gions de Voronoı¨ : Densite´ des sphe`res 75%.
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1. La fonction de re´partition des rayons des sphe`res, PS(X < x), soit e´gale a` la
fonction de re´partition initialement fixe´e (PXV (x)),
2. L’empilement de sphe`res soit densifie´ a` la densite´ maximale possible (ici 75%).
Dans ce cas, l’e´cart relatif entre la fonction de re´partition fixe´e et la fonction de
re´partition re´elle est infe´rieur a` 15%.
Avec un RSA densifie´, on peut ge´ne´rer des polye`dres convexes (Voronoı¨) dont la
granulome´trie est fixe´e a` l’avance. Pour cela, on ge´ne`re des sphe`res, on les densifie
selon cette granulome´trie, puis on partitionne l’espace par Voronoı¨, on obtient les
polye`dres convexes qui ont une granulome´trie homothe´tique de celle des sphe`res.
2.5 Le mode`le ge´ome´trique propose´
Les inclusions sont mode´lise´es par les re´gions de Voronoı¨ auxquelles on applique
une homothe´tie. Ainsi, on introduit le concept de la Fraction Volumique Locale FV L
des inclusions. En effet, soit Vor(Si) la re´gion de Voronoı¨ associe´e au site Si ( point
ou sphe´re de centre Ci), la re´gion homothe´tique associe´e a` Vor(Si), Pi, est de´finie de
la manie`re suivante ( ´Equation 2.19) :
Pi =
{
M
′
/CiM′ =
(
ki
)1/3 CiM,M ∈Vor(Si)} (2.19)
ou` ki est la fraction volumique de l’inclusion i (FV L). Plusieurs choix du FV L
sont possibles :
1. La FV L est uniforme :
ki = f ∀i = 1..n (2.20)
2. Lorsque la fraction volumique des sphe`res ge´ne´re´es est e´gale a` la fraction
volumique des agre´gats ( f ), un autre choix possible de la FV L est :
ki =
Volume
(
Si
)
Volume(Vor (Si))
(2.21)
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3. La FV L varie en fonction du rayon e´quivalent de la re´gion de Voronoı¨ associe´e :
ki = g(rieq) (2.22)
Le rayon e´quivalent rieq pourrait eˆtre de´fini comme e´tant le rayon de la sphe`re
ayant le meˆme volume que la re´gion Vor
(
Si
)
.
Une e´tude parame´trique sur l’influence de la re´partition de la FV L sur le compor-
tement macroscopique sera mene´e dans le chapitre 6.
FIG. 2.24 – Configuration des particules.
La figure 2.24 montre deux cellules voisines, la matrice est situe´e dans l’interface
entre ces deux cellules, notons Si j la face commune a` Vor
(
Si
)
et Vor
(
S j
)
, l’e´paisseur
de la couche du liant ei j est calcule´e de la manie`re suivante :
ei j =
(
1− ki)∥∥∥CiOij∥∥∥+ (1− k j)∥∥∥CjOij∥∥∥ (2.23)
La microstructure nume´rique est constitue´e d’un assemblage cohe´sif d’inclusions
rigides mode´lise´es par les re´gions de Voronoı¨ homothe´tiques. Le liant (ou la matrice)
est situe´ dans l’interface mince entre deux re´gions voisines.
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Signalons que les microstructures nume´riques ge´ne´re´es a` partir de la tessellation
de Voronoı¨ ont e´te´ largement utilise´es dans plusieurs travaux de recherche. Nous
citons, en particulier, Fazekas (2003) et Fazekas et al. (2002) qui ont utilise´ ce type
de microstructures pour e´tudier l’influence des dispersions microstructurales sur les
proprie´te´s effectives des mate´riaux cellulaires.
Afin ge´ne´rer, nume´riquement, la microstructure, nous avons de´veloppe´ un pro-
gramme en langage C permettant la de´termination du pavage de Voronoı¨ et de la
triangulation duale de Delaunay d’un ensemble de sphe`res polydisperses. Ce logiciel
est nomme´ DVP (Delaunay Voronoı¨ Ponde´re´).
Ainsi, a` partir d’un ensemble de sphe`res polydisperses densifie´es avec le logiciel
de dynamique mole´culaire de´veloppe´ par Jean Noe¨l Roux, chercheur au Laboratoire
des Mate´riaux et des Structures du Ge´nie Civil, il est possible de ge´ne´rer des re´gions
polye´driques dont la granulome´trie est fixe´e a` l’avance, en utilisant le logiciel DVP.
Une homothe´tie est, par la suite, applique´e a` chacune des re´gions selon la loi de
re´partition des FV L des inclusions.
Dans le chapitre suivant, Nous nous inte´resserons a` la mode´lisation me´canique de
interfaces. Nous montrerons en particulier que le syste`me est e´quivalent a` un re´seau
de ”poutres” encastre´es et uniquement charge´ en ses noeuds.
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Chapitre 3
Mode´lisation me´canique des
connexions inter-particulaires
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3.1 Introduction
Nous avons vu au chapitre pre´ce´dent que la mosaı¨que pe´riodique tridimension-
nelle de Voronoı¨ a e´te´ choisie pour approcher la ge´ome´trie du mate´riau e´tudie´.
Chaque inclusion est mode´lise´e par une re´gion de Voronoı¨ a` laquelle on applique une
contraction uniforme. Le liant est situe´ dans l’interface entre deux re´gions voisines.
Une illustration bidimensionnel est montre´e sur la figure 3.1.
FIG. 3.1 – Les inclusions sont mode´lise´es par les re´gions de Voronoı¨ contracte´es. La
matrice se situe dans l’interface entre deux re´gions voisines. L’ensemble forme une
cellule e´le´mentaire pe´riodique.
Dans ce chapitre, nous nous inte´ressons a` la mode´lisation du comportement
me´canique du mate´riau mode`le.
Les inclusions sont infiniment rigides et l’e´paisseur des interfaces est faible par
rapport aux dimensions des inclusions. Ainsi, tout comme Klarbring (1991), Avila-
Pozos et al. (1999) et Cecchi et Sab (2002), un de´veloppement asymptotique
est utilise´ pour mode´liser le comportement line´aire e´lastique de ces interfaces.
Nous montrerons que le mate´riau continu tridimensionnel mode`le est e´quivalent a`
un re´seau tridimensionnel de ”poutres” encastre´es et uniquement charge´ en ses noeuds.
Nous utilisons, par la suite, une me´thode de passage d’un milieu discret forme´
par un re´seau de ”poutres” a` un milieu homoge`ne e´quivalent (Pradel (1998) et
Pradel et Sab (1998)). Nous en de´duisons, ainsi, le comportement e´lastique line´aire
homoge´ne´ise´.
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3.2 ´Ecriture de l’e´quilibre du syste`me de particules
Le syste`me, E, est constitue´ d’un ensemble de N particules en interaction entre
elles : E =
{
P1,P2, ...,PN
}
.
´A chaque particule Pi, on associe un nombre la repe´rant
de fac¸on univoque. Sa position dans l’espace est note´e xi.
Chaque particule est doue´e de mouvement de solide rigide. Ainsi, six degre´s de
liberte´,
(
ui,ϕi
)
3 en translations et 3 en rotations, sont associe´s a` chaque Pi.
Afin de de´crire les efforts inte´rieurs, pour chaque couple de particules
c =
(
Pi,P j
) ∈ E×E, i 6= j, on de´finit la force, fc et le moment en Pi, mc, exerce´s par
la particule P j sur la particule Pi (cf. Fig. 3.2).
FIG. 3.2 – Les efforts exerce´s par la particule P j sur la particule Pi.
Les actions me´caniques sont repre´sente´es par des torseurs, avec un vecteur
re´sultant fc et un vecteur moment re´sultant en un certain point. Ici, nous choisissons
Pi comme point d’application. on peut de´finir, ainsi, un torseur T c comme suit :
T c =
{
fc
mc
}
Pi
Pour simplifier les notations, on introduit un ope´rateur de transposition, t , sur les
couples de particules de´fini par :
∀e = (Pi,P j) ∈ E×E, te = (P j,Pi) ∈ E×E
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Par ailleurs, l’action de l’exte´rieur du syste`me E sur la particule Pi est un torseur
dont les e´le´ments de re´duction Pi sont la force fiext et le moment miext .
T cext =
{
fcext
mcext
}
Pi
Un tel syste`me peut mode´liser un assemblage de barres encastre´es aux noeuds et
charge´es en ces noeuds. Les noeuds sont alors doue´s d’une cine´matique de translation
et de rotation. Ainsi, tout comme Pradel (1998) et Salenc¸on (1988), nous pouvons
obtenir les e´quations d’e´quilibre pour un syste`me de points ayant des degre´s de liberte´
en translation et en rotation. Elles se traduisent par deux lois :
1. La loi des actions mutuelles : Elle exprime que le torseur des efforts exerce´s
par la particule P j sur la particule Pi sont oppose´s :
∀e = (Pi,P j) , i 6= j,τc + τte = 0⇔{ fc + ftc = 0
mc +m
tc + fc∧ lc = 0 (3.1)
Notons Oi j le point d’intersection de la droite
(
PiP j
) (= (CiC j)) avec la surface
de Voronoı¨ Si j et lc le vecteur PiPj (=CiCj) (cf. Figs. 2.24, 3.2) :
Oi j = (1−α) xi +αx j, α = ‖ C
iOij ‖
‖ lc ‖
Nous introduisons une fonction indicatrice χi de´finie par :
χi (c) = 1 si c =
(
Pi,P j
)
= 0 sinon (3.2)
2. La loi fondamentale de la statique : Elle stipule que le torseur de tous les
efforts s’exerc¸ant sur la particule Pi est nul :
{
fiext +∑c χi(c) fc = 0
miext +∑c χi(c) fc = 0
∀Pi ∈ E (3.3)
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Les e´le´ments de re´duction du torseur T c au point Oi j s’e´crivent sous la forme :
T˜ c =
{
fc
m˜
c
}
Oi j
=
{
fc
mc +α fc∧ lc
}
Oi j
(3.4)
De la meˆme manie`re, les e´le´ments de re´duction du torseur T tc au point Oi j
s’e´crivent sous la forme :
T˜
tc =
{
ftc
m˜
tc
}
Oi j
=
{
ftc
m
tc +(1−α) ftc∧ ltc
}
Oi j
(3.5)
En utilisant les e´le´ments de re´duction au point Oi j du torseur des efforts exerce´s
par P j sur Pi, la loi des actions mutuelles (Eq. 3.1) s’e´crit :
T˜ c + T˜
tc = 0 ⇔
{
fc + ftc = 0
m˜
c + m˜
tc = 0
(3.6)
m˜
c (respectivement m˜tc) est le moment de´fini dans l’e´quations 3.4 (respectivement
Eq. 3.5).
Nous allons maintenant e´tudier la puissance des efforts inte´rieurs en exploitant la
loi des actions mutuelles (Eq. 3.1). On conside`re le sous-syste`me E ′ = {Pi,P j} ⊂ E.
Le travail des efforts inte´rieurs du syste`me E ′ , Pint
(
E ′
)
est e´gale a` l’oppose´ du travail
des de´formations, il vient :
Pint
(
E
′)
=−Pde f
(
E
′)
= fc ui + fte u j +mc ϕi +mte ϕ j
= fc
(
ui−u j)+(m˜c−α fc∧ lc)φi +(m˜tc− (1−α) ftc∧ ltc) φ j
= fc
(
ui−u j +
(
αϕi +(1−α) ϕ j
)
∧ lc
)
+ m˜c
(
ϕi−ϕ j
)
=−(fc dc + m˜c δc)
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Ainsi, on fait apparaıˆtre deux de´placements ge´ne´ralise´es dc et δc de´finis par :
{
dc = u j−ui−
(
αϕi +(1−α) ϕ j
)
∧ lc
δc = ϕ j−ϕi
(3.7)
les relations suivantes sont e´videntes :
{
dc =−dtc
δc =−δtc (3.8)
3.3 ´Ecriture du comportement du syste`me de parti-
cules
Il a e´te´ suppose´ que chaque re´gion Pi est doue´ d’un mouvement de solide rigide(
u
(
Ci
)
,ϕi
)
. L’e´paisseur de la couche du liant ei j est suppose´e faible par rapport
aux dimensions des particules Pi et P j. Ainsi le comportement me´canique de cette
connexion pourrait eˆtre mode´lise´ par une loi d’interface reliant le saut de de´placement
[[u]] a` la contrainte au voisinage de la surface Si j (σ.n).
Dans le paragraphe suivant, nous allons exposer les grandes lignes de la formula-
tion de la loi d’interface utilise´e dans ce travail.
3.3.1 Interactions inter-particulaires : Une loi d’interface en
e´lasticite´ endommageable
3.3.1.1 Mode´lisation asymptotique d’une interface mince entre solides rigides
en e´lasticite´ line´aire
Conside´rons deux corps e´lastiques Ωe1 et Ωe2 se´pare´s par une couche de ”mastic”
Ωe0 d’e´paisseur e (cf. Fig. 3.3).
Dans la suite, on adoptera le terme d’inclusions pour les deux corps de´formables
occupe´s par les domaines Ωe0 et Ωe1 . Celui occupe´ par le domaine Ωe0 sera appele´
matrice. Pour simplifier l’expose´, on suppose que le comportement des inclusions et
de la matrice est line´aire isotrope. On notera EM le module d’Young de la matrice et
EI celui des inclusions.
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FIG. 3.3 – Ge´ome´trie du proble`me tridimensionnel.
En outre, on supposera que l’e´paisseur e est faible par rapport aux dimensions
des inclusions (Hypothe`se H1), et que la matrice est beaucoup plus souple que les
inclusions (Hypothe`se H2).
On notera α le rapport entre le module d’Young de la matrice et celui des inclusions.
α =
EM
EI
et β le rapport entre l’e´paisseur e et une dimension caracte´ristique des inclusions h,
β = eh
La figure 3.4 illustre le domaine Ωe = Ωe0 ∪Ωe1 ∪Ωe2 et les conditions aux limites
applique´es.
Le proble`me (P) consiste a` trouver le champs de de´placement u = (ui) et de
contraintes σ =
(
σi j
)
des trois corps de´formables occupe´s par les domaines Ωe0, Ωe1 et
Ωe2.
La solution du proble`me de´pend des deux parame`tres α et β. Klarbring (1991),
Avila-Pozos et al. (1999) et Cecchi et Sab (2002) ont e´tudie´ la solution lorsque les
deux parame`tres α et β tendent vers zero.
Lorsque le parame`tre β, qui traduit le rapport entre l’e´paisseur e et les dimensions
des inclusions, tend vers ze´ro, le domaine Ω0 occupe´ par la matrice est assimile´ a` une
surface S (cf. Fig. 3.5).
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FIG. 3.4 – Le chargement applique´ a` la structure Ωe.
FIG. 3.5 – Le domaine occupe´ par la matrice est assimile´ a` une surface S.
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Il a e´te´ montre´ par Klarbring (1991), Avila-Pozos et al. (1999) et Cecchi et Sab
(2002), que, lorsque le rapport α est de meˆme ordre de grandeur que le rapport β et
que tous les deux sont proche de ze´ro, le comportement asymptotique en e´lasticite´
line´aire de la matrice est pilote´ par une loi e´lastique line´aire d’interface reliant le
saut de de´placement [[u]]12 a` la contrainte σ.n12 au voisinage de la surface S via une
matrice de rigidite´ locale K.
si α << 1, β << 1 et αβ ∼ 1 alors
σ.n = K. [[u]] (3.9)
Ou` :
– n est la normale a` la surface S (dirige´e de Ω1 vers Ω2)
– [[u]] = u+−u−, u+ (resp. u−) est le de´placement en un point de la surface S du
cote´ de Ω2 (resp. Ω1)
– K est la matrice de rigidite´ locale de l’interface. Elle s’exprime en fonction des
coefficients de Lame´ de la matrice (λM et µM) et de la normale n12 comme suit :
K =
1
e
(
µM 1+
(
µM +λM
)(
n12⊗n12)) (3.10)
1 est la matrice identite´ d’ordre 3.
Dans le cas ou` le comportement de la matrice est anisotrope, la matrice de rigidite´
locale de l’interface s’e´crit alors sous la forme :
(
Ki j
)
kl =
1
e
aMkmnl
(
n12
)
m
(
n12
)
n
(3.11)
aM =
(
aMkmnl
)
est le tenseur de souplesse de la matrice.
L’e´nergie de de´formation de cette interface s’e´crit en fonction du saut de
de´placement [[u]] et de la matrice de rigidite´ locale K comme suit :
w =
1
2
∫
S
[[u]].K. [[u]]dS (3.12)
Le de´placement d’un point a` l’inte´rieur de la matrice ( le domaine Ω0) est
suppose´ eˆtre line´aire en x3. Il s’exprime donc en fonction de u+ = u
(
x1,x2,+ e2
)
,
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u− = u
(
x1,x2,− e2
)
et de x3 comme suit :
∀M (x1,x2,x3) ∈Ωe0 u(M) =
x3
e
(
u+−u−)+ u++u−
2
(3.13)
Ainsi la de´formation a` l’inte´rieur de la matrice s’exprime de la manie`re suivante :
∀M (x1,x2,x3) ∈Ω0 ε(M) = n⊗
S [[u]]
e
+
(
1
2
+
x3
e
)
.gradS
(
u+
)
+
(
1
2
− x3
e
)
.gradS
(
u−
) (3.14)
ou` :
– ⊗S de´signe le produit tensoriel syme´trise´,
– gradS (u+) (resp. gradS (u−)) est le gradient syme´trise´ par rapport aux variables
x1 et x2 de u+ (resp. u−). Il s’exprime de la manie`re suivante :
gradS
(
u+
)
=

u+1,1
1
2
(
u+1,2 +u
+
2,1
)
0
1
2
(
u+1,2 +u
+
2,1
)
u+2,2 0
0 0 0
 (3.15)
u+i, j est la de´rive´ de la composante u
+
i par rapport a` la variable x j (i, j ∈ {1,2}).
Et idem pour gradS (u−).
En pratique, les corps Ωe1 et Ωe2 seront conside´re´s infiniment rigides. Dans ce
cas, les quantite´s gradS (u+) et gradS (u+) peuvent eˆtre exprime´s en fonction des
rotations des centres des deux corps rigides (les inclusions). Or, il est bien connu que,
contrairement aux milieux de Cosserat, la cine´matique des milieux de Cauchy est
uniquement de´crites par des translations. Ainsi, les termes gradS (u+) et gradS (u+)
qui interviennent dans l’expression de la de´formation a` l’inte´rieur de l’interface
conside´re´e seront ne´glige´s par la suite. L’expression retenue de ε(M) est donc la
suivante :
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∀M (x1,x2,x3) ∈Ωe0 ε(M) =
n⊗S [[u]]
e
(3.16)
3.3.1.2 Extension a` l’e´lasticite´ endommageable
Le pre´sent mode`le discret sera de´die´ a` la mode´lisation des enrobe´s bitumineux. Ce
type de mate´riau est bien entendu largement utilise´ dans les structures de chausse´es.
Sous l’effet du passage repe´te´ des charges roulantes, ce mate´riau subit une de´gradation
progressive de sa rigidite´ allant jusqu’a` sa rupture. La prise en compte de l’endomma-
gement dans les interactions entre particules rigides s’ave`re donc ne´ce´ssaire pour la
mode´lisation de ce type de mate´riau.
Aperc¸u sur la the´orie de l’endommagement :
Dans le cadre de la thermodynamique des processus irre´versibles, la the´orie de
l’endommagement permet de rendre compte de cette de´gradation. Son domaine
d’application couvre aussi bien le domaine des premie`res de´te´riorations, la prise en
compte des effets de cumul du dommage, ainsi que la pre´vision de l’amorc¸age ou
l’initiation d’une macrofissure.
´A travers un concept d’homoge´ne´isation, l’e´volution du dommage est de´crite
d’une fac¸on macroscopique a` l’aide d’une variable D. Cette dernie`re repre´sente la
variation du tenseur d’e´lasticite´ par rapport a` l’e´tat vierge (non endommage´).
Dans une the´orie isotrope, D est le scalaire de´fini par :
D = 1− E
E0
(3.17)
ou` E est le module d’young actuel et E0 le module d’Young a` l’e´tat vierge.
La the´orie de l’endommagement continu est base´e sur les hypothe`ses de la
me´canique des milieux continus. L’e´le´ment de volume est conside´re´ assez grand par
rapport aux he´te´roge´ne´ite´ du milieu et assez petit pour qu’on puisse le conside´rer
comme un point mate´riel. Les relations de comportement sont de´crites pour cet
e´le´ment de volume conside´re´ continu et homoge`ne et dans lequel on peut de´finir des
contraintes et des de´formations. Les mode`les locaux proposent de relier le dommage
au point x, D(x), a` l’e´tat de de´formation qui re`gne en ce point.
D(x) = f
(
ε(x)
)
(3.18)
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f est la loi d’e´volution du dommage D.
L’endommagement par fatigue correspond a` la naissance et la croissance de
microfissures sous l’effet de sollicitations cycliques jusqu’a` l’amorc¸age d’une fissure
macroscopique (Lemaitre et Chaboche (1985)).
Les lois classiques d’e´volution s’expriment en fonction de grandeurs de´finies sur un
cycle :
– amplitude de contrainte ou de de´formation,
– valeur moyenne (sur un cycle) de contrainte ou de de´formation,
– rapport de la contrainte (ou de la de´formation) minimale a` la contrainte (ou la
de´formation) maximale.
En ce qui nous concerne, nous nous interessons uniquement a` l’endommagement
par fatigue.
Prise en compte de l’endommagement dans les interactions entre particules :
Pour chaque couple de particules connecte´es, nous introduisons un parame`tre D
traduisant l’e´tat du dommage de la matrice se trouvant dans l’interface entre ces deux
particules.
Dans ce cas, la loi d’interface de l’e´quation 3.9 se ree´crit sous la forme :
σ.n = (1−D)K. [[u]] (3.19)
Nous nous inte´resserons a` l’endommagement par fatigue. Dans ce cas, un
proble`me en e´lasticite´ line´aire doit eˆtre re´solu a` chaque e´tape de chargement (On se
re´fe´rera a` la section 5.4.2 du chapitre 5 pour plus de de´tails sur la prise en compte de
l’endommagement et l’algorithme de re´solution).
Dans la section suivante, nous allons e´crire le comportement du syste`me de
particules en e´lasticite´ line´aire.
3.3.2 Comportement e´lastique line´aire du syste`me de particules
Nous avons vu dans la section 3.3.1.1 que l’e´nergie de de´formation e´lastique
d’une interface c = (i, j), wc, s’e´crit en fonction du saut du de´placement, [[u]] et de la
matrice de rigidite´ de de c, Kc, comme suit :
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wc =
1
2
∫
Sc
T [[u]]K [[u]]dSc (3.20)
Dans le cas ou` le comportement de la matrice est e´lastique et isotrope (λM, et µM
les coeficient de Lame´), K s’e´crit sous la forme :
K =
1
e
(
µM 1+
(
µM +λM
)(
n12⊗n12))
Soit M, un point de la surface Sc, le saut de de´placement en M, [[u]], peut s’e´crire
de la fac¸on suivante :
[[u]](M) = u(M+)−u(M−)
Compte tenu du fait que M+, respectivement M−, appartient a` la particule
P j, respectivement Pi, et que les particules Pi et P j sont doue´es de mouvement de
solide rigide, le saut de de´placement en M, [[u]], peut se re´e´crire de la manie`re suivante :
[[u]](M) =
(
u j +ϕ j∧OjM
)
−
(
ui +ϕi∧OiM
)
= u j−ui +ϕ j∧OjOij−ϕi∧OiOij +
(
ϕ j−ϕi
)
∧OijM
= dc +δc∧OijM (3.20)
dc et δc sont les de´placements ge´ne´ralise´s de´finis dans l’e´quation 3.7.
En de´signant par M la matrice antisyme´trique de´finie par :
M.a = a∧OijM ∀a ∈ R3
Le saut du de´placement [[u]] au point M s’e´crit alors :
[[u]](M) = dc +Mδc
Ainsi l’e´nergie e´lastique de de´formation de l’interface c s’e´crit alors :
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2wc = T dc.
(∫
Sc
KdSc
)
.dc +T δc.
(∫
Sc
T M.K.MdSc
)
.dc
=+dc.
(
Kc.
∫
Sc
MdSc
)
.δc +dc.T
(
δc.
∫
Sc
MdSc
)
.Kc
Ou encore :
2wc =
{
dc
δc
}T
K˜c
{
dc
δc
}
(3.21)
K˜c est une matrice 6×6 de´finie par :
K˜c =
[
Ac Bc
BcT Dc
]
(3.22)
avec :
Ac = mes(Sc)Kc
Bc = Kc.
∫
Sc
MdSc
Dc =
∫
Sc
MT .Kc.MdSc
Ac sera appele´e la matrice de rigidite´ de l’effort normal.
Dc sera appele´e la matrice de rigidite´ des moments.
Bc sera appele´e la matrice de rigidite´ du couplage entre les moments et l’effort normal.
La re´sultante des forces, fc, exerce´es par la particule P j sur Pi s’e´crit comme suit :
fc =
∫
Sc
σ.nc dSc
=
∫
Sc
Kc. [[u]]dSc
=
∫
Sc
Kc.
(
dc +M.δc
)
dSc
= Ac.dc +Bc.δc
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La re´sultante des moments m˜c exerce´s par la particule P j sur Pi et de´finie au point
Oi j s’e´crit de la manie`re suivante :
m˜
c =
∫
Sc
OcM∧σ.nc dSc
=
∫
Sc
OijM∧Kc. [[u]]dSc
=
∫
Sc
MT .Kc.
(
dc +M.δc
)
dSc
= Dc.δc +BcT .dc
Ainsi, on en de´duit une autre expression de l’e´nergie de de´formation (cf. Eq. 3.21) :
2wc =
[
fc
m˜
c
]T
.
[
dc
δc
]
Plac¸ons-nous dans la base locale (n, t,b) de l’interface (i, j). n e´tant la normale a`
(i, j). Les coordonne´es du vecteur OijM dans cette base sont (0,x2,x3).
La matrice M s’e´crit sous la forme :
M =
 0 x2 −x3−x3 0 0
x2 0 0

et la matrice de rigidite´ e´le´mentaire tridimensionnelle Kc s’e´crit sous la forme :
Kc =
1
ec
 λM +2µM 0 00 µM 0
0 0 µM
 (3.22)
λM et µM sont les coefficients de Lame´ de la matrice.
La matrice de rigidite´ ge´ne´ralise´e des moments dans la base locale (n, t,b) s’e´crit
sous la forme :
Dc =
 Kc22Ic3 +Kc33Ic2 0 00 Kc11Ic3 −Kc11Ic23
0 −Kc11Ic23 Kc11Ic2
 (3.23)
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Ic2 , I
c
3 et I
c
23 sont les moments d’inertie de la section Sc de´finis par :
Ic2 =
∫
Sc
(x2)
2 dSc
Ic3 =
∫
Sc
(x3)
2 dSc
Ic23 =
∫
Sc
x2.x3dSc
La matrice de rigidite´ e´le´mentaire du couplage entre forces et moments dans la
base locale (n, t,b) s’e´crit sous la forme :
Bc = Kc
 0 Sc3 −Sc2−Sc3 0 0
Sc2 0 0
 (3.24)
Sc2 et Sc3 sont les moments statique de la section Sc :
Sc2 =−
∫
Sc
x2dSc (3.25a)
Sc3 =−
∫
Sc
x3dSc (3.25b)
3.3.3 Re´capitulatif
Sous les hypothe`ses H1 (e´paisseurs faibles par rapport aux dimensions des
particules) et H2 (inclusions infiniment rigides), nous avons pu montrer que la micro-
structure continue est e´quivalente a` un re´seau pe´riodique de ”poutres” encastre´es. Les
noeuds du re´seau coı¨ncident avec les centres des particules rigides ; ainsi, la ge´ome´trie
du re´seau est comple`tement de´termine´e par la donne´e des centres des particules et de
leur connectivite´ (cf. Fig 3.6).
Le comportement me´canique e´lastique de chaque liaison (ou poutre) est caracte´rise´
par les donne´es ge´ome´triques de l’interface (l’e´paisseur et la forme ge´ome´trique de la
surface) et les proprie´te´s e´lastiques de la matrice.
En outre, la pe´riodicite´ de la microstructure impose que le re´seau de poutres soit,
lui aussi, pe´riodique. Ainsi, une me´thode d’homoge´ne´isation pe´riodique discre`te sera
applique´e au re´seau pe´riodique afin d’identifier le comportement macroscopique.
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FIG. 3.6 – La microstructure continue et pe´riodique est e´quivalente a` un re´seau de
”poutres” encastre´es.
3.4 Du micro au macro : Homoge´ne´isation discre`te
3.4.1 Principe
Les mode´lisations me´caniques existantes des mate´riaux bitumineux se situent
dans le cadre des milieux continus et les lois de comportement sont de´termine´es a`
partir d’expe´riences macroscopiques qui masquent, par conse´quent, le comportement
a` l’e´chelle microscopique. Une alternative a` cette approche macroscopique est de
de´duire la loi de comportement des mate´riaux bitumineux a` partir du comportement
des connexions entre particules et de leur organisation ge´ome´trique, c’est-a`-dire d’ho-
moge´ne´iser le re´seau de liaisons. Cette de´marche d’homoge´ne´isation est de´veloppe´e
dans cette section.
Le point de de´part de l’homoge´ne´isation est la mode´lisation me´canique du milieu
e´tudie´ au niveau microscopique, ici le re´seau de liaisons assimile´es a` des ”poutres”.
Nous avons choisi de mode´liser le mate´riau comme un milieu discret pe´riodique ayant
une cine´matique de translation et de rotations, le cadre est celui de l’e´lasticite´ line´aire.
Pour homoge´ne´iser le re´seau de liaisons, nous avons adapte´, a` la mode´lisation choisie,
la me´thode d’homoge´ne´isation discre`te de´veloppe´e dans Pradel et Sab (1998), Pradel
(1998).
3.4.2 De´veloppement de la de´marche
Un milieu 3D discret pe´riodique est ge´ne´re´ a` partir d’une cellule unitaire et 3
vecteurs de translation (a1,a2,a3). Deux noeuds (ou atomes) du re´seau sont du meˆme
type s’ils peuvent eˆtre obtenus l’un de l’autre par une certaine composition des
vecteurs translations.
Comme illustre´ dans le re´seau bi-dimensionnel tri-atomique de la figure 3.7,
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la cellule de base n’est pas de´finie d’une fac¸on unique. Cependant, les modules
e´lastiques effectifs ne sont pas sensibles au choix de la cellule unitaire a` condition que
la meˆme microstructure soit produite.
FIG. 3.7 – Le meˆme re´seau pe´riodique de liaisons est produit avec deux cellules uni-
taires diffe´rentes.
On conside`re un re´seau pe´riodique de poutres encastre´es et charge´es en leurs
extre´mite´s qui occupent l’espace. Chaque extre´mite´ est une particule ayant six de
degre´s de liberte´ : Trois en translation et trois en rotation (ϕ). xα,i est la position
ge´ome´trique de la particule Pα,i ou` α est un triplet d’entiers repe´rant la cellule Y α ( cf.
Eq. 3.26) dans le repe`re (a1,a2,a3), et i est le nume´ro de la particule dans cette cellule.
Y α = {x = x1.a1 + x2.a2 + x3.a3 xk ∈ [αk,αk +1] } (3.26)
La cine´matique de ce milieu est de´crite par l’e´quation 3.27 :
(
u,ϕ
)
=
{(
uα,i,ϕα,i
)
, i = 1..n , α ∈ Z
}
(3.27)
Ou` (u), (ϕ) de´signent les translations et les rotations respectivement.
Pour chaque couple de noeuds connecte´s c=
(
Pα,i,Pβ, j
)
, l’energie de de´formation
wc (dc,δc) est donne´e par l’e´quation 3.21. L’e´ne´rgie totale de la cellule unitaire Y γ est
donne´e par l’e´quation suivante :
W
(
u,ϕ
)
= ∑
c
χγ(c) .wc (dc,δc) (3.28)
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La fonction indicatrice χγ(c) du couple c repre´sente la moitie´ du nombre de
particules du couple c appartenant a` la cellule Y γ :
χγ(e) =
1
2
Card
({
Pα,i,Pβ, j
}
∩Y γ
)
(3.29)
L’objectif de la de´marche initialement propose´e par Pradel et Sab (1998) est de
remplacer le milieu discret par un milieu continu de Cosserat. Nous nous limitons ici
au cas ou le milieu homoge`ne e´quivalent est de type ”Cauchy”.
Afin d’identifier le comportement homoge´ne´ise´, une proce´dure de localisation
qui lie les grandeurs cine´matiques macroscopique a` la cine´matique discre`te doit
eˆtre identifie´e. Pour cela, on introduit l’ensemble des champs cine´matiquement
admissibles avec la de´formation macroscopique E comme suit :
K
(
E
)
=
(u,ϕ) , ∀(β,α, i)
 uα,i−u
β,i = E.
(
xα,i−xβ,i
)
ϕα,i−ϕβ,i = 0
 (3.30)
L’e´nergie de de´formation associe´e au chargement macroscopique pe´riodique E,
W
(
E
)
d’une cellule Y γ se calcule de la manie`re suivante :
W
(
E
)
= min
(u,ϕ)∈K(E)
∑
c
χγ(c) .wc (dc,δc) (3.31)
La solution du proble`me de minimisation pre´ce´dent (cf. Eq. 3.31) de´pend
line´airement en fonction du parame`tre de chargement E.
Le comportement du milieu homoge`ne e´quivalent est de´fini de la manie`re suivante :
W
(
E
)
=
1
2
E.AHom.E (3.32)
AHom repre´sente les modules line´aires effectifs du re´seau.
3.5 Mise en oeuvre nume´rique
Dans cette section, on de´veloppe les techniques nume´riques les plus couramment
utilise´es pour la re´solution des proble`mes en e´lasticite´ line´aire.
84 Mode´lisation me´canique des connexions inter-particulaires
3.5.1 Position du proble`me
Le proble`me physique consiste en la de´termination de la position d’e´quilibre
finale de chaque particule P du syste`me E occupant une certaine position x dans sa
configuration initiale. On se restreindra au cas ou` le mode de chargement auquel
le syste`me E est soumis est de type translations (et/ou rotations ) impose´es sur les
particules se trouvant sur les bords :

ui = E.xi
et/ou
ϕi = 0
∀i ∈ bord
ou de type chargement pe´riodique en translations et rotations :
{
ui−u j = E.(xi−x j)
ϕi−ϕ j = 0 ∀(i, j) en vis-a`-vis
Dans tous les cas, les conditions aux limites en translations et/ou en rotations
peuvent eˆtre e´crites comme suit :
B.y = c
ou` :
– y =
[
u1,ϕ1, ..,uN ,ϕN
]
est le vecteur des de´placements et des rotations de tous
les noeuds,
– B est une matrice M × N. M est le nombre total d’e´quation line´airement
inde´pendantes traduisant les conditions aux limites,
– c est un vecteur d’ordre M.
Ainsi, la de´termination de la solution du proble`me se rame`ne a` la re´solution du
proble`me de minimisation sous contraintes d’une fonctionnelle quadratique :
min
{y, B.y=c}
1
2
y.A.y (3.32)
ou` A est la matrice N×N de la rigidite´ globale.
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Ce proble`me peut eˆtre re´solu par diverses me´thodes d’optimisation telles que la
me´thode de pe´nalisation, la me´thode des multiplicateurs de Lagrange et la me´thode
du lagrangien augmente´ (voir Glowinski (1984)).
Dans le cas ou` les conditions aux limites sont pe´riodiques, Michel et al. (1999)
ont developpe´ une me´thode de re´solution base´e sur la Transforme´ de Fourier Rapide
(TFR).
Nous avons choisie d’utiliser la me´thode du lagrangien augmente´ pour la
re´solution de (3.32).
Dans le pragraphe suivant, on donne les principaux re´sultats (the´ore`mes de
convergence et d’e´quivalence). On se re´fe´rera a` Glowinski (1984) pour plus de de´tails.
3.5.2 Me´thode du Lagrangian augmente´
3.5.2.1 Principe de la me´thode
Soit A une matrice N×N syme´trique, de´finie positive et b ∈ RN , on associe a` A
et b la fonctionnelle quadratique J : RN −→ R de´finie par :
J (v) =
1
2
(
A.v,v
)− (b,v) (3.33)
ou` dans l’e´quation 3.33, (., .) de´signe le produit scalaire canonique de RN .
Soit B une application line´aire de RN a` RM, donc identifiable a` une matrice M×N.
on introduit e´galement c ∈ RM tel que :
c ∈ {q ∈ RM,∃v ∈ RN tel que q = B.v} (3.34)
On conside`re le proble`me de minimisation suivant :
{
Trouver u ∈ Htel que
J (u)≤ J (v) ∀v ∈ H (3.35)
avec
H =
{
v ∈ RN , B.v = c} (3.36)
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l’ensemble H est non-vide (H 6= Ø), ce qui signifie que le proble`me (3.35) admet une
solution unique.
Suivant une technique bien connue, on introduit un multiplicateur de Lagrange
p ∈RM qui transforme le proble`me de l’e´quation 3.35 en un proble`me sans contrainte,
soit :
min
v∈RN
{
J (v)+
(
p,v− c)} (3.37)
Le multiplicateur de Lagrange p apparait comme une inconnue supplmentaire qui
peut eˆtre obtenue moyennant la re´solution d’un proble`me de point-selle. De fac¸on
pre´cise on de´finit le Lagrangien L : RN ×RM −→ R par :
L
(
v,q
)
= J (v)+
(
q,B.v
) (3.38)
On rappelle que {u,v} sera point-selle de L sur RN ×RM, si
L
(
u,q
)≤ L (v,q)∀v ∈ RN , q ∈ RM (3.39)
et l’e´quation pre´cedente implique
min
v∈RN
max
q∈RM
L
(
v,q
)
= max
q∈RM
min
v∈RN
L
(
v,q
)
= L
(
u,p
) (3.40)
D’apre`s Glowinski (1984), le point-selle solution, {u,p} sur RN ×RM, est unique si
et seulement si la matrice B est surjective, i.e. Rang(B) = M. Ceci implique que les
conditions aux limites traduites par B, doivent eˆtre line´airement inde´pendentes.
Le re´sultat classique suivant est essentiel pour la suite :
The´ore`me 3.1 La solution u du proble`me de (3.35) est caracte´rise´e par l’existence de
p ∈ RM telque [
A T B
B 0
][
u
p
]
=
[
b
c
]
(3.41)
Le lagrangien augmente´ Lr pour r > 0 est de´fini comme suit :
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Lr
(
v,q
)
= J (v)+
(
q,B.v− c)+ r
2
∣∣B.v− c∣∣2
= L
(
v,q
)
+
r
2
∣∣B.v− c∣∣2 (3.42)
|.| de´signe la norme euclidienne canonique de RM. On de´montre facilement que
tout point-selle de Lr est point-selle de L et re´ciproquement. Ceci tient au fait que
r.
∣∣B.v− c∣∣ s’annule quand la contrainte B.v = c est satisfaite. Ainsi, la solution de
3.35 est caracte´rise´e par l’existence de p ∈ RM telque :
[
A
r
T B
B 0
][
u
p
]
=
[
br
c
]
(3.43)
avec :
– A
r
= A+ r.T B.B
– br = b+ r.T B.c
Il convient de remarquer que pour q = 0 on a :
Lr (v,0) = J (v)+
r
2
∣∣B.v− c∣∣2 (3.44)
Soit la fonctionnelle pe´nalise´e classique relative a` la contrainte B.v = c.
L’avantage du Lagrangien augmente´ est que, par suite de la pre´sence du terme(
q,B.v− c), la solution exacte du proble`me 3.35 peut eˆtre de´termine´e sans faire
tendre r vers l’infini, contrairement aux me´thodes de pe´nalisation ordinaires ou` cela a
pour effet de de´te´riorer le conditionnement des syste`mes a` re´soudre.
En outre, le fait d’ajouter le terme quadratique r2
∣∣B.v− c∣∣2 au Lagrangien L ,
ame´liorera les proprie´te´s de convergence des algorithmes de´crits dans la suite.
3.5.2.2 Algorithmes de de´termination de point-selle
´A partir de l’e´quation 3.43, il est clair que p ∈ RM est solution du syste`me line´aire
suivant :
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B.A−1
r
.T B.p = B.A−1
r
.br− c (3.45)
D’apre`s Glowinski (1984), la matrice B.A−1
r
.T B est syme´trique semi-definie
positive. Ainsi, deux algorithmes ite´ratifs peuvent eˆtre applique´s pour la re´solution du
syste`me line´aire (3.45) :
1. Algorithme du gradient a` pas fixe (gradient standard). Dans ce cas la me´thode
est de´signe´e sous le nom d’algorithme de Uzawa avec gradient standard.
2. Algorithme du gradient conjugue´. Dans ce cas la me´thode est de´signe´e sous le
nom d’algorithme de Uzawa avec gradient conjugue´.
Nous avons choisi l’algorithme du gradient conjugue´. Les e´tapes de cet algorithme
sont de´crites dans le paragraphe suivant.
Algorithme de Uzawa avec gradient conjugue´
Introduisons la matrice M×M B , et le vecteur β de RM comme suit :
B = B.A−1
r
.T B, β = B.A−1
r
.br− c
Lorsque la matrice B est (semi) de´finie positive, le syste`me line´aire B.p = β peut
eˆtre re´solu par l’algorithme du gradient conjugue´ suivant :
´Etape 0 : initialisation
p0 ∈ RMarbitrairement donne´ (3.46a)
g0 = B.p0−β (3.46b)
w0 = g0 (3.46c)
Pour n > 0, pn+1, gn+1, wn+1 se calculent en fonction de pn, gn et wn comme suit :
´Etape 1 : la descente
ρn =
(
gn,wn
)(
B.wn,wn
) = ∣∣gn∣∣2(
B.wn,wn
) (3.47a)
pn+1 = pn−ρn.wn (3.47b)
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´Etape 2 : la nouvelle direction de descente
gn+1 = B.pn+1−β (3.48a)
γn =
∣∣gn+1∣∣2∣∣gn∣∣2 (3.48b)
wn+1 = gn+1 + γn.wn (3.48c)
Une fois que
{
pn
}
n≥0 a converge´ vers la solution p, le vecteur u est obtenu via la
relation :
u = A−1
r
.
(
br−T B
) (3.49)
Compte tenu du fait que B = B.A−1
r
.T B, l’imple´mentation pratique du pre´ce`dent
algorithme est la suivante :
´Etape 0 : initialisation
p0 ∈ RMarbitrairement donne´ (3.50a)
x0 = A−1
r
.
(
br−T B.p0
) (3.50b)
g0 = c−B.x0, w0 = g0 (3.50c)
Pour n > 0, pn+1, gn+1, wn+1 se calculent en fonction de pn, gn et wn comme suit :
´Etape 1 : la descente
ξn = A−1
r
.T B.wn (3.51a)
ηn = Bξn(= Bwn) (3.51b)
ρn =
∣∣gn∣∣2
ηn,wn (3.51c)
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pn+1 = pn−ρnwn (3.51d)
´Etape 2 : la nouvelle direction de descente
gn+1 = gn−ρnηn (3.52a)
γn =
∣∣gn+1∣∣2∣∣gn∣∣2 (3.52b)
wn+1 = gn+1 + γn.wn (3.52c)
Chaque ite´ration de l’algorithme pre´ce`dent ne´cessite la re´solution d’un syste`me
line´aire faisant intervenir la matrice syme´trique de´finie positive A
r
(cf. Eqs 3.51a
et 3.51a). Il est donc possible d’utiliser la meˆme factorisation de Cholesky de
A
r
= L
r
.T L
r
pour toutes les ite´rations.
Nous avons choisi d’utiliser la me´thode du gradient conjugue´ pour la re´solution du
syste`me lineaire dans chaque ite´ration.
En effet la me´thode du gradient conjugue´ est spe´cialement attrayante car
the´oriquement, i.e. si on ne´glige les erreurs d’arrondis, elle converge en un nombre
fini d’ite´rations (≤M).
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3.6 Conclusions
Dans ce chapitre, une mode´lisation me´canique discre`te de la microstructure
continue constitue´e par un assemblage cohe´sif d’inclusions a e´te´ propose´e. L’assem-
blage est constitue´ par deux phases : Les inclusions, mode´lise´es par les re´gions de
Voronoı¨ contracte´es, et la matrice occupant les interfaces entre inclusions voisines.
Au prix de deux hypothe`ses : H1 (e´paisseurs faibles par rapport aux dimensions
des inclusions) et H2 (inclusions infiniment rigides), nous avons pu montrer que
la microstructure continue est e´quivalente a` un re´seau pe´riodique de ”poutres”
encastre´es. Les noeuds du re´seau coı¨ncident avec les centres des particules rigides ;
ainsi, la ge´ome´trie du re´seau est comple`tement de´termine´e par la donne´e des centres
des particules et des leur connectivite´.
Le comportement me´canique e´lastique de chaque liaison (ou poutre) est caracte´rise´
par les donne´es ge´ome´triques de l’interface (l’e´paisseur et la forme ge´ome´trique de la
surface) et les proprie´te´s e´lastiques de la matrice.
En outre, la pe´riodicite´ de la microstructure continue, impose que le re´seau de poutres
soit, lui aussi, pe´riodique. Ainsi, une me´thode d’homoge´ne´isation pe´riodiques discre`te
a e´te´ applique´e au re´seau pe´riodique afin d’identifier le comportement macroscopique.
Le mode`le propose´ a fait l’objet d’une publication dans un congre`s international
(Lachihab et al. (2002)).
Un outil nume´rique a e´te´ de´veloppe´ en langage C/C++, permettant le calcul et
l’assemblage des matrices des rigidite´s e´le´mentaires ainsi que la re´solution nume´rique
du proble`me de minimisation par la me´thode du lagrangien augmente´ en utilisant
l’algorithme de Uzawa avec gradient conjugue´.
Dans le chapitre suivant, la validite´ et les limitations du mode`le discret propose´
seront e´tudie´es a` travers des comparaisons avec la me´thode des e´le´ments finis sur
deux microstructures re´gulie`res : le re´seau cubique simple et le re´seau cubique centre´.
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Troisie`me partie
Validation et exploitation du mode`le

Chapitre 4
Comparaisons et validation en
e´lasticite´ line´aire
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4.1 Introduction
Rappelons que la microstructure du mate´riau mode`le e´tudie´ ici, consiste en
un assemblage cohe´sif d’inclusions doue´es de mouvement de solide rigide. Les
inclusions sont mode´lise´es par les re´gions de Voronoı¨ contracte´es. La matrice se situe
dans l’interface entre deux re´gions voisines.
Dans le chapitre pre´ce´dent, il a e´te´ montre´ que dans le cas limite ou` les e´paisseurs
des interfaces sont faibles par rapport aux dimensions des inclusions (hypothe`se H1),
et les inclusions sont infiniment rigides (hypothe`se H2) , un tel syste`me est e´quivalent
a` un re´seau de ”poutres” encastre´es et charge´es aux noeuds. Le re´seau de ”poutres”
est alors homoge´ne´ise´ via une me´thode d’homoge´ne´isation discre`te (cf. Fig. 4.1).
FIG. 4.1 – La microstructure mode`le est e´quivalente a` un re´seau pe´riodique de
”poutres” encastre´es. Le milieu homoge`ne e´quivalent est de´duit en appliquant une
me´thode d’homoge´ne´isation discre`te.
Dans ce chapitre, les pre´dictions du mode`le discret propose´ sont compare´es a`
celles donne´es par la me´thode des e´le´ments finis. Deux structures re´gulie`res ont e´te´
choisis : le re´seau Cubique Simple (CS) et le re´seau Cubique Centre´ (CC).
Nous avons, tout d’abord, e´tudie´ l’influence de l’hypothe`se H2 sur les re´sultats
obtenus. Pour ce faire, les estimations par la me´thode des e´le´ments finis des proprie´te´s
effectives dans le cas limite ou` les inclusions sont infiniment rigides ont e´te´ compare´es
a` celles prenant en compte la rigidite´ des inclusions pour trois fractions volumiques
d’agre´gats ( f = 61%, 73% et 80%).
Afin d’ame´liorer le mode`le pour le re´seau CS, un mode`le analytique prenant
en compte la de´formation des inclusions a e´te´, ensuite, de´veloppe´. Les estimations
du mode`le analytique ont e´te´ compare´es a` celles obtenues par la me´thode des
e´le´ments finis. Les proprie´te´s effectives du mode`le analytique dans le cas limite ou` les
inclusions sont infiniment rigides ont e´te´ compare´es aussi a` celles prenant en compte
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les de´formations des inclusions.
Enfin, les pre´dictions du mode`le discret propose´ ont e´te´ compare´es avec les
estimations obtenues par la me´thode des e´le´ments finis dans le cas limite ou` les
inclusions sont infiniment rigides pour les deux re´seaux CS et CC.
4.2 Limitations de l’hypothe`se H2 ”inclusions infini-
ment rigides”
Dans la mode´lisation discre`te propose´e, les inclusions sont suppose´es infiniment
rigides (hypothe`se H2). La premie`re question que nous nous sommes pose´e est ”quelle
est l’erreur commise par le mode`le due a` la de´formation des agre´gats ?”.
Pour re´pondre a` cette question, nous avons fait appel a` la me´thode d’ho-
moge´ne´isation pe´riodique des milieux continus. Deux microstructures pe´riodiques ont
e´te´ choisies : (1) les inclusions sont dispose´es suivant un re´seau Cubique Simple (CS)
et (2) les inclusions sont dispose´es suivant un re´seau Cubique Centre´ (CC).
Dans un premier temps, les proble`mes auxiliaires d’homoge´ne´isation pe´riodiques
sont re´solus nume´riquement par la me´thode des e´le´ments finis. Ainsi, les proprie´te´s
effectives dans le cas limite d’inclusions rigides sont compare´es a` celles tenant compte
de la de´formation des inclusions pour les deux microstructures choisies.
Dans un second temps, nous proposons une solution analytique approche´e des
proble`mes auxiliaires d’homoge´ne´isation pe´riodique pour le re´seau CS. Ainsi, une
borne supe´rieure des modules effectifs faisant intervenir la de´formation des inclusions
est de´duite.
Afin de valider le mode`le analytique propose´, une comparaison avec la me´thode des
e´le´ments finis a e´te´ effectue´e dans le cas limite d’inclusions infiniment rigides.
Enfin, ce mode`le analytique est utilise´ pour l’estimation de l’erreur induite par
l’hypothe`se H2.
4.2.1 Homoge´ne´isation pe´riodique par la me´thode des e´le´ments fi-
nis des re´seaux CS et CC
4.2.1.1 Ge´ome´tries et proble`mes a` re´soudre
Nous avons vu dans le chapitre 2 qu’une structure en cubes est ge´ne´re´e par la
me´thode de Voronoı¨ en plac¸ant les sites suivant un re´seau cubique. En plac¸ant les
sites suivant un re´seau Cubique Centre´ (CC), une structure en te´trae`dres tronque´es
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(appele´s encore te´trakaı¨de´cae`dres) est ge´ne´re´e par la me´thode de Voronoı¨ (cf. Fig. 4.2).
(a) (b)
FIG. 4.2 – (a) re´gion de Voronoı¨ pour le re´seau CS (b) re´gion de Voronoı¨ pour le re´seau
CC.
Les inclusions sont, alors, mode´lise´es par les re´gions de Voronoı¨ contracte´es (des
cubes pour le re´seau CS, et des te´trakaı¨de´cae`dres pour le re´seau CC ). Le rapport de
l’homothe´tie applique´e a` ces structures est e´gal a` f 1/3 ( f est la fraction volumique des
inclusions).
Ces structures re´gulie`res pre´sentent l’avantage d’eˆtre pe´riodique. En effet, a` partir
d’une cellule e´le´mentaire et de trois vecteurs de translations, il est possible de ge´ne´rer
des structures en cubes ou en te´trakaı¨de´cae`dres. Plusieurs choix de la cellule de base
sont possibles, toutefois, le comportement effectif est insensible au choix de la cellule
de base.
Pour de´terminer les proprie´te´s line´aires effectives, il est possible d’utiliser la
me´thode d’homoge´ne´isation pe´riodique des mate´riaux continus. Dans la suite,
nous pre´sentons quelques rappels sur la me´thode d’homoge´ne´isation pe´riodique en
e´lasticite´ line´aire.
Quelques rappels sur l’homoge´ne´isation pe´riodique des mate´riaux continus en
e´lasticite´ line´aire
Soit un mate´riau composite dont la microstructure est forme´e par la re´pe´tition
spatiale d’un motif e´le´mentaire constitue´ de diffe´rents mate´riaux comme le montre
la figure 4.3. Pour la simplicite´ de l’expose´, on se limite a` des repre´sentations
bidimensionnelles. Ce motif e´le´mentaire, qui se re´pe`te de proche en proche, est
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ge´ne´ralement de´signe´ sous le vocable de cellule de base du mate´riau.
FIG. 4.3 – Microstructure pe´riodique d’un mate´riau composite.
En premier lieu, il s’agit de de´finir le processus de chargement auquel est soumis
la cellule de base.
Pour ce faire, on introduit deux espaces :
1. Espace des champs de contraintes statiquement admissibles (SA) :
σ ∈ SA ⇔
{
div(σ(x)) = 0
σ(x+ai) .n = σ(x) .(−n)
(4.1a)
(4.1b)
L’e´quation 4.1a traduit l’e´quation d’e´quilibre.
L’e´quation 4.1b repre´sente la condition dite d’antipe´riodicite´ entre deux
points en vis-a`-vis du bord de la cellule de base (l’un se de´duit de l’autre par
pe´riodicite´).
2. Espace des champs de de´placements cine´matiquement admissibles (CA) :
u ∈ CA ⇔
{
u(x) = E.x+uper (x)
uper (x+ai) = uper (x)
(4.2a)
(4.2b)
Les e´quations 4.2a et 4.2b expriment que le champs des de´placements est e´gal
a` la somme d’une fluctuation pe´riodique uper et d’un champs de de´placement
line´aire caracte´rise´ par son gradient syme´trique E.
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L’e´nergie des de´formations calcule´e sur la cellule de base, d’un champ de
de´placement CA dans un champ de contraintes SA , s’e´crit de la manie`re suivante :
∀u ∈ CA , ∀σ ∈ SA W
(
σ,u
)
=
∫
Ω
σ : gradS (u)dΩ
=
∫
Ω
σ :
(
E+gradS
(
uper
))
dΩ
=
〈
σ
〉
Ω
: E+
∫
Ω
σ : gradS
(
uper
)
dΩ
=
〈
σ
〉
Ω
: E+
∫
∂Ω
(
σ.n
)
.uperdS (4.3)
< . >Ω de´signe l’operateur de moyenne volumique sur la cellule de base Ω.
Du fait que la fluctuation uper est pe´riodique et σ.n est antipe´riodique, on peut montrer
que (lemme de Hill-Mandel) :
∀u ∈ CA , ∀σ ∈ SA

∫
∂Ω
(
σ.n
)
.uperdS = 0〈
σ : gradS (u)
〉
Ω
=
〈
σ
〉
Ω
:
〈
ε
〉
Ω
= Σ : E
(4.4a)
(4.4b)
Σ est la contrainte macroscopique homoge`ne et E est la de´formation macrosco-
pique homoge`ne.
L’e´quation pre´ce´dente (Eq. 4.4b) exprime que la cellule de base est soumise a`
un mode de chargement a` six parame`tres (les six composantes de E). La contrainte
Σ apparaıˆt comme le parame`tre statique en dualite´ dans l’expression de l’e´nergie de
de´formations.
Ainsi, pour chaque de´formation impose´e E, le proble`me auxiliaire d’ho-
moge´ne´isation a` re´soudre est le suivant (pour plus de de´tails cf. Sanchez-Hubert et
Sanchez-Palencia (1992)) :

divσ(x) = 0
σ(x) = a(x)ε(x)
ε(x) = grads (u(x))
u(x) = E.x+uper (x)
uper (x) = uper
(
x
′) ∀(x,x′) en vis-a`-vis
σ.n(x)+σ.n
(
x
′)
= 0 ∀
(
x,x
′)
en vis-a`-vis
(4.5)
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Les modules homoge´ne´ise´es AHom sont de´finis de la manie`re suivante :
W
(
E
)
= min
u∈CA
∫
Ω
(
E+gradS
(
uper
))
: a :
(
E+gradS
(
uper
))
dΩ
= E : AHom.E (4.6)
et la contrainte macroscopique Σ par :
Σ =
〈
σ(x)
〉
Ω
= AHom : E (4.7)
Retour aux structures CS et CC
Les structures CS et CC posse`dent trois plan de syme´trie. On parle, alors, d’une
syme´trie cubique. Le comportement line´aire e´lastique homoge´ne´ise´ de ce type de
structures est mode´lise par trois constantes inde´pendante : les deux coefficients de
Lame´ λHom et µHom et un coefficient δµHom qui mesure l’anisotropie cubique (cf. Eq.
4.8) :
{
σi j = λHomTr
(
ε
)
+2
(
µHom +δµHom
)
εi j ∀i = j
σi j = 2µHomεi j ∀i 6= j
(4.8)
Il est aussi possible de de´finir le module de compressibilite´ homoge´ne´ise´ kHom et
le coefficient de Poisson homoge´ne´ise´ νHom comme suit :
kHom = 13
(
3λHom +2
(
µHom +δµHom
)) (4.9)
νHom =
3kHom−2(µHom +δµHom)
6kHom +2(µHom +δµHom) (4.10)
Ainsi, la de´termination des proprie´te´s e´lastique line´aires effectives (kHom, µHom
et δµHom) ne´cessitent la re´solution de trois proble`mes auxilliaires P(1), P(2) et P(2)
pose´s sur le huitie`me de la cellule e´le´mentaire pe´riodique. Les trois de´formations
homoge`nes applique´es sont :
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1. De´formation (1) : Allongement dans la direction 1 :
E(1) =
 1 0 00 0 0
0 0 0
 (4.11)
2. De´formation (2) : Une dilatation isotrope :
E(2) =
 1 0 00 1 0
0 0 1
 (4.12)
3. De´formation (3) : Cisaillement dans le plan (1,2) :
E(3) =
 0 1 01 0 0
0 0 0
 (4.13)
Chaque proble`me P( j) ( j = 1,2,3) est re´solu a` l’aide du code de calcul par
e´le´ments finis CAST EM2000. Les e´le´ments finis utilise´s sont des te´trae`dres a` 4
noeuds (cf. Fig. 4.4).
(1) (2)
FIG. 4.4 – Maillage du huitie`me de la cellule e´le´mentaire pe´riodique : (1) re´seau CS ;
(2) re´seau CC.
´A partir des e´nergies des de´formations W ( j) ( j = 1,2,3) correspondant aux
de´formations macroscopiques E( j) ( j = 1,2,3), les proprie´te´s line´aires e´lastiques
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homoge´ne´ise´es (module de compressibilite´ kHom, module de cisaillement µHom et
coefficient d’anisotropie cubique δµHom) se calculent de la manie`re suivante :
kHom = 23
W (2)
V
(4.14a)
µHom =
1
2
W (3)
V
(4.14b)
δµHom = 1
V
(
3
2
W (1)− 16W
(2)− 1
2
W (3)
)
(4.14c)
V est le volume de la cellule e´le´mentaire.
4.2.1.2 Re´sultats des simulations par e´le´ments finis
Le coefficient de Poisson de la matrice et celui des inclusions sont fixe´s a` 0.25.
Une e´tude parame´trique sur le rapport entre le module de Young de la matrice EM
et celui des inclusions EI a e´te´ mene´e pour trois fractions volumique d’inclusions
( f = 61%,73%et80%).
Les re´sultats des simulations nume´riques sont trace´es sur la figure 4.5 pour le
re´seau cubique centre´ et sur la figure 4.6 pour le re´seau cubique centre´.
´A partir de ces courbes, on constate que chacun des modules e´lastiques effectifs
(kHom, µHom et δµHom) converge vers une valeur asymptotique (kHom
∞
, µHom
∞
et δµHom
∞
)
lorsque le rapport entre le module d’Young des inclusions et celui de la matrice tend
vers l’infini :
lim
EI
EM
→∞
kHom = kHom
∞
lim
EI
EM
→∞
µHom = µHom
∞
lim
EI
EM
→∞
δµHom = δµHom
∞
Afin de quantifier l’e´cart entre les modules e´lastiques prenant en compte la
de´formation des inclusions et ceux dans le cas limite ou` les inclusions sont infiniment
rigides, pour chaque module e´lastique effectif ZHomx obtenu avec un contraste x = E
I
EM ,
on de´finit l’erreur relative comme suit :
εX (x) =
ZHomx −Z∞x
ZHom
∞
(4.15)
104 Comparaisons et validation en e´lasticite´ line´aire
(a)
(b)
(c)
FIG. 4.5 – Variation des proprie´te´s effectives en fonction du rapport EIEM pour le re´seau
cubique simple : (a) f = 61%, (b) f = 73% et (c) f = 80%.
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(a)
(b)
(c)
FIG. 4.6 – Variation des proprie´te´s effectives en fonction du rapport EIEM pour le re´seau
cubique centre´ : (a) f = 61%, (b) f = 73% et (c) f = 80%.
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ZHom
∞
est la valeur asymptotique de ZHomx lorsque x tend vers l’infini (≈ 104).
Les erreurs relatives sur les trois modules e´lastiques pour le re´seau CS sont trace´es sur
la figure 4.7. Celles du re´seau CC sont trace´es sur le figure 4.7.
´A partir des figures 4.7 et 4.8, on peut conclure qu’un contraste minimal de 100
entre la rigidite´ de la matrice et celle des inclusions est ne´cessaire pour avoir des e´cart
relatifs acceptables. Les e´cart relatifs pour un contraste e´gal a` 100 sur les modules
de compressibilite´ et les modules de cisaillement des deux re´seaux CS et CC sont
infe´rieurs a` 15% (cf. Tab. 4.1 pour le re´seau CS et 4.2 pour le re´seau CC).
f = 61% f = 73% f = 80%
Module de compressibilite´ −4% −6% −8%
Module de cisaillement −3% −5% −7%
coefficient d’anisotropie cubique −13% −16% −21%
TAB. 4.1 – Re´capitulatif des erreurs relatives pour un contraste de 100. Cas du re´seau
CS (calculs par e´le´ments finis).
f = 61% f = 73% f = 80%
Module de compressibilite´ −4% −5% −8%
Module de cisaillement −7% −10% −14%
coefficient d’anisotropie cubique −8% −10% −13%
TAB. 4.2 – Re´capitulatif des erreurs relatives pour un contraste de 100. Cas du re´seau
CC (calculs par e´le´ments finis).
4.2.2 Une borne supe´rieure des coefficients e´lastiques ho-
moge´ne´ise´s pour le re´seau CS
La de´termination des modules e´lastiques effectifs du re´seau CS ne´cessite la
re´solution de trois proble`mes auxiliaires (P j pour j = 1,2,3) correspondant aux trois
de´formations homoge`nes applique´es E( j) pour j = 1,2,3 (cf. Eqs. 4.11, 4.12 et 4.13).
Dans la section pre´ce´dente, la re´solution des P( j) (pour j = 1,2,3) a e´te´ mene´e
nume´riquement a` l’aide du code de calcul CAST EM2000. Une alternative a` cette
approche, serait de proposer une solution analytique approche´e de chacun de ces
proble`mes auxiliaires. Dans cette section, une solution approche´e en de´formation sera
propose´e pour le re´seau Cubique Simple. Ainsi, une borne supe´rieure des e´nergies
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(a)
(b)
(c)
FIG. 4.7 – Estimation, par la me´thode des e´le´ments finis, de l’erreur relative sur
les modules e´lastiques effectifs induite par l’hypothe`se ”inclusions infiniment rigides”
pour le re´seau cubique simple : (a) module de compressibilite´, (b) module de cisaille-
ment et (c) coefficient d’anisotropie cubique.
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(a)
(b)
(c)
FIG. 4.8 – Estimation, par la me´thode des e´le´ments finis, de l’erreur relative sur
les modules e´lastiques effectifs induite par l’hypothe`se ”inclusions infiniment rigides”
pour le re´seau cubique centre´ : (a) module de compressibilite´, (b) module de cisaille-
ment et (c) coefficient d’anisotropie cubique.
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W ( j) (pour j = 1,2,3) associe´es, respectivement, aux proble`mes P( j) (pour j = 1,2,3)
du re´seau CS sera de´duite.
Cette borne supe´rieure sera, par la suite, utilise´e pour e´tudier l’e´cart relatif entre les
modules e´lastiques homoge´ne´ise´s tenant compte des de´formations des inclusions et
ceux dans le cas limite ou` les inclusions sont infiniment rigides.
4.2.2.1 De´veloppement de la de´marche
Les inclusions sont dispose´es suivant un re´seau cubique simple. Elles sont,
pe´riodiquement se´pare´es par une couche de matrice.
Une solution approche´e du proble`me d’homoge´ne´isation P (cf. Eq. 4.5) consiste a`
supposer que :
1. les de´formations sont homoge`nes par morceau. La figure 4.9 montre une illus-
tration en 2D des diffe´rentes zones,
εk (x) = εk ∀x ∈ re´gion(k), ∀k = 1..n (4.16)
2. les re´gions en vis-a`-vis doivent avoir une meˆme de´formation,
εi = ε jpour chaque couple de re´gions (i, j) en vis-a`-vis (4.17)
3. la moyenne volumique de toutes les de´formations εk (k = 1..n) doit eˆtre e´gale a`
la de´formation homoge`ne macroscopique impose´e E :〈
εk
〉
V
= E (4.18)
En outre, la continuite´ du de´placement a` l’interface entre deux domaines voisin si
et j doit eˆtre satisfaite, d’ou` :

t1.
(
εi− ε j
)
.t1 = 0
t2.
(
εi− ε j
)
.t2 = 0
t1.
(
εi− ε j
)
.t2 = 0
(4.19)
(
n, t1, t2
)
est la base locale de l’interface entre les deux domaines voisins i et j.
Notons CA
(
E
)
l’ensemble des champs de de´formation
{
εk, k = 1..n
}
compa-
tibles avec les conditions des e´quations 4.16, 4.17 et 4.19 et ve´rifiant la relation de
moyenne associe´e a` la de´formation macroscopique E (cf. Eq. 4.18). L’e´nergie des
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FIG. 4.9 – En 2D, les inclusions sont dispose´es suivant un re´seau carre´. Les
de´formations sont homoge`nes par morceau.
de´formations e´lastiques associe´e a` la de´formation E se calcule de la manie`re suivante :
W
(
E
)
= min
{εk,k=1..n}∈CA(E)
i=n
∑
i=1
1
2
.εi.Ri.εi (4.20)
Ri est la matrice des raideurs du domaine i.
Le re´seau cubique simple posse`de une syme´trie mate´rielle cubique. Ainsi, la
re´solution du proble`me de minimisation de l’e´quation 4.20 pour les trois chargement
E(1), E(2) et E(3) (cf. Eqs 4.11, 4.12 et 4.13 respectivement), nous permet de de´duire
une borne supe´rieure des coefficients e´lastiques homoge´ne´ise´s.
En outre, seul le huitie`me de cellule de base est conside´re´. Dans ce cas, comme le
montre la figure 4.10, le nombre total de zones s’e´le`ve a` huit :
– une zone correspondant au huitie`me de l’inclusion. Son volume est note´ Vi = f
et la de´formation correspondante est note´e ε1,
– trois zones associe´es aux faces (AA′B′B), (AA′D′D) et (ABCD). Les de´formations
correspondantes sont note´es, respectivement, ε2, ε3 et ε4. Le volume de chacune
est Vf = f 2/3.
(
1− f 1/3
)
,
– trois zones associe´es aux areˆtes (AB), (AA′) et (AD). Les de´formations corres-
pondantes sont note´es, respectivement, ε5, ε6 et ε7. Le volume de chaque zone
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est Va = f 1/3.
(
1− f 1/3
)2
,
– une zone associe´e au point A. La de´formation correspondante est note´e ε5. Le
volume de cette zone est Vp =
(
1− f 1/3
)3
,
Il est facile de ve´rifier que :
Vi +3.
(
Vf +Va
)
+Vp = 1
FIG. 4.10 – Un huitie`me de la cellule de base tridimensionnelle. Les de´formations sont
homoge`nes par morceau. Le nombre total de zones est huit.
4.2.2.2 Re´sultats des calculs analytiques et comparaison avec les simulations par
EF dans le cas limite d’inclusions infiniment rigides
Re´sultats des calculs analytiques :
La re´solution des trois proble`mes de minimisation (Eq. 4.20) associe´s aux trois
chargement E(1), E(2) et E(3) a e´te´ mene´e a` l’aide du logiciel de calcul formel
Mal peVII. Une borne supe´rieure des coefficients e´lastiques homoge´ne´ise´s a e´te´ ainsi
de´duite :
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µsup =
µM
((
µI −µM) f 1/3 +µM)
(−µI +µM) f +(µI −µM) f 1/3 +µM (4.21)
ksup =
−2 (2µM− kM) f −3 f 2/3kM + kM(kM+4µM)kM−kI
3 f −3 f 2/3 + kM+4µMkM−kI
(4.22)
δµsup = −14
(18(kM−kI)(−µI+µM) f 4/3( f 1/3−1)−2(kM+4µM)(µM−µI−kI+kM) f)
18
(kM−kI)(−µI+µM) f 4/3( f 1/3−1)2
kM+4µM +3(2µ
M−kI−2µI+kM)( f− f 2/3)+kM+4µM
−14
(
3(kM+4µM)(2µM−kI−2µI+kM) f 2/3−(kM+4µM)2
)
18
(kM−kI)(−µI+µM) f 4/3( f 1/3−1)2
kM+4µM +3(2µ
M−kI−2µI+kM)( f− f 2/3)+kM+4µM
−14
−2(2µM−kM) f−3 f 2/3kM+ k
M(kM+4µM)
kM−kI
3 f−3 f 2/3+ kM+4µMkM−kI
+
µM(( f 1/3−1)µM−µI f 1/3)
(− f+ f 1/3)µI+(− f 1/3+ f+1)µM
(4.23)
avec :
– f est la fraction volumique des inclusions,
– µM, kM sont, respectivement, le module de cisaillement et le module de com-
pressibilite´ de la matrice,
– µI , kI sont, respectivement, le module de cisaillement et le module de compres-
sibilite´ des inclusions,
– µsup, ksup et δµsup sont, respectivement, le module de cisaillement, le module
de compressibilite´ et le coefficient d’anisotropie cubique estime´s par la borne
supe´rieure.
Il est a` noter que, contrairement au coefficient d’anisotropie cubique δµsup, les
coefficients µupper et kupper sont des limites supe´rieures des modules ”exacts” µHom
et kHom estime´s par la me´thode des e´le´ments finis. En outre, les estimations des
e´quations 4.21-4.22 sont exactes pour f = 0% et f = 100%.
Lorsque les inclusions sont infiniment rigides, un passage a` la limite des e´quations
4.21-4.23 lorsque kI et µI tendent vers l’infini, nous permet de de´duire une estimation
des coefficients e´lastiques homoge´ne´ises dans le cas limite ou` les inclusions sont
infiniment rigides :
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µsup
∞
=
µM
1− f 2/3 (4.24)
ksup
∞
=
1
3
(
4µM−2kM) f 1/3 +3kM
1− f 1/3 (4.25)
δµsup
∞
=
1
6
(−2µM + kM) f 2/3 + (kM +4µM) f 1/3
1− f 2/3 (4.26)
Comparaisons avec les simulations par EF dans le cas limite d’inclusions
infiniment rigides :
Afin de valider le mode`le analytique propose´, les pre´dictions ksup∞ , µsup∞ et δµsuprig
dans le cas limite d’inclusions infiniment rigides sont compare´es, respectivement, aux
coefficients ”exacts” obtenus par la me´thode des e´le´ment finis (kEF
∞
, µEF
∞
et δµEF
∞
).
Pour ce faire, nous introduisons l’erreur relative sur un module Zsup∞ par rapport au
module ”exact” obtenu par e´le´ments finis ZEF
∞
comme suit :
εr =
Zsup∞ −ZEF∞
ZEF
∞
pour ZEF
∞
6= 0
Signalons que, lorsque la fraction volumique des inclusions est nulle, on a :
δµEF
∞
= δµsup
∞
= 0 d’ou, εr = 0%
Les re´sultats des comparaisons sont trace´s dans les figures 4.11, 4.12 et 4.13
respectivement, pour le module de compressibilite´ normalise´ (kHomkM ), le module de
cisaillement normalise´ (µHomµM ) et le coefficient d’anisotropie cubique normalise´ (
δµHom
µM ).
Une courbe re´capitulative des diffe´rentes erreurs relatives est trace´e sur la figure
4.14.
´A partir de cette figure, il est clair que les pre´dictions de la borne supe´rieure sont
en accord avec les estimations par la me´thode des e´le´ments finis des coefficients
e´lastiques homoge´ne´ise´s aussi bien, pour les tre`s faibles fractions volumiques
( f < 10%) que pour les fortes fractions volumiques ( f > 50%).
L’erreur relative sur le module de cisaillement est infe´rieure a` 5% pour toutes les
fractions volumiques. Les valeurs ne´gatives des erreurs relatives qui apparaissent dans
la courbe de la figure 4.12 (et aussi dans la figure 4.14) lorsque la fraction volumique
114 Comparaisons et validation en e´lasticite´ line´aire
FIG. 4.11 – Comparaisons entre le module de compressibilite´ normalise´ obtenue par
la me´thode des e´le´ments finis ( kEF∞kM ) et celui estime´ par la borne supe´rieure ( k
sup
∞
kM ).
FIG. 4.12 – Comparaisons entre le module de cisaillement normalise´ obtenue par la
me´thode des e´le´ments finis (µEF∞µM ) et celui estime´ par la borne supe´rieure (
µsup∞
µM ).
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FIG. 4.13 – Comparaisons entre le coefficient d’anisotropie cubique normalise´ ob-
tenue par la me´thode des e´le´ments finis (δµEF∞µM ) et celui estime´ par la borne supe´rieure
(δµsup∞µM ).
116 Comparaisons et validation en e´lasticite´ line´aire
des inclusions est importante, sont dues a` un raffinement insuffisant du maillage de la
structure. En effet, pour les fortes fractions volumiques d’inclusions, le raffinement
du maillage dans l’e´paisseur de la couche de liant (la matrice) rend la re´solution
nume´rique par la me´thode des e´le´ments finis tre`s couˆteuse en terme de temps de calcul
et de capacite´ de stockage.
FIG. 4.14 – Re´capitulatif des erreurs relatives sur les trois coefficients e´lastiques :
comparaisons entre les coefficients e´lastiques ”exacts” obtenus par la me´thode des
e´le´ments finis et les estimations de la borne supe´rieure.
4.2.2.3 Application a` l’estimation de l’erreur induite par l’hypothe`se ”inclusions
infiniment rigides”
Le mode`le analytique qui a e´te´ propose´ pour le re´seau CS nous fournit une
assez bonne approximation des proprie´te´s effectives. Ces coefficients effectifs (Eqs.
4.21,4.22 et 4.23) tiennent compte des de´formations des inclusions.
Afin d’estimer l’erreur induite par l’hypothe`se H2 (inclusions infiniment rigides),
les estimations des modules effectifs dans le cas limite ou` les inclusions sont infini-
ment rigides (Eqs. 4.21,4.22 et 4.23) sont compare´es aux coefficients effectifs des
e´quations 4.21,4.22 et 4.23.
Par analogie avec ce qui a e´te´ fait avec la me´thode des e´le´ments finis (§4.2.1.2), nous
avons de´fini l’erreur relative sur le module Z comme suit :
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εr(x) =
Zsupx −Zsuprig
Zupperrig
, x =
EI
EM
Les variations des erreurs relative sur les trois coefficients effectifs en fonction
du rapport x = EIEM sont trace´es sur la figure 4.15 pour les trois fractions volumique( f = 61%,73%et80%).
Les e´cart relatifs pour un contraste e´gal a` 100 sur les modules de compressibilite´
et les modules de cisaillement sont infe´rieurs a` 15% (cf. Tab. 4.3).
f = 61% f = 73% f = 80%
Module de compressibilite´ −8% −3% −12%
Module de cisaillement −11% −4% −15%
coefficient d’anisotropie cubique −15% −6% −20%
TAB. 4.3 – Re´capitulatif des erreurs relatives pour un contraste de 100. Cas du re´seau
CS (calculs par la borne supe´rieure propose´e).
4.2.3 Conclusions
Les comparaisons entre les proprie´te´s effectives des microstructures choisies
(re´seau CS et re´seau CC) dans le cas limite ou` les inclusions sont infiniment rigides
avec celles prenant en compte les de´formations des agre´gats ont montre´ que le
contraste minimal entre les rigidite´s des deux constituants du mate´riau (les inclusions
et la matrice) pour lequel les coefficients e´lastiques homoge´ne´ise´s sont peu sensibles
a` la rigidite´ des inclusions (avec une erreur relative infe´rieure a` 15%) est e´gale a` 100.
Un mode`le analytique prenant en compte les de´formations des inclusions a e´te´
de´veloppe´ pour estimer les proprie´te´s e´lastiques effectives du re´seau cubique simple
CS. Les limitations de cette approximation ont e´te´ discute´es a` travers des comparai-
sons avec la me´thode des e´le´ments finis dans le cas limite ou` les de´formations des
inclusions sont nulles.
L’approximation propose´e ainsi valide´e a e´te´ utilise´e pour estimer le contraste
minimal entre la rigidite´ des inclusions et celle de la matrice avec lequel les proprie´te´s
e´lastique effective du re´seau CS sont peu sensibles a` la raideur des inclusions.
Le re´sultat pre´ce´demment e´tabli par e´le´ments finis a e´te´ confirme´. En effet, avec
un contraste minimal de 100, les erreurs relatives sur le module de cisaillement et le
module de compressibilite´ homoge´ne´ises est infe´rieur a` 15%.
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(a)
(b)
(c)
FIG. 4.15 – Estimation, par la borne supe´rieure propose´e, de l’erreur relative sur
les modules e´lastiques effectifs induite par l’hypothe`se ”inclusions infiniment rigides”
pour le re´seau cubiques simple : (a) module de compressibilite´, (b) module de ci-
saillement et (c) coefficient d’anisotropie cubique.
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4.3 Comparaisons e´le´ments finis-mode`le discret
Dans cette section, le mode`le discret propose´ dans le chapitre pre´ce´dent sera
applique´ aux re´seaux CS et CC. La me´thode d’homoge´ne´isation discre`te sera utilise´e
pour calculer les coefficients e´lastiques effectifs des deux re´seaux discrets choisis.
Les re´sultats seront confronte´s a` ceux obtenus par e´le´ments finis sur les structures
tridimensionnelles continues dans le cas limite ou` les inclusions sont infiniment
rigides.
4.3.1 Homoge´ne´isation discre`te des re´seaux CS et CC
4.3.1.1 Ge´ome`trie et proble`mes a` re´soudre
Rappelons que la re´gion de Voronoı¨ associe´e au re´seau CS est un cube. ´A chaque
face du cubique est associe´e un connection (cf. Fig. 4.16).
FIG. 4.16 – Cellule de base pe´riodique du re´seau discret CS. La re´gion de Voronoı¨ est
un cube : 6 connections identiques sont associe´es aux 6 faces (carre´s) du cube.
Celle du re´seau CC est un te´trakaı¨de´cae`dre. Ce polye`dre compte six carre´s et huit
hexagones (cf. Fig. 4.17).
Rappelons, aussi, que ces microstructures posse`dent trois plans de syme´trie. Ainsi,
tout comme le cas de l’homoge´ne´isation pe´riodique de microstructures continues, trois
chargements sont ne´ce´ssaires pour la de´termination des coefficients e´lastiques effectifs
kdis (module de compressibilite´), µdis (module de cisaillement), δµdis (coefficient
d’anisotropie cubique).
Nous conside´rons les de´formations homoge`nes E(1), E(2) et E(3) de´finies, respec-
tivement dans les e´quations 4.11, 4.12 et 4.13.
La cellule de base aussi bien pour le re´seau CS que pour le re´seau CC contient un seul
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FIG. 4.17 – Cellule de base pe´riodique du re´seau discret CS. La re´gion de Voronoı¨ est
un te´trakaı¨de´cae`dres : 8 connections identiques associe´es aux 8 hexagones et 6 connec-
tions identiques associe´es aux 6 carre´s (14 connections) .
noeud. On parle alors d’une structure mono-atomique.
Le noeud central de la cellule de base pour le re´seau CS est connecte´ a` huit autre
noeuds se trouvant dans les cellules voisines. Celui du re´seau CC est connecte´ a`
quatorze autres noeuds se trouvant dans les cellules voisines. Ainsi, seul la moitie´
des e´nergies de de´formation e´lastiques associe´es a` ces connections seront conside´re´es
dans le calcul de l’e´nergie de de´formation e´lastique totale.
La re´solution de chaque proble`me auxiliaire P( j) ( j = 1,2,3) est unique a` un
mouvement de translation pre`s. En annulant la partie pe´riodique du mouvement de
translation du noeud central (u1per = 0), les conditions aux limites applique´es a` tous
les noeuds seront de la forme :
{
ui = E( j).xi
ϕi = ϕ( j)
∀i = 1..n ∀ j = 1..3 (4.27)
n est le nombre total de noeuds (8 pour le re´seau CS et 14 pour le re´seau CC.
E( j) est la de´formation macroscopique homoge`ne associe´e au proble`me auxiliaire P( j)
pour j = 1,2,3. ϕ( j) sont les trois rotations inconnues associe´es a` P( j).
4.3.1.2 Re´sultats des calculs analytiques
La re´solution de chaque proble`me auxiliaire P( j) ( j = 1,2,3) nous permet de
calculer les trois rotations inconnues ϕinconnu. Cette re´solution a e´te´ mene´e a` l’aide du
logiciel de calcul formel MapleVII.
Les proprie´te´s e´lastiques effectives du re´seau discret se calculent en fonction des
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e´nergies e´lastiques de de´formation W ( j) ( j = 1,2,3) respectivement, associe´es aux
proble`mes P( j) ( j = 1,2,3) (cf. Eqs. 4.14a, 4.14b et 4.14c ).
Les re´sultats des calculs sont :
kDiscret = 13
λM +2µM
1− f 1/3 (4.28a)
µDiscret =
1
2
µM
1− f 1/3 (4.28b)
δµDiscret =−1
2
λM +3µM
1− f 1/3 (4.28c)
pour le re´seau CS, et :
kDiscret = 13
λM +2µM
1− f 1/3 (4.29a)
µDiscret =
1
4
λM +3µM
1− f 1/3 (4.29b)
δµDiscret = 18
λM +µM
1− f 1/3 (4.29c)
pour le re´seau CC.
f est la fraction volumique des inclusions.
´A partir des e´quations 4.28c et 4.29c, on remarque que les re´seaux CS et CC ont le
meˆme module de compressibilite´ homoge´ne´ise´. Nous verrons dans le chapitre 5 que
cette expression reste aussi valable pour les microstructures ale´atoires lorsque la FV L
(Fraction Volumique Locale) des inclusions est uniforme.
Il est bien connu que le coefficient de Poisson pour les mate´riaux isotropes tridi-
mensionnels (ν) est encadre´ par−1< ν< 0.5. Rappelons que pour les microstructures
a` syme´trie cubique, la formule pour le coefficient de Poisson est :
ν =
3k−2(µ+δµ)
6k+2(µ+δµ)
Ainsi, a` partir des e´quations 4.28 et 4.28, il est possible de calculer le coefficient
de Poisson homoge´ne´ise´ pour les deux microstructures. Ce qui donne :
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νDiscret = 0 (4.30)
pour le re´seau CS, et :
νDiscret =
λM +µM
3λM +7µM =
1
7−8νM <
1
3 (4.31)
pour le re´seau CC. Remarquons que ces coefficients de Poisson homoge´ne´ise´s ne
de´pendent pas de la fraction volumique des inclusions. Nous verrons dans le chapitre
5 que cette inde´pendance reste aussi valable pour les microstructure ale´atoire lorsque
la FV L des inclusions est uniforme.
Le coefficient de Poisson homogeneise´ νDiscret est toujours nul pour le re´seau CS.
Cependant, pour le re´seau CC, la gamme des combinaisons possibles du coefficient de
Poisson qui peuvent eˆtre couverts par le mode`le discret admet deux limites :
{
νDiscret = 13 if ν
M −→ 0.5−
νDiscret = 115 if ν
M −→−1+ (4.32)
Les moments statiques Si j2 et S
i j
3 (cf. Eq. 3.25 du chapitre 3) de toutes les connec-
tions, pour les deux re´seaux conside´re´es, sont nuls. Ainsi, pour ce type de re´seau,
toutes les connections sont e´quivalentes a` un ressort avec force normale, force de
cisaillement et moments de flexion et sans couplage entre les forces et les moments.
Comme illustre´ par Ostoja-Starzewski et al. (1996) et Schlangen et Garboczi (1996),
ce genre de re´seau re´guliers peuvent seulement repre´senter un milieu continu avec un
coefficient de Poisson infe´rieur a` 1/3.
Selon Schlangen et Garboczi (1996), Day et al. (1992) ont de´veloppe´ une me´thode
pour mode´liser des mate´riaux avec un coefficient de Poisson supe´rieur a` 1/3.
Le mode`le courant sera applique´ aux enrobe´s bitumineux. Le coefficient de
Poisson pour ce type de mate´riaux est infe´rieur a` 1/3. Ainsi le re´seau CC pourrait
mode´liser ce type de mate´riaux ; cependant, le de´sordre n’est pas pris en conside´ration
et les proprie´te´s e´lastiques effectives du re´seau ne sont pas isotropes. Les re´seaux
ale´atoires sont re´ellement plus approprie´s a` ce type de mate´riaux.
4.3 Comparaisons e´le´ments finis-mode`le discret 123
4.3.2 Comparaisons avec la me´thode des e´le´ments finis
Les pre´dictions du mode`le discret sur les proprie´te´s effectives kDiscret , µDiscret et
δµDiscret des deux re´seaux choisis (cf. Eq 4.28 pour le re´seau CS et Eq. 4.28 pour
le re´seau CC) sont confronte´es aux modules ”exacts” kEF
∞
, kEF
∞
et δµEF
∞
obtenus par
e´le´ments finis dans le cas limite ou` les inclusions sont infiniment rigides.
Les comparaisons, pour le re´seau CS, sont trace´es sur les figures 4.18, 4.19 et 4.20
respectivement pour le module de compressibilite´ (k), le module de cisaillement (µ) et
le coefficient d’anisotropie cubique (δµ).
Celles du re´seau CC sont trace´s sur les figures 4.21, 4.22 et 4.23 respectivement
pour le module de compressibilite´ (k), le module de cisaillement (µ) et le coefficient
d’anisotropie cubique (δµ).
´A partir de ces courbes, On remarque que l’erreur relative converge vers ze´ro
lorsque la fraction volumique des inclusions tend vers un. Les pre´dictions du mode`le
discret propose´ sont donc meilleures lorsque la fraction volumique des inclusions
rigides est e´leve´e. En effet, lorsque la fraction volumique des inclusions est supe´rieure
a` 50%, l’erreur relative sur le module de cisaillement et le module de compressibilite´,
pour les deux microstructures CS et CC, est infe´rieure a` 15%.
FIG. 4.18 – Comparaisons entre le module de compressibilite´ normalise´ obtenu par
la me´thode des e´le´ments finis ( kEF∞kM ) et celui estime´ par le mode`le discret ( k
Discet
kM ) : Cas
du re´seau cubique simple.
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FIG. 4.19 – Comparaisons entre le module de cisaillement normalise´ obtenu par la
me´thode des e´le´ments finis (µEF∞µM ) et celui estime´ par le mode`le discret (
µdiscet
µM ) : Cas du
re´seau cubique simple.
FIG. 4.20 – Comparaisons entre le coefficient d’anisotropie cubique normalise´ ob-
tenu par e´le´ments finis (δµEF∞µM ) et celui estime´ par le mode`le discret (
δµdiscet
µM ) : Cas du
re´seau cubique simple.
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FIG. 4.21 – Comparaisons entre le module de compressibilite´ normalise´ obtenue par
la me´thode des e´le´ments finis ( kEF∞kM ) et celui estime´ par le mode`le discret ( k
Discet
kM ) : Cas
du re´seau cubique centre´.
FIG. 4.22 – Comparaisons entre le module de cisaillement normalise´ obtenu par la
me´thode des e´le´ments finis (µEF∞µM ) et celui estime´ par le mode`le discret (
µdiscet
µM ) : Cas du
re´seau cubique centre´.
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FIG. 4.23 – Comparaisons entre le coefficient d’anisotropie cubique normalise´ ob-
tenu e´le´ments finis (δµEF∞µM ) et celui estime´ par le mode`le discret (
δµdiscet
µM ) : Cas du re´seau
cubique centre´.
4.4 Conclusions 127
4.4 Conclusions
Dans ce chapitre, la validite´ et les limitations du mode`le sont discute´es a` travers
des comparaisons avec des simulations par la me´thode des e´le´ments finis sur des
cellules unitaires pe´riodiques re´gulie`res dans le cas limite ou les inclusions sont
infiniment rigides. Les microstructures choisies sont le re´seau cubique simple (CS)
et le re´seau cubique centre´ (CC). Les re´sultats des comparaisons montrent que les
estimations du mode`le discret propose´ sont acceptables (erreur< 15%) pour des
densite´s volumiques d’inclusions assez e´leve´es ( f > 50%).
Les estimations par la me´thode des e´le´ments finis des proprie´te´s effectives dans
le cas limite ou` les inclusions sont infiniment rigides ont e´te´ compare´es a` celles
prenant en compte la rigidite´ des inclusions pour trois fractions volumiques d’agre´gats
( f = 61%, 73% et 80%). Les re´sultats des comparaisons pour f = 61% montrent que
l’erreur est significative (> 15%) lorsque le rapport entre le module d’Young de la
matrice et celui des inclusions (EI/EM) est infe´rieur a` 100.
Concernant les enrobe´s bitumineux, EI/EM est de l’ordre de 50. Dans ce cas, les
erreurs commises sur le module de compressibilite´ et le module de cisaillement pour
une fraction volumique d’inclusions e´gale a` 80% sont re´sume´es dans le tableau 4.4.
Ce dernier montre que l’erreur sur le module de cisaillement peut atteindre −24%
pour le re´seau CC.
CS CC
Module de compressibilite´ −15% −14%
Module de cisaillement −13% −24%
TAB. 4.4 – Re´capitulatif des erreurs relatives commises par le mode`le discret pour un
contraste E
I
EM = 50 dans le cas ou` f = 80%.
Afin d’ame´liorer le mode`le pour le re´seau CS, un mode`le analytique prenant en
compte la de´formation des inclusions a e´te´ de´veloppe´. Les estimations du mode`le
analytiques ont e´te´ compare´es a` celles obtenues par la me´thode des e´le´ments finis.
Les re´sultats montrent que l’erreur relative est acceptable aussi bien pour les faibles
que pour les fortes fractions volumiques d’inclusions. Les proprie´te´s effectives du
mode`le analytique dans le cas limite ou` les inclusions sont infiniment rigides ont
e´te´ compare´es aussi a` celles prenant en compte les de´formations des inclusions. Les
re´sultats montrent que l’erreur relative est un peu infe´rieure quand le rapport entre la
rigidite´ des inclusions et celle de la matrice augmente. Il a e´te´ conclu encore une fois
que le mode`le discret propose´ doit eˆtre re´serve´ au cas EI/EM > 100.
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Cependant, afin de tenir compte de la de´formation des grains, on pourrait s’inspirer
du mode`le analytique de´veloppe´ pour CS : On enrichit le mode`le discret en introdui-
sant des degre´s de liberte´ supple´mentaires de´crivant une de´formation homoge`ne dans
chaque grain. On aurait alors trois translations, trois rotations et six de´formations as-
socie´es a` chaque grain, multipliant par deux le nombre de d.d.l.
Chapitre 5
Volume ´Ele´mentaire Repre´sentatif en
e´lasticite´ line´aire et en fatigue
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5.1 Introduction
Estimer les proprie´te´s effectives des mate´riaux he´te´roge`nes ale´atoires a` partir
de la donne´e des lois de comportement et de la distribution spatiale des diffe´rentes
composantes de la microstructure est une taˆche capitale dans la me´canique des
mate´riaux ale´atoires. Des me´thodes d’homoge´ne´isation ont e´te´ de´veloppe´es a` cette
e´gard. Parmi les me´thodes les plus connues en e´lasticite´ line´aire, on cite le mode`le
des cylindres composites (Composite Cylinder Model, CCM) par Hashin (1962),
la me´thode auto-cohe´rente propose´e par le Hill (1965), la me´thode auto-cohe´rente
ge´ne´ralise´e (General Self-Consistent Method, GSCM) par Christensen et Lo (1969,
1979). D’autres sophistications et extensions aux cas non-line´aires ont e´te´ propose´es
par Willis (1981), Sanchez-Palencia et Zaoui (1987), Nemat-Nasser et Hori (1993)
et plus re´cemment Suquet (1997), Castaneda et Suquet (1998), Bornert et al. (2001),
Besson et al. (2001) et Jeulin et Ostoja-Starzewski (2001)
Par ailleurs, les me´caniciens des enrobe´s bitumineux supposent depuis longtemps
que le comportement d’un mate´riau bitumineux peut eˆtre assimile´ a` celui d’un
milieu homoge`ne dont le comportement est de´fini par une loi macroscopique en
contrainte-de´formation. Ils conside`rent ge´ne´ralement que ceci n’est vrai que si l’on
s’inte´resse a` un volume comportant un nombre de grains suffisant. Vient alors un
proble`me de de´finition : Qu’entend-on par ” suffisant ” ?
On introduit ge´ne´ralement dans ce cas la notion de Volume ´Ele´mentaire
Repre´sentatif (V ER). Ce dernier a e´te´ largement e´tudie´ ces dernie`res anne´es et des
me´thodes nume´riques et statistiques ont e´te´ de´veloppe´es afin de donner une de´finition
quantitative du V ER.(Sab (1992), Drugan et Willis (1996), Gusev (1997), Kanit et al.
(2003), Kanit (2003), Sab et Nedjar (2004)).
Dans ce chapitre, le mode`le propose´ est applique´ a` la de´termination de la taille
minimale du V ER des mate´riaux bitumineux en e´lasticite´ line´aire et en fatigue.
Pour ce faire, nous utilisons la me´thode de Monte-Carlo pour estimer les proprie´te´s
effectives d’une microstructure ge´ne´re´e par la tessellation de Poisson-Voronoı¨. Des
simulations sont effectue´es sur des tailles du V ER croissantes. Pour chaque taille,
plusieurs re´alisations inde´pendantes sont conside´re´es.
Le plan de ce chapitre est le suivant : Apre`s une e´tude bibliographique sommaire
sur le V ER dans la section 2, vient l’application du mode`le propose´ a` la de´termination
de la taille minimale du V ER en e´lasticite´ line´aire (section 3) et en fatigue (section 4).
Enfin la section 5 est de´die´e a` la conclusion.
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Lors de la de´termination des proprie´te´s du composite, il n’est pas raisonnable
ni encore possible de prendre directement en compte l’influence de l’ensemble des
he´te´roge´ne´ite´ sur la re´ponse du composant. On cherche donc a` remplacer le mate´riau
he´te´roge`ne par un milieu dit homoge`ne e´quivalent caracte´rise´ par des proprie´te´s
me´caniques effectives. Ces dernie`res re´sultent de l’interaction des constituants entre
eux au sein d’un volume e´le´mentaire V du mate´riau conside´re´. L’objectif est donc, par
exemple dans le cas des enrobe´s bitumineux, de de´terminer aussi bien les modules
d’e´lasticite´ effectifs que le nombre de cycles a` la rupture du mate´riau a` partir de la
connaissance des proprie´te´s e´lastiques et en fatigue des constituants, de leur fraction
volumique et de leur arrangement.
On parle alors d’homoge´ne´isation du composite. Le volume sur lequel les
proprie´te´s sont moyenne´es est appele´ Volume ´Ele´mentaire Repre´sentatif (V ER).
Les proprie´te´s effectives du milieu homoge`ne e´quivalent recherche´es peuvent
eˆtre obtenues en re´solvant un proble`me aux limites sur le volume e´le´mentaire
V , a` condition que celui-ci soit suffisamment grand pour eˆtre repre´sentatif de la
microstructure du mate´riau he´te´roge`ne. Ce volume doit pour cela contenir suffisam-
ment d’he´te´roge´ne´ite´. Si la distribution des constituants est pe´riodique, le volume
ne´cessaire se re´duit a` une cellule e´le´mentaire permettant de reconstituer l’ensemble de
la microstructure par simple translation (pavage). On soumet alors le volume retenu a`
des sollicitations e´le´mentaires pour de´terminer la re´ponse re´sultante.
5.2.1 Les conditions aux limites
Une difficulte´ re´side dans le choix des conditions aux limites a` appliquer au volume
conside´re´ pour imposer une de´formation ou contrainte globale moyenne donne´e (dite
macroscopique). On mentionne ici trois types de conditions aux limites permettant
d’imposer au volume conside´re´ une de´formation ou une contrainte moyenne :
1. Conditions de de´formation homoge`nes au contour :
u = E.x ∀x ∈ ∂V (5.1)
avec E champ de tenseur de de´formation donne´ et uniforme,
∂V contour du volume V ,
u de´placement du point mate´riel.
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Il s’ensuit que la de´formation moyenne au sein du volume sollicite´ est e´gale a` E :
〈
ε
〉
V
=
1
V
∫
V
εdV
= E (5.2)
On de´finit alors la contrainte macroscopique par :
Σ =
1
V
∫
V
σdV (5.3)
2. Conditions de pe´riodicite´ :
u = E.x+uper ∀x ∈V (5.4)
ou` la perturbation uper est pe´riodique. Les vecteurs traction (σ.n) de deux points
homologues sur deux faces oppose´es du cube e´le´mentaire doivent eˆtre oppose´s
pour garantir l’e´quilibre. Dans ce cas les relations 5.2 et 5.3 restent valides aussi.
3. Conditions de contrainte homoge`ne au contour :
σ.n = Σ.n ∀x ∈ ∂V (5.5)
avec Σ champ de tenseur de contrainte donne´ et uniforme, n normale exte´rieure
en tout point du contour.
Cette condition implique que la moyenne des contraintes sur V est e´gale a` Σ
(e´quation 5.3). On de´finit alors la de´formation macroscopique E par la relation
5.2.
On peut calculer la moyenne du travail des efforts internes au sein du volume
e´le´mentaire sollicite´ et montrer, a` nouveau graˆce au lemme de Hill-Mandel, que pour
les trois conditions aux limites pre´ce´dentes :
〈
σ : ε
〉
V
=
〈
Σ
〉
V :
〈
ε
〉
V
= Σ : E (5.6)
Le travail des efforts internes macroscopiques est alors e´gal a` la moyenne du travail
des efforts internes microscopiques.
La solution des proble`mes correspondant a` ces conditions aux limites n’est en ge´ne´ral
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pas analytique. On a recours a` des simulations nume´riques, par exemple, par la
me´thode des e´le´ments finis.
Dans le cas e´lastique line´aire, la solution unique de´pend line´airement du charge-
ment macroscopique (E ou Σ) impose´.
Pour les conditions de de´formation homoge`ne au contour et les conditions de
pe´riodicite´, il existe donc un tenseur unique dit de concentration permettant d’ex-
primer la de´formation en un point x au sein du V ER en fonction de la de´formation
macroscopique applique´e.
ε(x) = A(x) : E (5.7)
De meˆme, si le V ER est soumis au tenseur de contraintes macroscopiques Σ, il existe
un tenseur de localisation B donnant le tenseur des contraintes en chaque point du
V ER en fonction de la charge impose´e :
σ(x) = B(x) : Σ (5.8)
Les deux tenseurs de concentration A et B ve´rifient :
〈
A
〉
V
=
〈
B
〉
V
= 1 (5.9)
1 est le tenseur identite´ d’ordre 4.
5.2.2 Les modules e´lastiques apparents et effectifs
Notons c(x) le tenseur de rigidite´ du mate´riau he´te´roge`ne qui occupe V et
s(x) = c−1 (x) le tenseur de souplesse.
Les modules de souplesse apparents S et les modules de rigidite´ apparents C s’ex-
priment alors de la manie`re suivante :

E = Sapp
Σ
: Σ avec Sapp
Σ
=
〈
B : s(x)
〉
V
Σ = Capp
E
: E avec Capp
E
=
〈
A : c(x)
〉
V
(5.10)
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Les modules apparents Capp et Sapp
Σ
sont des moyennes ponde´re´es par les tenseurs
de concentration A et B respectivement.
Les tenseurs d’e´lasticite´ apparents peuvent aussi eˆtre de´finis a` l’aide d’une
de´finition e´nerge´tique de la forme :
w =
〈
σ(x) : ε(x)
〉
V
= E : Capp
E
: E (5.11)
= Σ : Sapp
Σ
: Σ (5.12)
Les modules apparents s’expriment alors de la fac¸on suivante a` l’aide des tenseurs de
concentration A et B pre´ce´dents :

Capp
E
=
〈
A : c(x) : A
〉
V
Sapp
Σ
=
〈
B : s(x) : B
〉
V
(5.13)
On montre, a` l’aide des relations de syme´trie et du lemme de Hill-Mandel, que
les de´finitions directe (Eq. 5.10) et e´nerge´tique (Eq. 5.13) sont e´quivalentes (cf.
Sanchez-Palencia et Zaoui (1987)).
Lorsque le volume V est suffisamment grand, les modules apparents ne de´pendent
plus des conditions aux limites et ils coı¨ncident avec les modules effectifs recherche´s
du mate´riau ale´atoire (cf. Sab (1992)) :
Capp
E
−→
V→+∞
Ce f f (5.14a)
Sapp
Σ
−→
V→+∞
Se f f = Ce f f−1 (5.14b)
Pour des volumes interme´diaires V , les modules effectifs Ce f f sont encadre´s par
la moyenne statistique des modules apparents comme suit (Huet (1990), Sab (1992)) :
Sapp−1
Σ
≤ Ce f f ≤ Capp
E
(5.15)
Les ine´galite´s pre´ce´dentes sont e´crites au sens des formes quadratiques.
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5.2.3 De´termination de la taille du V ER par une approche statis-
tique
Dans ces dernie`res anne´es, la taille du V ER a e´te´ e´tudie´e et de´termine´e par
des approches nume´riques et statistiques. En particulier, il a e´te´ montre´ dans Gusev
(1997), Terada et al. (1998) et Kanit et al. (2003), que les proprie´te´s line´aires effectives
des mate´riaux ale´atoires peuvent eˆtre calcule´es en utilisant la me´thode de Monte-Carlo
sur des petites tailles du V ER avec des conditions aux limites pe´riodiques, a` condition
que le nombre de re´alisations inde´pendantes soit suffisant.
Les modules effectifs peuvent donc eˆtre calcule´s en moyennant les coefficients
apparents obtenus avec des conditions aux limites pe´riodiques sur N re´alisations
inde´pendante (Z1,Z2, ..,ZN) de la microstructure dans un volume V . Asymptoti-
quement, pour N tendant vers l’infini, l’espe´rance du module Z, E(Z), se trouve
dans l’intervalle
[
ZN − εrZN ,ZN + εrZN
]
avec une probabilite´ de 95% ou` ZN et σ2N
sont , respectivement, la moyenne arithme´tique et la variance de (Z1,Z2, ..,ZN) et
εr = 1.96 σNZN
√
N .
Inversement, pour une pre´cisions fixe´e εr, le nombre de re´alisations ne´cessaires
est de´termine´ en fonction de σ2N et de εr (N = σ2N
(
1.96
ZNεr
)2
).
D’une part, une approche base´e sur la notion de la porte´e integrale (integral
range), a e´te´ propose´e dans Kanit et al. (2003) pour l’estimation de la variance du
module Z (σ2N), et donc la de´termination du nombre de re´alisations ne´cessaires pour
εr fixe´e.
D’autre part, un crite`re base´ sur les fonctions de corre´lation a e´te´ propose´ par Sab
et Nedjar (2004) pour de´terminer si V est un V ER ou non dans le cas des conditions
pe´riodiques.
Dans la suite, nous pre´sentons un aperc¸u des deux approches.
5.2.3.1 Rappel sur la covariance et notions de ”porte´e inte´grale”
La dispersion ge´ome´trique d’une microstructure ale´atoire peut-eˆtre de´crite par une
fonction traduisant l’e´tat de deux points x1 et x2 se´pare´s par une distance h comme
suit (Matheron (1971), Serra (1982), Jeulin (2001)) :
CX (h) =
∫
χX(x)χX(x+h)dx = Mes(X ∩X−h) (5.16)
ou` χX est la fonction indicatrice de la phase X :
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χX (x) =
{
1 si x ∈ X
0 sinon
CX est appele´e covariance de X .
Pour h tendant vers l’infini, la covariance tend vers le carre´ du volume occupe´ par la
phase X (VV (X)) :
lim
h−→∞
CX(h) = (VV (X))2
Dans le cas ou` cette limite est atteinte pour une valeur finie de h = A, les points
de la microstructure se´pare´s par une distance supe´rieure a` A ne sont plus corre´le´s
(Matheron (1971), Serra (1982), Jeulin (2001)). Cette distance peut repre´senter le
support de la covariance (ou encore la gamme dans laquelle la variance est non-nulle).
Il est aussi possible de de´finir un intervalle [0,An] qui contient des informations
statistiques assez representatifs de la microstructure. cette gamme est appele´ la porte´e
integrale (integral range) (Matheron (1971), Jeulin (2001), Kanit (2003)Kanit et al.
(2003)). Dans l’espace Rn, An est de´fini comme suit :
An =
1
CX(0)−CX(0)2
∫
Rn
(
CX(h)−CX(0)2
)
dh (5.16)
Cette notion permet de pre´dire la variabilite´ des proprie´te´s du mate´riau en fonction
de la ge´ome´trie d’une partie de la microstructure. Par exemple, la variance σ2 (V ∗V )
de la fraction volume de la phase X , V ∗V = Mes(X ∪V )/V dans une re´alisation d’une
microstructure de volume V , de covariance CX , est done´e par (Matheron (1971)) :
σ2 (V ∗V ) =
1
V 2
∫
V
∫
V
(
CX(x− y)−P2
)
dxdy (5.17)
P e´tant la fraction volumique de la microstucture ”infinie”.
Pour un volume V suffisamment grand (V  An), σ2 (V ∗V ) s’exprime en fonction
de An :
σ2 (V ∗V ) =
P(1−P)An
V
(5.18)
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Ainsi, statistiquement, la microstructure V est e´quivalente a` N ' V/An parties
non-corre´le´es.
Concernant la variance des proprie´te´s e´lastiques line´aires, σ2Z (V ), Kanit et al.
(2003) ont propose´ une loi de puissance :
σ2Z (V ) = σ2Z
(
A3
V
)α
(5.19)
ou` α est un parame`tre diffe`rent de 1, σ2Z est la variance ponctuelle de Z(x) et A3 le
rang inte´grale de la variable ale´atoire Z(x) (sur diffe´rents re´alisations). Dans le cas
des mate´riaux contenant deux phases avec deux proprie´te´s e´lastiques Z1 et Z2, σ2Z est
donne´ par (Kanit et al. (2003)) :
σ2Z = P(1−P)(Z1−Z2)2 (5.20)
Dans le cas ou` l’une des deux phases est infiniment rigide, la relation pre´ce´dente
(Eq. 5.20) ne peut plus s’appliquer.
5.2.3.2 Les fonctions de corre´lation
Afin d’expliquer le fait que les proprie´te´s line´aires effectives des mate´riaux
ale´atoires puissent eˆtre de´termine´es sur des petites tailles soumises a` des conditions
aux limites pe´riodiques, Sab et Nedjar (2004) ont propose´ d’utiliser le cadre the´orique
adapte´ a` l’homoge´ne´isation des milieux ale´atoires. Ils ont en plus de´duit un crite`re de
convergence base´ sur l’analyse des fonctions de corre´lation.
Le milieu infini est de´crit par un espace de probabilite´ (Ω,A ,P) ou` Ω re´pre´sente
l’ensemble des re´alisations possibles ω ∈Ω, τtω est la translate´e de ω par t.
Pour assurer l’homoge´ne´ite statistique du milieu, on suppose que τtω a les deux
proprite´s suivantes :
τ0 = Identite´, ∀t,u ∈ Rd, τt ◦ τu = τt+u (5.21a)
∀t ∈ Rd,∀A ∈ A ,P(A) = P(τtA) , τt = {ω,τ−tω ∈ A} (5.21b)
´A chaque variable ale´atoire re´elle X : Ω−→ R est associe´ le processus statistique-
ment homoge`ne (s.h.) ˜X de´fini par :
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∀t ∈ Rd,∀ω ∈Ω, ˜X (ω, t) = X (τ−tω) = ˜X (τ−tω,0) (5.22)
La fonction de corre´lation entre deux processus s.h. de carre´ inte´grable est donne´e
par :
∀Y,Z ∈ L2 (Ω) ,〈Y Z〉(t) = E
(
˜δY (ω,0) ˜δZ(ω, t)
)
, δX = X −EX (5.23)
E e´tant l’ope´rateur espe´rance mathe´matique.
L’e´lasticite´ du milieu est de´crite par c˜(ω, t), le processus s.h. des tenseurs de
rigidite´.
Pour un bi-phase´ c(ω) est de´fini come suit :
c(ω)=χ(ω)cI +(1−χ(ω))cII
ou` χ˜(ω, t) = χ(τ−tω) est la fonction caracte´ristique de la phase I :
χ˜(ω, t) = χ(τ−tω) =
{
1 si t est dans la phase I
0 sinon
Sk est la probabilite´ de trouver t1, · · · , tk dans la phase I (cf. Eq. 5.23) :
Sk (t1, · · · , tk) = Eχ˜(ω, t1) · · · χ˜(ω, tk) (5.23)
La de´termination du tenseur d’e´lasticite´ homoge´ne´ise´ Chom se fait par la re´solution
du proble`me auxiliaire (cf. Eqs. 5.24-5.25) :
σ ∈ S , e∗ ∈K ∗, σ(ω) = c(ω) : (e∗ (ω)+E) a.s., Eσ=Chom : E (5.24)
ou` E est la de´formation macroscopique ;K ∗, l’ensemble de champs de de´formation
s.h avec une espe´rance nulle, et S , l’ensemble de champs de contrainte s.h statique-
ment compatibles , est de´fini par :
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K ∗ =
{
e∗ =
(
e∗i j
)
, e∗i j = e
∗
ji ∈ L2 (Ω) , Ee∗i j = 0, e˜∗ (ω, t) compatible a.s.
}
S =
{
σ =
(
σi j
)
, σi j = σ ji ∈ L2 (Ω) , div σ˜(ω, t) = 0 a.s.
} (5.25)
En introduisant un milieu de comparaison homoge`ne, C0, le tenseur de polarisation
p = σ−C0 : (e∗+E) est solution de (5.26) :
p =
(
c−C0) : (−Γ0 ∗δp+E) (5.26)
et rend stationnaire la fonctionnelle (5.27). Voir Willis (1977).
H
(
p′
)
= E
(
2p′ : E−p′ : (c−C0)−1 : p′−p′ : Γ0 ∗p′) (5.27)
Ici, l’ope´rateur Γ0 est de´fini par (5.28) :
(−Γ0 ∗p′) ∈K ∗, (C0 : (−Γ0 ∗p′)+p′) ∈ S (5.28)
Il s’exprime en fonction du noyau de Green du milieu de comparaison lorsque les
corre´lations
〈
ci jmn pkl
〉
(t) sont dans L2
(
Rd
)
.
Dans ce cas, Chom est aussi donne´ par (5.29-5.30).
Chom : E =Ec : E−E(δc : Γ0 ∗δp) (5.29)
[
E
(
δc : Γ0 ∗δp)]i j = ∫t∈Rd Γ0mnkl (−t)〈ci jmn pkl〉(t) dt (5.30)
En fait, −C0 : e∗ peut remplacer δp dans (5.29-5.30) de manie`re e´quivalente.
On se restreint dans la suite aux mate´riaux bi-phase´s. L’ide´e de la pe´riodisation
est de construire une suite
(
ΩL,AL,PL
)
L>0 d’espaces de probabilite´ statistiquement
homoge`nes sur le sous-ensemble ΩL ⊂ Ω des re´alisations L-pe´riodiques, c’est a` dire
140 Volume ´Ele´mentaire Repre´sentatif en e´lasticite´ line´aire et en fatigue
que (cf. Eq. 5.31) :
ωL ∈ΩL ⇐⇒ τuωL = ωL,∀u ∈ {Le1, · · · ,Led} (5.31)
ou` {e1, · · · ,ed} est la base canonique de Rd .
Cette suite doit ve´rifier (cf. Eq. 5.32) :
∀k,∀t1, · · · , tk, SLk (t1, · · · , tk) = ELχ˜
(
ωL, t1
) · · · χ˜(ωL, tk) ,
lim
L→+∞
SLk (t1, · · · , tk) = Sk (t1, · · · , tk) (5.32)
Le tenseur effectif Chom,L relatif au milieu pe´riodise´ est donne´ par (cf. Eq.5.33) :
pL
(
ωL
)
=
(
c
(
ωL
)−C0) : (−Γ0,L ∗δpL +E)
Chom,L : E =ELc : E−
∫
t∈V L
Γ0,Lmnkl (−t)
〈
ci jmn pLkl
〉
(t) dt (5.33)
ou` l’ope´rateur Γ0,L est celui de l’homoge´ne´isation pe´riodique classique sur la
cellule de base cubique de taille L, V L.
Introduisons
〈
ci jmn pLkl
〉
∞
comme suit :
〈
ci jmn pLkl
〉∞
(t) =
{ 〈
ci jmn pLkl
〉
(t) ∀t ∈V L
0 ∀t ∈ Rd \V L (5.34)
Une analyse de Fourier (Suquet (1990)) montre que l’ope´rateur Γ0,L a la proprie´te´
suivante :
∫
t∈V L
Γ0,Lmnkl (−t)
〈
ci jmn pLkl
〉
(t) dt =
∫
t∈Rd
Γ0mnkl (−t)
〈
ci jmn pLkl
〉∞
(t)dt (5.35)
Comparant les e´quations (5.29-5.30) et (5.33-5.35), on s’attend a` la convergence
suivante :
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〈
ci jmn pLkl
〉∞
(t) −→
L→+∞
〈
ci jmn pkl
〉
(t) dans L2
(
Rd
)
(5.36)
et a` la convergence de Chom,L vers Chom pour L croissant.
Chom,L −→
L→+∞
Chom
Autrement dit, a` la convergence
〈
ci jmn pLkl
〉
∞
et
〈
ci jmn pkl
〉
doivent coı¨ncider.
Une condition ne´cessaire est que la fonction
〈
ci jmn pLkl
〉
pre´sente un plateau sur le bord
du volume V L. On obtient ainsi le crite`re suivant a` la convergence :
∫
t∈Rd
Γ0,Lmnkl (−t)
〈
ci jmn pLkl
〉
(t)dt = Ec : E−Chom,L : E (5.36)
≈
∫
t∈Rd
Γ0mnkl (−t)
〈
ci jmn pkl
〉
∞ (t) dt (5.37)
5.3 De´termination de la taille du V ER en e´lasticite´
line´aire
Dans cette section, le mode`le discret propose´ est utilise´ pour la de´termination de
la taille minimale du V ER. Pour ce faire, les proprie´te´s apparentes sont e´tudie´es en
fonction de la taille de la cellule e´le´mentaire. Les microstructures conside´re´es sont
ge´ne´re´es par la tessellation de Voronoı¨ d’un ensemble de points. Le processus de
Poisson est utilise´e pour la ge´ne´ration des points en 3D.
Nous utilisons la me´thode de Monte-Carlo pour estimer les proprie´te´s apparentes
pour chaque taille du V ER. Ainsi, plusieurs re´alisations sont conside´re´es pour chaque
taille. Comme l’indique la me´thode de Monte-Carlo, les proprie´te´s apparentes sont
ensuite calcule´es en moyennant les modules apparents sur les diffe´rentes re´alisations.
5.3.1 Ge´ne´ration des microstructures et conditions aux limites
5.3.1.1 Ge´ne´ration des microstructures
Des points en 3D dans une cellule de taille V sont ge´ne´re´es par le processus de Pois-
son. La tessellation pe´riodique de Voronoı¨ est applique´e a` cette ensemble de points.
Ainsi, une microstructure ale´atoire pe´riodise´e forme´e par les re´gions de Voronoı¨ est
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ge´ne´re´e (cf. Fig. 5.1). La fraction volumique locale des inclusions est suppose´e uni-
forme (e´gale a` 75% dans notre cas).
FIG. 5.1 – Illusutration de la microstructure ale´atoire pe´riodise´e en 2D.
5.3.1.2 Conditions aux limites
Nous avons vu au de´but de ce chapitre que trois chargements sont possibles pour
la de´termination des modules apparents des milieux continus ale´atoires, a` savoir
conditions de pe´riodicite´ et les deux conditions de contrainte ou de de´formation
homoge`ne au contour.
Concernant les re´seaux discrets ayant une cine´matique de translations et de
rotations, les chargements impose´es peuvent eˆtre soit en terme de translations et/ou
rotations, ce qui traduit une de´formation homoge`ne impose´e, ou soit encore en terme
de forces et/ou moments impose´es aux noeuds, ce qui traduit une contrainte homoge`ne
impose´e.
Nous nous limitons ici au cas ou` les translations et/ou rotations sont impose´es sur le
bord. Dans ce cas, trois conditions aux limites sont possibles.
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Notons E0 =
{
p1, .., pn
}
l’ensemble de n particules en interaction, xi les co-
ordonne´es du centre de la particule pi et (a1,a2,a3) trois vecteurs de translation
permettant de reconstituer la microstructure ”infinie” par re´pe´tition spatiale de E0.
Pour un chargement macroscopique en de´formation, E, les trois conditions aux limites
e´voque´es pre´ce´demment peuvent eˆtre e´crites de la manie`re suivante :
1. Chargement pe´riodique :
∀ pi ∈ E0
{
u
(
xi +a j
)−u(xi) = E.a j
ϕ
(
xi +a j
)−ϕ(xi) = 0 (5.38a)(5.38b)
Dans la suite ce chargement sera note´ PERIODIC.
2. Chargement cine´matique uniforme en translation : Les translations des
points xi se trouvant sur les bords de la cellule de calcul sont impose´es.
u
(
xi
)
= E.xi ∀pi ∈
{
Bord de E0
}
(5.39)
Un point pi est sur le bord le de E0 si, et seulement si, il est connecte´ a` un point
p j n’appartenant pas a` E0.
Dans la suite ce chargement sera note´ KUBC1.
3. Chargement cine´matique uniforme en translations et en rotations : Les
translations et les rotations des points xi se trouvant sur le bord de la cellule de
calcul sont impose´es.
∀ pi ∈
{
Bord de E0
} { u(xi) = E.xi
ϕ
(
xi
)
= 0
(5.40a)
(5.40b)
Dans la suite ce chargement sera note´ KUBC2.
5.3.2 Les modules e´lastiques homoge´ne´ise´s
Pour chaque taille fixe´e, V , nous avons utilise´ la me´thode de Monte-Carlo pour
estimer les modules e´lastiques apparents. Ainsi plusieurs re´alisations inde´pendantes
doivent eˆtre envisage´es. Rappelons que, selon la me´thode de Monte-Carlo, l’espe´rance
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du module Z, E (Z), se calcul a` partir de la moyenne arithme´tique de N re´alisations
inde´pendante de Z. Pour N tendant vers l’infini, et avec une probabilite´ de 95%, E (Z)
est encadre´ par :
E (Z) ∈ [ZN − εNZN ,ZN + εNZN]
ou` :
ZN =
1
N
(Z1 + . . .+ZN)
σ2N =
1
N−1 ∑i
(
Zi−ZN
)2
εN = 1.96
σN
ZN
√
N
Dans notre exemple, l’erreur relative εN est fixe´e a` 0.5%, le coefficient de Poisson
et le module d’Young de la matrice sont, respectivement fixe´s a` 0.25 et 1. Le nombre
moyen de point par unite´ de volume (i.e. l’intensite´ du processus de poisson ) est fixe´
a` ρ = 0.15. La FV L des inclusions est suppose´ uniforme et est fixe´e a` 75%.
A priori, le comportement macroscopique des mate´riaux ale´atoires occupant un
volume V dont la taille est ”petite” n’est pas isotrope. En revanche, il est clair que les
microstructures ale´atoires pe´riodiques conside´re´es posse`dent une syme´trie mate´rielle
cubique. Ainsi, tout comme les re´seaux re´guliers CS et CC, trois modules e´lastiques
sont a` de´terminer : le module de compressibilite´ (kHom), le module de cisaillement
(µHom) et un coefficient d’anisotropie cubique (δµHom).
Pour chaque type de chargement conside´re´, trois de´formations macroscopiques sont
ne´cessaires pour la de´termination des modules apparents kHom, µHom et δµHom.
Le nombre de re´alisations inde´pendantes pour chaque volume (ce qui est e´quivalent
au nombre moyen de particules) est trace´ sur la figure 5.2. Ce nombre est choisi de
manie`re a` ce que l’erreur relative sur les modules apparents, εN , ne de´passe pas 0.5%.
´A partir de cette figure, on constate que le nombre de re´alisations ne´cessaires diminue
lorsque la taille du V ER augmente.
5.3.3 Re´sultats des simulations par le mode`le discret
5.3.3.1 Les proprie´te´s e´lastiques moyennes
Afin de ve´rifier l’isotropie, nous avons trace´ sur la figure 5.3 la variation de la va-
leur moyenne et de l’intervalle de confiance ( dispersion ) du coefficient d’anisotropie
cubique normalise´ (δµHomµM ) en fonction de la taille du V ER pour les trois chargements
PERIODIC, KUBC1 et KUBC2.
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FIG. 5.2 – Nombre de re´alisations en fonction du nombre moyen de particule ρ |V |
(e´quivalent a` la taille du V ER) pour la de´termination des modules e´lastiques apparents.
Il est clair que la valeur moyenne de δµ
Hom
µM est proche de ze´ro pour les trois type de
chargement. Toutefois, la dispersion des re´sultats est d’autant plus importante que le
volume est petit.
Ceci implique que les modules e´lastiques homoge´ne´ise´s moyens sont isotropes
quelque soit la taille du V ER.
Concernant les modules e´lastiques kHom et µHom, les variations de la valeur
moyenne et de l’intervalle de confiance en fonction de la taille du V ER sont trace´es
sur les figures 5.4 et 5.5, respectivement pour kHom et µHom.
En raison de l’hypothe`se d’uniformite´ des fractions volumiques locales des
inclusions (FV Li = 75%, ∀i), la valeur du module de compressibilite´ homoge´ne´ise´ est
presque constante pour les trois conditions aux limites. Aussi, la dispersion est quasi
nulle et l’expression de kHom e´tablie pour le re´seau CS et CC (cf. Eqs. 4.28a et 4.29a
du chapitre 4) reste valable dans ce cas.
La figure 5.5 repre´sente le module de cisaillement. Elle montre que la dispersion
des valeurs moyennes diminue lorsque la taille du V ER augmente pour les trois condi-
tions aux limites. Les valeurs moyennes avec les conditions aux limites PERIODIC
sont presque constantes (avec une erreur relative infe´rieure a` 1%) pour une taille du
V ER supe´rieure a` 19 particules.
D’autre part, les valeurs moyennes obtenues avec les conditions aux limites
KUBC1 et KUBC2 de´pendent fortement de la taille du V ER. Cependant, elles
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FIG. 5.3 – La valeur moyenne et l’intervalle de confiance du coefficient d’anisotropie
cubique normalise´ (δµHomµM ) en fonction de la taille du volume e´le´mentaire.
FIG. 5.4 – La valeur moyenne et l’intervalle de confiance du module de compressibi-
lite´ normalise´ ( kHomkM ) en fonction de la taille du volume e´le´mentaire.
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convergent vers la valeur obtenue avec PERIODIC.
Du fait que les rotations sont libres avec KUBC1, le module de cisaillement obtenu
avec KUBC2 est une borne supe´rieure de celui obtenu avec KUBC1.
FIG. 5.5 – La valeur moyenne et l’intervalle de confiance du module de cisaillement
normalise´ (µHomµM ) en fonction de la taille du volume e´le´mentaire.
5.3.3.2 Dispersion des modules e´lastiques effectifs
Tout comme Kanit et al. (2003), dans cette section, la dispersion des re´sultats est
e´tudie´e en fonction de la taille du V ER.
Pour la fraction volumique, nous avons vu dans la section 5.2.3.1 que la dispersion
varie line´airement en fonction de l’inverse de la taille du V ER (cf. Eq 5.18) :
σ2 (V ∗V ) =
P(1−P)An
V
En ce qui nous concerne, la fraction volumique locale des inclusions est suppose´e
uniforme dans nos simulations. De ce fait, il n’y a pas d’ale´a sur la fraction volumique
globale.
Nous nous inte´ressons seulement a` la variation de la dispersion sur les proprie´te´s
effectifs du mate´riau. Kanit et al. (2003) ont propose´ la loi en puissance reliant la
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dispersion sur le module line´aire effective Z et l’inverse de la taille du V ER de´crite
dans les e´quations 5.19 et 5.20. Dans notre cas, la rigidite´ des inclusions e´tant infinie,
cette loi ne peut s’appliquer.
En fait, les proprie´te´s apparentes moyenne´es sur suffisamment de re´alisations avec
les conditions aux limites pe´riodiques sont tre`s proches des valeurs asymptotiques a`
partir d’une taille du V ER supe´rieure a` 19 grains. On peut supposer qu’a` partir de cette
taille critique, la distribution des contraintes dans l’e´chantillon est la re´alisation du
meˆme processus ale´atoire quelque soit le volume conside´re´. Dans ce cas, tout comme
la dispersion sur les fractions volumiques (cf. Eq. 5.17), la dispersion sur les modules
devraient varier line´airement en fonction de l’inverse du volume V .
Pour le ve´rifier, nous avons trace´ sur la figure 5.6 la variation de la dispersion du
module de cisaillement en fonction de la taille du V ER. Il est clair que la dispersion
varie line´airement en 1V avec un coefficient de de´termination, R
2 (au sens des moindres
carre´s), e´gale a` 0.9992.
FIG. 5.6 – Variation de la variance (σ2µ) sur le module de cisaillement normalise´ en
fonction de l’inverse de taille du V ER.
5.3.4 Application de l’approche utilisant les fonctions de
corre´lation
Dans cette section, nous utilisons l’approche propose´e par Sab et Nedjar (2004)
(cf. §5.2.3.2) pour l’estimation de la taille du V ER en e´lasticite´ line´aire. On se restreint
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au cas ou` le chargement pe´riodique est en traction suivant l’axe x (E = e1⊗ e1).
Notons Vm et Vi le volume occupe´, respectivement, par la matrice et les inclusions,
V = Vi +Vm le total du V ER et fm (resp. fi = 1− fm ) la fraction volumique de la
matrice (resp. des inclusions). D’apre`s l’e´quation 5.23, la fonction de corre´lation entre
la de´formation ε11 et la fonction indicatrice de la matrice χm est de´finie comme suit :
〈ε11χm〉(h) = 1V
∫
V
(χm (x)− fm)(ε11 (x+h)−〈ε11〉V )dx (5.39)
=
1
V
∫
V
χm (x)ε11 (x+h)dx− fm 〈ε11〉V (5.40)
Pour h = 0 on a :
〈ε11χm〉(0) = 1V
∫
V
χm (x)ε11 (x)dx (5.41)
= fm 〈ε11〉Vm − fm 〈ε11〉V (5.42)
(5.43)
Or, pour une de´formation macroscopique impose´e E = e1⊗ e1, on sait que :
〈ε11〉V = (1− fi)〈ε11〉Vm + fi 〈ε11〉Vi
= 1 (5.44)
Les inclusions e´tant infiniment rigides, ainsi 〈ε11〉Vi = 0. Il vient donc :
〈ε11χm〉(0) = 1− fm = fi (5.45)
Pour h tendant vers l’infini (i.e |h| → ∞) on a :
lim
|h|→∞
〈ε11χm〉= 0
(5.46)
〈ε11χm〉 sera e´tudie´e pour trois tailles du V ER (cf. Tab. 5.1). La fraction volumique
des inclusions est fixe´e a` 90%. Le module d’Young et le coefficients de Poisson de la
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Nombre moyen Diame`tre LD Nombre
de sites moyen (D) de re´alisations
4 2.335 1.285 300
19 2.335 2.141 100
150 2.335 4.282 20
TAB. 5.1 – Nombre de re´alisations pour chaque taille du V ER conside´re´e (intensite´ du
processus de Poisson ρ = 0.15).
matrice sont, respectivement, fixe´s a` 1 et 0.25.
Rappelons que les de´formations a` l’inte´rieur des inclusions sont nulles du fait que
ces dernie`res sont infiniment rigides. La de´formation d’un point x a` l’inte´rieur de
l’interface c, εc (x), s’exprime en fonction du saut du de´placement [[u]]c (x) comme
suit (cf. Eq. 3.16) :
εc (x) =
nc⊗S [[u]]c (x)
ec
ou` ec est l’e´paisseur de l’interface c, et nc est la normale a` c.
Il est possible d’utiliser les techniques de transforme´e de Fourier rapide pour
le calcul de 〈ε11χm〉. Cependant, vue la forte compacite´ des inclusions (90%), les
e´paisseurs des couches de liant sont tre`s faibles. Il est donc ne´cessaire d’effectuer
un quadrillage tre`s fin du V ER pour tenir compte de toutes les he´te´roge´ne´ite´s (en
particulier les couches de liant se trouvant dans les interface). Ceci est tre`s couˆteux en
terme de capacite´ de stockage et en temps de calcul. C’est pour cette raison que nous
avons choisi de calculer la fonction tridimensionnelle 〈ε11χm〉(h) uniquement sui-
vant quelques axes en utilisant la me´thode de Monte-carlo pour le calcul des inte´grales.
´A titre d’exemple, le calcul de 〈ε11χm〉 suivant l’axe des x (axe e1) se fait de la
manie`re suivante :
Suivant l’axe e1, le vecteur h s’e´crit h = he1. Pour h fixe´, l’inte´grale suivante :
I(h) = 1
V
∫
V
χm (x)ε11 (x+he1)dx
=
1
V
∫
V
i(x,h)dx
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se calcule en moyennant i(x,h) sur N points (x1,x2..xN) ale´atoirement distribue´s de
manie`re uniforme a` l’inte´rieur du V ER :
IN(h) =
i(x1,h)+ i(x2,h)+ ..+ i(xN ,h)
N
Le nombre de points N se calcule en fonction de la pre´cision, εr, fixe´e a`
l’avance et de la dispersion sur {i(x1,h)+ i(x2,h)+ ..+ i(xN ,h)}. Dans notre cas,
εr est fixe´e a` 5%. La fonction de corre´lation 〈ε11χm〉 se calcule en fonction de IN et fm :
〈ε11χm〉(h) = IN(h)− fm
Les re´sultats des calculs des fonctions de corre´lation suivant l’axe x (h = he1) pour
les trois tailles LD = 4.282,
L
D = 2.141 et
L
D = 1.285 sont trace´s sur la figure 5.7.
D’une part, cette figure (Fig. 5.7) montre que la fonction de corre´lation 〈ε11χm〉
suivant l’axe x pour la taille LD = 4.282 est ne´gligeable en dehors d’un intervalle
[−D,D].
De meˆme, pour la taille LD = 2.141 la fonction de corre´lation 〈ε11χm〉 est nulle en
dehors de [−D,D].
Quant a` la taille LD = 1.285 < 2, ε11 et χm sont toujours corre´le´s.
Tout comme Sab et Nedjar (2004), ceci nous ame`ne a` conclure que la taille
minimale du V ER est 2D. Les valeurs des e´ne´rgies e´lastiques moyennes pour les
trois tailles conside´re´es est trace´e sur la figure 5.8. Pour la taille LD = 1,285, l’erreur
commise sur l’e´nergie e´lastique moyenne par rapport a` la valeur asymptotique,
correspondant a` la taille LD = 4.282, est proche de 5%.
D’autre part, la valeur the´orique de 〈ε11χm〉 au point h = 0 vaut fi (la fraction
volumique des inclusions, cf. Eq. 5.45). Dans notre cas fi = 90%. Or la valeur
nume´rique trouve´e est proche de 86%. On commet donc une erreur de 5% sur la
valeur the´orique.
Il s’agit d’une erreur de mode´lisation. En effet, et comme nous l’avons vu au
chapitre 4, l’erreur induite par le mode`le discret de´pends de la fraction volumique des
inclusions. Lorsque cette dernie`re est proche de 100% (asymtotiquement), l’erreur
du mode`le est proche de 0. C’est pour cette raison que nous avons conside´re´e une
fraction volumique d’inclusions assez e´leve´e.
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(a)
(b)
(c)
FIG. 5.7 – Fonctions de corre´lation 〈χmε11〉 suivant l’axe x pour trois diffe´rentes tailles
du V ER : (a) LD = 4.282, (b) LD = 2.141 et (c) LD = 1.285.
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FIG. 5.8 – ´Energies e´lastiques moyennes et intervalles de confiance pour les trois tailles
du VER conside´re´es.
Pour la taille LD = 2.14, nous avons aussi e´tudie´ la fonction de correlation 〈ε11χm〉
suivant les deux diagonales (e1 + e2) et (e1 + e2 + e3) (cf. Fig. 5.9).
Cette figure (Fig. 5.9) montre que les corre´lations 〈ε11χm〉 sont ne´gligeables pour
une distance plus grande que D. A noter aussi que ces courbes sont le´ge`rement
diffe´rentes de celles correspondant a` un axe de la cellule de base traduisant une le´ge`re
anisotropie qui s’estompe lorsque la taille de cette cellule augmente.
5.4 De´termination de la taille du V ER en fatigue
Dans cette section, une loi de fatigue est introduite dans le comportement des
interfaces. Un chargement cyclique en de´formation est applique´ aux microstructures
ge´ne´re´es. La re`gle de cumul line´aire de Miner est utilise´e pour calculer le niveau de
de´gradation de chaque connexion et a` chaque e´tape de calcul. La variation de l’e´nergie
de de´formation sera donc e´tudie´e en fonction du nombre de cycles applique´s.
Plusieurs tailles du V ER seront conside´re´es. Pour chaque taille, le nombre
conventionnel de cycles a` la rupture (i.e. diminution de 50% de la rigidite´ initiale) est
de´termine´.
5.4.1 Quelques rappels sur la fatigue
Le phe´nome`ne de fatigue d’un mate´riau se caracte´rise par sa rupture apre`s appli-
cation re´pe´te´e d’un grand nombre de sollicitations dont l’amplitude est infe´rieure a` la
re´sistance a` la rupture du mate´riau.
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(a) La diagonale h = h(e1 + e2)
(b) La diagonale h = h(e1 + e2 + e3)
FIG. 5.9 – Fonctions de corre´lation 〈χmε11〉 pour la taille LD = 2.14 suivant diffe´rents
axes.
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Ce phe´nome`ne est rencontre´ fre´quemment dans de nombreux domaines qui mettent en
jeu des sollicitations cycliques :
1. Sollicitation par flexion alterne´e d’une pie`ce tournante (essieu),
2. Sollicitation par vibrations (avions, ouvrage d’art),
3. Sollicitation de la carlingue des avions par des cycles de pressurisation,
de´pressurisations a` chaque vol.
Les premie`res e´tudes fondamentales du phe´nome`ne de fatigue en laboratoire ont
e´te´ entreprises en 1852 par Wo¨hler sur les me´taux.
L’essai classique, permettant de caracte´riser le phe´nome`ne de fatigue consiste a`
soumettre une e´prouvette du mate´riau a` e´tudier a` des sollicitations re´pe´te´es et a` noter
le nombre de cycles entraıˆnant la rupture de l’eprouvette, appele´ dure´e de vie.
La repre´sentation classique des re´sultats de l’essai est la courbe de fatigue ou la
courbe de Wo¨hler (cf. Fig. 5.10). Cette courbe fait correspondre une dure´e de vie a` la
sollicitation exerce´e, qui peut eˆtre une contrainte ou une de´formation impose´e.
FIG. 5.10 – Courbe de Wo¨hler d’apre`s Baaj (2002).
L’e´quation de la courbe obtenue est souvent conside´re´e de la forme :
S = A.N−β
ou
log(S) = α−β log(N)
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ou` S est la sollicitation impose´e (contrainte ou de´formation), N la dure´e de vie
correspondante et A,B (α, β) sont deux parame`tres.
Dispersion des dure´es de vie et de´termination du V ER :
Les essais de fatigue sur divers mate´riaux montrent qu’il existe une dispersion
importante dans les re´sultats des dure´es de vie. Cela est duˆ a` l’he´te´roge´ne´ite´ du
mate´riau et au phe´nome`ne de fatigue lui-meˆme.
Pour les mate´riaux bitumineux, la dure´e de vie peut varier dans un rapport de 1 a`
30 (Baaj (2002), Soliman (1976)) et meˆme de 1 a` 100 pour certains mate´riaux traite´s
aux liants hydrauliques.
Il faut donc tester un grand nombre d’e´chantillons pour obtenir un ensemble de
valeurs de nombre de cycles repre´sentatif du phe´nome`ne re´el.
5.4.2 Prise en compte de la fatigue des interfaces inter-granulaires
Comme nous l’avons mentionne´ au chapitre 3, l’endommagement d’une connexion
entre deux grains est mode´lise´ par une variable D traduisant le taux de diminution de
la rigidite´ macroscopique du liant se trouvant a` l’interface.
Pour un chargement cyclique, nous utilisons une loi de fatigue pour l’interface
c = (i, j) de´finie de la manie`re suivante :
δDc
δN = D
cα
(εeq
a
)β
(5.45)
ou` α et β sont deux parame`tres. εceq est une quantite´ scalaire e´value´e a` chaque
cycle en fonction de la de´formation a` l’interface c.
Pour un chargement pe´riodique en traction, E = E11e1⊗ e1, nous supposons que
εeq est l’extension principale maximale :
εceq = max
x∈c
(
εc (x)
)+
(5.46)
Rappelons que la de´formation d’un point x a` l’inte´rieur de l’interface c, εc (x),
s’exprime en fonction du saut du de´placement [[u]]c (x) comme suit (cf. Eq. 3.16) :
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εc (x) =
nc⊗S [[u]]c (x)
ec
ou` ec est l’e´paisseur de l’interface c, et nc est la normale a` c.
La dure´e de vie de l’interface c peut eˆtre mode´lise´e par le nombre de cycles Ncf
pour lequel Dc < 1 d’ou` :
δN = Dc−α
(εeq
a
)−β
δDc ⇒ Ncf =
∫ 1
0
Dc−α
(εeq
a
)−β
dDc (5.46)
=
1
1−α
(εeq
a
)−β
(5.47)
Pour les parame`tres α et β qui interviennent dans l’e´quation 5.45, dans un premier
temps, nous adoptons les valeurs propose´e par Alimami (1987) :
{ β = 3.8
α = 1−2.42∗103εeq (5.48)
Dans un second temps, une e´tude parame´trique est mene´e pour e´tudier l’influence
de ces deux parame`tres sur le nombre de cycle a` la rupture de la microstructure.
Le parame`tre a sera pris e´gal a` 0.038 et le niveau de chargement, E11, sera pris e´gal
a` 10−4
5.4.2.1 Cumul des dommages
L’amplitude des sollicitations a` l’inte´rieur de chaque interface n’est pas constante.
Il faut donc disposer d’un moyen pour permettre d’additionner les dommages
provoque´s par diffe´rents niveaux de sollicitations et de pre´voir la dure´e de vie dans ce
cas.
La loi la plus connue est celle propose´e par Miner en 1945. Ses travaux font suite
a` ceux de Palmgren en 1924, exploitant des essais en fatigue en traction-compression
sur l’aluminium. Une analyse de ses re´sultats par une approche e´nerge´tique a e´te´
effectue´e par Miner (cf. Baaj (2002)).
On conside`re d’abord le cas d’application successive de deux sollicitations :
soit N1 la dure´e de vie sous la sollicitation S1 et N2 la dure´e de vie de vie sous la
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sollicitation S2 ( Dans le cas d’un chargement en de´formation, les sollicitations S1 et
S2 sont e´quivalentes aux ε1eq et ε2eq).
Si la connexion a de´ja` subit n1 fois la sollicitation S1, le proble`me sera de trouver
le nombre n2 que peut encore supporter la sollicitation d’amplitude S2 avant sa rupture.
D’apre´s la loi de cumul line´aire de Miner, le nombre n2 est tel que :
n1
N1
+
n2
N2
= 1
Cette loi se ge´ne´ralise pour plusieurs se´quences de sollicitations aux diverses
amplitudes :
∑ niNi = 1 (5.48)
Pour chaque interface, deux modes de rupture peuvent eˆtre envisage´es :
1. Chaque connexion subit une de´gradation progressive de sa rigidite´ allant jusqu’a`
la rupture (Rupture progressive de chaque connexion). Ainsi, a` l’e´tape k du
calcul, le dommage Dck de la connexion c vaut :
Dck =
i=k
∑
i=1
Nk
Ncfk
(5.49)
ou` :
– Nk est le nombre de cycles applique´s a` l’e´tape k,
– Ncfk est la dure´e de vie de la connexion c a` l’e´tape k
2. la rupture de chaque connexion est de type brutal : le dommage Dc vaut 0 ou 1
(Rupture brutale de chaque connexion)
{
Dc = 0 si ∑i=ki=1 NkNcfk < 1
Dc = 1 sinon
(5.50)
Dans les deux cas, l’algorithme de re´solution peut-eˆtre comme celui sche´matise´
sur la figure 5.11.
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FIG. 5.11 – Algorithme de re´solution en e´lasticite´ endommageable par fatigue.
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5.4.2.2 Ge´ne´ration des microstructures et conditions aux limites
Nous avons conside´re´ les meˆmes microstructures ge´ne´re´es pour la de´termination
de la taille du V ER en e´lasticite´ line´aire.
Le chargement impose´ est cyclique et pe´riodique. Nous avons conside´re´ le cas
d’une traction suivant l’axe x :
E = E11e1⊗ e1
Pour chaque taille, plusieurs re´alisations sont conside´re´es. La courbe moyenne de
variation de l’e´nergie de de´formations associe´e a` E est e´tudie´e en fonction du nombre
de cycles impose´s.
Le nombre de re´alisations pour chaque taille du V ER est trace´ sur la figure 5.12
pour une erreur relative fixe´e a` 5%.
FIG. 5.12 – Nombre de re´alisations en fonction du nombre moyen de particule ρ |V |
(e´quivalent a` la taille du V ER) pour la de´termination du V ER en fatigue. (Erreur rela-
tive de Monte-Carlo est fixe´e a` 5%).
Les deux modes de rupture mentionne´s dans la section pre´ce´dente ont e´te´ envi-
sage´es :
1. rupture progressive de chaque connexion,
2. rupture brutale de chaque connexion.
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5.4.3 Re´sultats des simulations pour la de´termination de la taille
du V ER
Un exemple de variation de l’e´nergie e´lastique en fonction du nombre de cycles
d’une re´alisation contenant 154 grains est trace´ sur la figure 5.13. ´A partir de cette
courbe, il est clair que la fracture de la structure se produit lorsque le rapport entre
l’e´nergie actuelle et l’e´nergie initiale est proche de 40%, pour les deux modes de
rupture des connexions.
En outre, la rigidite´ globale de la structure diminue plus rapidement lorsque la
rupture des connexions est progressive.
Contrairement a` la courbe avec rupture progressive, la variation de l’e´nergie avec
un rupture brutale des connexion pre´sente un palier horizontal au de´but de l’essai.
FIG. 5.13 – Exemple d’e´volution de l’endommagement en fonction du nombre de
cycles impose´s pour les deux modes de ruptures envisage´s. Taille de la re´alisation 154
grains.
La courbe moyenne et l’intervalle de confiance de l’e´nergie normalise´e par
rapport a` l’e´tat initiale en fonction du nombre de cycles pour diffe´rentes tailles
du V ER est trace´ sur la figure 5.14 pour le calcul avec une rupture progressive des
connexions et sur la figure 5.15 pour le calcul avec une rupture brutale des connexions.
Ces deux figures (Figs 5.14 et 5.15) montrent que les re´sultats de´pendent de la
taille du V ER : Plus la taille du V ER augmente et plus la de´gradation de la structure
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FIG. 5.14 – Courbe moyenne et e´cart type de l’e´nergie normalise´e (par rapport a` l’e´tat
vierge) en fonction du nombre de cycles pour diffe´rentes tailles du V ER : Rupture
progressive de chaque connexion.
FIG. 5.15 – Courbe moyenne et e´cart type de l’e´nergie normalise´e (par rapport a` l’e´tat
vierge) en fonction du nombre de cycles pour diffe´rentes tailles du V ER : Rupture
brutale de chaque connexion.
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est rapide.
Afin de quantifier la dure´e de vie d’une structure soumise a` un chargement
cyclique, un nombre conventionnel de cycles a` la rupture est de´fini lorsque la structure
perd 50% de sa rigidite´ initiale.
Ainsi, nous avons trace´ la valeur moyenne et l’e´cart type du nombre de cycles a`
la rupture en fonction de la taille du V ER sur les figures 5.16 et 5.17 respectivement
pour le calcul avec rupture progressive des connexion et celui avec une rupture brutale.
FIG. 5.16 – Valeur moyenne et e´cart type du nombre de cycles a` la rupture (diminution
de 50% de la rigidite´ initiale) en fonction de la taille du V ER : Rupture progressive
de chaque connexion.
´A partir de ces courbes (Figs. 5.16 et 5.17), il est clair que le nombre de cycles a` la
rupture de´pends de la taille du V ER. Il de´croıˆt lorsque la taille du V ER augmente. Pour
les valeurs suffisamment grandes, la dure´e de vie moyenne tend asymptotiquement
vers une valeur constante.
Afin d’estimer l’erreur commise sur la de´termination de la dure´e de vie en fonction
de la taille du V ER, nous avons de´finie ε(x) comme suit :
ε(x) =
N(x)−N∞
N∞
ou` :
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FIG. 5.17 – Valeur moyenne et e´cart type du nombre de cycles a` la rupture (diminution
de 50% de la rigidite´ initiale) en fonction de la taille du V ER : Rupture brutale de
chaque connexion.
– N(x) est le nombre de cycles a` la rupture pour une taille x,
– N∞ est le nombre de cycles a` la rupture lorsque la taille du V ER devient
suffisamment grande. Ici, 1201 grains.
La courbe de variation de l’erreur commise est trace´e sur la figure 5.18. On
observe que l’erreur relative par rapport a` la valeur asymptotique varie entre 28% pour
une taille de 19 grains et 0.5% pour une taille de 507 grains. La taille qui a e´te´ retenue
est de 151 grains ( erreur relative 5%).
5.4.4 Influence des parame`tres de la loi de fatigue conside´re´e
On rappelle que la loi utilise´e pour la de´termination du V ER en fatigue, nous
avons utilise´ une loi en puissance permettant de mode´liser le nombre de cycles a` la
rupture de chaque connexion. Cette loi est de la forme (cf. Eq. 5.47) :
Ncf =
1
1−α
(
εceq
a
)β
Les valeurs des parame´tres α et β propose´es par Alimami (1987) ont e´te´ utilise´es.
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FIG. 5.18 – Estimation de l’erreur commise sur la de´termination de la dure´e de vie de
la microstructure en fonction de la taille du V ER.
Dans cette section, une e´tude parame´trique sur ces deux parame´tres est effectue´e.
Pour cela, la taille du V ER conside´re´e est celle determine´e dans la section pre´cedente
(i.e. 151 grains).
Pour β fixe´, il est clair que la dure´e de vie (N (50%)) varie line´airement en fonction
de 11−α (cf. Fig. 5.19). Ainsi, α est un parame´tre de calage et n’a pas d’influence sur
la forme de la courbe d’e´volution de l’endommagement.
En revanche, l’e´volution de l’e´nergie de de´formation en fonction du nombre de
cycles normalise´ ( NN(50%)) de´pend du parame`tre β. La figure 5.20 montre que pour des
valeurs de β tendant vers 0, la rupture du mate´riau est presque brutale.
Inversement, la rupture du mate´riau est d’autant plus progressive que la valeur de β
augmente.
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FIG. 5.19 – Influence du parame`tre α.
FIG. 5.20 – Influence du parame`tre β.
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5.5 Conclusions
Dans ce chapitre, le mode`le discret propose´ est applique´ a` la de´termination de la
taille minimale du V ER en e´lasticite´ line´aire et en fatigue.
Dans un premier temps, les re´sultats des simulations en e´lasticite´ line´aire montrent
que les proprie´te´s effectives peuvent eˆtre de´termine´es sur des petites tailles de V ER
en utilisant des conditions pe´riodiques a` condition que le nombre de re´alisations soit
suffisant. Cette observation est en accord avec plusieurs e´tudes nume´riques existantes,
Gusev (1997), Terada et al. (1998) et Kanit et al. (2003),
Les simulations avec les fonctions de corre´lation entre la fonction indicatrice de la
matrice et la de´formation a` l’inte´rieur des interfaces ont montre´ que la taille minimale
du V ER ne peut eˆtre infe´rieure a` deux fois le diame`tre moyen des inclusions (Sab et
Nedjar (2004)).
Dans le cas de la microstructure conside´re´e, la taille retenue pour la de´termination
des proprie´te´s line´aires effectives est de 19 grains (2.14×D).
Dans un second temps, une loi de fatigue a e´te´ introduite dans les interfaces. Le
nombre de cycles avant rupture de chacune des interfaces est calcule´ en utilisant
la re`gle de cumul de Miner. Deux modes de rupture ont e´te´ envisage´s (1) chaque
interface subit une de´gradation continue de sa rigidite´ (variant de 0 a` 1) et (2) la
rupture de chaque interface est brutale (la de´gradation vaut 0 ou 1).
Les re´sultats des simulations montrent que la valeur moyenne du nombre de
cycles a` la rupture, N(50%) ( de´gradation de 50% de la rigidite´ initiale ) diminue
lorsque la taille du V ER augmente. L’erreur relative par rapport a` la valeur asympto-
tique varie entre 28% pour une taille de 19 grains et 0.5% pour une taille de 507 grains.
La taille qui a e´te´ retenue pour la de´termination de N(50%) est de 151 grains
( erreur relative 4%). Cette taille est plus grande que celle de´termine´e dans le
cas e´lastique line´aire. Il est donc clair que la taille minimale du V ER de´pend du
comportement me´canique du mate´riau conside´re´.
En pratique, le nombre de cycles a` la rupture des enrobe´s bitumineux est de´termine´
a` partir d’un essai de fatigue re´alise´ sur une e´prouvette trape´zoı¨dale dont la dimension
de la plus petite areˆte est e´gale a` 25 mm. Ainsi, en comparant le nombre moyen de
grains se trouvant sur cette areˆte avec celui se trouvant dans une areˆte du V ER dont
la taille est minimale (i.e. 151 13 ' 5.3 > 5), il est possible de donner une premie`re
estimation du nombre des essais ne´cessaire et l’erreur commise sur N(50%).
`A titre d’exemple, supposons que la courbe granulome´trique de l’enrobe´ est celle
donne´e par le tableau 2.2 (Chapitre 2). Dans ce cas, le diame`tre moyen des granulats
(correspondant a` 50% du passant) est e´gal a` 5 mm. Pour une areˆte de dimension
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25 mm, le nombre moyen de grains est 5. Ce nombre est le´ge`rement infe´rieur a`
151 13 ' 5.3. L’erreur commise dans ce cas est proche de 8% et le nombre d’essais
ne´cessaires est supe´rieur a` 70.
Ces estimations doivent eˆtre comple´te´es par une e´tude plus de´taille´e sur la taille
minimale du V ER des enrobe´s bitumineux. Plusieurs courbes granulome´triques avec
diverses compacite´s de granulats doivent eˆtre conside´re´es.
Ces re´sultats ont fait l’objet de deux publications Lachihab et Sab (2004a) et
Lachihab et Sab (2004b).
Dans le chapitre suivant, le mode`le discret propose´ sera applique´ a` l’e´tude de
l’influence des caracte´ristiques morphologiques sur les proprie´te´s effectives du
mate´riau.
Chapitre 6
Influence des caracte´ristiques
morphologiques sur les proprie´te´s
effectives du mate´riau
Sommaire
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.2 Ge´ne´ration des microstructures . . . . . . . . . . . . . . . . . . 169
6.3 Re´sultats des simulations . . . . . . . . . . . . . . . . . . . . . . 175
6.3.1 ´Elasticite´ line´aire . . . . . . . . . . . . . . . . . . . . . . . 175
6.3.2 ´Elasticite´ endommageable par fatigue . . . . . . . . . . . . 178
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
170 Influence des caracte´ristiques morphologiques
6.1 Introduction
Rappelons que la Fraction Volumique Locale d’une inclusion (FV L) est de´finie
comme e´tant le rapport entre le volume de l’inclusion et celui de sa re´gion de Voronoı¨.
Jusqu’a` pre´sent, nous avons toujours conside´re´ que la re´partition des FV L des
inclusions est uniforme et est e´gale a` la fraction volumique globale des granulats.
Dans ce chapitre, nous proposons d’autres lois de re´partition des FV L et nous
e´tudions l’influence des parame`tres des FV L sur le comportement effectif du mate´riau.
Deux lois de re´partition sont propose´es : une premie`re loi logarithmique
(FV Li = V
i
g
V iV
= γ log
(
V ig
〈Vg〉
)
+η) inspire´e des re´sultats obtenus avec les essais d’ana-
lyse d’images sur les enrobe´s bitumineux (Bonnet (2002), Hammoum et al. (2003),
Hammoum et Hornych (2004)) et une seconde de la forme FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈Vv〉
)γ .
Pour les deux fonctions conside´re´es, une e´tude parame´trique sur γ est mene´e
sur deux types de microstructures : la microstructure de Poisson-Voronoı¨ et une
microstructure ge´ne´re´e a` partir du pavage du Voronoı¨ d’un ensemble de sphe`res.
La proce´dure de ge´ne´ration des microstructures est pre´sente´e dans la sec-
tion 2. Les re´sultats des simulations en e´lasticite´ line´aire et en fatigue sont ensuite
pre´sente´s dans la section 3. Enfin, la section 4 est de´die´e a` la conclusion de ce chapitre.
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6.2 Ge´ne´ration des microstructures
Deux types de microstructures sont conside´re´s : la microstructure de Poisson-
Voronoı¨ et une microstructure ge´ne´re´e a` partir du pavage du Voronoı¨ d’un ensemble
de sphe`res. La fonction de re´partition des volumes des re´gions de Voronoı¨ de cette
dernie`re a e´te´ fixe´e a` l’avance. Nous avons utilise´ pour cela la me´thode expose´e
au chapitre 2 (§2.4) pour la ge´ne´ration de microstructures controˆle´es. En effet, des
sphe`res dont la granulome´trie est donne´e par le tableau 2.2 (chapitre 2) sont ge´ne´re´es.
Celles-ci sont ensuite densifie´es a` 75% en utilisant le programme de dynamique
mole´culaire. Enfin, en partitionnant l’espace par Voronoı¨, on obtient les polye`dres
convexes qui ont une granulome´trie presque homothe´tique de celle des sphe`res.
La fraction volumique globale des inclusions e´tant fixe´e (dans notre cas a` 75%),
les Fractions Volumiques Locales (FV L) des inclusions doivent satisfaire deux
conditions :
1. La FV L de chaque inclusion i doit eˆtre comprise entre 0 et 1.
2. La fraction volumique globale ( f ) doit eˆtre conserve´e :
f =
∑
i
V ig
∑
i
V iv
=
∑
i
(
FV Li V iv
)
∑
i
V iv
(6.1)
ou` V ig est le volume de l’inclusion i et V iv est le volume de sa re´gion de Voronoı¨.
Nous avons choisies deux lois de re´partition : Une premie`re loi logarithmique
de´pendant de deux parame`tres γ et η :
FV Li =
V ig
V iV
= γ log
(
V ig〈
Vg
〉)+η (6.2)
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Ou`
〈
Vg
〉
=
1
N
(
V 1g + ...+V Ng
)
= f 1
N ∑i V
i
v est le volume moyen des inclusions.
Celle-ci a e´te´ inspire´e des re´sultats des e´tudes de la morphologie des enrobe´s
bitumineux par analyse d’images re´alise´es au LCPC.
En effet, Bonnet (2002), Hammoum et al. (2003), Hammoum et Hornych (2004) ont
observe´ que les FV L des granulats varient line´airement en fonction du logarithme des
rayons.
Et une deuxie`me loi de´pendant aussi de deux parame`tres γ et η. Elle est de la
forme :
FV Li =
V ig
V iV
=
1
1+η2
(
V iv
〈Vv〉
)γ (6.3)
Ou` 〈Vv〉= 1N
(
V 1v + ...+V Nv
)
est le volume moyen des re´gions de Voronoı¨.
Remarquons que pour les deux lois, lorsque γ est nul, on se rame`ne au cas ou` les FV L
sont uniformes. Dans ce cas, η = f pour la premie`re loi et η =
(
1− f
f
)1/2
pour la
seconde.
Pour les deux lois, une e´tude parame´trique sur γ a e´te´ effectue´e. Ainsi, pour γ
fixe´, il est ne´cessaire de de´terminer la valeur de η pour laquelle la fraction volumique
globale des inclusions vaut f . Pour cela, il est possible d’utiliser une me´thode ite´rative
pour la re´solution de (6.1). La me´thode du point fixe a e´te´ utilise´e pour la premie`re loi
et la me´thode de Newton-Raphson a e´te´ utilise´e pour la seconde loi. Nous pre´sentons
dans l’annexe A les grandes lignes de ces deux me´thodes.
Les valeurs des couples (γ,η) utilise´es dans nos simulations pour lesquelles f vaut
75% sont pre´sente´es dans le tableau 6.1 pour la microstructure de Poisson-Voronoı¨ et
la microstructure ge´ne´re´e a` partir de la me´thode des plans radicaux.
Sur la figure 6.1, nous avons trace´ la variation des FV L en fonction des volumes
normalise´s des inclusions ( Vg〈Vg〉) pour diffe´rentes valeurs des parame`tres γ et η. ´A
partir de cette figure, il est clair que, pour des valeurs positives de γ, les deux lois
de re´partition conside´re´es sont des fonctions croissantes. Et, inversement, pour des
valeurs ne´gatives de γ, elles sont de´croissantes.
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(a)
(b)
FIG. 6.1 – Variation des FV L en fonction des volumes normalise´s des inclusions ( Vg〈Vg〉)
pour diffe´rentes valeurs des parame`tres γ et η. La microstructure est ge´ne´re´e a` partir
de la me´thode des plans radicaux et la fraction volumique globale des inclusions est
fixe´e a` 75% : (a) FV Li = V
i
g
V iV
= γ log
(
V ig
〈Vg〉
)
+η et (b) FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈Vv〉
)γ .
174 Influence des caracte´ristiques morphologiques
TAB. 6.1 – Les valeurs des couples (γ,η) utilise´es dans les simulations et pour les-
quelles f = 75%
Nous avons vu au chapitre 4 que, pour des FV L uniformes, les erreurs de
mode´lisation sont acceptables a` partir d’une fraction volumique globale des inclusions
supe´rieure a` 50%. Dans le cas non uniforme, chacune des FV L des inclusions doit eˆtre
donc aussi supe´rieure a` 0.5. Afin de le ve´rifier, nous avons trace´ sur les figures 6.2 et
6.3 les fonctions de re´partition des FV L pour les deux lois conside´re´es respectivement
pour la microstructure de Poisson-Voronoı¨ et la microstructure ge´ne´re´e a` partir de
la me´thode des plans radicaux. La proportion du nombre de particules ayant une
FV L < 50% est infe´rieure a` 5%.
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(a)
(b)
FIG. 6.2 – Fonction de re´partition des FV L pour la microstructure de Poisson-Voronoı¨ :
(a) FV Li = V
i
g
V iV
= γ log
(
V ig
〈Vg〉
)
+η et (b) FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈VV 〉
)γ .
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(a)
(b)
FIG. 6.3 – Fonction de re´partition des FV L pour la microstructure ge´ne´re´e a` partir de
la me´thode des plans radicaux : (a) FV Li = V
i
g
V iV
= γ log
(
V ig
〈Vg〉
)
+η et (b) FV Li = V
i
g
V iV
=
1
1+η2
(
V iv
〈VV 〉
)γ .
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6.3 Re´sultats des simulations
Nous avons utilise´ la me´thode de Monte-Carlo pour de´terminer les proprie´te´s
effectives en e´lasticite´ line´aire et en fatigue du mate´riau. Le module d’Young et le
coefficient de Poisson de la matrice sont, respectivement, fixe´s a` 1 et 0.25.
6.3.1 ´Elasticite´ line´aire
Pour la microstructure de Poisson de Voronoı¨, le nombre moyen de particules par
unite´ de volume est fixe´ a` 0.15. La taille minimale du V ER en e´lasticite´ line´aire est
19 particules (correspondant a` un cube de dimension 53) et le nombre de re´alisations
ne´cessaires est e´gal a` 100. (erreur relative sur les modules effectifs infe´rieure a` 0.5%).
Concernant la microstructure ge´ne´re´e a` partir de la me´thode des plans radicaux,
9 re´alisations ont e´te´ conside´re´es. Le nombre moyen de particules par re´alisation est
e´gal a` 1520 (erreur relative sur les modules effectifs infe´rieure a` 1%).
La variation des modules e´lastiques effectifs en fonction du parame`tre γ pour les
deux lois de re´partition des FV L est trace´e sur les figures 6.4 et 6.5 respectivement
pour la microstructure de Poisson-Voronoı¨ et la microstructure ge´ne´re´e par la me´thode
des plans radicaux.
Il est clair que, contrairement a` la microstructure de Poisson-Voronoı¨, les modules
e´lastiques de la microstructure ge´ne´re´e par la me´thode des plans radicaux sont tre`s
sensibles au parame`tre γ pour les deux lois conside´re´es. La variation des modules
e´lastiques par rapport au cas ou` γ = 0 (FV L uniformes) peut atteindre 30% pour
certaines valeurs de γ (0.06 pour la premie`re loi et 0.3 pour la seconde).
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(a)
(b)
FIG. 6.4 – Variation des modules e´lastiques effectifs en fonction du parame`tre γ pour la
microstructure de Poisson-Voronoı¨ : (a) FV Li = V
i
g
V iV
= γ log
(
V ig
〈Vg〉
)
+η et (b) FV Li =
V ig
V iV
= 1
1+η2
(
V iv
〈VV 〉
)γ .
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(a)
(b)
FIG. 6.5 – Variation des modules e´lastiques effectifs en fonction du parame`tre γ pour
la microstructure ge´ne´re´e a` partir de la me´thode des plans radicaux : (a) FV Li = V
i
g
V iV
=
γ log
(
V ig
〈Vg〉
)
+η et (b) FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈VV 〉
)γ .
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6.3.2 ´Elasticite´ endommageable par fatigue
Tout comme le cas des simulations pour la de´termination de la taille minimale du
V ER en fatigue (chapitre 5), une loi de fatigue est introduite dans les interfaces.
La microstructure est soumise a` un chargement macroscopique cyclique en ex-
tension simple (E = E11e1 ⊗ e1). La re`gle de cumul line´aire de Miner est utilise´e
et le nombre de cycles avant rupture de chacune des interfaces (Nc) suit la loi suivante :
Nc =
1
1−α
(
εceq
a
)−β
Le niveau de chargement E11 est fixe´ a` 10−4 et les valeurs des parame`tres α, β et
a sont fixe´es a` :
α = 0.5 , β = 3 et a = 0.0038
Nous supposons que εceq est l’extension principale maximale :
εceq = max
x∈c ε
c (x)
Pour la microstructure de Poisson-Voronoı¨, le nombre moyen de particules par
unite´ de volume a e´te´ fixe´ a` 0.15. La taille minimale du V ER en fatigue est 151
particules (correspondant a` un cube de dimension 103) et le nombre de re´alisations
ne´cessaires est e´gal a` 67. Dans ce cas, l’erreur sur le nombre de cycles a` la rupture
(N(50%)) est proche de 5%.
Concernant la microstructure ge´ne´re´e a` partir de la me´thode des plans radicaux,
12 re´alisations ont e´te´ conside´re´es. Le nombre moyen de particules par re´alisation est
e´gal a` 1520.
La variation du nombre de cycles a` la rupture (N(50%)) de la microstructure des
plans radicaux en fonction du parame`tre γ est trace´e sur la figure 6.6. Cette figure
montre que N(50%) est tre`s sensible a` la valeur de γ. Une augmentation de 150% sur
N(50%) par rapport au cas ou` les FV L seraient uniformes (γ = 0) est observe´e pour
les valeurs maximales de γ (0.06 pour la premie`re loi et 0.3 pour la seconde). Puisque
le nombre de cycles avant rupture de chaque interface c est proportionnel a`
(
εceq
)β
(β > 0), cette augmentation de N(50%) devrait s’accompagner d’une modification de
la re´partition des εceq. En particulier, compte tenu du fait que β > 0, les valeurs de εceq
devraient augmenter pour des γ croissants. Pour le ve´rifier, nous avons trace´ sur la
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figure 6.7 les fonctions de re´partition des εceq pour diffe´rentes valeurs de γ. Cette figure
confirme que, en moyenne, les valeurs des de´formations e´quivalentes ont tendance a`
augmenter pour des valeurs croissantes de γ.
(a)
(b)
FIG. 6.6 – Variation du nombre de cycles a` la rupture (N(50%)) en fonction du pa-
rame`tre γ pour la microstructure ge´ne´re´e a` partir de la me´thode des plans radicaux :
(a) FV Li = V
i
g
V iV
= γ log
(
V ig
〈Vg〉
)
+η et (b) FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈VV 〉
)γ .
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FIG. 6.7 – Fonction de re´partition de la de´formation e´quivalente (εeq) pour diffe´rentes
valeurs de γ. La microstructure est ge´ne´re´e a` partir de la me´thode des plans radicaux
et FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈VV 〉
)γ .
Concernant la microstructure de Poisson-Voronoı¨, la variation de N(50%) en
fonction de γ pour la deuxie`me loi (FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈VV 〉
)γ ) est trace´e sur la figure
6.8. Cette figure montre que, tout comme les modules e´lastiques effectifs, N(50%) est
tre`s peu sensible au choix de γ. Les fonctions de re´partition de εeq pour diffe´rentes
valeurs de γ sont aussi tre`s proches (cf. Fig. 6.9).
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FIG. 6.8 – Variation du nombre de cycles a` la rupture (N(50%)) en fonction du pa-
rame`tre γ pour la microstructure de Poisson-Voronoı¨ : FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈VV 〉
)γ .
FIG. 6.9 – Fonction de re´partition de la de´formation e´quivalente (εeq) pour diffe´rentes
valeurs de γ pour la microstructure de Poisson-Voronoı¨ : FV Li = V
i
g
V iV
= 1
1+η2
(
V iv
〈VV 〉
)γ .
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6.4 Conclusions
Dans ce chapitre, l’influence de la re´partition des FV L des inclusions sur le com-
portement effectif du mate´riau en e´lasticite´ line´aire et en fatigue est e´tudie´e pour deux
types de microstructures. Une premie`re ge´ne´re´e par la me´thode de Poisson-Voronoı¨ et
une seconde ge´ne´re´e en appliquant la me´thode des plans radicaux a` un ensemble
de sphe`res polydisperses densifie´es selon une granulome´trie fixe´e a` l’avance. La
re´partition des volumes des re´gions de Voronoı¨ obtenues est alors homothe´tique a`
celle des sphe`res.
Deux lois de re´partition des FV L de´pendant de deux parame`tres γ et η ont e´te´
conside´re´es. η se calcule en fonction de la fraction volumique globale des inclusions
et une e´tude parame´trique sur γ a e´te´ mene´e.
Dans un premier temps, les simulations ont e´te´ re´alise´es en e´lasticite´ line´aire. Il
a e´te´ observe´ que, pour la microstructure de Poisson-Voronoı¨, les modules line´aires
effectifs sont tre`s peu sensibles a` γ. En revanche, pour la microstructure ge´ne´re´e par la
me´thode des plans radicaux, les proprie´te´s effectives sont beaucoup plus sensibles a` γ.
Une diminution de 30% par rapport au cas des FV L serait uniformes a e´te´ observe´e
pour certaines valeurs de γ.
Dans un second temps, une loi de fatigue a e´te´ introduite dans le compor-
tement des interfaces. Le nombre de cycle a` la rupture, N(50%) (correspondant
a` une diminution de 50% de l’e´nergie e´lastique a` l’e´tat vierge) a e´te´ e´tudie´ en
fonction de γ. Pour la microstructure de Poisson-Voronoı¨, et tout comme le cas
line´aire e´lastique, N(50%) est tre`s peu sensible au choix de γ. En revanche, pour
la microstructure ge´ne´re´e par la me´thode des plans radicaux, une augmentation de
150% par rapport au cas des FV L uniformes a e´te´ observe´e pour certaines valeurs de γ.
Il est donc conclu que, dans le cas ge´ne´ral, les proprie´te´s effectives de´pendent a` la
fois de la re´partition des volumes des re´gions de Voronoı¨ et des FV L des inclusions.
Il est donc ne´cessaire de comple´ter cette e´tude par des simulations sur d’autres
microstructures en faisant varier la re´partition des volumes des re´gions de Voronoı¨.
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Dans ce travail de the`se, un mode`le discret tridimensionnel de´die´ a` la pre´diction
des proprie´te´s e´lastiques line´aires et endommageables des mate´riaux granulaires
cohe´sifs (matrice+inclusions) tel que les be´tons bitumineux est pre´sente´. Le mate´riau
est conside´re´ comme un assemblage d’inclusions cohe´sives infiniment rigides. La
mosaı¨que de Voronoı¨ pour un ensemble de sphe`res et sa triangulation duale de
Delaunay sont utilise´es pour mode´liser les aspects ge´ome´triques du proble`me. Le
comportement me´canique des contacts entre particules est mode´lise´ par une loi
d’interface. Une me´thode d’homoge´ne´isation discre`te est employe´e pour l’estimation
des proprie´te´s effectives du mate´riau.
La validite´ et les limitations du mode`le sont discute´es a` travers des comparaisons
avec des simulations par la me´thode des e´le´ments finis sur des cellules unitaires
pe´riodiques re´gulie`res dans le cas limite ou` les inclusions sont infiniment rigides. Les
microstructures choisies sont le re´seau cubique simple (CS) et le re´seau cubique centre´
(CC). Les re´sultats des comparaisons montrent que les estimations du mode`le discret
propose´ sont acceptables (erreur < 15%) pour des densite´s volumiques d’inclusions
assez e´leve´es ( f > 50%).
Les estimations par la me´thode des e´le´ments finis des proprie´te´s effectives dans
le cas limite ou` les inclusions sont infiniment rigides ont e´te´ compare´es a` celles
prenant en compte la rigidite´ des inclusions pour trois fractions volumiques d’agre´gats
( f = 61%, 73% et 80%). Les re´sultats des comparaisons pour f = 61% montrent que
l’erreur est significative (> 15%) lorsque le rapport entre le module d’Young de la
matrice et celui des inclusions (EI/EM) est infe´rieur a` 100.
Afin d’ame´liorer le mode`le pour le re´seau CS, un mode`le analytique prenant en
compte la de´formation des inclusions a e´te´ de´veloppe´. Les estimations du mode`le
analytique ont e´te´ compare´es a` celles obtenues par la me´thode des e´le´ments finis.
Les re´sultats montrent que l’erreur relative est acceptable aussi bien pour les faibles
que pour les fortes fractions volumiques des inclusions. Les proprie´te´s effectives du
mode`le analytique dans le cas limite ou les inclusions sont infiniment rigides ont
e´te´ compare´es aussi a` celles prenant en compte les de´formations des inclusions. Les
re´sultats montrent que l’erreur relative est un peu infe´rieure quand le rapport entre la
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rigidite´ des inclusions et celle de la matrice augmente. Il a e´te´ conclu encore une fois
que le mode`le discret propose´ doit eˆtre re´serve´ au cas EI/EM > 100.
Apre`s les comparaisons et l’e´tude des limitations, le mode`le propose´ est utilise´
dans deux applications : la de´termination de la taille minimale du V ER en e´lasticite´
line´aire et en fatigue, et l’e´tude de l’influence des caracte´ristiques morphologiques sur
le comportement effectif.
La de´termination de la taille du V ER est effectue´e sur des microstructures
ale´atoires ge´ne´re´es par la me´thode de Voronoı¨. Le processus de Poisson a e´te´ utilise´
pour ge´ne´rer un ensemble de points a` l’inte´rieur d’un volume V. La fraction volumique
locale des inclusions est suppose´e uniforme.
Dans un premier temps, des simulations nume´riques en e´lasticite´ line´aire, ont e´te´
mene´es sur plusieurs tailles du volume e´le´mentaire V. Pour chaque taille, plusieurs
re´alisations et trois conditions aux limites sont conside´re´es : (1) conditions aux
limites pe´riodiques (PERIODIC), (2) uniformes en translations (KUBC1) et (3)
uniformes en translations et rotations (KUBC2). Les re´sultats montrent que, pour
des tailles croissantes de V, les valeurs moyennes obtenues avec KUBC1 et KUBC2
convergent vers PERIODIC. En outre, les conditions aux limites de type PERIODIC
me`nent a` une convergence plus rapide : les proprie´te´s e´lastiques effectives peuvent
eˆtre de´termine´es non seulement par des simulations nume´riques sur des e´le´ments
de volume de grandes tailles, mais e´galement en tant que valeurs moyennes des
proprie´te´s e´lastiques de volumes plus petits, a` condition que le nombre de re´alisations
conside´re´es soit suffisant. La taille minimale du V ER est environ 19 grains dans le
mate´riau conside´re´.
Dans un second temps, une loi de fatigue a e´te´ introduite dans les interfaces. Le
nombre de cycles avant rupture de chacune des interfaces est calcule´ en utilisant la
re`gle de cumul de Miner. Deux modes de rupture ont e´te´ envisage´s (1) chaque interface
subit une de´gradation continue de sa rigidite´ (variant de 0 a` 1) et (2) la rupture de
chaque interface est brutale (la de´gradation vaut 0 ou 1). Les re´sultats des simulations
montrent que la valeur moyenne du nombre de cycles a` la rupture de N(50%) (50%
de la rigidite´ initiale) diminue lorsque la taille du V ER augmente. L’erreur relative par
rapport a` la valeur asymptotique varie entre 28% pour une taille de 19 grains et 0.5%
pour une taille de 507 grains. La taille qui a e´te´ retenue est de 151 grains (erreur rela-
tive 4%). Cette taille est plus grande que celle de´termine´e dans le cas e´lastique line´aire.
Enfin le mode`le propose´ a e´te´ applique´ a` l’e´tude de l’influence des caracte´ristiques
morphologiques sur les proprie´te´s effectives du mate´riau. Une e´tude parame´trique qui
porte sur la re´partition des fractions volumiques locales des inclusions (FV L) a e´te´
mene´e.
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Les simulations en e´lasticite´ line´aire ont montre´ que, a` fraction volumique
globale d’inclusions constante, la rigidite´ line´aire effective des mate´riaux ale´atoires
conside´re´s de´pend de la distribution de la fraction volumique locale des inclusions.
Deux fonctions des FV L ont e´te´ conside´re´es : (1) la FV L de l’inclusion i est une
fonction logarithmique de son volume V ig (FV Li = γ log
(
V ig〈
Vg
〉)+η) et (2) la FV L
de l’inclusions i est de la forme FV Li = 1
1+η2
(
V iv
〈Vv〉
)γ .
Une e´tude parame´trique sur γ a e´te´ mene´e pour les deux fonctions propose´es. Deux
types de microstructures ont e´te´ conside´re´s : La microstructure de Poisson-Voronoı¨ et
une microstructure ge´ne´re´e a` partir du pavage du Voronoı¨ d’un ensemble de sphe`res.
Il a e´te´ observe´ que, pour la microstructure de Poisson-Voronoı¨, les modules
line´aires effectifs sont tre`s peu sensibles a` γ. En revanche, pour la microstructure
ge´ne´re´e par la me´thode des plans radicaux, les proprie´te´s effectives sont beaucoup
plus sensibles a` γ. Une diminution de 30% par rapport au cas des FV L uniformes a e´te´
observe´e pour certaines valeurs de γ.
En fatigue, tout comme le cas e´lastique line´aire, le nombre de cycles a` la rupture
(N(50%)) pour la microstructure de Poisson-Voronoı¨ est tre`s peu sensible au choix
de γ. Par contre, pour la microstructure ge´ne´re´e par la me´thode des plans radicaux,
une augmentation de 150% par rapport au cas des FV L uniformes a e´te´ observe´e pour
certaines valeurs de γ.
Il a e´te´ donc conclu que les proprie´te´s effectives en e´lasticite´ line´aire et en fatigue
de´pendent a` la fois des FV L des inclusions et de la morphologie de la microstructure
(granulome´trie des inclusions).
Les perspectives de ce travail sont vastes. En effet il est possible d’introduire
plusieurs ame´liorations aussi bien sur les aspects ge´ome´triques que sur les aspects
me´caniques de la mode´lisation.
Pour les aspects ge´ome´triques de la microstructure, il est possible d’introduire
des sophistications base´es sur les e´tudes morphologiques des enrobe´s bitumineux
par analyse d’images re´alise´es a` la division MSC du Laboratoire Central des Ponts
et Chausse´es (LCPC) a` Nantes (Bonnet (2002), Hammoum et al. (2003), Hammoum
et Hornych (2004)). On pourrait, pour cela, utiliser d’autres processus de ge´ne´ration
ale´atoire de points tels que le processus de Neyman-Scott ou le processus de Gibbs.
On pourrait aussi utiliser la tessellation de Voronoı¨ ge´ne´ralise´e a` un ensemble d’objets
tels que des segments de droite ou des ellipsoı¨des.
La re´partition des FV L des inclusions pourrait eˆtre de´duite a` partir de ces essais.
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Concernant les aspects me´caniques, d’une part, il est possible de tenir compte de
la de´formation des inclusions en introduisant des degre´s de liberte´s supple´mentaires
de´crivant une de´formation homoge`ne dans chaque grain. On aurait alors trois trans-
lations, trois rotations et six de´formations associe´es a` chaque grain, multipliant par
deux le nombre de d.d.l.
D’autre part, il est aussi possible d’introduire d’autres lois de comportement
dans les interfaces inter-granulaires. En particulier, une loi thermo-visco-e´lastique
endommageable ou encore une loi thermo-visco-e´lasto-plastique endommageable
pour tenir compte du phe´nome`ne de l’ornie´rage et des effets de la tempe´rature et de la
viscosite´ du bitume. Ces lois pourraient eˆtre identifie´es a` partir de l’essai de rupture
locale re´pe´te´e du bitume re´alise´ a` la division MSC-Nantes du LCPC (De La Roche
et al. (1999)), ou encore inspire´es des lois propose´es par Bodin (2002).
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Annexe

Annexe A :
Quelques me´thodes ite´ratives pour la
re´solution des e´quations non line´aires
Dans cette annexe, nous pre´sentons les grandes lignes des deux me´thodes
ite´ratives utilise´es pour la de´termination du parame`tre η dans l’e´tude parame´trique sur
l’influence de la re´partition des FV L des inclusions sur le comportement effectif du
mate´riau.
On rappelle que les deux lois de re´partition des FV L que nous avons conside´re´es
sont :
FV Li =
V ig
V iV
= γ log
(
V ig〈
Vg
〉)+η
et
FV Li =
V ig
V iV
=
1
1+η2
(
V iv
〈Vv〉
)γ
Les deux fonctions pre´ce´dentes de´pendent de deux parame´tres γ et η. On notera
ki(γ,η) la FV L de l’inclusion i. Pour γ fixe´, ki ne de´pend plus que de η :
ki(γ,η) = ki(η) ∀i = 1..N
Pour une fraction volumique globale des inclusions ( f ) fixe´e, η doit ve´rifier :
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f −
∑
i
(
ki(η)V iv
)
∑
i
V iv
= 0 (A.1)
ou` (V iv , i = 1..N) sont les volumes des re´gions de Voronoı¨.
On se rame`ne donc a` la re´solution d’une e´quation de la forme :
h(x) = 0
ou` h est une fonction non line´aire.
Pour la pre´mie`re loi de re´partition des FV L, nous avons utilise´ la me´thode du point
fixe pour la re´solution de (A.1). Concernant la deuxie`me loi de re´partition, la me´thode
de Newton-Raphson a e´te´ choisie.
Dans la suite, nous pre´sentons les grandes lignes de ces deux me´thodes.
A.1 Me´thode du point fixe
Cette me´thode tre`s simple a` implanter repose sur la transformation suivante.
On transforme l’e´quation h(x) = 0 en l’e´quation x + h(x) = x et en nommant
g(x) = x+h(x), le proble`me h(x) = 0 revient a` x = g(x).
La me´thode repose sur les e´tapes suivantes :
On se donne x0 (proche de la solution si possible)
On calcule x1 = g(x0)
Puis x2 = g(x1)
Puis x3 = g(x2)
.
.
.
xk = g(xk)
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Et on espe`re que, au bout de plusieurs (e´ventuellement beaucoup) ite´rations k, xk
converge vers une valeur x∗. S’il y a convergence, on a la relation :
x∗ = g(x∗)
D’apre`s la de´finition de la fonction g, il s’ensuit que :
g(x∗) = x∗+h(x∗)
et
x∗ = x∗+h(x∗)
0 = h(x∗)
Il s’ensuit que si les ite´rations sur la fonction g convergent, la valeur obtenue par
convergence correspond a` une solution de l’e´quation h(x) = 0.
De´finition : x∗ est un point fixe d’une fonction g si x∗ = g(x∗).
S’il y a convergence, le point fixe de g est une solution de h(x) = 0.
La convergence (succe`s) de la me´thode du point fixe de´pend de la forme de h et de
l’estime´ de de´part x0 .
The´ore`me 1 : Si la fonction g(x) construite a` partir de la fonction h(x), telle que
g(x) = x+h(x) a une de´rive´e g′(x) telle que |g′(x)|< 1 pour tous les points x, alors la
me´thode du point fixe converge vers le point fixe x∗ avec h(x∗) = 0.
Ce the´ore`me est une condition suffisante pour assurer le succe`s (convergence) de
la me´thode du point fixe. Elle n’est pas ne´cessaire (indispensable) pour assurer le
succe`s.
A.2 Me´thode de Newton-Raphson
La me´thode du point fixe n’est pas tre`s rapide et demande plusieurs ite´rations avant
d’obtenir une bonne approximation de la solution. Il existe donc des me´thodes plus
efficaces comme la me´thode de Newton-Raphson pour re´soudre l’e´quation h(x) = 0.
La formule de la me´thode de Newton-Raphson est la suivante
204 Annexe A
xk+1 = xk− h(xk)h′(xk)
C’est une me´thode ite´rative qui fait intervenir la fonction h(x), la de´rive´e h′ de la
fonction h(x) et un estime´ de de´part. Cette me´thode est de la forme ge´ne´rale
xk+1 = g(xk) ou`
g(xk) = xk− h(xk)h′(xk)
C’est donc une me´thode de type point fixe. Lorsque cette me´thode converge vers
le point fixe x∗, x∗ = g(x∗) ce qui signifie que h(x∗)/h′(x∗) = 0 et donc que h(x∗) = 0
(en supposant que h′(x∗) 6= 0) . il s’ensuit que si la me´thode converge, elle converge
vers la solution de l’e´quation h(x) = 0.
Pour que cette me´thode fonctionne bien, il faut que la fonction f ait une de´rive´e h′
et que cette de´rive´e ne soit pas nulle a` la solution x∗ car la me´thode fait une division
par h′(x).
Cette me´thode converge vers une solution de l’e´quation h(x) = 0. Meˆme avec le
meˆme estime´ de de´part que la me´thode du point fixe, elle n’a pas conduit a` la meˆme
solution que la me´thode du point fixe. On peut noter qu’en trois ite´rations, on obtient
une tre`s bonne approximation de la solution. Cette me´thode est en ge´ne´ral plus rapide
que la me´thode du point fixe mais elle est tre`s sensible a` l’estime´ de de´part.
The´ore`me 2 : Si la fonction h(x) est telle que
∣∣∣h(x)h′′(x)h′(x)2 ∣∣∣ < 1 pour tous les x, la
me´thode de Newton Raphson converge.
De´monstration :
On a vu que cette me´thode est une me´thode du point fixe avec g(x) = x− h(x)h′(x) . Si
on calcule la de´rive´e g′(x), on obtient :
g′(x) =
h(x)h′′(x)
h′(x)2
D’apre`s le the´ore`me de la section pre´ce´dente, il suffit que |g′(x)| < 1 ; il s’ensuit
que
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∣∣∣∣h(x)h′′(x)h′(x)2
∣∣∣∣< 1
Il n’est pas toujours facile d’utiliser ce the´ore`me dans la pratique car l’ine´galite´
pre´ce´dente n’est pas facile a` traiter.
