This paper presents an analysis about the courses evaluation made by university students together with their results in the corresponding exams. 
INTRODUCTION
The evaluation of university education is an important process whose results can be used in the programming and management of the educational activities by monitoring resources (financial, human, structural and others), services (orientation for students and administrative offices), students careers, courses and occupancy rate. In order to evaluate all these aspects, it is important to analyse the opinion of the users of university education, i.e. the students.
The evaluation of the learning process falls in the context of the Educational Data Mining (EDM), an emerging and interesting research area that aims to identify previously unknown regularities in educational databases, to understand and improve student performance and the assessment of their learning process. As described in , EDM uses statistical, machine learning and data mining algorithms on different types of data related to the field of education. It is concerned with developing methods for exploring these data to better understand the students and the frameworks in which they learn thus possibly enhancing some aspects of the quality of education. Data mining techniques have also been applied in computer-based and web-based educational systems (see, e.g., Romero et al., 2008) ). In this paper, we use a data mining approach based on K-means clustering to link the evaluation of courses taken by students with their results, in terms of average grade and delay in the corresponding exams. We also analyse the evaluation of courses over the years in order to identify similar behaviors or particular trends among courses, by using an approach similar to time series clustering (see, e.g., (Liao, 2005) ).
This study deepens the analysis presented in (Campagni et al., 2013) and is analogous to that used in (Campagni et al., 2012a; Campagni et al., 2012b; Campagni et al., 2012c) . The analysis refers to a real case study concerning an Italian University but it could be applied to different scenarios, except for a possible reorganization of the involved data. The data set is not very large but allows us to illustrate a quite general methodology on a real case study. Our approach uses standard data mining techniques, but we think very interesting the concrete possibility of applying these techniques to find and analyse patterns in the context of university courses evaluation, even in large universities.
DATA FOR ANALYSIS
In this section, we describe how courses are evaluated by students at the University of Florence, in Italy, with the aim of providing a methodology to search for regularities in data concerning courses evaluation. Therefore, the steps we present can be ap-plied also in other academic contexts. In particular, we refer to a Computer Science degree of the Science School, under the Italian Ministerial Decree n. 509/1999. This academic degree was structured over three years and every academic year was organized in two semesters; there were several courses in each of these six semesters and at the end of a semester students could take their examinations. Exams could be taken in different sessions during the same year, after the end of the corresponding courses, or later. Table 1 illustrates an example of students data after a preprocessing phase which allow us to integrate original attributes, such as the grade and the date of the exam, with both the semester in which the course was given, Semester1, and the semester in which the exam was taken, Semester2. Finally, we can compute the value Delay as the difference between the semester of the course and the semester in which the student took the exam. We highlight that the values of attributes Semester1 and Semester2 are not usually stored in the databases of the universities, therefore this preprocessing phase may be onerous.
At the University of Florence, starting from the academic year 2001/2002, a database stores information about evaluation of the courses quality of various degree programs, among which we find the degree under consideration. The results of this process are available at the address (SISValDidat), under permission of the involved teacher, and show for each course several pieces of information, such as the name of the teacher who took the course and the average rating given by students on various topics. Before the end of each course (at about 2/3 of the course), students compile, anonymously, a module to express their opinion on the course just taken. This form is divided into the following five paragraphs:
• paragraph 1, concerns the organization of the degree program; • paragraph 2, concerns the organization of the course; • paragraph 3, concerns the teacher;
• paragraph 4, concerns classrooms and equipment;
• paragraph 5, concerns the general satisfaction about the course. Each paragraph is composed by some questions; students can choose among four levels of answers, two negative and two positive levels (disagree, slightly disagree, slightly agree, agree). For details the interested reader can see the sample of the module in (SISValDidat).
For each course of an academic year and for each paragraph, we can compute the percentage of positive answers, that is, of type slightly agree and agree by grouping together all questions belonging to the same paragraph and their average percentage value.
To relate data of students careers with courses evaluation, for each course we can compute the average grade and the average delay attained by students who took the exam in the same year. An example of this data organization is illustrated in the first four columns of Table 2 . As already observed, the evaluation of courses is anonymous and is done only by students who really take the course, therefore, in this kind of organization, it may happen to consider information concerning exams of students who may not be the same students who evaluated the courses. As a consequence, we can only compare the results of courses evaluation in a specific year with the aggregate results of students who took the corresponding exams in the same period. However, this data organization does not change a lot if it was possible to identify the students involved in the courses evaluation in order to connect properly the results of the evaluation with those of exams. Obviously, in this case we should ensure the privacy of results, for example by using a differential privacy approach (see, e.g., (Dwork, 2008) ).
After a preprocessing phase, we can organize students and evaluation data into two different ways by taking into account the following fields:
• Exam, the code which identifies an exam;
• Year, the year of the evaluation;
• AvgGrade, the average grade of the exam;
• AvgDelay, the average delay, in semesters, of students exams;
• Park(t), the percentage of positive evaluations of paragraph k at time t.
In particular, Table 2 illustrates a sample of the dataset which can be used to compare examination results and courses evaluation while Table 3 represents a sample of data that can be used to analyze the evolution over the years of courses evaluation. As we will illustrate in Section 3, data organized as in Table 2 will be clustered with K-means algorithm by using the Euclidean distance to separate the multidimensional points representing some characteristic of a course in a specific year; data organized as in Table 3 will be represented in the plane as trajectories corresponding to the evaluation of courses over the years and will be clustered with the Manhattan distance. Both these approaches can be used to find regularities in courses evaluations and can highlight criticalities or suggest improvements in the teaching organization. 
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K-MEANS CLUSTERING WITH EUCLIDEAN AND MANHATTAN DISTANCES
Among the different data mining techniques, clustering is one of the most widely used methods. The goal of cluster analysis is to group together objects that are similar or related and, at the same time, are different or unrelated to the objects in other clusters. The greater the similarity (or homogeneity) is within a group and the greater the differences between groups are the more distinct the clusters are. K-means is a very simple and well-known algorithm based on a partitional approach; it was introduced in (MacQueen, 1967) and a detailed description can be found in (Tan et al., 2006) . In this algorithm, each cluster is associated with a centroid and each point is assigned to the cluster with the closest centroid by using a particular distance function. The centroids are iteratively computed until a fixed point is found. The number K of clusters must be specified. In particular, in this paper we use both the Euclidean and Manhattan distance; in the first case, the centroid of a cluster is computed as the mean of the points in the cluster while in the second case the appropriate centroid is the median of the points (see, e.g., (Tan et al., 2006) ). The evaluation of the clustering model resulting from the application of a cluster algorithm is not a well developed or commonly used part of cluster analysis; nonetheless, cluster evaluation, or cluster validation, is important to measure the goodness of the resulting clusters, for example to compare clustering algorithms or to compare two sets of clusters. In our analysis we measured cluster validity with correlation, by using the concept of proximity matrix and incidence matrix. Specifically, after obtaining the clusters by applying K-means to a dataset, we computed the proximity matrix P = (P i, j ) having one row and one column for each element of the dataset. In particular, each element P i, j represents the Euclidean, or Manhattan, distance between elements i and j in the dataset. Then, we computed the incidence matrix I = (I i, j ), where each element I i, j is 1 or 0 if the elements i and j belong to the same cluster or not. We finally computed the Pearson's correlation, as defined in (Tan et al., 2006, page 77) , between the linear representation by rows of matrices P and I. Correlation is always in the range -1 to 1, where a correlation of 1 (-1) means a perfect positive (negative) linear relationship.
As a first example, Table 4 illustrates the final grade and the graduation time, expressed in years, of a sample of graduated students. By applying the K-means algorithm to this dataset, with K = 2, FinalGrade and Time as clustering attributes and by using the Euclidean distance, we obtain the following two clusters, in terms of the student identifiers: C 1 = {100, 400, 600, 700} and C 2 = {200, 300, 500}; the centroids of the clusters have coordinates C 1 = (107, 3.5) and C 2 = (96, 5.33), respectively. Tables   5 and 6 show the proximity matrix and the incidence matrix corresponding to clusters C 1 and C 2 of the data set illustrated in Table 4 . The Pearson's correlation between the linear representation of these two matrices is −0.59, a medium value of correlation. As another example, Table 7 shows a sample of data concerning courses evaluation: in particular, each row contains the exam identifier and the percentage of positive evaluation of a generic paragraph at time t i , for i = 1, · · · , 4. We can apply the K-means algorithm to the dataset in Table 7 , with K = 2, Par(t i ), for i = 1, · · · , 4, as clustering attributes and by using the Manhattan distance. This means to represent each element of the data set as a broken line connecting the points (t i ,Par(t i )), for i = 1, · · · , 4, in the cartesian plane. The Manhattan distance between two broken lines thus corresponds to the sum of the vertical distances between the ordinates. By using the K-means algorithm, we obtain the following two clusters in terms of course iden- Figure 1 illustrates the clustering result by evidencing the centroids C 1 and C 2 . Table 7 with K = 2 and Manhattan distance, centroids in evidence.
Also in this case we can compute the Pearson's correlation by using the proximity and the incidence matrices computed by using the Manhattan distance.
The Case Study
As already observed, the real datasets we analysed concern courses and exams during the academic years from 2001/2002 to 2007/2008 at the Computer Science program of the University of Florence, in Italy. In particular, the first data set is organized as illustrated in Table 2 and refers to the evaluation of 40 courses in seven different years. We explicitly observe that we did not consider in our analysis those courses evaluated by a small number of students. For clustering, we used the K-means implementation of
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Weka (Witten et al., 2011) , an open source software for data mining analysis. The aim was to find if there is a relation between the valuation of a course and the results obtained by students in the corresponding exam. We performed several tests with different values of the parameter K and we selected different groups of attributes. We point out that the attributes selection is an important step and should be done according to the preference of an expert of the domain, for example the coordinator of the degree program. For each choice of attributes, we applied the K-means algorithm with the Euclidean distance to identify the clusters; then, we computed the Pearson's correlation by using the proximity and incidence matrices. The tests we performed pointed out that the exams having good results, in terms of average grade and delay, correspond to courses having also a good evaluation from students.
In Table 8 , which also contains the average values relative to the full data set. The cluster number 0, which correspond to 88 blue stars in the figures, contains the courses which students took with small delay and that they evaluated positively. On the other hand, cluster number 1, corresponding to 66 red stars, contains those courses which students took with a large delay and that they evaluated less positively. We observe that the centroids of the two clusters are very close relative to the attribute Par4 which concerns classrooms and equipment. This is also evidenced from Figures 4 and 5 , where the blue and red stars are less separated than those in Figures 2 and 3 . The Pearson's correlation corresponding to these clusters is equal to −0.35. We obtained an improvement by excluding the attribute Table 8 with AvgGrade and Par4 in evidence.
Par4 from clustering, in fact in this case we find a correlation equal to −0.51. In general, our tests evidenced that the paragraphs evaluations which are more correlated with students results regard attributes Par2 and Par3, that is, those concerning the course organization and the teacher. We point out that the value K = 2 gave the best results in terms of correlation.
Among the courses considered in the previous data set, we selected those evaluated all seven years, for a total of sixteen courses, some in Mathematics and others in Computer Science. This time we are interested in analysing data organized as in Table 3 , by considering the evaluation of a particular paragraph over the years. The aim was to find if there are similar behaviors among courses, that is, if we can classify courses according to their evaluations. We performed several tests, by choosing a paragraph at a time. For each choice of attributes, we applied the K-means algorithm with the Manhattan distance to identify the clusters; also in this case we computed the Pearson's correlation by using the proximity and incidence matrices. Table 9 , which also contains the median values relative to the full data set. The Pearson's correlation corresponding to these clusters is equal to −0.64.
The figure puts well in evidence that the courses are divided into two clusters with well distinct centroids. The red cluster contains courses that have been evaluated better over the years while the blue cluster corresponds to courses that students rated worse. Figure 6: Clusters of Table 9 with centroids in evidence: each line represents the percentage of positive evaluations about the organization of a course (paragraph 2) over the years 2001-2007. What is interesting, though not surprising, is that all courses in the red cluster are Computer Science courses while the blue cluster contains many Mathematics courses. We highlight that the centroids show rather clearly the behavior of the assessment over the years. In particular, the evaluation of the courses in the blue cluster has improved over the years while that of courses in the red cluster has remained more stable. Also in this case the best results in terms of correlation were found with K = 2; however, with K = 4 we found the courses rated worse distributed into two clusters, one of which contains only the Mathematics courses. The corresponding centroid illustrates a gradual improvement of the assessment for this type of courses during the years under examination.
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CONCLUSION AND FUTURE WORK
The results of the previous sections show, in a formal way with data mining techniques, that there is a relationship between the evaluation of the courses from students and the results they obtained in the corresponding examinations. In particular, the analysis performed on data related to the Computer Science degree program under examination illustrates that the courses which received a positive evaluation correspond to exams in which students obtained a good average mark and that they took with a small delay. Conversely, the worst evaluations were given to those courses which do not match good achievements by students.
The analysis based on clustering with Manhattan distance allows us to classify courses according to the assessment received by students and can highlight some regularities that emerge over the years or points out some trend reversals due to changes of teachers. In the Computer Science degree program just considered, for example, we observe the trend to give not so good evaluation to Mathematics courses. Results of this type point out a critical issue in the involved courses and can be used to implement improvement strategies.
We wish to emphasize that our analysis refers to the courses evaluation that students make before taking the exams and knowing their grades. In fact, as already observed, the evaluation module is given to students before the end of the course. Surely, there is the risk that their judgment is influenced by the inherent difficulty of the course or by the comments made by students of the previous years. To this purpose, it is important that during the module compilation the teacher explains that a serious assessment of the course can increase the quality level of the involved services. Students represent the end-users as well as the principal actors of the formative services offered by the University and the measure of their perceived quality is essential for planning changes. However, the results of courses evaluation should always be considered in a critical way and should not have the goal of simplifying the contents to get best ratings.
In general, many other factors should be considered for evaluating courses and student success, as addressed in . The approach used in this work could be refined and deepened if it was possible to identify the students involved in the courses evaluation in order to connect properly the results of the evaluation with those of exams. Moreover, it would be interesting to connect the assessment of students with other information such as the gender of students and teachers or the kind of high school attended by students. Starting from the academic year 2011/2012, the University of Florence began to manage on line the evaluation module described in Section 2. Therefore, in a next future, it might be possible to proceed in this direction, taking into account appropriate strategies to maintain privacy.
An interesting additional source of information could be given by social media sites, such as Facebook or Twitter, used by students to post comments about courses and teachers. It would be useful to link this information with the results of students and their official evaluations about teachings, in order to take into account more feedbacks. In such a context, it might be interesting to use text mining techniques to classify the student comments and enrich the database for an analysis similar to that illustrated in this work.
