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Abstract
One of the most popular areas of study in pattern recognition which has now become the centre of many
researchers’ attention is Writer Identification. A more recent development in the area is Twins Handwriting
Identification which has now become not only an important, but also widely popular area of study especially in
the fields of forensic research and biometrical identification. In terms of biometrical identification, it is known that a
pair of twins may share various similar traits genetically. Forensic evidence can be easily obtained from handwriting
samples. Therefore, in order to achieve reliable and accurate identification based on handwriting, it is important for
the similarities in the writing traits of a pair of twins to be differentiated. In identifying an individual, handwriting
style can be analyzed to allow the implicit representation of the unique hidden features of the individual’s
handwriting. Said unique features can help in identifying the writer of the text which can be essential when
identifying the writer between a pair of twins. Previous studies in authorship identification were highly
concentrated in the study of the classification task as well as features extraction. However, the issue of the
similarities in the traits of a pair of twins’ handwriting were not taken into account thus, leaving a high possibility
of degrading the performance of the classification process. Therefore, in order to achieve better input for the
classification task, this article will discuss an additional process which can better represent an individual’s personal
features through the transformation of the similarities via discretization protocol. The additional process can help
improve the level of identification for Individuality of Handwriting of a pair of twins.
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1 Introduction
Despite the advancement and technological achievement
of the current age, documents are still printed on paper
and widely exchanged, hence the need for Writer Identi-
fication (WI). WI helps to properly identify the writer of
a handwritten document. Shapes and styles of an indivi-
dual’s handwriting contain hidden personal traits of the
writer which can contribute to the process of handwrit-
ing identification in dynamic biometric study. The bio-
metric features are used to identify the identity of the
writer [1-4]. This is also applicable in the case of identi-
fying the writer between a pair of twins. Through study-
ing the signature, WI is commonly used to authenticate
legal paper. WI can also be used in identifying the
authorship of documents without signature, such as let-
ters of threat, historical, or ancient manuscripts and
other documents only containing handwritten text with-
out the person’s signature. The current technology
allows WI to be performed even with the use of limited
samples of handwriting. In the field of handwriting ana-
lysis for forensic purposes, WI holds great importance
and is widely used on evidence to be used in the court-
room [5-8]. Therefore, the many issues and challenges
in Twins Handwriting Identification need to be given
attention for further investigation.
The Twins Handwriting Identification is a quite popu-
lar area of research in pattern recognition and computer
vision fields as it, in some situations, provides the only
means of discovering the real writer of a written text
out of a group of people [9,10].
Proven through previous studies on twins’ biometric
identification which include the studies on the discri-
minability between the fingerprints of a pair of twins
[11], DNA analysis [12], computational discriminability
analysis on the fingerprints of a pair of twins [13],
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coefficient values shown in individual sets which form of
unique code for an individual’s face [14], natural physio-
logical traits is unchanging throughout an individual’s
life. However, unlike an individual’s psychological traits
which remain constant, the association between an indi-
vidual’s handwriting with the individual’s behavioral nat-
ure allows the handwriting of the individual to change
according to the changes in their behavior and provide a
strong reasoning behind the study of handwritings [15].
Distinguishing the handwriting of a pair of twins is a
challenge in the area of biometric study. Throughout
the years, it has been noticed that the unique features of
an individual is embedded in the individual’s handwrit-
ing. Therefore, through studies and with the current sta-
tus of knowledge, various techniques have been
developed and further improved to properly study hand-
writing samples [15].
Through studying a pair of twins’ handwriting, the
writer can efficiently be distinguished. This form of
study has been proven to be more complex compared
to studying the handwriting of non-twins. This is due to
the fact that the resemblance of a pair of twins’ charac-
teristics is also shown in their writing manners which
generate similar features in their handwriting. There are
two stages of the identification phase: the analysis of the
individual feature as well as the identification of the fea-
tures with similarities and the capture of the features.
The results of the stages will be the functions and are
computerized with the help of the classical method of
identification.
In identifying the author of a handwritten text, pre-
vious studies on WI have shown more interest in the
tasks of feature extraction classification. However, most
work did not focus on the additional step which in this
article will be focusing. The additional step aims to pro-
vide better representation for the input which will be
used in the classification process. Better representation
of the input can help in a way that the classification
task can be done more quickly and accurately for the
real writer to be more accurately identified especially in
the case of handwriting identification of a pair of twins.
The features extracted in the feature extraction process
show that the handwriting of a pair of twins has very
similar representations which causes a problem once the
input is used in the classification process as similarities
will lower the accuracy of the classification task. This
article will provide the discussion on the additional step
of transformation where the closely similar representa-
tion of features are transformed into clearer and better
representations which can represent each twin.
2 Individuality of Twins Handwriting
An individual’s nature can be seen through his or her
handwriting and the hypothesis as mentioned in [16-18]
stated that a person’s individuality in writing shows
through the fact that said person has a consistent from
of handwriting. These figures are samples of handwrit-
ten texts from three pairs of twins. Figure 1 shows a
sample of handwritten text of the same characters and
Figure 2 samples with different characters. It can be
seen that the shape of the writings are only slightly dif-
ferent when the author is the same writer in a pair of
twins while have more defined difference for different
authors in a pair of twins although the height of the
writings are similar. This difference is ‘Individuality of
Handwriting’ in which the difference in handwriting is
still evident even between a pair of twins. This form of
individuality is measurable by the variances where the
feature of the writer (intra-class) has to be of lower
value than that of different writers (inter-class) [19-21].
Individual features are considered good and acceptable
if the features have the lowest similarity error for one
author in a pair of twins (intra-class) and highest simi-
larity error for both authors in a pair of twins (inter-
class) [19]. Therefore, individual features need to be
acquired from the samples of handwritten texts to be
able to identify the authorship of the text when the
identification involves a pair of twins. This concept of
handwriting individuality was defined and discussed in
[22] as authorship invarianceness.
3 Unique representation
Features are used as input in the identification process
used by the classifier; therefore, it is important to obtain
good and reliable features in order to achieve accurate
and clear identification. It is common for the features
extracted from the features extraction process to be
used directly by the classifier in the classification pro-
cess. However, in the case of handwriting identification
involving a pair of twins, it is not suitable to be used
directly as the representation of the individual features
of a pair of twins are usually very closely similar which
causes the intra-class variance to be large and the inter-
class variance to be small. Hence, in order to improve
the invarianceness of authorship, another process can be
added before the features are used in the classification
process. This study implements the Invariant Discretiza-
tion Technique from [19] on samples of twins’ hand-
writing. The technique is meant to reduce the intra-
class variance of the features while increasing the inter-
class variance. Figure 3 shows an overview of the study
which led to the need of this additional procedure to be
performed for the identification of a pair of twins’ hand-
writing to be improved.
4 Feature extraction
Macro-features which represent the global characteris-
tics of the writing habit and style of an individual can
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be captured and extracted from an entire document
[10,15]. These macro-features are used in this study for
the purpose of identifying the writer between a pair of
twins. Thirteen macro-features including the 11 initial
features stated in [10,17] are used in this study. The 11
features include the entropy of grey values, the binariza-
tion threshold, number of black pixels, number of inter-
ior contours, number of exterior contours, contour
slope components consisting of number of horizontal,
number of positive, number of vertical and number of
negative, the average height as well as the average slant.
Only eight features are used in the experiments of this
study which are the entropy of grey values, the binariza-
tion threshold, number of black pixels, number of inter-
ior contours, and number of exterior contours, average
height, average slant, and average stroke width. Macro-
features have been chosen for the experiments because
of the global characteristics captures by the features
which can present the writer’s individuality in terms of
writing style and habit [18]. Detailed descriptions of the
macro-feature algorithm are provided in [15-17].
5 Discretization
In classification, the problem in focus is usually the
training instances. The set of instances which have dis-
tinct, descriptive features are usually categorized into
classes. In the discretization process, the transformation
of the continuous features forms discrete partitions with
a certain number of intervals. A lower and an upper
boundary represent the range of each interval. As there
are many ways in representing the continuous features,
certain important points are needed. The first point is
to determine the number of intervals for each discrete
partition. The number is usually selected at random.
Second, the boundaries are decided for the intervals.
There are several known methods for discretization
including Equal Information Gain, Maximum Entropy,
and Equal Interval Width. Another method proposed in
[19], the Invariants Discretization method, has however
been proven more efficient in providing higher accuracy
and success rates of identification. The Invariants Dis-
cretization method is a supervised method. The method
starts by searching the appropriate intervals to represent
the writer’s information. The upper and lower bound-
aries are then set for each interval. The number of inter-
vals for an image must be the same as the number of
the feature vectors.
The individual’s uniqueness can be computed accord-
ing to each writer and the preservation of the informa-
tion help ease the task of classification. This
discretization process proved to be beneficial in terms of
nonlinear representation [23] and through the set of
Figure 1 Same character between twins.
Figure 2 Different character between twins.
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intervals, interpretation can easily be done by humans
[24]. Reducing the amount of data also helps the com-
putation process to be done quicker [25,26]. According
to the authors of [19], use of post-discretized data pro-
vided higher level of identification compared to using
pre-discretized data. The result of the study showed that
through the application of the discretization method on
the proposed integrated Moment Invariant, higher accu-
racy can be achieved.
5.1 Discretization protocol
An appropriate number of intervals with a representa-
tion value representing the extracted feature are calcu-
lated in the discretization process. The representation
value, called discretized feature vector, is where the
‘generalized unique feature’ for each individual feature is
obtained. The generalized feature illustrates the hidden
features of an individual’s writing style. Then minimum
and maximum range of the data for each writer is
divided into intervals which can be called ‘cuts’ of equal
sizes in order to obtain an interval. The number of fea-
ture vector columns of the extracted features defines the
number of intervals.
The example shows eight feature vector columns
obtained from the macro-feature technique. Each inter-
val is given a lower and an upper approximation and
one representation value represents each interval. In the
supervised discretization, the value is calculated based
on the writer class. An invariant feature vector which
falls into an interval will have the interval’s representa-
tion. Therefore, writers with closely similar invariant
feature vectors will have similar intervals for the two
classes. The information and characteristics of a writer
are not affected by the Discretization algorithm. The
algorithm only presents the invariant feature vector ori-
ginally extracted from the feature extraction process in
a standard representation with generalized features. Fig-
ure 4 shows an illustration of the discretization
algorithm.
Invariant discretization requires the writer class infor-
mation for the discretization process. The calculation of
the range of intervals in the invariant discretization line
uses the minimum (νmin) invariant feature vector and
the maximum (νmax) invariant feature vector (if ν) of the
writer. A line for a writer starts with the minimum
(νmin) invariant feature vector and ends with the maxi-
mum (νmax) invariant feature vector. The interval is the
average of the invariant discretization line when divided
by the number of invariant feature vector column. The
calculation of the interval’s width (wd) is as follows:
wd = (νmax − νmin) /f (1)
Figure 3 Framework of discretization for WI for a pair of twins.
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where νmin is the minimum value of invariant feature
vector for a writer; νmax is the maximum value of invar-
iant feature vector for a writer; and f is the number of
invariant feature vector column.
The interval in an invariant discretization line has cut
points which are defined by the width. The invariant
feature vector in an interval will have the interval’s
representation value. The representation value (rν) of
each interval is the average of interval. It is calculated as
rν = (iνmax - iνmin)/2. Intervals 1 to 7 are represented
with the representation value of the invariant feature
vector within if ν ≥ iνmin and if ν < iνmax while the
invariant feature vector within if ν ≥ iνmin and if ν ≤
iνmax is put under the category of the last interval. The
representation value, known as discretized feature vec-
tor, is a representation of the unique features in an indi-
vidual’s writing. Figures 5 and 6 show the
transformation of the invariant feature vector into dis-
cretized feature vector for pre- and post-discretized
data, respectively. It can be seen that the discretization
algorithm provides discretized feature vector that shown
clear illustration of an individual’s unique features, even
between a pair of twins.
6 Simulation result
Two experiments were conducted in this study: the
experiment on the authorship invarianceness for the
handwriting sample of a pair of twins and the evaluation
of the accuracy of identification between the pair of
twins. The first experiment was conducted in order to
prove that the discretization technique improves the
variance of the intra-class (same writer in a pair of
twins) and inter-class (both writers in a pair of twins)
features. The second experiment was conducted to eval-
uate the discretization in terms of improving the perfor-
mance of the identification of the writer between a pair
of twins using the Rosetta Toolkit [27] and artificial
neural network (ANN). The data used for the experi-
ments were from the collection of 390 data samples
obtained from 13 pairs of identical twins from the Sulai-
mania University, Iraq.
6.1. Authorship invarianceness between twins
Through the use of the Mean Absolute Error (MAE)
function, the authorship invarianceness can be mea-
sured. Figure 7 presents an example of the MAE calcu-
lation. For each twin, there are 15 images of
handwriting samples. Features 1 to 8 are the features
extracted to represent a character. The character’s invar-
ianceness and the reference image (the first image) are
given by the MAE value [19]. Small errors indicate that
the image is close or similar to the reference image. The






| (xi − ri) | (2)
where n is the number of images; xi is the current
image; ri is the reference image or location measure; f is
the number of features; i is the feature column of image.
The calculation for the authorship invarianceness for
post- and pre-discretized feature vectors can be achieved
through analyzing the intra-class and the inter-class of
the MAE value. The result of the analysis show that the
use of post-discretized feature vector feature provides
improved authorship invarianceness compared to the
use of pre-discretized feature vector as the intra-class
MAE value using the post-discretized feature vector is
smaller and the inter-class MAE value is higher than
that of the pre-discretized feature vector. Low MAE
value for intra-class indicates that the features for a sin-
gle writer in a pair of twin are similar while the high
value of MAE for inter-class indicates that the features
of the handwriting of each twin is different from the
another. The hypothesis is therefore proven correct and
the discretization process is deemed able to improve the
authorship invarianceness with the standard representa-
tion of the individual’s unique features presented clearly
to help identify the writer between a pair of twins.
Figure 4 Invariant discretization line [19].
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Figures 8 and 9 show the comparison of the authorship
invarianceness for the macro-feature technique with
post- and pre-discretized data, respectively.
Figures 8 and 9 show the results which describe an
individual’s unique features where even between a pair
of twins, the uniqueness is evident. As the value of
the MAE for intra-class (same writer in a pair of
twins) is lower than the value of the MAE for inter-
class (both writer in a pair of twins), it satisfies the
concept that states that there are traits of individuali-
ties in the handwriting of a pair of twins. Using post-
discretized feature vector, the individual features can
be better illustrated compared to using pre-discretized
feature vector. The post-discretized data should have
a lower MAE value than the pre-discretized data for
intra-class (same writer in the same twins), and the
post-discretized data should give a higher MAE value
when compared to the pre-discretized data for inter-
class (both writer in the same twins). Furthermore,
the results shown in Figure 10 also show that the use
of post-discretized data improved the MAE value for
inter-class.
6.2. Identification performance evaluation rough set
classifier
In the classification task, whether it is to lessen the
computation time, or to minimize classification errors,
any method may be chosen based on its efficiency and
ability to complete the task as required. In this article,
rough set theory was chosen for its ability to deal with
the upper and lower approximation concepts of the set
which provides a way of classifying objects in noisy or
incomplete condition.
In [28], it is stated that the boundary region of a set is
represented by the set difference between its upper and
lower approximations. Figure 11 illustrates the concept
of rough set theory. Figure 12 on the other hand shows
the approximation role of Rough set concept.
With the use of the Rosetta (Rough Set Toolkit) as
suggested in [27], an experiment was conducted to eval-
uate the performance of the writer identification
between a pair of twins which uses both the post- and
pre-discretization techniques. The experiment takes into
account the additional step used in the study for the
purpose of Twins’ Handwriting Identification which
Figure 5 Example of pre-discretized twins datasets.
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helped in increasing the accuracy of the identification
through the process of discretization. A total of 390
data samples, divided into 2 datasets; namely, training
and testing data, were used for the classification task.
In order to achieve a more reliable and accurate per-
formance with the use of the discretization method, the
Cross Validations (CV) in [27] were implemented on
the post- and the pre-discretized data. The number of
the folds was specified by the number of the CV itera-
tions. The experiments in this study were done with 10,
seven, and fivefold CV iterations. The process of discre-
tization was done based on the Invariant Discretization
method by Azah Kamilah.
Two experiments with 70% training data, 30% testing
data and 60% training data, 40% testing data were com-
pleted (10, 7, 5 cross validation). The CV process
Figure 6 Example of post-discretized twins datasets.
Figure 7 Example of MAE calculation.
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provides the experimental results as shown in Tables 1
and 2. The results are then evaluated and are as visua-
lized in Figures 13 and 14.
Through the results shown in both Tables 1 and 2, it
can be concluded that the use of post-discretized data
can result in higher accuracy when compared to the use
of pre-discretized data. Thus, the use of post-discretized
data can significantly improve the performance of
Twins’ Handwriting Identification.
6.3. Identification performance evaluation with artificial
neural network classifier
The ANN classifier is used on both types of the Twins
datasets in order to achieve the main goal of the
research. In this article, ANN is used to classify the
between- and within-writer distances while minimizing
misclassification errors. ANNs have several desirable
properties: sound statistical procedure, practical software
implementation of the Bayesian (optimal) procedure, no
presumptions about the nature of the data (unlike other
classifiers), and they let us tap into the full multivariate
nature of the data and enable us to use a nonlinear dis-
crimination criterion. In this research, we used a 3-
layered network: an input layer with eight units and a
hidden layer with five units. Figure 15 shows the ANN
architecture of this research.
Three experiments were conducted with a varied
number of training data and testing data where the first
experiment used 70% training data and 30% testing data
from a combination of pre-discretized and post-discre-
tized datasets. The second experiment was conducted
with the use of 60% training data and 40% testing data.
ANN was used for the training process. With the use of
the classification matrix, the overall accuracy of identifi-
cation was calculated from each training and testing
dataset.
The results of both the experiment using 70 and 60%
training data are as summarized in Table 3. Through
the results, it can be noted that the use of post-discre-
tized data can provide an overall identification rate with
the Average Accuracy (%) of above 90.0%. The use of
pre-discretized data on the other hand has lower identi-
fication rate which is below 60.0%. This proves that bet-
ter identification and higher level of accuracy can be
achieved with the use of post-discretized datasets.
7 Conclusion
It can be suggested through the results showing the
value of MAE in Section 6.1 that the invarianceness of
the authorship between a pair of twins was improved
with the use of post-discretized feature vector for both
intra-class (same writer in a pair of twins) and inter-
Figure 8 Authorship invarianceness comparison for intra-class (same writer in a pair of twins).
Figure 9 Authorship invarianceness comparison for inter-class (both writer in a pair of twins).
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class (each writer in a pair of twins) when compared to
the use of pre-discretized feature vector. This satisfies
the concept of Individuality of Handwriting even in
terms of Twins’ Handwriting Identification where the
concept requires that the intra-class MAE value must be
smaller than the inter-class MAE value regardless of the
character used for the experiment. The discretization
process provided post-discretized feature vector which
Figure 10 Authorship invarianceness comparison for inter-class for 390 image Handwritings between 13 pairs.
Figure 11 Rough set theory [28].
Figure 12 Approximation role in rough set theory [28].
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can properly represent and illustrate the individuality of
each writer. It proves that the concept of Individuality
of Handwriting in WI where each writer has his or her
own style of writing with differs even between a pair of
twins. The standard representation of the features of
each individual consists of small intra-class variance and
large inter-class variance when compared to the invar-
iant feature vectors originally extracted through the fea-
tures extraction process. As proven in Sections 6.2 and
6.3, this contributes to the higher accuracy of identifica-
tion for each individual’s handwriting. Therefore, it can
be concluded that through the analysis of authorship
Table 1 Identification rates using different CV with 70% training data and 30% testing data
ROSETA built-in methods an reductions Genetic algorithm Holte 1R algorithm Exhaustive algorithm
Datasets Pre-Dis Post-Dis Pre-Dis Post-Dis Pre-Dis Post-Dis
Tenfold CV
Mean (%) 10.32 100.0 06.70 100.0 10.32 100.0
Median (%) 11.53 100.0 05.12 100.0 11.53 100.0
StdDev (%) 04.64 00.00 04.20 00.00 04.64 00.00
Maximum (%) 15.38 100.0 17.94 100.0 15.38 100.0
Minimum (%) 02.56 100.0 02.56 100.0 02.56 100.0
Sevenfold CV
Mean (%) 09.31 100.0 04.65 100.0 09.31 100.0
Median (%) 10.90 100.0 03.63 100.0 10.90 100.0
StdDev (%) 03.57 00.00 01.44 00.00 03.57 00.00
Maximum (%) 14.54 100.0 07.27 100.0 14.54 100.0
Minimum (%) 03.63 100.0 03.50 100.0 03.63 100.0
Fivefold CV
Mean (%) 10.87 100.0 06.48 100.0 10.87 100.0
Median (%) 11.68 100.0 07.79 100.0 11.68 100.0
StdDev (%) 03.18 00.00 03.91 00.00 03.18 00.00
Maximum (%) 14.28 100.0 11.68 100.0 14.28 100.0
Minimum (%) 06.32 100.0 02.53 100.0 06.32 100.0
Table 2 Identification rates using different CV with 60% training data and 40% testing data
ROSETA built-in methods an reductions Genetic algorithm Holte 1R algorithm Exhaustive algorithm
Datasets Pre-Dis Post-Dis Pre-Dis Post-Dis Pre-Dis Post-Dis
Tenfold CV
Mean (%) 10.32 100.0 06.70 100.0 10.32 100.0
Median (%) 11.53 100.0 05.12 100.0 11.53 100.0
StdDev (%) 04.64 00.00 04.20 00.00 04.64 00.00
Maximum (%) 15.38 100.0 17.94 100.0 15.38 100.0
Minimum (%) 02.56 100.0 02.56 100.0 02.56 100.0
Sevenfold CV
Mean (%) 09.31 100.0 04.65 100.0 09.31 100.0
Median (%) 10.90 100.0 03.63 100.0 10.90 100.0
StdDev (%) 03.57 00.00 01.44 00.00 03.57 00.00
Maximum (%) 14.54 100.0 07.27 100.0 14.54 100.0
Minimum (%) 03.63 100.0 03.50 100.0 03.63 100.0
Fivefold CV
Mean (%) 10.87 100.0 06.48 100.0 10.87 100.0
Median (%) 11.68 100.0 07.79 100.0 11.68 100.0
StdDev (%) 03.18 00.00 03.91 00.00 03.18 00.00
Maximum (%) 14.28 100.0 11.68 100.0 14.28 100.0
Minimum (%) 06.32 100.0 02.53 100.0 06.32 100.0
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Figure 13 Visualization of divergence level between pre-discretized and post-discretized twins datasets using 70% training and 30%
testing data.
Figure 14 Visualization of divergence level between pre-discretized and post-discretized twins datasets using 60% training and 40%
testing data.
Figure 15 Architecture of ANN.
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invarianceness, the application of the discretization tech-
nique should be further explored in the domain of
Twins’ Handwriting Identification.
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