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THE WHITEHEAD CONJECTURE, THE TOWER OF S1
CONJECTURE, AND HECKE ALGEBRAS OF TYPE A
NICHOLAS J. KUHN
Dedicated to the memory of my father Harold Kuhn (1925–2014) and uncle Leon Henkin
(1921–2006), mathematicians and lifelong advocates for social justice.
Abstract. In the early 1980’s the author proved G. W. Whitehead’s con-
jecture about stable homotopy groups and symmetric products. In the mid
1990’s, Arone and Mahowald showed that the Goodwillie tower of the identity
had remarkably good properties when specialized to odd dimensional spheres.
In this paper we prove that these results are linked, as has been long sus-
pected. We give a state-of-the-art proof of the Whitehead conjecture valid for
all primes, and simultaneously show that the identity tower specialized to the
circle collapses in the expected sense.
Key to our work is that Steenrod algebra module maps between the prim-
itives in the mod p homology of certain infinite loopspaces are determined by
elements in the mod p Hecke algebras of type A. Certain maps between spaces
are shown to be chain homotopy contractions by using identities in these Hecke
algebras.
1. Introduction and main results
G. W. Whitehead’s conjecture about p–local stable homotopy groups and sym-
metric products of spheres was proved by the author [K1] when p = 2, and by
the author with S. Priddy [KuP] for all primes p. The conjecture concerns stable
homotopy groups, but the proof involves unstable methods.
The Goodwillie homotopy calculus tower of the identity functor on spaces, when
evaluated on odd dimensional spheres, was shown to have many lovely properties by
G. Arone and M. Mahowald [AM], with further properties evident when one views
this as a Weiss orthogonal calculus tower. One is left with a wonderfully efficient
tool for studying the unstable homotopy groups of spheres using stable calculations.
It has long been suspected that delooped attaching maps for fibers in the tower
for S1 could be used to construct contracting retractions for the sequence arising
in the Whitehead conjecture. In this paper we show that this is true: we give a
state-of-the-art proof of the Whitehead conjecture, and simultaneously show that
the tower for S1 collapses as expected.
The crucial observation for us is that the Steenrod algebra module maps between
the primitives in the mod p homology of the various key infinite loopspaces are
very limited, and determined by elements in the Hecke algebras associated to the
family of Chevalley groups GLn(Z/p). Identities in these Hecke algebras, already
identified in [KuP], ultimately show that maps arising from the tower induce on
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homology primitives a chain homotopy contraction of the complex induced by the
maps arising in the resolution of the Whitehead conjecture.
1.1. A family of co-H-spaces. We make the following conventions: all spaces
and spectra are p–complete, homology and cohomology are with Z/p–coefficients,
and, if Z is a based space, QZ = Ω∞Σ∞Z.
Let ρk be the p
k dimensional real permutation representation of the symmetric
group Σpk , which we regard as the group of permutations of the vectors in Ek =
(Z/p)k. Ek can be viewed as the translation subgroup in Σpk , and has normalizer
Ek ⋊GLk(Z/p).
As ρk contains a one dimensional trivial module, the Thom space BE
ρk
k is a
suspension with an action of GLk(Z/p). We then define L1(k) to be the natural
retract of this space associated to the Steinberg idempotent ek ∈ Z(p)[GLk(Z/p)]
[St]. In particular, L1(k) is naturally a co-H-space. The first two of these are
themselves suspensions, and not just retracts of suspensions: L1(0) ≃ S
1 and
L1(1) ≃ ΣBΣp, both completed at p.
Below, we will describe H∗(L1(k)) as a module over the mod p Steenrod algebra
A. For now, we just note that it is of finite type, it is c(k) − 1 connected where
c(k) = 2pk − 1− k, and Hc(k)(L1(k)) = Z/p.
This construction extends to VC, the category of finite dimensional complex
vector spaces with inner product. Given V ∈ VC, the Thom space BE
(R⊕V )⊗Rρk
k is
a suspension with an action of GLk(Z/p). We then let L1(k, V ) = ekBE
(R⊕V )⊗Rρk
k ,
so that L1(k) = L1(k,0).
1.2. The main theorem. We consider families of maps
. . . // QL1(3)
d2 //
oo QL1(2)
d1 //
s2
oo QL1(1)
d0 //
s1
oo QL1(0)
s0
oo
d−1
// S1
s−1
oo
where s−1 and d−1 are the evident inclusion and infinite loop structure maps.
Theorem 1.1. Suppose the following conditions hold for j = k, k − 1.
(1j) dj is an infinite loop map, and is nonzero on homology primitives in di-
mension c(j + 1).
(2j) sj is the specialization to V = 0 of a natural transformation
sj(V ) : QL1(j, V )→ QL1(j + 1, V ),
and is nonzero on homology primitives in dimension c(j + 1).
Then dksk + sk−1dk−1 : QL1(k)→ QL1(k) will be a homotopy equivalence.
The next two corollaries follow formally from Theorem 1.1. (If the ‘formal’
reasoning for the first of these is unclear, see Appendix A.)
Corollary 1.2. Suppose the conditions of the theorem hold for all k. If in addition,
dk−1dk = 0 for all k ≥ 0, then, for all spaces Z, the following chain complex is
exact:
· · ·
d2−→ [Z,QL1(2)]
d1−→ [Z,QL1(1)]
d0−→ [Z,QL1(0)]
d−1
−−→ [Z, S1]→ 0.
Indeed, there are product decompositions QL1(k) ≃ Yk × Yk−1 so that the sequence
. . .
d2−→ QL1(2)
d1−→ QL1(1)
d0−→ QL1(0)
d−1
−−→ S1
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identifies with the evident ‘exact’ sequence
. . .→ Y2 × Y1 → Y1 × Y0 → Y0 × Y−1 → Y−1.
Corollary 1.3. Suppose the conditions of the theorem hold for all k, and let Z be
a suspension. If the sequence of homomorphisms of abelian groups
· · ·
s2←− [Z,QL1(2)]
s1←− [Z,QL1(1)]
s0←− [Z,QL1(0)]
s−1
←−− [Z, S1]← 0
is a chain complex, then it is a contractible chain complex, and thus exact.
In §1.4 and §1.5 below, we describe two interesting families of maps {dk} and
{sk} which we will prove fulfill the hypotheses of the main theorem. The two
corollaries then verify two substantive conjectures:
• The Whitehead Conjecture. This is a conjecture about stable homotopy
popularized by G.W.Whitehead in the 1960’s, and previously proved by the
author (with S.Priddy at odd primes) in the early 1980’s [K1, KuP]. Our
work here unifies, simplies, and clarifies these previous proofs.
• The Tower of S1 Conjecture. This is a conjecture from the mid 1990’s
about the behavior of the Goodwillie tower of the identity, specialized to
S1. M. Behrens has recently proved this for the prime 2 [B1] using the Lie
operad algebra structure on the identity tower identified by G. Arone and
M. Ching [AC], and relying heavily on calculational details from [K1]. Our
work here works for all primes, and avoids both the use of the Arone-Ching
work and reliance on [K1].
1.3. The strategy of the proof of Theorem 1.1. We say a little bit about the
proof of Theorem 1.1.
Let A be the mod p Steenrod algebra and Z a based space. Then H∗(Z) is
a coalgebra in the category of right A–modules (with operations in A lowering
degree), and we let PH∗(Z) denote the submodule of primitives:
PH∗(Z) = {x ∈ H∗(Z) | ∆∗(x) = x⊗ 1 + 1⊗ x}.
A based map f : Z → Y induces an A–module map f∗ : PH∗(Z)→ PH∗(Y ), and
if this map on primitives is a monomorphism, then f∗ : H∗(Z) → H∗(Y ) will be
a monomorphism. It follows that if Z is a p–complete, simple space of finite type,
then a self map f : Z → Z will be a homotopy equivalence if the induced map on
primitives is an isomorphism, or even just a monomorphism. Thus Theorem 1.1
will follow from the next theorem.
Theorem 1.4. Assume the hypotheses of Theorem 1.1. Then
dk∗sk∗ + sk−1∗dk−1∗ : PH∗(QL1(k))→ PH∗(QL1(k))
will be an isomorphism.
Conditions (1k) and (2k) turn out to respectively determine
dk∗ : PH∗(QL1(k + 1))→ PH∗(QL1(k))
and
sk∗ : PH∗(QL1(k))→ PH∗(QL1(k + 1))
up to a nonzero scalar: see Corollary 3.4 and Corollary 3.9. This rigidity result for
sk (which is not an infinite loop map) is a key new technical discovery: in analyzing
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sk∗ in §3.2, we show potential ‘lower’ terms are zero with a Weiss orthogonal cal-
culus argument, and we show potential ‘higher’ terms are zero with an A–module
calculation. The homomorphisms dk∗ and sk∗ are then described by means of cer-
tain elements in the Hecke algebras of type A (over Z/p): see Corollary 6.6 and
Corollary 6.8. Identities in these Hecke algebras then imply that, on PH∗(QL1(k)),
(dksk)∗ and (sk−1dk−1)∗ will be nonzero scalar multiples of complementary idem-
potents: see §8.
These Hecke algebras show up for the following reason. Let Bn < GLn(Z/p) be
the subgroup of upper triangular matrices. The Hecke algebra Hn of type An−1 is
the algebra of natural endomorphisms of the functor sending a GLn(Z/p)–module
M to its Bn–invariants M
Bn . With some modification in the case of odd primes,
our right A–modules of primitives are direct sums of direct summands of duals of
the left A–modules H∗(BEρnn )
Bn . One has
Theorem 1.5. The natural homomorphism of algebras
Hn → EndA(H
∗(BEρnn )
Bn)
is an isomorphism.
See Theorem 6.3 for the variant we need at odd primes.
1.4. The Whitehead Conjecture. The Whitehead conjecture concerns the nat-
ural filtration of the Eilenberg–MacLane spectrum HZ, when viewed as the infinite
symmetric product of the sphere spectrum S. Classical calculations [Na] show that
the filtration
S = SP 1(S)→ SP p(S)→ SP p
2
(S)→ SP p
3
(S)→ · · · → SP∞(S) = HZ
realizes the admissible sequence length filtration on H∗(HZ) = A/Aβ. This im-
plies, in particular, that for all k,
H∗(SP
pk(S))→ H∗(SP
pk+1(S))
is monic.
By contrast, listed as a ‘classical’ problem attributed to G.W.Whitehead in a
1970 conference proceedings [M, Conjecture 84] is the conjecture that for all k,
π∗(SP
pk(S))→ π∗(SP
pk+1(S))
is zero for ∗ > 0.
Let L(0) = S and L(k) = Σ−kSP p
k
(S)/SP p
k−1
(S) for k ≥ 1. By diagram
chasing, the conjecture is equivalent to the exactness of the sequence
· · · → L(3)
δ2−→ L(2)
δ1−→ L(1)
δ0−→ L(0)
δ−1
−−→ HZ
on p–local homotopy groups. Here δ−1 is the inclusion of the bottom cell, and, for
k ≥ 0, δk is the evident connecting map.
S. Mitchell and Priddy [MP] construct a homotopy equivalence ΣL(k) ≃ Σ∞L1(k);
Arone and W. Dwyer [AD] give a slightly different proof.
Choosing such equivalences, let dk : QL1(k + 1) → QL1(k) be the infinite loop
map
QL1(k + 1) ≃ Ω
∞ΣL(k + 1)
Ω∞Σδk−−−−−→ Ω∞ΣL(k) ≃ QL1(k).
Lemma 1.6. dk satisfies condition (1k), and dk−1dk = 0.
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The only thing here that is not clear is that dk is nonzero on Hc(k+1). Using
Theorem 1.1, this will be proved by induction on k in §8.
We will shortly describe two families of maps sk satisfying conditions (2k): see
Lemma 1.9 and Remark 1.12. As in [K2], we call a spectrum spacelike if it is a
retract of a suspension spectrum. Corollary 1.2, applied to our maps dk, can be
restated as follows.
Theorem 1.7 (Whitehead Conjecture). If Y is spacelike, then the following se-
quence is exact:
· · ·
Σδ2−−→ [Y,ΣL(2)]
Σδ1−−→ [Y,ΣL(1)]
Σδ0−−→ [Y,ΣL(0)]
Σδ−1
−−−→ [Y,ΣHZ]→ 0.
We have reproved the main theorems of [K1, KuP]. Since L(0) = S0 and L(1) ≃
Σ∞BΣp, exactness at [Y,ΣL(0)] is a strengthened version (since it is once delooped)
of the Kahn-Priddy Theorem [KaP2], which resolved a conjecture of M. Mahowald
from the same 1970 conference proceedings [M, Conjecture 81].
Remark 1.8. One can also construct maps δk : Σ
∞L1(k+1)→ Σ
∞L1(k) ‘by hand’
such that dk = Ω
∞Σδk satisfies condition (1k). Using that L1(k) is a retract of
ΣBEk+ [MP], one lets δk be the composite
Σ∞L1(k + 1)→ Σ
∞ΣBE(k+1)+
tr
−→ Σ∞ΣBEk+ → Σ
∞L1(k)
where tr is the transfer associated to the subgroup inclusion Ek < Ek+1. This is
essentially what was done in [KuP]. Showing that condition (1k) holds can then be
given a direct proof, which we omit here.
In fact, all such maps ‘dk’ turn out to be the same, up to a unit in Zp, and
dk−1dk = 0 holds automatically: one can compute that, for all k, [L(k+1), L(k)] =
Zp and [L(k+2), L(k)] = 0. This follows from the Segal Conjecture for elementary
abelian groups [AGM] and calculations with Steinberg idempotents in [K4] or [Ni2].
1.5. The Tower of S1 Conjecture. Given V ∈ VC, results by Arone and coau-
thors Mahowald [AM], Dwyer [AD], and Kankaanrinta [AK] combine to show that
there is a strongly convergent tower of principal fibrations under SR⊕V ,
SR⊕V
 ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
,,❨❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨
QSR⊕V = P1(V ) Pp(V )oo Pp2(V )oo Pp3(V )oo · · ·oo
with hofib{Ppk(V ) → Ppk−1(V )} ≃ Ω
kQL1(k, V ) for k > 0. This tower can be
regarded as either the Weiss tower [W] of the functor V  SR⊕V , or the Goodwillie
tower [G] of the identity functor on based spaces, specialized to odd dimensional
spheres.
Using the former interpretation, Arone, Dwyer, and Lesh [ADL] show that the
connecting maps of the tower, ΩkQL1(k, V )→ Ω
kQL1(k + 1, V ), can be naturally
delooped k times. Choosing deloopings, one sees that one has a sequence of natural
maps
SR⊕V
s−1(V )
−−−−→ QL1(0, V )
s0(V )
−−−−→ QL1(1, V )
s1(V )
−−−−→ QL1(2, V )→ · · · ,
where s−1(V ) is the natural inclusion S
R⊕V → QSR⊕V .
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Specializing to V = 0 and letting sk = sk(0), the sequence takes the form
S1
s−1
−−→ QL1(0)
s0−→ QL1(1)
s1−→ QL1(2)→ · · · .
Lemma 1.9. sk satisfies condition (2k).
This will be proved in §8. As before, the only thing here that is not clear is that
sk is nonzero on PHc(k+1), and, as before, this will be proved by induction on k,
using Theorem 1.1.
Note that, from the construction, each composite sksk−1 is null after applying
Ωk. Corollary 1.3 applied to our maps sk thus proves the following version of
longtime conjectures about the tower of S1.
Theorem 1.10 (The Tower of S1 Conjecture). If, for some k, Z is the k–fold
suspension of a CW complex and dimZ < c(k + 1), then the following sequence is
exact:
0→ [Z, S1]
s−1
−−→ [Z,QL1(0)]
s0−→ [Z,QL1(1)]
s1−→ [Z,QL1(2)]→ · · · .
All spheres satisfy the hypothesis for Z, so one gets an exact sequence on homo-
topy groups. [B1] shows this is true when p = 2.
We conjecture an addendum to [ADL], which would allow one to simplify the
hypotheses on Z in the last theorem to just the statement that Z be a suspension.
Conjecture 1.11. All natural deloopings sk(V ) satisfy (Ωsk(V ))(Ωsk−1(V )) = 0.
We discuss our failed attempt to prove this in Appendix B. We do prove, however,
that there is a unique (k − 1)–fold delooping Ωsk(V ) of the kth connecting map.
If one applies π∗ to the tower for S
R⊕V , one gets a spectral sequence converging
to π∗(S
R⊕V ). These spectral sequences are compatible as V varies, as the map
SR⊕V → ΩWSR⊕V⊕W induces a map of towers with the maps on fibers homotopic
to standard quotient maps. Theorem 1.10 implies that the spectral sequence for S1
collapses (to the known answer!) at E2, and so can be used to help determine d1
differentials in the spectral sequences for the other odd dimensional spheres. We
note that L1(k, V ) is 2p
k − 2 − k + 2dimC V connected, so the spectral sequences
converge very quickly. See [B2] for some enhanced thoughts along these lines, and
many calculations when p = 2.
Remark 1.12. If one is only interested in the Whitehead Conjecture, there is an
alternative set of maps available for the contracting homotopies, defined in the
spirit of [K1]. Let sk(V ) : QL1(k, V )→ QL1(k + 1, V ) be given as the composite
QL1(k, V )
jp
−→ QDpL1(k, V )
Ω∞π
−−−→ QL1(k + 1, V )
where DpX is the pth extended power of X , jp is the pth James-Hopf map (see
§2.1), and π is a stable retraction constructed as in Corollary 5.5. With sk(V ) so
defined, sk = sk(0) satisfies condition (2k). See Remark 3.10 for more about using
these maps sk to prove the Whitehead Conjecture.
1.6. Acknowledgements. I would like to thank Geoffrey Powell for a critical read-
ing of the first version of this paper, and, in particular, for catching an incorrect,
but thankfully inessential, lemma.
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2. Computing maps f : QZ → QY on homology primitives
The maps in our main theorem all have the form f : QZ → QY , where Z and Y
are co-H-spaces. In this section, we discuss how to compute such maps on homology
primitives.
2.1. Stable splittings and maps from QZ to an infinite loop space. For
r ≥ 1, the rth extended power of a based space Z is the spaceDrZ = EΣr+∧ΣrZ
∧r.
It is convenient to let D0Z = S
0. These constructions extend to spectra so that
Dr(Σ
∞Z) = Σ∞DrZ [LMMS].
Let DX =
∞∨
r=0
DrX and D
ΠX =
∞∏
r=0
DrX . The various subgroup inclusions
Σi × Σj ≤ Σi+j and Σq ≀ Σr < Σqr
induce natural maps
DiX ∧DjX → Di+jX and DqDrX → DqrX.
These in turn assemble to make D into a monad, and an E∞ ring spectrum is an
D–algebra in spectra. Examples of interest to us are DX , DΠX , and Σ∞(Ω∞X)+,
for X a spectrum.
When X is a suspension spectrum, these examples can be compared. Stable
splittings as in the next theorem go back to work of D. Kahn [KaP1], and modern
presentations are given in [K6, Appendix B] and [K7, Thm.2.2].
Theorem 2.1. There are natural stable maps
DΣ∞Z → Σ∞(QZ)+ → D
ΠΣ∞Z
such that
• the composite is the canonical map from a coproduct to a product.
• both maps are weak equivalences if Z is path connected.
• both maps are maps of E∞ ring spectra augmented over S.
• the inclusion and projection maps Σ∞D1Z → Σ
∞QZ → Σ∞D1Z corre-
spond to the unit and counit maps η : Z → QZ and ǫ : Σ∞QZ → Σ∞Z.
Notation 2.2. Given a space Z and a spectrum X , the map DΣ∞Z → Σ∞(QZ)+
induces a homomorphism of homotopy groups
[QZ,Ω∞X ] = [Σ∞QZ,X ]→
∞∏
r=1
[Σ∞DrZ,X ].
Under this homomorphism, we let the image of f : QZ → Ω∞X have components
f(r) : Σ∞DrZ → X , with adjoints f˜(r) : DrZ → Ω
∞X . In particular, the first
map f˜(1) identifies with the composite Z
η
−→ QZ
f
−→ Ω∞X .
Definition 2.3. For r ≥ 1, the rth James-Hopf map jr : QZ → QDrZ is defined as
the adjoint to the projection Σ∞QZ → Σ∞DrZ. (In particular, j1 is the identity.)
With this notation and definition, we have the following lemma.
Lemma 2.4. If Z is path connected, then any map f : QZ → Ω∞X decomposes
as
f ≃
∞∑
r=0
Ω∞f(r) ◦ jr : QZ → Ω
∞X.
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Proof. Firstly we explain what the infinite sum means. Convergence in [QZ,Ω∞X ]
is with respect to the topology induced by the subgroups
ker{[QZ,Ω∞X ]→
n∏
r=1
[Σ∞DrZ,X ]}.
The lemma now follows by noting that, by construction,
(Ω∞f(r) ◦ jr)(s) =
{
f(r) if s = r
∗ if s 6= r.

Remark 2.5. f is an infinite loop map ⇔ f = Ω∞f(1)⇔ f(r) is null for all r > 1.
When Z is a co-H-space, the stable equivalence has two other nice properties.
Proposition 2.6. [K6] Let Z be a co-H-space. There is a commutative diagram
D(Σ∞Z)
≀

δ // D(Σ∞Z) ∧D(Σ∞Z)
≀

Σ∞(QZ)+
∆ // Σ∞(QZ ×QZ)+
∼ // Σ∞(QZ)+ ∧ Σ
∞(QZ)+
where ∆ is induced by the diagonal on QZ, and δ is the wedge over all (i, j) of the
transfer maps
Di+j(Σ
∞Z)→ Di(Σ
∞Z) ∧Dj(Σ
∞Z)
associated to the inclusions Σi × Σj ≤ Σi+j .
The main result of [K5], as strengthened for co-H-spaces in [K6, Appendix B],
says the following.
Proposition 2.7. If Z is a co-H-space, then the composite
Σ∞DrZ →֒ Σ
∞QZ
Σ∞jt
−−−→ Σ∞QDtZ ։ Σ
∞DsDtZ
is null unless r = st, when it equals the transfer
Dst(Σ
∞Z)→ DsDt(Σ
∞Z)
associated to the subgroup inclusion Σs ≀ Σt < Σst.
Remark 2.8. Without the hypothesis that Z is a co-H-space, the last two proposi-
tions still hold, modulo higher terms identified in [K5, K6].
2.2. H∗(QZ), H∗(DZ), and the functors Rn. As the homology of E∞ spaces,
both H∗(Ω
∞X) and H∗(DZ) admit homology operations. If X = Σ
∞Z, so that
Ω∞X = QZ, such structure will be compatible under the stable splitting of QZ.
Firstly, the H-space multiplication on Ω∞X and the maps DiZ ∧DjZ → Di+jZ
respectively induce commutative associative products on H∗(Ω
∞X) and H∗(DZ).
Secondly, the maps Dp(Ω
∞X+) → Ω
∞X+ and DpDrZ → DprZ induce Dyer–
Lashof operations on H∗(Ω
∞X) and H∗(DZ).
We remind readers how this goes.
When p = 2, the operations take the form
Qi : Hn(Ω
∞X)→ Hn+i(Ω
∞X) and Qi : Hn(DrZ)→ Hn+i(D2rZ).
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One can iterate; if I = (i1, . . . , in), one lets Q
I = Qi1 . . . Qin , and defines l(I),
the length of I, to be n. These satisfy Adem relations and the unstable relation:
Qix = 0 if i < |x|. They interact with Steenrod operations via the Nishida relations,
and interact with product structure via the Cartan formula and the restriction
property: Qix = x2 if i = |x|.
When p is odd, the operations take the form
Qi : Hn(Ω
∞X)→ Hn+2(p−1)i(Ω
∞X) and Qi : Hn(DrZ)→ Hn+2(p−1)i(DprZ).
Given (ǫ1, ii, . . . , ǫn, in) with each ǫj = 0 or 1, one lets Q
I = βǫ1Qi1 . . . βǫnQin , and
defines l(I) = n. As at 2, one has Adem and Nishida relations, and the Cartan
formula. The unstable relation now reads Qix = 0 if 2i < |x| and the restriction
property says Qix = xp if 2i = |x|.
Using this structure, if Z is path connected, H∗(QZ) ≃ H∗(DZ) is a well known
functor of H∗(Z) (see [CLM] or [BMMS, Thm.IX.2.1]), as we now describe.
One defines functors
Rn : right A–modules → right A–modules
by letting RnM be the span of length n Dyer–Lashof operations applied to M :
RnM = 〈Q
Ix | l(I) = n, x ∈M〉/(unstable and Adem relations),
with Steenrod operations acting via the Nishida relations.
Let R∗M =
⊕∞
n=0RnM , so R∗M has a left action by the Dyer–Lashof algebra,
and a compatible right action by A. Then
H∗(QZ) ≃ H∗(DZ) ≃ U(R∗H˜∗(Z)),
where, if N is a module over the Dyer–Lashof algebra, U(N) is the free graded
commutative algebra on N subject to the relations x2 = Qix, if p = 2 and i = |x|,
and xp = Qix, if p is odd and 2i = |x|.
Note thatRnH˜∗(Z) is naturally a subA–module of bothH∗(DpnZ) andH∗(QZ),
and these submodule embeddings are compatible under the isomorphismH∗(DZ) ≃
H∗(QZ). The following two ‘geometric’ constructions of RnH˜∗(Z) are both illumi-
nating and useful.
Lemma 2.9. RnH˜∗(Z) is the image in homology of the (stable) map
ǫ : ΣDpn(Σ
−1Z)→ DpnZ
induced by the diagonal S1 → Sp
n
.
Proof. ǫ is well known to commute with Dyer–Lashof operations, and annihilate
product decomposables. (See the discussion following [KM, Lemma 2.10] for how
to find this in the literature.) 
Lemma 2.10. RnH˜∗(Z) is the image in homology of the Steenrod diagonal
BEn+ ∧ Z → DpnZ.
Proof. By iteration, it suffices to show this when n = 1. Nishida proved this case:
see [Ni1, Theorems 1 and 2]. 
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Proposition 2.11. The transfer and inclusion maps associated to Σpn ≀ Σpk <
Σpn+k restrict to defined the dotted arrows in the a commutative diagram
Rn+kH˜∗(Z) _

tr //❴❴❴❴ RnRkH˜∗(Z) _

i∗ //❴❴❴❴ Rn+kH˜∗(Z) _

H˜∗(Dpn+kZ)
tr // H˜∗(DpnDpkZ)
i∗ // H˜∗(Dpn+kZ)
Proof. That i∗ restricts as indicated is clear. That the transfer tr restricts is a
consequence of Lemma 2.9, noting that ǫ commutes with the transfer. 
Corollary 2.12. Via tr and i∗, the A–module Rn+kH˜∗(Z) is a direct summand in
RnRkH˜∗(Z).
Proof. i∗ ◦ tr is multiplication by the index, and [Σpn ≀Σpk : Σpn+k ] ≡ 1 mod p. 
2.3. Primitives in H∗(Ω
∞X) and H∗(DZ). Both H∗(Ω
∞X) and H∗(DZ) be-
come Hopf algebras with coproducts respectively induced by the diagonal
∆ : Ω∞X → Ω∞X × Ω∞X
and the stable map
δ : D(Σ∞Z)→ D(Σ∞Z) ∧D(Σ∞Z)
as in Proposition 2.6.
The Cartan formula shows that, if x is a primitive in either H∗(Ω
∞X) or
H∗(DZ), then so is Q
Ix for any I. It follows that the Dyer-Lashof module structure
maps
Θ∗ : R∗H∗(Ω
∞X)→ H∗(Ω
∞X) and Θ∗ : R∗H∗(DZ)→ H∗(DZ)
restrict to maps
Θ∗ : R∗PH∗(Ω
∞X)→ PH∗(Ω
∞X) and Θ∗ : R∗PH∗(DZ)→ PH∗(DZ).
For any Z, H˜∗(Z) will be primitive in H∗(DZ), and it follows that
PH∗(DZ) = R∗H˜∗(Z).
If Z is also a co-H-space, so that H˜∗(Z) is primitive in H∗(QZ), then also
PH∗(QZ) = R∗H˜∗(Z).
(Note that these statements are compatible with Proposition 2.6.)
2.4. Computing maps f : QZ → Ω∞X on homology primitives. The results
in the previous subsections now combine to tell us how to compute
f∗ : PH∗(QZ)→ PH∗(Ω
∞X)
if Z is a co-H-space, and f : QZ → Ω∞X is an arbitrary continuous map.
Lemma 2.13. If Z is a co-H-space, so is the space DrZ for r ≥ 1.
Proof. The reduced diagonal on DrZ factors as
DrZ
Dr∆−−−→ Dr(Z ∧ Z)→ DrZ ∧DrZ,
and the first of these maps is null if Z is a co-H-space. 
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Theorem 2.14. If Z is a co-H-space and f : QZ → Ω∞X is a continuous map,
then the induced map on homology primitives can be computed as
f∗ =
∞∑
m=0
Ω∞f(pm)∗ ◦ jpm∗ : R∗H˜∗(Z) = PH∗(QZ)→ PH∗(Ω
∞X).
Furthermore, each term Ω∞f(pm)∗ ◦ jpm∗ is determined by the Dyer-Lashof opera-
tions on H∗(Ω
∞X), together with the map
RmH˜∗(Z) ⊂ H˜∗(DpmZ)
f˜(pm)∗
−−−−−→ PH∗(Ω
∞X),
as follows: on Rn+mH˜∗(Z), it is zero for n < 0, and, for n ≥ 0, it is the composite
Rn+mH˜∗(Z)
tr
−→ RnRmH˜∗(Z)
Rnf˜(p
m)∗
−−−−−−→ RnPH∗(Ω
∞X)
Θn−−→ PH∗(Ω
∞X).
Proof. By Lemma 2.4,
f∗ =
∞∑
r=1
Ω∞f(r)∗ ◦ jr∗ : R∗H˜∗(Z) = PH∗(QZ)→ PH∗(Ω
∞X).
As RmH˜∗(Z) ⊂ H˜∗(DpmZ), Proposition 2.7 then tells us that jr∗, restricted to
PH∗(QZ), will be zero unless r = p
m for some m. This establishes the first
statement of the theorem.
To prove the rest of the theorem, we first note that, by the lemma, DpmZ is a
co-H-space, and thus
f˜(pm) : DpmZ → Ω
∞X
really does induce a map
f˜(pm)∗ : H˜∗(DpmZ)→ PH∗(Ω
∞X),
as implied in the statement of the theorem.
Since Ω∞f(pm) : QDpmZ → Ω
∞ is the infinite loop extension of f˜(pm),
Ω∞f(pm)∗ : PH∗(QDpmZ)→ PH∗(Ω
∞X)
is the sum over n of the composites
RnH˜∗(DpmZ)
Rnf˜(p
m)∗
−−−−−−→ RnPH∗(Ω
∞X)
Θn−−→ PH∗(Ω
∞X).
Meanwhile, Proposition 2.7 and Proposition 2.11 combine to say that
Rm+nH˜∗(Z) ⊂ PH∗(QZ)
jpm∗
−−−→ PH∗(QDpmZ)
is zero if n < 0, and is the composite
Rm+nH˜∗(Z)
tr
−→ RnRmH˜∗(Z) ⊂ RnH˜∗(DpmZ) ⊂ PH∗(QDpmZ)
if n ≥ 0.

Corollary 2.15. If Y and Z are co-H-spaces and f : QZ → QY is a continuous
map, then the induced map on homology primitives can be computed as
f∗ =
∞∑
m=0
Ω∞f(pm)∗ ◦ jpm∗ : R∗H˜∗(Z) = PH∗(QZ)→ PH∗(QY ) = R∗H˜∗(Y ).
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Furthermore, each term Ω∞f(pm)∗ ◦ jpm∗ is determined by
RmH˜∗(Z) ⊂ H˜∗(DpmZ)
f˜(pm)∗
−−−−−→ PH∗(QY ) = R∗H˜∗(Y )
as follows: on Rn+mH˜∗(Z), it is zero for n < 0, and, for n ≥ 0, it is the composite
Rn+mH˜∗(Z)
tr
−→ RnRmH˜∗(Z)
Rnf˜(p
m)∗
−−−−−−→ RnR∗H˜∗(Y )
i∗−→ Rn+∗H˜∗(Y ).
3. Proof of Theorem 1.4: first reductions
It is convenient to let Lk = H˜∗(L1(k)), so, in particular, L0 = H˜∗(S
1).
As PH∗(QL1(k)) = R∗Lk, to prove Theorem 1.4, we need to understand the
maps
R∗Lk+1
dk∗−→←−sk∗
R∗Lk
dk−1∗−→←−sk−1∗
R∗Lk−1.
In this section, we show how the hypotheses of Theorem 1.4 fit with the theory
of the last section to greatly simplify the problem.
3.1. Analyzing dk∗. As dk is assumed to be an infinite loop map, dk∗ is determined
by d˜k(1)∗ : Lk+1 → R∗Lk, where d˜k(1) is the composite
L1(k + 1)
η
−→ QL1(k + 1)
dk−→ QL1(k).
The following three lemmas restrict what d˜k(1)∗ could be.
Lemma 3.1. HomA(Lk+1, Lk) = 0
This was given an elementary proof by the author in [K4].
Lemma 3.2. HomA(Lk+1, RnLk) = 0 if n > 1.
This is a special case of Theorem 6.2.
Lemma 3.3. HomA(Lk+1, R1Lk) ≃ Z/p.
See Lemma 6.5 for a more precise statement.
Corollary 3.4. If dk satisfies condition (1k), then dk∗ is a composite of the form
R∗Lk+1
R∗d−−→ R∗R1Lk
i∗−→ R∗+1Lk,
where d : Lk+1 → R1Lk is nonzero.
3.2. Analyzing sk∗. Analyzing sk∗ is more delicate, as sk : QL1(k)→ QL1(k+1)
is not assumed to be an infinite loop map.
Recall that the adjoint to sk has components sk(r) : Σ
∞DrL1(k)→ Σ
∞L1(k+1),
and Lemma 2.4 tells us that sk is the sum over r of the maps Ω
∞sk(r) ◦ jr. The
next lemma, an application of Weiss orthogonal calculus [W], shows that, in our
situation, almost all of these are zero.
Lemma 3.5. If sk extends to a natural transformation sk(V ) : QL1(k, V ) →
QL1(k + 1, V ), then sk(r) is null for r > p.
Proof. Under the hypothesis of the lemma, each sk(r) extends to a natural transfor-
mation sk(r, V ) : Σ
∞DrL1(k, V ) → Σ
∞L1(k + 1, V ). As functors of V to spectra,
Σ∞DrL1(k, V ) is homogeneous of degree rp
k. Now apply the standard fact: if F is
a homogeneous functor of degree d, there are no nontrivial natural transformations
from F to any polynomial functor of degree less that d. 
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Recall that only the terms Ω∞sk(p
m)∗ ◦ jpm∗ contribute to sk∗ when restricted
to primitives. Thus the lemma implies that
sk∗ = Ω
∞sk(1)∗ +Ω
∞sk(p)∗ ◦ jp∗.
The first term here is determined by s˜k(1)∗ : Lk → R∗Lk+1. This is zero due to
the next lemma, which is again a special case of Theorem 6.2.
Lemma 3.6. HomA(Lk, RnLk+1) = 0 for all n.
Thus sk∗ = Ω
∞sk(p)∗◦jp∗. As made explicit in Corollary 2.15, this is determined
by s˜k(p)∗ : R1Lk → R∗Lk+1, and is thus constrained by the next two lemmas.
Lemma 3.7. HomA(R1Lk, RnLk+1) = 0 for n > 0.
This is yet another special case of Theorem 6.2.
Lemma 3.8. HomA(R1Lk, Lk+1) ≃ Z/p.
See Lemma 6.7 for a more precise statement.
Corollary 3.9. If sk satisfies condition (2k), then sk∗ is a composite of the form
R∗+1Lk
tr
−→ R∗R1Lk
R∗s−−→ R∗Lk+1,
where s : R1Lk → Lk+1 is nonzero.
Remark 3.10. With sk∗ defined as in Remark 1.12, the conclusion of this corollary
clearly holds. This avoids the need to use Lemma 3.5, and thus Weiss calculus, in
a proof of the Whitehead conjecture.
3.3. What is next in the proof of Theorem 1.4? The analysis above focuses
attention on the A–module maps among the modules of the form RnLk. In the
next four sections we describe these in a manner that allow us to easily finish the
proof of Theorem 1.4.
The key points are the following:
• RnLk is a direct summand of R
n+k
1 L0.
• HomA(R
m
1 L0, R
n
1L0) = 0 for m < n.
• EndA(R
n
1L0) = Hn, where Hn is the Hecke algebra of type An−1.
• Thanks to the first three points, the maps occurring in Corollary 3.4 and
Corollary 3.9 can be described in terms of elements in these Hecke algebras.
Some of this material is in [K3] or [KuP]. We also make use of special properties
of H∗(BEn), viewed as an unstable A–module.
4. The Hecke algebra and Steinberg idempotent for GLn(Z/p)
In this and subsequent sections, we often write GLn for GLn(Z/p).
We describe some subgroups of GLn, viewed as a Chevalley group of type An−1.
We let Bn < GLn be the standard Borel subgroup: the set of all upper triangular
matrices. This contains the subgroup Un consisting of all upper triangular matrices
with 1’s on the main diagonal. This is a p–Sylow subgroup of GLn.
For i = 1, . . . , n−1, we let Pi < GLn be the ith minimal parabolic subgroup: the
subgroup generated by Bn and the transposition wi that interchanges coordinates
i and i + 1 of En. These transpositions generate the group Wn of permutation
matrices. As is standard, given w ∈ Wn, we let l(w) be the minimal length of a
word in the wi representing w.
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4.1. The Hecke algebra of type An−1.
Definition 4.1. For n ≥ 1, the mod p Hecke algebra of type An−1 is the endomor-
phism algebra
Hn = EndGLn(Z/p[Bn\GLn]).
It is convenient to also let H0 = Z/p.
Recall that if M is a left Z/p[G]–module, and H < G, then
MH = Z/p[H\G]⊗Z/p[G]M
is the module of coinvariants.
Standard Yoneda lemma arguments show the following.
Lemma 4.2. Hn is the endomorphism ring of the functor M 7→MBn .
This lemma allows us to define some elements in Hn. (We do this in a way that
makes it clear these elements really come from the integral Hecke algebra: see [K3,
§4] and [KuP, §2] for more about this.)
To describe these, recall that, given K < H < G, and a Z/p[G]–module M ,
there is an evident quotient map MK → MH . There is also a transfer (or norm)
map tr : MH → MK defined by tr([x]) =
∑
i
[gix] if
∐
i
giK = H . The composite
MH
tr
−→MK →MH is multiplication by the index [H : K].
Definition 4.3. For i = 1, . . . , n− 1, let eˆ(i), e(i) ∈ Hn be defined as follows. We
let eˆ(i) be the natural transformation
MBn →MPi
tr
−→MBn .
As the index of Bn in Pi is p+ 1, eˆ(i)
2 = (p+ 1)eˆ(i), and so is idempotent mod p.
We then let e(i) = p+ 1− eˆ(i) = 1− eˆ(i) mod p, the complementary idempotent.
In terms of the standard algebra generators [I] T1, . . . , Tn−1 for Hn, eˆ(i) = 1+Ti,
corresponding to the Bruhat decomposition Pi = Bn
∐
BnwiBn. Thus e(i) =
p− Ti = −Ti mod p.
The equation eˆ(i)2 = (p+ 1)eˆ(i) is then equivalent to the classic relation
T 2i = (p− 1)Ti + p.
The classic presentation [I] forHn in terms of the Ti gives the following presentation
of Hn in terms of the e(i).
Proposition 4.4. The Z/p–algebra Hn is generated by e(1), . . . , e(n − 1) subject
to the relations
(i) e(i)2 = e(i) for all i.
(ii) e(i)e(i+ 1)e(i) = e(i+ 1)e(i)e(i+ 1) for 1 ≤ i ≤ n− 2.
(iii) e(i)e(j) = e(j)e(i) if j − i > 1.
Furthermore, the assignment e(i) 7→ eˆ(i) extends to an involution of algebras
ˆ: Hn → Hn.
Remark 4.5. In the integral Hecke algebra, relations (i) and (ii) lift to
(i) e(i)2 = (p+ 1)e(i).
(ii) e(i)e(i+ 1)e(i) + pe(i) = e(i+ 1)e(i)e(i+ 1) + pe(i+ 1).
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Definition/Proposition 4.6. [K3, §4] There is a unique nonzero element en ∈ Hn
satisfying the two properties:
(a) e(i)en = en = ene(i) for all i.
(b) e2n = en.
Note that e1 = e0 = 1. For larger n, there is an explicit formulae for en.
Proposition 4.7. For n ≥ 2, en is the ‘longest word’ in the e(i).
Example 4.8. In H4, e4 = e(1)e(2)e(3)e(1)e(2)e(1).
Corollary 4.9. For all Hn–modules N , enN =
n−1⋂
i=1
e(i)N .
Using the involution ofHn, one sees that the element eˆn ∈ Hn satisfies analogous
properties. (eˆ1 = eˆ0 = 1.) The ‘hatted’ version of the corollary for Hn–modules of
the form MBn is as follows.
Corollary 4.10. For all Z/p[GLn]–modules M , multiplication by eˆn is the com-
posite MBn →MGLn
tr
−→MBn .
Proof. Since im{MGLn
tr
−→ MBn} ⊆
n−1⋂
i=1
im{MPi
tr
−→ MBn}, the natural trans-
formation MBn → MGLn
tr
−→ MBn is an idempotent satisfying properties that
characterize eˆn. 
Notation 4.11. There is an algebra embedding Hk ×Hn →֒ Hk+n corresponding
to the block inclusion GLk × GLn →֒ GLk+n. Explicitly this sends e(i) ∈ Hk to
e(i) ∈ Hk+n and e(i) ∈ Hn to e(k+ i) ∈ Hk+n. Slightly abusing notation, in Hk+n,
we let ek, eˆn ∈ Hk+n be the images of ek ∈ Hk and eˆn ∈ Hn under this embedding.
Thus ek and eˆn are commuting idempotents, ek is the longest word in the first k−1
of the e(i), eˆn is the longest word in the last n− 1 of the eˆ(i), and neither involves
e(k).
A useful consequence of the above propositions goes as follows.
Corollary 4.12. [KuP] In Hk+n, eke(k)ek = ek+1 and eˆneˆ(k)eˆn = eˆn+1.
4.2. The Steinberg idempotent.
Definition 4.13. In the integral group ring Z[GLk(Z/p)], let bk =
∑
b∈Bk
[b], and let
w˜k =
∑
w∈Wk
(−1)l(w)[w]. Then let eStk ∈ Z(p)[GLk(Z/p)] be
eStk =
1
[Glk : Uk]
w˜kbk.
R. Steinberg [St] showed that eStk is idempotent.
As eStk b = e
St
k for all b ∈ Bk, for any Z(p)[GLk]–moduleM , e
St
k : M →M factors
through the quotient M →MBk .
Proposition 4.14. [K3] For all Z/p[GLk]–modules M , the natural composition
MBk
eStk−−→M →MBk is ek ∈ Hk.
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It follows that there are canonical isomorphisms eStk M ≃ ekMBk .
Proposition 4.15. [KuP] eStk e
St
k+1 = e
St
k+1 = e
St
k+1e
St
k ∈ Z(p)[GLk+1(Z/p)].
Here Z(p)[GLk(Z/p)] is viewed as a subalgebra of Z(p)[GLk+1(Z/p)] using the
inclusion GLk ×GL1 ⊂ GLk+1.
4.3. Using eStk to define the co-H-space L1(k). As GLk(Z/p) acts on the sus-
pension space BEρkk , one can find a map e
St
k : BE
ρk
k → BE
ρk
k which will induce
multiplication by eStk on homology. The methods of [AdKu] show that there is even
a choice of such a map that is homotopy idempotent.
The space L1(k) is then defined to be the mapping telescope Tel(e
St
k ), and the
canonical map r : BEρkk → L1(k) fits into a homotopy commutative diagram
L1(k)
i
##●
●●
●●
●●
●●
L1(k)
i
##●
●●
●●
●●
●●
BEρkk
eStk //
r
;;✇✇✇✇✇✇✇✇✇
BEρkk
5. Some subgroups of Σpn and wreath product transfers
Using iterated wreath products, the symmetric group Σpn contains subgroups
analogous to the subgroups Bn, Pi < GLn, as we now describe.
Our notational convention for wreath products is that if H permutes a set S and
G permutes a set T , then H ≀ G = GS ⋊H permutes the set T × S, and contains
G×H as a subgroup.
We now let B˜n be the n–fold iterated wreath product Σp
n
≀ Σp and P˜i be the
n− 1–fold wreath product B˜n−i−1 ≀Σp2 ≀ B˜i−1. B˜n has U˜n = Z/p
n
≀ Z/p as a Sylow
subgroup. Note that En is canonically a subgroup of all of these.
In §1 we mentioned that NΣpn (En)/En = GLn. Similarly, one has
Lemma 5.1. [K3, Prop.3.7] NB˜n(En)/En = Bn, NP˜i(En)/En = Pi, and
NU˜n(En)/En = Un.
It follows that the subgroup inclusions En < B˜n and En < P˜i induce maps in
homology passing through the Bn and Pi coinvariants:
H∗(BE
ρn
n )Bn → H∗(BB˜
ρn
n )
and
H∗(BE
ρn
n )Pi → H∗(BP˜
ρn
i ).
The main theorem in [K3] shows that cohomology diagrams dual to the ones in
following theorem commute.
Theorem 5.2. The diagrams H∗(BE
ρn
n )Pi

tr // H∗(BE
ρn
n )Bn

H∗(BP˜
ρn
i )
tr // H∗(BB˜
ρn
n )
commute.
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Now we note that the Thom spaces BB˜ρnn and BP˜
ρn
i identify as D
n
pS
1 and
Di−1p Dp2D
n−i−1
p S
1. Thus Lemma 2.10 tells us that
Rn1L0 = im{H˜∗(BE
ρn
n )Bn → H˜∗(BB˜
ρn
n )}
and
Rn−i−11 R2R
i−1
1 L0 = im{H˜∗(BE
ρn
n )Pi → H˜∗(BP˜
ρn
i )}.
Corollary 5.3. The diagrams H˜∗(BE
ρn
n )Pi

tr // H˜∗(BE
ρn
n )Bn

Rn−i−11 R2R
i−1
1 L0
tr // Rn1L0
commute.
Mitchell and Priddy, using a homology calculation similar to those in Theo-
rem 5.2, observe the following.
Proposition 5.4. [MP] There exists a stable map fk : Σ
∞BB˜ρkk → Σ
∞BEρkk such
that the diagram
Σ∞BB˜ρkk
fk
&&▲
▲▲
▲▲
▲▲
▲▲
▲
Σ∞BEρkk
Σ∞eStk //
88rrrrrrrrrr
Σ∞BEρkk
homotopy commutes. Thus L1(k) is a stable retract of BB˜
ρk
k = D
k
pS
1, and the
A–module Lk is a direct summand of R
k
1L0.
Corollary 5.5. L1(k + 1) is a stable retract of DpL1(k), and the A–module Lk+1
is a direct summand of R1Lk.
Proof. This follows from the commutative diagram
BE
ρk+1
k+1
eStk+1

eStk+1
%%❑
❑❑
❑❑
❑❑
❑❑
❑
BE
ρk+1
k+1

eStk ×1 // BE
ρk+1
k+1

// BB˜
ρk+1
k+1
DpBE
ρk
k
Dpe
St
k // DpBE
ρk
k
// DpBB˜
ρk
k
where the unlabeled maps are induced by subgroup inclusions. The triangle com-
mutes by Proposition 4.15. 
6. A–module maps among the modules RnLk
Recall that we wish to understand A–module maps among the A–modules
RnLk ⊆ H∗(DpnL1(k)).
The results in the last sections make it clear that very explicit geometric maps
exhibit RnLk as a direct summand of R
k+n
1 L0. Thus it suffices to understand
A–module maps among the family Rn1L0.
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Recall that En < B˜n induces an epimorphism of A–modules
H∗(BE
ρn
n )Bn ։ R
n
1L0 ⊆ H∗(BB˜
ρn
n ).
Remark 6.1. The epimorphism here is an isomorphism when p = 2, and very close
to an isomorphism when p is odd: see Lemma 7.2.
Theorem 6.2. If m < n,
HomA(H∗(BE
ρm
m )Bm , H∗(BE
ρn
n )Bn) = HomA(R
m
1 L0, R
n
1L0) = 0.
Thus HomA(RmLj , RnLk) = 0 if m+ j < n+ k.
We will prove this in §7. Note that this includes Lemmas 3.2, 3.6, and 3.7 as
special cases.
More interesting is when m = n.
Let EndA(H∗(BE
ρn
n )Bn , R
n
1L0) be the set of pairs (f, g) of A–module maps
making the diagram
H∗(BE
ρn
n )Bn

f
// H∗(BE
ρn
n )Bn

Rn1L0
g
// Rn1L0
commute. This set is a subalgebra of EndA(H∗(BE
ρn
n )Bn) in the evident way, and
there is an algebra homomorphism to EndA(R
n
1L0) by sending (f, g) to g.
Note that there is a homomorphism of algebras
Hn → EndA(MBn)
for all A–modules M equipped with an action of GLn.
Theorem 6.3. The algebra homomorphisms
Hn → EndA(H∗(BE
ρn
n )Bn) ⊇ EndA(H∗(BE
ρn
n )Bn , R
n
1L0)→ EndA(R
n
1L0)
are all isomorphisms.
This fundamental result will also be proved in §7.
It is worth pondering what key elements in Hn correspond to in EndA(R
n
1L0).
Firstly Rn1L0 ⊂ H∗(D
n
pS
1) = H∗(BB˜
ρn
n ) can be viewed as the span of sequences
of Dyer Lashof operations of length n acting on the fundamental class of S1, before
Adem relations have been applied.
Corollary 5.3 tells us that eˆ(i) ∈ Hn corresponds to the endomorphism
Rn1L0
i∗−→ Rn−i−11 R2R
i−1
1 L0
tr
−→ Rn1L0
where i∗ and tr are induced by the wreath product subgroup inclusion B˜n < P˜i.
This map can be regarded as ‘rewriting’ the ith and (i+ 1)st operations (counting
from the right) in some sort of ‘admissible’ form.
The complementary idempotent e(i) rewrites these operations in ‘completely
inadmissible’ form.
We see that eˆnR
n
1L0 = RnL0 and ekR
k
1L0 = Lk, and finally that
eˆnekR
n+k
1 L0 = RnLk,
which can be interpreted as the span of admissible sequences of length n applied
to the module of completely inadmissible sequences of length k (acting on a 1–
dimensional class).
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Corollary 6.4. If m+ j = n+ k, HomA(RmLj, RnLk) = eˆnekHk+neˆmej.
6.1. More calculations in the Hecke algebra. The next lemma and corollary
should be compared with Lemma 3.3 and Corollary 3.4.
Lemma 6.5. HomA(Lk, R1Lk−1) = eˆ1ek−1Hkek = 〈ek〉.
Corollary 6.6. If d : Lk → R1Lk−1 corresponds to λek for some λ ∈ Z/p, then
the composite
RnLk
Rnd−−−→ RnR1Lk−1
i∗−→ Rn+1Lk−1
corresponds to λeˆn+1ek ∈ eˆn+1ek−1Hk+neˆnek.
Similarly, the next lemma and corollary should be compared with Lemma 3.8
and Corollary 3.9.
Lemma 6.7. HomA(R1Lk−1, Lk) = ekHkeˆ1ek−1 = 〈ek〉.
Corollary 6.8. If s : R1Lk−1 → Lk corresponds to λek for some λ ∈ Z/p, then
the composite
Rn+1Lk−1
tr
−→ RnR1Lk−1
Rns−−→ RnLk
corresponds to λekeˆn+1 ∈ eˆnekHk+neˆn+1ek−1.
The identity in the next proposition was identified by us in [KuP].
Proposition 6.9. In EndA(RnLk) = eˆnekHk+neˆnek,
eˆnek+1eˆn + ekeˆn+1ek = eˆnek.
The elements eˆnek+1eˆn and ekeˆn+1ek are orthogonal, and thus idempotent.
Proof. For the first statement, we compute:
eˆnek+1eˆn + ekeˆn+1ek = eˆneke(k)ekeˆn + ekeˆneˆ(k)eˆnek
= eˆnek(e(k) + eˆ(k))eˆnek
= (eˆnek)
2 = eˆnek
Similarly, for the second statement, we have:
(eˆnek+1eˆn)(ekeˆn+1ek) = eˆnek+1ekeˆneˆn+1ek
= eˆnek+1eˆn+1ek
= eˆnek+1e(k)eˆ(k)eˆn+1ek
= eˆnek+10eˆn+1ek = 0.
It is now formal that each of these elements are idempotent: if x, y are elements
in an algebra with unit e such that x + y = e and xy = 0, then x and y are
idempotent. 
Corollary 6.10. If λ, µ ∈ Z/p are nonzero, then
λeˆnek+1eˆn + µekeˆn+1ek : RnLk → RnLk
will be an isomorphism.
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7. Proofs of Theorem 6.2 and Theorem 6.3
To prove Theorem 6.2 and Theorem 6.3, it is convenient to work with cohomol-
ogy, rather than homology. The inclusion En < B˜n induces
H˜∗(BB˜ρnn )։ (R
n
1L0)
∗ →֒ H˜∗(BEρnn )
Bn .
It is also convenient to desuspend once, using that the representation ρn has
a trivial 1–dimensional summand. Let N(n) = Σ−1(Rn1L0)
∗. If one writes ρn =
1⊕ ρ˜n, then BB˜
ρn
n = ΣBB˜
ρ˜n
n , BE
ρn
n = ΣBE
ρ˜n
n , and the inclusion En < B˜n induces
H˜∗(BB˜ρ˜nn )։ N(n) →֒ H˜
∗(BEρ˜nn )
Bn .
We let cn ∈ H
pn−1(BEn) denote the Euler class of the bundle associated to ρ˜n.
When p = 2, this is the top Dickson invariant; when p is odd, it is the ‘square
root’ of the top Dickson invariant of the ‘even part’ of H∗(BEn). In either case,
H˜∗(BEρ˜nn ) = cnH
∗(BEn), and so N(n) ⊆ cnH
∗(BEn)
Bn . (By cnH
∗(BEn)
Bn , we
mean (cnH
∗(BEn))
Bn : at odd primes, cn is a twisted invariant of Bn.)
We will use the next property of cn.
Lemma 7.1. If E < En is a proper subgroup, then cn restricts to 0 in H
∗(BE).
To compare N(n) and cnH
∗(BEn)
Bn , we will use the following lemma, whose
proof will be given at the end of the section.
Lemma 7.2. N(n) ⊆ cnH
∗(BEn)
Bn is an isomorphism if p = 2, and has nilpotent
cokernel if p is odd.
Here ‘nilpotent’ is in the sense of unstable A–module theory [Sch]. Let U be the
category of unstable modules, and K be the category of unstable algebras. In our
case, our modules are in K, and the lemma equivalently says that a sufficiently high
pth power of any element in cnH
∗(BEn)
Bn will be in the submodule N(n).
Since HomU(N(n), N(m)) ⊆ HomU (N(n), cmH
∗(BEm)
Bm), to prove Theorem 6.2
it suffices to prove the next proposition.
Proposition 7.3. If m < n, then
HomU (N(n), cmH
∗(BEm)) = HomU (cnH
∗(BEn), cmH
∗(BEm)) = 0.
Similarly, to prove Theorem 6.3, it suffices to prove the following proposition.
Proposition 7.4. The homomorphisms
Hn → EndU(cnH
∗(BEn)
Bn)→ HomU (N(n), cnH
∗(BEn)
Bn) ⊇ EndU (N(n))
are all isomorphism.
We begin the proofs.
Recall that, by either [AGM] or [LZ], the natural map
Z/p[Hom(Em, En)]→ HomU (H
∗(BEn), H
∗(BEm))
is an isomorphism. Our first lemma is a variant of this.
Lemma 7.5. The natural map
Z/p[Epi(Em, En)]→ HomU (cnH
∗(BEn), H
∗(BEm))
is an isomorphism.
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Proof. Consider the diagram
Z/p[Hom(Em, En)] // //
≀

Z/p[Epi(Em, En)] _

Z/p[HomK(H
∗(BEn), H
∗(BEm))] //
≀

Z/p[HomK(cnH
∗(BEn), H
∗(BEm))]
≀

HomU(H
∗(BEn), H
∗(BEm)) // // HomU (cnH
∗(BEn), H
∗(BEm)).
The top horizontal map sends any homomorphism Em → En that is not epic
to 0, and the top square commutes because such a homomorphism has image in a
proper subgroup of En, so that Lemma 7.1 applies. The bottom two vertical maps
are isomorphisms by Lannes’ Linearization Theorem [LZ, Appendix]. The bottom
horizontal map is an epimorphism because H∗(BEm) is a U–injective [Sch].
Finally, the top right vertical map is visibly monic: seen, e.g., by considering
the action of Epi(Em, En) on cmH
1(BEm). From the rest of the diagram, one
concludes that this same map is an epimorphism, and the lemma follows. 
Corollary 7.6. Z/p[Epi(Em, En)/Bn]
∼
−→ HomU (cnH
∗(BEn)
Bn , H∗(BEm))
∼
−→
HomU(N(n), H
∗(BEm)).
Proof. The first isomorphism follows from the lemma, again using that H∗(BEn)
is a U–injective. The second follows from Lemma 7.2, using, for odd primes, that
H∗(BEn) is nil–closed [Sch]. 
As there are no epimorphisms Em → En if m < n, this corollary proves Propo-
sition 7.3 and thus Theorem 6.2.
We turn to the case when m = n. The next lemma and corollary imply Propo-
sition 7.4.
Lemma 7.7. With M equal to N(n) or cnH
∗(BEn)
Bn ,
Hn = HomU(M, cnH
∗(BEn)
Bn).
Proof. Note that Hn = Z/p[GLn/Bn]
Bn . We have already shown that the natural
map
Z/p[GLn/Bn]→ HomU(M,H
∗(BEn))
is a bijection. By construction, the image of this map lands in the subspace
HomU(M, cnH
∗(BEn)). Now take Bn invariants. 
Corollary 7.8. EndU (N(n)) ⊆ HomU(N(n), cnH
∗(BEn)
Bn) is an isomorphism.
Proof. As discussed earlier in dual form, Theorem 5.2 tells us that there are maps
e(i) : N(n)→ N(n) making the diagram
N(n)
 _

e(i)
//❴❴❴❴❴❴❴ N(n)
 _

cnH
∗(BEn)
Bn
e(i)
// cnH
∗(BEn)
Bn
commute. Since the e(i) generate the algebra EndU (cnH
∗(BEn))
Bn), the corollary
follows. 
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It remains to prove Lemma 7.2.
Sketch proof of Lemma 7.2. The lemma says that the restriction
H∗(BB˜ρ˜nn )→ H
∗(BEρ˜nn )
Bn .
is an epimorphism when p = 2 and a nil–epimorphism in all cases.
This can be proved in various ways. For starters, using a transfer argument,
one can replace B˜n and Bn with their p–Sylow subgroups U˜n and Un. This makes
orientability issues disappear: the Euler class cn extends to U˜n and is Un–invariant.
One approach now goes as follows. The map
cnH
∗(BU˜n)→ cnH
∗(BEρ˜nn )
Un .
is a nil–epimorphism if and only if, for all elementary abelian p–groups E,
HomU (cnH
∗(BEρ˜nn )
Un , H∗(BE))→ HomU (cnH
∗(BU˜n), H
∗(BE))
is a monomorphism.
One then checks that this map identifies with
Z/p[Epi(E,En)/Un]→ Z/p[TransRep(E, U˜n)],
where TransRep(E, U˜n) is set of representations of E in U˜n that are transitive,
when viewed as an E–set with pn elements. This is a monomorphism. 
8. Proof of the main results
We complete the proof of Theorem 1.4 and thus also Theorem 1.1.
Proof of Theorem 1.4: the last step. We need to understand the diagram
R∗Lk+1
dk∗−→←−sk∗
R∗Lk
dk−1∗−→←−sk−1∗
R∗Lk−1
if conditions (1j) and (2j) hold for j = k − 1, k.
By Corollary 3.4 and Corollary 3.9, this diagram is the direct sum over n of
diagrams of the form
Rn−1Lk+1
dk∗−→←−sk∗
RnLk
dk−1∗−→←−sk−1∗
Rn+1Lk−1.
Corollary 3.4 and Corollary 6.6 combine to say that dk∗ and dk−1∗ are nonzero
multiples of eˆnek+1 and eˆn+1ek, while Corollary 3.9 and Corollary 6.8 combine to
say that sk∗ and sk−1∗ are nonzero multiples of ek+1eˆn and ekeˆn+1.
Thus there are nonzero elements λ, µ ∈ Z/p such that
dk∗sk∗ + sk−1∗dk−1∗ : RnLk → RnLk
equals
λ(eˆnek+1)(ek+1eˆn)+µ(ekeˆn+1)(eˆn+1ek) = λeˆnek+1eˆn+µekeˆn+1ek : RnLk → RnLk,
which is an isomorphism, by Corollary 6.10.

We now prove Lemma 1.6, showing that the maps dk in the Whitehead conjecture
satisfy the conditions (1k).
FIRST DIFFERENTIAL CONJECTURE 23
Proof of Lemma 1.6. Recall that one has the identification
Σ∞L1(k) = Σ
1−kSP p
k
(S)/SP p
k−1
(S).
We need to be prove that dk : QL1(k + 1)→ QL1(k) is nonzero on Hc(k+1), where
dk is the composition Ω
∞δk ◦ Ω
∞ik+1 in the diagram
Ω∞Σ−kHZ/SP p
k
(S)
Ω∞δk
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
Ω∞Σ1−kHZ/SP p
k−1
(S)
QL1(k + 1)
Ω∞ik+1
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
QL1(k)
Ω∞ik
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
We prove this by induction on k, beginning with the trivial and slightly degen-
erate case d−1 = Ω
∞i0 : QS
1 → S1, which is nonzero on H1.
For the inductive step, when the conditions of Theorem 1.1 hold for j < k,
Theorem 1.1 implies a truncated version of Corollary 1.2, and we learn that the
fibration sequence
Ω∞Σ−kHZ/SP p
k
(S)
Ω∞δk−−−−→ QL1(k)
Ω∞ik−−−→ Ω∞Σ1−kHZ/SP p
k−1
(S)
is a split fibration of infinite loop spaces. Thus Ω∞δk is certainly monic in homology.
Meanwhile, Ω∞ik+1 is an isomorphism on bottom homology Hc(k+1), as this is
the case for ik+1. 
We prove Lemma 1.9, showing that the maps sk arising from the Goodwillie
tower of S1 satisfy the conditions (2k).
Proof of Lemma 1.9. We need to prove that sk : QL1(k)→ QL1(k + 1) is nonzero
on PHc(k+1). The right vertical map is an isomorphism in the diagram
πc(k+1)(QL1(k))

sk∗ // πc(k+1)(QL1(k + 1))

PHc(k+1)(QL1(k))
sk∗ // PHc(k+1)(QL1(k + 1)).
Thus we need to prove that sk : QL1(k)→ QL1(k + 1) is nonzero on πc(k+1).
We prove this by induction on k, beginning with the trivial and slightly degen-
erate case s−1 : S
1 → QS1, which is nonzero on π1.
We now make use of the fact that sk∗ appears as a differential on the E
1 page of
the homotopy spectral sequence which we know, thanks to [AK], strongly converges
to π∗(S
1). This second quadrant spectral sequence has E1−s,t = π
S
t (L1(s)), and
converges to πt−s(S
1), so that E∞−s,t = 0 unless (s, t) = (0, 1).
For our inductive step, when the conditions of Theorem 1.1 hold for j < k,
Theorem 1.1 implies a truncated version of Corollary 1.3, and we learn that
0→ π∗(S
1)→ π∗(QL1(0))→ · · · → π∗(QL1(k − 1))→ π∗(QL1(k))
is exact. Interpreted as a statement about the spectral sequence, we learn that
E2−s,t = 0 for s = 0, . . . , k − 1 unless (s, t) = (0, 1).
By connectivity reasons, if s > k+1, E1−s,t = 0 unless t− s is much bigger than
c(k + 1)− k − 1. Thus, since E∞
−(k+1),c(k+1) = 0, the E
1–differential
E1−k,c(k+1) → E
1
−(k+1),c(k+1)
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must be onto. But this just means that
sk∗ : πc(k+1)(QL1(k))→ πc(k+1)(QL1(k + 1))
is onto, as needed. 
Appendix A. Proof of Corollary 1.2
Corollary 1.2 follows from the next proposition, specialized to the situation of
Theorem 1.1.
Proposition A.1. Suppose one has a diagram of spaces of the following form:
(A.1) . . .
d2 // X2
d1 //
s2
oo X1
d0 //
s1
oo X0
s0
oo
d−1
// Y−1.
s−1
oo
Suppose the following properties hold:
(i) dk−1dk is null for all k.
(ii) The dk are maps of H–spaces. (Infinite loop, in our situation.)
(iii) The maps d−1s−1 : Y−1 → Y−1 and dksk + sk−1dk−1 : Xk → Xk, for k ≥ 0,
are all homotopy equivalences.
Then (A.1) refines to a diagram
. . .
d2 //
p2
  ❆
❆❆
❆❆
❆❆
❆ X2
d1 //
s2
oo
p1
  ❆
❆❆
❆❆
❆❆
❆
X1
d0 //
s1
oo
p0
  ❆
❆❆
❆❆
❆❆
❆
X0
s0
oo
ǫ // Y−1.
η
oo
Y2
i2
>>⑥⑥⑥⑥⑥⑥⑥⑥
Y1
i1
>>⑥⑥⑥⑥⑥⑥⑥⑥
Y0
i0
>>⑥⑥⑥⑥⑥⑥⑥⑥
with the following properties.
(a) Yk
ik−→ Xk
pk−1
−−−→ Yk−1 is a split fibration sequence of H–spaces, and thus define
a product decomposition Xk ≃ Yk × Yk−1.
(b) The triangles Xk+1
pk
""❊
❊❊
❊❊
❊❊
❊
dk // Xk
Yk
ik
>>⑥⑥⑥⑥⑥⑥⑥⑥
commute.
(c) For all k ≥ 0, pkskik : Yk → Yk is a homotopy equivalence.
Proof. One constructs the refinement by induction on k, so assume the properties
for k− 1. One then defines ik : Yk → Xk to be the fiber of pk−1. Property (c) tells
us that ik−1 is a monomorphism in the sense of category theory. To define pk, one
knows that ik−1pk−1dk = dk−1dk is null, by assumption (i). Thus so is pk−1dk, and
so the lift pk exists as in property (b). Property (c) then holds for the new triangle
by assumption (iii), showing that pk is split. Assumption (ii) tells us that the split
fibrations
Yk
ik−→ Xk
pk−1
−−−→ Yk−1
are product decompositions. 
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Appendix B. Discussion of Conjecture 1.11
With our notation, Theorem 6.3 of [ADL] says the following.
Theorem B.1. For any d > 0, the d–fold looping map from
hoNat[QBE
(R⊕V )⊗Rρk
k , QBE
(R⊕V )⊗Rρk+1
k+1 ]
to
hoNat[ΩdQBE
(R⊕V )⊗Rρk
k ,Ω
dQBE
(R⊕V )⊗Rρk+1
k+1 ]
is onto on π0.
Here hoNat denotes the (homotopically meaningful) space of natural transfor-
mations.
This theorem has the formal consequence that there exist natural k–fold deloop-
ings sk(V ) : QL1(k, V ) → QL1(k + 1, V ) of the kth connecting map in the Weiss
tower.
We observe that their argument allows one to show some uniqueness.
Theorem B.2. For any d > 1, the (d− 1)–fold looping map from
hoNat[ΩQBE
(R⊕V )⊗Rρk
k ,ΩQBE
(R⊕V )⊗Rρk+1
k+1 ]
to
hoNat[ΩdQBE
(R⊕V )⊗Rρk
k ,Ω
dQBE
(R⊕V )⊗Rρk+1
k+1 ]
is bijective (and, in particular, one-to-one) on π0.
Corollary B.3. There is a unique natural (k − 1)–fold delooping
Ωsk(V ) : ΩQL1(k, V )→ ΩQL1(k + 1, V )
of the kth connecting map of the Weiss tower.
One might conjecture the following generalizations of these theorems.
Conjecture B.4. For all r ≥ 1, and for any d > 0, the d–fold looping map from
hoNat[QBE
(R⊕V )⊗Rρk
k , QBE
(R⊕V )⊗Rρk+r
k+r ]
to
hoNat[ΩdQBE
(R⊕V )⊗Rρk
k ,Ω
dQBE
(R⊕V )⊗Rρk+r
k+r ]
is onto on π0.
Conjecture B.5. For all r ≥ 1, for any d > 1, the (d− 1)–fold looping map from
hoNat[ΩQBE
(R⊕V )⊗Rρk
k ,ΩQBE
(R⊕V )⊗Rρk+r
k+r ]
to
hoNat[ΩdQBE
(R⊕V )⊗Rρk
k ,Ω
dQBE
(R⊕V )⊗Rρk+r
k+r ]
is bijective (and, in particular, one-to-one) on π0.
This second conjecture, in the case when r = 2, implies Conjecture 1.11: the
conjecture that Ωsk(V )Ωsk−1(V ) would be null.
The analysis in [ADL] proving Theorem B.1 also proves Theorem B.2 if one
makes one change:
• Near the bottom of page 202 of [ADL], the (0–connected) cofiber of the
map S0 → S(i−1)d should be replaced by the (at least 1–connected) cofiber
of Si−1 → S(i−1)d.
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To prove the conjectures, one is led to the attempt to do the following.
• k + 1 should be replaced by k + r in the discussion beginning on page 203
of [ADL], as well as in supporting arguments in §5.
All of this appears to be straightforward, except for generalizing the ‘represen-
tation theory’ described in Lemma 5.1 and Proposition 5.2 of [ADL].
As a first observation, one can weaken Lemma 5.1 to just what is needed in
[ADL, §6]. We recall the context.
Let 1 ≤ i ≤ pr.
There is a subgroup inclusion U(ipk) × U(pk+r − ipk) ⊂ U(pk+r) using block
matrices. In the usual way, we consider Σi ≀ Ek to be a subgroup of U(ip
k), and
Ek+r to be a subgroup of U(p
k+r). (Ek here is written as ∆k in [ADL].)
Now fix g ∈ U(pk+r), and let
Ig = {(φ, γ) ∈ Σi ≀ Ek × Ek+r | ∃h ∈ U(p
k+r − ipk) such that gγg−1 = φh}.
When r = 1, the next lemma is a version of Lemma 5.1 (5-1) of [ADL] sufficient
for the needs of the proof of both theorems above. It is proved using the argument
in [ADL].
Lemma B.6. The composite Ig ⊂ Σi ≀Ek ×Ek+r → Ek+r is monic. In particular,
Ig will be an elementary abelian p–group.
The evident generalization of Lemma 5.1 (5-2) of [ADL] would be the following:
the composite Ig ⊂ Σi ≀Ek × Ek+r → Σi ≀Ek is monic.
Much to our disappointment, we found this can be false as soon as r = 2.
Example B.7. Let p = r = i = 2 and k = 1. Then, for g ∈ U(8), Ig is a subgroup
of Σ2 ≀E1 ×E3. If g is chosen to conjugate the permutation matrix γ consisting of
four 2×2 blocks
[
0 1
1 0
]
to the matrix with 4×4 blocks
[
I4 0
0 −I4
]
, then (e, γ) ∈ Ig
(with h = −I4).
Thus the finiteness statement, analogous to that on page 204 of [ADL], that one
would like to make about the spectrum S−4 ∧ S8 as an Ig–spectrum appears to be
not true.
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