Abstract-We present numerical simulations of the Solar Orbiter spacecraft (SC)/plasma interaction performed with the SC-plasma interaction system software. Solar orbiter, to be launched in 2019, is dedicated to observe the sun and the solar wind. The SC will be equipped with both in situ and remote sensing instruments and will approach the sun as close as 0.28 AU. The whole SC will be subjected to an intense electromagnetic radiation flux (ten times that at the earth) leading to specific thermal and SC-plasma interactions issues. This paper investigates plasma interaction effects with two instruments: the radio and plasma waves and the electron analyzer system.
increased to 34°during the extended phase of the mission. The mission aims at understanding the solar activity effects on the inner heliosphere through in situ and remote observations.
The location of the two instruments of interest for this work onto the SC is indicated in Fig. 2 . The radio and plasma waves device (RPW) consists of three conducting antennas of more than 6-m length measuring the ambient electric and magnetic field fluctuations from dc to several kilohertz. Antennas are coplanar in a plane normal to the sunward direction and ∼1.3 m sunward of the solar arrays (SA).
Potential on each antenna is a function of the local plasma conditions and in particular a function of the plasma's ambient electric field. As a consequence, the component of the ambient electric field coplanar with the antennas can in principle be deduced from the differences between the potentials on 0093-3813 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the three antennas, provided that the SC induced effects are known. The electron analyzer system (EAS) is a part of the solar wind plasma analyzer (SWA). EAS measures the electron bulk properties (including density N, velocity V , and temperature T ) of the solar wind, between 0.28 and 0.8 AU heliocentric distance. It is made of a pair of top-hat electrostatic analyzers with aperture deflection plates mounted in the shadow of the SC at the end of the instrument boom. The two sensors provide an almost full 4π sr field of view subject only to minor blockage by the SC and its appendages. The sensors measure electron fluxes in the 1-5 keV energy range with 10%-12% precision ( E/E) and 10°angular resolution. Moments of the electron velocity distribution at 4 s time resolution will be routinely returned to ground even though the sensors can sample full 3-D distributions at a higher rate and 2-D electron pitch angle distributions at 0.125-s rate during short periods of burst mode. At Solar Orbiter perihelion (∼0.28 AU), the solar radiation flux is about ten times stronger than at 1 AU and the solar wind is also significantly denser and hotter than at 1 AU. A previous study [2] suggested that the EAS detector may be contaminated by important fluxes of low energy secondary and photoelectrons, emitted by the SC itself, and deflected toward the detectors by the local structure of the plasma potential. The local plasma potential is indeed modified by various SC induced effects such as the charging of covering material, the presence of an ion wake, and high secondary electron/photoelectron densities [3] , [4] , which in turn affect the measured thermal electrons' energy distribution functions (EDFs). Compared with theoretical undisturbed EDF, simulations show that an EAS may measure density excess of more than 130% at perihelion, mainly due to SC emitted electrons. On the other hand, the three RPW antennas will be surrounded by electron clouds inducing noticeable deformations of the local electrostatic pattern. In addition, the antennas might bend due to material expansion on their sunlit faces as at perihelion antennas temperature may reach 500°C-600°C. Finally, Solar Orbiter body elements covered with dielectric materials may sufficiently charge to affect measurements of the ambient low frequency electric field.
Numerical simulations are the only mean to make a realistic and accurate quantitative model of the satellite induced perturbations on instrument measurements. The SC-plasma interaction system (SPIS) [5] software is used simulate the Solar Orbiter plasma environment and to evaluate the quantitative impact of the various parts of the SC on RPW and EAS measurements. The SPIS project aims at developing a software toolkit for SC-plasma interactions and SC charging modeling. Its numerical kernel is a 3-D unstructured particle-in-cell plasma model (PIC) and a Poisson solver. It is supported by a consortium of users and developers, the Spacecraft Plasma Interaction Network in Europe, which tests and validates the code [6] . Recent SPIS developments have enabled the user to add scientific instruments (Langmuir probes, particle detectors) in the simulation domain as to mimic expected measurements [2] . Moreover, a recent paper [7] cross-compared SPIS to four other numerical models developed to study interactions between SC and space environment, in the context of a mission even closer to the sun: solar probe. It showed very good agreement between models (based on different numerical approaches) and also demonstrated that numerical simulations can be used with confidence to understand and analyze the underlying processes at play in the interaction between SC and space environment, even in such extreme environment as the one encountered by solar probe at its perihelion, at less than 0.05 AU from the sun. A specific study presenting SPIS simulations of solar probe at its perihelion can be found in [3] , while [4] details the evolution of interactions between this SC and its near-environment for heliocentric distances within the range 0.044-1 AU.
In the following, SPIS simulations of Solar Orbiter at its perihelion will be presented. In the first part, we show simulations, where a spatially constant electric field has been added as to mimic the effect of low-frequency electric field fluctuations on the RPW antennas. The aim is to provide estimates of the effective length for the three possible antenna couples, the only way to link the ambient electric field to the antenna potentials. This has never been done before, this is the reason why this simulation is a preliminary study, using a single type of environment, in order to demonstrate that this method is numerically possible. Other environmental conditions will be tested in the future work. In a second part, SC/plasma interaction impacts on EAS measurements will be discussed. These include the modifications of the velocity moments due to SC charging and particle emission and to the deflection of the incoming particle flow due to the local electrostatic plasma potential structure.
The objective of this paper is to provide a better understanding of upcoming on-board measurements and provide estimates of the corrections required to recover the unperturbed local plasma parameters.
II. SIMULATION CONFIGURATION

A. Geometry Model
The SC configuration used in our simulations is presented in Fig. 3 . It is a simplified model of the satellite made with the Gmsh software (the SPIS embedded CAD modeling tool), as we evidently cannot reproduce in full details the real structure of the SC. The main elements have been modeled in 3-D, respecting their real (or sometimes supposed) dimensions as they were at the time of the simulation. Dimensions and covering materials may still change depending on technical and/or industrial constraints. In any case, for this work, all surfaces are electrically conducting, including the heat shield, except for the two front faces of the SA.
In Fig. 3 , one identifies the main elements: the satellite body, the sunshield, the high-gain antenna (HGA) dish mounted on its mast, and the boom at the rear on which the outer end the EAS instrument (not yet represented on this model) will be mounted. The two SA are present even though they here fully face the sun: actually they should be rotated around their main axis with an angle depending on the heliocentric distance. At perihelion this angle reaches 76.5°, but this configuration was not yet implemented in our CAD model at the time these simulations were performed. Consequences of this rotation will be studied in further work. Also shown are the three RPW 6.5-m long thin antennas (average radius of 1.3 cm) in red and their supporting booms (modeled as thin wires) in blue and three sunshields to protect the preamplifier boxes (in which the stacers are stowed before the antenna deployment). Gmsh produces an unstructured grid of ∼340 000 tetrahedra filling an ovoid of about 36 m × 36 m × 40 m containing the SC. Smallest distance between generated nodes is 1 cm (in regions between RPW shields and preamps elements) and the largest reaches 1.6 m on the volume boundary. Concerning the antenna wires: mesh size is set at 10 cm (1-D modeling in SPIS requires local cells larger than the wire radius).
B. Environment and SPIS Parameters
We place the study at Solar Orbiter perihelion, i.e., at 0.28 AU from the sun. The plasma parameters used in our simulations are listed in Table I . Those parameters are derived from [4] and from the model of Parker (1958) [8] , representing average environment values and not a worst case situation. All species (protons, thermal electrons, secondary electrons, and photoelectrons) are computed using a PIC model.
The secondary electron emission under electron impact (SEE), as well as the secondary electron emission under proton impact (SEP), are set with a characteristic energy of 2 eV (Maxwellian velocity distribution function). The backscattered electrons are emitted with 2/3 of their initial energy and photoelectrons are emitted with a Maxwellian energy profile with a temperature of 3 eV.
The sun is located in the −z direction, normal to the sunshield. With the SPIS version used here (5.1.9), it is not possible to apply directly an electric field over the simulation box (constant over time and unidirectional). The trick to succeed in finally simulating an E-field was to apply magnetic one (B, constant and uniform over the simulation volume), combined with the real SC velocity according to its motion along its orbit (V X = 60 km/s) and its relative velocity regarding the proton bulk motion (V Z = 400 km/s). It therefore sets a V×B induced convection E-field over the simulation volume. We also consider a strong, unrealistic, interplanetary magnetic field (∼30 times the expected one at perihelion) in order to clearly see field effects on the RPW antennas, and we also add effects of magnetized particles in the simulation that will be discussed in Section III. In a further work, a more realistic environment will be applied. According to the configuration indicated in Table I , the induced electric field is here set to E Y = 240 mV/m. Note that almost all conducting surfaces are directly connected to the SC ground, meaning that those will have their potential floating at the same value that the Solar Orbiter body. The external surfaces of dielectric elements will charge differentially. However, we apply a capacity between the three RPW antennas and the satellite ground in order to decouple those wires from the body and to derive different potentials on them.
III. SIMULATION OF RPW ANTENNAS
A. Simulation Results
In this first case, as illustrated in Fig. 4 , SC potentials settle to steady values after a transitory regime, here lasting 0.4 s, due to the instantaneous sun lightning of the satellite inherent to simulation start. Steady potentials reached by satellite elements are displayed on Table II. These are average values calculated between t = 0.4 s and t = 0.8 s. Standard deviations of those values during this period are also indicated as a proof of numerical stability. The two solar panels' sunlit faces are identified as SA1 (on the −x side of the simulation box) and SA2 on the opposite side. The three antennas are identified as RPW1 along the y-axis, RPW2 toward −x and RPW3 on the +x side of the simulation box. Fig. 5 shows the plasma potential in the xz plane cutting through the middle of the sunshield and solar panels (i.e., y = 0). Negative potential areas appear ahead of the SC (because of high densities of secondary and photoelectrons) and downstream of it as a consequence of the ion wake (protons' mean flow is along −z) and high densities of secondary electrons. Maximum potential of 15.2 V is on the front face of the −x sided solar array. Downstream of the satellite body the tip of the rear boom crosses the y = 0 plane which is the reason for the small positive potential bump in that region. Fig. 6 displays the plasma potential in the plane containing the three RPW antennas. This particular cut through the volume also shows the influence of the solar array cover glasses in the vicinity of the stacers. Fig. 7 is the ion density map in the xz plane, clearly showing the ion depletion due to the combination of the proton bulk velocity (the solar wind velocity) toward −Z and the SC orbital velocity toward the +x-direction. A more in detail discussion of the wake formation can be found in [4] . Let us now estimate the effective length for the three couples of RPW antennas. The effective length L eff AB between any two antennas A and B is defined by assuming a linear relation between the external electric field E and the potential difference AB between A and B: AB = L effAB · E (see the upper sketch in Fig. 8 ). In the simulation, the ambient field E is user defined while the potential differences AB for the three antenna couples are computed by the simulation (see Table III ).
Arbitrarily assuming that the directions of the effective length vectors L effAB are aligned with the sides of a triangle connecting the antenna centers (see Fig. 8 ) an effective length can be given for each couple of antennas.
For symmetry reasons, given that E is along y-axis, L eff12 and L eff13 should be identical but the potential difference between 1 and 2 being stronger than between 1 and 3 gives L eff12 = 13.66 m and L eff13 = 8.38 m.
Bottom sketch in Fig. 8 shows that the obtained average effective length of 11 m is in the range medium to maximum separation distance between the corresponding antenna couples.
Where does this 5 m discrepancy between L eff12 and L eff13 comes from? The answer is the strong magnetic field which forces the electrons to be magnetized (the field in the simulation is intentionally much stronger than in the real wind in order to emphasize a strong electric field on the RPW antennas). Indeed, in the SC frame magnetized particles (with a Larmor radius smaller than the simulation domain) are subjected to a drift motion given by
In our case, the drift motion is toward the −x-direction. On the other hand, the Larmor radius of a charged particle of mass m, charge q, and velocity v_ per p component perpendicular to the magnetic field is given by
r = mv_ per p/(q B).
For secondary and photoelectrons v d ∼ −6 × 10 4 m/s in the −x-direction (opposite to V SC but of the same order) and r ∼ 1 m. The resulting spatially asymmetric photoelectron distribution is clearly visible in Fig. 9 . Secondary electrons due to electron and proton impacts behave similarly as shown in Fig. 10 , where it appears that RPW2 and 3 do not reach the same potential, because of the nonsymmetric flow of low-energy electrons in the space between the two antennas. This is the direct effect of using B and V to generate the convection electric field. In reality, the magnetic field would not be so strong and such perturbations should not appear on RPW antennas.
B. Conclusion for RPW Antennas
PIC simulations presented above are the first performed in order to help understanding RPW measurements at perihelion. Using a magnetic field intensity higher than the expected ambient value provided a clear insight into the physical mechanisms which affect the potentials on the antennas. Future work will include the specific case with particle drift velocity direction normal to the RPW plane. We note that the substantially smaller magnetic field in the real solar wind may allow a more universal determination (independent of magnetic field orientation) of the antennas' effective lengths. On the other hand, smaller ambient electric fields will be more easily overwhelmed by the local (SC induced) fields and make the effective lengths become dependent on the actual plasma parameters. Other environment situations (e.g., fast solar wind configuration) will also be tested in further studies, now that it has been here demonstrated that SPIS simulations can be used to estimate antenna effective lengths.
IV. EAS INSTRUMENT IN THE SIMULATION
In the following, a simulation of the EAS measurement at perihelion will be presented. This case was performed earlier than the RPW study and did not consider the magnetic field, as it was not the main point of interest for the main functions of this instrument. Indeed, the goal was here to be able to get back to the pure ambient electron data, from simulated measurements of EAS numerical instrument, by discriminating SC emitted electrons from complete output sets. The aim is also to understand and explain discrepancies between EAS outputs and a typical injected environment.
The SC geometry used then is now outdated, but globally respects main element dimensions and configurations. In the future, EAS numerical model will be implemented into the case presented in Section III. But the following case already presents new SPIS capabilities of modeling numerical particle detectors and the type of outputs we want to obtain.
A. Numerical EAS Modeling and Simulation Configuration
EAS technical properties have been introduced in Section I. Its design is displayed in Fig. 11 and Gmsh model of the instrument used in SPIS on Fig. 12 .
For this type of detector, with particle entrance for each EAS sensor as a circular ring, it is necessary to consider each EAS entrance as the sum of eight curved surfaces, in order to limit the curvature of each surface detector. Indeed, each surface is considered in SPIS model as a particle detector with This definition allows defining properly the acceptance angles for incoming particles in this basis. This is why each particle detector has to remain relatively "flat." The EAS instrument is thus composed in this model of 16 particle detector surfaces, each one providing its own outputs which will have to be combined for a global overview of EAS results. For all cases presented here the acceptance angles are ±90°in AZ and ±45°i n elevation (EL). This way the entire field of view of both detectors covers the 4π sr of the environment, as in reality.
Plasma parameters are identical to the ones presented in Table I , except that we do not consider any magnetic field or a SC velocity in x-direction. Simulation configuration is the same as that was detailed in Section II-B. EAS outputs are presented hereafter.
B. EAS Results
For this case without B, this SC geometry and covering materials, all conducting Solar Orbiter surfaces (including EAS) are set at +3.1 V. Front faces of SA (dielectric) are charged at +14.1 V, and the high-gain antenna (HGA, dielectric at this time), is charged at a potential of +9 V.
We can further investigate the global plasma behavior around our object. For instance, the plasma potential in the xz plane (Fig. 13) shows that we recover the same electrostatic phenomena in the ram (high densities of secondary and photoelectrons, as it appears on Figs. 14 and 15) and the in wake (lack of protons and high density of secondary particles). Contrary to the previous RPW case including V × B effect: no drift or expansion of low-energy electrons appears.
Then, what does EAS measure? First let's have a look on the EDF of thermal electrons (see Fig. 16 ). The environment yellow curve is the electron distribution from environment as described in Table I , and the one that EAS should measure if there were no plasma disturbances due to SC/plasma interactions.
The orange curve FE(E), represents the environment that should be theoretically measured by EAS if there was only this instrument charged at its potential of +3.1 V in the simulation box, with no SC, no wake nor any potential barrier around EAS. It is calculated analytically using Liouville's theorem [2] . This distribution function is thus based on the true environment, but shifted of 3.1 eV (indeed no electrons can reach the detector with a potential energy inferior to EAS potential), and increased after 3.1 eV because of the attracting electric potential of EAS. Finally, the blue curve Energy DF FG represents the simulated measurement of thermal electrons. The measurement results in a combination between the true environment and the theoretical measure of EAS alone.
Indeed, the analytical modeling using Liouville's theorem assuming all possible trajectories are filled regarding the expected distribution function in a local nonzero potential is only valid for a single detector immersed in the plasma. As here the entire Solar Orbiter structure is positively charged (at values that can reach +14.1 V on the solar panels), many thermal electrons are attracted in those areas and fewer on EAS detectors which results in a lack of information on the low-energy electrons in the simulated measures. It can be seen on the difference of amplitude between the maxima of the blue and orange curves.
The corresponding densities calculated through the integration of thermal electrons EDF (Fig. 16) because of the SC charged structure and the plasma disturbances (ion wake, solar panels, HGA, potential barriers). It can be noticed that the simulated electron measurements (blue curve) is lower than the theoretical red curve (analytical model): it sounds like low-energy electrons (visibly between 3 and 5 eV) are missing. The explanation is that the EAS instrument is surrounded by negative potential barriers between −1.5 and −2.5 V: they filter the low-energy electrons. The particles which cross those barriers are then accelerated by EAS potential. The minimum energy of those elements becomes: 1.5 + 3.1 = 4.6 eV. Negative potentials around the particle detector increase the SEE densities through electron impacts. EDF reaches 5 × 10 7 m −3 ·eV −1 for SEE (secondary electrons generated by ambient electron impacts on SC) and 2.5 × 10 6 m −3 ·eV −1 for the primary electrons (factor 20).
The simulated measurements of thermal electrons give a discrepancy of 2.8% regarding N 0 . Including photoelectrons, SEE and SEP (secondary electrons generated by ambient proton impacts on SC) (see Fig. 17 ) gives a total density of measured electrons (the yellow Sum curve) of N total = 2.42 × 10 8 m −3 (a difference of 132% regarding N 0 ). The low-energy ranges are highly dominated by SEE.
Other results produced with post processing the particle detector outputs are the 2-D maps of detection of thermal electrons regarding EAS pointing direction (Fig. 18) .
They can provide information regarding the instrument field of view and help answer questions such as: where are the physical or electrostatic obstacles to electron detection and what are the consecutive impacts on measurements, from which directions come the highest/lowest particle fluxes, etc. The EAS detailed field of view, with definition of pointing angles AZ and EL, was presented in Fig. 11 . The limits of AZ acceptance when EL = 0°are also represented (with thin purple and orange arrows) to show that both sensors are needed to cover the entire field of view. Fig. 18 is the counting map of thermal electrons detected by the entire EAS instrument, regarding the pointing direction (AZ and EL angles). In order to compute this map, it was necessary to create bins in AZ and EL (10°bins in this case) constituting the angular resolution (and similar to the real EAS angular resolution). Only electrons with less than 15-eV energy have been treated (as low-energy electrons are the most disturbed by the SC presence in the environment).
Note that other types of resolution/energy ranges can be of course selected to better fit other requirements. In red are indicated the objects pointed with the corresponding values of AZ and EL: the SA and the SC body when looking behind EAS. The bin colors (from blue to red) indicate that the number of electrons counted in each bin direction. In the same Fig. 18 , the effect of the physical body clearly blocking particle arrival is manifest. The Solar panels do not visibly affect detection in their specific direction as they are quite thin regarding the bin precision and close to the spacecraft body. At AZ ∼ 90°and ∼270°(and EL ∼ 0°), there is a lower particle detection due to several causes. First, the pointing direction skimming or targeting the charged detectors themselves. Indeed, it appears in Fig. 11 that at AZ ∼ 90°and a null EL, detector B on the left points toward the detector A on the right, charged at +3 V. Second, the connection between the two detectors fields of view: indeed, at these specific directions one detector begin its acceptance domain while the other ends it, (see Fig. 11 ), which also explains the loss of particles when both detectors point the null AZ and EL direction. When EL ∼ 0°the sensors have no common pointing directions. On the contrary the enhancement of electron detection at high EL values is simply due to a geometric factor: when EL approaches ±90°, both sensors have common pointing direction, whatever the AZ value considered. It results in an increase in particle counting. The HGA and the two lower RPW antennas have also a blocking effect on electrons (EL ∼ −45°, AZ ∼ 180°), this is why EAS collects fewer particles when pointing toward EL ∼ −90°, rather than EL ∼ +90°.
C. Conclusion for Numerical EAS Measurements
This section also showed (as for RPW antennas in Section IV-C) how new SPIS capabilities allow to handle numerical instrument measurements and understand those results: here concerning origin of parasitic particle detection, computation of biases, etc. Even though this case has been performed using an outdated model of solar orbiter, neglecting electromagnetic fields that will definitely exist at satellite perihelion, it gives an explicit example of what our work will focus later on.
Future work is foreseen to include recent updates of Solar Orbiter surface material properties, and to take into account smaller values of the magnetic field and its proper orientation at the satellite perihelion. Independent currents will also be injected into RPW stacers in order to lower down their electrostatic potentials and get closer to plasma potential.
V. CONCLUSION
A preliminary study of Solar Orbiter and its scientific instruments, RPW and SWA-EAS, behavior in the solar wind at perihelion (0.28 AU from the sun) was presented. Simulations show various nonnegligible effects that should be considered in order to understand and correctly interpret the plasma and field measurements: surface charging and electrostatic sheath, secondary and photoelectron emission and collection, V × B induced electric field, and corresponding drift velocity (and gyration) of low-energy particles. Combined effects of these phenomena will definitely affect and complicate the surrounding environment analysis. As demonstrated in this paper, numerical simulations help to separate various interactions and to distinguish their effects on obtained data. Philippe Louarn, photograph and biography not available at the time of publication.
