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ABSTRACT
Many important crystalline solids cannot be prepared in the form of single
crystals of sufficient size and quality for single crystal X-ray diffraction studies, and in
such cases it is essential that structural information can be extracted from powder
diffraction data. In this thesis, a number of crystal structures have been determined
directly from X-ray powder diffraction data recorded on a conventional laboratory
instrument, and the limitations of this technique explored using both conventional and
new more sophisticated methods of structure solution. This work has focussed mainly
on the more complex problem of molecular systems. The Patterson method has been
applied to the determination of a simple unknown inorganic structure, lithium
perchlorate, whereas conventional direct methods have been used in the determination of
a number of organic structures, including the previously unknown crystal structure of
1,3,4,6-tetrathiopentalene-2,5-dione and formylurea - the first previously unknown
organic structure containing only light atoms to be solved by this technique. The
combined maximum entropy and likelihood method has been applied to the
determination of two crystal structures, lithium triflate and p-toluenesulphonhydrazide.
Further developments of this technique are also discussed and illustrated in the structure
solution of a previously known system. A Monte Carlo algorithm for ab initio crystal
structure determination from powder diffraction data has also been developed, and the
success of this method demonstrated by its application to the determination of several
known structures, and the previously unknown crystal structure of p-bromophenylacetic
acid. The effect of data range on the quality of structure solution obtained from both
direct methods and the maximum entropy and likelihood method is also discussed.
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CHAPTER 1: INTRODUCTION
A knowledge of crystal and molecular structure is the foundation upon which an
understanding of chemistry in the solid state is based. This structural information can be
obtained from a wide range of physical methods. Microscopy can be used as the first
step in examination of a solid, providing useful information on crystal shape, phase
identification and purity, and crystal defects such as grain boundaries and dislocations.
Electron microscopy is an extremely versatile technique capable of providing structural
information over a wide range of magnifications. It can be used to complement optical
microscopy in the study of texture, topography and surface features of solids, and under
favourable circumstances, is capable of giving information on an atomic scale by direct
structural imaging. Although many spectroscopic techniques were originally developed
for use with liquids and gases, they have also found applications in the study of solid
state systems. Spectroscopy provides information on local order such as coordination,
conformation and site symmetry, and is equally suitable for non-crystalline as well as
crystalline materials. In fact, solid state spectra are particularly useful in the case of
amorphous systems such as glasses and gels, as the lack of long-range order limits the
use of diffraction techniques. There are a number of different spectroscopic techniques
that can be used to probe different aspects of local order including IR, Raman, EXAFS
and high-resolution solid state NMR spectroscopy. Diffraction techniques only provide
an average picture of the local structure in which information on defects, impurities and
subtle variations in local order may effectively be lost. However, long range periodic
structures of crystals can only be determined using diffraction methods, and hence the
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most definitive structural data has been obtained using the diffraction approach.
X-ray diffraction is undoubtedly the most important and useful technique in the
solid state chemistry of crystalline materials. The most powerful method of structure
determination is single crystal X-ray diffraction, and the technique is now used widely
and routinely to obtain precise interatomic distances and bond angles. However, many
important crystalline solids cannot be prepared in the form of single crystals of sufficient
size and quality for conventional single crystal X-ray diffraction studies. In such cases,
it is essential that structural information can be obtained from powder diffraction data.
The X-ray powder diffraction method is most commonly used in the qualitative
identification of crystalline phases or compounds, as each crystalline substance has a
characteristic powder pattern which can be used as a fingerprint. The method can also be
used in the accurate determination of unit cell parameters (often used in the study of the
effects of composition on the lattice dimensions), and in the refinement of crystal
structures based on a well defined starting model, mostly by Rietveld analysis of the
whole powder pattern. Advances in powder diffraction instrumentation have led to the
successful refinement of increasingly complex materials 2.3 more recently, have
opened up new areas of research, in particular ab initio crystal structure determination,
that have previously been the domain of single crystal studies. This important
development has led to a re-examination of the methods available for the solution of
unknown structures, as a significant starting model is required for subsequent Rietveld
refinement in order to complete the structure determination. Figure 1.1 shows the
number of previously unknown crystal structures determined per year from X-ray
powder diffraction data, and clearly illustrates the recent expansion of this discipline.
The determination of crystal structures from X-ray powder diffraction data is a
2
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Figure 1.1: The number of previously unknown crystal structures determined per year
from X-ray powder diffraction data.
major scientific challenge. Essentially the same information is contained in single
crystal and powder diffraction data, but in the former case the diffraction maxima are
distributed in three-dimensional space whereas in the latter case, the three-dimensional
data are "compressed" into one-dimension. This inevitably results in the overlap of
reflections, leading to a severe loss of information. It is this problem of extensive peak
overlap in the powder pattern which limits the complexity of structures that can be
determined successfully by this method. The overlap of non-equivalent reflections arises
either by symmetry-imposed degeneracy in the case of high-symmetry systems, or by
accidental degeneracy, especially at high scattering angle in the case of low-symmetry
systems. Ab initio structure determination relies on the ability to assign intensities to
individual reflections, and therefore the occurrence of overlap limits the amount of
useful data available for structure solution. In the past, significantly overlapping peaks
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have been either ignored or assigned arbitrary (often equal) contributions to the total
intensity. It is clear that for significant progress to be made, such that the complexity of
structures which can be solved from powder diffraction data is comparable to that which
can be meaningfully refined from the same data, a more sophisticated method for
extracting useful information from such overlapped data is required.
A considerable number of inorganic crystal structures have been determined
using X-ray powder diffraction data, in most cases using either Patterson techniques to
locate the strongest scatterers in the structure, or conventional direct methods to obtain a
structural model for completion via difference Fourier synthesis and Rietveld refinement.
Representative examples include (NH 4)4(Mo02)403.(C4H305), 4 , p-VO(HPO4).2H20 5 , 13-
Ba,A1F9 6 and Nd(OH),NO3 .H20 7 solved using conventional X-ray diffraction data, and
Ga2(HP03)3.4Hp 8, sigma-2 clathrasil 9, a-CrPO, I° and LaMop. 11 solved using
synchrotron X-ray data. However, very little has been achieved in the large field of
molecular crystallography. These molecular species tend to crystallise in low symmetry
space groups and because the majority of the atoms in the structure are weak scatterers,
there is little diffraction at high angle, thus making the structure solution process more
difficult. It has also been remarked that the presence of weak intermolecular interactions
in these systems often results in relatively large peak widths, in some cases, making the
determination of unit cell parameters and space group, and the extrapolation of partially
overlapping reflections more difficult 12 . The first ab initio determination of a molecular
crystal structure by conventional direct methods was that of the previously known
system cimetidine (C10H 16N6S) 13 , solved from high-quality synchrotron X-ray diffraction
data. More recently, the crystal structures of several molecular systems have been solved
4
and refined using data obtained from laboratory X-ray sources, including
(C5I-15)Fe(C5H4CH,N(Me3)11- 14 solved by Patterson methods, p-CH 3C6H4SO,NH, 14 and
CJ-1504NSCu.2H20 15 by conventional direct methods, and p-C1-13C61-14SO,NHNH, 16
solved using the maximum entropy and likelihood method. Many molecular compounds
contain one or more rigid fragments of known geometry (e.g: aromatic rings), and a
number of these structures have been determined using methods based on the movement
of these molecular fragments within the unit cell, actively exploiting the information
available from a knowledge of chemical structure in the structure solution process.
These include a combined Patterson and direct methods search method used in the
structure determination of C 1811 1 ,O,N,Cu 17 , a three-dimensional search process used to
solve the structure of [HgRu(C0)4]4 12, and a method employing a Monte Carlo algorithm
used in the structure determination of p-BrC 6I-14CH,CO3H 18.
The problems encountered in the solution of "equal-atom" structures (i.e: organic
compounds containing no elements heavier than oxygen) are particularly severe. In the
case of these "equal-atom" structures, our experience has shown that a more significant
fraction (at least 50%) of the structure must be determined directly from the solution
stage of the data analysis to enable successful refinement. In addition, the lack of
prominent peaks in the electron density maps produced from these data often makes the
identification of atomic positions troublesome. These difficulties are reflected in the
relatively small number of "equal-atom" crystal structures that have been determined
using the X-ray powder diffraction technique. In fact, formylurea (C,FI4N,02) 19 is the
only previously unknown purely organic structure that has been determined using
conventional direct methods, from X-ray powder diffraction data recorded on a high-
resolution laboratory-based diffractometer. All the other structures of this type solved
5
using the powder technique contain a fragment of known geometry, and have been
determined by either the calculation of the orientation and translation of the fragment as
in the case of 6-methyluracil (C51-16N,0,) 20, a combined Patterson and trial-and-error
method as applied to synchrotron data in the structure solution of 5-aminovaleric acid
(C51-1 11 NO2) 21 , or a Patterson fragment search method. This Patterson search method was
first demonstrated in the solution of two previously known simple organic structures, 3-
deazauracil (C51-15N0,) and 6-azauracil (C31-13N302) 22, from poor quality laboratory data.
This approach has recently been used in the determination of the previously unknown
crystal structure of the hydrogen bonded molecular solid formed by the 243,4-
dihydroxypheny1)-a-nitronyl nitroxide radical (C 131-1 17N,04) 23. A simulated annealing
approach has also been applied successfully to the determination of the known crystal
structure of benzene from simulated X-ray powder diffraction data 24.
Other approaches that have been used for crystal structure determination from
powder diffraction data include techniques based on energy minimization 25, and
molecular dynamics simulation combined with Rietveld refinement 26.
A great deal of the development work in the field of structure determination from
powder diffraction data has relied on conventional laboratory X-ray sources, and as
discussed above, there have been many important successes in this area. However,
synchrotron X-ray sources have profound advantages over conventional X-ray sources
for structure determination. The combination of high brightness and good vertical
collimation can be fully utilized in the construction of diffractometcrs that give much
better resolution. Figure 1.2 compares a section of the X-ray powder diffraction pattern
for N-(9-fluorenylmethoxycarbonyloxy)succinimide collected on a conventional
6
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Figure 1.2: The X-ray powder diffraction pattern for N-(9-fluorenylmethoxycarbonyl-
oxy)succinhuide collected on (a) a conventional laboratory diffractometer, and (b) using
synchrotron radiation.
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laboratory X-ray diffractometer, with the corresponding synchrotron X-ray data
collected on station 9.1 at Daresbury Laboratory. With high resolution, the problem of
peak overlap is greatly reduced allowing more unambiguous intensity information to be
extracted from the powder diffraction pattern, and in some cases, enabling successful
determination of the unit cell parameters not possible with poorer quality laboratory X-
ray data. However, the routine determination of crystal structures from X-ray powder
diffraction data collected using laboratory sources would open up the field to a much
wider community of users. The tunability of synchrotron sources also allows tailoring of
the absorption edge, which can diminish the effects of heavy absorbers and give an
insight to their atomic positions, based on the changes observed in the powder pattern on
either side of the absorption edge 27.
The vast majority of crystal structure determinations are performed using X-rays,
but there are circumstances in which the use of alternative radiation, such as neutrons or
electrons, may be advantageous. The new generation of time-of-flight diffractometers,
particularly at pulsed neutron sources, also give data of high resolution. The pulsed
method gives more rapid data collection, and hence has the advantage that it may be used
for studies of short time relaxation phenomena. The main difference between neutron
and X-ray diffraction is that the scattering powers of atoms towards neutrons are quite
different to those towards X-rays. In the case of X-ray diffraction, the scattering power
is a simple function of atomic number and hence light atoms such as hydrogen diffract
X-rays weakly. With neutron diffraction, the atomic nuclei are responsible for the
scattering and hence there is no simple dependence of neutron scattering power on
atomic number. Additionally, the interference effects that cause X-ray scattering to
diminsh with scattering angle are absent with neutrons and the scattering is isotropic. A
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small number of structures have been determined directly from neutron powder
diffraction data including FeAsO, 28 , ReF, 29, COOD(CD2)COOD 30 and CBrCI, 31.
However, in the majority of cases, it is easier to solve a structure from X-ray powder
diffraction data rather than neutron powder diffraction data. With X-rays, the phase
problem can normally be overcome on the basis of locating a subset of the atoms in the
asymmetric unit (usually the strongest scatterers), whereas with neutrons, it is usually
necessary to locate the majority of the atoms before the structure factors can be reliably
phased, thus limiting the structural complexity of the problems that can be tackled using
this approach. Hence, the main part of the structure is usually solved by X-ray methods
and neutron diffraction is subsequently used to locate light atoms or to distinguish
between atoms that have similar X-ray scattering powers, and a joint Rietveld refinement
is then used to obtain precise atomic coordinates. Representative examples include the
structure determinations of Li,Zr 20, 32, LiCF3S03 33 , SAPO-40 m and La3Ti5A1 15037 33.
Further details of the research carried out in the field of ab initio crystal structure
determination from powder diffraction data are given elsewhere 273642.
The aim of this research is to explore the limitations of crystal structure
determination from X-ray powder diffraction data recorded on a conventional laboratory
instrument, using both conventional and new more sophisticated methods of structure
solution. This work has focussed mainly on the more complex problem of molecular
species.
The fundamentals of X-ray powder diffraction and the different stages of the
structure determination process are discussed in detail in chapter 2. In chapter 3, the
Patterson method is applied to the determination of a simple inorganic structure LiC104
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(lithium perchlorate). In chapter 4, a number of 'equal-atom' structures are determined
using direct methods. The crystal structures of C 21-14 1•1 20., (formylurea) and C2F161‘140.,
(biurea) are solved using direct methods packages written for use with single-crystal
diffraction data, whereas the structure of p-CF130C6H4CO.B (p-methoxy benzoic acid) is
determined using a direct methods program optimized for use with powder diffraction
data. The structure of another molecular system C 4S40, (1,3,4,6-tetrathiopentalene-2,5-
dione - TTPD) is also determined by direct methods, and this structure solution
compared directly with the corresponding solution obtained from the maximum entropy
and likelihood method. The rational treatment of overlapping reflections by the
maximum entropy and likelihood method is discussed in detail in chapter 5, and the
approach is applied to the structure determinations of LiCF 3S03 (lithium inflate) and p-
CH3C61-14SO,NHNH, (p-toluenesulphonhydrazide) - the first previously unknown crystal
structures to be determined by this method. Further developments to this technique are
also discussed. In chapter 6, a method employing a Monte Carlo algorithm for crystal
structure determination from powder diffraction data is developed and applied. This
approach differs considerably from the normal approach to structure solution, in that it
considers trial structural models and compares the corresponding powder diffraction
patterns directly with the experimental powder data, thus avoiding the problems of
assigning arbitrary intensities to overlapping reflections. This method is tested on a
number of previously known structures - Li 6Zrp7 (lithium zirconate), C 4S40„ and p-
CH3C6H4S0,,NHNH„ and then applied to the structure determination of a previously
unknown crystal structure p-BrC 61-14CR2CO,H (p-bromophenylacetic acid). Finally, in
chapter 7, the effect of data range on the quality of structure solution obtained from three
10
direct methods programs and the maximum entropy and likelihood method is
investigated for two systems Li6Zr207 and p-CH30C6114CO,H.
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CHAPTER 2: FUNDAMENTALS OF X-RAY POWDER
DIFFRACTION AND THE STRUCTURE DETERMINATION
PROCESS
2.1 X-RAY DIFFRACTION
2.1.1 X-rays
X-rays represent the region of the electromagnetic spectrum between the
ultraviolet and v-ray regions, and have wavelengths in the range 0.1 to 100Ä, making
them an ideal structural probe at the atomic level. The monochromatic X-rays used in
conventional laboratory X-ray diffraction experiments are produced by bombardment of
a metal target (usually Cu or Mo) by a beam of electrons that have been accelerated
through an electric field. The incident electron beam has sufficient energy to ionize
electrons from the K shell (1s) of the target atoms, generating vacancies that are
immediately filled by electrons from the outer L (2p) or M (3p) shells releasing energy
as X-rays.
The wavelength of the X-ray radiation released depends on the transition that has
occurred, i.e: L ---> K gives IC, IC, and M K gives K o„ Kw The K. lines are always
at a longer wavelength than K o because the difference in energy of the L and K levels is
less than that of the M and K levels. The K transition also occurs much more frequently
than the K 	 and hence it is the more intense K. radiation that is used in
diffraction experiments. Both transitions can occur from two possible electronic
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configurations that differ slightly in energy giving rise to close doublets. The Ka, peak is
twice as intense as Ki,„ hence the weaker IC beam is usually removed from the incident
radiation. As the atomic number of the target element increases, the wavelength of the
emitted X-rays decreases, enabling X-rays of different wavelengths to be produced by a
different choice of target element e.g: CuK a1=1.54051 A and Cuk=1.54433A,
MoKa,=0.70926A and Mok,40.71354A.
2.1.2 Braggs Law
The diffraction of X-rays by a crystal can be described in terms of reflections
from a set of lattice planes, such that each lattice plane acts as a semi-transparent mirror.
Some of the X-rays are reflected off the plane with the angle of reflection equal to the
angle of incidence, but the rest are transmitted and subsequently reflected by other
planes. While reflection is not the true physical process involved when a crystal is
subjected to X-rays, this simplified treatment can be used to predict the diffraction
geometry and derive the same results. Consider the reflection of X-rays with a fixed
wavelength A. from two adjacent lattice planes with a perpendicular interplanar spacing d,
and angle of incidence 0 as shown in Figure 2.1. The deviation of the reflected beam is
given by 20, and the path difference by 2dsine, hence for constructive interference:
nX = 2dsin0	 (2.1)
This is the Bragg equation and represents the condition for diffraction to take place.
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incident	 reflected
x-ray beam	 x-ray beam
Figure 2.1:	 Derivation of Bragg's Law for X-ray diffraction.
At other angles of incidence, the reflected beams are out of phase and destructive
interference occurs. In real crystals containing many 1)lanes, the. eAndiqen .impmes&
Bragg's Law means that if the incident angle is incorrect by a fraction of a degree,
cancellation of the reflected beams is usually complete. For a given set of planes,
several solutions of this equation arc possible for n=1,2,3 etc. However, it is customary
for n to be set equal to 1 because nth-order scattering from the set of lattice planes (h,k,l)
is equivalent to first-order scattering from the "fictitious" set of lattice planes (nh,nk,n1).
In a crystal system, the planes referred to in Bragg's Law are lattice planes which cut the
unit cell axes of the crystal into fractional parts. Each of these planes is identified
uniquely by three Miller indices h,k,l. Although this derivation is over-simplified, the
result is rigorous and can be applied to any crystal symmetry.
2.1.3 Powder Diffractometry
An ideal polycrystalline material contains an infinite number of randomly
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oriented crystallites. Each set of lattice planes will give rise to constructive interference
at the appropriate 20 angle according to equation 2.1, and since the various lattice planes
are present in every possible orientation, the diffracted radiation from a given set of
planes forms the surface of a cone (Figure 2.2), rather than a diffraction maximum at a
specific position in reciprocal space as in the single-crystal case.
Figure 2.2:
	
Scattering of X-rays into diffraction cones by a powder sample.
A simple way to record the diffraction pattern is to intercept the cones at different
20 values on an X-ray film giving rise to a series of concentric rings 2 . However, the
most common instrument used for recording the diffraction data is the powder
diffractometer. This method uses a detector to measure the scattered intensity of X-rays
as a function of angle i.e: generating both the 20 value and intensity of each reflection.
Since the 20 angle and relative intensity of a diffraction cone can be measured in any
plane that passes through the cone apex and bisects the projection of the cone, the
detector simply traces a circle centred on the sample in a plane that contains the X-ray
beam.
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2.1.4 Data Reduction
The positions of these maxima in the powder diffractogram can be used to
determine the unit cell parameters a, b, c, a, (3 and y of the crystal system under
consideration. However, before the structure factor amplitudes can be extracted from the
raw integrated intensities and used for structure solution, a number of corrections for
geometrical and physical factors must be made.
The intensity 1(h) of a reflection is related to the structure factor F(h) by
)oc ji L p IF(h)12
	(2.2)
where L is the Lorentz factor, p is the polarization factor and [I is the multiplicity factor
which takes into account the number of different planes contributing to the same
reflection.
The Lorentz factor depends on the type of instrument used and considers certain
trigonometrical factors which influence the intensity of the reflected beam. The term
arises because the time required for a reciprocal lattice point to pass through the sphere
of reflection varies with its position in reciprocal space and the direction in which it
approaches the sphere. It applies to both single crystal and powder diffraction methods,
although the effect is more pronounced in the powder case, and an extra geometrical
term is included to account for the fact that the integrated intensity of a reflection at any
particular Bragg angle also depends on the number of crystals oriented at or near that
angle. The resulting Lorentz factor used for the treatment of powder data is given by
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1
sinOsin20
The polarization correction is independent of the method of data collection, but
depends on the state of polarization of the incident beam and on the scattering angle of
the diffracted beam:
p = —
2
(1 + cos 2 20 )
This polarization term arises because the electric vectors parallel and perpendicular to
the reflecting plane are scattered by different amounts. Partial polarization of the
reflected beam is caused by the germanium monochromator as well as the sample under
study. These two factors are usually combined in the data reduction procedure (the
Lorentz-polarization factor), and have the overall effect of decreasing the intensity of
reflections at intermediate angles compared to those in forward and backward directions.
However, there are a number of effects that can make equation (2.2) invalid:
1) Absorption - the intensities of the diffracted rays are affected by absorption
which takes place in the specimen itself, and depends on both the geometry of the
diffraction method involved and the scattering angle O. An absorption coefficient can be
introduced in the intensity calculations to allow for this effect. The intensity 1 of a beam
passing through a thickness t of absorber is given by
1 = Inexp(-px)	 (2.3)
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where I. is the intensity of the incident beam and II is the linear absorption coefficient.
The linear absorption coefficients for a crystal can be calculated from the mass
absorption coefficients of the atoms present in the unit cell (the values of these mass
absorption coefficients for all the elements arc in the International Tables for X-ray
Crystallography 4)• The overall absorption coefficient increases rapidly with atomic
number, and therefore, in the case of powder diffraction data, absorption corrections are
usually only made if the compound contains heavy atoms.
2) Extinction - the extinction coefficient takes into account the reduced diffracting
power of crystals that are 'nearly perfect'. All real crystals possess a type of crystal
imperfection called mosaic structure, i.e: the atoms in a crystal are not arranged on a
perfectly regular lattice extending from one side of the crystal to the other; instead, the
lattice is broken up into a number of tiny blocks each slightly disorientated one from
another. Primary extinction results from the multiple reflections that occur within
regions of perfectly regular lattice planes (i.e: the mosaic blocks described above) and
hence reduce the intensity of the reflected ray, whereas secondary extinction takes into
account the fact that lattice planes first encountered by the primary beam will reflect a
significant fraction of the primary intensity, and thus deeper planes receive less primary
radiation and reflect less power than would otherwise have been the case. In an
imperfect crystal, the mosaic blocks are quite small, and hence both the number of
multiple reflections occurring within each block and the shielding of deeper planes is
reduced. Consequently, the extinction effect is usually negligible in ground or filed
powders.
3) Preferred Orientation - Preferred orientation of the crystal grains in a powder
sample causes radical disagreement between the calculated and observed intensities.
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Details of the corrections that can be made for this effect arc given in section 2.3.4.4.
2.2 THE PHASE PROBLEM
The aim of structure determination from X-ray diffraction data is to obtain the
distribution of electron density in the unit cell (the atomic positions). If the structure
factors for a complete set of X-ray reflections are known, the electron density p at any
position r in the unit cell can be calculated using the relationship
1
P(r) = v i F(h)exp(-27rih.r)	 (2.4)
where the summation is over all observed reflections and h .r = hx + ky + lz (r = xa + yb
+ zc, h = ha* + kb* + lc* where a, b, c and a*, b*, c* represent the direct and reciprocal
lattices respectively). This expression is a Fourier transform of the X-ray diffraction
pattern. The structure factor is a complex quantity with amplitude IF(h)I and phase 4)(h),
i.e:
F(h) = IF(h)I exp (icp(h))
and can be expressed as
F(h)= ±fjexp(Dri kr)	 (2.5)
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where N is the number of atoms in the unit cell and fi is the scattering power of the jth
atom. However, from equation (2.2) it can be seen that only the magnitudes of the
structure factor, and not the phases can be obtained from the experimental data, i.e: I(h)
cc IF(h)1 2. This dilemma is known as the phase problem. In order to calculate the
electron density, this missing phase information must be derived from the available data,
and in the work presented here, a number of phasing methods are described for use in the
determination of crystal structures from powder diffraction data. For a ccntrosymmetric
structure, the phases have possible values 0 or 7C, whereas in non-centrosymmetric
structures the phases can have any value in the range 0 to 2n.
2.2.1 Structure Factor Amplitudes
It is clear from equation (2.4) that the amplitude of a structure factor F(h)
depends on the scattering powers (or form factors) of the atoms in the structure. The X-
rays that are scattered by an atom are the resultant of the waves scattered by each
electron in the atom, and hence its scattering power is proportional to the atomic number
Z, or more strictly to the number of electrons in the atom. A direct consequence of this
is that in crystal structure determinations from X-ray diffraction data, light atoms are
difficult to locate because of their low scattering power. Thus in structures containing
very heavy atoms, other scatterers cannot easily be located. In structure determination
from powder diffraction data, structures containing a considerable number of atoms with
similar atomic numbers, e.g: organic molecules containing carbon, nitrogen and oxygen
atoms, arc particularly difficult to solve. The scattering power of each atom is also a
function of sine/X. At sine/X=0, the scattering factor is equal to the total number of
electrons in the atom, however, the scattering factor decreases with increasing 20
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because X-rays scattered from an electron in one part of an atom are increasingly out of
phase with those scattered from another part of the electron cloud, i.e: the dependence of
scattering power on sine& is a consequence of the finite size of the atom regarded as a
scattering source. Although several other factors contribute to the magnitude of powder
diffraction intensities, this is the main reason for the fact that there are only weak
reflections at high angles in the X-ray powder diffractogram.
Statistical analysis of the observed structure factor moduli gives useful
indications on the presence of symmetry elements i.c: whether the crystal is
centrosymmetric or non-centrosymmetric, and gives an estimate of the scale factor by
which the measured data must be multiplied to scale them to their absolute value.
However, because IF(h)I decreases with increasing sinO/X, there arc practical problems
with the use of the corresponding theoretical distributions. These difficulties are
overcome by using structure factors that correspond to idealized point atom structures
and are hence independent of scattering angle 5.
i) The unitary structure factor
F(11)1
I U(h)I= N
Ifi
which has the same phase as IF(h)I but an absolute value that ranges from 0 to 1 (the
maximum value corresponds to the case in which all the atoms scatter in phase), and
ii) the normalized structure factor
(2.6)
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IE(h)I=
116iJ-1
where c is an integer depending on the symmetry class of reflections under consideration
4 . The distribution of IE(h)I values is independent of the size. and content of the unit cell,
but does depend on the presence or absence of a centre of symmetry. As a result, some
functions of IE(h)I (e.g: average 1E 2- ii)can be used during the structure determination
process to distinguish between centric and acentric space groups which have the same
systematic absences. It must be noted that these tests are sometimes disturbed by certain
atomic distributions in the unit cell and should be treated with caution, although
experience to date suggests that they are generally reliable.
These unitary and normalized structure factors are useful quantities, expecially in
connection with the use of direct methods based approaches for structure solution
(section 2.3).
In neutron powder diffraction, the neutron beam is scattered by the nucleus which
behaves as a point scatterer, hence the decrease in scattering power described in the X-
ray case is absent, and the scattering factor is not dependent on sinO/k. A further effect is
that the neutron form factors are not a simple Junction of atomic number and light atoms
can make a substantial contribution to the neutron diffraction pattern. Thus refinement
using neutron diffraction data and a structural model obtained from an X-ray powder
diffraction study, leads to higher precision in the location of light atoms. An example of
such a joint refinement is given in section 5.3.
(2.7)
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2.3 THE PROCESS OF STRUCTURE DETERMINATION FROM X-RAY
POWDER DIFFRACTION DATA
The process of structure determination from X-ray powder diffraction data
consists of several discrete steps as indicated in Figure 2.3. Firstly the X-ray powder
diffraction data are collected using a powder diffractometer. Details of the data
collection strategy and instrument used in the structural studies presented here are given
in Appendix A. The positions of the peaks are then determined as accurately as possible,
and used in a pattern indexing program to obtain a set of lattice parameters for the
system under consideration (section 2.3.1). However, this early stage of the structure
determination is generally only successful if the peaks used in the indexing procedure
come from a pure single phase. Once the unit cell parameters have been obtained,
possible space groups can be determined by analysis of the reflection classes for
systematic absences. Individual integrated intensities are then extracted from the powder
pattern (section 2.3.2) and the resulting structure factor amplitudes used in the structure
solution process. In this stage, the phases of the structure factors are determined, and
ultimately the positions of atoms in the structure. A number of phasing procedures can
be used, including Patterson methods (chapter 3), direct methods (chapter 4) and the
maximum entropy and likelihood method (chapter 5). The Monte Carlo method of
structure determination (chapter 6) compares structural models directly with the
experimental powder diffraction pattern and hence the extraction of integrated intensities
is not required in this case. Although these structure solution methods may occasionally
generate a complete structural model, in most cases, only a partial model is obtained. If
the initial model is close enough to the final refined structure and contains a sufficient
25
Data Collection I
Pattern Indexing
IExtraction of Intensities
Structure Solution
(Patterson, Direct Methods,
Maximum Entropy and Likelihood)
Monte Carlo
Difference-Fourier Analysis
and Rietveld Refinement
Complete Structure
Figure 2.3: The process of structure determination from X-ray powder diffraction data.
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fraction of the complete structural model, it can be developed further using difference-
Fourier analysis (section 2.3.3) and Rietveld refinement (section 2.3.4). A number of
programs arc available for carrying out RimeId refinement 63 and in the work presented
here, the GSAS Rietveld refinement. package S is used.
2.3.1 Indexing of Powder Patterns
Determination of the unit cell parameters from the reflections in a powder
diffraction pattern requires very accurate d-spacing data, which can normally be obtained
using a peak-search process provided that all systematic errors can be eliminated (e.g:
careful measurement of the zero-point error in the counter setting etc.). For indexing
purposes, the Bragg angle for a reflection hkl is related to the reciprocal lattice constants
as follows:
I 4 sin 20 „
— Ira *- + k -b * 2 +1 2 c *2 2hka *b *cosy *+d2
2hla *c *cosf3 *1- 2klb *c * cosa *
The lattice parameters can then be obtained from this expression by hand, or by using
one of the auto-indexing programs developed for this purpose, e.g: ITO 9, TREOR 10 and
DICVOL ". All these programs have a different approach to the problem of indexing,
and it is valuable to have more than one program available since in a few cases, some
methods prove successful whereas others do not.
ITO is a zone-indexing approach that searches for solutions in parameter space
by variation of the cell parameters. The program initially selects planes through the
origin of the reciprocal lattice (zones) and then combines pairs of zones having a
(2.8)
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common row leaving only one unknown lattice parameter. This parameter is then found
by an analogous search involving variation of the angle between the zones. Each
solution is compared with the experimental data and a figure of merit calculated.
The indexing program TREOR is mainly based on trial-and-error methods and
searches for solutions in index-space by variation of the Miller indices. It is classified as
a semi-exhaustive program, a term used for programs that contain "judicious deductions
to limit the size of the solution field in order to gain speed" 12. In this procedure, a
sufficient number of sets of base lines is selected to enable the determination of the
unknown lattice parameters in the crystal system under consideration. These are
systematically assigned sets of trial indices and hence trial cells are generated. These
cells are checked against volume considerations etc. and then used in an attempt to index
the remaining observed lines. The surviving trial cells are refined and given a figure of
merit. The program contains separate routines for cubic, tetragonal, hexagonal,
orthorhombic and monoclinic symmetries.
The third auto-indexing program mentioned here is the successive dichotomy
method DICVOL, in which the strategy involves an exhaustive search for solutions in n-
dimensional space, n being the number of unknown unit-cell parameters. Each variable
parameter is divided into sections of a standard size so that the whole parameter space is
divided into domains, and each domain tested using inequalities based on the error
bounds of the observed lines. The domains that cannot contain a possible solution are
discarded, and each remaining domain is then bisected on every side (a dichotomy
procedure) to give 2" sub-domains which are tested as before. This procedure is repeated
several times until only a few sub-domains remain, small enough to fix the location of
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the possible solutions.
All these programs generate a number of solutions that are ranked using the
figure of merit proposed by de WoJII 13
Q20 M 20 = 26N 20
where Q20 is the value of 1/(1 2 of the 20th indexed line, Is1,0 is the number of different
calculated Q values up to Q20, and E is the average difference between the calculated and
observed line positions. The underlying idea of this is to compute the ratio of Q space
covered by experimental lines to the coverage by the numerous possible lines in the same
range. The number 20 was initially arbitrary and merely served to make estimates of the
reliability of different patterns comparable, however, experience has found 20 to be a
useful range.
2.3.2 Extraction of Intensities
Individual integrated intensities can be extracted from the X-ray powder
diffraction pattern using a number of pattern decomposition methods 1435 . In the results
reported here, the Le Bail profile fitting procedure 16 is used; this is a modified Rietveld
procedure in which the whole powder pattern is decomposed in one step. In
conventional Rictveld refinement (section 2.3.4), the observed intensities are refined
against those calculated from the atomic positions, whereas in this case, the observed
intensities arc the quantities to be determined and a structural model is not required. The
least-squares analysis is carried out by refinement of the unit cell dimensions, zero-point
(2.9)
error and the peak shape parameters, but unlike in the Pawley method, the individual
intensities are not treated as least-squares parameters. Instead, the intensities are
assigned a starting value (using a dummy atom which is then discarded), and then
recalculated at the end of each cycle on the basis of their relative contribution to each
profile point. The LeBail method has become the preferred method of integrated
intensity extraction from powder diffraction data, as it is both computationally efficient
and gives inherently positive intensities when the background is correctly estimated.
The pattern decomposition constitutes an important step in structure analysis
since the success of most structure determinations from powder diffraction data is largely
dependent on the extraction of reliable integrated intensity values. However, these
methods lead to uncertainties in the intensity values obtained for partially or fully
overlapping reflections. Even the best fitting procedure cannot retrieve accurate
intensities for reflections whose interpeak distance is less than half the halfwidth of the
peaks. A number of approaches are currently being developed to predict the intensity
ratio of these overlapping reflections. These include the application of relations between
the structure factors derived from direct methods and the Patterson function 17.18 , an
iterative procedure involving the calculation of a squared Patterson map with subsequent
extrapolation of a new set of 1F1 2 values 18, estimates based on the entropy maximization
of an 1F1 2 Patterson function 20, and a Bayesian fitting procedure 21.
2.3.3 Difference-Fourier Analysis
Although it is sometimes possible to deduce the locations of all the atoms in the
unit cell in the phasing part of the structure solution process, in most cases, only a partial
model is obtained and the structure must be completed by Fourier synthesis. The
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1
o (r) = —v
 z, exp(-276 h. r) (2.10)
structure factors calculated from the initial model are used as a source of phases for the
Fourier calculation.
The most valuable method im completing and refining a structural model is a
difference-Fourier synthesis. This corresponds to a point-by-point subtraction of an 5
Fourier map from an 5 Fourier map calculated with the same phases. A Fourier series
having coefficients IF:I
shows a maxima at the positions of the atoms in the structural model, whereas a series
with coefficients 11-7,1
1
pc, (r) =
	 F:exp(-27zi h. r)
	 (2.11)
represents the true structure. The difference-Fourier series is then given by p(r)-p(r):
1
Ap(r) = —
	 I-1 Dex p(-2;ri h. r +	 )
V h (2.12)
Because the observed phase values (p h° are not known, it is assumed that (p„°,----(p:: an
approximation that holds better as the initial model becomes better. Thus the difference
map has peaks in positions that the calculated model fails to provide, electron density
(e.g: when an atom is missing in the model), and troughs in positions for which the
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calculated model provides too much (e.g: an incorrectly placed atom or an incorrectly
assigned atom type).
Another important property of the difference synthesis is that it gives results that
are nearly free of series truncation errors. Since only a finite number of observations can
be made, the Fourier maps generated from an ordinary F. synthesis show some ripples
around each peak, the size of which increases with peak height. Consequently, a light
atom in a position close to a heavy atom may be obscured by its ripples. However, since
the same number of terms is used in the two series p 0(r) and Mr), the truncation errors
are at a minimum in the difference-Fourier synthesis.
Although the difference-Fourier approach is extensively used in structure
determination from powder diffraction data, it suffers from the fact that the magnitudes
of the individual observed intensity values are uncertain due to the presence of
overlapping reflections. The success of this method also depends on how much of the
final structure is contained in the initial model used in the difference-Fourier synthesis.
In general, a structure containing no heavy atoms can be completed if at least 50% of the
electron density is located correctly in the initial model. A smaller fraction is sufficient
if a heavy atom is present.
2.3.4 Rietveld Refinement 2123
2.3.4.1 Introduction
In the Rietveld method 24 of powder diffraction analysis, every point in a step-
scan diffraction profile is considered as a measurement of the intensity of one or more
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Bragg peaks. The entire diffraction pattern is calculated using the unit cell parameters to
determine the peak positions, the atomic positional and thermal parameters to determine
the peak intensities, and 20 dependent analytical functions to describe the peak widths
and shapes, together with a description of the background intensity. This calculated
profile is then compared with the observed pattern, point by point, and the parameters
defining the model adjusted by least-squares methods to give the best agreement between
the calculated and experimental data.
A peak in an actual diffraction pattern is not a line function, and its intensity
(which is proportional to the intensity of the kth Bragg reflection Id must be distributed
around the calculated peak position using the appropriate peak shape and width
functions. Consequently, more than one Bragg peak may contribute to the intensity of a
given profile step. The basis of the Rietveld method can then be expressed as
Y = Y U) + EG Ik l k	 (2.13)
k-k1
where IC is the calculated intensity at point i in the diffraction pattern, Y ib is the
background intensity, is a normalised peak profile function and are the
reflections contributing intensity to point i.
The parameters that are usually adjusted in the refinement process include
a) the overall scale factor (one for each phase)
b) lattice parameters
c) atomic positional coordinates (x,y,z)
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d)	 the atom site occupancy
c)	 atom isotropic thermal parameters
0	 a background function (section 2.3.4.2)
g) a 20 zero-correction
h) profile parameters (U,V,W,X,Y,Z and asymmetry - section 2.3.4.3)
and in some cases,
i) a preferred orientation correction (section 2.3.4.4)
absorption coefficients.
2.3.4.2 Background Function
The background intensity, Yib , can be obtained by linear interpolation between
points in the powder diffraction pattern where there arc no peaks, or by refinement of the
coefficients of a power series in 20:
El3.20im
	 (2.14)
where the B,„ terms are refillable parameters. In the structure determinations reported
here, the background function used is a cosine Fourier series with twelve refinable
coefficients including a leading constant term:
12
= B 1 + EB i cos(20 .0
 )	 (2.15)
34
2.3.4.3 Profile Parameters
The shape of a diffraction peak depends on both instrumental features (Lc: the
radiation source, beam characteristics and detector system), and specimen effects (i.e:
absorption and broadening of the reflection profiles). Hence, there are many choices of
analytical peak shape functions available in Rietveld refinement programs. The most
widely used peak profile function in the treatment of X-ray diffraction data is the
pseudo-Voigt function 25. This allows for the flexible variation of the two most common
profiles ranging from the broad Gaussian to the narrow Lorentzian peak shapes, by
refinement of a mixing parameter ri in order to determine the degree of Gaussian or
Lorentzian character needed to fit the observed profile. The pseudo-Voigt function is
defined as a linear combination of a Lorcntzian and Gaussian shapes:
G,, =	 + (1-n)G	 (2.16)
or more specifically
C.0 3 C 16.5
G = — [1 + C.Xik 2 ]-1 (1-0 	 exp[-C,Xik 2
fir	
O.
g 5r (2.17)
where C0 = 4, C, = 41112, (201-20,)/F and r is the full-width at half-maximum
(FWHM) of the kth Bragg reflection. The half-width of diffraction peaks is not constant
across the pattern due to varying instrument and sample effects, so the angular
dependence of r is usually defined by PG for the Gaussian component 26 and FL for the
Lorentzian component:
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ro (Utan70 + Vtan0 +W)"
	 (2.18)
= Xtan0 + 
cog)	 + Z
	 (2.19)
where U, V, W, X, Y and Z arc refillable parameters.
In the GSAS Rietveld refinement package, the Thomson-Cox-Hastings 27 pseudo-
Voigt profile function is used. This approach relates the FWHMs of the individual
Gaussian and Lorentzian components using the mixing factor which is represented by
a simple series expansion,
= 1.36603(1/r) - 0.477190-1./F)2 + 0.11116(r 1 !rf	 (2.20)
Hence, instead of using i and r as variables in the fitting procedure, 11 and I% can be
used directly. These individual components arc easily identified with particle-size
effects and instrumental resolution, whereas r is difficult to relate to any physical
parameters. The approximation used for r is another simple series expansion defining r
as a function of ro and 11:
F (1-05 + 2.69269F04 TL + 2.428431.'112 + 4.47163r:1? +
0.078421%114 +	 (2.21)
2.3.4.4 Preferred Orientation Correction
Preferred orientation arises when there is a stronger tendency for the crystallites
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in a specimen to lie in certain planes than in others, hence markedly distorting the natural
intensity ratios of the reflections and lowering the accuracy of the methods based on
them. Although the degree of preferred orientation present in the sample can be
minimized by mixing the powder sample with an amorphous material, or loose packing
of the powder and subsequent measurement of the diffraction data using the capillary
technique (versus a foil transmission or reflection measurement), errors in the relative
intensities still occur, limiting the accuracy of the refinement process. However, because
preferred orientation produces systematic distortions of the reflection intensities, with
hindsight, corrections can be made for it, i.e: the distortions can be modelled
mathematically.
The preferred orientation parameter used in refmement is the March function "' s in
which the refinable coefficient R. gives the effective sample compression or extension
along the cylinder axis due to the preferred orientation. The corrected intensities are
calculated using this preferred orientation function Pk:
Ik(corr) = Pk	 (2.22)
= (R02cos2a + sin:a/120)-312	 (2.23)
where a is the acute angle between the preferred orientation axis and the diffracting
plane k.
Because these corrections can only be used for refinement of a complete
structural model, the presence of preferred orientation in the powder diffraction data
used for actual structure solution can prove disastrous. Methods are currently being
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w. [Y. - Y..
GofF = 2 — N - P (2.26)
developed for the early detection of the presence of preferred orientation by
mathematical means 29 , and subsequent texture correction based on statistical analysis of
the deconvoluted intensities ".
2.3.4.5 Criteria of Fit
All the above parameters arc included in a least-squares refinement in which the
quantity minimized is the residual M defined by
= Ewi(Yi„ -Y1)2	 (2.24)
where w, is the weight assigned to each step intensity (usually 'NO, and Y,„ is the
observed intensity at a point i in the pattern. The quantities used to measure the
agreement between the observations and the model during refinement are analogous to
those commonly used in conventional single-crystal structure refinements. The weighted
profile index Rwp (2.25), and the goodness of lit index GofF (or reduced x 2) (2.26) are the
most meaningful in relation to the progress of refinement, since their numerators
incorporate the quantity being minimized in the least-squares procedure:
R=
Fwi[Yw
-Irk]2
EWiYin2
(2.25)
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where N and P are the number of profile points and refined parameters respectively. The
12 1, value is usually given as a percentage - the better the agreement between the
observed and calculated profiles, the lower the 12 whereas the reduced x 2 should
approach the ideal value of unity.
2.3.4.6 Application of Restraints
The success of Rietveld refinement relies on the initial structural model being
relatively close to the correct crystal structure. If the structural model is far from the
final structure, then the refinement may get trapped in a false least-squares minimum
generating an incorrect structure, or the model may `blow-up' with exponentially
increasing atomic parameter shifts. However, by introducing chemical restraints (soft
constraints), the refinement is stabilized by modification of the reduced )e function: local
minima are shifted in the direction of chemically reasonable results, excessive atomic
coordinate shifts are hindered, more parameters can be refined, and refinements using
inferior quality powder diffraction data can be upgraded. Restrained Rietveld refinement
has also been used as a tool for structure solution rather than for simple refinement . In
the work presented here, soft constraints are used to set the interatomic distances and
angles in the structural model to values taken from the literature for related materials of
known molecular geometry, and then allowed to deviate slightly from the prescribed
values during refinement.
2.3.5 The Complete Structure
Once the complete structure has been fully refined using the Rietveld method
described above, the quality of the profile fit between the observed intensities and those
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calculated from the structural model can be shown in diagrammatical form. A plot of
this type is illustrated in Figure 2.4, where the final observed (+ marks), calculated (solid
line) and difference (below) profiles are shown for the Rietveld refinement of lithium
zirconatc. Reflection positions are also marked. A correct final structural solution
should have a good profile fit, and a molecular geometry with all bond lengths and
angles within acceptable limits consistent with the quality of the experimental data.
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CHAPTER 3: PATTERSON METHODS
3.1 INTRODUCTION
The majority of structure solutions from single crystal X-ray diffraction data are
initially attempted using direct methods. However, when the system under consideration
contains heavy atoms or groups of known stereochemistry, the analysis of intensity data
may be carried out using the Patterson function '. The number of reflections required for
structure determination by the Patterson method is somewhat smaller than that for direct
methods. In addition, direct methods requires a fairly accurate set of diffracted
intensities, whereas the Patterson method can be used to obtain reasonable structural
information from data of poor-quality. These properties make the Patterson method an
obvious choice for structure determination from powder diffraction data.
One of the most important uses of the Patterson function is the location of a small
number of strong scatterers in a unit cell which is otherwise full of much lighter ones,
and as a result, the Patterson method has been used extensively in the structure
determination of such systems from X-ray powder diffraction data 2-s
Patterson methods apply a knowledge of molecular geometry to the structure solution
process, and can be used when at least part of the molecular structure is known and is
sufficiently rigid that its geometry can be defined with a high degree of probability. This
interpretation of the Patterson function has been applied extensively to single crystal
diffraction studies 54 , and has more recently been used successfully in the structural
determination of small organic systems from X-ray powder diffraction data 943.
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3.2 METIIODOLOGY
The Patterson function tackles the phase problem by multiplication of both sides
of equation 2.4 by its complex conjugate, giving
N N
IF h i ' = ZEfi ficxp[2ni ( r1 	)]	 (3.1)
Jri
The inverse Fourier transform of this equation generates the Patterson function P(u)
1
P(u)= - 2_,1 Fi r exp(-2aih.u)V h
where u =	 rj . From Friedel's law 14 it can be shown that IF,1 = IF,I, and hence the
Patterson function can be written in the form
1
P(u) = -
	 1 7 1 2 cos2uh.V h
It follows that the Patterson map contains maxima corresponding to all possible
interatomic vectors within the unit cell, and that the height of each peak is proportional
to the product of the atomic numbers of the atoms connected by the vector a (i.e: ZA).
However, for a molecule containing N atoms in the unit cell, the Patterson synthesis will
show N' peaks corresponding to the N possible vectors that can be drawn from each of
the N atoms. Of these, N peaks superimpose as a large peak at the origin (the vector of
(3.2)
(3.3)
44
zero length from each atom to itself), while the remaining N(N-1) peaks arc distributed
throughout the cell. This results in a map that is densely packed with peaks, a problem
accentuated by the greater breadth of Patterson peaks compared to those in an electron
density map. For these reasons, the Patterson map of a structure with even a moderate
number of atoms becomes an almost featureless distribution of vector density. The
overlap caused by peak broadening can be reduced using a sharpening procedure in
which coefficients lE„1 2 or IFJ EhI are used in the calculation of the Patterson function. A
sharpened Patterson map shows many more relatively discrete peaks than an
unsharpened map.
From these considerations, we can infer that the Patterson map will have
prominent maxima when the structure contains a limited number of heavy atoms, or has
a molecular geometry that gives rise to several interatomic vectors with almost the same
length and direction resulting in several peaks superimposed at the same position (e.g: an
aromatic ring).
3.2.1 The Heavy Atom Method
Interpretation of the Patterson function is greatly simplified for a structure
containing a limited number of heavy atoms. The peaks arising from the vectors
between these atoms dominate the Patterson map, and it is therefore usually
straightforward to derive the heavy atom positions. Possible solutions are obtained by
analysis of the highest peaks in the Patterson map in terms of Harker lines I5 and cross
peaks, i.e: clustcrings of vector maxima on specific lines or planes of the map arising
from equivalent atoms in the system that are related by Patterson symmetry.
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3.2.2 Fragment Search Methods
When the stereochemistry of part of the molecule is known, the Patterson
function can be solved using a fragment search process. This is usually divided into two
parts:
a) A rotation search to determine the orientation of the fragment. A vector model is
built from the known molecular model, superposed on the Patterson map and rotated in
all possible orientations until the optimum fit with the Patterson map is found.
b) A translation search to place the oriented model properly in the cell. Once a
likely orientation has been defined, the location of the fragment is determined by
translation into all possible positions in the asymmetric unit. The resulting vectors for
each position are then calculated and compared with the Patterson function to find the
best fit.
Although the above procedure operates in Patterson space, similar methods have
been applied successfully in reciprocal space. In these cases, the fit between the
structure factor amplitudes calculated for the model and the observed values is
considered, instead of the vector approach. Procedures combining direct space, Patterson
space and reciprocal space searches have also been used 9.16.
3.3 LITHIUM PERCHLORATE
Lithium perchlorate (LiC104) is an inorganic salt that can be used in battery
electrolyte systems when dissolved in non-aqueous solvents 17, and forms a solid polymer
electrolyte complex with poly(ethylene oxide) (CH 2CH20)n 18 . Knowledge of the lithium
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perchlorate crystal structure may be useful in the study of ion association in such
systems. The pure salt is a simple inorganic system with a previously unknown crystal
structure, and is an ideal example for structure solution using the "heavy-atom" Patterson
method applied to X-ray powder diffraction data.
3.3.1 Data collection
The sample of LiC104 (Aldrich) was dried under vacuum, ground and sealed in a
0.5mm glass capillary. The X-ray powder diffraction data were collected over the range
8°<20<75° in 0.02° steps, over a period of 3 hours. Further experimental details are
given in Appendix A.
3.3.2 Structure Determination
The powder diffraction pattern was indexed using the program TREOR 19 on the
basis of the first 20 observable reflections. This produced an orthorhombic cell with
lattice parameters a=8.651A, b=6.913A and c=4.829A. Systematic absences were
consistent with two space groups: Pnma (centrosymmetric) and Pn2 1 a (non-
centrosymmetric). Density considerations suggested the presence of four molecules per
unit cell, hence requiring part of the perchlorate anion to occupy special positions (x, 1/4,
z) if the space group was Pnma. Such a structure would produce a dominant intensity in
the (020) reflection which is clearly observed in this powder diffraction pattern.
Although statistical methods based on the distribution of intensities can be used to
discriminate between centrosymmetric and non-centrosymmetric space groups (section
2.2.1), in this case, use of such tests was not deemed necessary. Hence the space group
was unambiguously assigned as Pnma.
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Integrated intensities were extracted from the powder diffraction pattern in two
ranges, 10°<20<35° and 30°<20<75°, using the LeBail profile-fitting procedure 20.
These two ranges were then combined to give a set of 84 reflections. The full data set
was then used to generate a Patterson map (within the GSAS 21 program package), from
which the position of the chlorine atom was clearly evident. After refinement of the Cl
atomic coordinates, a difference-Fourier synthesis revealed the positions of the oxygen
atoms as the top three peaks in the peak list. Note that one of these peaks did not occupy
a special position, and hence giving rise to the position of the fourth oxygen atom related
by the mirror plane. Subsequent refinement of these positions and further difference
Fourier synthesis was used to identify the position of the lithium atom.
The final Rietveld refinement of this structure converged to R,=10.6% and
x2=1.53 for 28 variables and 84 reflections distributed over 3250 profile points
(100<20<750). The resulting profile fit is shown in Figure 3.1.
3.3.3 Results and Discussion
The final refined atomic coordinates and isotropic thermal parameters are given
in Table 3.1, and details of the interatomic bond lengths and angles in Table 3.2. These
bond lengths and angles are in good agreement with those present in other
perchlorates2223. The distance between the chlorine atom found from the Patterson map
and the corresponding position in the final refined structure was found to be 0.54A. A
view of the molecular packing within the unit cell (Figure 3.2) shows each lithium atom
forming a distorted octahedral unit with six surrounding oxygen atoms. This
coordination is illustrated more clearly in Figure 3.3.
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Figure 3.1: The final Itietveld refinement of LiC104.
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Table 3.1: Final refined atomic coordinates and thermal parameters for LiC104.
Atom Site Type x/a y/b z/c uisjA2
Cl 4c 0.318(4) 0.250 0.543(8) 0.025(2)
01 4c 0.149(1) 0.250 0.546(2) 0.020(3)
02 8d 0.370(1) 0.079(1) 0.681(1) 0.021(2)
03 4c 0.374(1) 0.250 0.261(2) 0.031(3)
Li 4b 0.500 0.(X)0 0.000 0.069(9)
a=8.6522(4)A, b=6.9152(3)A and c=4.8299(2)A, Pnma.
Figure 3.2: Final refined crystal structure of LiC10 4 (the octahedral lithium coordination
shown by	 )
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Table 3.2: Interatomic distances (A) and angles (°) in the refined crystal structure of
LiC104.
C1-01 1.462(9) 01-C1-02 107.9(3)	 x2
C1-02 1.427(5)	 x2 01-C1-03 110.3(6)
C1-03 1.441(9) 02-C1-02' 111.4(5)
02-C1-03 109.6(3)	 x2
Li....0 1 (3,4) 2.170(6)	 x2 0 1 (3)-Li-01 (4) 180.00
Li ....02(5,6) 1.983(5)	 x2 01 (4,3)-Li-02(6,5) 92.0(3)	 x2
Li....03( 1,2) 2.404(6)	 x2 0 1 (4,3)-Li-02(5,6) 88.0(3)	 x2
01 (3,4)-Li-03( 1,2) 75.6(3)	 x2
01 (4,3)-Li-03(1,2) 104.4(3)	 x2
02(5)-Li-02(6) 180.00
02(6,5)-Li-03(2,1) 87.3(2)	 x2
02(6,5)-Li-03(1,2) 92.8(2)	 x2
03(1)-Li-03(2) 180.00
Although the most common arrangement of atoms around a lithium is tetrahedral, this
octahedral coordination is also present in the hydrated salt LiC104 .3H20 24.
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Figure 3.3: The octahedral arrangement of oxygen atoms around the lithium atom in the
crystal structure of LiC104.
3.4 CONCLUDING REMARKS
The Patterson method of structure solution is highly effective in the location of
heavy atoms within a crystal structure when applied to X-ray powder diffraction data. In
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systems containing a suitable ratio of heavy to light atoms, the heavy atom positions
determined by this method form a sufficiently good starting model for subsequent
completion using Rietveld refinement and difference-Fourier methods. In such cases,
use of the Patterson method is often advantageous as fewer intensities are needed for
structure solution, and hence the most heavily overlapping reflections present at high
angle are not required at this stage of the structure determination process.
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CHAPTER 4: DIRECT METHODS
4.1 INTRODUCTION
The term "direct methods" is used to describe a class of statistical methods which
attempt to derive the phases of structure factors directly from the observed intensity
information. Unlike the Patterson method, the direct methods approach is not limited by
the presence of a dominant scatterer or prior knowledge of stereochemical groups, and
hence this technique can be applied to a greater variety of compounds. It is widely
accepted that direct methods have developed into the most powerful and most widely
used structure solving technique from single crystal diffraction data. However, this is
not the case for structure solution from powder diffraction data, and often even simple
structures cannot be solved routinely using direct methods. Most of the success in this
field has been confined to the determination of inorganic structures 14, although more
recently the method has been applied to several small molecular systems 8-12.
In the process of crystal structure determination by Patterson methods, weak
reflections are often omitted from the data set. Such a practice is not advisable lor direct
methods since these reflections play an important role in the structure solution. Their
absence causes errors in the normalization and phasing processes, and in the calculation
of some figures of merit used to discriminate between the correct and incorrect solutions
obtained in the multisolution process. A significant number of these reflections occur as
overlapping peaks in a powder diffraction pattern, and because these overlaps are usually
assigned arbitrary intensities, highly unreliable values are given to reflections actively
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used in the phasing process. Consequently, phase extension and refinement can become
ineffective, often leading to incorrect solutions.
There are a large number of direct methods packages available for structure
solution from single crystal diffraction data 13-16, and until recently, all structure
determinations from powder diffraction data by direct methods have been carried out
using these programs. However, a direct methods package optimized for powders has
now been developed, and applied to a set of test structures 17 . In this approach, the
overlapping reflections are initially assigned equipartitioned intensities, and those with
the most influence in the phasing process are modified throughout the calculation as
more phase information is obtained. The introduction of weak reflections with reliable
intensities strengthens the phasing process, and improves the ability of the figures of
merit to locate the correct solution.
The results presented in this chapter were obtained using two "single crystal"
direct methods programs and the direct methods package adapted for powder data. A
detailed investigation of the effect of data range on the quality of structure solution
obtained from these approaches is given in chapter 7.
4.2 METHODOLOGY
In general, the phase and amplitude of a wave are independent quantities.
However, in the case of X-ray diffraction it is possible to relate the phases to the
experimentally derived IF(h)I values when two requirements of the electron density
function are considered:
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a) for a given set of observed amplitudes, the corresponding phases must he
consistent with non-negative electron density values everywhere (p(r) 0),
b) the correct phases should lead to images of real atoms displaying spherically
symmetrical electron density.
By applying these criteria, the diffracted amplitudes and phases can be connected by
exact equations and in principle, the phase problem becomes soluble
Using the second condition, Sayre 20 derived a very important expression for
structures formed by well resolved and almost equal atoms:
F(h) = (11) EF(k)17(h-k)
V k
where 0(h) is a scaling term that can be evaluated for atoms of known shape. This
expression implies that any structure factor F(h) can be determined by the products of all
the pairs of structure factors whose indices add to give h, and is valid for both
centrosymmetric and non-centrosymmetric structures. Assuming that Friedel's law
holds, multiplication of both sides of (4.1) by F(-Ii) gives
, 0(h) 
=	 F(-h)F(k)F(h- k)V k
For large values of IF(h)I the left-hand side of this equation will be large, real and
positive. It is therefore likely that the largest terms in the sum on the right will also be
real and positive. From this, the following probability relation can be obtained
(4.1)
(4.2)
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4:13(h,k) = 4)(-h)+$4(k)44(h-k) 0	 (4.3)
For centrosymmetric structures this reduces to
s(-h).s(k).s(h-k) - +1	 (4.4)
where s(h) represents the sign of F(h) considered as +1 or -1 corresponding to phases 0
and it respectively, and the symbol means 'is probably equal to'. These probability
relations are strengthened and the resulting equations simplified through the introduction
of unitary U(h) or normalized E(h) structure factors (section 2.2.1). These structure
factors correspond to localized point atoms with no thermal motion, and do not decline
systematically with increasing scattering angle 0.
Although phase information can be obtained from the observed amplitudes using
exact equations (i.e: equation (4.2)) or inequalities (i.e: Karle-Hauptmann determinants
21.22), it is these probability relations that are the most powerful tool for direct phase
determination.
4.2.1 Structure Invariants and Seminvariants
One of the difficulties in solution of the phase problem is definition of the origin
of the unit cell. An arbitrary origin shift does not affect the structure amplitudes but may
change the phases drastically. Hence, information can only be obtained from the
observed amplitudes, on single phases or linear combinations of phases that are
independent of the choice of origin - structure invariants. There are also phase
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combinations that do not change with shifts among alternative origins that possess the
same point symmetry - structure seminvariants 23.24 .
The most important structure invariants have the form
41) n = Ohl + Old 4. 	 	 (4.5)
where hi + h2 + 	 + hn = 0. In other words, the sum of the phases of n reflections
whose indices sum to zero, is constant for a given structure regardless of the choice of
origin. The first significant example of this is the triple of phases
CD3 = Oh/ 40/I2 (1)/d+h2
	 (4.6)
Most direct phasing involves the use of such triplets, however, larger sets of reflections
can be related in the same way e.g: quartets of the form
4134 — Ohl + Oh2 +	 (1)Is1+k2•h3	 (4.7)
The value of (I), may be distributed around 0 (positive quartets used for confirming triple
relationships in the early stages of the calculation), around 7c/2, or around it (negative
quartets used as a selection test among alternative solutions 25). Higher orders can also
be used 26.27
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4.2.2 Probability Theory
The triple phase relationship (4.3) has proved to be the most important phase-
determining formula, and expressions l'or the related probability distribution have been
developed for both ccntrosymmetric  and non-centrosymmetric structures
For the centrosymmetric case:
13.(h,k) = 1/2+1/2tanhl 1/2x(h,k) .1 	(4.8)
For the non-centrosymmetric case:
P[qh,k)] = exp{-x-(h,k)cos[0(11,k)]} 
2;r10[K(h,h)]
where P. is the probability that E(h) has a positive sign, I . is a modified Bessel function,
K(h ,k)
 = 2(a3/a2312)1E(-h)E(k)E(h-k)1, a =	 4" and Zi is the atomic number of the jib
1= I
atom.
Relationship (4.3) gives a probable value for 4(h) when there is a pair of known
phases 4(k) and 4(h-k). However, when several pairs of known phases are available.
cl)(h) can be estimated using the tangent formula 3°
ic(h,k )si 0(k ) + 0( lz - k)]
tan[0(h)]--
	 K(h,k)cos[0(k)+ 45 ( h - k)]
	 (4.10)
(4.9)
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4.2.3 Phase Determination Procedures
In order to obtain individual phases from the structure invariant values derived
from observed amplitudes, it is necessary to fix the origin by assignment of arbitrary
values for the phases of up to three reflections. Even if these are chosen among
reflections involved in large numbers of triplets, they are usually not sufficient to start
the phase determination process. Two methods are employed to define the values of the
extra unknown phases necessary to begin the phasing procedure. In the symbolic
addition method 3' these phases are assigned a symbolic value, and all other phases are
then determined as combinations of these symbols i.e: essentially a stepwise application
of the triple-phase relationship (4.3). However, this method is more suitable for
centrosymmetric structures as the process becomes far more complicated when applied
to non-centrosymmetric cases. In the multisolution method 1333, the unknown starting
phases are directly assigned numerical values in which all permutations are considered.
It is then always possible to combine individual phase indications by means of the
tangent formula (4.10). This method is easier to automate and can more readily
incorporate some of the more recent developments in direct methods.
The phase determination process inevitably leads to more than one solution, so a
figure of merit is used to rank the phase sets in order of plausibility. Several functions
34.35 
can be used to measure the consistency of each stage of the phase determination
procedure, and these are united to give a single combined figure of merit. Once the
optimum set of phases has been found, the corresponding electron density map is
generated. The majority of phased reflections will have large indices and correspond to
moderate or high values of sin 0. Although their 1E1 values are large, the IFI values are
small and tend to be obscured by the more intense low-order reflections. This is avoided
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by calculation of an E-map 3637 in which Es rather than Fs are used as coefficients in the
Fourier series. Since the Es correspond to completely sharpened atoms, the resolution of
the electron density map is improved. However, this high degree of sharpening may
result in the presence of a considerable number of spurious peaks which are otherwise
obscured. (These spurious peaks are often generated in the Fourier summation due to
truncation of the data set (section 2.3.3)).
All the aspects of the direct methods procedure for structure solution from
diffraction data are discussed in great detail elsewhere 38.41•
4.3 FORMYLUREA
It is important to explore the limitations of direct methods solutions from powder
diffraction data, and with this aim, the more complex problem of structure solution of
organic compounds has been attempted. In this regard, the crystal structure of
forrnylurea (C2H4N202) has been determined. This represents the first previously
unknown 'equal atom' organic molecular structure to be solved directly from X-ray
powder diffraction data collected on a conventional laboratory difCvaccomsts 9 .
El.1•1	 NH	 H
2
0 0
4.3.1 Data collection
The sample of formylurca (Lancaster) was used directly as received, ground and
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placed in a disc between transparent tape. The X-ray powder diffraction data were
collected over the range 5°<20<110° measured in 0.02° steps, over a period of about 15
hours. Further experimental details arc given in Appendix A.
4.3.2 Structure determination
The powder diffraction pattern was indexed using the program TREOR 42 on the
basis of the first 29 observable reflections. This produced an orthorhombic unit cell with
dimensions a=16.822A, b=6.062À and c=3.670A. Systematic absences were compatible
with two space groups: Pnma (centrosymmetric) and Pn2,a (non-centrosymmetric).
Density considerations suggested the presence of four molecules per unit cell, and for the
space group Pnma, this would require that all atoms occupy special positions (x,1/4,z).
Such a structure would produce a dominant intensity in the (020) reflection, but this was
not observed. Hence the space group could be unambiguously assigned as Pn2 1 a. This
was later supported by the standard statistical N(Z) and E distribution tests (section
2.2.1) after data reduction.
Integrated intensities were then extracted from the powder diffraction pattern
over the range 5°<20<75° using the LeBail profile-fitting procedure 43 incorporated into
the GSAS Rietveld refinement program package 44 . This produced a set of 112
intensities of which 75 were judged non-overlapping and 37 overlapping, according to
the criterion A204105°. For all the X-ray powder diffraction data sets considered here,
it was found that the integrated intensities extracted from partially overlapping
reflections with a 20 difference greater than approximately 0.05° were reliable, whereas
those closer than 0.05° were unreliable. These data were used as input for the direct
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methods program SHELXS 14 , however a correct structure solution was not found. The
same data set was entered into the direct methods program SIR 16 from which the best
solution produced an E-map in which the three highest peaks represented a plausible
molecular fragment. Earlier attempts at structure solution using 135 reflections in both
programs proved unsuccessful. These three peak positions were entered as equal atoms
in a Rietveld refinement of the whole diffraction profile and the remaining non-hydrogen
atoms located by difference-Fourier methods. Final atomic assignments were based on
the results of the refined model, using considerations of both intramolecular and
intermolecular geometry (i.e: the hydrogen bond arrangement) to distinguish 0(1) and
N(1). Location of the hydrogen atoms by difference-Fourier analysis proved
unsuccessful. The final Rietveld refinement converged to R wp=7.55% and x2=7.80 for
41 variables and 345 reflections distributed over 5238 profile points in the range
5°<20<110° (Figure 4.1).
4.3.3 Results and Discussion
The final refined atomic coordinates and isotropic thermal parameters are given
in Table 4.1, and the interatomic bond distances and angles in Table 4.2. All these bond
lengths and angles are in good agreement with molecules of similar type, and are within
acceptable limits consistent with the precision of the data 45 . The molecular structure of
formylurea is shown in Figure 4.2, and the crystal packing of formylurea molecules
within the unit cell in Figure 4.3 with a probable hydrogen bonding scheme indicated.
In Table 4.3, the atomic coordinates located by the direct methods program SIR
are compared with the corresponding positions in the final refined crystal structure. This
model is clearly a sufficiently good starting point to allow completion of the structure by
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Figure 4.1: The final Rietveld refinement of formylurea.
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Table 4.1: Final refined atomic coordinates and thermal parameters for formylurea.
Atom x/a y/b z/c uijk
cl 0.314(4) 0.305 0.333(2) 0.025(2)
C2 0.433(3) 0.559(1) 0.213(2) 0.033(2)
NI 0.363(3) 0.147(1) 0.458(1) 0.034(2)
N2 0.353(3) 0.504(1) 0.173(1) 0.031(2)
01 0.238(3) 0.315(2) 0.300(2) 0.045(2)
02 0.486(3) 0.440(2) 0.335(1) 0.056(2)
a=16.8156(5)A, b=6.0608(1)A and c=3.6696(1)A, Pn21a.
Table 4.2: Interatomic distances (A) and angles (*) in the final refuted crystal structure
of formylurea.
C 1 -N 1	 1.339(7) NI-C1-N2 116.0(6)
C1-N2	 1.498(7) NI-C/-0/ 132.3(8j
C1-01	 1.290(6) N2-C1-01 111.5(8)
C2-02	 1.231(7) 02-C2-N2 126.5(5)
C2-N2	 1.388(7) C1-N2-C2 125.5(6)
Intermolecular Distances	 N2....01 2.788(6) N1....01	 2.913(5)
N1....02 2.935(6)
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Figure 4.2: The molecular structure of formylurea.
Rietveld refinement and difference-Fourier methods, even though it represents only half
of the final structure.
Table 4.3: The atomic coordinates for the three atoms in formylurea obtained from the
direct methods structure solution. A represents the distance between these positions and
the corresponding positions in the final refined structure. The peak number corresponds
to the peak list obtained in the direct methods solution ranked in order of decreasing
peak height.
Atom x/a y/b dc AtA Peak No.
Oh 0.253 0.305 0.240 0.34 1
N2 0.351 0.418 0.253 0.60 2
02 0.528 0.951 0.753 0.41 3
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Figure 4.3: Final refined crystal structure of formylurea (hydrogen bonds shown ....).
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4.4 BIUREA
Following the structure determination of formylurea from X-ray powder
diffraction data, the same technique was applied unsuccessfully to two similar unknown
organic systems - acetylurea and 1,3-dimethylurea. To continue the structural study of
such organic systems by direct methods, the technique was then applied to a small
previously known 'equal atom' structure - biurea (H,NCONH), 46. The structure is
monoclinic, a=15.780A, b=4.637A, c=9.331 A, 13=133.84°, Z=4 and C2/c.
H N NH— NH H N2\/ y 2
0	 0
4.4.1 Data collection
The sample of biurea (Lancaster) was used directly as received, ground and
placed in a disc between transparent tape. The X-ray powder diffraction data were
collected for 15 hours over the range 5°<29<85° in 0.02° steps. Further experimental
details are given in Appendix A.
4.4.2 Structure determination
The powder pattern was indexed using TREOR 42 on the basis of the first 20
observable reflections. The most probable solution was a monoclinic cell with lattice
parameters a=13.756A, b=4.650A, c=9.327A and 13=124.3°. On the basis of systematic
absences, the space group was determined as either C2/c (centrosymmetric) or Cc (non-
centrosymmetric). However, C2/c is a much more common space group for organic
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compounds 47 and hence structure solution was initially attempted using the
centrosymmetric space group. This assignment was later supported by the standard N(Z)
and E distribution tests (section 2.2.1). Density considerations suggested that the
asymmetric unit contained only half the biurca molecule, and hence only four atomic
positions need to be determined. These cell dimensions are equivalent to those given in
the single crystal solution, so for ease of comparison between the powder and the single
crystal results, the cell parameters given in the single crystal study were used for
structure solution and subsequent refinement.
Individual intensities were extracted from the X-ray powder diffraction pattern
over the region 120<26<800, using the LeBail profile fitting procedure 43 incorporated in
the GSAS " Rictveld refinement program package. This generated a set of 148
intensities, of which 108 were judged non-overlapping and 40 overlapping according to
the criterion A204105°. These were converted into structure factors for use in the direct
methods program SIR lb. Although two peaks could be clearly identified in the resulting
E-map, subsequent refinement and completion of the structure was unsuccessful. Closer
examination of the powder data showed that the quality of the LeBail profile fit was poor
above 66°, so only the intensities obtained in the range 12°<20<66° (93 reflections; 70
non-overlaps and 23 overlaps) were used as input for SIR. This generated a solution
from which three atoms were found immediately. After refinement and the use of
difference-Fourier analysis, the fourth non-hydrogen atom was located.
Final refinement of this structure gave R,=5.21% and 2c2=4.23 for 38 variables
and 148 reflections over 3399 profile points (12°<20<80°). It was found that the
resulting atomic parameters were only in reasonable agreement with those obtained from
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the single crystal solution. Hence, the hydrogen atoms were placed on the structural
model at the positions given in the single crystal solution and then refined using soft
constraints. This resulted in a significant improvement in the profile fit of the powder
diffraction pattern 12=4.60% and x 2=3•41 (Figure 4.4).
4.4.3 Results and Discussion
In Table 4.4, the final refined atomic coordinates and isotropic thermal
parameters are compared with those obtained in the single crystal study. Table 4.5
compares the interatomic bond distances and angles obtained from the refined powder
structure solution with those from the refinement including hydrogen atoms, and the
results from the single crystal solution. It is clear that although the structure obtained
from the powder refinement without the hydrogen atoms compares reasonably well with
the single crystal solution, there is striking improvement in both the interatomic
distances and angles when the hydrogen atoms are included in the refinement.
The molecular structure of biurea is shown in Figure 4.5 and a view of the crystal
packing of biurea within the unit cell is illustrated in Figure 4.6. This shows that
although the asymmetric unit is a planar fragment, the molecules themselves are not
planar and form an extensive hydrogen bonding arrangemeni in which every hyliragen
atom is hydrogen bonded to an oxygen atom in a neighbouring molecule.
In Table 4.6, the atomic positions located using direct methods are compared
with those in the final refined crystal structure. The three atoms located in the structure
solution process are close to the corresponding positions in the final refined structure,
and represent a significant fraction of the complete structure.
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Figure 4A: The final Rietveld refinement of biurea.
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Table 4.4: The final refined atomic and thermal parameters for the non-hydrogen atoms
in biurea. The parameters obtained from the powder refinement without the hydrogen
atoms are given in the first line (powder), and those from the refinement including the
hydrogen atoms in the second line (powder (H)).
Atom Solution x/a y/b z/c	 UJA2
0I powder 0.6218(2) 0.2649(5) 1.1588(4)	 0.051(1)
powder (H) 0.6207(2) 0.2738(6) 1.1585(4)	 0.052(1)
single crystal 0.6206(1) 0.2675(4) 1.1558(2)	 0.032(1)
C I powder 0.6037(3) 0.3138(9) 0.9964(7)	 0.053(2)
powder (H) 0.6020(4) 0.2926(9) 1.0004(7)	 0.058(2)
single crystal 0.5995(2) 0.3078(5) 1.0013(3)	 0.027(1)
Ni powder 0.5049(3) 0.1592(5) 0.8372(4)	 0.032(1)
powder (H) 0.5078(3) 0.1693(5) 0.8361(4)	 0.032(1)
single crystal 0.5076(2) 0.1654(5) 0.8328(2)	 0.030(1)
N2 powder 0.6671(2) 0.5066(6) 0.9922(4)	 0.037(1)
powder (H) 0.6571(3) 0.4989(9) 0.9860(5)	 0.033(1)
single crystal 0.6601(2) 0.4891(5) 0.9914(3)	 0.039(1)
Powder (H) a= I 5.768(1)A, b=4.653(1)A, c=9.336(1)A, 13=133.84(1)°, C2k
Single crystal a=15.780(2)A, b=4.637(1)A, c=9.331(1)A, 13=133.84(1)°, C21c
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Table 4.5: Interatomic distances (A) and angles (*) between the non-hydrogen atoms in
the final refined crystal structure of biurea.
Powder Powder (H) Single Crystal
C1-01 1.353(5) 1.292(4) 1.249(4)
C 1-N 1 1.395(4) 1.316(4) 1.361(2)
C I-N2 1.363(4) 1.370(4) 1.324(4)
N1-N1' 1.525(5) 1.448(5) 1.391(4)
01-C1-N1 108.7(4) 118.9(4) 118.7(3)
01-C1-N2 123.5(4) 120.1(5) 123.2(2)
N1-C1-N2 127.5(4) 118.3(5) 118.1(2)
N1'-N1-C1 110.5(3) 118.8(4) 120.6(3)
Intermolecular Distances
01....N1" 2.827(3) 2.916(3) 2.903(3)
01....N2" 2.873(3) 2.965(5) 2.961(3)
01....N2" 2.849(5) 2.889(4) 2.949(2)
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Figure 4.5: The molecular structure of biurea.
Figure 4.6: Final refined crystal structure of biurea (hydrogen atoms are not shown. but
hydrogen bonds are shown as ).
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Table 4.6: The atomic coordinates for the three atoms in biurea located in the direct
methods solution. A represents the distance between these positions and the
corresponding positions in the final refined structure. The peak number corresponds to
the peak list obtained in the direct methods solution ranked in order of decreasing peak
height.
Atom	 x/a	 y/b	 -zic	 Abk	 Peak No.
01 0.1231 0.2528 0.6643 0.09 1
N2 -0.0087 0.2588 0.3375 0.44 2
02 0.1400 0.2545 0.5298 0.53 3
4.5 1,3,4,6-TETRATHIOPENTALENE-2,5-DIONE (TTPD)
This compound (C4S402) is related to the organic superconductor parent
tetrathiafulvalene (TTF), and is representative of the type of planar organo-sulphur
compounds widely used in molecular electronic materials. In many cases, crystals of
sufficient size and quality for single crystal X-ray diffraction studies are not available,
and the potential for structure determination from powder diffraction data in this field is
immense, since molecular packing, rather than precise intrarnolecular geometry, is of
prime interest.
76
4.5.1 Data collection
The sample of TTPD (Aldrich) was used directly as received, ground and placed
between transparent tape in a disc. The X-ray powder diffraction pattern was collected
over a region 10°<20<86° in 0.02° steps, over a period of 15 hours. Further
experimental details are given in Appendix A.
4.5.2 Structure Determination
The powder diffraction pattern was indexed using the program TREOR 42 on the
basis of the first 20 observable reflections giving a monoclinic cell with lattice
parameters a=8.323A, b=10.909A, c=3.933A and 0=103.80°. Overlap of certain key
reflections led to ambiguities in space group assignment, hence solution was attempted in
P2 1 , P2 1/m and P2 1/a. Of these, P2 1/a produced the only chemically sensible solution.
Density considerations suggested the presence of two molecules per unit cell, and hence
only half the TTPD molecule in the asymmetric unit.
Integrated intensities were extracted from the powder pattern over a region
l0°<20<75°, using the LeBail profile-fitting procedure 43 incorporated in the GSAS 44
Rictveld refinement program package. This produced a set of 176 reflections, of which
66 were judged non-overlapping and 110 overlapping, according to the criterion
A20----0.05°. These data were entered in the direct methods program SIR 16 from which
the position of the two sulphur atoms and the oxygen atom were found immediately.
(Note that earlier attempts at structure solution using data sets of 1(X) (10°<20<59°) and
125 reflections (10°<20<65°) had proved unsuccessful). These truncated data sets were
used after examination of the powder profile revealed a poor quality fit at high 20. The
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carbon atoms were located by subsequent Rietveld refinement and difference-Fourier
techniques. The final refinement gave agreement factors Rwp=8.47% and x 2=3.(X) for 42
variables and 258 reflections distributed over 3799 profile points in the region
l0°<20<86° (Figure 4.7).
4.5.3 Results and Discussion
The final refined atomic coordinates and isotropic thermal parameters are shown
in Table 4.7. The molecular structure of TTPD is shown in Figure 4.8 and the
interatomic bond distances and angles in the refmed structure are given in Table 4.8, all
of which are in excellent agreement with those in molecules of a similar type 48 . The
centre of the molecule is located on an inversion centre, and the molecules lie in "sheets"
almost parallel to the ab plane, as illustrated in Figure 4.9.
Table 4.7: Final refined atomic coordinates and thermal parameters for TTPD.
Atom x/a Yib zk ujA2
S 1 0.9172(3) 0.1793(2) 0.8158(7) 0.058(1)
S2 0.7669(3) -0.0704(2) 0.7101(6) 0.068(1)
Cl 0.7394(9) 0.0917(7) 0.5907(9) 0.056(3)
C2 1.0375(9) 0.0592(5) 1.0283(9) 0.043(3)
01 0.6205(7) 0.1294(5) 0.4090(9) 0.094(3)
a=8.3049(2)A, b=10.8945(3)A, c=3.9366(1)A and 13.103.60(2)°, P2,/a.
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Figure 4.7: The final Rictveld refinement of TFPD.
79
Si
S2
	 Si,
Figure 4.8: The molecular structure of TTPD.
Table 4.8: Interatomic distances (A) and angles (°) in the final refined crystal structure
of TITD.
Si-C1 1.806(8) C 1 -S1-C2' 98.6(3)
S1-C2' 1.737(7) S1-C2-C2 115.2(8)
S2-C1 1.828(8) CI-S2-C2 97.4(4)
S2-C2 1.711(7) S2-C2-C2' 118.5(8)
C1-01 1.150(8) S1-C1-S2 110.3(5)
C2-C2' 1.426(11) SI-C1-01 126.8(7)
S2-C1-01 122.8(8)
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Figure 4.9: Final refined crystal structure of TTPD.
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The crystal structure of TTPD was also solved from X-ray powder diffraction
data using the maximum entropy and likelihood method (chapter 5). Details of the
structure solution process are given elsewhere 49.". In the final stage of structure
determination by this method, four possible solutions were retained, of which only one
was chemically sensible. This solution gave rise to the centroid map 5I shown in Figure
4.10, from which all live atoms of the asymmetric unit can be clearly identified. These
atoms are close enough to the final refined atomic positions to allow Rietveld refinement
of the entire molecule to proceed without difficulty.
X
Figure 4.10: The ccntroid map for TTPD produced by the maximum entropy and
likelihood method. The final refined position of the TTPD molecule is ovcrlayed for
comparison.
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In Table 4.9, the atomic coordinates obtained from the maximum entropy and likelihood
solution and the direct methods solution are compared with those in the final refined
structure. This clearly shows that the structure solution generated by the maximum
entropy and likelihood method is significantly better than the direct methods solution, in
Table 4.9: Atomic coordinates obtained from the maximum entropy and likelihood
solution (first table) and the direct methods solution (second table). A represents the
distance between the two sets of positions from both structure solution methods and the
corresponding positions in the final refined structure. The peak number corresponds to
the peak list obtained in each structure solution, ranked in order of decreasing peak
height.
Atom x/a y/b z/c A/A Peak No.
Si 0.903 0.176 0.819 0.13 1
S2 0.758 -0.078 0.629 0.32 2
C2 0.993 0.064 1.064 0.43 3
Cl 0.754 0.062 0.590 0.34 4
01 0.6(X) 0.154 0.628 0.96 8
51 0.925 0.172 0.813 0.10 1
S2 0.733 -0.075 0.726 0.08 2
01 0.615 0.139 0.397 0.12 3
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which only three correct atomic positions were revealed. Traditionally, direct methods
have been at their weakest in cases such as this, where a planar fragment constitutes a
significant fraction of the scattering power of the cell. In this situation, the direct
methods assumption of randomly distributed equal atoms is not a good approximation to
the true situation.
This system has also been used independently as an example with which to test
structure solution by restrained Rietveld refinement ' 2 . In this approach, the molecular
shape and dimensions were initially determined by energy minimization and the resulting
molecular model placed perpendicular to the unique two-fold axis. A chemically
restrained Rietveld refinement was then carried out using high-resolution neutron
powder diffraction data until convergence to the correct structure was achieved.
4.6 PARA-METHOXYBENZOIC ACID
In this section, the direct methods package optimized for use with powder
diffraction data has been applied to the determination of a slightly larger 'equal-atom'
system, the structure of which has been previously determined by single crystal X-ray
diffraction methods - para-methoxybenzoic acid (CH 3OC6H4CO2H) 53. The structure is
monoclinic with lattice parameters a=16.968A, b=10.962A, c=3.968A, 0=98.13°, Z=4
and P2,/a.
0
0
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4.6.1 Data collection
The sample of p-CF130C6H4C0.,H (Lancaster) was used directly as received,
ground and placed in a disc between transparent tape. The X-ray powder diffraction data
were collected for 15 hours over the rangc 5°<203<85° in 0.02° steps. Further
experimental details are given in Appendix A.
4.6.2 Structure determination
The powder pattern was indexed using the program ITO on the basis of the first
20 observable reflections. The most probable solution was a monoclinic cell with lattice
parameters a=16.864A, b=10.942A, c=3.964A and 0=95.36°. The space group was
determined unambiguously as P2 1/a. These cell dimensions are equivalent to those given
in the single crystal solution, so for case of comparison between the powder and single
crystal results, the cell parameters given in the single crystal study were used for
structure solution and subsequent refinement.
Individual intensities were extracted from the X-ray powder diffraction pattern in
two ranges, 7.5°<20<35° and 35°<213<70°, using the LeBail profile fitting procedure 43
incorporated in the GSAS 44 Rietveld refinement program package. The data sets were
then combined to generate a total set of 306 reflections, of which 162 were judged non-
overlapping and 144 overlapping according to the criterion A2041.05°. These were
converted into structure factors for use in the direct methods program SIRPOW ''. The
input for this program is of a similar form to that used in the single crystal direct
methods program SIR 16, except that in SIRPOW the number of reflections in an
overlapping group and their combined intensity must be given in the data. The program
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initially equipartitions the intensities within each of these groups and then modifies the
values during the calculation as more phase information is obtained. Although no
molecular fragment could be identified directly in the resulting solution, the E-map
showed six peaks that had slightly higher peak heights than the rest, and hence these
were used as an initial structural model for refinement.
The remaining non-hydrogen atoms were located using difference-Fourier
analysis and subsequent Rietveld refinement using soft constraints. However, no attempt
was made to determine the positions of the hydrogen atoms. Isotropic temperature
factors were constrained according to atom type during the refinement. Final refinement
of this structure gave agreement factors R=8.45% and x 2=3.33 for 54 variables and 520
reflections distributed over 3873 profile points (5°<20<85°). The resulting profile fit is
shown in Figure 4.11.
4.6.3 Results and Discussion
In Table 4.10 the final refined atomic coordinates and isotropic thermal
parameters are compared with those obtained in the single crystal study. Details of the
interatomic bond distances and angles obtained in both the powder and single crystal
solutions are given in Table 4.11. The quality of the profile fit and the molecular
geometry would be improved by inclusion of the hydrogen atoms in the refinement. The
molecular structure of p-CH 30C6H4CO1H is shown in Figure 4.12, and the crystal
packing of molecules within the unit cell is illustrated in Figure 4.13. This clearly
indicates the presence of intermolecular hydrogen bonding between adjacent carboxylic
groups, forming dimers across a centre of symmetry.
86
1•••
(NI
slutioD
Figure 4.11: The final Rietveld refinement of p-C1-130C6H4CO2H.
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Table 4.10: The final refined atomic and thermal parameters for the non-hydrogen
atoms in p-CH3OC61-14CO2H.
Atom Solution x/a y/b z/c UJA
0I powder 0.0676(15) -0.0823(7) -0.1857(18) 0.043(2)
single crystal 0.0689(1) -0.0790(1) -0.1795(5)
02 powder 0.0709(5) 0.1188(7) 0.0206(20) 0.043(2)
single crystal 0.0755(1) 0.1105(2) 0.0250(5)
03 powder 0.4294(5) 0.0474(7) -0.3299(19) 0.043(2)
single crystal 0.4239(1) 0.0477(2) -0.3419(4)
C4 powder 0.1921(7) 0.0308(12) -0.1829(28) 0.026(2)
single crystal 0.1888(1) 0.0310(2) -0.1791(5)
C5 powder 0.2260(7) -0.0740(10) -0.3331(27) 0.026(2)
single crystal 0.2256(1) -0.0652(2) -0.3271(6)
C6 powder 0.3064(7) -0.0620(11) -0.3691(28) 0.026(2)
single crystal 0.3039(1) -0.0567(2) -0.3763(6)
Cl powder 0.3480(6) 0.0514(11) -0.2868(29) 0.026(2)
single crystal 0.3472(1) 0.0484(2) -0.2812(5)
C8 powder 0.3815(7) 0.1512(10) -0.1433(26) 0.026(2)
single crystal 0.3115(1) 0.1458(2) -0.1360(6)
C9 powder 0.2366(7) 0.1440(11) -0.0751(27) 0.026(2)
single crystal 0.2325(1) 0.1360(2) -0.0865(6)
C1() powder 0.1065(7) 0.0207(10) -0.1049(30) 0.026(2)
single crystal 0.1063(1) 0.0186(2) -0.1104(6)
Cl' powder 0.4765(7) 0.1609(9) -0.2336(29) 0.026(2)
single crystal 0.4729(1) 0.1510(2) -0.2333(8)
Powder	 a=16.948(6)A, b=10.949(5)A, c=3.964(1)A, 13=98.10(1)°, P21/a
Single crystal a=16.968(4)A, b=10.962(2)A, c=3.968(1)A, 13=98.13(2)°, P21/a
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Table 4.11: Interatomic bond distances (A) and angles (°) between the non-hydrogen
atoms in p-CF130C6H4CO1H.
Powder Single
Crystal
Powder Single
Crystal
C1-C2 1.448(13) 1.397(3) C2-C1-C6 124.4(11) 118.9(2)
C2-C3 1.396(11) 1.374(3) C1-C2-C3 114.6(11) 120.5(2)
C3-C4 1.443(13) 1.391(3) C2-C3-C4 120.8(12) 120.2(2)
C4-05 1.359(12) 1.392(3) C3-C4-05 126.1(13) 120.2(2)
C5-C6 1.452(11) 1.387(3) C4-05-C6 116.9(11) 119.1(2)
C6-C1 1.483(12) 1.390(3) C5-C6-C1 116.9(11) 121.1(2)
C 1 -C7 1.530(11) 1.469(3) C2-C1-C7 118.0(12) 120.1(2)
C6-C1-C7 117.4(12) 121.0(2)
C7-01 1.331(11) 1.254(3) C1-C7-01 118.4(12) 120.3(2)
C7-02 1.360(10) 1.288(3) C1-C7-02 120.0(12) 117.3(2)
01-C7-02 121.4(11) 122.4(2)
C4-03 1.414(9) 1.356(3) C3-C4-03 113.6(12) 115.5(2)
C5-C4-03 119.9(12) 124.3(2)
C8-03 1.496(10) 1.435(3) C4-03-C8 115.9(9) 118.1(2)
Intermolecular Distances 01....02' 2.347(11) 2.224(3)
89
C8
C I
02CoC5
a
C3
	
C2	 0 1
Figure 4.12: The molecular structure of p-CH30C61-14CO,H.
Figure 4.13: Final refined crystal structure of p-CH 30C61-14CO1H (hydrogen bonds are
shown as )
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In Table 4.12, the atomic positions located using direct methods are compared with those
in the final refined crystal structure. Although only six atoms were used as the starting
model in the structure determination process, when compared with the final structure, it
could be seen that a further oxygen atom had been located in the direct methods solution.
Table 4.12: The atomic coordinates for the atoms in p-CF1 30C6H4CO,H obtained from
the direct methods solution. A represents the distance between these positions and the
corresponding positions in the final refined structure. The peak number corresponds to
the peak list obtained in the direct methods solution ranked in order of decreasing peak
height.
Atoms x/a y/b z/c Ahk Peak No.
C9 0.259 0.118 -0.133 0.55 1
Cl 0.380 0.038 -0.326 0.60 2
C5 0.252 -0.075 -0.331 0.44 3
C10 0.148 0.071 -0.087 0.89 4
C I I 0.500 0.166 -0.275 0.45 5
01 0.090 -0.053 -0.161 0.50 6
02 0.098 0.096 0.027 0.52 7
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4.7 CONCLUDING REMARKS
Although conventional direct methods have been responsible for the widespread
use of X-ray crystallography as a routine technique for structure determination from
single crystal diffraction data, they have had only a limited impact on the ab initio
solution of crystal structures from powder diffraction data. In this approach, the problem
of weak overlapping reflections is accentuated by the fact that such reflections are
important in all stages of the phasing process.
In this chapter, it has been demonstrated that the crystal structures of small
molecules can be solved using "single crystal" direct methods packages. However, in all
three cases, determination of the correct solution has proved to be highly dependent on
both the size of the data set and the method of phasing procedure used (i.e: SIR or
SHELXS). Despite this unreliability of the direct methods technique in this area, the
method has the potential to become more widely used in the solution of molecular crystal
structures from powder diffraction data. Although the direct methods package optimized
for use with powder data was successfully applied to the structure determination of p-
methoxybenzoic acid, the approach is yet to be tested on more complex organic systems
with a greater number of atoms in the asymmetric unit.
Results obtained from the application of both single crystal and powder direct
methods programs to the structure solution of a simple inorganic system (lithium
zirconate), and an organic system (p-methoxybenzoic acid) are presented in chapter 7.
In this chapter, a detailed investigation of the effect of truncated data sets on the quality
of structure solution is reported, and the differences between the direct methods
programs used here are discussed.
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CHAPTER 5: THE MAXIMUM ENTROPY AND LIKELIHOOD
METHOD
5.1 INTRODUCTION
The maximum entropy technique is a powerful method of image reconstruction
that has been applied successfully to a wide range of scientific fields 1.2 . In
crystallography, the maximum entropy criterion has been used in the investigation of the
relationship between the maximum entropy method and the maximum determinant
method of phase determination 3-5, examination of the crystallographic inversion
problem°, generation of high-quality electron density maps 7.8 , and as a means of
resolving overlaps when applied to the Patterson function 930.
The multisolution method of phase determination based on entropy maximization
and likelihood ranking has been successfully applied to single crystal X-ray diffraction
data H , protein data sets 12 , electron microscopy data 13, and X-ray powder diffraction
data. The feasibility of this method for structure determination from powder diffraction
data was first demonstrated by the solution of previously known crystal structures 14-17.
In the studies reported here, it has been applied to the determination of previously
unknown crystal structures 18.19.
The maximum entropy and likelihood method has a similar approach to phase
determination as conventional direct methods, and can be considered as an improvement
of direct methods at the level of analytical probability theory on which these methods are
based 20-23 . In the same way as direct methods, this technique considers an unknown
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crystal structure to be made up of atoms with known chemical identity but with unknown
positions. These positions are initially considered as random with a uniform distribution
in the asymmetric unit. Structure determination consists of the gradual removal of this
randomness, and in the maximum entropy and likelihood method, the structure
automatically becomes less uniform as the calculation proceeds. This approach involves
the generation of a phasing tree, in which nodes represent phase permutations of
reflections used as constraints in the entropy maximization procedure, a process that
enables phase extension and refinement that is impossible in conventional direct
methods. These nodes are then ranked according to a likelihood criterion evaluated
using both overlapped and non-overlapped intensities. The incorporation of overlaps in
this calculation greatly increases the power of discrimination of the likelihood factor in
choosing the optimum node. Unlike most current approaches to (lb initio structure
solution which partition the overlapping intensities in an arbitrary manner. the rational
treatment of grouped overlapped data in the maximum entropy and likelihood method
means that it has the potential to solve more complex structures from powder diffraction
data than has been previously possible.
5.2 METHODOLOGY
5.2.1 The Maximum Entropy Criterion
The entropy H of a quantity approximated by a discrete source is defined as
H = -Eq. log ch	 (5.1)
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in terms of a set of probabilities q, that are closely related to the quantity of interest, and
gives a measure of the "amount of uncertainty" involved in the choice of this quantity.
For an electron density map, the probability density q ; is directly related to the actual
electron density at a certain pixel i by q, = Rap,. As the entropy of a map is maximized,
the image is sharpened and the background smoothed by reconstruction of a probability
distribution that is positive everywhere. This can be extended to continuous
distributions: a non-uniform distribution of atoms q(r) gives rise to a set of random
atomic positions with entropy
H = (AO log q(r) d 3 r	 (5.2)
where V is the unit cell of volume vol(V).
The best distribution is that which maximizes the entropy and is at the same time
consistent, to within experimental error, with other observations. In the crystallographic
case, obvious conditions are that the electron density over the entire unit, cell is equal to
F(000) and the Fourier transform of the density distribution is in agreement with the
diffraction data. Equation (5.2) can subsequently be modified to include constraints and
information available from previous density distributions. The final form of the
maximum entropy criterion is that the distribution q(r) should be chosen so as to
maximize the relative entropy S„,(q) given by
S, (q) =-- q(r)log[q(r) / m(r)id 3 r 	 (5.3)
V
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under constraints that express some knowledge of its Fourier coefficients, and relative to
the distribution m(r) inferred by a priori information.
5.2.2 Bayess Theorem
The Bayesian approach to data processing explains how a conclusion, in the form
of a posterior distribution, is changed as more data is made available. Bayes' theorem in
its simplest form states that
prob(imagelnew data) oc prob(imageldata) x prob(new datalimage)
where prob(A1B) denotes the probability that A is true given that B is true. This theorem
can also be expressed in the form
(posterior probability) oc (prior probability) x (likelihood)
Hence, as new data are obtained from the prior probability distribution and included in
the calculation, the probability of the new image (or posterior distribution) is improved.
However, this is only true if the new data are true with respect to the prior image. This
is where the "look-ahead" capability provided by the likelihood factor is needed. Once
the new image has been determined in this way, it is updated as a new prior distribution
and the process is repeated, improving the image each time.
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5.2.3 The Maximum Entropy and Likelihood Method
The procedure for structure solution from powder diffraction data using the
maximum entropy and likelihood method is as follows:
1) The diffraction intensities are partitioned into a set of non-overlapping reflections
( N) and a set of overlapping reflections (0). The overlapping reflections within each
group are summed to give a combined effective intensity for the group. Both data sets
are normalized using conventional methods 24.26 to give unitary structure factors !Ur.
2) The origin is defined by fixing the phases of a small number of appropriate
reflections which belong to the set (N) and satisfy the usual rules and criteria 26. These
phased reflections form the current basis set (H), and the remaining non-basis-set
reflections are assigned to the set (K). This generates the root node of a phasing tree.
The basis set. is extended in the course of the calculation by incorporation of new
reflections, defining successive levels of the phasing tree.
3) The basis set reflections (hE1-1) are used as constraints in an entropy
maximization procedure i.e: for a node with' corresponding basis set H), the probability
distribution tr(r) is constructed by maximization of the relative entropy SA) defined in
equation 5.3, Li nder the constraints
lobs
	 r
/AO exp(2nih.r)	 I=	 exp[i0(11)1	 for all heF1
10 I
and where the initial normalization corresponds to an initial uniform distribution
m(r)=1/vol(V). The construction of a maximum entropy prior q (r) gives rise to phase
extrapolation, i.e: its Fourier transform reproduces the amplitudes and phases of
reflections used in its generation (hEH), and produces new phase and intensity
information for non-basis-set reflections (hE K). The fit between W I' and U11
important for hE H as underlining reduces the extrapolative power of q(r) and
overfitting undermines the likelihood calculation. As a measure of this fit, the reduced-
7( 2 statistic is used:
2 — (2n 1
 + 2n
	 Es I-211U 11 lobs	 112
	
(5.4)
where n, and n. are the numbers of unique acentric and centric reflections in the basis set
respectively, and sh
 is a measure of variance given by
sh2 = ah2 PE,,E
	
(5.5)
where Eb is the standard epsilon factor, ah" is the estimated variance of 1U hr", =1/N
where N is the number of atoms in the unit cell and p is an empirical factor usually set at
unity. In structure determination from powder diffraction data, N tends to be small since
the structures themselves are small, hence	 is rather large, and so the p-factor is
adjusted in each case to ensure a sufficient fit.
The larger the product IU,r1U h mEl, the more reliable the phase extrapolation will
be. These extrapolates can belong to both (N) and (0).
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4) At this stage however, when the basis set comprises only three or four origin
defining reflections, the extrapolation is weak and the resulting magnitudes and phases
are not reliable. New phase information is thus incorporated into the basis set by adding
several new strong reflections with permuted phases (centric Om: acentric ±-7c/4, ±37c/4
hence guaranteeing that a trial value must be within 7c/4 of the correct phase). These
reflections are chosen from Vs') on the following basis:
a) Maximum surprise - those about which the current q(r) knows least i.e: 11J11ImE
is close to zero
b) Minimum resolution
c) Large 1Uhrbs
d) Optimum interaction with the current basis-set via triplets and quartets
e) Centric reflections preferred to acentrics.
This gives rise to a series of phase choices, each choice of a permuted phase
generating a node on the second level of the phasing tree as shown in Figure 5.1. A set
of nodes lying on the same level has the same basis set reflections but with different
phase angles. Each node is subjected to constrained entropy maximization and in this
way the q(r) prior is constantly updated. The most promising nodes on the phasing
tree are then identified using the likelihood function, enabling the multisolution
environment to be pruned accordingly.
5) The likelihood function is used to evaluate the agreement between the
extrapolated structure factor magnitudes from the relevant maximum entropy distribution
and the experimentally determined values. This criterion measures the extent to which
the observed pattern of unphased intensities has been rendered more likely by the phase
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and r = Em 11;1;2
In
R = ERA;
I
Node 1	 (origin)
Node 2 Node 3	 Node 4	 Node 5	 Node 6	 Node 7	 Node 8
Node 9 Node 10 Node 11 Node 12	 Node 13 Node 14 Node 15
Figure 5.1: The early stages of a typical phasing tree.
choices made for the reflections in the basis set (hypothesis Vi) than they were under the
null hypothesis q. of uniform distribution (the initial assumption of random atomic
positions).
The standard likelihood formula 2 can be applied to an overlap set comprising m
reflections (m=1 for non-overlaps). Consider
where R h i1,2, 	 ,in are the observed intensities, r i, 1=1,2„m are the extrapolated
values and p i
 are the multiplicities for both. The likelihood for this overlap, L, is given
by
F
	 r_( It 2 -1- 1- 2 )1 	 .,1
L CC [ex . Ln1	 2E	 . E-"IX n (Z) (5.6)
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(5.7)
(5.8)
where z=Rr/E, n is the total number of degrees of freedom and X11(z) acts as a correction
term. The total log-likelihood for a hypothesis is then obtained by summation of the
log-likelihood over all the symmetry-unique extrapolated reflections not in the basis set,
both overlapped and non-overlapped:
r n	 (R - r) 2
=	 I	 logE -	 + logX„(z)]
2Eall extrapAdesi-
For the null hypothesis, r and hence z are set to zero:
	
F n	 112 1
LV/.	-- logs - —
2E'7all exu-arunattz	 •-•
It is the log-likelihood gain Lq-Lq„ (LLG) that is used to rank the nodes. For each node,
the LLG can be represented as
prob liUkl---1Ukrs fork eKI Uh U b lubs exP[ i4) OA for II H) LLG = log
	
	
(5.9)
prob ti U k US' fork eKI Uh = 0 for 11 H)
6) The LLGs are then analysed for phase indications using the Student t-test 16 . The
LLG is defined as a sum of logarithms of probability ratios calculated for a sample of
observed values of structure factor amplitudes, and as such, is itself a random variable
since different samples drawn from a population with a given theoretical distribution
yield different values of the LLG. Hence there is a possibility that L(q.) may be greater
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than L(i) even if L(W) is true. It is therefore important to gauge the level of significance
of any indication of preference for over q.. This implies that the rejection of any
nodes should only be carried out on the basis of a significance test found to be
conclusive at a preset level. The statistical analysis used involves the detection of those
combinations of choices that have a significant effect on the yield.
The simplest test consists of the detection of the main effect associated with the
sign of a single phase. This is done by calculation of the average LLG If (if) with
associated variances V + (V) for those nodes in which the sign of the phase under test is +
(-). These parameters are used in the Student t-test which defines the significant level of
contrast of the two means (11 4 -L() as the probability that it could arise solely from the
fluctuations measured by V f and V even if the two distributions of scores had the same
theoretical mean value 1.1. This enables sign choices to be made with an associated
significance level. The test is repeated for all single phase indications, and is then
extended to double and triple sign indications. Only those nodes consistent with the
t-test results are retained.
7)	 Further reflections are then permuted, and a new level of nodes generated. The
phasing procedure is continued until most structure factors have significant phase
indications or the centroid maps 22 show a clear structural model.
The maximum entropy distribution associated with a node is not a traditional
electron density map. To generate a map from which atomic coordinates can be
extracted, qMEW is used to calculate a centroid map in which the weights involve lEls but
the coefficients are 1U1s. The centroid value <U k> of each structure factor Uk is
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calculated as follows:
i) For centric k:
<U„> = lUttanh(X,)exp(i9„m) 	 (5.10)
with X, = (N/;)IU„r"I1J,n
ii) For acentric k:
<11„> = lUt[I,(X0/4000lexPO(pkmh) 	 (5.11)
with X, = (2N/E„)1U,I1U,m1
where ; are statistical weights and I o, I, are modified Bessel functions. These centroid
values have the property that they minimize the mean-square error in the corresponding
maps caused by residual phase uncertainties. The reflections belonging to both sets (H)
and (K) are used in this calculation, and the inclusion of overlapped reflections produces
maps which are significantly clearer than those from which overlaps are omitted.
The centroid maps associated with the preferred nodes are examined in the usual
way and the resulting structural solutions can then be developed using conventional
Rictveld refinement, or if only a partial model has been obtained, completed using
standard difference-Fourier techniques.
The multisolution method of combined entropy maximization and likelihood
ranking is implemented in the computer program MICE " (Maximum entropy In a
Crystallographic Environment).
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5.3 LITHIUM TRIFLATE
Lithium vitiate (LiCF 3S03) is an inorganic salt that forms a solid polymer
electrolyte when dissolved in poly(ethylene oxide) or poly(propylene oxide). The high
degree of ionic conductivity shown by these polymer electrolytes suggests their possible
use in high energy density batteries, ion-specific electrodes, fuel cells and electrochromic
displays 27-29. A knowledge of the lithium trillate crystal structure may be useful in
further studies of such systems. Indeed, following publication of this structure 18 , it has
been used in an ab initio study of the optimized geometry and vibrational frequencies of
the lithium vitiate ion pair ".
Lithium triflate is the first previously unknown crystal structure to be determined
by the maximum entropy and likelihood method from powder diffraction data, and is
also the first anhydrous metal triflate salt w have been structuvall chareatericed.
Solution of the structure was carried out with X-ray powder diffraction data only,
whereas the final refinement of the structure involved the use of both X-ray and neutron
powder diffraction data.
5.3.1 Data collection
Polycrystalline anhydrous lithium inflate was prepared by slow addition of
aqueous trifluoromethane sulphonic acid (triflic acid, 0.667 mol dm'', Aldrich) to Li,CO,
(AEA Technology, Harwell) whilst stirring. The solution was filtered through a fine
sinter and water removed on a rotary evaporator. The hydrated salt was transferred to a
drying tube and dried by heating under vacuum for two days. This synthesis was carried
out by M.A.Mehta from the University of St.Andrews.
108
For collection of the X-ray powder diffraction data, the sample was mounted in
a 0.5mm diameter capillary and the data collected over a range 5°<29<100°, in 0.02°
steps. The total data collection time was 15 hours. Further experimental details are
given in Appendix A. Time-of-flight neutron diffraction data were collected on the
Polaris diffractometer at ISIS, Rutherford-Appleton Laboratory. A sample of
approximately 5g was sealed under nitrogen in a cylindrical vanadium can. Only data
from the backscattering detector banks were used in the refinement, covering the
resolution range 0.65<d<3.0A.
5.3.2 Structure Determination
The X-ray powder diffraction pattern was indexed using the program TREOR3'
on the basis of the first 25 observable reflections. The best solution left two very weak
lines unindexed but gave a good figure-of-merit and sensible unit cell dimensions, and so
was accepted: a=10.242A, b=5.059A, c=9.558A and 3=90.32°, Z=4. Systematic
absences unambiguously determined the space group as P21/c.
Integrated intensities were extracted from the profile over the range 5°<20<60°
using the LeBail profile-fitting procedure 32 incorporated in the GSAS 33 Rietveld
refinement program package. This generated a total of 142 intensities, of which 95 were
assigned as non-overlapping and 47 as overlapping, according to a visually judged
criterion (A204105°). As discussed in chapter 4, integrated intensities extracted from
partially overlapping reflections with a 28 difference less than approximately 0.05° were
found to be unreliable. The overlapping reflections were present in 20 groups with a
maximum of four reflections within any one of these groups. For subsequent analysis,
the overlapped reflections within each group were summed to produce a combined
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effective intensity for the group.
Both the overlapping and non-overlapping data sets were entered into the
conventional direct methods program MITHRIL91 2425, and the standard normalization
and convergence models used to give unitary structure factors (section 2.2.1). These
structure factors were used as input for the maximum entropy and likelihood program
MICE. The three origin-defining reflections selected by convergence mapping from
MITHRIL were used as the initial basis set reflections i.e: the first node of the phasing
tree was created by assigning phases of 00 to these reflections. Six further basis set
reflections were then chosen automatically (according to criteria discussed earlier -
section 5.2.3) from amongst the largest 30 non-overlapped data, and the phases of these
reflections permuted (0 or ic) to give 64 nodes numbered 2 to 65. Entropy maximization
was carried out on each node, and the log-likelihood gain (LLG) calculated in each case.
An analysis using the Student t-test (section 5.2.3) on single-, double-, and triple-phase
indications at the 10% significance level was used to reduce the phasing tree to just eight
nodes (numbers 10,12,26,28,42,44,58,60). A further two reflections were then chosen
for permutation, generating another 32 nodes numbered 61 to 92. After entropy
maximization of these nodes, centroid maps corresponding to several of the best (i.e:
highest likelihood) phase sets were inspected. Table 5.1 summarizes the results of the
first and second levels of the phasing tree. The best solution was clearly node 67 with a
likelihood value of 8.04 versus a likelihood value of 6.51 for the next best solution.
Inspection of the centroid map generated from node 67 (Figure 5.5) showed four well-
defined peaks well above the noise level, the geometry of which suggested that they may
represent the S atom, 2F atoms and an 0 atom in the triflate anion.
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Table 5.1: The first and second levels of the phasing tree for LiCF3S03.
Node To Node Entropy LLG (no
overlaps)
LLG (overlaps)
1 0 -1.00 0.00 0.00
10 1 -1.25 8.05 7.94
12 1 -1.25 7.94 7.89
26 1 -1.15 3.88 4.41
28 1 -1.15 3.92 4.49
42 1 -1.15 6.07 7.33
44 1 -1.16 6.19 7.41
58 1 -1.13 3.28 3.34
60 1 -1.13 3.25 3.36
61 10 -1.37 2.58 3.37
62 10 -1.32 1.32 1.78
63 10 -1.25 4.48 5.39
64 10 -1.23 3.41 3.87
65 12 -1.48 3.96 4.77
66 12 -1.44 2.70 3.64
67 12 -1.33 7.27 8.04
68 12 -1.42 6.02 6.37
69 26 -1.33 1.04 1.73
70 26 -1.31 0.99 1.21
71 26 -1.28 3.83 4.26
72 26 -1.21 2.55 2.75
73 28 -1.36 0.78 1.40
74 28 -1.31 0.59 0.68
75 28 -1.27 3.17 3.37
76 28 -1.25 2.82 2.43
77 42 -1.25 0.87 1.67
78 42 -1.22 0.18 0.55
79 42 -1.22 3.29 4.04
80 42 -1.24 3.85 4.24
81 44 -1.41 2.44 4.02
82 44 -1.29 0.76 1.54
83 44 -1.30 5.41 6.51
84 44 -1.33 3.68 3.70
85 58 -1.26 0.35 0.65
86 58 -1.26 -0.24 0.10
87 58 -1.13 1.78 2.15
88 58 -1.22 2.43 2.64
89 60 -1.28 0.18 0.49
90 60 -1.28 -0.38 -0.02
91 60 -1.18 2.35 2.73
92 60 -1.24 2.05 1.89
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These four atoms were therefore used as an initial structural model in the
Rietveld refinement, and structural development carried out in a conventional manner
using difference-Fourier syntheses and refinement to locate the remaining F,O,C and Li
atoms. All atoms were located straightforwardly, the lithium atom corresponding to the
highest peak in the penultimate difference-Fourier map. The refined molecular geometry
was good given the quality of the data, although the lithium environment was, as
expected, less well defined than the remainder of the structure. For this reason a joint
refinement of the model was carried out against both X-ray and neutron diffraction data.
For each data set, scale, peak shape, and polynomial background parameters were refined
individually with lattice, atomic, and isotropic thermal parameters refined in
combination. The agreement factors obtained from the final combined refinement, and
those for the individual powder diffraction patterns are given below:
Combined: Rwp=6.77%, x2=1.96 for 6466 observations. X-ray: Rwp=7.57%, x2=2.51 for
309 reflections distributed over 3624 profile points (7.5°<20<80°). Neutron: Rn=5.84%,
le=1.47 for 2014 reflections distributed over 2842 profile points (0.65:k<d<3.0À). The
Rietveld refinement of the X-ray powder diffraction pattern is shown in Figure 5.2(a),
and the neutron powder diffraction pattern in Figure 5.2(b).
5.3.3 Results and Discussion
Final refined atomic coordinates and isotropic thermal parameters from both the
X-ray and joint refinements are given in Table 5.2, and details of interatomic bond
distances and angles in Table 5.3. The molecular geometry of the triflate group is in
excellent agreement with that observed in similar systems 34 35 , and the Li-0 bond lengths
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Figure 5.2(a): The final Rietveld refinement of LiCF 3S0, - the X-ray diffraction data.
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Figure 5.2(b): The final Rietveld refinement of LiCF 3S03 - the neutron diffraction data.
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Table 5.2: Final refined atomic coordinates and thermal parameters for LiCF,S03.
Refinement x/aAtom
Joint
X-ray
Joint
X-ray
Li	 Joint
X-ray
Fl	 Joint
X-ray
F2	 Joint
X-ray
F3	 Joint
X-ray
01	 Joint
X-ray
02	 Joint
X-ray
03	 Joint
X-ray
0.8287(4)
0.8278(4)
0.6620(6)
0.6412(18)
1.0869(14)
1.0695(27)
0.5766(5)
0.5756(8)
0.6264(6)
0.6340(8)
0.6627(6)
0.6650(8)
0.8583(6)
0.8584(6)
0.9121(5)
0.9133(9)
0.8109(6)
0.8083(8)
y/b
0.3950(6)
0.3932(8)
0.2434(13)
0.2630(30)
0.119(4)
0.125(7)
0.4366(12)
0.4414(20)
0.1413(11)
0.1479(17)
0.0571(12)
0.0585(17)
0.5016(10)
0.5017(18)
0.1680(11)
0.1697(21)
0.5996(13)
0.6045(19)
z/c
0.0944(4)
0.0944(4)
0.1081(6)
0.1190(20)
0.0796(17)
0.0746(31)
0.1426(6)
0.1397(11)
-0.0121(7)
-0.0107(9)
0.1942(7)
0.1871(9)
0.2283(6)
0.2336(12)
0.0584(6)
0.0584(10)
-0.0091(7)
-0.0036(9)
UJA2
0.010(1)
0.006(1)
0.030(2)
0.041(2)
0.034(4)
0.040(4)
0.048(2)
0.062(2)
0.060(2)
0.066(2)
0.063(2)
0.061(2)
0.046(2)
0.030(2)
0.021(2)
0.023(2)
0.025(2)
0.026(2)
Joint: a=10.2432(2)A, b=5.0591(1)A, c=9.5592(3)A and f3=90.319(2)°, P21/c.
X-ray: a=10.2425(3)A, b=5.0586(2)A, c=9.5581(3)A and 13=90.324(2)°, P211c.
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Table 5.3: Interatomic distances (A) and angles (°) in the refined crystal structure of
LiCF,S03.
Joint X-ray Joint X-ray
S-C 1.877(6) 2.037(18) C-S-01 106(1) 102(1)
S-01 1.420(8) 1.472(12) C-S-02 103(1) 110(1)
S-02 1.472(6) 1.472(10) C-S-03 103(1) 101(1)
S-03 1.443(6) 1.434(10) 01-S-02 113(1) 112(1)
01-S-03 112(1) 110(1)
02-S-03 118(1) 120(1)
C-F 1 1.354(8) 1.143(17) S-C-Fl 108(1) 108(2)
C-F2 1.310(8) 1.371(19) S-C-F2 110(1) 95(1)
C-F3 1.251(8) 1.245(19) S-C-F3 111(1) 99(1)
F 1-C-F2 109(1) 118(2)
F 1 -C-F3 113(1) 133(2)
F2-C-F3 106(1) 98(1)
Li....01(4) 2.01(2) 2.07(3) 01(4)-Li-02(1) 113(1) 108(2)
Li....02(1) 1.96(2) 1.97(3) 01(4)-Li-02(3) 114(1) 118(2)
Li....02(3) 1.82(1) 1.62(3) 01(4)-Li-03(2) 113(1) 107(1)
Li....03(2) 1.89(2) 1.98(3) 02(1)-Li-02(3) 92(1) 98(2)
02(1)-Li-03(2) 108(1) 104(2)
02(3)-Li-03(2) 114(1) 120(2)
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aare typical of lithium in a tetrahedral oxygen-coordinated environment. This tetrahedral
arrangement is illustrated in a view of the molecular packing within the unit cell (Figure
5.3) and more clearly in Figure 5.4. It can be clearly seen that a significant improvement
in both accuracy and precision of all structural parameters was obtained on using both
the X-ray and neutron powder diffraction data in a combined refinement.
Figure 5.3: Final refined crystal structure of LiCF 3S03 (the tetrahedral lithium
coordination shown by )
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Figure 5.4: The tetrahedral arrangement of oxygen atoms around the lithium atom in the
crystal structure of LiCF1S03.
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The improvement in resolution of the centroid maps in the second phasing level
and the unreliability of entropy alone as an indicator of phase correctness is illustrated by
the centroid maps of nodes 67, 12 and 87, shown in projection down the a-axis. The
centroid map for node 67 (Figure 5.5a) is relatively clean, clearly showing four atomic
positions with the intensity of the sulphur peak considerably higher than the others. This
optimum node was calculated from node 12 (Figure 5.5h) in the first level of the phasing
tree. Visual inspection of this map shows the presence of the same four peaks, but with
little contrast between the intensities of these peaks making the assignment of the sulphur
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atom unreliable. A number of spurious peaks are also present at this stage. The third
centroid map shows node 87 (Figure 5.5c) which has the maximum entropy value.
Although the four dominant peak positions are correct, the map is of very poor quality
and the largest peaks have been incorrectly assigned.
In Table 5.4, the atomic coordinates for the four atoms located in node 67 using
the program MICE are compared with the corresponding positions in the crystal structure
obtained from refinement with only the X-ray diffraction data. This model comprises a
significant fraction of the complete structure in which the atomic positions are close to
their final coordinates, enabling straightforward completion and refinement of the crystal
structure in the conventional manner.
Table 5.4: The atomic coordinates for the four atoms in LiCF 3S03 obtained from the
MICE solution. A represents the distance between these positions and the corresponding
positions in the structure obtained from refinement with the X-ray powder diffraction
data. The peak number corresponds to the peak list obtained in the MICE solution
ranked in order of decreasing peak height.
Atom x/a y/b de NA Peak No.
S 0.861 0.399 0.103 0.35 1
Fl 0.622 0.402 0.138 0.52 2
F3 0.727 0.085 0.124 0.89 3
02 0.969 0.097 0.068 0.68 4
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Figure 5.5: Centroid maps in projection down the a-axis for LiCF 3S03. The final
refined positions of the S. 2F and 0 atoms are ovcrlayed for comparison. a) The map for
the preferred node 67. 1)) The map for node 12, the node in the first level of the phasing
tree from which node 67 was generated. c) The map for node 87, which has the
maximum entropy.
5.4 PA RA -TOLUENESULPIIONIIYDRAZIDE
The combined maximum entropy and likelihood method has also been applied to
the determination of a previously unknown molecular crystal structure, para-
tol uenesulphonhydrazide (p-CH,CH,SO,NIINH .,), directly from X-ray powder
diffraction data ". The crystal structure determinations of this and other related systems
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have been used in a subsequent investigation and rationalisation of hydrogen bonding
patterns in sulfonylamino compounds 36, using a recently developed approach based on
graph set analysis "33.
5.4.1 Data collection
A polycrystalline sample of p-CH 3C6H4SO,NHNH, (Aldrich) was used directly as
received, ground and placed in a disc between transparent tape. The total data range was
5°<20<85°, measured in 0.02° steps and collected over 15 hours. Further experimental
details are given in Appendix A.
5.4.2 Structure Determination
The X-ray powder diffraction pattern was indexed using the program TREOR 31
on the basis of the first 26 observable reflections. This produced a monoclinic cell with
lattice parameters a=18.5680A, b=5.6304A, c=8.5244A and 13=106.21°, Z=4. From
systematic absences the space group was assigned unambiguously as P2,/n.
Integrated intensities were extracted from the pattern in two ranges, 7.5-40° and
40-65°, using the LeBail profile-fitting procedure 32 incorporated in the GSAS Rietveld
refinement program package. The data from these two regions were then combined.
This generated the intensities of a set of 175 reflections, of which 93 were assigned as
non-overlapping and 82 as overlapping, according to a visually judged criterion
(A20.--0.05°). The overlapping reflections were present in 34 groups with a maximum of
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four reflections in each group, and the intensities in each group summed to give a
combined effective intensity for the group.
Both the overlapping and non-overlapping data sets were entered into the direct
methods program MITHRIL, and the relevant modules used to generate unitary structure
factors. These were used as input for the maximum entropy and likelihood program
MICE, and the origin-defining reflections obtained from MITHRIL entered as the initial
basis set. The origin node was then created by assigning phases of 00 to these
reflections. A further five basis set reflections were selected, according to criteria
described previously, and their phases permuted (0 or 7c) to generate 32 nodes numbered
2 to 33. Entropy maximization was carried out on each node, and the log-likelihood gain
(LLG) calculated in each case. From analysis of the LLGs of these nodes using the
Student t-test at the 10% significance level, four were retained for further consideration
(nodes 15,17,22,24). The basis set was then expanded by permuting the phases of
another four reflections, thus generating another 64 nodes numbered 25 to 88. Note that
all reflections used to enlarge the basis set were of resolution higher than 1.78A. Table
5.5 summarizes the results of this calculation. Subsequent analysis rejected all but 16
nodes, four of which (nodes 44,52,80 and 88) had significantly higher likelihoods than
the rest. From the centroid maps constructed for each node it was clear that nodes 44
and 52 were almost identical, and nodes 80 and 88 were almost identical, so only nodes
52 and 80 were studied further (the nodes of highest likelihood in each pair).
Examination of these two centroid maps revealed that node 52 contained two
well defined peaks with one of higher intensity than the other, whereas node 80
contained two well defined peaks of similar intensity (Figure 5.9). The peaks from both
nodes were entered into structure refinement calculations as S and N atoms respectively.
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Table 5.5: The first and second levels of the phasing tree for p-C1-13C61-14SO,NHNH,..
Node To Node Entropy LLG (no
overlaps)
LLG (overlaps)
1
15
17
22
24
0
1
1
1
1
0.00
-0.63
-0.81
-0.64
-0.82
0.01
0.13
0.07
0.26
0.41
0.01
1.06
1.11
1.21
2.24
25 15 -0.80 0.44 0.83
26 15 -0.77 0.27 0.57
27 15 -0.74 0.51 1.17
28 15 -0.71 0.56 1.43
29 15 -0.80 0.18 0.64
30 15 -0.76 0.(X) 0.30
31 15 -0.71 0.03 0.45
32 15 -0.69 0.12 0.76
33 15 -0.75 0.29 0.64
34 15 -0.79 0.34 0.84
35 15 -0.71 0.51 0.96
36 15 -0.75 0.69 1.47
37 15 -0.76 0.02 0.53
38 15 -0.78 0.04 0.70
39 15 -0.69 0.10 0.45
40 15 -0.73 0.26 0.90
41 17 -0.94 0.31 1.10
42 17 -0.90 0.09 0.68
43 17 -0.88 0.55 1.60
44 17 -0.85 0.74 2.18
45 17 -0.93 -0.14 0.78
46 17 -0.89 -0.25 0.50
47 17 -0.84 -0.22 0.42
48 17 -0.82 0.02 1.09
49 17 -0.90 0.13 0.94
50 17 -0.92 0.11 0.93
51 17 -0.84 0.58 1.43
52 17 -0.90 1.04 2.38
53 17 -0.89 -0.27 0.58
54 17 -0.92 -0.28 0.64
55 17 -0.81 -0.03 0.46
56 17 -0.88 0.27 1.20
57 22 -0.76 0.18 0.76
58 22 -0.79 0.28 0.99
59 22 -0.69 0.23 0.70
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Table 5.5 continued
Node To Node Entropy LLG (no
overlaps)
LLG (overlaps)
60 22 -0.76 0.44 1.11
61 22 -0.76 0.39 0.79
62 22 -0.79 0.51 1.13
63 22 -0.71 0.59 1.17
64 22 -0.75 0.80 1.64
65 22 -0.81 0.39 0.98
66 22 -0.76 0.17 0.56
67 22 -0.72 0.25 0.81
68 22 -0.69 0.26 0.95
69 22 -0.81 0.58 1.12
70 22 -0.77 0.37 0.83
71 22 -0.74 0.71 1.52
72 22 -0.71 0.68 1.64
73 24 -0.89 -0.04 0.90
74 24 -0.93 0.12 1.26
75 24 -0.82 0.16 0.83
76 24 -0.88 0.56 1.59
77 24 -0.87 0.30 1.18
78 24 -0.92 0.36 1.38
79 24 -0.85 0.81 1.86
80 24 -0.90 1.25 2.73
81 24 -0.93 0.25 1.48
82 24 -0.90 0.03 1.07
83 24 -0.85 0.17 1.06
84 24 -0.83 0.29 1.47
85 24 -0.97 0.66 1.79
86 24 -0.92 0.31 1.25
87 24 -0.89 1.03 2.39
88 24 -0.86 1.00 2.61
However, the refinement based on node 80 did not proceed satisfactorily, and only the
refinement based on node 52 was pursued further. This was the expected result, as only
node 52 displayed a dominant peak corresponding to the more strongly scattering
sulphur atom.
From this refinement, and from the use of difference-Fourier syntheses, the
remaining C, 0 and N atoms were located. No attempt was made to locate the hydrogen
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atoms. Isotropic temperature factors were constrained during the refinement according
to atom type. The final Rietveld refinement gave agreement factors R..p=7.83% and
x2=5.57 for 59 variables and 530 reflections distributed over 3624 profile points in the
range 7.5°<20<80° (Figure 5.6).
5.4.3 Results and Discussion
The final refined atomic coordinates and isotropic thermal parameters are given
in Table 5.6, and details of the interatomic bond distances and angles in Table 5.7. The
molecular geometry is in close agreement with that of similar molecules N. The
molecular structure of p-CH 3C61-14 SO,NHNH, is shown in Figure 5.7, and the crystal
packing arrangement within the unit cell is given in Figure 5.8. The structure contains
both intermolecular and intramolecular hydrogen bonding, with a hydrogen bonded five-
membered ring within each molecule, and hydrogen bonding between N(2)-H....0(1)
and N(1)-H 	 0(2) from adjacent molecules, creating a helical network of hydrogen
bonds described by the 2, screw-axes.
Closer examination of the centroid map given by node 52 shows not only the S
and N atoms, but also the probable location of four carbon atoms (Figure 5.9a). Node 52
was calculated using node 17 from the first phasing level (Figure 5.9b), and in a similar
way to lithium Inflate, a distinct improvement in the assignment of intensities is
observed between the first and second phasing levels. The centroid map for node 80 is
also shown (Figure 5.9c).
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Figure 5.6: The final RietveId refinement of p-C11,C„1-1,S0,1•111NH2.
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Table	 5.6:	 Final	 refined	 atomic	 coordinates	 and	 thermal	 parameters	 for p-
CH3C6H4SO,NH NH.2.
Atom x/a y/b z/c UJA2
S 0.6835(3) 0.1583(9) 0.4085(7) 0.056(2)
N I 0.752(1) 0.345(2) 0.516(1) 0.021(3)
N2 0.729(1) 0.478(2) 0.640(1) 0.021(3)
01 0.671(1) -0.008(2) 0.536(1) 0.077(3)
02 0.690(1) 0.071(2) 0.261(1) 0.077(3)
CI 0.596(1) 0.332(2) 0.329(2) 0.034(2)
C2 0.595(1) 0.531(2) 0.223(2) 0.034(2)
C3 0.528(1) 0.648(2) 0.166(2) 0.034(2)
C4 0.457(1) 0.613(2) 0.201(2) 0.034(2)
C5 0.466(1) 0.392(3) 0.289(2) 0.034(2)
C6 0.528(1) 0.244(2) 0.352(2) 0.034(2)
C7 0.391(1) 0.735(2) 0.122(2) 0.034(2)
a=18.6021(6)A, b=5.6046(2)A, c=8.5356(3)A and 13=106.22°, P211n.
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Table 5.7: Interatomic distances (A) and angles(*) in the final relined structure of p-
C1-1,C6F14S02NHNH2.
S-N I 1.71(1) N1-S-01 104(1)
S-01 1.51(1) N1-S-02 118(1)
S-02 1.39(1) NI-S-C1 108(1)
S-Cl 1.85(1) 01-S-02 120(1)
01-S-C1 107(1)
02-S-C1 98(1)
N1-N2 1.46(1) S-N1-N2 112(1)
CI-C2 1.44(2) S-C1-C2 120(1)
C1-C6 1.43(1) S-C1-C6 119(1)
C2-C3 1.41(1) C2-C1-C6 120(1)
C3-C4 1.45(1) CI-C2-C3 118(1)
C4-05 1.44(1) C2-C3-C4 127(1)
C4-C7 1.41(1) C3-C4-05 106(1)
C5-C6 1.40(1) C3-C4-C7 123(2)
C5-C4-C7 129(2)
C4-05-C6 132(1)
N2-01 2.99(1) C1-C6-05 114(1)
Intermolecular distances	 N2....01	 2.87(1)	 N1....02	 3.13(1)
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N2
a
Figure 5.7: The molecular structure of p-CH3C6H4S0,,NHNH2.
Figure 5.8: Final refined crystal structure of p-CH,C.H,SO,NHNH, (hydrogen bonds are
shown as 	 )
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Figure 5.9: Centroid maps in projection down the b-axis for p-CH3CH4SO,NHNI-12.
The final refined position of the molecule is overlayed lbr comparison. a) The map for
the preferred node 52. b) The map for node 17, the node in the first level of the phasing
tree from which node 52 was generated. c) The map for node 80, which proved to be
incorrect.
Several data sets comprising different ranges of the X-ray powder diffraction
0pattern were entered into two direct methods programs - SIR 4 and SHELXS
However, only one of these solutions obtained using SHELXS was found to be correct.
A comparison of the final atomic coordinates and peaks in the centroid map of node 52
generated by MICE revealed that in the top seven peaks of the map, six correspond
(within 1.0Ã) to atoms in the final refined structure, whereas the correct direct methods
solution located five atoms (within LOA). These results are given in Table 5.8.
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Table 5.8: Atomic coordinates obtained from the MICE solution (first table) and the
SHELXS solution (second table). A represents the distance between the two sets of
positions from both structure solution methods and the corresponding positions in the
final refined structure. The peak numbers correspond to the peak lists obtained in the
two structure solutions ranked in order of decreasing peak height.
Atom x/a y/b z/c A/A Peak No.
0.681 0.112 0.385 0.33 1
Ni 0.744 0.399 0.556 0.50 2
C2 0.618 0.405 0.247 0.82 3
C4 0.403 0.570 0.183 0.99 4
C3 0.548 0.607 0.176 0.42 6
C6 0.566 0.230 0.427 0.82 7
0.690 0.090 0.341 0.72 1
C6 0.545 0.227 0.336 0.38 2
C4 0.460 0.721 0.240 0.69 3
N2 0.754 0.483 0.593 0.70 4
NI 0.760 0.393 0.433 0.81 6
* This peak was also found to be 0.70A from the final refined position of 02.
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The structural models obtained from these contrasting structure solution techniques both
refine to the same final structure. However, it is significant that the position of the
sulphur atom located by MICE is considerably closer to the final refined atomic position
than that located by the direct methods. Although the top peak given in the SHELXS
solution refined to the final sulphur position, the peak was originally closer to the final
position of 02. A more detailed study of the effect of data range used in structure
solution from X-ray powder diffraction data, and a comparison of results obtained using
conventional "single crystal" direct methods packages, the direct methods approach
optimized for use with powder data, and the maximum entropy and likelihood method is
given in chapter 7.
5.5 FURTHER DEVELOPMENTS
Since the determination of these two crystal structures from their X-ray powder
diffraction data using the maximum entropy and likelihood method, further
developments have been made to the technique itself. These include the use of a more
efficient scheme for sampling trial phase sets based on error-correcting codes 4245, and
the inclusion of a known fragment in the structure solution using a fragment recycling
procedure 22.
5.5.1 Codes
The process of node expansion is fundamental to a multisolution strategy. The
problem of economising on the number of nodes, or equivalently of finding the most
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efficient partitions of structure factor space, arises from the conflicting requirements of
i) introducing the largest possible number of rellections in each extension of the basis set
(to maximize sensitivity) and using the finest possible sampling of phase values (to
maximize accuracy), and ii) keeping the potentially explosive number of trial phase
combinations under control. Error-correcting codes provide a method of economising on
the number of trial solutions that have to be calculated and inspected. In a general
practical situation, error-correcting codes are used in the communication of information
in which errors may arise during transmission due to interference. The codewords are
chosen to be sufficiently different from each other, so that even if a limited manlier of
digits in a codcword are altered due to interference, the resulting sequence is still
recognizable, being closer to the original than to any other. It can therefore be
'corrected'.
The optimal sampling problem can be considered as a search for the most
economical grid of trial phase values. In a typical case, this requires 2" grid points for a
full set of sign and quadrant phase combinations (where n is the number of reflections
used in the latest expansion of the basis set). This is termed a full factorial design.
However, the optimal packing and covering properties of some high-dimensional lattices
can be exploited to achieve spectacular savings on computation. The resulting grid has
fewer grid points, hut retains the same information as the conventional rectangular
lattice.
These lattices are used in the construction of error-correcting codes. The
following codes are employed in the maximum entropy and likelihood method:
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1) Hadamard code - This creates 16 progeny nodes from a basis set extension of 7
reflections (full permutation would generate 128 nodes). It can be shown that any of the
128 possible combinations of 7 signs, differ in at most one place from a given set of 16
combinations.
2) Norstrum-Robinson code - This creates 256 nodes from 15 or 16 reflections (full
factorial design would generate 2' 5 or 216 nodes), and guarantees that each node will have
a maximum of three incorrect phase choices.
3) Golay code - This generates 4096 nodes from 23 or 24 reflections (full factorial
design would create 223 or 224 nodes!), and guarantees that each node will have at most
three incorrect phase choices.
5.5.2 Fragment Recycling
Once a fragment has been detected in the structure solution process, it can be
recycled by incorporation into a new maximum entropy and likelihood calculation. The
fragment atoms are withdrawn from the summation for / (section 5.2.3) leading to
sharper conditional distributions and hence to more detailed centroid maps.
In the case of a structure containing a strong scatterer and a number of weak
scatterers, structure solution often yields only the position of the strong scatterer.
Subsequent use of this atom as a recycling fragment would generate centroid maps from
which the positions of the other atoms could be identified. Although there are major
differences between the techniques, the result is similar to that obtained when a partial
fragment is completed using difference-Fourier analysis. However, many attempts at
structure determination from X-ray powder diffraction data fail because the initial
fragment obtained from structure solution is an insufficient model for completion by
136
conventional Rietveld refinement and difference-Fourier techniques. The use of a
known fragment position in the actual structure solution process is clearly an advantage.
5.6 LITHIUM ZIRCONATE
The fragment recycling procedure and use of codes in construction of the phasing
tree is demonstrated in the application of the maximum entropy and likelihood method to
the determination of a previously known crystal structure, lithium zirconate (Li6Zr,07),
directly from X-ray powder diffraction data. The crystal structure of lithium zirconate
was originally determined from X-ray powder diffraction data using Patterson methods,
and refined using a combination of X-ray and neutron powder diffraction data 46
(a=10.442A, b=5.988A, c=10.201A and 13=100.26°, Z=4 and C2/c). In the work
presented here, only the X-ray diffraction data are used. The maximum entropy and
likelihood method was initially used to locate the zirconium atom. This atom was then
used as a fragment in the recycling procedure and the remaining atomic positions
determined using this technique.
5.6.1 Data collection
A polycrystalline sample of Li 6Zr207 was kindly supplied by Dr. Isaac Abrahams
of Queen Mary and Westfield College, University of London, and the X-ray powder
diffraction data supplied by Dr. Phil Lightfoot from the University of St.Andrews. The
sample had been ground, placed in a disc between transparent tape, and the data
collected over a range 5°<20<128° in 0.02° steps, and over a period of 15 hours.
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5.6.2 Structure Determination
The monoclinic cell and space group C2/c reported in the original structure
determination were used for subsequent data analysis. A total of 257 integrated
intensities were extracted from the powder diffraction pattern over the range 5°<20<90°,
using the LeBail procedure 32 incorporated in the GSAS 33 Rietveld refinement program
package. 148 of these reflections were assigned as non-overlapping and 109 overlapping
according to a visually judged criterion (A204).05°). The overlapping reflections were
present in 47 groups with a maximum of six reflections in each group, and the intensities
in each group combined to give a combined effective intensity for the group.
Both the overlapping and non-overlapping data sets were entered into the direct
methods program MITHRIL, and the normalization and convergence modules used to
generate unitary structure factors. These structure factors were then used in the
maximum entropy and likelihood program MICE. The root node was created as before,
by assignment of phases to the two origin-defining reflections chosen by MITHRIL. A
further seven basis set reflections were chosen automatically (according to the criteria
given in section 5.2.3), and their phases permuted using a Hadamard code to give 16
nodes numbered 2 to 17. Entropy maximization was carried out on each node, and the
LLG calculated in each case. The best eight nodes were retained, and the second phasing
level constructed by permutation (using Hadamard code) of a further seven reflections on
each of these nodes, thus generating another 128 nodes numbered 18 to 145. After
entropy maximization of these nodes, the solutions corresponding to several of the best
(i.e: highest likelihood) phase sets were inspected. Table 5.9 summarizes the top four
solutions obtained from the second phasing level: those nodes with a likelihood above
10.50. The optimum solution is clearly node 135, with a likelihood value much higher
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Table 5.9: The best nodes obtained from the second phasing level for Li6Zr,07.
Node Entropy LLG
(no overlaps)
LLG
(overlaps)
Rec. LLG
(no overlaps)
Rec. LLG
(overlaps)
135 -2.03 7.10 15.11 25.44 38.56
109 -1.75 5.93 12.78 9.33 13.24
97 -2.90 7.51 12.51 14.18 10.83
99 -1.87 4.89 11.28 9.59 13.59
than the next best solution. Inspection of the centroid map generated from node 135
(Figure 5.10) shows a very dominant peak corresponding to the zirconium atom.
Fragment Recycling
The four possible zirconium positions from the top four nodes were then put
through the early stages of the recycling procedure enabling calculation of a "recycling
likelihood" value for each position. These results confirm that node 135 contains the
optimum zirconium position (Table 5.9).
This atomic position was included in the data set, and MITHRIL used to process
the information given by the recycling fragment and to renormalize the data for use in
MICE. In the recycling procedure, an arbitrary origin is not selected because the origin
is already defined by the fragment, hence there is no root node. Five reflections were
chosen by MICE and used to generate 32 nodes numbered 1 to 32. Entropy
maximization was then carried out on each node in the usual way, and both the LLG and
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Figure 5.10: The centroid map for the optimum node 135 in projection down the b-axis
for Li6Zr,07 . The final refined position of the zirconium atom is overlayed for
comparison.
NS+L values were calculated in each case. Table 5.10 summarizes the results of this
calculation. It is clear that node 22 has the best likelihood and NS+L value, and
examination of the centroid map generated from this node shows that all seven
remaining atoms have been located (Figure 5.11). Despite the presence of three small
spurious peaks in the map, all the peaks corresponding to atoms were easily identified by
applying a knowledge of the expected interatomic geometry. These atomic positions
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Table 5.10: The phasing tree for the recycling process for Li6Zr,07.
Node Entropy LLG (no overlaps) LLG (overlaps) NS+L
1 -0.69 25.35 39.79 -42.39
2 -0.69 25.63 40.14 -42.26
3 -0.70 25.69 40.17 -44.61
4 -0.70 25.74 40.31 -44.52
5 -0.70 25.54 40.03 -43.58
6 -0.70 25.85 40.40 -44.36
7 -0.69 25.34 39.75 -42.36
8 -0.69 25.39 39.89 -42.20
9 -0.70 25.67 40.22 -44.35
10 -0.70 25.66 40.19 -44.34
11 -0.69 25.77 40.32 -42.47
12 -0.69 25.81 40.41 -42.37
13 -0.70 26.15 40.77 -42.18
14 -0.69 25.77 40.31 -42.38
15 -0.70 25.81 40.33 -44.22
16 -0.70 25.47 40.00 -44.38
17 -0.70 25.66 40.16 -44.38
18 -0.70 25.68 40.21 -44.37
19 -0.69 25.86 40.43 -42.38
20 -0.69 25.69 40.14 -42.56
21 -0.69 25.80 40.36 -42.34
22 -0.70 26.24 40.92 -42.15
23 -0.70 25.58 40.12 -44.30
24 -0.70 25.80 40.29 -44.24
25 -0.69 25.51 40.02 -42.26
26 -0.69 25.36 39.84 -42.26
27 -0.70 25.79 40.40 -44.54
28 -0.70 25.74 40.25 -44.64
29 -0.70 25.79 40.34 -43.52
30 -0.70 25.59 40.10 -43.55
31 -0.69 25.51 40.06 -42.42
32 -0.69 25.43 39.88 -42.43
were entered into a straightforward Rietveld refinement using only the X-ray powder
diffraction data, and the resulting structure was found to be within experimental error of
the published structure re-refined using only the X-ray data.
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Figure 5.11: The centroid map for the optimum node 22 obtained from the recycling
procedure in projection down the b-axis for Li 6Zr207 . The final refined atomic positions
are overlayed for comparison.
5.6.3 Results and Discussion
Table 5.11 compares those atomic positions obtained from the maximum entropy
and likelihood recycling calculation with the refined coordinates of the corresponding
atoms obtained from refinement using only the X-ray diffraction data.
There is not as much discrimination between the nodes generated by fragment
recycling as there is between nodes constructed in the usual structure solution procedure.
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Table 5.11: The atomic coordinates obtained from the MICE recycling solution (second
line) and those from refinement using only the X-ray powder diffraction data (first line).
A represents the distance between the positions obtained from structure solution and the
corresponding positions in the refined structure. The peak number corresponds to the
peak list obtained in the MICE solution ranked in order of decreasing peak height.
Atom x/a y/b dc A/A Peak No.
Zr 0.1822 0.1228 0.3640
0.1938 0.1223 0.3658 0.12 1
05 0.2552 0.3996 0.2594
0.2570 0.4340 0.2365 0.31 2
04 0.3786 0.3750 0.0208
0.3309 0.5009 -0.0033 0.91 3
02 0.0000 0.1252 0.25(X)
0.0168 0.1119 0.3023 0.54 4
Li6 0.2993 0.1173 0.1128
0.3227 0.1115 0.0760 0.48 5
03 0.1335 0.3644 0.5067
0.1630 0.3702 0.4791 0.45 6
Li7 0.4304 0.3947 0.3982
0.4014 0.3267 0.4003 0.51 8
Li8 0.0614 0.3496 0.0972
0.0678 0.3840 0.0961 0.22 11
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Closer examination of all 32 nodes generated by the fragment recycling revealed similar
solutions, the only difference being that the best nodes display peaks slightly closer to
the final refined positions of the corresponding atoms.
In this particular example, location of the zirconium atom by Patterson methods
and subsequent completion of the structure using difference-Fourier synthesis is a more
straightforward approach than the method described above. However, in cases where the
position of a strong scatterer does not constitute a sufficient starting model for structure
determination, conventional difference-Fourier techniques often prove unsuccessful, and
more structural information must be obtained at the structure solution stage.
5.7 CONCLUDING REMARKS
The results reported here further illustrate the feasibility of the combined
maximum entropy and likelihood method when applied to the determination of unknown
crystal structures from X-ray powder diffraction data. The rational treatment of
overlapping reflections enables the productive use of these intensities in the structure
solution process. The inclusion of these reflections in the LLG calculation is essential -
nodes that are not distinguished when overlaps are omitted, are readily and correctly
ranked when overlaps are included. In addition, the application of the Student t-test in
analysis of the LLG removes any inherent subjectivity present in the selection of nodes
on the criterion of likelihood alone.
The application of the fragment recycling procedure to the structure
determination of lithium zirconate demonstrates its ability to locate weak scatterers i.e:
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lithium atoms. Although the much more challenging problem of 'equal-atom' organic
systems is yet to be investigated, the success of this procedure is extremely encouraging.
The maximum entropy and likelihood approach has a more sophisticated
methodology than that underlying conventional direct methods, suggesting that the
determination of more difficult structural problems (i.e: larger molecules or those with a
higher degree of overlap) may be possible using this technique. The coding theory and
fragment recycling procedures are currently being tested on more complex crystal
structures. The method itself is also being developed further, to allow the incorporation
of overlapped reflections into the basis set when required, and to analyse phase
permutations of these reflections in the same way.
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CHAPTER 6: MONTE CARLO METHODS
6.1 INTRODUCTION
Monte Carlo methods are concerned with mathematical experiments on random
numbers, and have been employed in numerous fields of science 1-7 . In the work
presented here, we have developed and applied the Monte Carlo algorithm for crystal
structure determination from powder diffraction data. The Monte Carlo technique
differs considerably from the normal approach to structure solution. In particular, rather
than extracting structural information from the powder diffraction pattern, the strategy is
to postulate initial structural models independently of the diffraction data. This involves
the generation of a series of structural models by random movement of a collection of
atoms within the unit cell, with the acceptance or rejection of each trial structure based
on the agreement between the experimental powder diffraction pattern and that
calculated for the trial structure. A similar technique called the Reverse Monte Carlo
method has recently been applied successfully in modelling the structural properties of
glassy materials, by fitting structural models to X-ray and neutron scattering data 8.9.
Simulated annealing I° is a related method that is also used for "global
optimization". This technique has also been applied to many scientific areas including
electronics, biology, materials science and image processing 11 . More recently, simulated
annealing has been used in the prediction of framework crystal structures 12 and in the
determination of the known crystal structure of benzene from simulated powder
diffraction data13.
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6.2 METHODOLOGY
The Monte Carlo method used in this study is based on the standard Metropolis
importance sampling algorithm 3, but rather than considering the energy of the system as
the basis for constructing a Markov chain of configurations, we consider the agreement
between the experimental powder diffraction pattern and that calculated for each trial
structure assessed using the weighted crystallographic R-factor:
R,,,p = 100* III w'	 —)2Ic32
Zw,y,
where y, is the intensity of the ith observed point in the experimental powder diffracion
profile, yd is the intensity in the corresponding point in the calculated powder diffraction
profile, and wi is a weighting factor for the ith point in the powder profile.
The method invokes random numbers to generate a series of configurations
i=1,....,N} which represent potential structural models for subsequent use in Rietveld
refinement calculations. The first configuration (x) is chosen at random and may
comprise a randomly positioned atom, or group of atoms within the unit cell. Each new
configuration (xi.,) is not produced from scratch but is derived from the previous
configuration (x,) in a Markovian fashion. The process for converting x, to x,., (termed a
"Monte Carlo move") is as follows:
(i) Starting from configuration xi, each atom is displaced by a random amount in a
random direction to generate a trial configuration xind. The powder diffraction pattern
(6.1)
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corresponding to the trial configuration is calculated, and the scale factor for this powder
diffraction pattern optimized via a Rietveld refinement calculation in which only the
scale factor is refined. The agreement factor for this trial configuration is denoted
Rsvp(x„„).
(ii) The trial configuration is then accepted or rejected on the basis of the difference
between the value of Rwp(x) and the agreement factor Rwp(x,) determined for
configuration .1c. The difference
Z= Aq,kriad - RuibC)
is considered. If Z5.0. then x is accepted as the new configuration and becomes x 1.,. If
Z>0, however, the trial configuration is accepted as the new configuration with
probability exp(-Z/S) and rejected with probability [1-exp(-Z/S)], where S is an
appropriate scaling of Z, and operates in a manner analogous to temperature in
conventional Monte Carlo simulation techniques 63 . In the case in which x„„ is rejected,
the new configuration is taken as the previous configuration (i.e: x,.,=x, ).
Stages (i) and (ii) are then repeated to generate the Markov chain of configurations x,+2,
xj•„ x14 	 ,x. The maximum displacements and the value of S are chosen so that the
optimum number of trial moves (ca. 40%) is accepted 14.
After a sufficiently extensive range of configuration space has been explored, the
best configuration (i.e: that with the lowest R.,,) is used as the starting structural model
for a conventional Rietveld refinement calculation. In certain cases, the structural
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models generated from the Monte Carlo calculation will only be partially complete
structures, and further development is required through standard difference-Fourier
techniques before a full Rietveld refinement can be used to give the final refined crystal
structure.
6.2.1 Simulated Annealing
The simulated annealing process uses the Monte Carlo algorithm to generate a
Markov chain of configurations. Each configuration is then accepted or rejected using
the Metropolis criterion outlined in the previous section.
The fundamental difference between this approach and the Monte Carlo method
described above is in the use of the temperature (or scale) factor. The simulated
annealing algorithm can be considered as an iteration of Metropolis algorithms evaluated
at decreasing values of the temperature factor (S). The initial value of S is chosen so that
virtually all the trial configurations are accepted, and as the temperature factor is
lowered, the number of configurations accepted in each step decreases until the best
solution is obtained. This final "frozen" configuration is used as the . starting structural
model for conventional Rietveld refinement. In the Monte Carlo method, however, the
scale factor is generally fixed throughout the calculation so that the optimum proportion
of moves is accepted. This value can be altered during the calculation to escape local
minima in configuration space or to explore selected regions of configuration space in
more detail.
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6.3 STRUCTURE SOLUTION FROM POWDER DIFFRACTION DATA
The principles underlying the Monte Carlo approach are completely general, and
it can be applied to problems involving any number of independent fragments (e.g:
atoms or rigid bodies). The examples presented here consider systems that can be
represented in the structure solution process by one or two independent atoms, and with
the subsequent introduction of a rigid body.
The Monte Carlo algorithm was first applied to a single atom problem, the
structure solution of lithium zirconate (section 6.4), involving movement of the
zirconium atom around the unit cell from an arbitrary starting position. The method was
then extended to the problem of two atoms being moved independently around the unit
cell. This approach is illustrated in the structure solution of TTPD (section 6.5).
The Monte Carlo method has also been applied to systems in which the molecular
structure contains a rigid body attached to an atom of known position (i.e: an atom
previously located by a Monte Carlo single atom calculation). In this case, the rigid
body is introduced at a specified distance from the fixed atom and allowed to move
around it. Each "Monte Carlo move" involves rotation of the rigid body by a random
angular displacement about a random axis which is constrained to pass through the fixed
atom position. This particular rigid body Monte Carlo approach has been applied to the
structure determination of para-toluenesulphonhydrazide (section 6.6) and para-
bromophenylacetic acid (section 6.7) 15.
6.3.1 Practical Implementation
The Monte Carlo method of structure solution from X-ray powder diffraction
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data has been implemented in a suite of three programs. In the first program, random
numbers are generated and used to calculate the position of the trial configuration, as
outlined in the previous section. The use of orthogonal coordinates at this stage, ensures
that the maximum displacement of an atom is constant in any direction, and that rigid
fragments retain the correct molecular geometry after rotation. The position of the trial
configuration is then converted into crystallographic coordinates for input in the second
program DBW3.2 16 . Although this is a complete Rietveld refinement program, here it is
used to calculate the R-factor (Rwp) for the trial configuration, and hence only the scale
factor is refined. From experience it has been found that three cycles of refinement are
usually required to ensure convergence. The trial R wp value is then used as input for the
third program, in which this R-factor is compared with that of the previous
configuration, and the trial configuration accepted or rejected on the basis of the Monte
Carlo algorithm discussed in section 6.2. This sequence is carried out for each "Monte
Carlo move".
6.4 LITHIUM ZIRCONATE
Lithium zirconate (Li6Zr,07) is a "heavy atom" system, the crystal structure of
which has been previously determined from X-ray powder diffraction data using
Patterson methods, and refined using a combination of powder X-ray and neutron
diffraction data 17 (a=10.442A, b=5.988A, c=10.201A, 13=100.26°, C2/c and Z=4).
Details of the data collection and structure determination using the maximum entropy
and likelihood method are given in section 5.6.
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6.4.1 Structure Determination
The Monte Carlo calculation was used to locate the position of the zirconium
atom, by movement of the atom within the unit cell from an arbitrary starting position.
The random positional displacement of the zirconium atom was constrained such that the
maximum change in any of the x, y, and z coordinates (in an orthogonal reference frame)
was ±0.1A; the value of the parameter S was fixed at 4 throughout the calculation.
Using this value of S. it was found that the optimum number of moves (43%) were
accepted during the Monte Carlo calculation (section 6.2), which was carried out for a
total of 2000 moves. The 12,vp was calculated using the observed and calculated powder
diffraction patterns over the region 10°<29<70°. From this, the optimum zirconium
position (Monte Carlo move number 241) was found to be (0.1852, 0.3792, 0.3615) with
R =36.9%. There was a clear discrimination between this and other positions - the nextwp
lowest value of R., for an unrelated position (i.e: not related to the optimum solution by
symmetry equivalents), was greater than 50% and a typical value of R wp for a "random"
position of the zirconium atom was 65%. Figure 6.1 shows the R wp value calculated for
the trial configuration generated in each Monte Carlo move.
The heavy atom position obtained in move 241 was then used to develop the
complete structure using difference-Fourier techniques and conventional Rietveld
refinement, leading to a final refined structure within experimental error of the
previously published structure.
6.4.2 Results and Discussion
The distance between the zirconium position found by the Monte Carlo
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Figure 6.1: The R1, value for the trial configuration vs the corresponding Monte Carlow
move number for Li6Zr,07. As discussed in the text, all those points with R<50%
correspond to an atomic position within 0.75A from the optimum (or an equivalent)
zirconium position.
calculation and the final position of this atom in the refined structure was 0.04A. Figure
6.2 shows a slice of the "R (i.e: 12(x,y,z) where (x,y,z) denotes the
coordinates of the zirconium atom) for the Monte Carlo calculation at x=0.18, in which
the optimum zirconium position is clearly illustrated as the global minimum (only one
asymmetric unit is displayed). Note that in the Monte Carlo method, configuration space
is not systematically explored and hence a grid search was used to obtain the data used in
this diagram. The presence of a local minimum with lesser magnitude demonstrates the
ability of the Monte Carlo method to escape from both local and global minima in its
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exploration of configuration space. This emphasizes the advantages of techniques
employing the Monte Carlo algorithm over methods involving minimization of the R-
factor, in which the structural model could readily become trapped in a local minimum
close to the initial configuration.
Figure 6.2: Section of the R, surface at x=0.18 for the Monte Carlo calculation for
LioZr207.
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6.5 1,3,4,6-TETRA TH IOPENTALENE-2,5-DIONE (TTPD)
The crystal structure of 7TPD (C4S402) has been determined previously from X-
ray powder diffraction data using direct methods (section 4.5), and subsequently by the
maximum entropy and likelihood method 18.19 (a=8.305A, b=10.894A, c=3.937A,
13=103.60°, P2 1/a, Z=4).
6.5.1 Structure Determination
The Monte Carlo approach was used to locate both sulphur atom positions
without the use of distance constraints between the two atoms (i.e: by movement of both
atoms independently within the unit cell, both from arbitrary starting positions). In each
Monte Carlo move, the maximum positional displacement (in an orthogonal reference
frame) of each sulphur atom was ±0.1A; and the parameter S was fixed at 2 throughout
the calculation. The Monte Carlo calculation was carried out for 2000 moves and 12„1,
calculated using the powder diffraction pattern over a region 10°<20<86°. The typical
value of Rwr, for a pair of "random" positions was 58%, and although five configurations
had an Rwp value less than 49%, only one of these solutions (Monte Carlo move number
242) was structurally plausible (i.e: with a S-S distance greater than 2.6A). Figure 6.3
shows the R calculated for each trial configuration generated in the Monte Carlo
calculation. It is clear from this, that move 242 does not have the lowest R-factor.
However, as illustrated in Table 6.1, the four configurations with a lower R., value do
not give sensible S-S distances.
The structure was then developed from the solution obtained in move 242 using
difference-Fourier techniques and conventional Rietveld refinement to locate the
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remaining atoms, leading to a final refined structure within experimental error of the
previously published structum.
Table 6.1: The five sulphur atom configurations generated from the Monte Carlo
calculation with Ikp<49% for TTPD.
Move number 242 1213 1465 1741 1850
45.25 42.08 43.51 41.52 43.50
S-S distance (Ã) 2.tql 2.A19 -1.92
Monte Carlo move number
Figure 6.3: The R., value for the trial configuration vs the corresponding Monte Carlo
move number for TTPD.
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6.5.2 Results and Discussion
Table 6.2 compares the coordinates found for the two sulphur atoms using the
Monte Carlo approach and those from the final refined crystal structure of TTPD.
Table 6.2: Final refined coordinates (first line) and the corresponding coordinates
obtained from the Monte Carlo calculation (second line) for the two sulphur atoms in
TFPD. A represents the distance between the corresponding atomic positions.
Atom xia yib zic A/A
si 0.9172(3) 0.1793(2) 0.8158(7)
0.9202 0.1591 0.8231 0.22
S2 0.7669(3) -0.0704(2) 0.7101(6)
0.8084 -0.0493 0.7192 0.41
6.6 PARA-TOLUENESULPHONHYDRAZIDE
The crystal structure of p-toluenesulphonhydrazide (p-C1-1 3C01-14S0,NHNH,) has
been determined previously from X-ray powder diffraction data using the maximum
entropy and likelihood method 20 (a=18.602A, b=5.604A, c=8.535A, 13=106.22°, P21/n.
Z=4). Details of this structure determination are given in section 5.4.
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6.6.1 Structure Determination
The Monte Carlo approach for structure solution was carried out in two stages.
In the first stage, only the sulphur atom was considered, and as in the previous examples,
the atom was moved within the unit cell from an arbitrary starting position. In each
Monte Carlo move, the maximum positional displacement of the sulphur atom was
constrained to ±0.1A; and the value of the parameter S was within the range S=4 (in the
initial stages of the calculation) to S=3 (in the final stages of the calculation). The
Monte Carlo calculation was carried out for 1000 moves, and from this the optimum
sulphur position (Monte Carlo move number 848) was determined (0.6690, 0.1610,
0.4161), with Rwp=43.5%. The next lowest value of Rwp for an urelated position was
greater than 45%, and for a typical "random" sulphur atom position R, was 55%.
Figure 6.4 shows the R, 1, value calculated for each trial configuration of the sulphur atom
generated in the Monte Carlo calculation. A Rietveld refinement calculation was then
carried out using the sulphur atom from move 848 as the initial structural model: the
refined position was (0.6692, 0.1486, 0.4031).
The sulphur atom was fixed at this refined position, and the C, ring introduced as
a rigid body in the Monte Carlo calculation and allowed to move at a specified distance
around the fixed sulpur atom position, as described in section 6.3. The random angular
displacement was confined to within the range ±10 0, and the parameter S fixed at S=4 in
the initial stages of the calculation and then at S=3 in the final stages. The calculation
was run for 1000 moves. The best configuration (Monte Carlo move number 732)
generated a value of Rwp=42.4%, with no other configuration having R below 45%, and
the value of Rwp for a typical "random" configuration was 55%. Figure 6.5 shows the R„,
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Figure 6.4: The R, value for the trial configuration (sulphur atom) vs the corresponding
Monte Carlo move number for p-C1-13C61-14SO,NHNH,.
value calculated for each trial configuration of the sulphur atom and C, ring generated in
the Monte Carlo calculation. It is clear that the correct position for the combined sulphur
atom and rigid body should give a lower R .7 than the sulphur atom alone. Move 732
corresponds to the only trial configuration in the second stage of the calculation with R,
below 43.5%. The region of X-ray powder diffraction pattern used in the calculation of
R in both stages of the Monte Carlo structure solution process was 5°<20<85°.
wp
The structure was then developed using conventional Rietveld refinement and
difference-Fourier techniques to locate the remaining non-hydrogen atoms. After all
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Figure 6.5: The 12„.„ value for the trial configuration (sulphur atom and C, ring) vs the
corresponding Monte Carlo move number for p-CHAFI,SO,NHNH,.
non-hydrogen atoms had been located, the structure was refined to within experimental
error of the previously published structure.
8
6.6.2 Results and Discussion
In Table 6.3, the coordinates found from the Monte Carlo calculation for the
sulphur atom and the atoms of the C, ring are compared with the final refined positions
of the same atoms. In Figure 6.6, the positions of these atoms are compared - it is clear
from this plot that the Monte Carlo approach has successfully located, and discriminated,
a position for the rigid fragment that is close to its true position in the crystal structure.
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Table 6.3: Final refined coordinates (first line) and the corresponding coordinates
obtained from the Monte Carlo calculation (second line) for the sulphur atom and the
atoms of the C, ring in p-toluenesulphonhydrazide. A represents the distance between
the corresponding atomic positions.
Atom x/a y/b z/c ehk
0.6835(3)
0.6692
0.1583(9)
0.1486
0.4085(7)
0.4031 0.26
C I 0.596(1) 0.332(2) 0.329(2)
0.585 0.306 0.330 0.26
C2 0.595(1) 0.531(2) 0.223(2)
0.578 0.478 0.209 0.43
C3 0.528(1) 0.648(2) 0.166(2)
0.510 0.603 0.151 0.41
C4 0.457(1) 0.613(2) 0.201(2)
0.450 0.556 0.215 0.38
C5 0.466(1) 0.392(3) 0.289(2)
0.457 0.384 0.336 0.41
C6 0.528(1) 0.244(2) 0.352(2)
0.525 0.259 0.394 0.39
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Figure 6.6: A view of the partial structure of p-CH,C,H,SO,NHNH, (sulphur atom and
the C, ring) obtained from the Monte Carlo calculation (red) overlayed in the positions
of the corresponding atoms in the final refined crystal structure (green) within the unit
cell.
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6.7 PARA-BROMOPHENYLACETIC ACID
The Monte Carlo method was applied in a similar way to the crystal structure
determination of p-bromophenylacetic acid (p-BrC6H4CH,C0.,H), the first previously
unknown molecular system to be solved by this method ".
6.7.1 Data collection
The sample of p-BrC6H4CH,CO2H (Aldrich) was used directly as received,
ground and placed in a disc between transparent tape. The X-ray powder diffraction data
were recorded over a region 5°<20<85° in 0.02° steps, and collected over 15 hours.
Further experimental details are given in Appendix A.
6.7.2 Structure Determination
The powder diffraction pattern was indexed using the program ITO on the basis
of the first 20 observable maxima. This generated a monoclinic unit cell with lattice
parameters a=16.020A, b=4.607A, c=11.715A, and 13=109.33°. On the basis of
systematic absences, the space group was determined unambiguously as P21/c.
The structure was solved in two stages, both employing the Monte Carlo
approach. The first stage considered only the bromine atom, whereas the second stage
considered the bromine atom plus a rigid body comprising a C, ring with an additional
carbon atom in the position para to the bromine atom. In each stage, the calculation was
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carried out for 1()00 Monte Carlo moves, and 12„1, was calculated for each move using the
whole powder diffraction pattern (10°<213<85°).
In the first stage, the maximum displacement in each of the x, y, and z
coordinates (in an orthogonal reference frame) of the bromine atom position was ±0.1A,
and the parameter S was fixed at 3 throughout the calculation. The best bromine atom
position (Monte Carlo move number 324) was (0.0723, 0.0570, 0.1830) with Rwp=45.2%.
A typical value of 12„ for a "random" position of the bromine atom was 55%, and the
only configurations with Rwp less than 48% were the optimum position given above and
symmetry-related positions. R a clear discrimination between the optimum
atomic position and other positions of the bromine atom in the unit cell. Figure 6.7
shows the 12„ 1, value calculated for each trial configuration of the bromine atom generated
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Figure 6.7: The R, value for the trial configuration (bromine atom) vs the
corresponding Monte Carlo move number for p-BrC6I-140-1,CO,H.
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in the Monte Carlo calculation.
In the second stage, the bromine was fixed at the optimum position determined in
the first stage, and the rigid body moved about this position as described previously. The
maximum angular displacement was confined to ±9 0 and the value of S was fixed at 3.
Most positions of the fragment gave Rwr--52%, and only two configurations were found
with Rwp less than 45% - Monte Carlo move number 38 with R=42.1% and Monte
Carlo move number 317 with Rwr=43%• However, examination of the structure obtained
in move 38 revealed that the C, rings of neighbouring molecules were too close to be
structurally plausible, and hence this configuration was discarded. Figure 6.8 shows the
R calculated for each trial configuration of the bromine atom and rigid body
generated in the Monte Carlo calculation. As discussed in the previous example, the
correct position of this fragment should have a lower 12, than the bromine atom alone
(45.2%).
The structure obtained in Monte Carlo move number 317 was then developed
using difference-Fourier techniques and Rietveld refinement to locate the remaining non-
hydrogen atoms. Attempts to locate the hydrogen atoms by these conventional methods
proved unsuccessful, so hydrogen atoms were placed on the ring and the positions of
these atoms refined using soft constraints. All temperature factors were constrained
according to atom type. The final refined structure had R wp=5.92% and x2=3.28, for 65
variables and 567 reflections distributed over 3769 profile points (10°<20<85°) (Figure
6.9). Both the molecular geometry and the profile fit were improved significantly with
the inclusion of hydrogen atoms in the refinement - the structure containing only non-
hydrogen atoms gave IC,=6.66% and i2=4.24.
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Figure 6.8: The 11.., value for the trial configuration (bromine atom and C, fragment) vs
the corresponding Monte Carlo move number for p-BrC 6FI4CH,C0.,H. As discussed in
the text, all those points with Ik p<43% correspond to the implausible structural model
obtained in move 38, whereas those points below R„ . .,=45% that do not lead to this
incorrect configuration (i.e: in the area around Monte Carlo move numbers 317, 515 and
962), all correspond to the structure obtained in move 317.
6.7.3 Results and Discussion
The final refined atomic coordinates and isotropic thermal parameters are given
in Table 6.4 and details of the interatomic distances and angles in this structure are
reported in Table 6.5. The molecular structure is shown in Figure 6.10, and the crystal
packing of molecules within the unit cell is illustrated in Figure 6.11.
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Figure 6.9: The final Rietveld refinement of p-BrC61-14CH,CO,H.
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Table 6.4:	 Final relined atomic coordinates and thermal parameters for p-
BrC61-14CH2CO,H.
Atom x/a y/b 71 c Um/A'
Br 0.0620(1) 0.0677(4) 0.1879(2) 0.075(1)
Cl 0.153(1) 0.299(2) 0.162(1) 0.037(2)
C2 0.134(1) 0.420(2) 0.049(1) 0.037(2)
C3 0.200(1) 0.598(3) 0.032(1) 0.037(2)
C4 0.279(1) 0.637(3) 0.125(1) 0.037(2)
C5 0.294(1) 0.521(3) 0.239(1) 0.037(2)
C6 0.228(1) 0.348(3) 0.259(1) 0.037(2)
C7 0.351(1) 0.829(3) 0.110(1) 0.075(5)
C8 0.419(1) 0.669(2) 0.072(1) 0.075(1)
01 0.496(1) 0.729(2) 0.102(1) 0.091(3)
02 0.396(1) 0.484(2) 0.009(1) 0.091(3)
H21 0.066(1) 0.449(9) -0.007(3) 0.05
H51 0.358(2) 0.529(9) 0.307(3) 0.05
H31 0.186(2) 0.703(9) -0.055(3) 0.05
H61 0.245(2) 0.205(9) 0.336(3) 0.05
H71 0.385(2) 0.928(7) 0.197(2) 0.05
H72 0.322(2) 0.994(5) 0.045(3) 0.05
a=16.0475(4)A, b=4.6094(1)A, c=1 I .7397A and 13= I 09.336(1) 0 , P2,/c.
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Table 6.5: Interatomic distances (A) and angles (°) in the final refined crystal structure
of p-BrC6H4CH,CO,H.
Br-C1 I.91(1) Br-C1-C2 116(1)
Br-C1-C6 118(1)
CI-C2 1.38(1) C2-C1-C6 125(1)
C2-C3 1.41(1) CI-C2-C3 116(1)
C3-C4 1.39(1) C2-C3-C4 120(1)
C4-05 1.39(1) C3-C4-05 121(1)
C5-C6 1.40(1) C4-05-C6 119(1)
CI-C6 1.37(1) Cl-C6-05 118(1)
C4-C7 1.50(1) C3-C4-C7 122(1)
C5-C4-C7 117(1)
C7-C8 1.49(1) C4-C7-C8 114(1)
C8-01 1.24(1) C7-C8-01 118(1)
C8-02 1.24(1) C7-C8-02 121(1)
01-C8-02 119(1)
C2-H21 1.09(1)	 CI-C2-H21 119(1) C3-C2-H21 120(1)
C3-H31 1.09(1)	 C2-C3-H31 118(1) C4-C3-H31 122(1)
C5-H51 1.08(1)	 C4-05-H51 121(1) C6-05-H51 119(1)
C6-H61 1.09(1)	 C5-C6-H61 119(1) C1-C6-H61 120(1)
C7-H71 1.09(1)	 C4-C7-H71 108(1) C8-C7-H71 107(1)
C7-H72 1.07(2)	 C4-C7-H72 109(1) C8-C7-H72 109(1)
H71-C7-H72 110(1)
Intermolecular Distances 	 01....02'	 2.14(1)
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H31
Figure 6.10: The molecular structure of p-BrC6FI4CH,CO3H.
Figure 6.11: Final refined crystal structure of p-BrCH,CH,,CO,H (hydrogen atoms are
not shown, but possible hydrogen bonds are shown as 	 ).
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This clearly indicates the strong possibility of intermolecular hydrogen bonding between
adjacent carboxylic groups giving dimers. In Table 6.6 and Figure 6.12, the coordinates
found from the Monte Carlo calculation for the bromine atom and the rigid fragment
(comprising the C6 ring with the additional carbon atom in the para position) are
compared with the positions of the corresponding atoms in the final refined crystal
structure.
Table 6.6: Atomic coordinates obtained from the Monte Carlo calculation for the
bromine atom, the atoms of the C 6 ring and the carbon atom in the position para to the
bromine atom in p-BrC61-14CH,CO,H. A represents the distance between the atomic
positions given below, and the corresponding atomic positions from the final refined
crystal structure.
Atom x/a Yib z/c ArA
Br 0.0723 0.0570 0.1830 0.19
C I 0.1679 0.1982 0.18(X) 0.53
C2 0.1710 0.3241 0.0732 0.70
C3 0.2481 0.4626 0.0711 0.95
C4 0.3221 0.4753 0.1757 1.05
C5 0.3189 0.3494 0.2826 0.97
C6 0.2418 0.2108 0.2847 0.71
C7 0.4046 0.6238 0.1734 1.32
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Figure 6.12: A view of the partial structure of p-BrC 61-14CH2CO,H (bromine atom and
the C, ring with a carbon atom in the para-position) obtained from the Monte Carlo
calculation (red) ovcrlayed on the positions of the corresponding atoms in the final
refined crystal structure (green) within the unit cell.
In the early stages of the conventional Rietveld refinement using the optimum
configuration from the Monte Carlo calculation as the initial structural model, it was
found that the profile fit of the X-ray powder diffraction pattern improved considerably
following only a slight relaxation of the molecular geometry of the fragment used in the
Monte Carlo calculation. The rigid body used in the Monte Carlo calculation had a fixed
geometry (C, ring bond lengths = 1.40A and angles = 120 0) and gave kr=43%, whereas
the refined structural model with relaxed ring geometry (C, ring bond lengths varied
from 1.39-1.42A and angles from 116-122°) gave R =2 1.3%. The Rietveld refinement
profile fits for these two structural models are given in Figure 6.13. This implies that the
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Figure 6.13a: The Rietveld refinement profile fit generated by the optimum position of
the rigid fragment used in the Monte Carlo calculation.
20 /*
Figure 6.13b: The Rietveld refinement profile fit generated by the initial structural model
obtained in the Monte Carlo calculation after slight relaxation of the ring geometry.
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discrimination within the Monte Carlo calculation, between the optimum configuration
and other positions may be improved dramatically with the controlled introduction of a
small degree of flexibility of the rigid body. It is clear that the atoms in the rigid body
furthest from the fixed heavy atom (i.e: C, and C,) are a considerable distance from the
final positions in the refined structure. Hence, relaxation of the molecular geometry of
the rigid fragment may lead to a significant improvement in the ability of the Monte
Carlo method to identify the optimum configuration when applied to systems with a
large group of atoms in the rigid body.
6.8 CONCLUDING REMARKS
The success of the Monte Carlo method for (lb initio crystal structure
determination from X-ray powder diffraction data has been demonstrated by its
application to the determination of a number of previously known crystal systems, as
well as the previously unknown crystal structure of p-BrCH,CH,CO,H. Because this
approach does not directly extract structural information from the diffraction pattern, the
problem of arbritrary assignment of the intensities of overlapping reflections is avoided.
The use of a structural model in the Monte Carlo calculation also means that the
optimum solution must be chemically plausible. The Monte Carlo method also has
advantages over techniques based on the minimization of an agreement factor, for which
local, rather than global minima would invariably be found. The crystal structures of all
the systems considered here, were also solved using conventional structure determination
techniques. However, the process of structure solution using these methods required
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considerably more time and user intervention. Indeed, we predict that the relative
efficiency of the Monte Carlo approach, in comparison with other techniques for
structure solution, may become greater as the structures to be solved become more
complex.
The work presented here is only a preliminary study of the Monte Carlo method
applied to structure determination from X-ray powder diffraction data. Further
developments will include the application of this technique to systems involving
different configurations e.g: movement of independent fragments or molecules within
the unit cell, and the introduction of relaxation of the rigid body geometry (as discussed
earlier).
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CHAPTER 7: THE EFFECT OF DATA RANGE ON STRUCTURE
SOLUTION
7.1 INTRODUCTION
From the attempts at structure determination reported in chapters 4 and 5, it has
been shown that in the structure solution process, generation of a correct initial structural
model depends on the choice of 20 range over which the intensity data are extracted.
This is clearly a problem in the solution of unknown crystal structures in which a great
deal of time is often wasted in the further development of incorrect structural models,
whereas use of a data set obtained over a slightly different range could lead directly to
successful structure determination. In the work presented here, a detailed investigation
of the effect of data range on ab initio structure solution from X-ray powder diffraction
data has been carried out for two previously known crystal structures - lithium zirconate
(Li6Zr,07) and p-methoxybenzoic acid (p-C1-1 30C6H4CO2H) - employing both
conventional direct methods and the maximum entropy and likelihood method. The aim
is to establish if any correlation exists between the size of data set and the quality of the
corresponding structure solution.
7.2 DIRECT METHODS
7.2.1 Structure Determination
The collection of X-ray powder diffraction data for both lithium zirconate and p-
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methoxybenzoic acid has been described in detail in previous chapters. Integrated
intensities were extracted from both data sets using the LeBail profile fitting procedure I
incorporated in the GSAS Rietveld refinement program package, giving a total of 510
intensities (over the region 5°<20<127°) for lithium zirconate, and 520 intensities (over
the region 5°<20<85°) for p-mcthoxybenzoic acid. For further comparison, structure
solution was also carried out using the observed intensities i.e: those obtained from
conventional Rietveld refinement of the final crystal structure. In this data set, the
intensities of overlapping reflections are partitioned correctly. The data were divided
into non-overlapping and overlapping sets according to a visually judged criterion
(A2EW0.05°), and for use in the direct methods package optimised for powder data, the
overlapping reflections within each group were summed to give a combined effective
intensity for the group. (As discussed in chapter 4, integrated intensities extracted using
the LeBail procedure, from partially overlapping reflections with a 20 difference less
than approximately 0.05° were found to be unreliable).
The observed and LeBail data sets were truncated in increments of 10° (in 20) for
lithium zirconate, and 5° (in 20) for p-methoxybenzoie acid. These data sets were then
used as input for the direct methods programs SIR 3, SHELXS 4 and SIRPOW 5 . In this
study, all three direct methods programs were used with their default settings (i.e: those
recommended by each program in order to minimize the amount of expertise the user
needs to solve a crystal structure), and in each case, only the solution with the highest
figure of merit was considered further. Although optimization of these program settings
for each data set may yield slightly better solutions, the default approach presents a more
consistent study of the effect of different data sets on the overall structure solution
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127°
(266/244)
343 - 1 0.02
63-5 0.35
1
2
Ratio of non-overlapping to
overlapping reflections
process. The peak positions obtained from these structure solutions were compared with
the final refined atomic coordinates for the corresponding compound. These atomic
coordinates were obtained by re-refinement of the published structures 6.7 only the
X-ray powder diffraction data.
7.2.2 Results and Discussion - Lithium Zirconate
The results obtained using the three direct methods programs are given in Tables
7.1 - 7.6, and summarized in Table 7.7 and Figure 7.1. These tables have the following
format:
maximum 20 value
Peak	 Peak	 Atom	 Distance in A between the peak position
Number Height Number obtained in the structure solution and the
corresponding atomic coordinates in the
known crystal structure
Notes: The atom number corresponds to those given in Table 5.11, i.e: 1=Zr, 2-5=0 and
6-8=Li. From previous experience, it has been found that if the distance between the
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initial peak position and the final atomic coordinates is approximately LOA or less,
atoms will move to their final positions in a straightforward manner during the
refinement (provided that a sufficiently good structural model is used). In the results
presented here, a peak is only considered to correspond to an atom if it is less than 1.0A
from the final refined atomic position.
From the original crystal structure determination of lithium zirconate from X-ray
powder diffraction data using Patterson methods, it has been shown that the zirconium
atom alone is a sufficient initial structural model for successful completion and
refinement of this structure. The majority of the solutions described above exhibit a top
peak that is close to the final position of the zirconium atom and has a significantly
larger magnitude than the other peaks. However, there are a small number of solutions
in which the first peak corresponds to an oxygen atom. In the case of an unknown
crystal structure, such peaks would normally be entered in the Rietveld refinement as the
heavy atom (e.g: zirconium), resulting in incorrect structural development. Hence, any
solution in which the top peak does not correspond to the zirconium atom is considered
as incorrect.
In most cases, when a substantial structural model is obtained from structure
solution and entered in a refinement, any spurious peaks that have been included in the
model can be easily located and omitted from the refinement without having a lasting
detrimental effect on the structure determination process. However, when only a small
fraction of the structure is available for further development, the presence of a spurious
peak can undermine the refinement to such an extent that structure determination can not
proceed further. Hence a true indication of the quality of structure solution is primarily
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SIR SIRPOWSHELXS
given by the number of consecutive peaks in the peak list, starting at the highest peak,
that correspond to atomic positions. Figure 7.1 illustrates the number of successive
atoms identified for each solution.
It is immediately clear from these results that the solutions obtained using
SIRPOW are significantly better than those given by the single crystal direct methods
127° L ZrOLi000Li*** ZrLiO*000*Li* Zr0000LiLi***
0 ZrLiO0LiOOLi** ZrLi0000***Li Zr0000LiLiLi**
120° L ZrOOLiO0Li*** ZrOLi*O0**OLi Zr0000Li**Li*
0 ZrLi000Li0*** ZrOLi000**Li* Zr0000LiLiLi**
110° L ZrLi000Li0*** ZrOLi**000*Li Zr0000LiLi**Li
0 	 ZrLi0000**** Zr0000LiLiLi**
100° L Zr 0 Li 0 0 0 Li * Li *	 	 Zr0000LiLi**Li
0 ZrOLi000Li*** ZrOOLi*O*0** Zr0000LiLi**Li
900 L Zr 0 Li 0 0 Li 0 * Li *	 	 Zr0000Li**LiLi
0 ZrLi0000Li**Li ZrLi00*OLi*** Zr0000LiLiLi**
80° L	 	 Zr 0 0 Li Li * * 0 * * Zr 0 0 0 0 Li Li Li * *
0 ZrOOOLiLi0Li** Zr000Li0**LiLi Zr0000LiLiLi**
70° L Zr0**00**** Zr**00Li*OLiLi Zr0000LiLiLi**
0	 	 ZrOLiO*0*LiO* Zr0000LiLi***
Table 7.7: The number and type of atoms obtained from each solution (L=LeBail,
0=observed). The spurious peaks are represented by * and no solution or an incorrect
solution by - - - - .
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Figure 7.1: The number of consective peaks in the peak list corresponding to atomic
positions obtained using the (a) SIR, (b) SHELXS and (c) SIRPOW programs against
data range for the LeBail (I) and observed (o) data sets.
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packages SIR and SHELXS, and that in these solutions, all four oxygen atoms are
always located above the lithium atoms in the peak list (ranked in order of decreasing
magnitude). Using the SIRPOW program, the observed data set generates slightly better
results than the LeBail data set, and in most cases a complete initial structural model (i.e:
all eight atoms) is presented for subsequent refinement. Nevertheless, the solutions
obtained from the LcBail intensities are extremely promising; the zirconium atom, all
four oxygen atoms and at least one lithium atom are located consistently. From these
results, there is no evidence of a correlation between data range and the success of
structure solution.
SIRPOW may be considered as a special evolution of SIR of which it preserves
most of the facilities, hence a direct comparison of the results from these two programs
is completely justified. The overall standard of results from the LeBail data set is better
for SIRPOW than for SIR, and the fact that these SIRPOW solutions are only slightly
worse than those obtained using the observed data implies that the SIRPOW program is
partitioning most of the overlapping reflections correctly.
Examination of the solutions obtained by SIR shows that there is no apparent
advantage gained using the observed data set (i.e: with overlapping reflections assigned
correctly partitioned intensities). Although the overall quality of the solutions obtained
from the observed data is good, two completely incorrect solutions were generated. The
poor result obtained from this data set cut at 100 0 is surprising, and implies that although
there are a number of factors under consideration here, the figure of merit calculation
within the SIR program and subsequent choice of the optimum solution may not be
reliable in the powder case.
From the solutions obtained using the program SHELXS, it can be seen that the
192
observed data gives much better results than the LeBail data, implying that the use of an
accurate set of intensities has a more significant effect on the quality of solutions
generated by this program. Although the zirconium atom has been located in most cases
when applied to the structure solution of lithium zirconate, the overall standard of the
SHELXS package is lower. The differences between the SIR and SHELXS results
probably arise from different default settings for the two programs.
7.2.3 Results and Discussion - p-Methoxybenzoic Acid
The results obtained using the three direct methods programs are given in Tables
7.8-7.13 and summarized in Table 7.14 and Figure 7.2. These tables have the same
format as those in section 7.2.2, and only those peaks less than LOA from the
corresponding final refined atomic position are considered. The atom numbers in this
example correspond to those given in Table 4.10, i.e: 1-3=0 and 4-11=C.
The crystal structure determination of p-methoxybenzoic acid is more complex
than that of lithium zirc.onate. From previous experience, it has been found that in the
case of 'equal-atom' structures (i.e: organic compounds containing no elements heavier
than oxygen) at least half the structure must be determined directly from the structure
solution stage of the data analysis. Hence, for p-methoxybenzoic acid, a model
consisting of six or more atoms can be considered as a sufficient starting point for
Rietveld refinement and subsequent completion of the structure. As in the case of
lithium zirconate, the presence of spurious peaks in the initial structural model may well
have a disastrous effect on the structure determination process. Hence, a reliable guide
to the true quality of solution is given by the number of consecutive peaks in the peak list
that correspond to atomic positions (see Figure 7.2).
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SIRPOWSHELXSSIR
The overall standard of results obtained using both the observed and LeBail data
sets in all three programs is extremely poor. Although a small number of the solutions
contain more than half the number of atoms in the final p-methoxybenzoic acid structure,
the majority (-83%) of them contain an insufficient number of correctly located atoms
for successful refinement. However, there is one structure solution generated by the
program SIRPOW using the observed data, in which a complete structural model has
85° L C**OCOO*C*C**** CCC*OC**C**CCO* OC*CO*0*C*CC***
0 CC**C*CCC**OC*C CC**C*C*C*C**0* C*CC*CCO**0*** *
80° L CCO0**C*C*CCO*C CO*0***CC*****C CCCCC*OCCO0*** 4'
0 C*C**CCC**CC*** CC* *C*CC*C ** ** * 000CCCCCCCC****
75° L 00CCOC*CC****CC 0**CC***C****** COO*OCC*C**C**C
0 C*C**C**CC*C*00 CCOCCO**C**C0** OCCO0**C*******
70° L OCOOCC*C*C***** OCOCC*CC***'"'":"' CCCCCOO*C******
0 CC**0*C****C•* CC*CCC*COC***** CCCC*CC***0****
65° L COC**COCC****** CCCC*C**CC4:**** CCOOC*C*0**C***
0 CC***C*C***4"'" OCOOC*C*"***** COCCOCC********
60° L C*0**0*****CC** OCCCC****4"'"I"'4"' CCCO*OC*C**C***
0 CCO"C*C******* 0000CCCC*******
55° L CO************C C0*0*C*C*****OC
0 CC*OC*C*C****** 0000C*C****C***
Table 7.14: The number and type of atoms obtained from each solution (L=LeBail,
0=observed). The spurious peaks are represented by * and no solution by - - -
2(X)
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Figure 7.2: The number of consecutive peaks in the peak list corresponding to atomic
positions obtained using the (a) SIR, (b) SHELXS and (c) SIRPOW programs against
data range for the LeBail (1) and observed (o) data sets.
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been identified. This particular solution is of very high quality: the three oxygen atoms
are located above the carbon atoms in the peak list (ranked in order of decreasing peak
height), and no atom is further than 0.11À from its final refined position. It must be
noted that a significant fraction of the structure has also been identified in the solution
obtained using the corresponding LeBail data set. This is one example in which the
presence of a spurious peak in the initial model was easily exposed during refinement,
because the model itself constitutes such a major part of the final structure (10 out of 11
atoms). There is clearly no correlation between data range and structure solution in these
SIRPOW results, but the fact that in one case a nearly perfect solution has been obtained,
implies that even in this method, the figure of merit may not be reliable in the
identification of the optimum result.
It is clear from the solutions obtained using SIRPOW, that the worst results are
generated from the largest and smallest data sets. In fact, the lowest quality solutions
obtained from all three programs were generated from the largest data set. This probably
arises from bad fitting of the powder diffraction profile at the higher 20 values, and the
subsequent extraction of inaccurate intensities from this area of poor quality data.
The low standard of all the solutions generated by the SIR and SHELXS
programs may be partly explained by an empirical rule stated by G.M.Sheldrick
regarding the chances of success of direct methods as a function of data resolution 8 : "For
a centrosymmetric structure, if less than 25% of the available data in the resolution range
1.20 to 1.10À are 'observed', the structure will be difficult to solve by conventional
direct methods". There are exceptions to this rule, the most common being very small
structures and those containing heavy atoms, but it does follow that the application of
direct methods to structure determination from powder diffraction patterns will be a
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difficult process. Except for the largest data set discussed above, none of the intensity
data sets used in the attempted structure solutions of p-methoxybenzoic acid contain any
reflections in this crucial resolution range. Hence it is not surprising that most of the
structure solutions proved unsuccessful. As in the case of lithium zirconate, the results
obtained from the observed data set using the SHELXS program, are slightly better than
those generated from the LeBail data set. However, in general this is not the case,
implying that the high degree of overlap present in this example has no significant effect
on the standard of solution.
7.3 THE MAXIMUM ENTROPY AND LIKELIHOOD METHOD
7.3.1 Structure Determination
As described in section 7.2.1, integrated intensities were extracted from the
lithium zirconate data set using the LeBail profile fitting procedure, generating a total of
510 intensities. Those reflections judged as overlapping were then summed to give an
effective combined intensity for each group. The data were truncated in increments of
100 (in 20), and the resulting data sets normalized using the direct methods program
MITHRIL 9. These structure factors were then used in the maximum entropy and
likelihood program MICE "). In all cases, the root node was created by assigning phases
of 00 to the two origin-defining reflections chosen by MITHRIL. A further seven basis
set reflections were chosen, and their phases permuted (0 or It) using a Hadamard code to
give 16 nodes numbered 2 to 17. Entropy maximization was carried out on each node,
and the log-likelihood gain (LLG) calculated in each case. All sixteen nodes were
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retained, and the second phasing level constructed by permutation (using a Hadamard
code) of a further seven reflections on each of these nodes, thus generating another 256
nodes numbered 18 to 273. After entropy maximization of these nodes, the centroid map
corresponding to the best phase set (i.e: the solution with highest likelihood) was
inspected further. The peak positions obtained from this solution, and those given by the
first level node from which the optimum node was generated, were compared with the
final atomic coordinates for lithium zirconate. These refined atomic coordinates were
obtained by re-refinement of the published structure against the X-ray powder diffraction
data.
In the first instance, the basis set reflections used for permutation were chosen
automatically by the program MICE, according to the criteria outlined in section 5.2.3.
The structure solution process was then repeated employing a manually chosen basis set,
selected from a list of those reflections 'preferred' by the program, but chosen to include
a variety of parity groups. Initially, the manually selected basis set reflections were
chosen from the smallest data set (up to 28=70°) and fixed as the basis set for structure
solution using all the data regions. Another basis set was selected in the same way from
an intermediate data set (up to 20=1 (X)°), and structure solution repeated for the largest
four data ranges.
The zirconium atom was then used as the known fragment in the recycling
procedure of the maximum entropy and likelihood method. The recycling process was
carried out for all data sets using both the zirconium atomic coordinates obtained directly
from the corresponding structure solution in MICE, and the atomic position generated by
refinement of the initial coordinates over the data range under consideration. The
appropriate atomic position was included in the input data, and this information
204
processed using MITHRIL to generate renormalised structure factors for use in MICE.
Five basis set reflections were chosen and used to generate 32 nodes numbered 1 to 32.
Entropy maximization was carried out on each node and both the LLG and NS+L values
were calculated in each case. The peak positions located in the optimum solution were
compared with the final atomic coordinates for lithium zirconate. The basis set
reflections used for permutation in the recycling procedure were initially chosen
automatically by MICE, and then selected manually from the smallest data set (up to
20=70°) according to the criteria described above.
7.3.2 Results and Discussion
The results obtained from the standard structure solution process by the
maximum entropy and likelihood method are given in Tables 7.15-7.20 and summarized
in Table 7.21 and Figure 7.3. These tables have a similar format to those in section
7.2.2, except that in the case of results obtained from the first phasing level, the node
number is also given (ranked in order of decreasing LLG). Unlike all the other solutions
reported here, the nodes under consideration from this phasing level are not necessarily
those with optimum likelihood values, hut are the nodes from which the best second
phasing level solutions have been produced.
127° 8
(266/244)
Node number
As before, only those peaks less than 1.0A from the corresponding final refined atomic
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position are considered. The atom numbers referred to in these tables are the same as
those used in section 7.2.2 (and Table 5.11).
It is immediately clear from these results that the choice of basis set has a major
effect on the standard of structure solution, and in most cases, the results obtained using
the manually selected basis set reflections are better than those generated by the default
reflections. It is also important to note that the solutions obtained using a fixed basis set
all give lists of peaks with similar heights and positions, regardless of the data range
under consideration. This implies that the routine employed by the MICE program for
choosing basis set reflections could be improved if the selection process was forced to
include a variety of parity groups. The results obtained using the reflections selected
from the larger data range (up to 100°) are generally of a higher standard than those from
the two other basis sets. From these results, it is obvious that use of the correct basis set
selected from the appropriate data range is essential for the generation of the optimum
solution.
Examination of the results obtained from both levels of the phasing tree shows
that although the nodes from the second phasing level give peak positions closer to the
final atomic coordinates and peak heights that discriminate more clearly between the
zirconium and the other atoms, a higher number of atoms is actually identified by the
corresponding node given in the first phasing level. However, it must be remembered
that the first level nodes considered here do not necessarily have the optimum likelihood
value at that stage of the calculation. Hence, care must be taken to retain a significant
number of nodes for further permutation, ensuring that prospective solutions are not
omitted in the early stages of the phasing process. This also implies that important
206
0 a-,0.
,-..,
.-4
6
1/40
..-46
NCh0
....r
.-ICC)N‘0 rr)106 Cl.•/*6 Irs-006
1... 1 In in N C-• \O 00 't
I I I I I I I I
VD C I NI 0 00 VD In In
.--1 1-1 T-1 I-I
00 01 Cn 00 0110c;
r-I
016
In
000'.6
00
6
.-1-
0'.6
cel
I
CNI
-4
I
0%
I
00
I
t"--
I
N-
("I ONIn 'tC•-• C--c--I cr)In -"too Iin‘r) S6 6 6 d 00 6 6
•-n fn oo tn c•I -,t h ‘o
I I I I I I I I
‘-t .4. 0 0 0 0% at Is-.
cl In — c:::,
6 c;
cji
6
csti
0
17,,
6 c;
14
6
4
0
, - -. 4 c n. Ira % • 0. h e i 00 •1•
rn rn el 0 0 0 0 CD
Cl Nzt Cl 00 00 00 .-1 C-1
r-4 .1 C1/4I C1/4I 0 en en Cl6 6 ci d CC) 6 6
•-••4 cn 00 In N t--- \O 'et
I I I I I I I 1
oo In In •-t Cl '''' 0 01/4
01/4 gt N 00 •:t ON "I' •d*0 •--I 0 Cs! N en .-I CAd 6 d d d d 6 d
N. \1:3I I I I I I
N N N it .I. Cl .1 CD
,-,lin 01/4VD
00
Ci
1/40N 00Cl
.1-
en
Clin \ID%.06 d d 6 6 6 6 6
1-4 It'. VD rs. -O- oo en Cl
I I I I I I I e
C:h
e:rn tr.)a% Cl01 •-,ON .4.00 .1.00 't00 en1...-
^4 C 4 en -4- In nr) h 00 0'. 0 ' " en it
207
c0.
v-4
oo
re:
00
0
"
.‘
v-4
CS,
tr1
08
nC)
.-4
CD
I-I
I
0e,'
rn	 Cr)
In	 0
00
Cr)	 ( I
I	 I
in	 -t
.-4
	 v-1
in
v--)
6
%.0
I
0
.-4
ooin
6
r-
I
(7\
oo
r 1	 m
00
tri	 00
I	 I
C\	 r-
1-1
k0
6
.-1
I
"Tr
esi
In
V:,
ci
Cr)
I
0\
Cr)
'•0
6
00
I
CT\
%,0
ON
6
%.0
I
00
CD
C.s.
c,
I
00
VD
6
r-4
I
0\
N
cc
00
I
'0I-1
—'0
Cr)
I
in9-1
ON
c;
'I
I
N
1,-4
Cln
\ 0
I
0
I-4
0000
000
rn
I"--	 Cl
1	 1
cT	 ON
N
•-n
.--,
I
0
...*
0000
0'
r-
Cr)
I
ON
1-.4
(-1
rn
00
I
Ch
v-I
VC
‘0
CA
I
Cs.
vnI
C\
cT
c,
In
1
.1-
v-4
00
nO
c;
nzt
1
vn1
pv-4
00
ON
c;
r-
1
v-1
1-4
CD
.--4
CD
.-n
1
`ZrCr)
',itN
C;
00
1
Cs1N
r. .
N
0
\O
1
00
.-.
r-N
6
in
I
"1-
4-4
...-4
%.0
6
r-
I
N
1.-4
'00'
C;
Cr)
I
Csi
.-I
CA0
6
1-1
1
ONN
.--iN
c;
Cr)
I
'ZI.
ri
0Cr)
c
in
1
C3N
—4
NN
c;
ri
I
n•0
.-1
000Cr)
6
oo
1
N
vv-1
NI
6
n0
1
el
v-1
CTON
c;
‘4"
1
v--1
v-1
V,
tr)
C;
•-'
1
I-1
en
el%0
0
q.)
1
0\
el
(7\1/40
6
In
1
0
rl
.--4 ri Cr) •ci- In nrD r- oo o\ c .-1 c4	 Cr) '4"
208
Ir)
41-	 cc)	 a	 en(NI	 9-4	 •rj.	 .--16 6 a 6
.	 c4	 cn	 00
I	 I	 I	 I
r-4	 .-4	 ON	 00
1-1	 .-1
cv
"4:
WI
I
‘0
0000
0,
(3)
•Zr
I
‘0
cn	 I--
I's:	 C3N
VO	 r•-•
1	 1
in	 It)
rn	 •-1	 cV	 00
C.' I	 q	 'T1:
CD	 Co	 0	 Ci
.	 (.1	 Ca)	 00
I	 I	 I	 I
CN1 	 "I	 0	 001-1	 v--1	 v-..1
NI-
r-
6
In
1
r...
(-I
r-
6
n•0
1
In
v-4nO
6
C--
1
It
k0
o
,:t
1
in
't	 0	 VD	 c I	 ON
csi	 0	 *I-	 c'l	 CT6 a 6 6 a
•-,	 Csi	 cn	 00	 r---
m . .(---(	 .--,
	 0	 CT	 r--I-1	 r-.1	 .--4
rl
'41-6
tn
.
C--
CTn0
6
V,
.
n0
ON
`1..
a
-d-
.
in
Vt 	 .--,	 00	 4ct	 cnC l	 CD	 4*.	CV	 'I:
6 6 o 6 o
(-.	 (.4	 cn	 00	 In
i	 I	 I	 I	 I
CN1 	 "-,	 0	 ON	 C4-
r•••1 	 .--4	 1--1
00CT
6
C--
I
r-
oon0
6
n0
I
n0
0in
6
d-1
tr)
'Cr	 •'-4	 00	 MI"	 C*4
0 0 COO
.	 (NI	 cn	 oo	 to
1	 1	 1	 1	 1
CNI	 .'-i	 0	 01	 r'''.
.-.1	 1-1	 v-1
00
6
VD
1
%.0
Cn
6
I--
1
V.D
1-n1
6
71-
1
tn
.1•	 CD	 r'''.	 en	 cn
cnI	 0	 41-	 r I	 -4:6 a 6 6 a
,--4	 CN1	 Cr)	 00	 tr)
1	 1	 1	 1	 1
•-1	 CD	 0	 CT	 r-
-1	 ,-4	 .-1
00n06
%.0
1
%.0
.-1n0
6
Tn
1
in
0
tr)6
,:r
1
In
"t	 •-4	 VD	 01	 cnICNI	 0	 'I'	 csi	 d:66660
.	 (-4	 Cfl	 00	 In
'-'	 CD	 0	 CA	 I--
,-4	 .-4	 .-n
ON
nC)
6
%0
I
V)
cri
nCD6
r--
1
In
0
tr)6
-1-
1
in
(-4	 cl	 cn	 4:1-	 In VD t-- co ON 0 -4	 " c4.) 'zi.
209
0 ON
000
vnI toZ.
00
.-4
0c,
C`I
Cl
6
.-4
0Cl
ON
CZ)ci
CV
Crl1-4
00
en6
C+1
Cl
v-4
.1-
1.-'•6
I
0
.-4
.-I
Cn6
I
00
ON
"ktdo
In
VD
00
C7N
n4;:)
k0
v4
--46
"4
ON
v-4
1*
06
el
en
v-4
In
cfl6
cc)
Csi
.-4
VD
ON6
00
Ch
0
I.--
6
I
Ch
ON
-1-6
I
kl;)
.06
1
nC)
Cl
v-46
"4
CA
-.
o
v46
Cl
CV
.
-3-
O.)6
Cn
CI
.4
C0\
Ir,
CC
Is
ON
ON
00,
ON
.-4
NO
I
r--
CC
ta")
'71*
1
r--
Cl
6
r-4
00
v-4
0
6
Cl
Cl
vv-4
Cl
6
Cn
."4
.-4
0
6
C--,
ON
ON
6
00
ON
.-4
.o6
NO
Is,
00
6
I
I's
Cl
1-16
•"4
007--1
0
v-I6
Cl
CA
r-4
Cl
lin6
Cfl
.'-'1
11
CTV:,6
I
ON
ON
ON6
I
ON
.—i
‘06
I
r--
r--
6
I
r--
Cl
"46
."4
N
,-i
In
ON6
Cl
Cl
.--4
0' —
C`416
Cn
.-4
..-4
l"---6
l'',
ON
m
ON6
00
00
CC
In
CC
in
I's.
VID
ko
r--
Cl
v---4
6
"4
00
,---I
CD
•-•1
6
Cl
Cl
..-A
.-4
Cr)
6
C41
"4
.-4
CDC-..6
C's
ON
ON
ON6
00
00
Cl
NO
CC
I
I's.
00
"kt
I
ts.
v-4 Cl (41 et lin no s 00 0' 	C ..--I CI VI Nt
210
.-1
O 11-)
••••••
r••• C7N
00
••••-•••
4-1 (••••
00
4-1
••••.„
O Cs1
44.-1
.-1 esi
eN,
6
—I
en
v")
6
en
en
et:zi
6
In
C4
.4-
6
NO
0
—
6
I----
0
ro
6
t^1
0
.4
6
00
0
4
cS
t
0
eNi
en6
.--I
c‘i
...-,
in
en6
en
c‘i
.-1
NrCA6
In
.-4
.-...
inCA6
%.0
CD
.-.
0tc)6
r---
ON
in
-1-6
.1-
C7N
--,
r--6
cv
ON
vD
-4-6
00
ON
(NI
en6
.--.
c•I
.-.
in
en6
en
CN1
.--.
.1.
rsi6.
In
"1
—1
xr)
(NI6
n0
CD
.-1
0
6
r---
ON
In
6
-4-
ON
--,
6
csi
ON
‘c)
6
oo
ON
(NI
en6
.--.1
c•1
.--4
in
en6
en
csi
,--4
-J-C,16
in
--(
.-4
inCl6
.0
0
,-4
0It)6
r--
cA
-1-
-i-6
-1-
ch
C:,I--6
cv
a\
in
•:1-6
oci)
ON
4-1 (.4 en -d- in .o 1--- 0C C' 0	 .--, Cq m ,:t
U
4e)
U
-c)
•
Of)
•
CI,
• •-•
Of)
• •-n
•n••4
14926-1
0
• ciC)
•
ed
1740
0
••Z
•
 -1
• 1-4
r./)	 0
ON. "	 •••-
▪
 n
0
.-1
r":
•••••1
..0
el 0
- 4.4
211
00
c-
c()
oo
•••4 Che--
T-4
CNI
0
(s, It)
CN1
r i
.-1
d
...4
I
0
"Tr
C7N
r--
czi
Cri
I
C:h
..-4
C. 1
rn
a
00
I
ON
.-I
n0
,o
d
CI
I
N.
.-I
00
oN
d
in
I
—4—
.-I
00
.tp
6
vt
I
v-4
00
ON
d
N.
i
.4
1.--1
v-...4
v.-4
c
.-4
I
CD
ed.
en
rn
o
00
I
CT
9-4
14
In
d
erl
I
00
14
000 0'.ON
en	 N	 t....
cood
C‘11	 1'	 In
I	 I	 I
'1'	 1-	 cfl1n1	 .-4	 .-4
Ch
tr)
ci
VD
I
0
.1
•-.4
c=5,
v-1
I
0
.1•
— 0 —
en
c;
00
I
C:h
r•-4
.--,In
d
Ce)
I
N.
1.n4
N.	 0	 ChCII	 N	 N
coo
CI	 ":1'	 VI
I	 I	 I
lc)	 cn	 fei
.-4	 v--I	 v.-4
ts-tr,
d
%.0
I
.4
.n.I
.--.4
d
.
I
0
--4.
—0—
Cn
d
oo
I
C:h
.-.4
.--4
In
di
cr)
I
t•—•
I-4
r"-	 ON	 0
Cn	 NO	 00
codc6
CI	 1'	 WI
I	 I	 I
It)
	
Crl	 cri
.-I	 .-4	 .--4
00
In
d
VD
I
0
...1
•-'-' (NI Cn ‘t In	 v:)	 t-- 00 0'. 04 ("1 rn "d"
0
C.)
C13
Co2
••••1
co3
a)
ci
c.9
-a
a.)
-5
or,
Tu.
r.)
120
• ••••
CL
C.)
C#)
•
••n_, <Li
"	 8
.0 •
N
cn E
o.
o
o44-n6 6-•
• cp
..o	 5
ca 0
E-1
212
MICE - default basis set MICE - fixed basis set
(70°)
MICE - fixed basis set
(100°)
structural information may be obtained by looking-back' at the earlier stages of the
phasing tree from which the optimum node was produced.
127° 1 ZrO*LiLi**OLiO*0** ZrOOLi0**Li*Li0*** ZrOOLiLiO0Li******
2 ZrLi*O********** ZrOOLiLi*****Li0** ZrLiO*000****Li**
120° 1 ZrOOLi0LiLi*O***** ZrOOLi0**Li*Li0*** ZrOOLiLiO0Li****** -
2 ZrOO*0**LiLi*O*** ZrOOLiLi*****OLi** ZrLiO*000***Li***
110° 1 ZrOLiOOLiLi*O***** ZrOOLi0***LiLi0*** ZrOOLiLiO0Li******
2 ZrLiLi***0**Li0*** ZrOO*Li*Li***Li*O* ZrLiO*000****Li**
100° 1 ZrOOLiLi0Li0****** ZrOOLi0Li*Li***0** ZrOOLiLi0Li0******
2 ZrOLi0***00**Li 4", ZrOOLiLi****Li**0* ZrOLi0***oo**Li**
9(r I ZrOLi000**Li*Li*** ZrOOLiLiO*Li**0***
2 Zr*Li0** *0**Li Li 0* ZrOO*Li Li *"***Li0
80° 1 Zr**OLiO*0****** ZrOOLi*O**LiLi0***
2 Zr*OLi***Li*O**** ZrOOLi**Li****0*Li
70° 1 ZrOO*OLi*LiLi*O*** ZrOOLi****00LiLi**
2 Zr00**Li*Li*OLi*** ZrOO*Li*Li***OLi**
Table 7.21: The number and type of atoms obtained from each solution (1=first phasing
level, 2=second phasing level). The spurious peaks are represented by *.
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The results obtained from the recycling procedure in the maximum entropy and
likelihood method are given in Tables 7.22-7.24 and summarized in Table 7.25 and
Figure 7.4. It is clear from the solutions generated using the unrefined zirconium atom
position as a recycling fragment (obtained directly from the previous structure solution
process in MICE), that if the initial position is not close enough to the final refined
coordinates, the recycling procedure proves unsuccessful. Although additional atoms are
located further down the peak list in these cases, the second peak attempts to identify the
refined zirconium position more accurately. However, when the initial fragment enables
the recycling to proceed satisfactorily, the resulting structure solution generates a top
peak closer to the final atomic position than the original model.
As in the standard structure solution process described above, the choice of basis
set clearly has an effect on the quality of solution, and in general, the results obtained
125-	 x•
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Figure 7.4: The number of consecutive peaks in the peak list corresponding to atomic
positions obtained from recycling the refined zirconium atomic coordinates in MICE,
using the default (x) and fixed (0) basis sets against data range.
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using the manually selected basis set reflections are slightly better than those from the
default basis set. There is apparently no correlation between the standard of solution and
the data range used.
MICE - recycling refined Zr
coordinates
127° default
fixed (70°)
Zr 0 0 Li 0 * Li * 0 * * * * *
Zr 0 0 Li 0 * * Li * 0 * * * *
120° default
fixed (70°)
Zr 0 0 Li 0 Li 0 * * * * * * *
Zr 0 0 0 Li 0 * * Li * * * * *
110° default
fixed (RP)
Zr 0 Li 0 0 * Li 0 * * * * * *
Zr 0 0 Li 0 * * * * * * * 0 Li
100° default
fixed (70°)
Zr 0 0 * Li Li * * Li * * * 0 0
Zr 0 0 0 Li Li Li *
90° default
fixed (70°)
Zr 0 0 Li * * 0 0 * * Li * * *
Zr 0 0 0 Li Li Li * * * * * * *
80° default
fixed (70°)
Zr Li 0 0 Li 0 * * 0 Li * * * *
Zr Li 0 0 Li * Li * * 0 0 * * *
70° default
fixed (70°)
Zr 0 0 0 Li * 0 Li * * * * * *
Zr 0 0 0 Li * 0 Li * * * * * *
Table 7.25: The number and type of atoms obtained from recycling the relined
zirconium atomic coordinates using the default and fixed basis sets. The spurious peaks
are represented by *.
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7.4 CONCLUDING REMARKS
The work presented here describes the different structural solutions obtained
using three of the currently available direct methods packages, and the maximum
entropy and likelihood method. As expected, the results illustrate that use of too little
data, or poor quality data at high 20 values often generates incorrect solutions.
However, there is no other obvious correlation between data range and the standard of
structural solution.
Although the structure determination of lithium zirconate is a relatively simple
problem, in a small number of cases, the single-crystal direct methods programs (SIR,
SHELXS) proved unreliable even when the observed data sets were used. In contrast,
the majority of the final structural model was located in every solution obtained from the
direct methods program (SIRPOW) optimized for use with powder data. When applied
to the more challenging problem of p-methoxybenzoic acid, all the direct methods
programs generated very poor results. In most cases, the solutions provided an
insufficient structural model for successful Rietveld refinement. There was, however,
one SIRPOW solution in which a complete model was obtained close to the final refined
structure, implying that use of the appropriate data set and calculation of a reliable figure
of merit can result in the straightforward structure determination of such systems.
The standard of structure solution by the maximum entropy and likelihood
approach clearly depends on the choice of basis set reflections, and in this study, the
automatic procedure used for this selection produced basis sets that proved to be less
effective than those comprising reflections chosen manually. Although the structure
solution of lithium zirconate was successful in every case, a true systematic study using
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this method cannot be carried out until a procedure has been established for the
consistent determination of the best basis set for each data range. Future studies would
include the structure solution of p-methoxybenzoic acid, and use of the corresponding
observed data set in the structure solution of lithium zirconate.
Attempts were also made to investigate how much effect extremely badly fitting
reflections (obtained from the LeB all profile fitting procedure) have on the standard of
structure solution. However, in order to establish which reflections represent the most
significant discrepancies between the observed and LeBail intensities, neither the
percentage nor absolute differences can be considered, as these weight the difference in
intensity of weak reflections either too much or too little respectively. A reliable
indication may be possible by considering the estimated standard deviation for each
intensity value.
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CHAPTER 8: CONCLUDING REMARKS
The structure determinations reported here illustrate the feasibility of using X-ray
powder diffraction data, collected on a modern high-resolution laboratory-based
diffractometer, for the ab initio determination of previously unknown crystal structures.
When single crystals are readily available, and in particular when the most accurate bond
lengths and angles are required, then single crystal diffraction methods are clearly
preferred. However, many materials with important physical properties cannot be
obtained as good quality single crystals and a knowledge of the molecular geometry and
packing arrangement are sufficient for most practical purposes. In these cases, structure
determination from powder diffraction data is equally appropriate.
In these studies, a number of molecular structures have been determined directly
from X-ray powder diffraction data using both conventional direct methods and new
more sophisticated approaches to structure solution: the combined maximum entropy and
likelihood method and a Monte Carlo approach. Although direct methods have proved
successful in obtaining structural information on simple organic molecular crystals,
conventional direct methods procedures are likely to remain restricted to molecular
systems of modest size until more powerful pattern deconvolution methods become
available for the extraction of intensities from the profile, or the structure solution
process uses a more sophisticated methodology than that underlying the conventional
direct methods approach. These limitations are more severe in the case of "equal-atom"
structures, in which at least half the structure must be determined prior to Rietveld
refinement. The maximum entropy and likelihood method treats the overlapping
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reflections in a more rational manner than conventional methods, enabling the productive
use of these intensities in the structure solution process and suggesting that the
determination of more difficult structural problems (i.e: larger molecules or those with a
high degree of overlap) may be possible using this technique. The use of a structural
model in the Monte Carlo approach means that the optimum solution must be chemically
plausible, and in view of the successful application and development of the methodology
reported here, we predict that this technique will have an important future role in ab
initio crystal structure determination from powder diffraction data, particularly when
applied to "equal-atom" systems.
These results suggest that powder diffraction has much to offer in the structure
determination of both inorganic and molecular crystals, and that further development of
these new approaches to structure solution will enable the powder method to become
more widely and routinely used, and hence open up the field to a much wider community
of users. In cases where a heavy atom or a fragment of known molecular geometry is
present to aid structure solution, and chemical constraints can be intelligently employed
to stabilize the molecular geometry, considerably more complex problems than those
presented here may be amenable to study by powder methods.
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APPENDIX A
Experimental Details
For each of the materials considered here, the powder diffraction data were
collected in transmission mode on a Stoe STADI/P high-resolution powder X-ray
diffractometer. using Ge-monochromatized CuIC., radiation (?=l .54056A) and a linear
position-sensitive detector covering 6° in 20. The samples were ground and either
placed in a disc between transparent tape, or mounted in a 0.5mm diameter capillary. In
all cases, the data were measured in steps of 0.02° in 20, and collected over
approximately 15 hours.
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APPENDIX B
Scientific Publications
As a result of the research described in the preceding chapters, the following
papers have been published:
1) P. Lightfoot, M.Tremayne, K.D.M.Harris and P.G.Bnice, J.Chenz.Soc.Chem.
Comm., 1992, 1012. "Determination of a Molecular Crystal Structure by X-ray
Powder Diffraction on a Conventional Laboratory Instrument".
2) M.Tremayne, P.Lightfoot, M.A.Mehta, P.G.Bruce, K.D.M.Harris, K.Shankland,
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