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The matrix K= («Q/.Wo is the even order Schur matrix. Schur's matrix of order n is the Vandermonde Vn = (e2nijkln)^kl0. It bears his name in honor of I. Schur's work in the theory of group representations and in number theory. Vandermondes like Vn occur in the computation of the characters of the irreducible integral representations of the full linear group [3, p. 185 ]. Schur's derivation of the formula for the Gauss sum 2"=o e2*02"1 exploits the fact that the sum is the trace of Vn [8] .
The nonvanishing of D is of importance in boundary value problems arising in the Birkhoff theory of nonselfadjoint nth order linear ordinary differential operators. Regular boundary conditions for such operators are defined by the nonvanishing of two determinants of order n, which involve the leading coefficients in the boundary forms, and the tk. Birkhoff [2] obtained asymptotic estimates for the eigenvalues and eigenfunctions of differential operators determined by regular boundary conditions, and proved an expansion theorem analogous to the Fourier expansion. The question of whether selfadjoint boundary conditions are regular appears open. In a forthcoming paper [7] we make use of an extension of the present theorem, stated in §11.2, to answer this question in the affirmative when n=2q. [May In the preliminary section I we first review positive definiteness for matrices. We then give a lemma which states that each minor of a unitary matrix is proportional to the complex conjugate of its cofactor. There follows the construction of a class of positive definite matrices, involving a proof that the matrix (cosec7T(j+k+l)l2q)ï:kl0 is totally definite. Facts about the Schur matrix are then summarized. The actual proof of the theorem is in §11.
In this paper Ck(A) will denote the kth compound of the matrix A. For its definition and a number of consequences we refer to [1, p. 90 This is a well-known result. It was proved by Muir [5] .
Corollary. If A A* = X2In, X real, and mis anrxr minor of A with cofactor M, then M=mX'2r det A.
Just replace A by A ~ XA in the lemma.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 3. A class of positive definite matrices. We require a notation for matrices indexed by sets somewhat more general than the natural numbers. Let Q be the ordered set {0, 1,..., q-1}. For r = 1,..., q, Qr is the set of all strictly increasing sequences in Q of length r; p and a will always be elements of Qr. Order Qr by setting p>a if the first integer in p which differs from the corresponding integer in a is greater than that integer. Let (apa)p¡aeQr be the (?) x (?) matrix whose elements apa are indexed by Qr with the given ordering. Thus (ayk)fol0» indexed by Qx, is the usual notation for a qxq matrix. Its r x r submatrix with row and column indices in p and ct respectively, is written (aik)jePi kea.
Lemma. The matrices P, are positive definite for r=\,2,...,q, where
Proof. First observe that each Fr is a symmetric matrix with positive elements. Now fix r, 2^r^q. We define the positive quantities tj = tan Xj, jeQ, T" -n (tj.-tj), Here DT is a diagonal matrix with positive diagonal elements C¿~Tfl-1, /j e grin conclusion, Fi is p.d. (it is even totally definite). Thus Cr(Fi) is p.d., and from (2), Fr is p.d., r = 2,...,q.
We remark that this proof generalizes easily to show that if From the Vandermonde form for mûa,
Empty products, which arise if r=l or q-\ will be interpreted as equal to one. 
