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Abstract
For the ordinary differential equation (ODE in short){
ξ′ (t) = b (ξ (t)) , t ≥ 0,
ξ (0) = x ∈ Rd,
where b : Rd → Rd, there is a general local existence theory if b is only supposed to be continuous
(Peano’s Theorem), even though uniqueness may lost in this case. However, the perturbed stochastic
differential equation (SDE in short){
dXx,ε (t) = b (Xx,ε (t))dt+ εdW (t) , t ≥ 0,
Xx,ε (0) = x ∈ Rd,
whereW is a d-dimensional standard Brownian motion, has a unique strong solution when b is assumed
to be continuous and bounded. Moreover, when ε→ 0+, the solutions to the perturbed SDEs converge,
in a suitable sense, to the solutions of the ODE. This phenomenon has been extensively studied for
one-dimensional case in literature. The goal of present paper is to analyze some multi-dimensional
cases (which need slightly different techniques that in dimension one). When b has an isolated zero
and is non Lipschitz continuous at zero, the ODE may have infinitely many solutions. Our main result
shows which solutions of the ODE can be the limits of the solutions of the SDEs (as ε → 0+). The
main novelty consists in the treatment of multi-dimensional case.
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1
1 Introduction
The following ordinary differential equation{
dξx(t) = b (ξx (t)) dt, t ≥ 0,
ξx (0) = x ∈ Rd, (1.1)
may have many solutions or have no solution at all if b : Rd → Rd is not Lipschitz continuous. This
equation can be regularized by adding the white noise εdWt to its right-hand side with any positive small
intensity ε > 0 and d-dimensional Brownian motion W which is the d-dimensional coordinate process
on the classical Wiener space (Ω,F , P ), i.e., Ω is the set of continuous functions from [0,+∞) to Rd
starting from 0 (Ω = C
(
[0,+∞) ;Rd) with the metric of the uniform convergence), F the completed
Borel σ-algebra over Ω, P the Wiener measure and W the canonical process: Ws (ω) = ωs, s ∈ [0,+∞) ,
ω ∈ Ω. By {Fs, 0 ≤ s < +∞} we denote the natural filtration generated by {Ws}0≤s<+∞ and augmented
by all P -null sets.
More precisely, for any bounded Borel function b : Rd → Rd, x ∈ Rd and d-dimensional Brownian
motion W , there exists a unique strong solution to the following stochastic differential equation (SDE in
short) {
dXx,ε(t) = b (Xx,ε (t))dt+ εdW (t) , t ≥ 0,
Xx,ε (0) = x ∈ Rd, (1.2)
for any fixed ε > 0. This result can be seen in [5, 18, 24].
A natural question concerns the behavior of the limit of perturbed SDEs ( 1.2) with respect to the
ODE ( 1.1), as ε → 0+. In the classical Lipschitz case we refer to Friedlin and Wentzell [12] references
therein. In the case of where b is only continuous, more complex situations may occur. To underline this
phenomenon, we will explain precisely a basic one-dimensional example (taken from [3]) as follows:
Example 1.1. Put b (x) = 2sign(x)
√|x|. The ODE{
ξ′ (t) = 2sign(ξ (t))
√|ξ (t)|, t ≥ 0,
ξ (0) = 0,
(1.3)
has infinitely many solutions. But among of them only both "extremal" solutions t → t2 and t → −t2
are limits of the corresponding SDEs. In fact, the limit of Xx,ε (t) (solution of ( 1.2)) is a continuous
stochastic process X (·) as ε→ 0+ defined by{
P
(
X (t) = t2
)
= 12 ,
P
(
X (t) = −t2) = 12 .
In the literature, more one-dimensional cases were considered for instance by [3, 4]. They showed
that the limits of the solutions of the perturbed SDEs ( 1.2) are processes which are supported by the
solutions of ODE ( 1.1). In [16, 22], the authors used the large deviation technique to give a more precise
description of the limit in the case
ξ′ (t) = 2sign (ξ (t)) |ξ (t)|γ , γ ∈ (0, 1) . (1.4)
Besides, we mention that the work [2] studies a zero noise limit for some linear PDEs of transport type
related to the family of ODEs ( 1.4).
For the multi-dimensional case, the article of [8] shows that the limit has its support in the set of solutions
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to ODE ( 1.1) when b is only measurable. In [11], the authors solve a two-dimensional zero noise problem
with discontinuous drift. For other discussions, see [14, 21, 6] references therein.
Let us recall the following result.
Proposition 1.1 (Theorem 4 in [8]). Let Xx,ε (·) be a strong solution to the SDE ( 1.2). Then, as ε→ 0+,
there exists a subsequence {εn}n≥1 such that Xx,εn (·) converges in law, as εn → 0+, to some Xx (·) which
belongs almost surely to the set of solution to ( 1.1).
We will be interested in knowing which solutions of ( 1.1) are the limit solutions of ( 1.2). Our main
aim is to provide a more precise description to the limit (for instance in Example 1.1, the constant solution
ξ (t) ≡ 0 is a solution to ODE ( 1.3) but it is not in the support of the limit process).
To our best knowledge, the existing techniques of one-dimensional case are based on the explicit
computation of the laws of Xε (·). Indeed, in [3, 4], the laws are computed by studying the Boundary
Value Problems. In [16, 22], laws are explicitly derived from the large deviation theory. However, in our
multi-dimensional case, explicit computations of laws are hardly possible.
Our main result shows that the limit solutions of ( 1.2) are processes whose support is in the "leaving
solution set" defined as the set of solutions to ( 1.1) which start from zero and leave the origin as fast
as possible. Actually, they may form a curved surface with zero initial point (see Example 6.3 for more
details). Our result partially extends Theorem 4.1 in [3] for one-dimensional case to multi-dimensional
case.
Our approach to the problem ( 1.1), ( 1.2) is slightly different from the approach of [3, 4, 16, 22]. In
order to attain the above result we introduce a smooth set K (containing zero) and we study the minimum
exit time from K taken over solutions of ( 1.1) starting from x in K (we call "exit time function" the
function which associates to x the above minimum time). Then, we introduce another notion "optimal
solution set" which is the set of all solutions starting from the origin and reaching the boundary as fast
as possible.
On the one hand, we will prove that, for a suitable choice of a setK, the "optimal solution set" coincides
exactly with the "leaving solution set". Moreover, the exit time function is a continuous viscosity solution
to the Hamilton-Jacobi-Bellman (H-J-B in short) equation of first order.
On the other hand, the convergence in law in Proposition 1.1 is due to Prokhorov’s theorem. Therefore,
we consider the SDE ( 1.2) stated on a new probability space so we have a unique strong solution. This
new SDE has the same law with the original one and it converges to ODE ( 1.1) in the topology of the
uniform convergence on compact almost surely. Similarly, we define the exit time from K of the solution
to the new SDE. The expectation of the exit time of the SDE is the unique continuous viscosity solution of
the associated second order H-J-B equation. By verification approach and stability property of viscosity
solution, the limit of the expectation of the exit time for the new SDE is also a continuous viscosity
solution to the first order H-J-B equation. Then, by virtue of Skorohod’s theorem and assumptions on
b, we are able to show that the leaving solutions of ODE ( 1.1) are actually cluster points of limit of the
SDEs ( 1.2). So we have proved our characterization result.
This paper is organized as follows: in Section 2 we present some preliminaries. Section 3 concerns the
properties of exit time for deterministic systems. Section 4 is devoted to studying the first and second
order H-J-B equations arising in the exit time problems. Then, we state and prove the main result in
Section 5. Finally, some examples are discussed in Section 6.
3
2 Preliminaries
Next we define the exit time of a continuous function x (·) ∈ C ([0, T ] ;Rd) . Some notations will be given
later on when it will be necessary.
Definition 2.1. Let K ⊂ Rd be a closed subset and x (·) ∈ C ([0,+∞) ;Rd) be a continuous function. We
denote by
τK : C
(
[0,+∞) ;Rd
)
→ R+ ∪ {+∞} ,
where R+ := {x ∈ R |0 ≤ x < +∞} , the exit functional associating with x (·) its exit time τK (x (·)) defined
by
τK (x (·)) := inf {t ∈ [0,+∞)| x (t) /∈ K} .
We observe that
∀t ∈ [0, τK (x (·))) , x (t) ∈ K,
and that, when τK (x (·)) is finite,
x (τK (x (·))) ∈ ∂K.
We use the convention inf {∅} = +∞, so that x (τK (x (·))) is infinite means that x (t) ∈ K for all t ≥ 0.
We will need the following:
Lemma 2.1 (Lemma 4.2.2. in [1] page 134). Let K ⊂ Rd be a closed subset. The functional τK is an
upper semicontinuous when C
(
[0,+∞) ;Rd) is supplied with the pointwise convergence topology.
Consider the following assumption:
(H1) Assume that b : Rd → Rd, is continuous and bounded, i.e., Mb := sup
x∈Rd
|b (x)| < +∞, moreover, it is
locally Lipschitz on every point of Rd/ {0}.
Remark 2.1. Here we impose that b is uniform bounded for sake of simplicity. It may relax on local
domain. Obviously, b (x) =
√
x in Example 1.1 satisfies (H1) locally.
Recall that, under the assumption (H1), SDE ( 1.2) admits a unique strong solution (see [5, 18, 24]).
In this paper, we also use the following notations. Let S ⊂ Rd be a nonempty set. We denote by dS
the Euclidean distance function from S, i.e.,
dS (x) = inf
y∈S
|x− y| , ∀x ∈ Rd.
Let K be a closed subset of Rd with nonempty interior
◦
K and boundary ∂K. We now define the so-called
oriented distance from ∂K, i.e., the function
bK (x) =

−d∂K (x) , if x ∈
◦
K,
0, if x ∈ ∂K,
d∂K (x) , if x ∈ Kc,
where Kc is the complimentary of K. In what follows, we will use the following sets, defined for any ε > 0 :
Nε =
{
x ∈ Rd : |bK (x)| ≤ ε
}
.
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Suppose that K is a compact domain of class C2. Then we have
K compact domain of class C2 ⇔ ∃ε0 > 0 such that bK ∈ C2 (Nε0) . (2.1)
For more information see Theorem 5.6 in [10].
3 Ordinary Differential Equation
In general, under the assumption (H1), the uniqueness of solution for the ODE ( 1.1) may fail. Hence,
we denote Sx (b) the trajectories of solutions to ODE ( 1.1) starting from x. Keep in mind, K denotes a
compact domain in Rd such that 0 ∈
◦
K.
Set x = 0 and note that if b (0) 6= 0, the trajectories of solutions will leave the original point, but if
b (0) = 0, the ODE ( 1.1) may have zero solution which means that the trajectory will never touch the
boundary of K. Replacing b by b (x) − b (0) if necessary, we then attain a new ODE with ξx (t) ≡ 0 is a
solution. From now on, we assume the following assumption.
(H2) Assume that
b (0) = 0 and 0 /∈ Int
{
x ∈ Rd
∣∣∣ b (x) = 0} . (3.1)
Indeed, if 0 ∈Int{x| b (x) = 0} the constant solution is the only solution to ( 1.1) with ξ (t) = 0, t ≥ 0.
Actually, (H2) means that not only the zero is one of the solutions of the ODE ( 1.1), by Peano’s existence
theorem, but also there exist many other non-zero solutions.
Let us define the "leaving solution set" as follows:
LS (0) :=
{
ξ0 (·) ∈ S0 (b)
∣∣ for some τ > 0 small enough, ξ0 ((0, τ )) ∈ Rd/ {0}} .
Recall some results from Proposition 2.1 of [3] for one-dimensional case.
Proposition 3.1. Consider the problem{
x′ (t) = b (x (t)) ,
x (0) = x0,
(3.2)
where x0 ∈ R and b is a continuous function defined in a neighborhood of x0. Then if b (x0) 6= 0 there is
locally only one solution of ( 3.2). If b (x0) = 0 and x0 is an isolated zero of b, then there are solutions
from the constant one if and only if, for some r > 0, either
b (x) > 0 for x > x0, and
∫ x0+r
x0
1
b (y)
dy < +∞
or
b (x) < 0 for x < x0, and
∫ x0−r
x0
1
b (y)
dy < +∞.
However, as for d-dimensional case, d ≥ 2, b (x0) 6= 0, in general, can not imply that there is only one
local solution (see Proposition 3.1).
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We will consider such solutions of the ODE ( 1.1) which reach the boundary of K as fast as possible.
For that let us denote the exit time function as follows:
VK (x) := inf
ξx(·)∈Sx(b)
[τK (ξx (·))] , x ∈ K. (3.3)
Lemma 3.1. Assume (H1) and (H2) hold. Let K be a compact domain in Rd. If sup
y∈K
VK (y) < +∞ holds,
then for any x ∈ K, there exist optimal solutions ξ¯x (·) ∈ Sx (b) of the ODE ( 1.1), such that
ξ¯
x
(VK (x)) ∈ ∂K and ξ¯x ((0,VK (x))) ∈
◦
K.
The proof is straightforward and deduced from the fact that τK (·) is upper semicontinuous. In fact, by
assumption (H1), for any x ∈ K/ {0} , there exists only one local solution ξ¯x (·) ∈ Sx (b) .
We now introduce the "optimal solution set" (depending on K) with the solutions of the ODE ( 1.1)
starting from 0:
OSK (0) :=
{
ξ0 (·) ∈ S0 (b)
∣∣ ξ0 (VK (0)) ∈ ∂K and ξ0 ((0,VK (0))) ∈ ◦K} ,
In general,
OSK (0) ⊆ LS (0) , (3.4)
since LS (0) can be defined as
LS (0) :=
{
ξ0 (·) ∈ S0 (b)
∣∣ ξ0 (VK (0)) ∈ ∂K or ξ0 ((0,VK (0))) ∈ ◦K/ {0}} .
(3.4) means that for such K, OSK (0) contains partial information about the leaving solutions. To study
the continuity of VK (·) , let us first recall the following example taken from [3].
Example 3.1. Now consider a "non-symmetric" system, if K := [−r, r] , r > 0 small enough, OSK (0)
might contain the partial optimal solutions. For example, set K := [−14 , 14] and
b (x) =
{
x
1
2 , x ≥ 0,
−3 |x| 12 , x < 0. (3.5)
Obviously, OSK (0) =
{
−9t24
}
, however, LS (0) =
{
−9t24 , t
2
4
}
contains all the leaving solutions, for
VK (0) = 13 . This inspires us to define K such that OSK (0) = LSK (0) in the sense: ∀ξ0 (·) ∈ OSK (0) ,
it holds that ξ0 (·) ∈ LS (0) , vice-versa. If we take K := [−94 , 14] , one can easily show that VK (·) is
continuous on K.
We assume
(H3) Let K be a compact domain in Rd such that for any x ∈ K/ {0} , there exist a solution ξ0 (·) ∈ LS (0)
and some t > 0, such that ξ0 (t) = x. Moreover, there exists 0 < τ < +∞, for any ξ0 (·) ∈ LS (0),
we have ξ0 (τ) ∈ ∂K.
In order to prove that VK is a lower semicontinuous function, we give the following assumption for
sake of simplicity. The idea is borrowed from [17].
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(H4) Assume that,
〈b (x) , ~n (x)〉 > 0, ∀x ∈ ∂K,
where ~n (x) denotes the unit outward normal. Furthermore, we assume ∂K is C1, so that ~n (x) is
continuous and well-defined.
(H4) means that as soon as a trajectory of ( 1.1) reaches the boundary of K, then it leaves K immediately.
The examples fulfilling (H1)-(H4) we have in mind are:
for d = 1, b (x) =
{
x
1
2 , x ≥ 0,
−3 |x| 12 , x < 0, K :=
[
−9
4
,
1
4
]
;
for d = 2, b
((
x1
x2
))
=

2x1
[(x1)2+(x2)2]
1
4
2x2
[(x1)2+(x2)2]
1
4
 , K := {(x, y) ∈ R2 ∣∣x2 + y2 ≤ 1} .
We have the following:
Lemma 3.2. Assume (H1)-(H2) hold. Let K be a compact domain in Rd satisfying (H3)-(H4). Then the
function VK : K → R+ is a continuous function.
Proof. We first claim that OSK (0) = LS (0). Indeed, for any ξ0 (·) ∈ LS (0) , we must have ξ0 (·) ∈
OSK (0) by (H3). So OSK (0) ⊇ LS (0) . By ( 3.4), we get the desired result.
On the other hand, note that ( 1.1) is an autonomous system. Hence, by (H3) we have ξxn (t) =
ξ0 (t+ tn) for some tn > 0. Clearly, if xn → 0, as n → +∞, then tn → 0. Furthermore, by virtue of
Arzela-Ascoli Theorem, up to a subsequence ξxn (·) → ξ0 (·) ∈ LS (0) (ξ0 (·) may not be unique!) as
n→ +∞.
Next we prove the continuity of VK (·). The function VK (·) being on infimum of a family of upper
semicontinuous function (in view of formula ( 3.3), Lemma 2.1 and (H3)), consequently, it is upper
semicontinuous. It remains to show that VK (·) is a lower semicontinuous function.
Fixing x ∈ K, we wish to prove that VK (·) is lower semicontinuous, namely,
lim inf
y→x VK (y) ≥ VK (x) . (3.6)
This is clearly valid if VK (x) = 0 on lim infy→x VK (y) < +∞. Assume that
VK (x) > 0 and lim inf
y→x VK (y) < +∞.
We first deal with x ∈ K/ {0} . Suppose, on the contrary, that ( 3.6) does not hold true. Hence there
exists ε > 0, and xn ∈ K with |xn − x| < 1n and t¯ := limn→∞VK (xn) ≤ VK (x) − ε. By Lemma 3.1, there
exists a locally unique ξ¯xnn (t) ∈ Sxn (b) such that
VK (xn) = τK
(
ξ¯
xn
n (·)
)
and ξ¯xnn ([0,VK (xn)]) ⊂ K. (3.7)
Because b is bounded, then it is easy to check that
(
ξ¯
xn
n (·)
)
n≥1 are equicontinuous. Hence, by virtue of
Arzela-Ascoli Theorem, we derive that there exist ξ¯xnn (·) → ξ¯x (·) uniformly on the [0, T ], where T > 0
large enough (up to a subsequence). But (H4) implies that ξ¯x (·) leaves K instantly after t¯. From ( 3.7) we
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have ξ¯x ([0, t¯]) ⊂ K. On the other hand, for locally unique ξ¯x (·) ∈ OSK (x), we have τK
(
ξ¯
x
(·)) = VK (x) .
Thus we obtain τK
(
ξ¯
x
(·)) = t¯, which is contradiction to t¯ ≤ VK (x) − ε. If x = 0, by Arzela-Ascoli
Theorem and OSK (0) = LS (0) , repeating the approach above, we get the desired result. The proof is
complete.
Remark 3.1. In one dimensional case, the authors in [3] considered the case b2, i.e., for some r > 0,∫ r
0
1
b(y)dy < +∞ and
∫ −r
0
1
b(y)dy < +∞ if one sets x0 = 0. As a matter of fact, the results obtained in [3]
mainly rely on explicit estimates for exit times from [−r, r], by solving related H-J-B equation. But for
the general case, it is really hard for someone to give the explicit ones.
4 First and second order equations
In this section, we investigate the first and second order H-J-B equations respectively arising from the
exit problem.
4.1 First order H-J-B equation
Consider the following first order H-J-B equation{ −〈b (x) ,Du (x)〉 − 1 = 0, x ∈ K,
u (x) = 0, x ∈ ∂K, (4.1)
where b satisfies (H1), (H2) and K is defined in Lemma 3.2.
We recall that if the exit time VK is continuous then it is a viscosity solution to H-J-B equation ( 4.1).
Proposition 4.1. Under the assumptions in Lemma 3.2, VK is a continuous viscosity solution of H-J-B
equation ( 4.1).
The proof is standard we omit it.
4.2 Convergence of the exit time from K of a new SDE
In order to set up the relationship between the first and second order H-J-B equation, it is necessary to
study the convergence of the exit times defined in ( 4.3) below from some smooth set K of SDE ( 1.2).
Lemma 4.1. Assume (H1)-(H2) hold. Let K be a compact domain of class C2 in Rd satisfying (H4) such
that ∀x ∈ K, we have lim sup
K∋y→x
VK (y) < +∞. Then, for any x ∈ K but fixed, there exists a subsequence
{εn}n≥1 obtained in Proposition 1.1, a new probability space
(
Ω˜x, F˜x, P˜ x
)
, a new standard d-dimensional
Brownian motion W˜ x,εn and stochastic processes X˜x,εn(·), X˜x (·) , W˜ x (·) defined on
(
Ω˜x, F˜x, P˜ x
)
such
that, if θ˜ (x) < +∞, P˜ x-a.s., for almost everywhere lim
n→+∞ θ˜
εn
(x) exists. Furthermore we have,
lim
n→+∞ θ˜
εn
(x) = θ˜ (x) , P˜ x-a.s., x ∈ K, (4.2)
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where the exit time θ˜
εn
and θ˜ are defined as follows:
θ˜
εn
(x) := inf
{
t ≥ 0 : X˜x,εn (t) /∈ K
}
, (4.3)
θ˜ (x) := inf
{
t ≥ 0 : X˜x (t) /∈ K
}
, (4.4)
where X˜x,εn (·) and X˜x (·) are solutions to the following SDE{
dX˜x,εn(t) = b
(
X˜x,εn (t)
)
dt+ εndW˜ x,εn (t) , t ∈ R+, P˜ x-a.s.,
X˜x,εn (0) = x ∈ K,
(4.5)
and the limiting solution to SDE ( 4.5) as εn → 0,{
dX˜x(t) = b
(
X˜x (t)
)
dt, t ∈ R+, P˜ x-a.s.,
X˜x (0) = x,
(4.6)
respectively, satisfying
(1)
 P˜
x ◦
(
X˜x,εn (·) , W˜ x,εn (·)
)−1
= P ◦ (Xx,εn (·) ,W (·))−1 ,
P˜ x ◦
(
X˜x (·) , W˜ x (·)
)−1
= P ◦ (Xx (·) ,W (·))−1 ,
(2) in the topology of the uniform convergence on compact,
X˜x,εn (·)→ X˜x (·) , W˜ x,εn (·)→ W˜ x (·) , as n→ +∞, P˜ x-a.s..
(4.7)
Remark 4.1. Because the diffusion term is not degenerated, the θ˜
εn
(x) is P˜ x almost surely finite.
Proof. The proof will be accomplished step by step.
Step 1 (Construction of new probability space).
We first show that the family of laws
{
P ◦ (Xx,ε (·) ,W (·))−1 , ε > 0
}
is tight. Using the usual inequality,
stochastic integral theorem, we have
E
[
|Xx,ε (t1)−Xx,ε (t2)|4
]
≤ 8
{
E
[∣∣∣∣∫ t2
t1
b (Xx,ε (s)) ds
∣∣∣∣4
]
+ ε4E
[∣∣∣∣∫ t2
t1
dW (s)
∣∣∣∣4
]}
≤ 8
{
M4b |t2 − t1|4 +M2ε4 |t2 − t1|2
}
,
where M2 dependents on d. Hence, by virtue of Prokhorov’s theorem (Theorem 4.7, Page 62 in [20]), there
exists a sequence εn → 0+ with{
P ◦ (Xx,εn (·) ,W (·))−1
}
→
{
P ◦ (Xx (·) ,W (·))−1
}
, as n→ +∞.
Then Skorohod’s theorem (see Theorem 2.7 in [19]) applies that one can find a new probability space(
Ω˜x, F˜x, P˜ x
)
and stochastic processes X˜x,εn (·) , W˜ x,εn (·) , X˜x (·) W˜ x (·) defined on
(
Ω˜x, F˜x, P˜ x
)
, such
that ( 4.7) holds. Indeed, we consider the random variables (C
(
[0, T ] ;Rd
)
valued) for arbitrarily given
T > 0) defined by:
Axεn (·) :=
∫ ·
0
b (Xx,εn (s))ds, (4.8)
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B (·) :=
∫ ·
0
dW (s) , (4.9)
By approach used above to prove that
{
P ◦ (Xx,εn (·) ,W (·))−1
}
n=1,2,···
is relative compact we conclude
that also the sets {
P ◦ (Axεn (·))−1}
n=1,2,···
and
{
P ◦ (B (·))−1
}
n=1,2,···
are relative compact.
Now set
φxεn (·) :=
(
Xx,εn (·) , Axεn (·) , B (·)
)
, n = 1, 2, · · · . (4.10)
By Tychonoff’s theorem
{
P ◦ (φxεn (·))−1}
n=1,2,···
is also relative compact.
By Skorohod’s theorem if{
P ◦ (φxεn (·))−1} w→ {P ◦ (φx (·))−1} , as n→ +∞,
where 
φx (·) := (Xx (·) , Ax (·) , B (·)) ,
Ax (·) := ∫ ·0 b (Xx (s)) ds,
B (·) := ∫ ·0 dW (s) , (4.11)
φxεn (·) and φx (·) are valued in Polish space it is possible to construct a new sequence
{
φ˜
x
εn
}
n=1,2,···
and{
φ˜
x
}
on a new probability space
(
Ω˜x, F˜x, P˜ x
)
such that:
i) P ◦ (φxεn (·))−1 = P˜ x ◦ (φ˜xεn (·))−1 , (4.12)
ii) φ˜
x
εn (·) converges to φ˜
x
(·) , P˜ x-almost surely. (4.13)
As Xx,εn (·) is a solution of ( 1.2) we have for every t ∈ R+
Xx,εn (t) = x+Axεn (t) + εnB (t) , P -a.s. (4.14)
Hence ( 4.14) can be rewritten as
Xx,εn (t) = ϕt
(
Axεn (·) , B (·)
)
, P -a.s., (4.15)
or
Xx,εn (t) = ht (x, εn, B (·)) , P -a.s.. (4.16)
with ϕ· (·, ·) and h· (·, ·, ·) Borel measurable. ( 4.12) tells us that on a synthetic form that the joint distri-
bution of
(
Xx,εn (·) , Axεn (·) , B (·)
)
has the same of the joint distribution of
(
X˜x,εn (·) , A˜xεn (·) , B˜xεn (·)
)
.
From ( 4.11) and ( 4.12)
1 = P
[
Xx,εn (·) = ϕ·
(
Axεn (·) , B (·)
)]
= P
[
ϕ·
(
Axεn (·) , B (·)
)−Xx,εn (·) = 0]
= P
[
ψ
(
Axεn (·) , B (·) ,Xx,εn (·)
)
= 0
]
= P
[
φxεn (·) ∈ ψ−1 (0)
]
,
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where ψ is a Borel function and ψ−1 (0) ∈ B (C ([0, T ] ;R3d)) , for arbitrarily given T > 0. So
1 = P
[
φxεn (·) ∈ ψ−1 (0)
]
= P˜ x
[
φ˜
x
εn
(·) ∈ ψ−1 (0)
]
= P˜ x
[
X˜x,εn (·) = ϕ·
(
A˜xεn (·) , B˜xεn (·)
)]
= P˜ x
[
X˜x,εn (·) = h·
(
x, εn, B˜
x
εn (·)
)]
,
that is
X˜x,εn (t) = x+ A˜xεn (t) + εnB˜
x
εn
(t) , t ∈ R+, P˜ x-a.s.,
or
X˜x,εn (t) = ht
(
x, εn, B˜
x
εn (t)
)
, P˜ x-a.s..
Moreover, by ( 4.8) Axεn (·) is a Borel function of Xx,εn (s) so that{
A˜xεn (·) :=
∫ ·
0 b
(
X˜x,εn (s)
)
ds,
B˜xεn (·) :=
∫ ·
0 dW˜
x,εn (s) , for some stochastic process W˜ x,εn (·) ,
and
X˜x,εn (t) = x+
∫ t
0
b
(
X˜x,εn (s)
)
ds+ εn
∫ t
0
dW˜ x,εn (s) , t ∈ R+, P˜ x-a.s.,
from which we derive that W˜ x,εn (0) = 0. Next we are going to show that W˜ x,εn (·) is also a standard
d-dimensional Brownian motion on probability space
(
Ω˜x, F˜x, P˜ x
)
.
Step 2 (Showing W˜ x,εn (·) to be a standard d-dimensional Brownian motion).
To begin with, let us suppose that there exist x¯ ∈ K and n¯ > 0 such that
P˜ x¯ ◦
(
W˜ x¯,εn¯ (·)
)−1 6= P ◦ (W (·))−1 . (4.17)
Immediately, we derive that
P˜ x¯ ◦
(
h
(
x¯, εn¯, W˜
x¯,εn¯ (·)
))−1 6= P ◦ (h (x¯, εn¯,W (·)))−1 .
Furthermore,
P ◦
(
h (x¯, εn¯,W (t)) ,
∫ t
0 b (h (x¯, εn¯,W (s)))ds,
h (x¯, εn¯,W (t))− x¯−
∫ t
0 b (h (x¯, εn¯,W (s))) ds
)−1
6= P˜ x¯ ◦
 h(x¯, εn¯, W˜ x¯,εn¯ (t)) , ∫ t0 b(h(x¯, εn¯, W˜ x¯,εn¯ (s))) ds,
h
(
x¯, εn¯, W˜
x¯,εn¯ (t)
)
− x¯− ∫ t0 b(h(x¯, εn¯, W˜ x¯,εn¯ (s))) ds
−1 ,
which is a contradiction to ( 4.12). Hence,
P˜ x ◦
(
W˜ x,εn (·)
)−1
= P ◦ (W (·))−1 .
Then for any finite subset {t1, · · · , tk} of (0, T ] , T > 0, let us define the projection mapping πt1,··· ,tk :
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C
(
[0, T ] ;Rd
)→ Rd×k as
πt1,··· ,tk (ω) = (ω (t1) , · · ·ω (tk)) , ω ∈ C
(
[0, T ] ;Rd
)
.
If the function f : Rd×k → R is bounded and continuous, then the composite mapping f ◦ πt1,··· ,td :
C
(
[0, T ] ;Rd
)→ R enjoys the same properties; thus, P˜ x ◦ (W˜ x,εn (·))−1 = P ◦ (W (·))−1 implies that
E˜
x
[
f
(
W˜ x,εn (t1) , · · · , W˜ x,εn (tk)
)]
= E˜x
[
(f ◦ πt1,··· ,tk)
(
W˜ x,εn (·)
)]
= E [(f ◦ πt1,··· ,tk) (W (·))]
= E [f (W (t1) , · · · ,W (tk))] .
In other words, W˜ x,εn (·) and W (·) have the same finite dimensional distributions. Particularly, W˜ x,εn (·)
and W (·) have the same cumulative distribution. So, if 0 ≤ t1 ≤ t2 ≤ · · · tk, k = 1, 2 · · · , we have, for
Fi ⊂ Rd Borel sets,
v(t1≤t2≤···≤tk)F1,··· ,k
=
∫
F1×···×Fk p (t1, 0, x1) p (t2 − t1, x1, x2) · · · p (tk − tk−1, xk−1, xk)dx1 · · · dxk,
(4.18)
where we use the notation F1,··· ,k = F1 × · · · × Fk, dx1 · · · dxk for Lebesgue measure, the convention
p (0, x, y) = δx (y), the unit point mass at x and
p (t, x, y) = (2πt)−
d
2 · exp
(
−|x− y|
2
2t
)
, for x, y ∈ Rd, t ∈ R+.
So ( 4.18) implies that the increments W˜ x,εns − W˜ x,εnt is independent and W˜ x,εns − W˜ x,εnt is normally
distributed with mean zero and variance s− t. Moreover, by (2.10 Problem Page 55 in [20]), we have for
each positive integer m, there is a positive constant Cm for which
E˜
[∣∣∣W˜ x,εns − W˜ x,εnt ∣∣∣2m] = Cm |s− t|m ,
which implies from Kolmogorov-Čentsov theorem (Theorem 2.8 Page 53 in [20]) that W˜ x,εn (·) has a
continuous modification also denoted by W˜ x,εn (·) . Hence, we complete the proof of the assertion that
W˜ x,εn (·) is also a standard d-dimensional Brownian motion on probability space
(
Ω˜x, F˜x, P˜ x
)
. Simulta-
neously, ( 4.7) can be verified from ( 4.12) and ( 4.13) easily.
Step 3 (Convergence of the exit time from K).
We now consider our issue on the new probability space
(
Ω˜x, F˜x, P˜ x
)
. Therefore, for arbitrarily given
T > 0,
X˜x,εn (·)→ X˜x (·) in C
(
[0, T ] ;Rd
)
, P˜ x-a.s.. (4.19)
We prove ( 4.2) by contradiction. Set
Ax :=
{
ω ∈ Ω˜x
∣∣∣∣lim sup
n→+∞
θ˜
εn
(x, ω) > θ˜ (x, ω)
}
.
Suppose that P˜ x (Ax) > 0.
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Now for any ωA
x ∈ Ax set
X x (t) = X˜x
(
θ˜
(
x, ωA
x)
+ t
)
, ∀t ≥ 0.
Immediately,
X x (t)− X x (0) =
t∫
0
b (X x (s)) ds, X x (0) ∈ ∂K, ∀t ≥ 0.
Define a closed set
Nλ =
{
x ∈ Rd : |bK (x)| ≤ λ
}
,
where λ > 0 is small enough such that bK ∈ C2 (Nλ) since K is a compact domain of class C2 (see ( 2.1)
in Section 2). By assumption (H3), we get
2α := inf
x∈∂K
〈b (x) ,∇bK (x)〉 > 0, for some positive α > 0.
Note that Lipschitz constant of bK (x) is 1. Taking η ∈ (0, λ) small enough, such that ∀y ∈ Nη, we have
〈b (y) ,∇bK (y)〉 > α
by continuity of b.
In particular, picking tη > 0 such that ∀t ∈
[
0, tη
]
, we have
− η ≤ bK (X x (t)) ≤ η. (4.20)
Indeed, set MK = sup
x∈∂K
|x| . Then, ( 4.20) yields that |X x (t)| ≤MK + η, which implies that
|X x (0)|+
∣∣∣∣∣∣
t∫
0
b (X x (s))ds
∣∣∣∣∣∣ ≤MK + tMb ≤MK + η.
Consequently, we have
tη =
η
Mb
, which is independent of x.
Also note that
1
2
d
dt
bK (X x (t)) =
〈∇bK (X x (t)) , (X x)′ (t)〉 = 〈∇bK (X x (t)) , b (X x (t))〉 > α.
and
bK (X x (0)) = 0, X x (0) ∈ ∂K.
Thus
bK (X x (t)) ≥ 2αt, t ∈
[
0, tη
]
.
Combining the second assertion of ( 4.7), we have, for ∀ωAx ∈ Ax,∣∣∣X˜x,εn (θ˜ (x, ωAx)+ tη)− X x (tη)∣∣∣ < αtη, x ∈ K,
for
n > N1
(
ωA
x
, tη
)
(4.21)
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large enough depending only on ωA
x ∈ Ω˜x and tη.
Also observe that
X x (tη) = X˜x (θ˜ (x, ωAx)+ tη) , x ∈ K.
Hence, for any ωA
x ∈ Ax, we have
bK
(
X˜x,εn
(
θ˜
(
x, ωA
x)
+ tη
))
≥ bK
(X x (tη))− ∣∣∣X x (tη)− X˜x,εn (θ˜ (x, ωAx)+ tη)∣∣∣
≥ 2αtη − αtη > 0, x ∈ K,
which implies that
θ˜
εn (
x, ωA
x) ≤ θ˜ (x, ωAx)+ tη, x ∈ K.
Passing to limsup as n→ +∞ followed by η → 0, of course, tη → 0, we obtain
lim sup
n→+∞
θ˜
εn (
x, ωA
x) ≤ θ˜ (x, ωAx) , x ∈ K,
which is a contradiction to the definition of ωA
x ∈ Ax.
Now we define
Bx :=
{
ω ∈ Ω˜x
∣∣∣∣lim infn→+∞ θ˜εn (x, ω) < θ˜ (x, ω)
}
, x ∈ K.
Next fixing ωB
x ∈ Bx, for any δ > 0 small enough such that δ ∈
(
0, θ˜
(
x, ωB
x))
, it is easy to prove by
absurdum that there exists
n > N2
(
ωB
x
, δ
)
(4.22)
(since X˜x,εn (·)→ X˜x (·) , as εn → 0, followed by n→ +∞ in the topology of the uniform convergence on
compact) such that∣∣∣X˜x,εn (θ˜ (x, ωBx)− δ)− X˜x (θ˜ (x, ωBx)− δ)∣∣∣+ bK (X˜x (θ˜ (x, ωBx)− δ)) < 0,
from which we conclude that
θ˜
εn (
x, ωB
x) ≥ θ˜ (x, ωBx)− δ, x ∈ K.
Since arbitrary of δ, we have
lim inf
n→+∞ θ˜
εn (
x, ωB
x) ≥ θ˜ (x, ωBx) , x ∈ K,
which is a contradiction to the definition of ωB
x ∈ Bx.
Fixing ωx ∈ Ω˜x, from ( 4.21) and ( 4.22), by the method used above, we set
β := min
{
tη, δ
}
and N3 (ωx, β) := max
{
N1
(
ωx, tη
)
, N2 (ω
x, δ)
}
. (4.23)
Therefore, we claim that β is also independent of x. Immediately, we have∣∣∣θ˜εn (x, ωx)− θ˜ (x, ωx)∣∣∣ < β, (4.24)
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for n > N3 (ωx, β) large enough. Now we end the proof by observing that
1 = P˜ x
[
lim
n→+∞ θ˜
εn
(x) = θ˜ (x)
]
, x ∈ K.
The proof is complete.
4.3 Second order H-J-B Equation
From now on, we consider our problem in the new probability space
(
Ω˜x, F˜x, P˜ x
)
. In this subsection, we
investigate the second order H-J-B equation associated with the exit time θ˜
εn
and θ˜ are defined in ( 4.3)
and ( 4.4), respectively.
Now set
Uεn (x) := E˜x
[
θ˜
εn
(x)
]
, x ∈ K, εn > 0, (4.25)
and
U (x) := E˜x
[
θ˜ (x)
]
, x ∈ K, (4.26)
where E˜x denotes the expectation taken with respect to P˜ x.
Next, we introduce some notations. For any q > 1, and domain K subset of Rd, denote by W 2,q (K) the
Sobolev space equipped with the following norm:
‖u‖W 2,q(K) := ‖u‖Lq(K) + ‖∂xu‖Lq(K) +
∥∥∂2xu∥∥Lq(K) ,
where
‖f‖Lq(K) :=
(∫
K
|f (x)|q dx
) 1
q
.
Now we impose that K is a compact domain of class C2,1. Let us recall the following well-known results.
Lemma 4.2 (Theorem 9.15 and Corollary 9.18 in [15] page 243). Assume that (H1) holds. Let K be a
compact domain of class C2,1 in Rd. Then, for fixed ε > 0, the following elliptic-type PDE{ Lεuε (x) = 1, x ∈ K,
uε (x) = 0, x ∈ ∂K, (4.27)
where
Lε =
d∑
i=1
bi (x)
∂
∂xi
+
ε2
2
d∑
i=1
∂2
∂x2i
,
has a unique solution uε ∈W 1,p0 (K) ∩W 2,p (K) ∩ C (K) ∩W 2,ploc (K) , for some p > d2 .
We will make use of the following Krylov’s estimate.
Lemma 4.3. Assume that (H1) holds. Let K be a compact domain of class C2,1 in Rd. Then for any
Borel function f (·) ∈ ‖f‖Lq(K) , and q > d+ 2, we have
E˜
x
[∫ T∧θ˜εn (x)
0
f
(
X˜x,εn (t)
)
dt
]
≤ N4 ‖f‖Lq(K) , (4.28)
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where N4 is a constant depending only on every T > 0, K, εn, and boundedness of b.
We omit the proof of Lemma 4.3 since it is very similar to that of Theorem 3 in [23]. The following
result generalizes Krylov’s extension of Itô’s formula.
Lemma 4.4. Assume that (H1) holds. Let K be a compact domain of class C2,1 in Rd. Then for any
u : Rd → R from the Sobolev space W 2,p (K) , p > d+ 2 we have
u
(
X˜x,εn (t)
)
− u (x) = ∫ t0 (Lεnu(X˜x,εn (s))) ds
+εn
∫ t
0 ∂xu
(
X˜x,εn (s)
)
dW˜ x,εn (s) ,
(4.29)
P˜ x almost surely for t ≤ θ˜εn (x) ∧ T.
Proof. The proof is classical and we borrow it from [18]. For the convenience of the reader we give the
details of the proof. At the beginning, we show that each integral in ( 4.29) is well-defined. Noting that
K is compact domain of class C2,1, by virtue of Sobolev’s embedding theorem there exists a constant N5
such that
sup
x∈K
(
|u (x)|+
∑
i
|∂xiu (x)|
)
≤ N5 ‖u‖W 2,p(K) ,
for all u ∈W 2,p (K) , p > d+ 2.
Hence
E˜
x
[∫ θ˜εn (x)∧T
0
∣∣∣∂xiu(X˜x,εn (s))∣∣∣2 ds
]
≤ T ‖u‖2W 2,p(K) , (4.30)
and
E˜
x
[∫ θ˜εn (x)∧T
0
∣∣∣bi (X˜x,εn (s)) ∂xiu(X˜x,εn (s))∣∣∣ds
]
≤MbT ‖u‖W 2,p(K) . (4.31)
Moreover, by Lemma 4.3
E˜
x
[∫ θ˜εn (x)∧T
0
∣∣∣∂xi,xju(X˜x,εn (s))∣∣∣ds
]
≤ N4
∥∥∂xi,xju∥∥Lp(K) ≤ N5N4T ‖u‖W 2,p(K) . (4.32)
Consequently, the right-hand side of ( 4.29) is well-defined for t ≤ T ∧ θ˜εn (x) .
Actually, for u ∈W 2,p (K) there exists a sequence of function un in C2
(
R
d
)
such that
‖un − u‖W 2,p(K) → 0, as n→ +∞.
Applying Itô’s formula, we have
un
(
X˜x,εn
(
θ˜
εn
(x) ∧ T
))
− un (x) =
∫ θ˜εn (x)∧T
0
(
Lεnun
(
X˜x,εn (s)
))
ds
+εn
∫ θ˜εn (x)∧T
0 ∂xun
(
X˜x,εn (s)
)
dW˜ x,εn (s) .
(4.33)
On the other hand, the inequalities ( 4.30), ( 4.31), ( 4.32) hold with u−un replacing of u, with constants
independent of n. Lastly, letting n→ +∞ in ( 4.33) we get the desired result.
We are now in a position to deduce the following:
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Lemma 4.5. Let uεn ∈W 1,p0 (K)∩W 2,p (K)∩C (K)∩W 2,ploc (K) , p > d+2, be a unique solution to ( 4.27).
Under the assumption (H1), we have
uεn (x) = Uεn (x) , ∀x ∈ K. (4.34)
Proof. Applying Lemma 4.4 to uεn and taking the expectation, we have, noting Remark 4.1 and letting
T → +∞,
uεn (x) = E˜x
[
θ˜
εn
(x)
]
= Uεn (x) , ∀x ∈ K.
The proof is complete.
Next we will give an important lemma which shows the convergence of expectation of the exit time
from K for X˜x,εn .
Lemma 4.6. Under the assumptions in Lemma 4.1, we have
lim
n→+∞U
εn (x) = U (x) , x ∈ K, (4.35)
where Uεn (x) and U (x) are defined in ( 4.25) and ( 4.26), respectively. In particular, suppose that θ˜ (0, ω)
takes a unique value, i.e., θ˜ (0, ω) = C, ∀ω ∈ Ω˜0, for some positive constant C. Then, the convergence in
( 4.35) is uniform.
Proof. By Lemma 4.1, we get
lim
n→+∞ θ˜
εn
(x) = θ˜ (x) , P˜ x-a.s., x ∈ K,
So
sup
εn∈(0,1]
∣∣∣θ˜εn (x)− θ˜ (x)∣∣∣ < +∞, P˜ x-a.s..
By dominated convergence theorem, it is fairly easy to check that,
lim
n→+∞ E˜
x
∣∣∣θ˜εn (x)− θ˜ (x)∣∣∣ = 0, x ∈ K.
Consequently, we have∣∣∣E˜x [θ˜εn (x)]− E˜x [θ˜ (x)]∣∣∣ = ∣∣∣E˜x [θ˜εn (x)− θ˜ (x)]∣∣∣
≤ E˜x
∣∣∣θ˜εn (x)− θ˜ (x)∣∣∣→ 0, as n→ +∞.
The uniform convergence under the assumption that θ˜ (0, ω) has a unique value, is basing on the fact that,
after taking the expectation in ( 4.23), n > E˜x [N3 (β)] , β is independent of x. The proof is complete.
Remark 4.2. The convergence in Lemma 4.6 might not be uniform for a general K. In fact, without the
assumption (H3), VK is in general discontinuous on K (low semicontinuous). However, by (H1) and (H2),
it is easy to check that U (x) = VK (x) , for x ∈ K/ {0} since the trajectory is locally unique. Suppose by
contradiction that Uεn (x) → U (x) , uniformly on K. One can immediately obtain that U is continuous,
which is impossible.
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5 Main result
To begin with, we characterize the expectation of exit time as a unique continuous viscosity solution to
the H-J-B equation ( 4.27).
Lemma 5.1. Let εn be fixed. Then Uεn is a unique nonnegative continuous viscosity solution to H-J-B
equation ( 4.27).
Proof. The uniqueness is obtained from Lemma 4.2. By virtue of Dynkin’s formula, it is fairly easy to
get the existence of viscosity solution of ( 4.27).
The following lemma will tell us that, for multi-dimensional autonomous case, under
(
Ω˜x, F˜x, P˜ x
)
and some certain assumptions, the limiting solutions "prefer" the leaving solutions to ODE which leave
the initial point as fast as possible, i.e., the limiting solutions of perturbed SDEs are optimal ones for the
exit time of ODE.
Lemma 5.2. Assume (H1)-(H2) hold. Let K be a compact domain of class C2,1 in Rd satisfying (H3)-
(H4). Then, for any x ∈ K but fixed, there exists a subsequence {εn}n≥1 obtained in Proposition 1.1, a
new probability space
(
Ω˜x, F˜x, P˜ x
)
, a new standard d-dimensional Brownian motion W˜ x,εn and stochastic
processes X˜x,εn(·), X˜x (·) , W˜ x (·) defined on
(
Ω˜x, F˜x, P˜ x
)
obtained in Lemma 4.1 such that
E˜
x
[
τK
(
X˜x (·)
)]
= VK (x) , x ∈ K, (5.1)
where X˜x (·) is the solution to Eq. ( 4.6), holds.
Proof. We first define a family of moving "leaving solution set" LS (0;λ) as follows:
LS (0;λ) :=
{
ξ0 (·) ∈ LS (0)
∣∣∣∣ξ0 (·) = { 0, if t ∈ [0, λ) ,ξ0 (t− λ) , if t ∈ [λ,+∞) , λ ≥ 0
}
.
Suppose that, for any λ > 0, LS (0;λ) are the limit solutions of X˜0,εn . By Lemma 4.6, we claim that
lim
n→+∞U
εn (x) = U (x) , x ∈ K, uniformly.
On the other hand, we know from Proposition 4.1 that VK is a continuous viscosity solution to H-J-B
equation ( 4.1). In Lemma 5.1, Uεn is a unique continuous viscosity solution to H-J-B equation ( 4.27).
By Lemma 6.2 in [13], Lemma 4.6 and Lemma 5.1, we derive that U is also a continuous viscosity solution
of ( 4.1). By definition of VK, we have
U (x) = E˜x
[
θ˜ (x)
]
≥ VK (x) , ∀x ∈ K.
Let us show U (x) = VK (x) , ∀x ∈ K. There are two possibilities. When x ∈ K/ {0}, by (H1), the
uniqueness of trajectory of ( 4.6) starting from x, we deduce that U (x) = VK (x) . When x = 0, since U (·)
and VK (·) are continuous we attain that
U (0) = lim
x→0
U (x) = lim
x→0
VK (x) = VK (0) .
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However, U (0) = λ+ VK (0) which leads to a contradiction. Moreover, letting λ→ +∞, we deduce that
zero is not limit solution.
We now consider the case λ = 0. Clearly, U (0) = VK (0) , which implies that LS (0; 0) is our candidate.
Indeed, we have
X˜0,εn
(
τK
(
X˜0,εn (·)
))
∈ ∂K, P˜ 0-a.s..
On the other hand, by lemma 4.1, it yields that τK
(
X˜0,εn (·)
)
→ θ˜ (0) , as εn → 0, followed by n→ +∞,
i.e.,
X˜0
(
θ˜ (0)
)
∈ ∂K, x ∈ K, P˜ 0-a.s.,
where X˜0 (·) denotes the limit solution of X˜0,εn (·), which implies that
τK
(
X˜0 (·)
)
≤ θ˜ (0) , P˜ 0-a.s..
Hence, we have,
lim inf
n→+∞
(
τK
(
X˜0,εn (·)
))
≥ τK
(
X˜0 (·)
)
≥ VK (0) , P˜ 0-a.s..
By Fatou Lemma, we get
lim inf
n→+∞
E˜
0
[
τK
(
X˜0,εn (·)
)]
≥ E˜0
[
lim inf
n→+∞
[
τK
(
X˜0,εn (·)
)]]
≥ E˜0
[
τK
(
X˜0 (·)
)]
≥ VK (0)
= E˜0
[
θ˜ (0)
]
.
Consequently, we obtain
E˜
0
[
τK
(
X˜0 (·)
)]
= VK (0) .
Note that P˜ 0, in general, may not be unique, but the exit time of leaving solutions are the same, which
means that the influence of the distribution P˜ 0 disappears. We conclude that the cluster point of Uεn (0)
is unique and equals to VK (0) . Now consider other cases. Define
Aλ : =
{
ω ∈ Ω˜0
∣∣∣ X˜0 (·, ω) ∈ LS (0;λ)} ,
B : =
{
ω ∈ Ω˜0
∣∣∣ X˜0 (·, ω) ∈ LS (0; 0)} ,
with P˜ 0 (Aλ) > 0, P˜ 0 (B) > 0 but P˜ 0 (Aλ)+ P˜ 0 (B) = 1. In this evidence, we compute by a contradiction
that
U (0) = P˜ 0 (Aλ) (λ+ VK (0)) + P˜ 0 (B)VK (0)
= P˜ 0 (Aλ)λ+ VK (0)
> VK (0) .
In all, we have
E˜
0
[
τK
(
X˜0 (·)
)]
= VK (0) .
We end up the proof.
Remark 5.1. If we know that VK is the unique continuous viscosity solution to ( 4.1). Then we can
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deduce the same conclusion in Lemma 5.2. Observe that if b is Lipschitz continuous we know by [9] that
VK is the unique continuous viscosity solution of ( 4.1).
As a consequence of Lemma 5.2, we have
Corollary 5.1. Under the assumptions in Lemma 5.2, we have
X˜0 (·) ∈ LS (0; 0) , P˜ 0-a.s..
Remark 5.2. Corollary 5.1 just answers the small random perturbation problem of Theorem 1.1 in [4].
Our main result in this paper is the following one which actually extends Theorem 4.1 in [3]:
Theorem 5.1. Assume (H1)-(H2) hold. Let X0,ε (·) be a strong solution to the SDE ( 1.2) with initial
condition x = 0 and K be a compact domain of class C2,1 in Rd satisfying (H3)-(H4). Then, as ε→ 0+,
there exists a subsequence εn → 0+ as n → +∞, such that X0,εn (·) converges in law, to some X0 (·)
which belongs almost surely to the set of leaving solutions LS (0; 0), i.e.,
X0 (·) ∈ LS (0; 0) , P -a.s..
Proof. Because X˜0 (·) and X0 (·) have the same law (see the second assertion of ( 4.7) in Section 4.2), by
Corollary 5.1, we can conclude that
1 = P˜ 0
[
X˜0 (·) ∈ LS (0; 0)
]
= P
[
X0 (·) ∈ LS (0; 0)] .
Hence, P almost surely X0 (·) belongs to leaving solutions of the ODE ( 1.1) starting from 0 ∈ K.
Now suppose that there exist two subsequences
{
ε
(1)
n
}
n=1,2,···
and
{
ε
(2)
n
}
n=1,2,···
, from Proposition 1.1,
such that
lim
n→+∞
X0,ε
(1)
n (·) = X0,(1) (·) , and lim
n→+∞
X0,ε
(2)
n (·) = X0,(2) (·) ,
but
P ◦
(
X0,ε
(1)
n (·) ,W (·)
)−1
6= P ◦
(
X0,ε
(2)
n (·) ,W (·)
)−1
.
In this evidence, similarly, we can construct two new probability spaces
(
Ω˜(i),0, F˜ (i),0, P˜ (i),0
)
and two
stochastic processes X˜0,ε
(i)
n and two standard d-dimensional Brownian motions W˜ (i),0,ε
(i)
n , i = 1, 2, respec-
tively. By Lemma 5.2, we have the conclusion that
1 = P˜ (i),0
[
X˜0,(i) (·) ∈ LS (0)
]
= P
[
X0,(i) (·) ∈ LS (0)
]
, i = 1, 2.
By Theorem 5.1, we have
1 = P
[
X0,(i) (·) ∈ LS (0)
]
, i = 1, 2.
6 Examples
In this section, we illustrate the result of Section 5 by looking at some examples. We first provide a
concrete example whose trajectories of leaving solution are non-symmetric in one-dimensional perturbed
20
SDE. Simultaneously, we give the explicit leaving solutions and validate our major theoretical result
(Theorem 5.1). Moreover, we explain in results how to choose the domain K.
Example 6.1. Consider again the dynamic systems ( 3.5) of Example 3.1. As ε → 0, there are two
leaving solutions
x1 (t) =
t2
4
, x2 (t) = −9t
2
4
, t ≥ 0, (6.1)
with probability 1
1+3
2
3
, 3
2
3
1+3
2
3
, respectively (for more details see [3]). Consider the closed interval K =[−9r4 , r4] , where r > 0 small enough, while bK (x) = (x+r)225r2
16
−1. One can check easily that VK is continuous
at 0. Moreover, VK (0) =
√
r, while
E
[
τK
(
X˜0 (·)
)]
=
√
r × 1
1 + 3
2
3
+
√
r × 3
2
3
1 + 3
2
3
=
√
r,
where X˜0 (·) denotes the limiting of perturbed SDEs with drift b defined in ( 3.5). Hence VK (0) =
E
[
τK
(
X˜0 (·)
)]
holds.
The following two examples illustrate the fact that the dimension of the Brownian motion with respect
to the dimension of the state plays an important role.
Example 6.2. Consider the following two-dimensional SDE:
dXε (t) = 2sign (Xε (t))
√|Xε (t)|dt+ εdW 1 (t) ,
dY ε (t) = 2sign (Y ε (t))
√|Y ε (t)|dt+ εdW 2 (t) ,
(Xε (0) , Y ε (0)) = (0, 0) ,
(6.2)
where W i (·) , i = 1, 2 are two independent Brownian motions. Let K := B (0, r) . We can get the following
solution set of the corresponding ODE
X1 (t) =
(
t2, t2
)
,
X2 (t) =
(
t2,−t2) ,
X3 (t) =
(−t2, t2) ,
X4 (t) =
(−t2,−t2) .
From Example 1.1,
P (X (t) = Xi (t)) =
1
4
, for only i = 1, 2, 3, 4.
Furthermore, the exit time is
√
2r
2 from the ball B (0, r) for some small r > 0.
Remark 6.1. Consider the example similar to ( 6.2) but with a one dimensional Brownian motion W (·)
dXε (t) = 2sgn (Xε (t))
√|Xε (t)|dt+ εdW (t) ,
dY ε (t) = 2sgn (Y ε (t))
√|Y ε (t)|dt+ εdW (t) ,
(Xε (0) , Y ε (0)) = (0, 0) .
(6.3)
Clearly, Xε (·) and Y ε (·) have the same finite-dimensional distributions on the same probability and state
space. Hence we claim that
P (X (t) = Xi (t)) =
1
2
for only i = 1, 4.
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We end this section with a two-dimensional coupled case which shows infinitely many leaving solutions.
Example 6.3. Consider a two-dimensional SDE. Let W 1 (·) and W 2 (·) be two independent Brownian
motions, 
dXε1 (t) =
2Xε1 (t)[
(Xε1(t))
2
+(Xε2 (t))
2
] 1
4
dt+ εdW 1 (t) ,
dXε2 (t) =
2Xε2 (t)[
(Xε1(t))
2
+(Xε2 (t))
2
] 1
4
dt+ εdW 2 (t) ,
(Xε1 (0) ,X
ε
2 (0)) = (0, 0) ,
The corresponding ODE is 
dx1 (t) =
2x1(t)
[(x1(t))2+(x2(t))2]
1
4
dt,
dx2 (t) =
2x2(t)
[(x1(t))2+(x2(t))2]
1
4
dt,
(x1 (0) , x2 (0)) = (0, 0) .
The solutions are zero or
Xθ (t) =

x1 (t) =
{
0, if 0 ≤ t ≤ λ,
(t− λ)2 sin θ, if t > λ,
x2 (t) =
{
0, if 0 ≤ t ≤ λ,
(t− λ)2 cos θ, if t > λ,
∀λ ≥ 0, θ ∈ [0, 2π] .
Introduce
K := {(x, y) ∈ R2 ∣∣x2 + y2 ≤ 1} ,
which satisfies assumptions in Theorem 5.1, it is easy to verify that all the rays starting from origin are
leaving solutions. Indeed, consider the problem
dx(a,b)1 (t) =
2x
(a,b)
1 (t)[(
x
(a,b)
1 (t)
)2
+
(
x
(a,b)
2 (t)
)2] 14 dt,
dx(a,b)2 (t) =
2x
(a,b)
2 (t)[(
x
(a,b)
1 (t)
)2
+
(
x
(a,b)
2 (t)
)2] 14 dt,(
x
(a,b)
1 (0) , x
(a,b)
2 (0)
)
= (a, b) .
(6.4)
Let χ(a,b) (·) be the solution of the introduced ODE ( 6.4) with initial condition (a, b), without loss gener-
ality, suppose that (a, b) ∈ K, a > 0, b > 0. A straightforward analysis shows that
τK
(
χ(a,b) (·)
)
= 1− (a2 + b2) 14 . (6.5)
From ( 6.5) we may deduce the continuity of VK. By a symmetric argument the limit processes X (·) are
supported by
{
Xθ (t) , θ ∈ [0, 2π] , t ∈ [0, 1]} with the uniform law on [0, 2π] .
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