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Abstract 
Wind Power prediction is very important in the wind power grid management. This paper introduces how to use 
Cerebellar Model Articulation Controller(CMAC) to build a short-term wind power prediction model.CMAC and 
Back-propagation Artificial Neural Networks(BP) are used respectively to do the short-term prediction with the data 
from a wind farm in Inner Mongolia. After comparison of the results, CMAC is more stable, accurate and faster than BP 
neural network with less training data.. CMAC is considered to be more suitable to do the short-term prediction. 
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1. Introduction 
As the output power of wind farm is characterized by intermittence and volatility, increasing pressure 
has been brought to the power dispatching and the management of electricity market in wind-rich areas. 
Predicting the output power and bringing the wind power into power network dispatching plan is one of the 
important measures to ensure the stable and economic operation of power network. Power forecasts can be 
used in economic dispatching, and the output of conventional power unit can be optimized according to the 
predicted output curve of wind farm, in order to reduce the operating costs. 
There are two categories of wind power forecasting methods, one is to calculate the output power of 
wind power by using physical methods on the basis of the data of numerical weather prediction; another one 
is the statistical method that carries out prediction according to the relationship between numerical weather 
prediction and output power of wind farm, and the data of online actual measurement. Physical method is to 
predict by adopting physical equation and taking topography, roughness and some other information into 
consideration, and statistical method is to predict by using the inherent law of historical data that is attained 
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from a statistical analysis of historical data, such as neural network method and fuzzy logic method. If both 
the physical method and the statistical method are adopted, it is called comprehensive method. Wind power 
prediction methods can be divided into two categories according to the physical quantity of prediction, one 
is to predict the wind speed, and then attain the output power of wind farm according to the wind turbines or 
power curve of wind farm, and another one is to predict the output power of wind farm directly. 
Continuous prediction method, autoregressive moving average model method, Kalman filter method 
and intelligent method are distinguished according to different mathematical models that are adopted. 
Continuous prediction method is the simplest prediction model, this method assumes that the predicted 
value of wind speed is equal to the sliding average value of several close wind speed values, and it is 
generally assumed that the wind speed value of the closest point is the predicted value of next point’s wind 
speed. This model has relatively larger prediction errors and unstable prediction results. The ARMA model, 
vector autoregression model, Kalman filter algorithm or the combination of time series method and Kalman 
filter algorithm are the improved methods. There are also some intelligent methods, such as artificial neural 
network methods, among which BP Neural Networks[1] is the most commonly seen method. BP has strong 
nonlinearity function and mapping capability, and has unique advantages in function approximation, 
pattern recognition, and state forecasting, etc., and at the same time BP is qualified with a certain 
generalization ability. BP also has a strong non-linear learning ability, and it is a relatively mature method 
which is widely adopted in the field of international wind power prediction. The training process of neural 
network is the process that aims at simulating the structure and function of human brain and continuously 
adjusts the internal network weight and the input-output relationship of the system. After the determination 
of network structure and algorithm, the performance of  network is largely depends on the quality of 
training samples. 
BP needs to make adjustments to each connection weight for each input and output data couple, which is 
resulted in the slower speed of universal approximation to network learning, and this is often intolerable for 
the applications with real-time request. If only a few connection weights affect the network output in a 
certain local area that inputs space into network, this network is called local approximation network. This 
network only needs to make adjustments to a small number of connection weights for each input and output 
data couple, so this local approximation network is characterized by fast learning speed, which is the 
critical point for the applications with real-time request. 
We constructs a prediction model to predict short-term power of different period by adopting CMAC 
neural network method, and at the same time conducts training and validation by using the actual data of a 
certain wind farm. Comparing with traditional BP model, CMAC model has faster prediction speed, higher 
prediction accuracy and a stable output result. 
2. Characteristics of CMAC  
CMAC is a neural network model which is constructed after the principle of cerebellum controls body 
movement. When cerebellum commands movement, it makes conditioned reflex without thinking and 
responds quickly, this conditioned reflex response is a kind of rapid association. As a neural network with 
association function, it has local promotion ability which is the so called generalization ability. Therefore, 
similar input will produce similar output, and different inputs will generate separate output. Only a few 
corresponding weights to neurons have an influence on each output of network, and the neuron which 
would have an influence on the output is determined by the input. The input and output of A’s each neuron 
is in linear relationship, but it can be seen as a form system that expresses nonlinear mapping in general. As 
the learning of CMAC[2] is only in the linear mapping part, simple į algorithm can be adopted, its 
convergence speed is much faster than BP algorithm, and there is no local minimum problem. This will be 
good for the short-term forecasting of wind power. 
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3. Data preparation 
The former data of anemometer tower, the former numerical weather prediction and the information of 
wind turbines in the wind farm are selected as input, the former power data of wind farm is used as output, 
to construct training sample sets. Then, these sample sets will be conducted through screening and 
normalization. The screening contains original data collection, data analysis, variable selection and data 
preprocessing. Only through these steps can the effective learning training of CMAC be conducted[3]. The 
quality of training samples directly affects the application effects of network. Therefore, the power 
characteristics, the unit efficiency and the equipment operation situation of specific wind turbine and the 
interference factors from external environment are comprehensively considered in the screening process of 
sample data. And the strange data of original sample data that does not accord with the congruent 
relationship between the NWP of wind turbine property and the power is eliminated. Because there are 
datum of many different unit types in the sample, and the variation range of each data is not the same, the 
situation that some attributes are larger and some attributes are smaller comes into existence, which is not 
beneficial to the construction of the following CMAC model. Therefore, normalization processing of data 
is needed before the operation of sample sets, and the data need to be classified into a unified region. 
Otherwise, this model may be misled. 
4. Result output calculation of CMAC and error generation phase 
Assume every component of input vector X can be quantified into q gradesˈthen p components can be 
combined to qp possible state Xi   pqi ,,2,1 "  of input state space. Among which, every state iX  must be 
mapped to a set Ai in A space storage area,  and NL elements in Ai are all 1.It can be seen from Figure 1 that 
the mappings of samples X2 and X3 which are close in X space  are A2 and A3 in A,and there is a intersection 
32 AA  ,which means two of the four corresponding weights are the same. Therefore, the two outputs of 
weight accumulation and calculation are relatively close, and this feature has generalization effect from the 
perspective of function mapping.Obviously, the mapping  31 AA  of samples X1and X3 that are far from 
each other in A is an empty set, this kind of generalization has no effect, so it is local generalization. When 
the input samples is closer in the input space, the elements that are mapped to the corresponding 
intersection in storage area A are closer to NL ,and the intersection of corresponding input samples that 
generated in A has the effect to accumulate similar samples.  
In order to make each state of space X to have only one mapping in space A, the number of the units in 
storage area A should be at least equal to the number of states of spaceX , that is pqn t . For the wind 
power prediction, there are many dimensions of P and  qp is huge, but as most of the learning problems do 
not contain all the possible input values, qp storage units do not really need to store the learning weights. A 
is equivalent to a virtual memory address, each virtual address is corresponding to a sample point of input 
state space. The address space A with qp storage units can be mapped into a much smaller physical address 
connection Ai through Hash coding. 
For each input, only NL units in A are 1, and the rest are 0, soA is a sparse matrix. Hash coding is the 
commonly used technique to compress sparse matrix, the specific method is realized through a procedure 
that generates random numbers. The address of A is used as variable of the procedure, and the random 
numbers that the procedure generate is used as the address of Ai . As the resulting random number is 
restricted in a small integer range, Ai  is much smaller than A .so far much smaller. Obviously, the 
compression from A to Ai  is a random mapping that from more to less. Every sample in Ai  has NL 
corresponding random addresses, the weights of NL addresses storage are attained through learning, and 
their accumulative total is the output of A. Its expression is˖ 
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In the expression, Wj is the weight of No. j storage unit, if aj(x) is activated, its value is 1, otherwise it is 
0ˈonly NL storage units have influence on the output [3].The storage units that are activated by similar 
inputs have overlaps, and produces similar outputs. The inputs that are not similar will not produce similar 
outputs. The corresponding error expression is:  
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5. Weight adjustment phase of CMAC 
In the results output stage of algorithm CMAC, storage unit CMAC can produce practical output power, 
and the learning process can update the weights of storage unit CMAC according to the error size of desired 
output power and actual output power. The error is equally distributed to all activated storage units in the 
conventional algorithm CMAC. Assume that s is a certain state, and Wj(t) is the weight that is stored in No. 
j storage unit after t iterations.  The expression that the conventional CMAC updates Wj(t)  is: 
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is the learning constant. The weights are constantly adjusted to find relatively optimal 
weights in practical application, and then to construct network CMAC. 
6. Experiments 
The data of power and numerical weather prediction of a certain wind farm in a period of time is used as 
the target of non-linear curve fitting, and the data points will be changed in every 15 minutes, among which 
3600 are used as input samples for training, 600 are used to detect the fitting results. Network BP is also 
used to predict at the same time, in order to compare the forecasting effects. BP adopts a three-tier network 
(input layer, hidden layer and output layer), and the nodes of each layer are respectively 7, 20 and 1. The 
node of hidden layer is Tan-Sigmoid function, the node of output layer is linear function [4]; the number of 
CMAC’s input state is 1, and the output number is 1. 
Table.1. The  Comparison of wind power prediction error between CMAC and BP 
Time įMAE įRMSE įRAPE% įRMSE% 
 CMAC BP CMAC BP CMAC BP CMAC BP 
2010.5 1.29 2.81 0.40 0.76 5.61 11.13 1.77 2.91 
2010.6 1.41 3.04 0.36 0.91 5.06 10.77 1.30 3.05 
2010.7 2.44 2.96 0.67 0.82 7.45 10.04 1.89 2.78 
Table.2. The Comparison of computing speed between CMAC and BP 
 CMAC BP 
Computing speed/S 1898 9342
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Table 1 and Table 2 quantitatively give the wind power prediction error and the computation time of 
CMAC and BP.  It can be seen from Figure 2 and Figure 3 that CMAC's forecasting effects are much better 
than BP's. The prediction error of CMAC and BP in Table 1 also fully illustrates this point. It can be seen 
from Table 2 that network CMAC has obvious advantages in computing speed. This is very beneficial for 
short-term wind power prediction. There is only a slight error of forecasting effect in some local areas when 
the power peak appears. Although BP can achieve better forecasting effects in the power peak sometimes, 
its predictive value usually has many “glitches”, which would affect the overall prediction accuracy greatly. 
In addition to the above problems, BP model also has problem of unstable output in the prediction, that is 
the prediction results may be different or may vary greatly under the same condition.  
7. Summary 
Through the comparison of short-term wind power prediction results that attained respectively from 
CMAC and BP models, it can be seen that CMAC is characterized by smaller requirements of training 
samples, better output stability, fast calculation speed, high prediction accuracy and so on, which is more 
suitable for the short-term wind power prediction. When BP carries out prediction to those with intense 
fluctuations like power, the prediction result will be unstable, and it also requires more training samples and 
has slower calculation speed, therefore, it is not suitable for short-term wind power prediction. 
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