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Abstract
The MIT curriculum has traditionally been organized into Departments and Schools, or groups of
Departments. This influences degree titles and their requirements, subject listings seen by
students and professors, and more. But subjects, Departments and Schools are not systematically
analyzed or organized based on the knowledge they cover.
The system built mined a subset of Institute subjects, taken from OpenCourseWare, for key
topics, and performed Google searches on those terms. By composing keyword search result
vectors for each subject, scores can be calculated between all pairs of subjects.
These scores were used by an MDS layout algorithm and a Hierarchical Clustering algorithm to
suggest two new organizations each for Department 6 (E.E. and C.S.) and for the MIT
Departments into Schools. Convex hulls in MDS graphs of Department 6, colored based on
classes a student has taken, are also used to predict new departments the student will take.
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1 Introduction
The MIT curriculum has traditionally been organized into Departments and Schools. This
influences degree titles and their requirements, subject listings seen by students and professors,
and more. But subjects, Departments and Schools are not systematically analyzed or organized
based on the knowledge they cover.
This project centered on finding reorganizations of MIT into Departments, or Courses, and
Schools that reflected the content covered by subjects, or courses. To do this, content covered by
subjects needed to be determined, metrics for the amount of similarity between subjects created,
and methods of clustering similar subjects into reorganizations applied.
To analyze the curriculum in a meaningful way, it was necessary to first determine the key topics
covered by each subject. Subject listing descriptions for classes vary greatly in their usefulness
for this purpose and would have to be parsed for keywords. Websites for individual subjects
present the same problem. MIT OpenCourseWare, however, already provides a set of keywords
for each subject covered.
2 OCW and the MIT Curriculum
MIT OpenCourseWare (OCW) offers a large portion of the MIT curriculum to the public on the
Internet at http://ocw.mit.edu/. [1] OCW subject pages include subject descriptions and lecture
materials as well as any syllabus, assignments, study materials, or supplemental reading
available. As previously stated, a set of keywords is provided for each subject, making OCW a
good source of data for the topics covered by a subject. These keywords are entered by a human
and not automatically generated. They are most often entered by the subject's professor.
The OCW site contains a full listing of all the subjects with material available at:
http://ocw.mit.edu/OcwWeb/Global/all-courses.htm. The source of this page was searched for
URL's with an instance of "CourseHome" to compile a set of URL's for the index pages of only
subject pages. As of mid-November 2005, when the latest dataset was compiled, there were 1367
subjects listed and found on this page.
From those index pages the name of the subject, its keywords, and its department were found. Its
keywords were necessary for determining similarity between departments, as stated above. The
department provides information used in clustering across subjects. The name of a subject is
useful for displaying similarity results to humans.
The name was derived from the URL of the index page using a simple string search that returns





would give the subject name as:
6-001 Structure-and-Interpretation-of-Computer-
ProgramsFall2002.
There is no good way to separate the short version of the subject number from this name (ex: 6-
001) as there is no fixed length (6.001, 18.06, MAS. 110, etc), no strict type of characters (strings
and numbers), etc. There can also be multiple versions of a class submitted to OCW, such as
8.01 Physics I Fall 2003 and 8.01 Physics I Fall 1999 preventing a short version of the name
from being used.
The department number associated with a subject is found by searching the subject name for the
first instance of"-" and returning the string before it. The department associated with "6-
001Structure-and-Interpretation-of-Computer-ProgramsFall2002"
would be '6.'
Finally, the keywords associated with each subject were extracted and compiled into a list for use
in Google searches and distance scoring. The keywords are found within the "meta
name=keywords content=..." tag of the HTML source of the subject page. For example, the
keywords associated with the Fall 2002 version of 6.001 are given as:
<meta name="Keyword" content="programming, Scheme,
abstraction, recursion, iteration, object oriented,
structure, interpretation, computer programs, languages,
procedures"/>
The number of keywords provided for each subject ranged anywhere between I and 205.
After searching OCW for courses, 1367 total subjects were found. These represent 33 out of the
35 MIT Departments, as found from parsing the Departments associated with these subjects, and
all the Schools of MIT. Further analysis of the OCW dataset, including the number of subjects by
School and Department, are detailed in Appendix 2.
3 The Search Data
3.1 Gooqle
Once the list of key topics for each contributing subject was compiled, it was necessary to
determine how connected any pair of subjects were in order to analyze the entire MIT
curriculum. There were several possibilities for this. The keywords for any pair of subjects could
be compared to determine those in common, leading to a score between the two. As the number
of keywords varied so widely between subjects, this would likely have produced little overlap in
keywords. Another option was to do a full text search of the subject directories, taken from the
subject index URLs, for all the keywords compiled. Any search could have been used, but
Google was chosen because it indexed all OCW pages and had a publicly available API.
Also, there was a precedent for using Google to determine relatedness of quantities. Work has
been done by Paul Vitanyi and Rudi Cilibrasi of the National Institute for Mathematics and
Computer Science in Amsterdam, the Netherlands on extracting the meaning of words from
Google searches. They rely heavily on the meaning of the word influencing those words that
appear with it. Using this assumption they are able to show that "rider" often appears with
"horse" and "saddle," therefore its meaning can be discovered. They are further able to
determine words with similar or equal meanings and those unrelated. [2]
Google's open API makes it very easy to initiate searches and receive results [3]. By limiting all
searches to "site:ocw.mit.edu" it was guaranteed the only pages returned were associated with
OCW subjects. For all of the scoring methods described below the top 100 results for each
keyword searched were returned. These 100 results translated into 10 separate searches, as only
10 results are retrievable at a time, with an appropriate offset. One of the early difficulties faced
was the limit Google places on the number of searches available per day. This is listed in the API
as 1,000. Google agreed to raise this number to 25,000 for the purposes of this project.' The
total number of searches completed, for both of the Methods described below, was over 250,000.
Even using Google searches of all the keywords given for the OCW subjects, there were still a
number of different ways to determine scores between pairs of subjects. Two were tried, the Raw
Count Method with Symmetric Scores and the Vector Model with Cosine Similarity Scores.
These two methods are presented below.
3.2 Raw Count Method with Symmetric Scorin,
3.2.1 About
In the Spring of 2005, we performed a simple method of determining scores in order to test the
proof of concept of this research, that distances between subjects in the OCW curriculum could
be determined automatically using Google search results. The actual method of calculating
scores has since changed to the Vector Model with Cosine Similarity Scores, but these early
results still showed the validity of such an approach to subject similarity.
Nelson Minar and Alexander Macgillivray, both at Google, worked to increase our daily quota of Google
searches.
3.2.2 Method & Scoring
Using all the keywords for each subject, found as described above, we ran a Google search on
each (keyword) to determine the score between two subjects. The search had the site limited to
"site:ocw.mit.edu" to include only OCW subject pages.
For any subject, Ca and any keyword K of subject Ca, we were able to calculate:
NR(K, Cb) = the number of pages of subject
the top R search results of K
not distinct subjects)
Cb that were among
(distinct pages,
The score between any two subjects was then taken as:
D(Ca,Cb) = directed score = Z ( N(K, Cb) ) over all K of Ca
This score D was obviously directed. It could not be assumed that D(Ca,Cb) would return the
same value of D(Cb,Ca). This follows immediately from each subject having a different set of
keywords. In order to determine a true score between the two subjects Ca and Cb, we made the
score symmetric:
S (Ca, Cb) = symmetric score = D (Cat Cb) + D (Cb, Ca)
For our purposes, we took R= 100 and computed Ni00(Ca, Cb), or the top 100 pages returned for
each of Ca's keywords. If we assume each subject had over 10 keywords, we made, with only 10
results available at a time, more than 112,100 searches.
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Based on the method of computing both the directed and symmetric scores, it can be seen that
two subjects with a high symmetric score have more in common than a pair with a lower
symmetric score. The example scores show that with the Raw Count Method with Symmetric
Scoring, the two versions of 6.111 have more in common than the two versions of 8.01, which
have more in common than 6.001 and 21L.701.
Symmetric scores were computed between all pairs of OCW subjects and were visualized using a
Multi-Dimensional Scaling algorithm. However, this method and scoring technique was not the
final choice settled upon. There are a number of shortcomings to this approach. Both the directed
and symmetric scores depend entirely (and only) upon the keywords assigned to a subject. It is
possible a subject could have a symmetric distance of 0 with itself, if given truly bad keywords.
In the same situation that subject could have a high symmetric score with another subject, despite
its own keywords being a poor reflection of its content and a good reflection of the other
subject's content. Because of these possible discrepancies, the more robust Vector Model with
Cosine Similarity scoring technique was subsequently used.
3.3 Vector Model
3.3.1 About
In November of 2005 we moved from the previous Raw Count Method with Symmetric Score
calculation technique to a Vector Model with Salton term weights and a Cosine Similarity
function used to calculate scores between subjects.
3.2.3 Examples
Examples of interesting scores were:
This method differed most significantly from the previous one in that we first created one set of
all the unique keywords provided. Then ran Google searches on each of those, and assigned a
subject a score in the appropriate index of a vector the size of the number of unique keywords,
based on the number of times it was returned. This method is a standard approach to information
retrieval.
3.3.2 Method
Of the 14709 keywords compiled from all the OCW subjects, Google searches were run on each
of the 13983 unique, case-insensitive keywords. Google searches discount the case of the search
terms, so this was valid. For a keyword K we calculated the term frequency for each subject Ca:
TFR(K, Ca) = Term frequency. The number of pages of Ca that
were among the top R search results of K
(distinct pages)
As in the previous scoring method, we took R=100 and used only the top 100 results for each
keyword search. With 10 searches needed for each 100 results, this led to approximately 139,830
searches.
Each subject has a Term Frequency vector of the same length. It reflects the subject's term
frequency for keyword Ki at the Term Frequency vector index I, TermFrequency[i].
Two additional pieces of information were saved as part of these searches. The first was the
approximate number of total results that were available for each keyword, provided as part of the
Google API. We do not currently make use of this. Also, the number of distinct subjects of the
1367 total that had non-zero TFR(K,Ca) values for each keyword were stored. This value would
be useful in certain weighting techniques, such as Salton term weighting.
3.3.3 Salton Weighting
From the TF-vectors for each subject, the vectors were weighted using Salton term weighting. A
Weight-vector, W, was created that was the same length as TF. Each index in W, wi was equal
to:
wz fi :og dj
where tf is equal to TF[i] or the term frequency of the i'th keyword, D is the total number of
subjects (1367), and dfj is the total number of distinct subjects that returned non-zero TRR(K,Ca)
values for keyword Ki [4] [5].
This effectively gives less common keywords more weight than more common keywords. This is
also standard in information retrieval, as knowing a subject has a more common keyword tells us
less information than knowing it has a less common keyword. [5]
Each subject's TF vector was multiplied by its Weight-vector to give its final vector used in
score computations.
3.3.4 Cosine Similarity Scoring




s im(Di, Dj) =I-- I_____
k= 1 k=1
The Similarity Score between two subjects ranged from 0 to I with a low score indicating less
similarity than a high score [5].
3.3.5 Modifications of the Vectors
The size of the unedited set of keywords returned from all of the subjects in the OCW curriculum
totaled 14,709. However, this set included case-sensitive keywords, keywords with no search
results, and different versions of a stemmed word. Some of these would inappropriately skew
score results and the vector had to be modified to remove the indices corresponding to these
"bad" keywords before scoring took place.
To create the unique set of keywords from those provided by individual subjects we made the
keywords case-insensitive and only kept unique values. This was important because those people
who entered the keywords were not consistent in their use of case, ex: Linear Algebra and Linear
algebra. Those two contributors obviously had the same topic in mind. Also, Google searches are
not case-sensitive so nothing is gained by running distinct searches on the case-sensitive forms of
the same word. Additionally, it could skew the scores in favor of those subjects with repeated,
case-sensitive keywords. Creating the unique, case-insensitive set left 13,983 keywords in total.
Keywords that had no search results were also removed. If there was no subject such that the
Term Frequency, TRR(K,Ca) for that keyword K was non-zero, the index of all subject vectors
corresponding to that keyword was removed. After discounting keywords with no Google results
we were left with vectors of length 12,626 for each subject. Because all subject vectors were zero
at that index, Similarity Scores were neither positively nor negatively affected by the inclusion of
these indices. However, storing 1,367 13,983-length vectors takes more space than storing 1,367
12,626-length vectors, and in the interest of conserving space the smaller vectors were used.
Finally, the keyword list was stemmed in order to combine keywords which mapped to the same
stem. Examples of such non-stemmed keywords include: art, artist, artistic, artistry, artists, arts.
The list of 12,626 keywords was manually stemmed using the Porter 2 Stemming algorithm. [7]
The algorithm lists the set of common suffixes, which when removed would map to the same
stem, and provided a useful visual comparison in the manual stemming process. The process was
done manually in order to catch other keywords that should map to the same word that the
algorithm would not pick up, such as: t.v. & television, or U.S., U.S.A, United States, & United
States of America.
A stem list was made that included the common stem, and all the keywords in the set that
mapped to that stem. The TF vector was then modified so that the value at the index of the stem
was set equal to the sum of the values at all the non-stem indices:
TF[Kstem] = I TF[Knon-stem:i] for all non-stems mapping to that stem
The indices of all non-stem keywords were then removed. This decreased the size of the TF
vectors from 12,626 to 11,145. This modification was not made merely to conserve space. All
non-stem keywords are alternative ways of describing the same topic, given by the stem. Before
the combination of the non-stems, subjects that covered the same topic, but referred to it in
different ways could have a false Similarity score of 0, indicating no overlap of topics. After
stemming they would have non-zero values at the same index and have a non-zero Similarity
Score, indicating overlap of topics covered by the subjects.
A final breakdown of keyword categories by size is given in Figure 1. Categories include: Good
keywords, Redundant Non-stems, Zero Google results, and Redundant Case-sensitive. The final
three categories are marked in red to indicate that keywords from these categories were not
included in the final TF vectors. The keywords not included accounted for nearly one fourth of
all the original keywords provided for subjects. This indicates keyword-providers are being
overly redundant 15% of the time and provide poor keywords 9% of the time.








Good Keywords Redundant - Non- Zero Google results Redundant - Case-
stems sensitive
Figure 1 - Keyword Categories by Size. Keywords included in categories marked as red were not included in
the final vectors.
4 Vector Data Analysis
4.1 Subject spans of Keywords
Before additional analysis is performed, it useful to examine the dataset, in this case the search
result TF vectors. For example, from the previous section, and as shown in Figure 1 11,145 of
the original 14,709 keywords were determined to be good and kept as part of the TF vectors for
the 1,367 subjects. But how good are those good keywords exactly?
"Good" needs to be clearly defined before a keyword's "goodness" can be measured. But a
keyword's subject span is certainly one measure of how applicable it is. A subject span of a
keyword is defined as the number of subjects that have a non-zero value in their TF vectors at the
index of that keyword. Figure 2 shows the subject spans by the number of keywords with such a
subject span. For example, 3,351 keywords span only 1 subject. These 3,351 keywords were
referenced only by the subject they were provided as keywords for. They are not applicable to
many subjects. Examples of these keywords are: "nanorobotics", "magnetoresistive sensors",
"ada lovelace", "penelope cruz" and "pornographic poems." These keywords account for
approximately 30% of the total number of keywords used. This means that 70% of the keywords
are applicable to 2 or more subjects. The keyword with the maximum span, spanning 240
subjects, is "science."
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Figure 2 - The Subject, or course, span of keywords. Shows subject span sizes (x-axis) by the number of
keywords (y-axis) with such a span. For example, 3,351 keywords span only 1 subject.
4.2 Keyword spans
One measure of a subject, Department, or School is how broad they are, or the number of distinct
topics they cover. The keyword span of a subject is defined as the number of nonzero values a
subject has across all the indices of its TF vector. Figure 3 shows Keyword spans by the number
of subjects with such a keyword span. One very broad subject, ESD-36JFall-2003, spans 777
keywords. The next broadest subject is ESD-84Engineering-Systems-Doctoral-SeminarFall2002
which spans 711 keywords. Seven narrow subjects span only one keyword. But on the whole,
OCW subjects tend to be broad. Nearly 73% of the OCW subjects, 995, span more than 50
keywords. 46% of the subjects, 633, span more than 100 keywords.
Further, at least 16% of the subjects, 231, span more than 200 keywords, meaning pages related
to each of those subjects contains more than 200 of the keywords. This validates the Vector
Model approach. As mentioned previously, the maximum number of keywords entered for a
subject was 205. There was only one subject with that many, and the number provided was
usually significantly less than that. However, at least 16% of subjects were related to more
keywords than the maximum provided. This would not have been reflected with the Raw Count
and Symmetric Score method, leading to lower scores for similar subjects.









Figure 3 - Keyword spans by the number of subjects, or courses, with such a keyword span. For example, one
subject spans 777 keywords. A total of 7 subjects span I keyword.
Figure 4 and Figure 5 show Departments and Schools, respectively, by percentage of keywords
spanned. The keyword span of a Department is defined by the number of keywords for which
any subject within that Department has a nonzero TF value at that keyword's index. The
keyword span of a School is similarly defined, with the number of keywords for which any
subject within that School has a nonzero TF value.
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Figure 4 - Department by Percentage of Keywords Spanned. Department 6 leads by spanning 35% of the
keywords.









SP Whitaker Sloan Architecture HASS Science Engineering
Figure 5 - School by Keywords Spanned. Engineering leads by spanning 63% of the keywords.
Figure 4 shows that Department 6, with 35% of keywords spanned, leads the Departments in
keyword spans. The trend of Engineering leading Department keyword spans continues in Figure
5. There, Engineering leads the Schools by spanning 63% of the keywords. Interestingly, this is a
little less than 1.5 times the percentage spanned by HASS. However Figure 23 shows that HASS
contains more than 1.5 as many subjects as Engineering does. Therefore, despite having fewer
contributing subjects, Engineering manages to span more keywords than HASS. That means, that
on average, each Engineering subject spans 29 keywords, while each HASS subject spans only
13 keywords, less than half that number.
4.3 Top Keywords
4.3.1 Uses
Lists of top keywords can be compiled for individual subjects, Departments, Schools, and for all
of MIT, using TF vectors and a list of the keywords at the corresponding indices in the TF
vector.
These top keyword lists have a number of uses. They are useful in providing an overview of the
keyword set used in OCW. Indeed, early versions of this experiment helped uncover the
existence of multiple, non-stemmed forms of the same word appearing in both these lists and in
the keyword dataset. Stemming took place as a direct result.
The lists also serve as a brief overview of the OCW subjects, Departments, and entire
curriculum. This overview could inform prospective students or any other person who wishes to
know more about what the curriculum covers or does not cover.
Finally, these lists could be used in a kind of feedback loop, where the keywords for individual
OCW subjects are taken from these lists rather than only from those supplied. Because these lists
show the number of pages that contain the keyword, the keywords could also be given in order of
most applicable.
4.3.2 For a subject
Top keyword lists can be generated for a subject by searching its non-weighted TF vector for the
top values. The corresponding keyword is then found at the same index in the keyword list. As
an example, the top 33 keywords of 6.001 Fall 2002 (the only non-zero value keywords) are
shown below in Table 1. The value following the keyword is the number of pages of 6.001 that
included that keyword.
Table 1 - Top Keywords for 6.001 Fall 2002, with the number of pages containing that keyword.
4.3.3 For Entire OCW Curriculum
The same can be done to find the most popular keywords for the entire OCW curriculum. In this
case, all the subject vectors are first averaged to create an "MIT" TF vector. Then the same
approach described above is followed. The top 50 keywords for all of MIT are shown in Table 2.
Also shown is the average number of pages the keyword appears on for any subject.



































Table 2 - Top 50 Keywords across all MIT subjects, with the avg. number of pages the keyword appears on
for any course.




















































The top keywords for Departments are calculated by averaging all non-weighted TF vectors for
subjects belonging to the Department, and then determining the keywords with the largest
values. The top 10 keywords for all OCW Departments are shown below in Table 3. Also shown
is the number of pages containing that keyword for any course in the Department, on average.






















5 (with 23 subjects) top 10 keywords:
chemistry, 4.04
reactions, 3.70
organic chemistry, 3.5 7





















































































































































































































twentieth century, 1.09 romance, 1.28
nation, 1.04 write, 1.15
rome , .98 comedy, 1.11
china, .96 character, 1.08
21M (with 15 subjects) top 10 keywords: 21W (with 27 subjects) top 10 keywords:
theater, 10.20 write, 6.96
music, 5.33 essay, 4.48
theater arts, 4.33 revising, 3.22
costume, 3.80 draft, 1.74
art, 3.40 image, 1.74
light, 2.93 life, 1.56
scenery, 2.60 oral presentation, 1.41
african american, 1.60 creative spark, 1.41
rendering, 1.60 exposition, 1.41
rehearsal, 1.53 feel, 1.41
22 (with 26 subjects) top 10 keywords: 24 (with 39 subjects) top 10 keywords:
neutron, 3.50 philosophy, 3.67
nuclear engineering, 3.46 linguistic, 3.31
nuclear, 3.15 phonology, 2.18
22.611 ,2.15 lexical, 1.90
particle, 1.96 semantic, 1.56
interact, 1.96 syntax, 1.10
scattering, 1.85 argument, 1.08
reactions, 1.65 language, 1.03
nuclear power, 1.46 belief, 1.00
photon, 1.46 true, 1.00
BE (with 12 subjects) top 10 keywords: CMS (with 3 subjects) top 10 keywords:
biological engineers, 6.58 media, 4.00
polymer, 5.33 cms.930, 2.33
tissue, 4.42 educational technology, 2.00
toxic, 3.42 revolution, 2.00
molecules, 3.08 digital divide, 2.00
gene, 2.92 nineteenth centuries, 2.00
cell, 2.75 education, 1.67
biomedical, 2.58 speak, 1.67
biomaterials, 2.42 e-learning, 1.67
tissue engineering, 2.42 transition, 1.67
ESD (with 11 subjects) top 10 keywords: HST (with 24 subjects) top 10 keywords:
engineering systems, 5.45 tissue, 3.92
system dynamics, 4.73 gene, 3.29
negotiating, 4.00 health, 3.25
































magnetic resonance imaging, 2.21
drug, 2.17
clinical, 2.12











Table 3 - The top 10 keywords for all OCW Departments. Also shown is the number of pages containing that
keyword for any subject in the Department, on average.
4.4 Multi-dimensional Scaling (MDS)
4.4.1 About
The GUESS Exploration System by Eytan Adar was used to visualize the datasets. It takes a list
of nodes and edges, each with associated fields, and creates a graph. The system also makes
available several layout algorithms to organize and lay out the nodes and edges of the graph. The
multi-dimensional scaling layout was used on all of the graphs visualized with GUESS. The
layout "does a multi-dimensional scaling on the graph where node-node distances are defined by
the connected edge weight." [8]
The Multi-dimensional scaling, MDS, layout algorithm expected distances between similar
nodes to be small, while the Similarity scores calculated from the Vector Model have larger
values for more similar subjects. Therefore, Similarity scores were often subtracted from some
constant to create distance values for GUESS edge weights. The specific distances used are
given when describing associated graph images.
4.4.2 MDS Layout of Two Departments
To determine how good graphs with the multidimensional scaling layout were at displaying
subjects of varying similarity, subjects belonging to two different Departments were graphed. An
edge was created for every pair of subjects and its weight was set equal to the 1.0 - Similarity
Score of the two. It was expected that two groups would naturally form, one for each set of
subjects.
Figure 6 shows such a graph of two Departments, with subjects from Department 21H and from
Department 6. The subjects were colored differently depending on their Department. As
expected, there are two groups, each with a different color, corresponding to the different
Departments.
4.4.3 MDS Layout of all Departments
To graph all the OCW Departments as single points, first all the weighted TF vectors belonging
to a Department were averaged together to create a new vector corresponding to the weighted TF
vector for the Department. Next, Similarity Scores were computed between all pairs of these
newly formed Department TF vectors. An edge was created between every pair of Departments,
with its weight equal to 1.0 - those scores. The resulting graph with multidimensional scaling
layout is shown in Figure 7. Departments are colored by School and convex hulls are drawn for
each school.
Figure 7 also suggests a new possible organization for the Schools at MIT. To create completely
disjoint sets for our new organization, it is necessary to remove parts of hulls that overlap.
Departments falling inside another School's hull are moved to that School with this simple
cluster analysis scheme. The resulting groupings are given below in Table 4.
School 1: 15
School 2: 9, HST, 7, BE, 5, 8, 22, 12, 18
School 3: ESD, 1, SP, 13, 6, 10, 2, 16, 3
School 4: 14, 17, 21H, 21A, 21F, STS, 21W, CMS, 21M, 21L, 24, MAS,4
School 5: 11
Table 4 - New School groupings suggested by minimizing the overlap of existing School convex hulls.
Departments falling within another School's hull are moved to a new School group consisting of the previous
School and the Department.
Figure 6 - The multidimensional scaling layout of subjects from two different Departments, colored
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Figure 7 - A graph of Departments, colored by School, with a multidimensional scaling layout. Convex hulls
are drawn for schools.
I
4.4.4 MDS Layouts of other Departments
Graphs of sets of subjects belonging to different Departments were also produced. Weighted TF
vectors of subjects belonging to the selected Department were found. Then, an edge was created
between all pairs of subjects in that set, with the weight of that edge being equal to 1.0 - the
Similarity Score between the two. The graphs were then laid out using the multidimensional
scaling layout.
Images of such graphs are shown in Figure 8, of Department 18, in Figure 9, of Department
21W, in Figure 10, of Department MAS, and in Figure 11, of Department 6. The graphs tell a
number of important details about the Departments. The subjects with the smallest distances to
other subjects in the Department are shown in the middle of the graph, such as 21W_746 in
Figure 9. Clusters of subjects within the Department can be seen, such as the one on the left of
Figure 8. Outliers of the Department can be seen apart from clusters, such as subject 21 W_730 in
Figure 9.
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Figure 9 - A graph with a multidimensional scaling layout of subjects from Department 21W.
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Figure 11 - A graph with a multidimensional scaling layout of subjects from Department 6.
4.5 MDS Compared to Other Organizations and Groupings
4.5.1 About
As seen in the previous section, graphs with MDS layouts are most useful when used to compare
preexisting organizations or groupings and suggest new groupings based on these. The
Departments of the OCW Curriculum were colored by School in a graph with MDS layout in
Figure 7. New groups of Schools were then formed in Table 4 by trying to reduce the overlap of
School convex hulls.
4.5.2 Human Department 6 Graphs
The Department 6 graph with MDS layout from Figure 11 is shown in the next five figures. In
these, however, subjects that have been taught or taken by an individual are shown in red.
Department 6 subjects that Hal has taught are shown in red in Figure 12. Classes taken by four
students are shown in Figure 13,Casey's subjects, Figure 14, Evelyn's subjects, Figure 15,
Mike's subjects, and Figure 16, Tammy's subjects.
Once again convex hulls for these sets can be used. This time, the groupings are not
reorganizable, such as those in the Department graph of Figure 7. However the hulls can be used
as predictors for subjects the students would likely take or subjects the Professor would likely
teach. Those subjects not yet taken, shown in green, that fall into the convex hulls of subjects
taken, are close in distance and topics to those already taken. It is likely, therefore, that these
may be taken in the future. Obviously, the larger the convex hull, the broader the set is, in terms
of distances between subjects and in topics covered. More untaken subjects will fall within these
hulls and more possible predictions are given.
* Predictions for Hal: 6.111, 6.829, 6.831, 6.857, 6.893, 6.897
* Predictions for Casey: 6.021, 6.045, 6.050, 6.090, 6.111, 6.163, 6.171, 6.186, 6.241,
6.245, 6.263, 6.270, 6.302, 6.336, 6.370, 6.374, 6.435, 6.450, 6.451, 6.805, 6.821, 6.827,
6.829, 6.837, 6.838, 6.844, 6.854, 6.856, 6.857, 6.863, 6.871, 6.875, 6.876, 6.884, 6.891,
6.893, 6.895, 6.896, 6.897, 6.933
* Predictions for Evelyn: 6.011, 6.021, 6.045, 6.050, 6.090, 6.092, 6.096, 6.111, 6.171,
6.186, 6.231, 6.241, 6.243, 6.245, 6.251, 6.252, 6.253, 6.263, 6.270, 6.336, 6.370, 6.374,
6.435, 6.441, 6.450, 6.451, 6.541, 6.801, 6.803, 6.805, 6.821, 6.827, 6.838, 6.844, 6.852,
6.854, 6.856, 6.863, 6.871, 6.875, 6.876, 6.881, 6.884, 6.891, 6.892, 6.893, 6.895, 6.896,
6.897, 6.901, 6.933, 6.972
* Predictions for Mike: 6.021, 6.042, 6.045, 6.050, 6.090, 6.092, 6.096, 6.101, 6.111,
6.163, 6.171, 6.186, 6.231, 6.241, 6.243, 6.245, 6.251, 6.252, 6.253, 6.263, 6.270, 6.301,
6.302, 6.331, 6.334, 6.336, 6.345, 6.370, 6.374, 6.435, 6.441, 6.450, 6.451, 6.541, 6.776,
6.780, 6.801, 6.803, 6.805, 6.821, 6.823, 6.827, 6.829, 6.831, 6.838, 6.844, 6.852, 6.854,
6.857, 6.863, 6.871, 6.875, 6.876, 6.881, 6.884, 6.891, 6.892, 6.893, 6.895, 6.896,
6.897, 6.933, 6.972, 6.976
* Predictions for Tammy: 6.021, 6.045, 6.046, 6.050, 6.090, 6.096, 6.111,6.163, 6.171,
6.186, 6.241, 6.245, 6.263, 6.302, 6.336, 6.345, 6.374, 6.450, 6.451, 6.803, 6.805, 6.821,
6.827, 6.829, 6.837, 6.838, 6.838, 6.844, 6.852, 6.854, 6.856, 6.857, 6.863, 6.871, 6.875,
6.876, 6.884, 6.891, 6.893, 6.895, 6.896, 6.897, 6.901, 6.933
M4
Figure 12 - Department 6 classes with those taught by Hal shown in red. A convex hull is created from those
taught.
M m




Figure 14 - Department 6 classes with those taken by Evelyn shown in red. A convex hull is created from
those taken.
M-
Figure 15 - Department 6 classes with those taken by Mike shown in red. A convex hull is created from those
taken.
- mM M
Figure 16 - Department 6 classes with those taken by Tammy shown in red. A convex hull is created from
those taken.
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4.5.3 Department 6 Organization Graphs
Like Figure 11 that showed the MDS graph of Department 6, both Figure 17 and Figure 18
show the graph of all subjects in Department 6 with an MDS layout. In Figure 17 subjects in
Department 6 are colored based on whether they are Electrical Engineering (red) or Computer
Science (blue). Classes shown in white, gray, and black make up the common core, math
requirements, and labs, and fall into neither category. These categories, along with concentration
groups, come from the Department 6 degree requirement list. [9]
Using the same method previously described, the department can be reorganized into new groups
by reducing the overlap of the convex hulls between groups. The following are suggestions for
group reorganization of Department 6:
* Previously ungrouped moved to EE: 6.071, 6.976, 6.977
* Previously ungrouped moved to CS: 6.090, 6.897, 6.933, 6.186, 6.901, 6.370, 6.270,
6.050, 6.096, 6.092
* Moved from CS to EE: 6.854, 6.801, 6.895, 6.891, 6.875
* Moved from EE to CS: 6.345, 6.435, 6.542
Figure 18 shows the Department 6 MDS graph colored by concentration. As in Figure 17, white,
gray, and black subjects correspond to the common core, math requirements, and lab, and do not
have a concentration. The following reorganizations for concentrations are suggested to reduce
the overlap of the convex hulls between groups:
* Previously Unassigned moved to Electrodynamics/Energy Systems: 6.977
* Communications, Control & Signal Processing moved to Electrodynamics / Energy
Systems: 6.451
* Previously Unassigned moved to Devices, Circuits, and Systems: 6.976
* Communications, Control & Signal Processing moved to Devices, Circuits and Systems:
6.302
* Unassigned moved to Computer Systems and Architecture: 6.897, 6.090
* Al moved to Computer Systems and Architecture: 6.831
* Al moved to Theory: 6.871, 6.891
Further recommendations aren't made because it isn't clear how to move subjects to reduce the
overlap of hulls in the large cluster on the right of the figure. However, it is important to point
out that there is some evidence these reorderings might be valid. The MDS graph suggested that
6.831 (User Interface Design and Implementation) should be moved from AI to Computer
Systems and Architecture. 6.831 is unusual in that it falls into both concentrations from the point
of view of Department 6 requirements. Its concentration was arbitrarily chosen to be AI for the
purposes of coloring. However, we see that it is more likely that 6.831 is a Systems and
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The Hierarchical Clustering Explorer 3.0, created by the Human-Computer Interaction Lab at the
University of Maryland, was used to perform hierarchical clustering. It allows a user to import a
set of data with Similarity Scores between all pairs of objects and perform clustering. The
algorithm it uses to perform the clustering is given below:
1. Initially, each data item occupies a cluster by itself So there are n clusters at the beginning.
2. Find one pair ofclusters whose similarity value is the highest, and make the pair a new
cluster.
3. Update the similarity values between the new cluster and the remaining clusters.
4. Steps 2 and 3 are applied n-1 times before there remains only one cluster of size n. [10]
The similarity values used for the new cluster in step 3 can be selected. For all the hierarchical
clustering done with HCE the method used for step 3 was Average Linkage (UPGMA :
Unweighted Pair Group Method with Arithmetic Mean). This took the average of the similarities
between all remaining clusters and the first member of the pair and the similarities between all
remaining clusters and the second member of the pair.
HCE 3.0 creates dendrograms, or hierarchies, of the dataset as part of the clustering. The final
number of clusters as seen in the dendrograms is controlled by the end user. The dataset is
continually clustered until there is only one remaining cluster. It is then up to the user to
determine if the number of clusters should be increased. The cluster sizes chosen for the datasets
are explained along with the included dendrograms below.
4.6.2 Clustering of Departments
The Hierarchical Clustering of the Similarity Scores between all pairs of Departments produced
the dendrogram shown in Figure 19. The dendrogram shows the two Departments clustered first
as being HST and BE, which should occur as they have the smallest distance, 101-(Similarity
Score)* 100, 51.97. The number of clusters chosen was the minimum number without leaving
any Department in a cluster by itself. These clusters suggest a new organization for the OCW
Departments into Schools. The Departments grouped by new Schools produced are:
* School 1: STS, 21A, 17, 21H, 21L, 21W, 21F, 4, MIAS, 24, 24,
CMS, 21M.
* School 2: 15, ESD, 1, 1 1, 14, SP
* School 3: 22, 8, 5, 12, 3, 2, 16, 6, 10, 18, 13
* School 4: , BE, 7, 9
They are colored by their previous school for comparison.
4.6.3 Clustering of Department 6
Hierarchical Clustering was also done on all the subjects of Department 6, using the Similarity
Scores between all pairs of subjects. The clustering produced the dendrogram in Figure 20. The
number of clusters was chosen to break apart especially large clusters, while still keeping the
number of clusters reasonable. The clusters suggest the following new organization for
Department 6, with multiple versions of a subject shown in bold:
Group 1: 6.050, 6.061, 6.163, 6.231, 6.241, 6.243, 6.245, 6.252, 6.253, 6.336, 6.432, 6.435,
6.451, 6.685, 6.728, 6.763, 6.780, 6.801, 6.837, 6.838, 6.881, 6.972
Group 2: 6.186, 6.270, 6.370
Group 3: 6.001, 6.001, 6.033, 6.090, 6.170, 6.171, 6.263, 6.805, 6.821, 6.824, 6.826, 6.827,
6.829, 6.831, 6.844, 6.852, 6.857, 6.875, 6.876, 6.893, 6.895, 6.896, 6.897, 6.901,
6.933,
Group 4: 6.034, 6.034, 6.034, 6.345, 6.541, 6.542, 6.551, 6.803, 6.825, 6.863, 6.867, 6.871,
6.881, 6.892
Group 5: 6.441, 6.450, 6.451, 6.895
Group 6: 6.152, 6.161, 6.334, 6.637, 6.720, 6.730, 6.772, 6.973, 6.977, 6.977
Group 7: 6.003, 6.302, 6.661
Group 8: 6.041, 6.041
Group 9: 6.046, 6.046, 6.854, 6.854, 6.856
Group 10: 6.042, 6.042
Group 11: 6.013, 6.630, 6.632, 6.635, 6.641, 6.641, 6.642
Group 12: 6.004, 6.035, 6.111, 6.111, 6.823, 6.828, 6.884
Group 13: 6.045, 6.045
Group 14: 6.002, 6.012, 6.071, 6.101, 6.301, 6.331, 6.374, 6.776, 6.976
Only the short names of subjects have been included in the list of groupings above. As one step
towards showing the groupings are valid, note that all versions of the same subject, shown in
bold, fall into the same group.
Figure 19 - The Hierarchical Clustering of the OCW Departments. The number of clusters was chosen so as
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Figure 20- The Hierarchical Clustering of Department 6 subjects. The number of clusters was chosen to
break apart overly large clusters into clusters of reasonable size.
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Figure 20 -The Hierarchical Clustering of Department 6 subjects. The number of clusters was chosen tobreak apart overly large clusters into clusters of reasonable size.
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5 Conclusions
It is important to note that nearly one fourth of the keywords provided to OCW for subjects were
not used in the Vector Method. They were inappropriate either because they were redundant
(15%) or returned no matching subjects - including the ones they were provided for - in a
Google search (9%). This created the need for multiple modifications to the set of keywords to
remove the inappropriate ones. It also shows a need for keyword providers to be given guidelines
for appropriate keywords.
For those "good" keywords that were used in the Vector Model, nearly 70% of them were
applicable to two or more subjects, showing they tended to be applicable to more than the
subjects they were provided for. The keyword with the largest subject span was "science,"
spanning nearly 240 subjects.
OCW subjects tended to be very broad. 73% spanned more than 50 keywords, 46% spanned
more than 100 keywords, and 16% spanned more than 200 keywords. The subjects with the top
keyword spans, both above 700, were from ESD, in the School of Engineering. Further, it was
found that, on average, subjects in the School of Engineering tended to cover more than twice as
many keywords as those in the School of Humanities, Arts, and Social Sciences.
The validity of the Vector Model over the Raw Count Method with Symmetric Scores was also
shown with subject spans. More than 16% of subjects are related to more than the maximum
number, 205, of keywords provided for any subject. This would not have been reflected in the
other method: subjects that both covered keywords that neither listed would have deceptively
low scores.
Top keywords can provide an overview of a subject, Department, School or the entire OCW
curriculum. They list the keywords by the number of a subject's pages the keyword appears in,
averaged if in a set.
Other possible organizations for Departments and Schools are suggested by Hierarchical
clustering and by minimizing the overlap of convex hulls in MDS graphs. These techniques were
used to find two new possible organizations for Departments into Schools and two new possible
organizations for Department 6.
MDS graphs of a Department with convex hulls can also be used to predict or suggest subjects to
students who have previously taken subjects or Professors who have previously taught subjects
in the Department. Suggestions were made for four Department 6 students and one Department 6
Professor. The broader the person's interests, as measured by distances between previous
subjects, the more suggestions are possible.
Finally, it is important to note that these findings only apply to the subject, Departments, and
Schools as covered by OCW. The results can not necessarily be generalized to the MIT
curriculum. There is currently at least one Department, CSB, with no contributing subjects. If
individual Departments increase the number of subjects they contribute to OCW, the tests could
be rerun and the results generalized for MIT.
6 Future Work
As mentioned in the conclusions, there exists the possibility of recompiling the set of keywords,
rerunning the Google searches, rerunning the experiments, and generalizing the results to the
entire MIT curriculum. In order for this to take place, the number of subjects that Departments
contribute must first increase. But the system has been written to easily allow for the analysis to
be redone.
Future work also includes building an applet to share the results of this paper with a broader
audience. Such an applet may include the ability to display the MDS graph of the subjects the
student has taken along with predictions for future subjects. Or the data could be browsed in
much the same way as the Subject Listing Catalog is. Departments and subjects close together on
MDS graphs would inform a student about relatedness of topics.
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8 Appendix 1: MIT Departments By School
MIT's curriculum, all of its subjects, is organized into 35 Departments. Departments (with
Department numbers) are grouped into Schools as follows:
* Architecture and Engineering: Architecture (4), Media Arts and Sciences (MAS),
Urban Studies and Planning (11)
* Enaineerin : Aeronautics and Astronautics (16), Biological Engineering (BE), Chemical
Engineering (10), Civil and Environmental Engineering (1), Computational and Systems
Biology (CSB), Electrical Engineering and Computer Science (6), Engineering Systems
Division (ESD), Materials Science and Engineering (3), Mechanical Engineering (2),
Nuclear Science and Engineering (22), Ocean Engineering (13), School-Wide Electives
(SWE)
* Humanities, Arts and Social Sciences: Anthropology (21A), Comparative Media
Studies (CMS), Economics (14), Foreign Languages and Literatures (21F), History
(21H), Linguistics and Philosophy (24), Literature (21L), Music and Theater Arts (21M),
Political Science (17), Science, Technology and Society (STS), Writing and Humanistic
Studies (21W)
* Sloan School of Management: Management (15)
* Science: Biology (7), Brain and Cognitive Sciences (9), Chemistry (5), Earth,
Atmospheric, and Planetary Sciences (12), Mathematics (18), Physics (8)
* Whitaker Colle2e of Health Sciences and Technoloy: Harvard-MIT Division of
Health Sciences and Technology (HST)
* None: Special Programs (SP)
9 Appendix 2: OCW Curriculum Analysis
It is important to keep in mind that while OCW hopes to one day cover the entire MIT
curriculum, as of November 2005 it only included a subset of MIT courses. Because of this, any
results described in this paper apply only to the MIT curriculum covered by OCW. Before those
findings are discussed, it is necessary to make explicit certain information about this new dataset
and compare it to the entirety of the MIT curriculum to note limitations of generalizing results.
OCW does not include classes from all 35 MIT departments. As shown in Figure 21, only 33 out
of 35 Departments are found by the method described for determining Department numbers in
the OCW section. The two Department names not covered are SWE, School-wide Electives, and
CSB, Computational and Systems Biology. On manual inspection of the subject listings for each
of these Departments, it was found that SWE subjects were represented by the dataset but their
subject numbers reflected their inclusion in other Departments. Department CSB, the only truly
unrepresented Department in OCW, at this time only lists 3 subjects in the subject catalog.









Courses covered Courses not covered
Figure 21 - Number of Departments, or Courses, covered by OCW. Of those not covered (SWE and CSB),
SWE subjects are represented in other Departments and only CSB subjects are not present in the dataset.
All Schools are represented in the OCW dataset. A breakdown of Schools by their number of
represented Departments is shown in Figure 22. The School of Humanities, Arts, and Social
Sciences covers the most Departments, with 11, followed by Engineering at 10. This differs
slightly from the real MIT curriculum as the School of Engineering, with 12 Departments,
includes both SWE and CSB, the two Departments names not appearing in the OCW dataset.








Figure 22 - Schools by their number of contributing Departments, or Courses. Humanities, Arts and Social
Sciences and Engineering cover the most Departments.
A breakdown of Schools by the number of contributing subjects is shown in Figure 23. The
figure shows that while the School of Humanities, Arts, and Social Sciences has only one more
Department than Engineering according to the OCW dataset, it has more than 140 more
contributed subjects than Engineering. The School of Science, with less contributing
Departments than Engineering also has more subjects. Even SP, Whitaker, and Sloan that were
tied in the number of Departments, each with only one, vary greatly in their number of
contributed subjects. A breakdown of Schools by average number of contributing subjects, or the
number of contributing subjects divided by the number of Departments, is included in Figure 24.
There, Sloan leads with an average of 115 contributing subjects, all in one Department.











SP Whitaker Sloan Architecture Engineering Science HASS
Figure 23 - Schools by Number of Contributing subjects, or courses. HASS has nearly 100 more departments
contributed than the School of Science.
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SP Whitaker LASS Engineering Science Architecture Sloan
Figure 24 - Schools by average number of contributing subjects, or courses, or the number of subjects divided
by the number of Departments. Here, Sloan is the clear leader with only one Department (Sloan) and 115
contributing subjects.
A further breakdown of each of the 33 Departments by number of contributed subjects is
included in Figure 25. Departments are colored by their School as in the previous four figures.
Electrical Engineering and Computer Science, Department 6, and Management, Department 15,
both have the greatest number of contributed subjects.









CMS SP 10 ESD BE 21M 13 STS 7 5 HST 22 21A MAS 21W 3 12 24 16 2 14 21H 1 8 21L 4 21F 17 18 9 11 15 6
Figure 25 - Departments by number of contributing subjects. Electrical Engineering and Computer Science,
Department 6, and Management, Department 15, both lead.
10 Appendix 3: Stems
The following is the stem file that was created to merge non-stemmed, redundant keywords
results into a single keyword. The first item listed is an existing keyword. Its index in the TF
vector is the index the other listed keyword's TF-values should be added into. After addition of
their TF index values, the indexes of the subsequent keywords are removed. Keywords marked











*ideology of a 1.56,1.56j
*languge 1.573,1.573j
*latin america 1.593,1.593j






























































































































































































































































































































central force motion,central force motions
































































































crystal lattice,crystal lattices 





cultural perspective,cultural perspectives 






data communication,data communications 
data link,data links 
data models,data modeling 
database,databases 














design corn petition,design competitions 





















digital circuit,digital circuits 
digital communication,digitai 
communications 
digital images,digital imaging 













dynamiqdynam ics,dynam ism 



































































fast fourier transform,fast fourier transforms
























































































































































laplace transform, laplace transforms
laplace equations,laplace's equation
large scaling structure,large-scale structure
laser,lasers
lattice vibration, lattice vibrations
law,laws






























































































































































































































































































































































































































































turbulent boundary layer,turbulent boundary
layers
turbulent flow,turbulent flows
turn of the century,turn-of-the-century
tutorial,tutorials
twentieth century,twentieth-century









































world war ii,world war two,wwii
world wide web,www
write,writer,writers,writing,written
x-ray,x-rays
