A graph G is said to be claw-free if G has no induced subgraph isomorphic to K 1,3 . For a cycle C in a graph G, C is called a Tutte cycle of G if C is a Hamilton cycle of G, or the order of C is at least 4 and every component of G − C has at most three neighbors on C. In [On a closure concept in claw-free graphs, J. Combin. Theory Ser. B 70 (1997), 217-224], Ryjáček proved that the conjectures by Matthews and Sumner (every 4-connected claw-free graph is Hamiltonian) and by Thomassen (every 4-connected line graph is Hamiltonian) are equivalent. In this paper, we show the above conjectures are equivalent with the conjecture by Jackson in 1992 (every 2-connected claw-free graph has a Tutte cycle).
Introduction
In this paper, we consider only finite undirected graphs. For terminology and notation not defined in this paper, we refer the readers to [6] . Throughout this paper a graph means a simple graph, i.e., without loops or multiple edges. A multigraph may contain multiple edges but no loops. Let G be a (multi)graph. We denote by V (G) and E(G) the vertex set and the edge set of G, respectively. For X ⊆ V (G), we let G[X] denote the subgraph induced by X in G,
and let G − X = G[V (G) − X]. For a subgraph H of G, let G − H = G − V (H). A graph
G is said to be Hamiltonian if G has a Hamilton cycle, i.e., a cycle containing all the vertices of G, and Hamilton-connected if G has a Hamilton path between any pair of vertices, i.e., a path containing all the vertices of G. A graph G is said to be claw-free if G has no induced subgraph isomorphic to K 1,3 (here K 1,3 denotes the complete bipartite graph with partite sets of cardinalities 1 and 3, respectively). For a cycle C of G, C is said to be maximal if there exists no cycle C ′ such that V (C) ⊊ V (C ′ ).
In this paper, we will deal with many statements which are unknown to be true or not. We call two statements equivalent if the correctness of one statement implies that of the other and vice versa. Most of the results in this paper are motivated by the following two conjectures due to Matthews and Sumner [17] and Thomassen [23] , respectively.
Conjecture A (Matthews and Sumner [17], Thomassen [23])
The following statements are true.
(A1) Every 4-connected claw-free graph is Hamiltonian. (A2) Every 4-connected line graph is Hamiltonian.
Since every line graph is claw-free, statement (A2) is a special case of statement (A1).
However it is known that a result on closures due to Ryjáček [18] implies that statements (A1) and (A2) are even equivalent. [18] ) Statements (A1) and (A2) are equivalent.
Theorem B (Ryjáček
Like Theorem B, many statements that are seemingly stronger or weaker than statements (A1) and (A2) have been proven to be equivalent to it as follows (see a survey [5] for more details). Note that statements (A5) and (A6) were conjectured by Ash and Jackson [1] and Fleischner [8] , respectively. [19] .
Theorem C All of the following statements are equivalent to statements (A1) and (A2). (A3) Every 4-connected claw-free graph is Hamilton-connected
(A4) Every 4-connected line graph is 1-Hamilton-connected (2-edge-Hamilton-connected) [15] .
(A5) Every essentially 4-edge-connected multigraph has a dominating closed trail [9] .
(A6) Every cyclically 4-edge-connected cubic graph has a dominating cycle [9] .
(A7) Every cyclically 4-edge-connected cubic graph that is not 3-edge-colorable has a dominating cycle [12] .
(A8) Every snark has a dominating cycle [3] .
Recently, as a positive result related to Conjecture A, Kaiser and the fourth author [16] proved that every 5-connected claw-free graph with minimum degree at least 6 is Hamiltonconnected.
On the other hand, it is known that considering "Tutte cycles" is an effective approach to some problems on Hamiltonicity, where a cycle C of a graph G is called a Tutte cycle of G if planar graphs (see [22, 24] ). Starting with this result, many researchers have been studying the existence of certain Tutte cycles not only in planar graphs but also in projective planar graphs or graphs on other surfaces in order to show Hamiltonicity of such graphs (for example, see [20, 21, 25] ). Thus, they have succeeded to show Hamiltonicity of 4-connected planar graphs or graphs on surfaces, considering stronger concept "Tutte cycles". Motivated by the above situation for planar graphs, we concentrate on Tutte cycles in clawfree graphs in this paper. As a possible approach to solve Conjecture A, Jackson [11] proposed the following conjecture (see also [2, Conjecture 5 .37] and a survey [7, Conjecture 2a.5] ).
Conjecture D (Jackson [11])
The following statement is true.
(A9) Every 2-connected claw-free graph has a Tutte cycle.
As mentioned above, Tutte cycles in 4-connected graphs are Hamilton cycles, and hence statement (A9) implies statement (A1). The main result of this paper is to show that the converse also holds. In fact, we prove the following theorem.
Theorem 1 Statements (A1) and (A9) are equivalent.
On the other hand, if a graph has a Tutte cycle, then we can expect that it is long since it can avoid only vertices in a component of the graph after deleting a cut set of order at most three. Actually, Tutte cycles in 4-connected graphs are Hamilton cycles, i.e., Tutte cycles in 4-connected graphs are longest cycles of the graphs. How about 2-connected (or 3-connected) claw-free graphs? In view of Theorem 1, it would be natural to ask that every 2-connected (or 3-connected) claw-free graph has a Tutte cycle which is a longest cycle of the graph. As an answer to this problem, in Section 7, we will give a 3-connected claw-free graph in which any Tutte cycle is not longest. Thus it is not always true that a 2-connected (or 3-connected)
claw-free graph has a longest cycle being also a Tutte cycle. However, the following theorem, which is also our main theorem, implies that if every 2-connected claw-free graph has a Tutte cycle, then we can always take it so that it is maximal.
Theorem 2 Statement (A9) is equivalent to the following statement.
(A10) Every 2-connected claw-free graph has a Tutte cycle which is a maximal cycle of the graph.
In Section 3, we will mention a new statement and give two theorems (Theorems 3 and 4) in order to show Theorems 1 and 2. We also give the proofs of Theorems 1 and 2 by using the two theorems in this section. In Sections 4 and 5, we will prove Theorems 3 and 4 by using closure concept and other related results, some of which are also new (see also the relations between statements in Appendix).
Notation and terminology
In this section, we prepare notation and terminology which we use in subsequent sections.
Let G be a (multi)graph and v ∈ V (G). The degree of v is the number of edges incident with v in G. We denote by d G (v) and N G (v) the degree and the neighborhood of v in G, respectively, and
. We use L(G) for the line graph of G. Let e be an edge of G. We denote by v e a vertex in L(G) corresponding to e. Let V (e) be the set of end vertices of e, and we define E G (e) = {f ∈ E(G) : V (f ) ∩ V (e) ̸ = ∅}. An edge e is called a pendant edge if one of the end vertices of e has degree exactly 1 in H, i.e., V (e) ∩ V 1 (H) ̸ = ∅. The edge degree of e in G is defined by the number of elements of E G (e) \ {e}, i.e., the number of edges adjacent to e. Note that for a (multi)graph G, the minimum edge degree of G is d if and only if the minimum degree of 
) and the edge set section, we will prove Theorem 4 by using the closure concept. In Section 5, we will prove Theorem 3 by using the inflation techniques.
In the rest of this section, we also state other statements and give a theorem as follows. Note that statement (A11) implies statement (A12), and statement (A13) implies statement (A12).
Note also that statement (A13) was conjectured by Jackson [11] , and see also (A13) Every essentially 2-edge-connected multigraph has a Tutte closed trail.
Theorem 5 If statement (A12) is true, then statement (A13) is also true.
By the definition of a Tutte closed trail, it is easy to check that statement (A13) implies statement (A5) "every essentially 4-edge-connected multigraph has a dominating closed trail" (in fact, every Tutte closed trail T of an essentially 4-edge-connected multigraph H is a dominating closed trial, since otherwise the edges between T and a component of order at least 2 in H − T form an essential edge-cut of order at most three, contradicting essential 4-edge-connectedness of H). Therefore, combining this with Theorems C, 3 and 5, we see that statement (A1) is also equivalent to statements (A11), (A12) and (A13). Note that it is not necessary to prove
Theorem 5 for the proofs of Theorems 3 and 4, but we prove it since it may be interesting by itself (see also Appendix). We will prove Theorem 5 in Section 6.
Corollary 6
Statements (A1), (A11), (A12) and (A13) are all equivalent.
Proof of Theorem 4
In this section, we prove Theorem 4. To do that, we use the closure concept in claw-free graphs introduced by Ryjáček [18] . of G, and denote it by cl(G). In [18] , it is shown that the closure of a claw-free graph has the following property.
Theorem E (Ryjáček [18] ) Let G be a claw-free graph. Then the following hold.
uniquely defined).
(
ii) There exists a triangle-free graph H such that L(H) = cl(G). (iii) The length of a longest cycle in G and in cl(G) is the same.
To obtain Theorem E (iii), Ryjáček actually proved the following. For an eligible vertex v of a claw-free graph G, let G v be the graph obtained from G by local completion at v.
Proposition F (Ryjáček [18]) Let G be a claw-free graph and v be an eligible vertex of G.
If
Proposition F might not hold for a cycle C ′ which is not a longest cycle of G v . However, in the proof of Proposition F, only the maximality of |V (C ′ )| is used for the fact that
Therefore, the same argument can work in the proof of the following proposition.
Proposition 7 Let G be a claw-free graph and v be an eligible vertex of
As a corollary of Proposition 7, we can obtain the following, where for convenience, we call a cycle C of a graph G a Tutte maximal cycle of G if C is a Tutte cycle and a maximal cycle
Corollary 8 Let G be a claw-free graph. If cl(G) has a Tutte maximal cycle, then G has a Tutte maximal cycle.
By the definition of a weakly Tutte edge-maximal closed trail, the following holds.
Proposition 9 Let G be a claw-free graph, and let H be a graph such that L(H) = cl(G). If

H has a weakly Tutte edge-maximal closed trail, then L(H) has a Tutte maximal cycle.
Proof of Proposition 9. Let T be a weakly Tutte edge-maximal closed trail of H and H * =
H[V (T )] + E H (T, H − T ). Then by Lemma 1, L(H * ) has a Hamilton cycle C which is a maximal cycle of L(H).
On the other hand, by the definition of a weakly Tutte closed trail,
Moreover, again by the definition of a weakly
This implies that C is a Tutte cycle of L(H). Thus C is a Tutte maximal cycle of L(H). □
Now we are ready to prove Theorem 4.
Proof of Theorem 4. Suppose that statement (A11) is true. Let G be a 2-connected claw-free
is complete, then L(H) clearly has a Hamilton cycle, and hence by Theorem E (iii), G has a 
Set up for the proof of Theorem 3
At the end of this section, we will prove Theorem 3, that is, we will prove statement (A11) assuming (A1), by induction on the number of elements of E 2 (H) ∪ E 3 (H), where H is a given essentially 2-edge-connected multigraph. Therefore, we need the following for the first step of the induction. Here for a multigraph H and a subset Then H has a dominating (
In order to consider statement (A15), we need the concept called "
trail. The following was proven by Kužel [14] . 
Actually, we show the following theorem in this section.
Theorem 10 If statement (A16) is true, then statement (A15) is also true.
We prove Theorem 10 in the next subsection and prove Theorem 3 in Subsections 5.3 and
5.4.
At the end of this subsection, we give another theorem as follows.
Theorem 11 If statement (A15) is true, then statement (A1) is also true.
Combining Theorem 11 with Theorems G and 10, statement (A1) is also equivalent to statement (A15). Note that it is not necessary to prove Theorem 11 for the proof of Theorem 10, but we prove it since it may be interesting by itself (see also Appendix). We will prove
Theorem 11 in Section 6.
Proof of Theorem 10
In order to show Theorem 10, we need some concepts and results. 
Proof of Lemma 3. By the definition of the core, for each xy ∈ E(H * ), xy ∈ E(H) or there
each e = xy ∈ X, let z e be the vertex in V 2 (H) such that N H (z e ) = {x, y}. Then by replacing e with a path xz e y for each e = xy ∈ E(T * ) ∩ X, we can obtain a closed trail T of H such that
e ∈ E(T * )∩X} and E(T ) = {xz e , yz e : e = xy ∈ E(T * )∩X}∪(E(T * )\X).
Moreover, since V ≥4 (H * ) = V ≥4 (H) by the definition of the core and the assumption,
. Therefore, to complete the proof, we have only to show that T is a dominating closed trail of H. Note that |E(H)| ≥ 5 because H is essentially 4-edge-connected.
, and let
, then by the definition of the core, {x, z} ⊆ V (H * ) and
Since H is essentially 4-edge-connected and L(H) is not complete,
, and hence
this implies that T is a dominating closed trail of H. □
We also need the following operation (see [9] for more details Let H I be a cubic inflation of a multigraph H and for each z ∈ V (H), set
Observing that a dominating cycle in H I must contain at least one vertex in I(z) for each z ∈ V ≥4 (H), we immediately obtain the following fact (which is implicit in [9] ).
Lemma I (Fleischner and Jackson [9]) Let H be a multigraph with δ(H) ≥ 3, and let H I be a cubic inflation of H. Suppose that H I has a dominating cycle C. Then H has a dominating V ≥4 (H)-closed trail T which satisfies the following:
• If uv ∈ E(C) with u ∈ I(x) and v ∈ I(y) for some x, y ∈ V (H) (x ̸ = y), then xy ∈ E(T ).
Now we are ready to prove Theorem 10.
Proof of Theorem 10. Suppose that statement (A16) is true. Let H be an essentially 4-edge-
connected multigraph, and let (e 1 , e 2 , e 3 ) be a 3-star of H (note that V (e 3 ) ⊆ V ≥3 (H) and that
because H is essentially 4-edge-connected). We will find a dominating (
If L(H) is complete, then we can easily see that (i) H is a star such that V (e 1 ) = V (e 2 ) = V (e 3 ), or (ii) H is a triangle such that e 3 is a unique simple edge in H or V (e i ) = V (e 3 ) and 
for some k and l with 1 ≤ k < l ≤ 3, then it is easy to check that H I ∼ = K 4 , and hence H I has a desired dominating cycle. Thus we may assume that
1 w
2 } H * Figure 1 :
1 , w
2 } and we assumed that statement (A16) is true, it follows that
2 } has a dominating cycle
2 (see Figure 1) .
2 } is a desired dominating cycle of H I . Thus the assertion holds. Then by Lemma I, H * has a dominating 
Preparation for the proof of Theorem 3
In this subsection, we prepare some technical lemmas to prove Theorem 3.
In the proof of Theorem 3, we will restrict maximal cycles on H to some component. To show that the resulting graph is a weakly Tutte closed trail, we use the following lemma.
Lemma 4 Let H be a multigraph, and let T be a weakly Tutte closed trail of H. If T ′ is a closed trail of H such that E H (T ′ ) = E H (T ), then T ′ is also a weakly Tutte closed trail of H.
Proof of Lemma 4. Let T ′ be a closed trail of H such that E H (T ′ ) = E H (T ), and suppose that T ′ is not a weakly Tutte closed trail of H. Then there exists F
′ ∈ F H (T ′ ) such that e H (F ′ , T ′ ) ≥ 4. (Recall that F H (T ′ ) = {F : F is a component of H − T ′ such that |V (F )| ≥ 2}.) Write E H (F ′ , T ′ ) = {e 1 , . . . , e l } (l ≥ 4). Since E H (F ′ , T ′ ) ⊆ E H (T ′ ) = E H (T ), it follows that V (T ) ∩ ( ∪ l i=1 V (e i ) ) ̸ = ∅. Let S = V (T ) ∩ ( ∪ l i=1 V (e i ) ) . If S ∩ V (F ′ ) ̸ = ∅, then E(F ′ ) ∩ E H (T ) ̸ = ∅,
and this contradicts the assumption that E H (T ′ ) = E H (T ). Thus S ⊆ V (T ′ ).
Since
, and hence F ′ In the rest of this subsection, we let k be an integer with 2 ≤ k ≤ 3, and let H be an essentially k-edge-connected multigraph.
We prepare the following notation. We define Figure 2 ). Now we fix the following notation. Let (X, H 1 , H 2 ) ∈ T k (H), and write X = {e 1 , . . . , e k }.
Lemma 5 Let 1 ≤ i ≤ 2. If H X i has a weakly Tutte edge-maximal closed trail T i such that E(T i ) ∩ {e
(i) 1 , . . . , e (i) k } = ∅, then T i
is a weakly Tutte edge-maximal closed trail of H, or H X i has a weakly Tutte edge-maximal closed trail
Proof of Lemma 5. We may assume that i = 1. Note that T 1 is a weakly Tutte closed trail of H because E(T 1 ) ∩ {e (1) 1 , . . . , e (1) k } = ∅. Suppose that T 1 is not a weakly Tutte edgemaximal closed trail of H. Then there exists an edge-maximal closed trail T of H such that
k } = ∅. Note also that |E(T )∩X| = 2 because 2 ≤ k ≤ 3. We may assume that E(T )∩X = {e 1 , e 2 }, and let R 1 = (T −V (H 2 ))+{e
We further fix the following notation in the following three lemmas (Lemmas 6 through
Let l 1 and l 2 be integers with 1 ≤ l 1 < l 2 ≤ k, and let T i be a {e
Lemma 6 If T i is a weakly Tutte closed trail of H X i for each i with i ∈ {1, 2}, and {v
(j) 1 , . . . , v (j) k } ⊆ V (T j ) for some j with j ∈ {1, 2}, then T
is a weakly Tutte closed trail of H.
Proof of Lemma 6. We may assume that l 1 = 1 and l 2 = 2, and hence {v
. By the symmetry of T 1 and T 2 , we may also assume that j = 1, i.e., {v
(F, T 2 ), and hence Figure 3 ). Since T i is a weakly Tutte closed trail of H X i for each i with i ∈ {1, 2}, this implies that T is a weakly Tutte closed trail of H. □
Lemma 7 If T i is an edge-maximal closed trail of H X i for each i with i ∈ {1, 2} and {v
Proof of Lemma 7. If j = 1, then let A = {v
Suppose that T is not an edge-maximal closed trail of H. Then there exists an edge-maximal
Then by the definition of a minimal 3-tuple, we can obtain the following.
Lemma 8 Suppose that
Proof of Lemma 8. We may assume that j = 3. Since H is essentially 3-edge-connected,
3 ) = 2, it follows that there exists a unique vertex 
Proof of Theorem 3
We finally prove Theorem 3. By way of a contradiction, suppose that H has no weakly Tutte edge-maximal closed trail.
We define V * ≥4 (H) = {v ∈ V ≥4 (H) : v is incident to a pendant edge in H}, and we choose H so that |V ≥4 (H) \ V * ≥4 (H)| is as small as possible, subject to the condition g(H) = α. Then by the choice of H, the following holds. 
Claim 1 If uv is an edge with
(otherwise, T ′ is an edge-maximal closed trail of H because e / ∈ E H ′ (T ′ ), a contradiction).
Let T be an edge-maximal closed trail of H such that E H (T ′ ) ⊊ E H (T ). Note that T is also a closed trail of H ′ . Note also that
Since uv ∈ E H (T ′ ) by (2), we have uv ∈ E H (T ). Since d H (v) = 2, this implies that T also passes through the vertex u, and hence e ∈ E H ′ (T ) ∩ E H ′ (T ′ ). Combining this with (3) and the
This contradicts that T ′ is an edge-maximal closed trail of H ′ . □ Suppose first that E 2 (H) ̸ = ∅, let (X, H 1 , H 2 ) ∈ T 2 (H) and write X = {e 1 , e 2 }. Then H X i is also essentially 2-edge-connected and g(H X i ) < α for each i with i ∈ {1, 2}. Hence by the induction hypothesis, H X i has a weakly Tutte edge-maximal closed trail T i for i ∈ {1, 2}. By Lemma 5 and (1), we may assume that E(T i ) ∩ {e (1) 1 , e (1) 2 , e (1) 3 }. We divide the proof into two cases.
We may assume that E(T 1 ) ∩ {e (1) 1 , e (1) 2 , e (1) 3 } = {e (1) 1 , e (1) 2 }. By the assumption of Case 1, (e (2) 1 , e (2) 2 , e (2) 3 ) is a 3-star with center u H 1 in H X 2 . Moreover, by the definition of a minimal 3-tuple and since E 2 (H) = ∅, H X 2 is essentially 4-edge-connected. Since we assumed that statement (A1) is true, it follows from Theorems G and 10 that statement (A15) is also true. Thus H X 2 has a dominating ( {e (2) 1 , e
1 , e
2 } ⊆ E(T 2 ) and {v
3 } ⊆ V (T 2 ). Hence by Lemmas 6 and 7, T := (
} is a weakly Tutte edge-maximal closed trail of H, which contradicts (1).
3 ) = 2. Hence by Lemma 8,
Let T 1 be a weakly Tutte edge-maximal closed trail of H X 1 and l be an integer with 1 ≤ l ≤ 3 such that e
3 . Note that T 2 is a dominating closed trail of H X 2 , i.e., T 2 is a weakly Tutte edge-maximal closed trail. We further let T = ( Figure 5 ). We
3 } ⊆ V (T 2 ), and hence by Lemmas 6 and 7, T is a weakly Tutte edge-maximal closed trail of H, which contradicts (1). Thus l = 3. In particular, {v
3 ∈ V (T 1 ), then again by Lemmas 6 and 7, T is a weakly Tutte edge-maximal closed trail of H, which contradicts (1) again. Thus v
Since v
3 / ∈ V (T 1 ), it follows from the definition of T that
2 , e
1 v
3 } (see the bottom part of Figure 5 ).
3 ) = 2, we further see that for a component F of H − T , the following (i)-(iii) are equivalent (see the bottom part of Figure 5 ):
3 ∈ V (F ), and (iii) v
By the definition of T and (5), we can also obtain the following.
H
Thus R 1 is a weakly Tutte edge-maximal closed trail of H X 1 , and it follows from the choice of
. Combining this with the definition of R 1 , we get
Since E H X 1 (T 1 ) \ {e (1) 1 , e
3 }, it follows from (4) and (6) that E H (T ) = E H (T ′ ), which contradicts the fact that E H (T ) ⊊ E H (T ′ ).
This completes the proof of Theorem 3. □
Proofs of Theorems 5 and 11
As mentioned in the paragraph following Theorem 5 and the paragraph following Theorem 11 in Section 3 and Subsection 5.1, respectively, we prove Theorems 5 and 11 in this section. 
