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ABSTRACT
We have developed a modular semi-numerical code that computes the time and spa-
tially dependent ionization of neutral hydrogen (H I), neutral (He I) and singly ionized
helium (He II) in the intergalactic medium (IGM). The model accounts for recombi-
nations and provides different descriptions for the photoionization rate that are used
to calculate the residual H I fraction in ionized regions. We compare different semi-
numerical reionization schemes to a radiative transfer (RT) simulation. We use the RT
simulation as a benchmark, and find that the semi-numerical approaches produce sim-
ilar H II and He II morphologies and power spectra of the H I 21cm signal throughout
reionization. As we do not track partial ionization of He II, the extent of the double
ionized helium (He III) regions is consistently smaller. In contrast to previous com-
parison projects, the ionizing emissivity in our semi-numerical scheme is not adjusted
to reproduce the redshift evolution of the RT simulation, but directly derived from
the RT simulation spectra. Among schemes that identify the ionized regions by the
ratio of the number of ionization and absorption events on different spatial smooth-
ing scales, we find those that mark the entire sphere as ionized when the ionization
criterion is fulfilled to result in significantly accelerated reionization compared to the
RT simulation. Conversely, those that flag only the central cell as ionized yield very
similar but slightly delayed redshift evolution of reionization, with up to 20% ionizing
photons lost. Despite the overall agreement with the RT simulation, our results sug-
gests that constraining ionizing emissivity sensitive parameters from semi-numerical
galaxy formation-reionization models are subject to photon nonconservation.
Key words: dark ages, reionization, first stars - intergalactic medium - galaxies: high
redshift - methods: numerical - radiative transfer
1 INTRODUCTION
The Epoch of Reionization (EoR) represents the last major
phase transition in the Universe where it went from a neutral
to an ionized state. It starts with the appearance of the
first stars and galaxies, when high-energy photons permeate
the intergalactic medium (IGM) and gradually ionize the
hydrogen until the Universe is completely ionized by redshift
z ' 6 (Fan et al. 2006).
The exact growth of the ionized regions and the depen-
dence of their sizes on time and location, i.e. its topology, re-
main outstanding questions. Based on simulations a picture
has emerged, wherein, given the sources of ionizing radia-
tion are located in high-density peaks, the ionization fronts
? E-mail: ahutter@swin.edu.au
originate in over-dense regions before percolating into under-
densities (Iliev et al. 2012; Battaglia et al. 2013; Bauer et al.
2015; Hutter et al. 2017; Finlator et al. 2009). Though, re-
combinations can outweigh ionizations in the densest regions
in the IGM, such that filaments and the outer parts of halos
become self-shielded and remain at least partially neutral,
creating so-called Lyman Limit systems (Bolton & Haehnelt
2007; Choudhury et al. 2009; Kakiichi et al. 2016).
The reionization topology is strongly linked to the na-
ture of the key ionizing sources. In the past decade observa-
tions and simulations increasingly supported a scenario in
which star-forming galaxies are the main drivers of reion-
ization (Wyithe & Loeb 2003; Choudhury & Ferrara 2007;
McQuinn 2012). Although observations of an unexpected
high number of faint quasars by Giallongo et al. (2015) have
questioned this picture, a number of studies have rebutted
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this finding. Parsa et al. (2017) could only confirm one of
five z > 5 X-ray detections and Weigel et al. (2015) yielded
no quasar candidates at z > 5 when observing the same
field. Finlator et al. (2016) and D’Aloisio et al. (2017) found
a quasar driven reionization scenario being disfavoured by
the measured metal absorber abundances and Lyman-alpha
forest measurements of the IGM temperature, respectively.
Similarly, models of galaxy formation and reionization could
not simultaneously fit the Thomson optical depth, the ion-
izing emissivity at z ∼ 5 and a high number of faint quasars
at z > 5 (Qin et al. 2017; Hassan et al. 2017; Kulkarni et al.
2017).
While the number of high-redshift sources are increas-
ing (Ouchi et al. 2017; Bouwens et al. 2017; Ban˜ados et al.
2016), the contribution of star-forming galaxies to the ion-
izing budget remains still unclear due to the unconstrained
faint end slope and cut-off of their luminosity function, as
well as the unknown fraction of ionizing photons that escape
from the galaxy into the IGM. In particular, the escape frac-
tion of ionizing photons is a highly debated parameter that
depends strongly on the inhomogeneous density structure of
the interstellar medium in galaxies. Constraints from high-z
galaxy observations yield average escape fractions of about
20% (Bouwens et al. 2016; Ishigaki et al. 2017), and recent
RT simulations find the escape fraction to be sensitive to su-
pernovae explosions and radiative feedback (Paardekooper
et al. 2015; Kimm & Cen 2014; Kimm et al. 2017).
Since there is a lack of direct observations of the ion-
izing escape fraction from galaxies and reionization topol-
ogy, these open questions have been addressed using a vari-
ety of simulations looking to find measurable signatures in
the observables. The most accurate approach in describing
the interplay between the ionization of the IGM and galaxy
evolution are radiation hydrodynamical simulations (Gnedin
2014; O’Shea et al. 2015; Ocvirk et al. 2016; Pawlik et al.
2017). Yet these simulations are computationally very ex-
pensive, and in order to resolve the ionizing sources box sizes
are comparatively small ( <∼ 90cMpc in Ocvirk et al. 2016).
Post-processing cosmological hydrodynamical or dark mat-
ter (DM) only simulations with RT (e.g. Trac & Cen 2007;
Ciardi et al. 2012; Hutter et al. 2014; Iliev et al. 2014, and
references therein) provides a cheaper alternative, as the RT
calculations can be run with a coarser resolution, however,
3D RT remains computationally expensive.
In contrast semi-numerical simulations that model the
ionization of the IGM are computationally significantly
cheaper. For example, Thomas et al. (2009) or Ghara et al.
(2015a,b) yield ionization fields from mapping previously
computed 1D ionization profiles of sources on a grid, while
Furlanetto et al. (2004) identifies ionized regions by com-
paring the number of ionization and absorption events in
different sized spheres. This filtering technique is indepen-
dent of the number of ionizing sources and accounts for the
ionizing radiation of adjacent sources.
During the last few years multiple variations of the lat-
ter method have appeared, which either derive the num-
ber of ionizing photons from the collapsed fraction in each
grid cell (Furlanetto et al. 2004; Mesinger & Furlanetto
2007; Mesinger et al. 2011; Zahn et al. 2007, 2011) or the
halo/galaxy/stellar mass (Santos et al. 2010; Kim et al. 2013;
Mutch et al. 2016), and use a tophat filter in real space (Zahn
et al. 2007; Santos et al. 2010; Mesinger et al. 2011; Mutch
et al. 2016) or reciprocal space (Zahn et al. 2011; Majumdar
et al. 2014), and flag the central cell (Mesinger et al. 2011;
Zahn et al. 2007, 2011; Majumdar et al. 2014; Mutch et al.
2016) or the entire sphere (Mesinger & Furlanetto 2007; San-
tos et al. 2010) as the ionization criterion is met at a par-
ticular smoothing scale. All variations have been shown to
produce power spectra of the H I sensitive 21cm signal that
are comparable to those of radiative transfer calculations,
when their ionizing emissivity was tuned to reproduce the
same volume or mass averaged neutral hydrogen fraction
(Zahn et al. 2011; Majumdar et al. 2014).
However, there are two issues with these existing semi-
numerical methods. Firstly, either they assume He II (singly
ionized helium) ionized regions to follow H II regions (e.g.
Mesinger et al. 2011; Santos et al. 2010), or they focus solely
on helium reionization (Dixon et al. 2014). Secondly, in com-
parison with radiative transfer runs, their ionizing emissivity
or escape fraction of ionizing photons have always been ad-
justed to obtain the same average ionization fraction, such
that deviations in the redshift evolution of reionization could
not be revealed.
This paper addresses both issues. Firstly, we introduce
our newly developed publicly available1 MPI-parallelised
semi-numerical reionization code that simultaneously sim-
ulates hydrogen and helium reionization and their interplay.
It generates the number of ionizing photons according to the
galaxies’ spectra and follows the evolution of the fully H II,
He II, and He III ionized regions. Particularly in the vicin-
ity of sources with hard ionizing spectra, such as quasars or
young, metal-poor stellar population, hydrogen and helium
ionization fronts do not coincide and have an impact on the
heating of the IGM as well as the recombination rates of
the species. Following He II and He III explicitly allows one
to trace imprints of early quasars as well as modelling the
hyperfine transition of the singly ionized isotope helium-3
(3He II) (McQuinn & Switzer 2009; Takeuchi et al. 2014).
While helium reionization by quasars has been modelled by
a combination of semi-analytic galaxy formation models and
radiative transfer simulation (La Plante & Trac 2016; La
Plante et al. 2017) and is certainly of interest around the
peak of star formation, we focus in this paper on the epoch
of hydrogen reionization. Since the contribution of quasars
to reionization remains disputed, we consider a hydrogen
reionization scenario driven by star-forming galaxies.
Secondly, similar to previous works, we evaluate the ac-
curacy of two different semi-numerical reionization models
by comparing their results to a radiative transfer simula-
tion performed with pcrash (Partl et al. 2011; Hutter et al.
2014). However, we derive the ionizing emissivities in the
semi-numerical schemes from the spectra of the sources that
were used in the RT simulation, and do not adjust them to
reproduce the redshift evolution of the RT simulation. Such
1 The source code and instructions for compilation and execution
can be found at https://github.com/annehutter/grid-model
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a comparison gives insight into the precision with which
e.g. semi-analytic galaxy formation models coupled to semi-
numerical reionization schemes (e.g. Mutch et al. 2016) can
constrain reionization sensitive parameters, such as the es-
cape fraction of ionizing photons.
In Section 2 we describe the details of our modular semi-
numerical reionization code; in particular the computation
of recombinations, the photoionization rate and the residual
H I fraction in ionized regions, as well as the steps for com-
puting the singly and double ionized helium regions in the
IGM. Section 3 describes the RT simulation that we use to
compare our semi-numerical simulations to. In Section 4 we
compare results from semi-numerical and the RT simulation.
We conclude in Section 5.
2 THE SEMI-NUMERICAL SCHEME
In this Section we describe our semi-numerical model of the
time and spatial evolution of the ionized regions in the IGM.
Firstly, we describe the scheme to determine the ionized re-
gions. Secondly, we present our model for the spatial de-
pendent photoionization rate, the residual H I fraction in
ionized regions and inhomogeneous recombinations. Finally,
we refine our scheme to identify the regions of singly and
double ionized helium.
2.1 Hydrogen ionized regions
In order to calculate the distribution of the ionized regions
in the IGM we follow the approach outlined in Furlanetto
et al. (2004). This approach is based on the assumption that
a region becomes fully ionized (χHII = 1) as the number
of ionizing photons emitted exceeds the number of absorp-
tions in this region, otherwise it remains completely neutral
(χHII = 0). It automatically accounts for the radiation from
multiple neighbouring ionizing sources when the chosen re-
gion is large enough.
Following Furlanetto et al. (2004) we apply a filtering
method to our density and ionizing emissivity grids: We con-
volve the ionizing emissivity and gas density fields with real-
space top-hat filters of subsequently decreasing size, which
corresponds to averaging those quantities over a spherical
region with radius R. If the number of ionizing photons
exceeds the number absorbed in this smoothed region, the
central cell is marked as ionized (as in e.g. Zahn et al. 2007,
2011; Mesinger et al. 2011; Majumdar et al. 2014; Mutch
et al. 2016). An alternative approach is to mark the entire
smoothing sphere as ionized (Mesinger & Furlanetto 2007;
Santos et al. 2010), which we refer to as the “ionized sphere”
flag in the following2. The radius of the smoothing sphere
is subsequently decreased, and cells with a balance of ion-
ization and absorption events larger than unity become ion-
ized. This procedure - starting at a maximum value R and
2 Our code has the option of choosing between either approaches,
i.e. marking the central cell (default) or the entire smoothing
sphere (“ionized sphere”) as ionized.
subsequently decreasing it to cell size - accounts in each
cell for the ionizing emissivity originating from neighbour-
ing sources. At the smallest smoothing scale, i.e. cell size,
we allow cells to be partially ionized with their ionization
fraction given by the ratio between ionization and absorp-
tion events, similar to Majumdar et al. (2014); Kim et al.
(2013) and Choudhury et al. (2009).
The criterion whether a cell is ionized or not depends
whether the cumulative number of ionizing photons,
Nion(z) =
Ns,cell∑
i=1
∫ zform,i
z
N˙ion,i(z
′)
dt
dz′
dz′ (1)
=
Ns,cell∑
i=1
∫ zform,i
z
∫ ∞
νHI
Lν,i(z
′)
hν
dt
dz′
dν dz′,
exceeds the number of absorptions, including those from re-
combination events,
Nion(z) > Nabs(z) = 〈nH,0〉R Vcell
[
1 + N¯rec(z)
]
. (2)
Here Lν,i represents the spectrum of source i of Ns,cell
sources in the cell and zform,i the redshift of its onset. 〈nH,0〉R
is the hydrogen number density today smoothed over a
sphere with radius R, and Vcell the comoving volume of the
grid cell.
2.2 Hydrogen photoionization rate
We aim to derive a description for a spatially dependent
H I photoionization rate, which solely depends on the distri-
bution of ionizing sources and the respective sizes of ionized
regions. This description will be essential to compute the H I
residual fraction in ionized (χHII > 0.99) regions below, and
to derive the radiative feedback on star formation in galaxies
when combining this reionization model with semi-analytic
galaxy formation models. Before describing the details of our
photoionization rate model, we clarify its definition and how
different models can be deduced from it. The photoioniza-
tion rate represents the number of ionization events per unit
time for the respective species, and is given by the incident
rate of ionizing photons (ν > νs) per unit area, Fν/hν, and
the species ionization cross section, σs(ν).
Γs =
∫ ∞
νs
dν σs(ν)
Fν
hν
=
∫ ∞
νs
dν σs(ν) ν λmfp(ν). (3)
The incident rate per unit area can also be written in terms
of the specific emissivity ν and the mean free path λmfp(ν).
Computing the spatially and time dependent photoioniza-
tion rate is expensive, since the ionizing flux (or mean free
path) depends on the neutral gas density in all cells be-
tween all ionizing sources and the cell considered. Thus we
pursue two different approximations: we either deduce the
spatially dependent mean free path from the extent of the
ionized regions (approach 1, see e.g. Sobacchi & Mesinger
(2014); Mutch et al. (2016)), or generalise the decline of the
ionizing flux with distance from the source (approach 2, see
e.g. Mesinger et al. (2015)). Both approaches are reflected
in the right and left hand side of Equation 3, respectively.
Throughout this Section, the ionizing cross section for H I
c© 0000 RAS, MNRAS 000, 000–000
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is given by σHI(ν) = σHI,0(ν/νHI)
−β and the ionizing emis-
sivity by ν = HI(ν/νHI)
−α−1, with νHI = 13.6eV, β = 3
and α being the spectral index of the ionizing sources. The
mean free path λmfp is assumed to be constant.
2.2.1 Mean free path based (first) approach
In our first approach, we perform the frequency integration
of the right hand side of Equation 3. We find for the H I
photoionization rate,
ΓHI(x, z) ' λmfp(x) σHI,0 α
α+ β
N˙ion,cell(x, z)
Vcell(z)
, (4)
where N˙ion,cell(z) is the rate of incident ionizing photons
in a chosen cell at redshift z, Vcell(z) is the correspond-
ing physical volume of that cell, and N˙ion,cell/Vcell depicts
the total physical ionizing emissivity. The filtering method
allows us to determine the physical mean free path λmfp
for each cell as the largest filtering scale R at which the
cell becomes ionized. Correspondingly, N˙ion,cell represents
the maximum incident rate of ionizing photons in the cell
max(N˙ion,cell(r 6 R)), when the ionizing emissivity field is
smoothed over scales r < R. The drawback of this approach
lies in its dependency on the accurate modelling of the mean
free path. For example, in this model, initially small ionized
regions that have recently merged with larger ionized region
have smaller mean free path due to their smaller filtering
scales; hence, there is a jump in the mean free path at the
intersection of the initially small and large ionized regions.
This may lead to a significant overestimate of the neutral
hydrogen gas density in the immediate vicinity of sources in
small ionized regions.
2.2.2 Flux based (second) approach
In the second approach we use the description of the ion-
izing flux as a function of the distance from a source. The
ionizing flux decreases in proportion to ∝ e−τr−2, with r
being the distance from the source and τ the optical depth
of the ionizing radiation. In each cell the H I photoionization
rate is then the sum over the radiation fields of all ionizing
sources (Ns),
ΓHI(x) = 〈σHI〉ν α
α+ β
Ns∑
i=1
N˙ion,i
4pi|x− xi|2 e
− |x−xi|
λmfp
×(1− e−1)−1f−3, (5)
where 〈σHI〉ν is the spectrum averaged H I photoionization
cross section, N˙ion,i the rate at which source i, located at
xi, emits ionizing photons, and f is a normalisation factor.
The optical depth τ is determined by the mean free path
λmfp during reionization. λmfp is either given by the size of
the ionized regions during reionization, λionmfp, or the distance
between self-shielding regions in the final stages of reioniza-
tion and post-reionization, λssmfp. In our model we assume
λmfp = min(λ
ion
mfp, λ
ss
mfp), whereas λ
ion
mfp is determined as the
largest filtering scale, R, at which the cell becomes ionized.
λssmfp is computed as in Miralda-Escude´ et al. (2000),
λssmfp = λ0 [1− FV(∆ < ∆ss)]−2/3 , (6)
with λ0 = 60/H(z) Mpc, ∆ss being the density below which
the gas is ionized, and FV the corresponding volume frac-
tion that remains neutral. In reality, λmfp is light-of-sight
dependent, and varies for each source according to the size
of its surrounding ionized region and its degree of ionization.
However, such a calculation can only be dealt with in radia-
tive transfer simulations and is computationally expensive.
Even when assuming a single λmfp value for each source the
computation time scales as O(NcellNs). Thus, we assume a
global value for λmfp which is the median of the mean free
paths in all ionized cells.3 The relation between the mean
and the median depends on the ionized bubble size distri-
bution. To retain short computation times we assume the
median to be ∼ 70% of the mean, which corresponds to
a log-normal distribution (McQuinn et al. 2007; Meerburg
et al. 2013) with σlnR ' 0.9.4
We normalise the photoionization rate by adapting the
factor f such that the photoionization rate within a sphere
of radius λ˜mfp is equal to the value of our first approach.
Further details are described in Appendix A. In the remain-
der of the paper we will use the flux-based approach for
the reasons described above. However, in Appendix B2.2 we
compare the results of both approaches on the H I residual
fields within the ionized regions.
2.3 Self-shielding of hydrogen
From the photoionization rate we can derive the residual
neutral hydrogen fraction within the ionized regions. Since
the typical cell size in a cosmological simulation is too
coarse to resolve partially neutral self-shielded systems dur-
ing reionization, we use a subgrid model for the gas den-
sity distribution within each cell. Furthermore, we base our
calculations of the residual neutral hydrogen fraction on
the modified photoionization rate in Rahmati et al. (2013),
which has been derived from well-resolved radiative transfer
simulations.
Firstly, we estimate the density above which the hydro-
gen gas becomes self-shielded. For that purpose we consider
the neutral hydrogen column density to be given by the neu-
tral hydrogen on a Jeans-length scale according to Schaye
(2001)
NHI = χHI nH LJ
' χHI
(
piγkB
µm2HG
)1/2
(1− Y )1/2 f1/2g n1/2H T 1/2. (7)
Since we consider gas within ionized regions, we can as-
sume that the gas is mostly ionized and thus nHII ' nH
holds. The neutral hydrogen fraction is then determined
by the recombination rate βHII and the photoionization
3 Choosing a single value for the mean free path allows us to
optimise our code using fast Fourier transformations
4 The relation between the mean and the median depends on the
ionized bubble size distribution and can be chosen in the code.
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rate Γ, χHI = nHβHIIΓ
−1(1 − 3Y/4)/(1 − Y ). The factor
(1 − 3Y/4)/(1 − Y ) accounts for the increased number of
electrons available for recombinations due to singly ion-
ized helium, with Y being the helium mass fraction of the
pristine gas. The hydrogen gas density nH is given by the
local over-density, ∆, and the corresponding mean hydro-
gen density in the Universe at the corresponding redshift,
n¯H = 3H
2
0/(8piGmH) Ωb(1− Y )(1 + z)3∆. fg is the baryon
fraction of the matter density Ωb/Ωm. Inserting these rela-
tions into Equation 7 yields
NHI =
(
3H2oΩb(1 + z)
3∆
8piG
)3/2(
piγkB
µm5HG
)1/2
(1− 3Y/4)(1− Y )f1/2g T 1/2 βHII Γ−1. (8)
If the distance between the hydrogen atoms is smaller than
their ionizing mean free path (NHI & σ−1HI ), the ionizing radi-
ation can not ionize each hydrogen atom, and the respective
region becomes self-shielded; a region becomes self-shielded
when its density ∆ = nH/n¯H exceeds
∆ss =
(
µm2HG
piγkBσ2HI
)1/3
(1− 3Y/4)−2/3 (1− Y )1/3
T−1/3f−1/3g β
−2/3
HII Γ
2/3n¯−1H , (9)
whereas σHI = 〈σHI〉ν represents the mean photoionization
cross section for all hydrogen ionizing photons at different
energies and thus is dependent on the spectrum of the ion-
izing radiation.
Secondly, we consider the “initial” photoionization, Γ,
as a background photoionization rate and compute the mod-
ified photoionization rate, Γmod, in each cell. This modified
photoionization rate accounts for the reduced ionization of
the cell due to self-shielding. We use the relation found in
Rahmati et al. (2013),
Γmod
Γ
= 0.98
[
1 +
(
∆
∆ss
)1.64]−2.28
+ 0.02
[
1 +
∆
∆ss
]−0.84
,(10)
and compute the neutral hydrogen ionization fraction as-
suming an equilibrium between the ionization and recombi-
nation events (dnHI/dt = 0).
χHI = 1 +
x(∆)
2
[√
1 +
4
x(∆)
− 1
]
, (11)
with x(∆) =
Γmod
βHIIn¯H∆
1− Y
1− 3Y/4 . (12)
Our model of a spatially dependent photoionization rate and
self-shielded regions allows us to derive the residual H I frac-
tion in regions flagged as ionized.
2.4 Hydrogen recombinations
The propagation of the ionized regions depends sensitively
on the underlying gas density. In particular in high-density
regions, recombinations can become significant and delay
the ionization of these regions. Thus we derive the number
of recombinations in each cell from the rate equation for
ionized hydrogen,
dnHII
dt
= ΓHI nHI − βHII n2HII χe. (13)
For a nearly completely ionized cell (nHI ' 0), this equa-
tion simplifies and is analytically solvable. The difference
between the initial and final H II number densities at times
t0 and t allows us to calculate the number of recombinations
as
Nrec,HII(t, t0) =
[
1 +
1
nHII(t0) χe βHII (t− t0)
]−1
, (14)
where χe = ne/nHII represents the fraction of electrons
coming from hydrogen ionization. Including helium, χe =
(1 − 3Y/4)/(1 − Y ) yields 1.08 during reionization for Y =
0.25. In our model the number of recombinations are de-
termined for each cell individually, where t0 is the time or
redshift when the cell was ionized and t > t0 represents the
time at which the number of recombinations are estimated.
Since our description is independent from the photoioniza-
tion rate, we can perform this calculation at each time before
the ionized regions are identified with the filtering method.
Our model is very similar to Sobacchi & Mesinger
(2014), though their derivation of the number of recom-
binations exploits the model described in Miralda-Escude´
et al. (2000) with the cell’s density determining the under-
lying density distribution. Conversely, the model presented
in Choudhury et al. (2009) is quite different. While in our
model the number of recombinations in each cell depends
on the time of ionization and its density, Choudhury et al.
(2009) assumes a global value for the time of ionization. Fur-
thermore, despite using the same condition for a region to
be self-shielded, our scheme derives a residual H I fraction,
while Choudhury et al. (2009) only distinguishes between
neutral or completely ionized cells.
2.5 Including helium ionizations
Our model can also derive the distribution of singly and dou-
ble ionized helium regions. In analogy to hydrogen we com-
pute the He II and He III regions by comparing the number
of helium ionizing photons and the number of absorptions
(number of helium atoms plus their number of recombina-
tions) for a range of different smoothing scales R. The num-
ber of helium ionizing photons with X =He I, He II is given
by
NX,ion(z) =
Ns,cell∑
i=1
∫ zform,i
z
N˙X,ion,i(z
′)
dt
dz′
dz′, (15)
and a cell becomes ionized when
NX,ion(z) > NX,abs(z) = 〈nX,0〉R Vcell
[
1 + N¯X,rec(z)
]
.(16)
We assume that regions can be either neutral (χHeI = 0),
singly ionized (χHeII = 0) or double ionized (χHeIII = 0).
The number of helium ionizing photons depends
strongly on the spectra of the sources. As spectra become
harder, not only do the numbers of helium ionizing photons
increase, but also a larger fraction of ionizing photons are
c© 0000 RAS, MNRAS 000, 000–000
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absorbed by helium than by hydrogen. In the following para-
graphs we describe our computation of the number of He I
and He II ionizing photons.
2.5.1 Deriving N˙HeI,ion
While hydrogen recombination events result in photons with
energies below 13.6 eV that can neither ionize hydrogen nor
helium, recombinations of singly ionized helium atoms pro-
duce photons that can ionize hydrogen and helium. For this
reason the on the spot approximation (case B recombina-
tion) can not be used.
The He II recombination rate is given by
βHeII = y β1,HeII + βB,HeII, (17)
where β1,HeII refers to all recombination events that end in
the ground state of helium (n = 1), and βB,HeII accounts for
the remaining transitions to excited states (n > 1). y is the
fraction of photons produced by recombinations to the n =
1 state that ionize hydrogen, while the remaining fraction
(1 − y) ionizes helium. Due to this fact βHeII is lower than
the case A recombination rate (βA,HeII = β1,HeII + βB,HeII).
The fraction y depicts the ionization probability of hydrogen
at νHeI and depends on the overall helium mass fraction of
the gas Y :
y(Y ) =
nH σHI(νHeI)
nH σHI(νHeI) + nHe σHeI(νHeI)
=
[
1 +
Y
4(1− Y )
σHeI(νHeI)
σHI(νHeI)
]−1
. (18)
Hence, the number of helium and hydrogen ionizations are
Q1(1−y)/(neβHeII) and Q0/(neβB,HII), respectively. Q0 and
Q1 represent the number of photons with ν > νHi and
ν > νHeI. For a spectrum Lν ∝ ν−α, the fraction Q1/Q0
yields (νHeI/νHI)
−α, and the relation between the number
of helium and hydrogen ionizations or ionization rates is
given by
N˙HeI,ion
N˙HI,ion
= (1− y(Y )) βB,HII
βB,HeII + y(Y ) β1,HeII
(
νHeI
νHI
)−α
.
(19)
2.5.2 Deriving N˙HeII,ion
Since the ionization cross sections for H I and He I are a
magnitude smaller than for He II at photon energies of E >
hνHeII = 54.4 eV, we assume the number of He II ionizing
photons from a source with specific luminosity Lν to be
given by
N˙HeII,ion =
∫ ∞
νHeII
Lν(z
′)
hν
dν. (20)
For starburst galaxies the number of He II ionizing photons
can be about a ten thousandth or even less than the number
of the H I ionizing photons, while for quasars the numbers
can be nearly of comparable size.
2.5.3 Helium recombinations
We compute the recombinations of He II and He III analo-
gous to H II. The rate equations
dnHeII
dt
= ΓHeI nHeI − βHeII n2HeII χHeII,e + βHeIII nHeIII ne
(21)
and
dnHeIII
dt
= ΓHeII nHeII − βHeIII n2HeIII χHeIII,e (22)
become analytically solvable for nHeI ' 0, and either
nHeIII ' 0 or nHeII ' 0. Thus, we find the number of re-
combinations between the initial and final He II and He III
number densities at times t0 and t to be
Nrec,HeII(t, t0) =
[
1 +
1
nHeII(t0) χHeII,e βHeII (t− t0)
]−1
(23)
and
Nrec,HeIII(t, t0) =
[
1 +
1
nHeIII(t0) χHeIII,e βHeIII (t− t0)
]−1
.
(24)
χe,HeII and χe,HeIII depend on the ionization state of hydro-
gen and the helium abundance in the Universe, and are given
by 4(Y −1− 1)χHII + 1 and 4(Y −1− 1)χHII + 2, respectively.
The inclusion of helium also affects the number of H II
recombinations. Here, χe in Equation 14 can adopt three
values corresponding whether helium is not ionized (χHeII =
χHeII = 0), singly ionized (χHeII = 1, χHeIII = 0) or double
ionized (χHeII = 0, χHeIII = 1):
χe = 1 +
Y
4(1− Y )
[
χHeII
χHII
+ 2
χHeIII
χHII
]
. (25)
3 RADIATIVE TRANSFER SIMULATION
In this Section we describe the radiative transfer simula-
tion of cosmic reionization, to which we compare our semi-
numerical reionization schemes in Section 4. We briefly sum-
marise the simulation and refer the interested reader to Hut-
ter (2015) for further details. In order to simulate reioniza-
tion, a hydrodynamical simulation was post-processed with
the MPI-parallelised 3D Monte-Carlo radiative transfer code
pcrash (Ciardi et al. 2001; Maselli et al. 2003, 2009; Partl
et al. 2011; Hutter et al. 2014). pcrash is capable of treat-
ing multiple source spectra, a spatially dependent clumping
factor, and yields both the evolving IGM (hydrogen and he-
lium) ionization and temperature fields. For the respective
simulation, pcrash computes the spatial and time evolution
of hydrogen and helium.
The underlying hydrodynamical simulation was carried
out with the TreePM-SPH code gadget-2 (Springel 2005)
and includes star formation, radiative and Compton cooling,
a UV background switched on at z = 6, supernova feedback,
and stellar winds. The adopted cosmological dark energy,
matter and baryonic density parameters are ΩΛ = 0.73,
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Ωm = 0.23, Ωb = 0.047, and a Hubble constant with a
value of H0 = 100h = 70km s
−1Mpc−1. The simulation
box has an edge length of 80h−1 comoving Mpc, contains
10243 dark matter (DM) particles, and initially the same
number of gas particles. The DM and gas particle masses
are 3.6×107h−1 M and 6.3×106h−1 M, respectively. Ha-
los are identified as gravitationally bound groups of at least
20 particles using the Amiga Halo Finder (Knollmann &
Knebe 2009).
The snapshots of the hydrodynamical simulation be-
tween z ' 13, when the first galaxies are identified, to z ' 6
are consecutively post-processed with pcrash. We use only
“well-resolved” galaxies containing at least 5 star particles
and a circular velocity of at least vcirc > 60km/s to account
for the overestimate of the low baryonic system numbers
(Chiu et al. 2001; Okamoto et al. 2008). In order to obtain
the ionizing emissivity of the resolved sources in the SPH
simulation, we derive the spectral energy distribution (SED)
of each source by summing the SEDs of all its star parti-
cles. The SED of each star particle has been computed via
the population synthesis code starburst99 (Leitherer et al.
1999) using its mass, stellar metallicity and age. We assume
an escape fraction of fesc = 0.3 to ensure that reionization
finishes by z ' 6. From two sources at z ' 13 to ∼ 55000
at z ' 6, pcrash computes the evolution of the ionized hy-
drogen (H II) and helium fractions (He II, He III), as well as
the temperature in the IGM, on a 5123 grid. The resulting
ionization histories of H II, He II and He III and their ioniza-
tion maps are shown in Fig. 1 (black dotted lines), 3, and
4.
4 COMPARING RADIATIVE TRANSFER
WITH SEMI-NUMERICAL SIMULATIONS
In this Section we describe our set of semi-numerical simula-
tions and compare them to the RT simulation. In particular,
we focus on the evolution and distribution of ionized hydro-
gen (H II) and singly ionized helium (He II) regions.
For this comparison, we post-process the snapshots of
the hydrodynamical simulation (z ' 13 − 6) described in
Section 3 with our semi-numerical reionization simulation
code, i.e. assuming the same gas density fields and ioniz-
ing sources (location and spectra) for each snapshot. The
number of H I ionizing photons of each source is computed
according to their spectral energy distribution Lν as
N˙HI,ion =
∫ ∞
νHI
Lν
hν
dν. (26)
The number of He I ionizing photons is derived analogously
to Equation 19
N˙HeI,ion
N˙HI,ion
= (1− y) αB,HII
αB,HeII + yα1,HeII
QHeI
QHI
, (27)
where QHeI =
∫∞
νHeI
Lν/hν dν and QHI = N˙HI,ion. The re-
combination rates αB,HII, αB,HeII and α1,HeII are evaluated
at the temperature
T = 105 K
(
EHI/QHI
41eV
)1/4
, (28)
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Figure 1. Evolution of the global ionization fractions for H II
(solid lines), He II (dotted lines), and He III (dash-dotted lines).
Black lines show the results from the RT simulation, while red
and blue lines indicate the results from the default and “ion-
ized sphere” semi-numerical simulation, all assuming fesc = 0.3.
Orange lines depict the results from the “ionized” sphere semi-
numerical simulation with a reduced ionizing emissivity (fesc =
0.12). The grey line shows the global He III fraction from the RT
simulation if cells with χHeIII < 0.99 are set to zero, i.e. only
accounting for fully ionized cells.
with EHI =
∫∞
νHI
Lν dν, using the relation in Park & Ricotti
(2011) (Equation 17). Similarly, we derive the number of
He II ionizing photons as
N˙HeII,ion
N˙HI,ion
=
αB,HII
αHeIII
QHeII
QHI
(29)
and QHeII =
∫∞
νHeII
Lν/hν dν.
Using the above numbers of ionizing photons, we run
our semi-numerical code from z ' 13− 6, following the ion-
ization and recombinations of hydrogen and helium. While
our semi-numerical scheme assumes periodic boundaries, the
pcrash simulation does not. To imitate the same conditions,
we have placed the 5123 gas density and ionizing emissivity
grids within 10243 grids of mean density and zero values,
respectively. This approach ensures that the number of ion-
ization and absorption events at the edges of the box are
not increased or decreased by those at the opposite side of
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Figure 2. Size distribution of the H II (left column) and He II
(right column) regions at redshifts 7.3, 6.9, 6.6 for the RT sim-
ulation (black dotted line), the default (solid red line) and “ion-
ized” sphere (dashed blue line) semi-numerical simulation with
fesc = 0.3, as well as an “ionized” sphere semi-numerical simu-
lation with fesc = 0.12 (dash-dotted orange line). All cells with
χHII > 0.5 and χHeII > 0.5 are considered as ionized.
the box due to periodic boundary conditions. We note that
the maximum smoothing scale does not exceed the original
boxsize 80h−1Mpc (512 cells).
We perform three different runs: our default scheme
with an ionizing escape fraction of fesc = 0.3, and two sim-
ulation runs with the “ionized sphere” flag turned on, with
fesc = 0.3 and 0.12, respectively. The corresponding quanti-
ties are shown by the red, blue and orange lines, respectively,
in Figures 1 - 9. We remind the reader that the “ionized
sphere” flag refers to marking the entire smoothing sphere
as ionized instead of the central cell (default scheme) when
the ionization criterion in that sphere is met.
4.1 Ionization history
We start by comparing the ionization histories and topolo-
gies between the different semi-numerical simulations and
the RT simulation.
From Fig. 1 we see that the evolution of the vol-
ume (top) and mass (bottom) averaged H II fractions differ
among the different semi-numerical approaches. While our
default semi-numerical scheme (solid red line) is in reason-
able agreement with the results of the RT simulation (solid
black line), the “ionized sphere” scheme (solid blue line)
shifts reionization significantly to higher redshifts by about
∆z ' 0.8. This difference in the evolution of the ionization
fraction can also be seen in Fig. 3, where we show the H I
fields for the RT (first row) and semi-numerical simulations
(second, third and fourth row) at redshifts z = 7.9, 7.3, 6.9,
6.6, 6.4. In the “ionized sphere” scheme (third row) the ion-
ized regions grow considerably faster than in the RT simula-
tion and default scheme; consequently the size distribution
of the H II ionized regions (blue line) is shifted significantly
towards larger sizes as depicted in the left panels of Fig. 2.
In order to explain the accelerated growth of the ion-
ized regions in the “ionized sphere” scheme5, we consider
the simple case of a single source in a homogeneous density
field. The default semi-numerical scheme flags the Stro¨mgren
sphere as ionized (black dashed line in Fig. 5), while the
“ionized sphere” scheme marks a sphere of double the
Stro¨mgren radius as ionized (blue dashed line in Fig. 5).
This fact can be understood by considering the cells at the
edge of the Stro¨mgren sphere that still pass the ionization
criterion. Flagging the entire smoothing scale (Stro¨mgren
radius) around these cells as ionized leads not only to mark-
ing the interior of the Stro¨mgren sphere as ionized but also
the exterior regions (blue solid line in Fig. 5).
An accelerated progression of reionization, as in the
“ionized sphere” scheme, can be compensated for by a re-
duced value for the ionizing escape fraction fesc, and thus
the number of ionizing photons. This relation can explain
the comparably small fesc values of 0.04− 0.06 found in the
semi-numerical simulations in Hassan et al. (2016). Indeed,
we find decreasing fesc from a value of 0.3 to 0.12 in the
“ionized sphere” scheme yields time evolutions of the volume
and mass averaged H II fractions that are in better agree-
ment with the RT simulation (orange solid lines in Fig 1).
Using our findings as a guide, and assuming the fesc values
in Hassan et al. (2016) to be about 40% of their “true” val-
ues implies actual fesc values in the range of 10−15%, being
in better agreement with Robertson et al. (2015), Bouwens
et al. (2016) and Ishigaki et al. (2017). The factor by which
the number of ionizing photons needs to be reduced depends
on the clustering of the ionizing sources, and thus varies with
the mean overdensity of the simulation box. In contrast, for
a single source the escape fraction fesc would need to be
lowered by a factor 1/8.
Naturally, a reduced ionizing emissivity causes a shal-
lower slope dχHI/dz, i.e. a slower progression of reioniza-
tion, in particular after the ionized regions have started to
merge (〈χHI〉 <∼ 0.9). This slower growth is also reflected in
the delayed shift of the H II region size distribution in Fig. 2.
5 We note that this effect is different to the one discussed in
Zahn et al. (2007). There the authors consider the photon non-
conservation of a real space tophat filter in contrast to the photon
conservation of a k-space tophat filter, while we focus here on the
central cell versus “ionized sphere” scheme.
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Figure 3. Slices of the H I fields through the 80h−1Mpc box at redshifts z = 7.9, 7.3, 6.9, 6.6, 6.4, corresponding to 〈χHII〉 = 0.1, 0.25,
0.5, 0.75, 0.9 in the RT simulation, which is shown in the first row. Second and third row show the H I fields of the default and “ionized”
sphere semi-numerical simulations, both assuming the same value of fesc = 0.3 than the RT simulation. The fourth row depicts the
results for an “ionized” sphere semi-numerical simulation with a reduced ionizing escape fraction of fesc = 0.12. This fesc value has been
matched to follow the ionization history of the RT simulation most closely.
The difference between the size distribution of the “ionized
sphere” scheme (orange line) and the RT simulation (black
line) increases towards lower redshifts, while the difference
between the default scheme (red line) and the RT simula-
tion remains constant on a logarithmic scale. The reduced
ionizing emissivity also leads to lower photoionization rates
and higher residual H I fractions within the ionized regions,
as can be seen in Fig. 3. While the χHI values in the ionized
regions range between 10−6 to 10−4 for the original ionizing
emissivities (rows 1− 3), they are between 10−5 to 10−3 for
the reduced fesc value scenario (row 4).
In contrast to the “ionized sphere” scheme, our default
semi-numerical scheme leads to slopes dχHI/dz and evolu-
tions of the global H I fractions similar to the RT simula-
tion (see Fig. 1). More precisely, we find the ionized hydro-
gen mass to be approximately equal in the default semi-
numerical and RT simulations for 〈χ(m)HI 〉 > 0.9, while the
ionization of the IGM is delayed by ∆z ' 0.2 in the semi-
numerical scheme for 〈χ(m)HI 〉 < 0.9. This delay in ionizing
the IGM originates from the photon nonconservation of the
semi-numerical scheme (see Appendix in Zahn et al. 2007).
As illustrated in Fig. 11 in Zahn et al. (2007) the noncon-
servation of photons becomes significant when the ionized
regions start to merge, and depends on the size distribu-
tion of the ionized regions, the luminosity and bias of the
sources, and the rate of merging ionized regions. We find
the fraction of photons lost reaches its maximum of ∼ 20%
when reionization enters the “overlap” phase (Gnedin 2000),
and drops back to a few percent when more than 95% of its
mass is ionized. We also find the semi-numerical scheme to
deviate more from the volume than the mass averaged H I
fractions in the RT simulation. This effect can also be seen in
the constant offset of the semi-numerical scheme in the size
distribution of the ionized regions in Fig. 2, and is expected.
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Figure 4. Slices of the He II fields through the 80h−1Mpc box at redshifts z = 7.9, 7.3, 6.9, 6.6, 6.4, corresponding to 〈χHeII〉 = 0.09,
0.17, 0.34, 0.55, 0.75 in the RT simulation, which is shown in the first row. The second row depicts the He II fields of the default
semi-numerical simulation, assuming the same value of fesc = 0.3 than the RT simulation.
Rs
~2Rs
Ionized in “ionized sphere” scheme
Ionized in “central cell” scheme one cell
all cells
Applying scheme to:
Figure 5. Sketch to illustrate the result of flagging the central
cell versus smoothing sphere as ionized when considering a single
source. While the “central cell” scheme reproduces an ionized
regions in agreement with the Stro¨mgren sphere, the “ionized
sphere” scheme ionizes a sphere with twice the Stro¨mgren radius.
In the semi-numerical simulations the extent of the ion-
ized region is based on a spherical average of ionization and
absorption events, which makes the method less sensitive to
small-scale density variations. Low density tunnels are aver-
aged out by higher density filaments and sheets. This is in
contrast to RT simulations, where ionizing photons are able
to percolate faster through low density tunnels. The averag-
ing effect causes not only a slower progress of reionization,
but also smaller and less fractal surfaces between the ionized
and neutral regions (see the ionization maps in Fig. 3), as
well as a broader size distribution of the ionized regions with
a higher number of small-scale ionized regions (see Fig. 2).
We note that the (default) semi-numerical scheme has been
shown to produce some unphysical shapes when ionized re-
gions merge (Zahn et al. 2007), however we have not visually
identified this phenomenon in our cosmological ionization
fields.
Neglecting recombinations leads to a slightly better
agreement with the RT simulation, as we have verified in a
run where the number of recombinations was set to zero. The
delay in ionization by the recombinations compensates for
the photon nonconservation of the semi-numerical method.
Choudhury et al. (2009) points out that a density dependent
recombination scheme can lead to unphysical tunnelling ef-
fects, i.e. the effect of shadowing behind dense regions, also
referred to as the butterfly effect (Ciardi et al. 2001), is not
produced. Visual inspections of the ionization maps do not
reveal such effects in our simulations, which may be due to
the lower luminosities of the sources and/or our implementa-
tion: In contrast to Choudhury et al. (2009), who considers
self-shielded regions as fully neutral, our schemes derives a
residual H I fraction which still classifies the cells as at least
partially ionized (see also Section 2.4).
In our default semi-numerical scheme, we find the vol-
ume and mass averaged He II fractions (red dotted lines)
to follow the corresponding H II fractions (solid red lines)
with a constant offset. Their time evolutions are very sim-
ilar to the RT simulation results (black dotted lines), with
the mass being in better agreement than the volume aver-
aged He II fraction. Despite these similarities, we note that
the relation between the average He II and H II fractions
in our semi-numerical scheme differs from the RT simula-
tion in two respects: (1) there is an overall reduced ratio
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Figure 6. Power spectra of the fluctuations in the H II (first row), He II (second row), and He III fractions at 〈χHII〉 ' 0.9, 0.75,
0.5, 0.25, 0.1 for RT (black dotted) and default (solid red) and “ionized sphere” (blue dashed) semi-numerical simulation results. The
volume-averaged He II and He III fractions of the different simulations are printed in each panel with their corresponding colour.
〈χHeII〉/〈χHII〉, which is probably due to our overestimation
of the temperature within the ionized regions. In particular
in over-dense regions, where recombination cooling is signif-
icant, temperatures are up to an order of magnitude lower
in the RT calculations, which causes an increase of 40% in
the number of He II ionizing photons. (2) there is no “drop”
in the ratio 〈χHeII〉/〈χHII〉 at z . 8 as in the RT simula-
tion, since the semi-numerical scheme is not as sensitive to
a change in spectral shape as the RT and its He III frac-
tion is two orders magnitude lower. Both effects, (1) and
(2), compensate each other at z < 8, which leads to better
agreement in the size distribution of He II ionized regions
(see right column in Fig. 2).
The discrepancy between the semi-numerical (dashed-
dotted red line) and RT (dashed-dotted black line) global
He III fractions has the following reason: He III has an ion-
ization energy of 54.5eV. For photons with such energies,
the H I and He I ionization cross sections are about an or-
der of magnitude lower than at the H I and He I ionization
thresholds. Thus, He II ionizing photons have on average a
longer mean free path than H I and He I ionizing photons.
Due to these longer mean free paths, we find He II regions
to be partially He III ionized and contributing to 〈χHeIII〉 in
the RT simulation. Indeed, accounting only for cells, that
are fully He III ionized (χHeIII > 0.99) in the RT simula-
tion (gray dashed-dotted line), results in significantly lower
〈χHeIII〉 values that are closer to our semi-numerical results.
This behaviour is expected, as the semi-numerical scheme
only distinguishes between fully neutral, singly or doubly
ionized helium.
We also comment on the evolution of He III for the “ion-
ized sphere” scheme. Despite flagging the entire sphere when
the ionization criterion is met, 〈χHeIII〉 shows the same val-
ues as our default semi-numerical simulation. This finding
reveals that the ionization criterion is only met for smooth-
ing scales of cell size, i.e. only cells containing galaxies be-
come progressively ionized.
4.2 Size distribution
Due to the complex morphology of the ionized regions, we
perform multiple measures for the bubble size distribution.
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We analyse the distribution of the ionized regions with two
statistical methods, the bubble radius distribution6 (Fig. 2)
and the power spectra of the ionization fields7 (Fig. 6).
Both measures have some features common to all sim-
ulations. Firstly, the peak of the bubble radius distribution
and the peak of the power spectrum gradually shift from
small to larger length scales, which indicates the growth and
merger of the ionized regions with cosmic time. Secondly, the
amplitude of the power spectrum rises and declines with
the variance in the ionization fields, which has its maxi-
mum around 〈χHI〉' 0.5 (Lidz et al. 2008). Thirdly, since
the cross sections for H II and He II ionization have similar
values at their corresponding ionization energies, He II fol-
lows H II closely for our starburst spectra; thus their power
spectra ∆2χHII and ∆
2
χHeII agree reasonably well with each
other.
As noted in the discussion of the ionization histories, we
also see from the bubble radius distributions at z = 7.3, 6.9,
6.6 that reionization is slightly delayed in the default semi-
numerical scheme and significantly accelerated in the “ion-
ized sphere” scheme, when compared to the RT simulation.
The power spectra at chosen 〈χHI〉 values also reveal the dif-
ferent size distribution of the ionized regions as it was noted
from the ionization maps. The default semi-numerical sim-
ulation has less fractal surfaces between ionized and neutral
regions than the RT simulation, which leads to less small-
scale and more large-scale ionized regions, particularly in
the early stages of reionization. This trend is even stronger
for the “ionized sphere” method, as small-scale fluctuations
are even more likely to be erased by neighbouring cells that
satisfy the ionization criterion at larger smoothing scales.
This result is in agreement with Zahn et al. (2007, compar-
ing RT and hybrid scheme ionization fields) and Mesinger
et al. (2011, comparing RT and 21cmFAST 21cm power
spectra). However, it is in contrast to Zahn et al. (2011)
and Majumdar et al. (2014), where MF07 (corresponding to
our “ionized sphere” with reduced ionizing emissivity”) and
Sem-Num (corresponding to our default scheme) show more
power on small scales than the RT simulations. A possible
reason for this deviation is the time of reionization. While
the ionization history in Zahn et al. (2007) with z50% = 6.9
is very similar the 〈χHI〉 evolution of our simulation, it is
shifted to higher redshifts in Zahn et al. (2011) and Majum-
dar et al. (2014) (z50% = 7.6 and 9.4, respectively), where
density structures are less pronounced.
While the power spectra of the H II and He II ioniza-
tion fields are very similar for the RT and semi-numerical
simulations, they differ considerably for the He III ionization
fields. In the case of the RT simulation, we compare ∆2χHeIII
6 We compute the bubble radius distribution (r dP/dr) of the
ionized regions by randomly selecting 105 ionized cells (χHII >
0.9) from where rays are cast in random directions. The rays are
propagated until they encounters neutral cells. Their distances
are stored as a histogram, from which we derive the bubble radius
distributions shown in Fig. 2.
7 We compute the power spectra as P (k) = 〈∆˜(~k) ∆˜(−~k)〉, with
∆˜(~k) = 1/V
∫
d3x∆(~x) exp(−i~k~x) being the Fourier transforma-
tion of the ionization fields ∆(~x).
to ∆2χHII and ∆
2
χHeII , and find its amplitude is decreased by
two orders of magnitude and its peak shifted to larger scales.
The decrease in power arises from the partial He III ioniza-
tion of the He II ionized regions. The relative enhancement
of large-scale power, however, is due to the longer mean free
paths of He III ionizing photons. The longer mean free paths
cause a smoothing of the He III ionization fractions within
the helium ionized regions, so to speak. However, the shape
of the He III power spectra of the semi-numerical simula-
tions greatly differ from the RT simulation and the H II and
He II power spectra: the power spectrum drops quickly to-
wards larger scales, which indicates that the He III regions
are considerably smaller than the He II regions. As reioniza-
tion proceeds, ∆2χHeIII increases but retains its shape; this is
the result of an increasing number of He III ionized regions
of similar size.
We also note that the power of ∆2χHeIII in the “ionized
sphere” scheme for the original (blue dashed lines) and re-
duced (orange dash-dotted lines) ionizing emissivity is con-
tinuously lower than in our default scheme (red solid lines).
In the case of the original ionizing emissivity, this effect is
due to the accelerated reionization of the IGM and the fact
that we consider times at the same 〈χHII〉 values. However, in
the case of the reduced ionizing escape fraction, the reduced
ionizing emissivity decreases the number of cells meeting the
He III ionization criteria.
4.3 Correlations between reionization redshift &
density
In order to investigate the differences between RT and semi-
numerical simulations in their ionization topology, we com-
pute the cross correlation coefficient between the gas den-
sity and the reionization redshift fields. For this purpose,
we construct the reionization redshift field zion by storing
the redshift at which it ionizes for each cell, i.e. exceeds a
threshold of χHI = 0.5. Next we define the dimensionless
fluctuation field of the gas density, δρ = ρ(~x)/ρ¯ − 1, and
the reionization redshift, δz = zion(~x)/z¯ion− 1, with ρ¯ being
the mean density and z¯ion the mean reionization redshift in
the simulation box. Finally, we compute the cross correla-
tion coefficient between the density and reionization redshift
fluctuation fields,
r(k) =
PAB(k)√
PA(k)PB(k)
, (30)
and the linear bias,
bAB(k) =
√
PB(k)
PA(k)
. (31)
PAB(k) = 〈∆˜A(~k) ∆˜B(−~k)〉 describes the cross power spec-
trum between the reionization redshifts and the density
fields, and PA(k) and PB(k) are their respective power spec-
tra. The cross correlation coefficient ranges between −1 and
1, and indicates either a correlation (r(k) > 0), no correla-
tion (r(k) = 0), or an anti-correlation (r(k) < 0) between
the two datasets. In Fig. 7 we show the cross correlation
functions rzion,ρ and the bias factor bzion,ρ of the RT and
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Figure 7. Cross correlation coefficients between the redshifts of
reionization and the gas density fields (top) and their correspond-
ing bias (bottom). Black dotted lines show the results for the RT
simulation. Red solid and blue dashed lines represent the results
for the default and “ionized” sphere semi-numerical simulations,
respectively, while orange dash-dotted lines depict the “ionized”
sphere scheme with a reduced fesc value of 0.12.
semi-numerical simulations in the top and bottom panel,
respectively.
In the case of the RT simulation (black dotted lines),
the positive cross correlation coefficient rzion,ρ indicates a
correlation between the reionization redshift and the gas
density on larger scales ( <∼ 3h−1Mpc). This correlation in-
dicates a picture wherein over-dense regions hosting the ion-
izing sources become ionized first and under-dense regions
last. However, such behaviour is not true on smaller scales
( >∼ 3h−1Mpc) where rzion,ρ becomes negative. This anti-
correlation between the time of ionization and gas density
indicates an outside-in component in the ionization topol-
ogy, i.e. low density regions (e.g. voids) are ionized before
higher density regions (e.g. filaments). In summary, rzion,ρ of
our RT simulation corresponds to an inside-out-middle ion-
ization topology, where ionization fronts move from dense
environments containing the ionizing sources to under-dense
voids and finally percolate to the self-shielded filaments. We
note that our RT results are in agreement with the C2-Ray
results in Majumdar et al. (2014), with the anti-correlation
emerging at the same scale, but have a linear bias bzion,ρ
that is a factor ∼ 3 smaller.
Similar to the RT simulation, we can see from Fig. 7
that the semi-numerical simulations also exhibit a large-
scale correlation which decreases towards smaller scales, i.e.
reionization proceeds in an inside-out fashion. However, as
we have already seen in the ionization maps in Fig. 3, the
largest differences between our RT and semi-numerical sim-
ulations show up on small scales: in the semi-numerical
schemes the times of ionization and the density become un-
correlated and not anti-correlated as in the RT simulation.
The reason for this uncorrelation lies in the nature of the
ionization criterion. It depends on averaged quantities in-
stead of directional quantities as in the RT. Furthermore,
since the semi-numerical simulations miss the outside-in ion-
ization topology component, they show stronger correlation
on intermediate scales. Similar results have been reported
in Majumdar et al. (2014), again our default scheme agrees
well with their corresponding scheme (Sem-Num).
The differences between the semi-numerical schemes,
particularly the drop in correlation towards smaller scales,
are due to either the different methods of determining the
ionization of a cell, or the ionizing emissivity and the corre-
sponding duration of reionization. In the former case, mark-
ing only the central cell (default scheme, red solid line)
instead of the entire smoothing sphere (“ionized sphere”
scheme, blue dashed line) results in a stronger correlation
between ionization and density, as exceeding the ionization
threshold in a cell is more confined to its environment. In
the latter case, decreasing the ionizing emissivity (e.g. or-
ange dash-dotted versus blue dashed line) lengthens the du-
ration of reionization and, being more sensitive to ionizing
sources that form in the emerging density peaks at later
times, and enhances the correlation between reionization
redshift and density. This trend is in agreement with the
findings in Battaglia et al. (2013) (see their Fig. 2).
4.4 Correlation between the ionization fields
In order to quantify the agreement between the RT and the
semi-numerical schemes, we calculate the cross correlation
coefficient between the RT and semi-numerical ionization
fields according to Equation 30, with A and B represent-
ing the RT and semi-numerically simulated ionization fields.
The results for the cross correlation coefficients of the H II
and He II ionization fields are shown in the top and bottom
panel of Fig. 8, respectively. We find the ionization fields of
the RT and semi-numerical simulations to be strongly cor-
related on large scales (k <∼ 1 h Mpc−1), while the strength
of their correlation decreases considerably towards smaller
scales, and even becomes uncorrelated in some cases. The
drop in the cross correlation coefficients rHIIRT,HIIS−N and
rHeIIRT,HeIIS−N is caused by multiple reasons: Firstly, in the
RT simulation, the more fractal shape of the ionization
boundaries leads to more small scale structures in the ion-
ization fields (see Fig. 3 and 4). Secondly, as reionization
proceeds (dashed to dash-dotted to dotted lines), the ion-
ized regions in the RT and semi-numerical schemes merge
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Figure 8. The top (bottom) panel shows the cross correlation
coefficients between the H II (He II) ionization fields of the RT
and the respective semi-numerical simulation at different red-
shifts. Red and blue lines represent the cross correlations with
the default and “ionized” sphere semi-numerical simulations, re-
spectively, while orange lines depict the “ionized” sphere scheme
with a reduced fesc value of 0.12.
at different points in space and time, and consequently de-
velop increasingly different shapes with time.
The cross correlation coefficients rHIIRT,HIIS−N and
rHeIIRT,HeIIS−N depend on the agreement of the 〈χHI〉 values
of the RT and semi-numerical simulations: the larger the
difference in 〈χHI〉, the weaker the cross correlation. Plot-
ting rHIIRT,HIIS−N and rHeIIRT,HeIIS−N at the same 〈χHI〉
values, however, yields similar correlation strengths. It is
striking that the “ionized sphere” scheme with reduced ion-
izing emissivity (orange lines) shows a stronger correlation
than our default scheme (red lines). As can be seen from the
ionization maps in Fig. 3, the former better mimics the bub-
ble shape of the ionized regions in the RT simulation. The
ionized regions in the RT simulation deviate only weakly
from spheres, as their ionization fronts are predominantly
delayed by narrow filamentary density structure. However,
if the source distribution at a chosen 〈χHI〉 value deviates
significantly from the source distribution in the RT simu-
lation, the cross correlation strength becomes even weaker
(see the “ionized sphere” scheme, blue lines).
We note that despite using the same ionizing emissivity
and gas density fields in the RT and semi-numerical simula-
tions, we find lower r(k) values than Zahn et al. (2007). We
believe that the reason lies in the different ionization topolo-
gies of the RT simulations. While the RT simulation in Zahn
et al. (2007) proceeds inside-out with over-dense regions be-
ing ionized before under-dense regions, our RT simulation
exhibits an inside-out-middle behaviour similar to the sim-
ulation in Finlator et al. (2009), where filaments are ionized
last due to their increased number of recombinations. The
delayed ionization of filaments weakens the cross correlation
on scales of the filamentary structure. This relation is sup-
ported by the good agreement of our default scheme (at the
same 〈χHI〉 values) with the Sem-Num scheme in Majumdar
et al. (2014), with their RT simulation also having a less
pronounced inside-out ionization topology.
4.5 Power spectra of the 21cm signal
In order to estimate the accuracy of semi-numerical reion-
ization schemes on observables, we compare the 21cm signal
power spectra of our semi-numerical and RT simulations.
The 21cm differential brightness temperature in each cell of
the simulation box is calculated as (e.g. Iliev et al. 2012)
δTb(~x) = T0 〈χHI〉 (1 + δ(~x)) (1 + δHI(~x)) , (32)
with
T0 = 28.5
(
1 + z
10
)1/2
Ωb
0.042
h
0.073
(
Ωm
0.24
)−1/2
mK. (33)
h is the Hubble parameter, Ωb and Ωm the baryonic and
matter densities respectively, 1 + δ(~x) = ρ(~x)/〈ρ〉 the local
gas density in terms of the average gas density, and 1 +
δHI(~x) = χHI(~x)/〈χHI〉 the local H I density fraction in terms
of the average H I density in the simulation box.
We show the power spectra of the 21cm differential
brightness temperature fluctuations at different stages of
reionization in Fig. 9. The evolution of the simulated 21cm
power spectra is in agreement with previous findings (e.g.
Lidz et al. 2008): (1) a drop in power on scales that are
larger than the ionized regions, (2) large scale power peak-
ing around 〈χHI〉' 0.5 when the variance of the ionization
field is at its maximum, and (3) an overall decrease in power
as 〈δTb〉 drops and reionization completes.
The differences between the RT and semi-numerical
simulations in the 21cm power spectra shown in Fig. 9 arise
from two effects. On the one hand they differ in the dis-
tribution of the ionized regions (see the ionization maps in
Fig. 3 and bubble radius distribution in Fig. 2), and on the
other hand they differ in their 〈χHI〉 values. While semi-
numerical simulations show a less fractal structure of the
ionization fronts, which reduces the power on small scales,
they proceed slower or faster than the RT simulation (black
dotted lines) due to their nonconservation of photons. The
“ionized sphere” scheme with the original ionizing emissiv-
ity (blue dashed lines) represents the most extreme case of
both these effects and does not agree with our RT results at
all. The default and “ionized sphere” schemes with reduced
ionizing emissivity reproduce the 21cm power spectra ade-
quately, with a larger deviation in the final stages of reion-
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Figure 9. 21cm power spectrum at redshifts z = 7.9, 7.3, 6.9, 6.6, 6.4 for the RT simulation (black dotted line), the default (solid red
line) and “ionized” sphere (dashed blue line) semi-numerical simulation with fesc = 0.3, as well as an “ionized” sphere semi-numerical
simulation with fesc = 0.12 (dash-dotted orange line).
ization, when the differences in their 〈χHI〉 values become
larger.
Among the semi-numerical models, the “ionized sphere”
schemes possesses relatively more power on intermediate
scales than our default scheme. This difference is clearly
seen when 21cm power spectra are compared at the same
〈χHI〉 values. Furthermore, scales of increased power rise as
the ionizing escape fraction is decreased. These effects can be
explained with the increasing number of sources that form in
density peaks throughout hierarchical structure formation,
and their reduced ionizing emissivities that lead to smaller
sized ionized regions.
In summary, for H II and He II, our default semi-
numerical approach reproduces the ionization histories and
size distributions of the ionized regions adequately. Though,
the photon non-conserving character of the scheme (Zahn
et al. 2007) causes reionization (H II and He II) to be de-
layed by ∆z ∼ 0.2. Since the scheme also misses any line of
sight dependencies of the ionizing radiation, it shows firstly
slightly less (more) small (large) scale structure than our
RT simulation, and secondly a stronger inside-out ionization
topology. In contrast, the “ionized sphere” semi-numerical
scheme leads to a considerably accelerated reionization of
the IGM (∆z ∼ 0.8). Reducing the ionizing emissivity in
this scheme yields a better distribution of the ionization
fields than our default scheme, however, results in too high
residual H I fractions in the ionized regions and a shallower
slope dχ/dz in the ionization history χ(z) than found in the
RT simulation.
Finally, the extent of He III ionized regions is only ac-
curate when fully double ionized cells are considered. By
construction our method fails to follow the partial ioniza-
tion of He II as the RT does. This will be subject to future
work.
5 DISCUSSION AND CONCLUSIONS
We present a newly implemented semi-numerical scheme
that follows the ionization of hydrogen and helium in the
IGM, tracking the ionization fields for H II, He II and He III
for a given set of ionizing sources and gas density field. Sim-
ilar to the approach in Furlanetto et al. (2004), our scheme
identifies ionized regions by considering the ratio between
the number of ionization and absorption events on different
spatial smoothing scales. In addition, it includes a descrip-
tion for the number of recombinations for all species, and the
spatially dependent H I photoionization rate essential to de-
rive the residual H I fraction in hydrogen ionized regions. We
ensure the correct ionization of helium in the IGM by taking
secondary ionization of hydrogen from recombining helium
into account when the number of He I ionizing photons are
computed. The accuracy of the number of He I ionizing pho-
tons is further improved by considering the recombination
rates of each source at the IGM temperature that is pre-
dicted by its spectral energy distribution (see relation in
Park & Ricotti 2011).
We compare our new semi-numerical scheme to a RT
simulation run with pcrash (Partl et al. 2011; Hutter et al.
2014). In contrast to previous works (e.g. Zahn et al. 2007,
2011; Majumdar et al. 2014), we do not adjust the ionizing
emissivities in the semi-numerical simulations to reproduce
the ionization history (〈χ〉(z)) of the RT run, but assume the
same source locations and ionizing emissivities. This allows
us to test the accuracy of these semi-numerical reionization
schemes across the full duration of reionization, in particular
their uncertainty in constraining parameters such as the es-
cape fraction of ionizing photons fesc and ionizing emissivity
of galaxies.
When comparing the number of ionization and absorp-
tion events in a region and the ionization criterion is met,
our semi-numerical code has the option of choosing between
flagging only the central cell (default) or the entire smooth-
ing sphere (“ionized sphere”) as ionized. We resimulate the
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RT simulation with our semi-numerical code and follow the
progress of reionization for both options.
Turning on the “ionized sphere” flag results in an accel-
erated reionization scenario despite assuming the same pro-
duction rate of ionizing photons and escape fraction fesc. For
our reionization scenario, which is in agreement with recent
Planck observations (Planck Collaboration et al. 2016) for
the RT simulation, we find the “ionized sphere” scheme to
shorten the duration of reionization by ∆z ' 0.8. In other
words, to obtain the same reionization history as in the RT
simulation, we need to reduce the escape fraction fesc to 40%
of its initial value. Fitting the fesc value for the RT ioniza-
tion history yields ionization fields that are in agreement
with those of the RT simulation, but increases the residual
H I fractions in the ionized regions by an order of magni-
tude, and alters the slope dχ/dz of the redshift evolution
χ(z).
For the “central cell” (or default) scheme, we find the
H II and He II ionization histories and size distributions of
the H II and He II ionized regions to be in reasonable agree-
ment with the RT simulations. The small delay (∆z ∼ 0.2)
in completing reionization is due to the photon nonconser-
vation of the real space tophat filter (Zahn et al. 2007).
The averaging of the density and ionizing emissivity fields,
which increases (decreases) the effective density in under-
dense (over-dense) regions, results in more connected ionized
regions, suppressing (enhancing) the small (large) scale vari-
ations in the ionization fields, and strengthens the inside-out
character of the ionization topology. Thus, the power spectra
of the 21cm signal at selected redshifts are flatter and have
increasingly more power in the final stages of reionization.
Our findings regarding the redshift evolution of reion-
ization highlight that the “central cell” method yields more
accurate results than the “ionized sphere” scheme. This is
particularly important when parameters that impact the du-
ration of reionization are constrained, such as the escape
fraction of ionizing photons, are constrained.
Furthermore, we presented the first semi-numerical
scheme that follows hydrogen and helium reionization si-
multaneously. While our prescription for the number of He I
ionizing photons reproduces the He II ionized regions in the
RT simulation, the extent of the He III regions is only ac-
curate when fully double ionized cells are considered. The
latter is expected, as by construction our scheme can not
follow the partial ionization of He II as RT simulations do.
This limitation will be subject to further work.
It is important to note some caveats, however. Firstly,
our description of recombinations does not account for un-
resolved density inhomogeneities. While this should not al-
ter the reionization scenario strongly, as recombination time
scales of the IGM are of the order of the Hubble time at
these redshifts, the number of recombinations in dense re-
gions, e.g. Lyman Limit systems, may be underestimated
and their ionization delayed. Secondly, we assume a con-
stant escape fraction of ionizing photons across all galaxies.
This is probably an unlikely scenario, because an increasing
number of simulations have pointed to a halo mass depen-
dent value (Ferrara & Loeb 2013; Kimm & Cen 2014; Kimm
et al. 2017). However, this does not affect the main points of
this paper: we have shown that our newly developed semi-
numerical reionization scheme yields comparable results to
RT simulations for H II and He II. Furthermore, an “ionized
sphere” scheme should not be employed when parameters
regarding the duration of reionization are to be constrained.
Our new code computes the ionization fields from the
gas density grids and a list of sources containing their ion-
izing emissivity. This makes it highly versatile, as the mod-
elling of the ionizing sources (i.e. luminosity and spectral en-
ergy distribution) is left to the user. Thus it will be straight
forward to couple this code to semi-analytic galaxy forma-
tion models or hydrodynamical simulations. The modular
fashion of the code also allows the user to replace the current
descriptions of recombinations and the photoionization rate.
Coupled to a semi-analytic galaxy formation model, this ver-
satile implementation of the reionization of the IGM will al-
low us to investigate the diversity of reionization topologies
and their signatures in the power spectrum of the H I 21cm
signal, and the cross correlations between the 21cm signal
and high-redshift galaxies.
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APPENDIX A: NORMALISATION OF THE
PHOTOIONIZATION RATE
We define the photoionization rates in the mean free path
based model as
ΓV/λ(r) = σ0
α
α+ β
N˙ion,V/λ
V
λmfp, (A1)
whilst in our flux based model as
ΓA(r) = σ0
α
α+ β
N˙ion,A
A(r)
. (A2)
In order to find a normalisation for the expression in the
mean free path based model, we consider the photoioniza-
tion rate within a sphere of radius λmfp. Then the photoion-
ization rate is given by
4piR3
3
ΓV/λ(R) = σ0
α
α+ β
N˙ion,V/λ
λmfp
V
4piR3
3
, (A3)
while for the second we find
4pi
∫ R
0
dr r2 ΓA(r)
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=
∫ R
0
dr r2 σ0
α
α+ β
N˙ion,A
e−r/λmfp
kr2
= σ0
α
α+ β
N˙ion,A
1
k
λmfp
(
1− e−R/λmfp
)
, (A4)
with k being a normalisation constant. We caution the
reader that N˙ion,V/λ and N˙ion,A are not equal. N˙ion,A is the
ionizing rate in one cell, while N˙ion,V/λ corresponds to the
ionizing rate N˙ion,A distributed over N cells. The number of
cells is at most the number of cells in a sphere with radius
λmfp, however, it is mostly smaller. While N = 4pi/3λ
3
mfp
is true for ionized cells close to ionization fronts, it is not
applicable to cells deeper inside the ionized regions and N
is smaller. To account for this effect, we introduce a free
parameter, f < 1, and
N˙ion,V/λ =
N˙ion,A
N
= N˙ion,A
V
4pi
3
(fλmfp)3
. (A5)
This relation between N˙ion,V/λ and N˙ion,A, and the assump-
tion that the photoionization rate within a sphere of radius
λmfp should be equal for both approaches, leads to
k =
N˙ion,A
N˙ion,V/λ
V
4pi
3
R3
(
1− e−R/λmfp
)
= f3
(
λmfp
R
)3 (
1− e−R/λmfp
)
(A6)
R=λmfp
= f3
(
1− e−1) . (A7)
We have chosen f = 0.7.
APPENDIX B: HYDROGEN ONLY
REIONIZATION SIMULATION
B1 Radiative Transfer
We evaluated the accuracy of our semi-numerical schemes
with respect to another RT hydrogen-only simulation. This
simulation is described in Hutter et al. (2014) and follows
the time and spatial evolution of hydrogen (no helium).
The z ' 6.7 snapshot of the hydrodynamical simulation de-
scribed in Section 3 is post-processed with pcrash. However,
in this simulation, we only consider sources with at least 10
star particles and Mh > 10
9.2 M. Their ionizing emissivity
is derived from the the spectral energy distribution (SED)
of each source by summing the SEDs of all its star parti-
cles. The SED of each star particle has been computed via
the population synthesis code starburst99 (Leitherer et al.
1999) using its mass, stellar metallicity and age. In this com-
parison we focus on the simulation with an escape fraction
of ionizing photons from the galaxy of fesc = 0.5. Starting
from a completely neutral IGM, pcrash has been run until
the IGM global hydrogen fraction drops below 〈χHI〉' 10−4,
computing the evolution of the ionization field for the ion-
izing radiation of 31855 “resolved” galaxies on a 1283 grid.
We store snapshots at different 〈χHI〉 values (0.9, 0.75, 0.5,
0.25, 0.1) throughout reionization. The respective ionization
fields are shown in the left column of Fig. B1.
B2 Comparison
B2.1 Ionization history & morphology
We perform the reionization simulation described in Sec-
tion B1 with the different versions of our semi-numerical
code. Similar to Section 4, we use the same gas density
fields and ionizing sources; the ionizing photons N˙ion for
each source are computed according to Equation 2. Again,
RT density and ionizing emissivity 1283 grids are placed
within a 2563 grid with mean density and zero values, re-
spectively, to account for the non-periodic boundary con-
ditions of the RT simulation. The different versions of our
semi-numerical code are: (1) central cell method with the
mean free path approach based photoionization model (see
Section 2.2.1), (2) central cell method with the flux approach
based photoionization model (see Section 2.2.2), and (3) the
“ionized sphere” model with the flux approached photoion-
ization model. The respective ionization fields are shown in
Fig. B1 at redshifts z = 6.61, 6.49, 6.32, 6.17, 6.06, which
correspond to 〈χHI〉' 0.9, 0.75, 0.5, 0.25, 0.1 in the RT sim-
ulation, with the first, second, tird, and fourth column dis-
playing the results for the RT simulation, the semi-numerical
simulation for the mean free path and flux based photoion-
ization models, the “ionized sphere” semi-numerical scheme,
respectively.
Comparing the redshift evolution of reionization as well
as the morphology of the ionized region, our results agree
well with our findings in Section 4: The “ionized sphere”
scheme (column 4) results in a significantly faster ionization
of the IGM, while the “central cell” method (column 2 and
3) yields more comparable results to the RT simulation (col-
umn 1). The different size distributions of the ionized regions
are also reflected in the power spectra of the ionization fields
(first row in Fig. B2) and the neutral density fluctuations
(second row in Fig. B2), with the semi-numerical schemes, in
particular the “ionized sphere” scheme, lacking small-scale
real-space power. We remark that the thin grey dotted line
represents results from the RT simulation when all cells with
χHII > 0.5 are set to 1, while all cells with χHII 6 0.5 are set
to 0. This underlines that the reduced small-scale power in
the power spectra of the ionization fields and ionized density
fluctuations in the RT simulations are due to a shallower
decrease of the ionization fraction towards the ionization
boundaries. Enhanced small-scale power of semi-numerical
schemes with sharp ionization fronts have been also found
in Zahn et al. (2007, 2011) and Majumdar et al. (2014) for
their CPS scheme.
The cross correlation power spectra between the ion-
ization and density fields (third row in Fig. B2) underline
and reproduce our findings in Section 4.3. While the RT
simulation shows a correlation between the ionization frac-
tion and the gas density on large scales, it becomes (1) anti-
correlated at increasing scales as reionization proceeds, with
∼ 3h−1Mpc at 〈χHI〉= 0.9 to ∼ 6h−1Mpc at 〈χHI〉= 0.1, and
(2) varies in its anti-correlation strength peaking around
〈χHI〉∼ 0.3 − 0.5. As the ionized regions grow, larger self-
shielded filaments can be traced. During the “overlap” phase
(Gnedin 2000) the butterfly shape of the ionized regions
(Ciardi et al. 2001; Choudhury et al. 2009), which con-
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Figure B1. Slices of the H I fields through the centre of the 80h−1Mpc box at different redshifts z = 6.61, 6.49, 6.32, 6.17, 6.06 (rows).
The first column shows the H I fields from the RT simulations with pcrash, whereas 〈χHI〉' 0.9, 0.75, 0.5, 0.25, 0.1 from top to bottom.
The second and third column show the H I fields of our default semi-numerical code for photoionization model 1 (Γ ∝ λmfp) and 2
(Γ ∝ er/〈λmfp〉/r2), respectively, with 〈χHI〉' 0.95, 0.81, 0.58, 0.36, 0.25 from top to bottom. The location and sizes of the ionized
regions (yellow/white) agree for the RT and default semi-numerical simulations. The fourth column shows the H I fields of the “ionized
sphere” option of our semi-numerical code assuming photoionization model 1, 〈χHI〉' 0.77, 0.30, 0.05, 0.005, 0.001 from top to bottom.
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Figure B2. Power spectra of the ionization fields (first row), neutral density fluctuations (second row), and cross power spectrum of
the ionization and density fields at 〈χHI〉' 0.9, 0.75, 0.5, 0.25, 0.1 for RT (black dashed), default (red solid) and “ionized sphere” (blue
dash-dotted) semi-numerical simulation results. The black dotted lines represent the results when the ionization fraction in all cells in
the RT simulation with χHII < 0.5 are set to zero. The shaded transparent regions represent the statistical variances of the k-space bins.
tributes to the anti-correlation, becomes less pronounced.
In addition, similar to our findings in Section 4.3, the semi-
numerical schemes show a stronger correlation between ion-
ization and density field, and arises from the ionization crite-
rion being dependent on the smoothed density field instead
of the density and the direction-dependent radiation field in
each cell.
B2.2 Photoionization models
Finally, we shortly discuss the results of our two photoion-
ization models implemented in our semi-numerical scheme.
Both only affect the H I fraction within but not the extent
of the ionized regions. While the mean free path based ap-
proach derives the photoionization rate from the mean free
path in the cell given by the maximum filtering size at which
the cell becomes ionized, the flux based approach assumes
an exponential decay of the ionizing flux with the average
mean free path. As we can see from the first three columns
in Fig. B1, both models approximately recover the residual
H I distribution within the ionized regions. The H I resid-
ual fraction in the mean free path based approach (second
column in Fig. B1) is very sensitive to the filtering scale
at which cells are identified as ionized. This fact leads to
large areas of higher photoionization rate values (lower H I
fractions) and small areas of comparably lower photoioniza-
tion rate values (higher H I fractions), particularly visible
at 〈χHI〉> 0.5. In addition, this method can result in low
H I values close to the ionization fronts, which differs qual-
itatively from the RT simulation results. This drawback is
addressed in the flux based approach. With the photoion-
ization rate being dependent on the distance of the ionizing
sources, the increase in the H I fraction further away from
the ionizing sources and closer to the ionization fronts is
ensured. However, due to the photoionization rate decaying
exponentially with the average mean free path, the spatial
variance in the mean free path is neglected and as such we do
not find as large differences in the H I residual fractions as
in the RT simulation. Nevertheless, the flux based approach
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qualitatively reproduces the residual H I fraction distribu-
tion within the ionized regions.
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