Abstract. We consider the uniform distribution on the set of partitions of integer n with c √ n numbers of summands, c > 0 is a positive constant. We calculate the limit shape of such partitions, assuming c is constant and n tends to infinity. If c → ∞ then the limit shape tends to known limit shape for unrestricted number of summands (see reference [11] ). If the growth is slower than √ n then the limit shape is universal (e −t ). We prove the invariance principle (central limit theorem for fluctuations around the limit shape) and find precise expression for correlation functions. These results can be interpreted in terms of statistical physics of ideal gas, from this point of view the limit shape is a limit distribution of the energy of two dimensional ideal gas with respect to the energy of particles. The proof of the limit theorem uses partially inversed Fourier transformation of the characteristic function and refines the methods of the previous papers of authors (see references).
Let P (n,m) be the set of all unordered partitions of the natural number n into exactly m positive summands and µ (n,m) be the uniform measure on the finite set P (n,m) . We are interested in the asymptotic behaviour of typical partitions in the sense of this measure. In a series of papers (see [11, 13, 3, 14] ) analogous questions for partitions without any restriction on the number of summands were investigated, the limit shape and fluctuations were found and the large deviation principle was proved. In the papers [12, 11] the problem was considered from the point of view of statistical physics. Namely, a partition up to a multiplier is a decomposition of the energy into the sum of squares of energies of the particles. So our problem is equivalent to the problem concerning the limit distribution of the energy and its fluctuations. The answer to the question about the asymptotic behaviour of unrestricted partitions gives us the answer to the question about the distribution of the energy without any restrictions. But usually the number of particles considered in statistical physics grows proportionally to the volume and the corresponding ratio is the fixed density [7, 8] . This is the reason we consider the question described above.
Using the same method as in [11] , we consider the grand canonical ensemble, investigate the asymptotics of the Gibbs measure and prove that the limit shapes in the small and grand canonical ensembles are the same (while the deviations are not). The advantage of the grand canonical ensemble is the independence of the quantities of summands of given size with respect to the Gibbs measure (the passage to the grand canonical ensemble is the same as the so-called Poissonization of the problem in combinatorics and probability theory). Closely related papers concerning similar problems and utilizing similar techniques are [5, 1, 4, 10, 9] . Nevertheless, the usage of the grand canonical ensemble does not remove all the technical difficulties. The difficulties remain and are concerned now with the equivalence of two canonical ensembles.
Our main results are the following:
• Calculation of the limit shape of typical partitions of n for the case when the number of summands of the partition grows as c √ n, c is a positive constant. If c → ∞, then the limit shape tends to the known limit shape for an unrestricted number of summands [11] . It is very interesting that if the growth is slower than √ n, then the limit shape is universal (e −t ); • The Gaussian law for the fluctuations around the limit shape and a precise expression for the correlation functions. We prove both results simultaneously, using a method that many people have used in similar situations (see [6, 4] ), namely, estimating the partially inversed Fourier transform of the characteristic function. This approach seems to be useful in a more general cases. We will return to this method in a special paper.
The rest of the paper is organized as follows. In Section 1 we introduce some notations and formulate our main results. In Section 2 we investigate the grand canonical ensemble of partitions and in particular provide some estimates for the characteristic function of a special random vector in Euclidean space. In Section 3 we show how to use these estimates to obtain results concerning the small ensemble of partitions.
Statement of the problem and main results
Let P (n,m) be the set of partitions of an integer n into m summands. Let ρ k (λ) denote the number of summands k in the partition λ. Obviously,
(n,m) . We introduce the Young diagram of partition λ, that is the set in the plane (t, η) such that t ≥ 0, η ≥ 0 and η ≤ η λ (t), where
The area of the Young diagram of any partition λ ∈ P (n,m) is equal to n, and its maximal height is η(0) = m. Sometimes we shall identify the Young diagram and its upper border η λ (t).
We are interested in asymptotical behaviour of Young diagrams as n and m grow. To formulate our results precisely, let us consider the uniform measure µ (n,m) on P (n,m) . Thus, µ (n,m) ({λ}) = 1/p(n, m) when λ ∈ P (n,m) , where p(n, m) = #P (n,m) is the number of partitions of n into m summands. It can be easily seen that the generating function for the numbers p(n, m) is n,m≥0
This is the generalization of Euler's formula for the generating function for the partition numbers. The measure µ (n,m) induces a probability distribution on the set of Young diagrams. The present paper is devoted to investigation of asymptotical properties of random Young diagrams.
Assume that n, m → ∞ and m ∼ cn s , s ≤ 1/2 and c > 0. In order to compare the diagrams corresponding to partitions of different numbers, we introduce the scaled Young diagram:
The scaled Young diagram always has the unit area and η λ (0) = 1. We show that the scaled diagrams of almost all partitions are close to a fixed curve depending, in general, on s and c (Theorem 1). We also investigate fluctuations of the scaled diagram around this curve (Theorem 2). First we introduce some notations. Consider the equation
where Li 2 (y) = Theorem 1 (On the limit shape of partitions with a power growth of the number of summands). Assume that n → ∞ and m = cn s + O(n 2s−1 ). Then, for any ε > 0 and n sufficiently large,
where y c is the solution of equation (4).
We call the curve Γ s,c which is the plot of h(t) the limit shape of random scaled diagrams. Note that if s < 1/2 the limit shape depends neither on s nor on c. For s = 1/2 and c being close to zero, the limit shape is close to that for the case s < 1/2.
Remark. According to a well-known theorem due to Erdős, almost all partitions (with respect to the uniform measure on P (n) = n m=1 P (n,m) ) of an integer n have asymptotically
√ n log n summands. The proper scaling in this case is √ n along both axes (see [11] ). In this scaling the limit shape Γ exists and is specified by the equation e −c0x + e −c0y = 1, c 0 = π/ √ 6. The same scaling in our case for s = 1/2 (i.e. the scaling such that η(0) is the number of summands divided by √ n) leads to the limit shape Γ * 1/2,c specified by
This means that the limit shape Γ * 1/2,c of partitions with c √ n summands tends to the limit shape Γ of unrestricted partitions as c → ∞. However it is not correct to take limit as c → ∞ since it was supposed in Theorem 1 that c = const.
Theorem 1 is an analogue of the law of large numbers for partitions. Now we formulate our result on the fluctuations of random diagrams around the limit shape. First we introduce necessary notations. Assume that y = y c is the solution of equation (4). Denote
Let g
• i be the first derivatives ∂ ∂y g i taken at the point y = 0. Clearly, g
Fix d real numbers 0 < t 1 < t 2 < · · · < t d . Consider three matrices
and
• and C • which are defined in the same way as A, B and C with g • i instead of g i . Theorem 2 (On fluctuations around the limit shape).
weakly converges to the normal distribution in R d with the zero mean and the covariance matrix D defined by
To put this in another way, if we subtract the mean value h(t) of a scaled Young diagram from its realization η λ (t), stretch the result √ m times along the ordinate axis and take the limit as n → ∞, m = cn s + O(n 2s−1 ), we get a (nonstationary) Gaussian process with the zero mean and the correlation function which is the corresponding element of the matrix D. Note that the correlation function does not depend on s and c when s < 1/2, as well as the limit shape.
Note that Theorem 1 is an easy corollary of Theorem 2. So we do not prove Theorem 1 separately. The rest of this paper is devoted to the proof of Theorem 2.
The grand ensemble of partitions
The proof of Theorem 2 is based on the investigation of the so called grand ensemble of partitions. Let P = n,m≥0 P (n,m) be the set of all partitions (for convenience we add the partition of 0 into the empty set of summands). Consider a family of probability measures µ x,y , x, y ∈ (0, 1), on P defined by the following requirements:
(1) the random variables ρ k are mutually independent for different k;
, ρ k has the geometric distribution with parameter 1 − yx k .
We call (P, µ x,y ) the grand ensemble of partitions, and we call (P (n,m) , µ (n,m) ) the small ensemble of partitions. It can be easily verified that for all x, y ∈ (0, 1) and 0 < m ≤ n the conditional measure µ x,y | P (n,m) is uniform and thus coincides with the measure µ (n,m) . This is the key property that allows us to get results on the behaviour of measures µ (n,m) by investigation of simpler measures µ x,y . Note that families of measures with these properties are called multiplicative families of measures in [11] . In statistical physics the passage from measures µ (n,m) to measures µ x,y is the usual trick. The proof of coincidence of asymptotical properties of measures µ x,y as x, y → 1 and of measures µ (n,m) as n, m → ∞ is called the equivalence of the grand and small canonical ensembles.
The aim of this section is to examine the asymptotical behaviour of measures µ x,y and, particularly, the asymptotics of the characteristic function of a vector ξ which is defined below. Since ρ k are independent with respect to measures µ x,y , the random variable η(t) is the sum of independent variables in the grand ensemble. However the scaled sum like (3) is not the sum of independent variables, since the scaling depends on n and m. In order to preserve independence, we scale diagrams using expectations of random variables which correspond to n and m. Then we choose parameters x and y so that the scalings on the grand and small canonical ensembles coincide. This turns out to be sufficient for our purposes.
Let ν(λ) = ∞ k=1 kρ k (λ) denote the number being partitioned. The number of summands in the partition λ is η λ (0). We will use a technical scaling of Young diagrams along the abscissa axis:
The random variable η(t) is integral.
Below we use the term "distribution" for distribution with respect to the measure µ x,y .
First of all, we examine the distributions of ν and η(t), t ≥ 0. Let E x,y and D x,y denote the operators of expectation and variance and Cov x,y denote the covariation of a pair of random variables with respect to the measures µ x,y .
For the sake of shortness we consider
Clearly, σ → 0 from the right as x → 1 from the left.
Lemma 3. For all ε > 0 the following asymptotical relations hold as x → 1 uniformly in y ∈ [0, 1 − ε]:
where g 1 , g 2 , and g 3 are defined by (6).
The proof uses approximation of integrals by the Riemann sums. Detailed proof of similar statements see in [13] . Now we define the random vector ξ which will be investigated in this section. Fix d + 1 real numbers 0 = t 0 < t 1 < · · · < t d . Let κ(k) = max{i : t i E x,y ν/E x,y η(0) < k}. In the other words, κ(k) is the maximal index i such that ρ k is a summand in the sum η(t i ). Consider the random vector ξ k ∈ R d+2 defined in the following way. The first component of ξ k is kρ k , the next κ(k) + 1 components are ρ k , and the
Since the vectors ξ k are mutually independent, ξ is the sum of independent random vectors. The first two components of the vector ξ have a special role in the passage to the small ensemble, because they indicate the layer P (n,m) which contains the partition. The rest components correspond to values of the border of the scaled Young diagram at the points t 1 , . . . , t d .
Consider the matrices σ g 1 (t max{i,j} ) and g i are defined by equation (6) . Consider also the matrix
In virtue of Lemma 3, the covariation matrix of the random vector ξ is V x,y (1+O(σ)). Denote the characteristic function of the random variable ρ k by ψ k (γ) = E x,y e iγρ k and that of the random vector ξ k by ϕ k (α 1 , α 2 ; β 1 , . . . , β d ) = E x,y e i (α,β),ξ k . (We write α = (α 1 , α 2 ), β = (β 1 , . . . , β d ) and (α, β) = (α 1 , α 2 , β 1 , . . . , β 2 ). Notation · , · stands for the standard scalar product in the Euclidean space of an appropri-
The bar over a symbol denotes that the corresponding random variable is centered by its expectation. For example,ξ = ξ − E x,y ξ,φ(α, β) = E x,y e i (α,β),ξ = ϕ(α, β) e −i (α,β),Ex,yξ and so on. The main results of this section are asymptotical estimates forφ(α, σ p β), |α i | < π, β ∈ R d as x → 1 under the assumption that y ∼ c 1 σ 1−2p for fixed p ∈ (0, 1/2], where c 1 ∈ (0, 1) if p = 1/2 and c 1 > 0 if p ∈ (0, 1/2). We divide the domain |α i | < π into two parts. Denote A = A(x, y) = {α ∈ R 2 : |α 1 | ≤ σ p+1 log 2 σ and |α 2 | ≤ σ p log 2 σ}. We find different estimates for the set A and its complement. All c i below are some positive constants. Proof. Let V k = V k (x, y) be the covariation matrix of the random vector ξ k . Then
For all α and β the inequality
holds, where
, where D is defined by equation (9) with s = 2p/(1 + 2p), and α * = −σ p A −1
x,y C x,y β satisfies the conditions in the statement of the proposition. So we can rewrite the first exponent in the right-hand side of (17) as exp(−
Since ξ is the sum of independent random vectors ξ k , we can write
Note that for x sufficiently close to 1, α ∈ A and all k the inequality
holds. We use the following estimate which holds for γ = γ k (α, σ p β), α ∈ A:
Here we used a simple estimate for the characteristic function (see, for instance, [2] ) and the inequality | log(1 − z) + z| ≤ z which holds for z ∈ [0, 1/2]. We have
If we substitute this equation and inequalities (20) and (21) into (19) and approximate all sums by integrals, we get the inequality |R x,y (α, σ p β)| ≤ c 6 σ p log 6 σ which implies the desired result. Proof. We will estimate 1 |ϕ(α, σ p β)| 2 from below. Note that
Using this inequality we see that
since log(1 + z) ≥ c 9 z for bounded positive z. Denote u = kσ and recall that y = c 1 σ 1−2p . Thus the last inequality can be rewritten as
where the sum is taken over all points u k such that u k > 0 and u k /σ ∈ Z.
We consider three cases. First assume that |α 1 | > σ. Since |ϕ| is an even function we can assume that α 1 > 0. If α 1 grows from σ to π then the number of summation points which lie in the same period of sin 2 is decreasing from 2πσ −1 to 2. In any case the number of these summation points is not less than two, and this fact allows us to state that the sum over u k lying in the same period of sin 2 , say in the period [u * , u * + 2πσ/α 1 ], is not less than c 11 σ
u * e −u du. If we sum these inequalities over all periods and substitute the result into (22), we get the estimate 1/|ϕ(α,
(This interval is not empty for σ sufficiently close to 0.) As above we assume that α 1 > 0. For these α 1 we may approximate the sum by an integral because in each period of sin 2 there are not less than 2πσ −1 summation points. Note that the summands multiple to β i can be neglected. Since
all we have to do is to minimize the right-hand side of (23) taken at a = α 2 ,
After some calculations we see that the minimum is not less than c 13 σ 2p log 4 σ. We substitute this estimate into (22) and get 1/|ϕ(α,
The last case we have to consider is the domain
Without loss of generality we may assume that α 2 > 0. Using the same arguments as in the previous case, we see that we have to minimize the right-hand side of (23) taken at a = α 2 , b = α 1 /σ over the set |α 1 | < σ p+1 log 2 σ, α 2 ∈ [σ p log 2 σ, π]. The minimum is not less than c 15 σ 2p log 4 σ. Thus the proposition is true in this case too.
Passage to the small ensemble of partitions
In order to use the results about the grand ensemble of partitions to obtain information about the small one we use the following arguments. Let ϕ (n,m) (β), β ∈ R d , be the characteristic function of the vector ( η(t 1 ), . . . , η(t d )) with respect to the measure µ (n,m) . Under the assumption of coincidence of scalings in both ensembles, it can be shown that
We use asymptotical relations from the previous section to estimate integrals in this formula. However, first we have to choose the dependence of x and y on n and m to ensure the coincidence of scalings. Since in the grand ensemble we scale diagrams using expectations of ν and η(0), the scalings coincide if and only if Below we always assume that x and y are related with n and m by system (25). where h(t) = (h(t 1 ), . . . , h(t d )). We use identity (24) and recall that E x,y ν = n and E x,y η(t) = mh(t) by system (25) to get the equation
So we need to estimate the integrals in the right-hand side of (28). It suffices to estimate the integral in the numerator since the integral in the denominator can be obtained by the substitution β = 0. We make use of (18) to verify that 
