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1. Introduction
Let H, H0 be Hilbert spaces, B(H,H0) be the Banach space of all bounded linear operators from H to
H0 and B(H) := B(H,H). Letter J denotes an indexing set and K denotes the field of scalars (R or C).
Definition 1.1. [10,14] A collection {xj}j∈J in a Hilbert space H is said to be a (discrete)
(i) frame for H if there exist a, b > 0 such that
a‖h‖2 ≤
∑
j∈J
|〈h, xj〉|2 ≤ b‖h‖2, ∀h ∈ H.
1
2(ii) Bessel sequence for H if there exists b > 0 such that
∑
j∈J
|〈h, xj〉|2 ≤ b‖h‖2, ∀h ∈ H.
We refer [5, 6, 8, 10, 12, 16, 19, 23, 24, 27, 44, 51] for more details on frames (and a well studied class of
frames) and Bessel sequences in Hilbert spaces. Most general version of Definition 1.1 is
Definition 1.2. [33,47] A collection {Aj}j∈J in B(H,H0) is said to be an operator-valued
(i) frame in B(H,H0) if the series
∑
j∈J A
∗
jAj converges in the strong-operator topology on B(H) to a
bounded positive invertible operator.
(ii) Bessel sequence in B(H,H0) if the series
∑
j∈J A
∗
jAj converges in the strong-operator topology on
B(H) to a bounded positive operator.
We refer [26, 33, 40, 47, 48] for more details on operator-valued frames and Bessel sequences in Hilbert
spaces. In [36] we defined the following two definitions.
Definition 1.3. [36] Let {τj}j∈J be a set of vectors in a Hilbert space H. A set of vectors {xj}j∈J in H
is said to be a
(i) frame with respect to (w.r.t.) {τj}j∈J if there are c, d > 0 such that
(a) the map H ∋ h 7→∑j∈J〈h, xj〉τj ∈ H is a well-defined bounded positive invertible operator.
(b)
∑
j∈J |〈h, xj〉|2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J |〈h, τj〉|2 ≤ d‖h‖2, ∀h ∈ H.
(ii) Bessel sequence w.r.t. {τj}j∈J if there are c, d > 0 such that
(a) the map H ∋ h 7→∑j∈J〈h, xj〉τj ∈ H is a well-defined bounded positive operator.
(b)
∑
j∈J |〈h, xj〉|2 ≤ c‖h‖2, ∀h ∈ H;
∑
j∈J |〈h, τj〉|2 ≤ d‖h‖2, ∀h ∈ H.
Definition 1.4. [36] Define Lj : H0 ∋ h 7→ ej⊗h ∈ ℓ2(J)⊗H0, where {ej}j∈J is the standard orthonormal
basis for ℓ2(J), for each j ∈ J. A collection {Aj}j∈J in B(H,H0) is said to be an operator-valued
(i) frame in B(H,H0) with respect to a collection {Ψj}j∈J in B(H,H0) if
(a) the series
∑
j∈JΨ
∗
jAj converges in the strong-operator topology on B(H) to a bounded positive
invertible operator,
(b) both
∑
j∈J LjAj ,
∑
j∈J LjΨj converge in the strong-operator topology on B(H, ℓ2(J) ⊗ H0) to
bounded operators.
(ii) Bessel sequence in B(H,H0) with respect to a collection {Ψj}j∈J in B(H,H0) if
(a) the series
∑
j∈JΨ
∗
jAj converges in the strong-operator topology on B(H) to a bounded positive
operator,
(b) both
∑
j∈J LjAj ,
∑
j∈J LjΨj converge in the strong-operator topology on B(H, ℓ2(J) ⊗ H0) to
bounded operators.
All of our vector-valued integrals are in the weak-sense (i.e., they are Gelfand-Pettis integral and we
refer [15, 29, 38, 39, 41, 42, 45, 50] for more details). Ω denotes a measure space with positive measure µ.
Continuous frame, as a generalization of frames was introduced independently by Ali, Antoine, Gazeau [2]
and Kaiser [34].
Definition 1.5. [2,34] A set of vectors {xα}α∈Ω in H is said to be a continuous frame for H if
(i) for each h ∈ H, the map Ω ∋ α 7→ 〈h, xα〉 ∈ K is measurable,
3(ii) there exist a, b > 0 such that
a‖h‖2 ≤
∫
Ω
|〈h, xα〉|2 dµ(α) ≤ b‖h‖2, ∀h ∈ H.
We refer [2, 18, 21, 22, 31, 32, 34, 46] for more details on continuous frames. We also refer [3, 18, 20] for
connections between continuous frames and discrete frames.
2. Extension of continuous operator-valued frames
In order to set continuous version of Definition 1.4, we want existence of certain operators, for which we
use the following definition.
Definition 2.1. [1, 25] Let Ω be a measure space with positive measure µ. A collection {Aα}α∈Ω in
B(H,H0) is said to be continuous operator-valued Bessel if
(i) for each h ∈ H, the map Ω ∋ α 7→ Aαh ∈ H0 is measurable,
(ii) there exists b > 0 such that
(1)
∫
Ω
‖Aαh‖2 dµ(α) ≤ b‖h‖2, ∀h ∈ H.
Let {Aα}α∈Ω and {Ψα}α∈Ω in B(H,H0) be continuous operator-valued Bessel with bounds b and d,
respectively. Continuity of norm and polarization identity reveal that the map Ω ∋ α 7→ 〈Aαh,Ψαg〉 ∈ K
is measurable, for each fixed h, g ∈ H. Cauchy-Schwarz inequality and Inequality (1) now tell that this
map is in L2(Ω,K), explicitly,
∣∣∣∣∫
Ω
〈Aαh,Ψαg〉 dµ(α)
∣∣∣∣ ≤ ∫
Ω
|〈Aαh,Ψαg〉| dµ(α) ≤
∫
Ω
‖Aαh‖‖Ψαg‖ dµ(α)
≤
(∫
Ω
‖Aαh‖2 dµ(α)
) 1
2
(∫
Ω
‖Ψαg‖2 dµ(α)
) 1
2
≤
√
bd‖h‖‖g‖.
Previous inequalities also show that for each fixed h ∈ H, the map
ζh : H ∋ g 7→
∫
Ω
〈Aαh,Ψαg〉 dµ(α) ∈ K
is a conjugate-linear bounded functional with ‖ζh‖op ≤
√
bd‖h‖ (where ‖·‖op denotes the operator-norm).
Let
∫
Ω
Ψ∗αAαh dµ(α) be that unique element (which comes from Riesz representation theorem) of H such
that ∫
Ω
〈Aαh,Ψαg〉 dµ(α) = ζhg =
〈∫
Ω
Ψ∗αAαh dµ(α), g
〉
, ∀g ∈ H and
‖ζh‖op =
∥∥∥∥∫
Ω
Ψ∗αAαh dµ(α)
∥∥∥∥ .
By varying h ∈ H, we get the map
SA,Ψ : H ∋ h 7→ SA,Ψh :=
∫
Ω
Ψ∗αAαh dµ(α) ∈ K.
Above map is a bounded linear operator, S∗A,Ψ = SΨ,A and SA,A is positive. Indeed,
4‖SA,Ψ‖ = sup
h∈H,‖h‖≤1
‖SA,Ψh‖ = sup
h∈H,‖h‖≤1
∥∥∥∥∫
Ω
Ψ∗αAαh dµ(α)
∥∥∥∥
= sup
h∈H,‖h‖≤1
‖ζh‖op ≤ sup
h∈H,‖h‖≤1
√
bd‖h‖ =
√
bd.
and
〈SA,Ψh, g〉 =
∫
Ω
〈Aαh,Ψαg〉 dµ(α) =
∫
Ω
〈Ψαg,Aαh〉 dµ(α)
=
∫
Ω
〈Ψαg,Aαh〉 dµ(α) = 〈SΨ,Ag, h〉 = 〈h, SΨ,Ag〉, ∀h, g ∈ H,
〈SA,Ah, h〉 =
∫
Ω
‖Aαh‖2 dµ(α) ≥ 0, ∀h ∈ H.
We further note that Inequality (1) gives that
θA : H ∋ h 7→ θAh ∈ L2(Ω,H0), θAh : Ω ∋ α 7→ Aαh ∈ H0
is a well-defined bounded linear operator whose adjoint is
θ∗A : L2(Ω,H0) ∋ f 7→
∫
Ω
A∗αf(α) dµ(α) ∈ H,
where the integral is in the weak-sense. In fact,
‖θAh‖2 =
∫
Ω
‖θAh(α)‖2 dµ(α) =
∫
Ω
‖Aαh‖2 dµ(α) ≤ b‖h‖2, ∀h ∈ H
and
〈θAh, f〉 =
∫
Ω
〈θAh(α), f(α)〉 dµ(α) =
∫
Ω
〈Aαh, f(α)〉 dµ(α)
=
∫
Ω
〈h,A∗αf(α)〉 dµ(α) = 〈h, θ∗Af〉, ∀h ∈ H, ∀f ∈ L2(Ω,H0).
We next observe that Condition (ii) in Definition 2.1 holds if and only if the map θA is a well-defined
bounded linear operator. With this knowledge we are ready to define the continuous version of Definition
1.4.
Definition 2.2. A collection {Aα}α∈Ω in B(H,H0) is said to be a continuous operator-valued frame (in
short, continuous (ovf)) in B(H,H0) with respect to a collection {Ψα}α∈Ω in B(H,H0) if
(i) for each h ∈ H, both maps Ω ∋ α 7→ Aαh ∈ H0 and Ω ∋ α 7→ Ψαh ∈ H0 are measurable,
(ii) the map (we call as frame operator) SA,Ψ : H ∋ h 7→
∫
ΩΨ
∗
αAαh dµ(α) ∈ H (the integral is in the
weak-sense) is a well-defined bounded positive invertible operator,
(iii) both maps (we call as analysis operator and its adjoint as synthesis operator) θA : H ∋ h 7→ θAh ∈
L2(Ω,H0), θAh : Ω ∋ α 7→ Aαh ∈ H0 and θΨ : H ∋ h 7→ θΨh ∈ L2(Ω,H0), θΨh : Ω ∋ α 7→ Ψαh ∈
H0 are well-defined bounded linear operators.
We note that θ∗A : L2(Ω,H0) ∋ f 7→
∫
Ω
A∗αf(α) dµ(α) ∈ H, θ∗Ψ : L2(Ω,H0) ∋ f 7→
∫
Ω
Ψ∗αf(α) dµ(α) ∈ H
(both integrals are in the weak-sense). Notions of frame bounds, Parseval frame are similar to the same
in Definition 2.1 in [36].
5Whenever {Aα}α∈Ω is a continuous operator-valued frame w.r.t. {Ψα}α∈Ω we write ({Aα}α∈Ω, {Ψα}α∈Ω)
is continuous (ovf).
For fixed Ω, H,H0 and {Ψα}α∈Ω, the set of all continuous operator-valued frames in B(H,H0) with
respect to collection {Ψα}α∈Ω is denoted by FΨ.
Remark 2.3. Fundamental difference of continuous frames with discrete one is that we are not allowed
to use orthonormal bases (indexed by Ω).
If the condition (ii) in Definition 2.2 is replaced by “the map SA,Ψ : H ∋ h 7→
∫
Ω
Ψ∗αAαh dµ(α) ∈ H
is a well-defined bounded positive operator (not necessarily invertible)”, then we say {Aα}α∈Ω w.r.t.
{Ψα}α∈Ω is Bessel.
We note that (ii) in Definition 2.2 implies that there are real a, b > 0 such that for all h ∈ H,
a‖h‖2 ≤ 〈SA,Ψh, h〉 =
〈∫
Ω
Ψ∗αAαh dµ(α), h
〉
=
∫
Ω
〈Ψ∗αAαh, h〉 dµ(α) =
∫
Ω
〈Aαh,Ψαh〉 dµ(α) ≤ b‖h‖2,
and (iii) implies there exist c, d > 0 such that for all h ∈ H,
‖θAh‖2 = 〈θAh, θAh〉 =
∫
Ω
〈θAh(α), θAh(α)〉 dµ(α) =
∫
Ω
〈Aαh,Aαh〉 dµ(α) =
∫
Ω
‖Aαh‖2 dµ(α) ≤ c‖h‖2;
‖θΨh‖2 = 〈θΨh, θΨh〉 =
∫
Ω
〈θΨh(α), θΨh(α)〉 dµ(α) =
∫
Ω
〈Ψαh,Ψαh〉 dµ(α) =
∫
Ω
‖Ψαh‖2 dµ(α) ≤ d‖h‖2.
We note the following.
(i) If {Aα}α∈Ω is a continuous (ovf) w.r.t. {Ψα}α∈Ω, then {Ψα}α∈Ω is a continuous (ovf) w.r.t.
{Aα}α∈Ω.
(ii) {h ∈ H : Aαh = 0, ∀α ∈ Ω} = {0} = {h ∈ H : Ψαh = 0, ∀α ∈ Ω}, and span ∪α∈Ω A∗α(H0) = H =
span ∪α∈Ω Ψ∗α(H0).
(iii) SA,Ψ = SΨ,A.
(iv) If {Aα}α∈Ω, {Bα}α∈Ω ∈ FΨ, then {Aα +Bα}α∈Ω ∈ FΨ, and {αAα}α∈Ω ∈ FΨ, ∀α > 0.
(v) If ({Aα}α∈Ω, {Ψα}α∈Ω) is tight continuous (ovf) with bound a, then SA,Ψ = aIH.
Proposition 2.4. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) in B(H,H0) with an upper frame
bound b. If {α} is measurable and Ψ∗αAα ≥ 0, ∀α ∈ Ω, then µ({α})‖Ψ∗αAα‖ ≤ b, ∀α ∈ Ω.
Proof. For each h ∈ H, α ∈ Ω we get µ({α})〈Ψ∗αAαh, h〉 =
∫
{α}〈Ψ∗βAβh, h〉 dµ(β) ≤
∫
{α}〈Ψ∗βAβh, h〉 dµ(β)+∫
Ω\{α}〈Ψ∗βAβh, h〉 dµ(β) =
∫
Ω
〈Ψ∗βAβh, h〉 dµ(β) ≤ b〈h, h〉 and hence µ({α})‖Ψ∗αAα‖ = µ({α}) suph∈H,‖h‖=1
〈Ψ∗αAαh, h〉 ≤ b, ∀α ∈ Ω. 
Proposition 2.5. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) in B(H,H0). Then the bounded left-
inverses of
(i) θA are precisely S
−1
A,Ψθ
∗
Ψ + U(IL2(Ω,H0) − θAS−1A,Ψθ∗Ψ), where U ∈ B(L2(Ω,H0),H).
(ii) θΨ are precisely S
−1
A,Ψθ
∗
A + V (IL2(Ω,H0) − θΨS−1A,Ψθ∗A), where V ∈ B(L2(Ω,H0),H).
Proof. Similar to the proof of Proposition 2.29 in [36]. 
Proposition 2.6. For every {Aα}α∈Ω ∈ FΨ,
(i) θ∗AθAh =
∫
ΩA
∗
αAαh dµ(α), ∀h ∈ H.
(ii) SA,Ψ = θ
∗
ΨθA = θ
∗
AθΨ = SΨ,A.
6(iii) ({Aα}α∈Ω, {Ψα}α∈Ω) is Parseval if and only if θ∗ΨθA = IH.
(iv) ({Aα}α∈Ω, {Ψα}α∈Ω) is Parseval if and only if θAθ∗Ψ is idempotent.
(v) PA,Ψ := θAS
−1
A,Ψθ
∗
Ψ is idempotent and PΨ,A = P
∗
A,Ψ.
(vi) θA and θΨ are injective and their ranges are closed.
(vii) θ∗A and θ
∗
Ψ are surjective.
Proof. Let h, g ∈ H. We observe
〈θ∗AθAh, g〉 = 〈θAh, θAg〉 =
∫
Ω
〈θAh(α), θAg(α)〉 dµ(α) =
∫
Ω
〈Aαh,Aαg〉 dµ(α) =
〈∫
Ω
A∗αAαh dµ(α), g
〉
,
and
〈SA,Ψh, g〉 =
〈∫
Ω
Ψ∗αAαh dµ(α), g
〉
=
∫
Ω
〈Ψ∗αAαh, g〉 dµ(α)
=
∫
Ω
〈Aαh,Ψαg〉 dµ(α) = 〈θAh, θΨg〉 = 〈θ∗ΨθAh, g〉,
hence we get (i) and (ii). Arguments for other statements are similar to the proof of Proposition 2.30
in [36]. 
Proposition 2.7. A collection {Aα}α∈Ω in B(H,H0) is a continuous (ovf) w.r.t. {Ψα}α∈Ω in B(H,H0)
if and only if there exist a, b, c, d > 0 such that
(i) for each h ∈ H, both maps Ω ∋ α 7→ Aαh ∈ H0, Ω ∋ α 7→ Ψαh ∈ H0 are measurable,
(ii)
∫
ΩΨ
∗
αAαh dµ(α) =
∫
ΩA
∗
αΨαh dµ(α), ∀h ∈ H,
(iii) a‖h‖2 ≤ ∫
Ω
〈Aαh,Ψαh〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H,
(iv)
∫
Ω ‖Aαh‖2 dµ(α) ≤ c‖h‖2, ∀h ∈ H;
∫
Ω ‖Ψαh‖2 dµ(α) ≤ d‖h‖2, ∀h ∈ H.
Definition 2.8. A continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω) in B(H,H0) is said to be a Riesz continuous
(ovf) if PA,Ψ = IL2(Ω,H0).
Proposition 2.9. A continuous (ovf) ({Aα}Ω, {Ψα}Ω) in B(H,H0) is a Riesz continuous (ovf) if and
only if θA(H) = L2(Ω,H0) if and only if θΨ(H) = L2(Ω,H0).
Proof. Similar to the proof of Proposition 2.36 in [36]. 
Following is the dilation result in discrete setting (for dilation results in Hilbert spaces we refer Theorem
2.38 in [36] and [11, 24, 35, 37]).
Theorem 2.10. [36] Let ({Aj}j∈J, {Ψj}j∈J) be a Parseval (ovf) in B(H,H0) such that θA(H) = θΨ(H)
and PA,Ψ is projection. Then there exist a Hilbert space H1 which contains H isometrically and bounded
linear operators Bj ,Φj : H1 → H0, ∀j ∈ J such that ({Bj}j∈J, {Φj}j∈J) is an orthonormal (ovf) in
B(H1,H0) and Bj |H = Aj ,Φj |H = Ψj, ∀j ∈ J.
We remark here that we don’t know any result corresponding to Theorem 2.10 when the indexing set is
a measure space.
Definition 2.11. A continuous (ovf) ({Bα}α∈Ω, {Φα}α∈Ω) in B(H,H0) is said to be a dual of a con-
tinuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω) in B(H,H0) if θ∗ΦθA = θ∗BθΨ = IH. The ‘continuous operator-valued
frame’ ({A˜α := AαS−1A,Ψ}α∈Ω, {Ψ˜α := ΨαS−1A,Ψ}α∈Ω), which is a ‘dual’ of ({Aα}α∈Ω, {Ψα}α∈Ω) is called
as the canonical dual of ({Aα}α∈Ω, {Ψα}α∈Ω).
7Proposition 2.12. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) in B(H,H0). If h ∈ H has represen-
tation h =
∫
ΩA
∗
αf(α) dµ(α) =
∫
ΩΨ
∗
αg(α) dµ(α), for some measurable f, g : Ω→ H0, then∫
Ω
〈f(α), g(α)〉 dµ(α) =
∫
Ω
〈Ψ˜αh, A˜αh〉 dµ(α) +
∫
Ω
〈f(α) − Ψ˜αh, g(α)− A˜αh〉 dµ(α).
Proof.
Right side =
∫
Ω
〈Ψ˜αh, A˜αh〉 dµ(α) +
∫
Ω
〈f(α), g(α)〉 dµ(α) −
∫
Ω
〈f(α), A˜αh〉 dµ(α)
−
∫
Ω
〈Ψ˜αh, g(α)〉 dµ(α) +
∫
Ω
〈Ψ˜αh, A˜αh〉 dµ(α)
= 2
∫
Ω
〈Ψ˜αh, A˜αh〉 dµ(α) +
∫
Ω
〈f(α), g(α)〉 dµ(α) −
∫
Ω
〈f(α), AαS−1A,Ψh〉 dµ(α)
−
∫
Ω
〈ΨαS−1A,Ψh, g(α)〉 dµ(α)
= 2
〈∫
Ω
S−1A,ΨA
∗
αΨαS
−1
A,Ψh dµ(α), h
〉
+
∫
Ω
〈f(α), g(α)〉 dµ(α)
−
〈∫
Ω
A∗αf(α) dµ(α), S
−1
A,Ψh
〉
−
〈
S−1A,Ψh,
∫
Ω
Ψ∗αg(α) dµ(α)
〉
= 2〈S−1A,Ψh, h〉+
∫
Ω
〈f(α), g(α)〉 dµ(α) − 〈h, S−1A,Ψh〉 − 〈S−1A,Ψh, h〉 = Left side.

Theorem 2.13. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) with frame bounds a and b. Then the
following statements are true.
(i) The canonical dual (ovf) of the canonical dual (ovf) of ({Aα}α∈Ω, {Ψα}α∈Ω) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({Aα}α∈Ω, {Ψα}α∈Ω).
(iii) If a, b are optimal frame bounds for ({Aα}α∈Ω, {Ψα}α∈Ω), then 1b , 1a are optimal frame bounds for
its canonical dual.
Proof. We note that
〈∫
Ω
Ψ˜∗αA˜αh dµ(α), g
〉
=
∫
Ω
〈S−1A,ΨΨ∗αAαS−1A,Ψh, g〉 dµ(α) =
∫
Ω
〈Ψ∗αAαS−1A,Ψh, S−1A,Ψg〉 dµ(α)
=
〈∫
Ω
Ψ∗αAα(S
−1
A,Ψh) dµ(α), S
−1
A,Ψg
〉
= 〈SA,Ψ(S−1A,Ψh), S−1A,Ψg〉 = 〈S−1A,Ψh, g〉, ∀h, g ∈ H.
Therefore the frame operator for the canonical dual ({AαS−1A,Ψ}α∈Ω, {ΨαS−1A,Ψ}α∈Ω) is SA,Ψ. Remainings
are similar to the proof of Theorem 2.41 in [36]. 
Proposition 2.14. Let ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω) be continuous operator-valued
frames in B(H,H0). Then the following are equivalent.
(i) ({Bα}α∈Ω, {Φα}α∈Ω) is a dual of ({Aα}α∈Ω, {Ψα}α∈Ω).
(ii)
∫
Ω
Φ∗αAαh dµ(α) =
∫
Ω
B∗αΨαh dµ(α) = h, ∀h ∈ H.
Proof. 〈θ∗ΦθAh, g〉 = 〈θAh, θΦg〉 =
∫
Ω
〈θAh(α), θΦg(α)〉 dµ(α) =
∫
Ω
〈Aαh,Φαg〉 dµ(α) = 〈
∫
Ω
Φ∗αAαh dµ(α), g〉,
∀h, g ∈ H. Similarly 〈θ∗BθΨh, g〉 = 〈
∫
ΩB
∗
αΨαh dµ(α), g〉, ∀h, g ∈ H. 
Theorem 2.15. If ({Aα}α∈Ω, {Ψα}α∈Ω) is a Riesz continuous (ovf) in B(H,H0), then it has unique
dual.
8Proof. Let ({Bα}α∈Ω, {Φα}α∈Ω) and ({Cα}α∈Ω, {Ξα}α∈Ω) be continuous operator-valued frames such
that both are duals of ({Aα}α∈Ω, {Ψα}α∈Ω). Then θ∗ΨθB = IH = θ∗AθΦ = θ∗ΨθC = θ∗AθΞ ⇒ θ∗Ψ(θB−θC) =
0 = θ∗A(θΦ − θΞ) ⇒ θAS−1A,Ψθ∗Ψ(θB − θC) = PA,Ψ(θB − θC) = IH(θB − θC) = 0 = θΨS−1Ψ,Aθ∗A(θΦ − θΞ) =
PΨ,A(θΦ − θΞ) = IH(θΦ − θΞ) ⇒ θB = θC , θΦ = θΞ ⇒ Bαh = θBh(α) = θCh(α) = Cαh,Φαh = θΦh(α) =
θΞh(α) = Ξαh, ∀h ∈ H, ∀α ∈ Ω. 
Proposition 2.16. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) in B(H,H0). If ({Bα}α∈Ω, {Φα}α∈Ω)
is dual of ({Aα}α∈Ω, {Ψα}α∈Ω), then there exist continuous Bessel {Cα}α∈Ω and {Ξα}α∈Ω (w.r.t. them-
selves) in B(H,H0) such that Bα = AαS−1A,Ψ+Cα,Φα = ΨαS−1A,Ψ+Ξα, ∀α ∈ Ω, and θC(H) ⊥ θΨ(H), θΞ(H) ⊥
θA(H). Converse holds if θ∗ΞθC ≥ 0.
Proof. Similar to the proof of Proposition 2.44 in [36]. 
Definition 2.17. A continuous (ovf) ({Bα}α∈Ω, {Φα}α∈Ω) in B(H,H0) is said to be orthogonal to a
continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω) in B(H,H0) if θ∗ΦθA = θ∗BθΨ = 0.
Proposition 2.18. Let ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω) be continuous operator-valued
frames in B(H,H0). Then the following are equivalent.
(i) ({Bα}α∈Ω, {Φα}α∈Ω) is orthogonal to ({Aα}α∈Ω, {Ψα}α∈Ω).
(ii)
∫
ΩΦ
∗
αAαh dµ(α) =
∫
ΩB
∗
αΨαh dµ(α) = 0, ∀h ∈ H.
Proposition 2.19. Two orthogonal continuous operator-valued frames have common dual continuous
(ovf).
Proof. Similar to the proof of Proposition 2.48 in [36]. 
Proposition 2.20. Let ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω) be two Parseval continuous operator-
valued frames in B(H,H0) which are orthogonal. If C,D,E, F ∈ B(H) are such that C∗E +D∗F = IH,
then ({AαC +BαD}α∈Ω, {ΨαE +ΦαF}α∈Ω) is a Parseval continuous (ovf) in B(H,H0). In particular,
if scalars c, d, e, f satisfy c¯e+ d¯f = 1, then ({cAα+dBα}α∈Ω, {eΨα+fΦα}α∈Ω) is a Parseval continuous
(ovf).
Proof. For all h ∈ H and α ∈ Ω we see θAC+BDh(α) = (AαC + BαD)h = Aα(Ch) + Bα(Dh) =
θA(Ch)(α) + θB(Dh)(α) = (θA(Ch) + θB(Dh))(α) = (θAC + θBD)h(α) ⇒ θAC+BD = θAC + θBD.
Similarly θΨE+ΦF = θΨE + θΦF . Other arguments are similar to that in the proof of Proposition 2.49
in [36]. 
Definition 2.21. Two continuous operator-valued frames ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω)
in B(H,H0) are called disjoint if ({Aα ⊕Bα}α∈Ω, {Ψα ⊕Φα}α∈Ω) is continuous (ovf) in B(H⊕H,H0).
Proposition 2.22. If ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω) are orthogonal continuous operator-
valued frames in B(H,H0), then they are disjoint. Further, if both ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω,
{Φα}α∈Ω) are Parseval, then ({Aα ⊕Bα}α∈Ω, {Ψα ⊕ Φα}α∈Ω) is Parseval.
Proof. For all h⊕ g ∈ H⊕H, θA⊕B(h⊕ g)(α) = (Aα ⊕ Bα)(h⊕ g) = Aαh+Bαg = θAh(α) + θBg(α) =
(θAh + θBg)(α) and for all f ∈ L2(Ω,H0), 〈θ∗Ψ⊕Φf, h ⊕ g〉 = 〈f, θΨ⊕Φ(h ⊕ g)〉 = 〈θ∗Ψf, h〉 + 〈θ∗Φf, g〉 =
〈θ∗Ψf ⊕ θ∗Φf, h⊕ g〉. Thus SA⊕B,Ψ⊕Φ(h⊕ g) = θ∗Ψ⊕ΦθA⊕B(h⊕ g) = θ∗Ψ⊕Φ(θAh+ θBg) = θ∗Ψ(θAh+ θBg)⊕
θ∗Φ(θAh + θBg) = (SA,Ψ + 0) ⊕ (0 + SB,Φ) = SA,Ψ ⊕ SB,Φ, which is bounded positive invertible with
S−1A⊕B,Ψ⊕Φ = S
−1
A,Ψ ⊕ S−1B,Φ. 
93. Characterizations of the extension
Theorem 3.1. Let {Aα}α∈Ω, {Ψα}α∈Ω be in B(H,H0) such that for each h ∈ H, both maps Ω ∋ α 7→
Aαh ∈ H0, Ω ∋ α 7→ Ψαh ∈ H0 are measurable. Then ({Aα}α∈Ω, {Ψα}α∈Ω) is a continuous (ovf) with
bounds a and b (resp. continuous Bessel with bound b)
(i) if and only if
U : L2(Ω,H0) ∋ f 7→
∫
Ω
A∗αf(α) dµ(α) ∈ H, and V : L2(Ω,H0) ∋ g 7→
∫
Ω
Ψ∗αg(α) dµ(α) ∈ H
are well-defined, U, V ∈ B(L2(Ω,H0),H) such that aIH ≤ V U∗ ≤ bIH (resp. 0 ≤ V U∗ ≤ bIH).
(ii) if and only if
U : L2(Ω,H0) ∋ f 7→
∫
Ω
A∗αf(α) dµ(α) ∈ H, and S : H ∋ x 7→ Sx ∈ L2(Ω,H0), Sx : Ω ∋ α 7→ Ψαx ∈ H0
are well-defined, U ∈ B(L2(Ω,H0),H), S ∈ B(H,L2(Ω,H0)) such that aIH ≤ S∗U∗ ≤ bIH (resp.
0 ≤ S∗U∗ ≤ bIH).
(iii) if and only if
R : H ∋ h 7→ Rh ∈ L2(Ω,H0), Rh : Ω ∋ α 7→ Aαh ∈ H0, and V : L2(Ω,H0) ∋ g 7→
∫
Ω
Ψ∗αg(α) dµ(α) ∈ H
are well-defined, R ∈ B(H,L2(Ω,H0)), V ∈ B(L2(Ω,H0),H) such that aIH ≤ V R ≤ bIH (resp.
0 ≤ V R ≤ bIH).
(iv) if and only if
H ∋ h 7→ Rh ∈ L2(Ω,H0), Rh : Ω ∋ α 7→ Aαh ∈ H0, and S : H ∋ x 7→ Sx ∈ L2(Ω,H0), Sx : Ω ∋ α 7→ Ψαx ∈ H0
are well-defined, R,S ∈ B(H,L2(Ω,H0)) such that aIH ≤ S∗R ≤ bIH (resp. 0 ≤ S∗R ≤ bIH).
Proof. We argue only for (i), in frame situation. (⇒) Now U = θ∗A, V = θ∗Ψ and V U∗ = θ∗ΨθA = SA,Ψ.
(⇐) Now θA = U∗, θΨ = V ∗ and SA,Ψ = θ∗ΨθA = V U∗. 
Let {Aα}α∈Ω, {Ψα}α∈Ω be in B(H,H0). For each fixed α ∈ Ω, suppose {eα,β}β∈Ωα is an orthonormal
basis for H0. From Riesz representation theorem, we get unique uα,β, vα,β ∈ H such that 〈Aαh, eα,β〉 =
〈h, uα,β〉, 〈Ψαh, eα,β〉 = 〈h, vα,β〉, ∀h ∈ H, ∀β ∈ Ωα, ∀α ∈ Ω. Now Aαh =
∑
β∈Ωα〈Aαh, eα,β〉eα,β =∑
β∈Ωα〈h, uα,β〉eα,β, Ψαh =
∑
β∈Ωα〈h, vα,β〉eα,β , ∀h ∈ H, ∀α ∈ Ω. We next find the adjoints of Aα’s and
Ψα’s in terms of {uα,β}β∈Ωα and {vα,β}β∈Ωα . For all h ∈ H, 〈h,A∗αy〉 = 〈Aαh, y〉 =
∑
β∈Ωα〈h, uα,β〉〈eα,β , y〉
= 〈h,∑β∈Ωα〈y, eα,β〉uα,β〉, 〈h,Ψ∗αy〉 = 〈Ψαh, y〉 =∑β∈Ωα〈h, vα,β〉〈eα,β , y〉 = 〈h,∑β∈Ωα〈y, eα,β〉vα,β〉, ∀y ∈
H0. Therefore A∗αy =
∑
β∈Ωα〈y, eα,β〉uα,β, Ψ∗αz =
∑
β∈Ωα〈z, eα,β〉vα,β , ∀y, z ∈ H0, ∀α ∈ Ω. Evaluation of
these at eα,β0 gives uα,β0 = A
∗
αeα,β0, vα,β0 = Ψ
∗
αeα,β0 , ∀β0 ∈ Ωα, α ∈ Ω.
Theorem 3.2. Let {Aα}α∈Ω, {Ψα}α∈Ω be in B(H,H0). Suppose {eα,β}β∈Ωα is an orthonormal basis for
H0, for each α ∈ Ω. Let uα,β = A∗αeα,β, vα,β = Ψ∗αeα,β, ∀β ∈ Ωα, ∀α ∈ Ω. Then ({Aα}α∈Ω, {Ψα}α∈Ω) is
a continuous
(i) (ovf) in B(H,H0) with bounds a and b if and only if for each h ∈ H, both maps Ω ∋ α 7→∑
β∈Ωα〈h, uα,β〉eα,β ∈ H0, Ω ∋ α 7→
∑
β∈Ωα〈h, vα,β〉eα,β ∈ H0 are measurable and there exist
c, d > 0 such that the map
T : H ∋ h 7→
∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) ∈ H
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is a well-defined bounded positive invertible operator such that a‖h‖2 ≤ 〈Th, h〉 ≤ b‖h‖2, ∀h ∈ H,
and∫
Ω
∑
β∈Ωα
|〈h, uα,β〉|2 dµ(α) ≤ c‖h‖2, ∀h ∈ H;
∫
Ω
∑
β∈Ωα
|〈h, vα,β〉|2 dµ(α) ≤ d‖h‖2, ∀h ∈ H.
(ii) Bessel in B(H,H0) with bound b if and only if for each h ∈ H, both maps Ω ∋ α 7→
∑
β∈Ωα〈h, uα,β〉eα,β
∈ H0, Ω ∋ α 7→
∑
β∈Ωα〈h, vα,β〉eα,β ∈ H0 are measurable and there exist c, d > 0 such that the map
T : H ∋ h 7→
∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) ∈ H
is a well-defined bounded positive operator such that 0 ≤ 〈Th, h〉 ≤ b‖h‖2, ∀h ∈ H, and∫
Ω
∑
β∈Ωα
|〈h, uα,β〉|2 dµ(α) ≤ c‖h‖2, ∀h ∈ H;
∫
Ω
∑
β∈Ωα
|〈h, vα,β〉|2 dµ(α) ≤ d‖h‖2, ∀h ∈ H.
(iii) (ovf) in B(H,H0) with bounds a and b if and only if for each h ∈ H, both maps Ω ∋ α 7→∑
β∈Ωα〈h, uα,β〉eα,β ∈ H0, Ω ∋ α 7→
∑
β∈Ωα〈h, vα,β〉eα,β ∈ H0 are measurable and there exist
c, d, r > 0 such that ∥∥∥∥∥∥
∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α)
∥∥∥∥∥∥ ≤ r‖h‖, ∀h ∈ H;∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) =
∫
Ω
∑
β∈Ωα
〈h, vα,β〉uα,β dµ(α), ∀h ∈ H;
a‖h‖2 ≤
∫
Ω
∑
β∈Ωα
〈h, uα,β〉〈vα,β , h〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H, and∫
Ω
∑
β∈Ωα
|〈h, uα,β〉|2 dµ(α) ≤ c‖h‖2, ∀h ∈ H;
∫
Ω
∑
β∈Ωα
|〈h, vα,β〉|2 dµ(α) ≤ d‖h‖2, ∀h ∈ H.
(iv) Bessel in B(H,H0) with bound b if and only if for each h ∈ H, both maps Ω ∋ α 7→
∑
β∈Ωα〈h, uα,β〉eα,β
∈ H0, Ω ∋ α 7→
∑
β∈Ωα〈h, vα,β〉eα,β ∈ H0 are measurable and there exist c, d, r > 0 such that∥∥∥∥∥∥
∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α)
∥∥∥∥∥∥ ≤ r‖h‖, ∀h ∈ H;∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) =
∫
Ω
∑
β∈Ωα
〈h, vα,β〉uα,β dµ(α), ∀h ∈ H;
0 ≤
∫
Ω
∑
β∈Ωα
〈h, uα,β〉〈vα,β , h〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H, and∫
Ω
∑
β∈Ωα
|〈h, uα,β〉|2 dµ(α) ≤ c‖h‖2, ∀h ∈ H;
∫
Ω
∑
β∈Ωα
|〈h, vα,β〉|2 dµ(α) ≤ d‖h‖2, ∀h ∈ H.
Proof. (i) For all h ∈ H,
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∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) =
∫
Ω
∑
β∈Ωα
〈Aαh, eα,β〉Ψ∗αeα,β dµ(α)
=
∫
Ω
Ψ∗α
∑
β∈Ωα
〈Aαh, eα,β〉eα,β
 dµ(α) = ∫
Ω
Ψ∗αAαh dµ(α),
∫
Ω
〈Aαh,Ψαh〉 dµ(α) =
∫
Ω
〈 ∑
β∈Ωα
〈h,A∗αeα,β〉eα,β ,
∑
γ∈Ωα
〈h,Ψ∗αeα,γ〉eα,γ
〉
dµ(α)
=
∫
Ω
〈 ∑
β∈Ωα
〈h, uα,β〉eα,β ,
∑
γ∈Ωα
〈h, vα,γ〉eα,γ
〉
dµ(α)
=
∫
Ω
∑
β∈Ωα
〈h, uα,β〉〈vα,β , h〉 dµ(α),
‖θAh‖2 =
∫
Ω
‖Aαh‖2 dµ(α) =
∫
Ω
∑
β∈Ωα
|〈h, uα,β〉|2 dµ(α);
‖θΨh‖2 =
∫
Ω
∑
β∈Ωα
|〈h, vα,β〉|2 dµ(α).
(ii) Similar to (i).
(iii) H ∋ h 7→ ∫
Ω
Ψ∗αAαh dµ(α) ∈ H exists and is bounded positive invertible if and only if there exist
c, d, r > 0 such that ‖ ∫Ω∑β∈Ωα〈h, uα,β〉vα,β dµ(α)‖ ≤ r‖h‖, ∀h ∈ H, ∫Ω∑β∈Ωα〈h, uα,β〉vα,β dµ(α) =∫
Ω
∑
β∈Ωα〈h, vα,β〉uα,β dµ(α), ∀h ∈ H and a‖h‖2 ≤
∫
Ω
∑
β∈Ωα〈h, uα,β〉〈vα,β , h〉 dµ(α) ≤ b‖h‖2, ∀h ∈
H. Also, θA : H ∋ h 7→ θAh ∈ L2(Ω,H0), θAh : Ω ∋ α 7→ Aαh ∈ H0, (resp. θΨ : H ∋
h 7→ θΨh ∈ L2(Ω,H0), θΨh : Ω ∋ α 7→ Ψαh ∈ H0) exists and is bounded if and only if
there exists c > 0 (resp. d > 0) such that
∫
Ω
∑
β∈Ωα |〈h, uα,β〉|2 dµ(α) ≤ c‖h‖2, ∀h ∈ H (resp.∫
Ω
∑
β∈Ωα |〈h, vα,β〉|2 dµ(α) ≤ d‖h‖2, ∀h ∈ H).
(iv) Similar to (iii).

Similarity
Definition 3.3. A continuous (ovf) ({Bα}α∈Ω, {Φα}α∈Ω) in B(H,H0) is said to be right-similar to a
continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω) in B(H,H0) if there exist invertible RA,B, RΨ,Φ ∈ B(H) such that
Bα = AαRA,B,Φα = ΨαRΨ,Φ, ∀α ∈ Ω.
Proposition 3.4. Let {Aα}α∈Ω ∈ FΨ with frame bounds a, b, let RA,B, RΨ,Φ ∈ B(H) be positive, in-
vertible, commute with each other, commute with SA,Ψ, and let Bα = AαRA,B,Φα = ΨαRΨ,Φ, ∀α ∈ Ω.
Then
(i) {Bα}α∈Ω ∈ FΦ and a‖R−1
A,B
‖‖R−1
Ψ,Φ
‖ ≤ SB,Φ ≤ b‖RA,BRΨ,Φ‖. Assuming that ({Aα}α∈Ω, {Ψα}α∈Ω) is
Parseval, then ({Bα}α∈Ω, {Φα}α∈Ω) is Parseval if and only if RΨ,ΦRA,B = IH.
(ii) θB = θARA,B, θΦ = θΨRΨ,Φ, SB,Φ = RΨ,ΦSA,ΨRA,B, PB,Φ = PA,Ψ.
Proof. For all h, g ∈ H,
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〈RΨ,ΦSA,ΨRA,Bh, g〉 = 〈SA,ΨRA,Bh,R∗Ψ,Φg〉 = 〈SA,ΨRA,Bh,RΨ,Φg〉
=
∫
Ω
〈AαRA,Bh,ΨαRΨ,Φg〉 dµ(α) =
∫
Ω
〈(ΨαRΨ,Φ)∗AαRA,Bh, g〉 dµ(α) = 〈SB,Φh, g〉.

Lemma 3.5. Let {Aα}α∈Ω ∈ FΨ, {Bα}α∈Ω ∈ FΦ and Bα = AαRA,B,Φα = ΨαRΨ,Φ, ∀α ∈ Ω, for some
invertible RA,B, RΨ,Φ ∈ B(H). Then θB = θARA,B, θΦ = θΨRΨ,Φ, SB,Φ = R∗Ψ,ΦSA,ΨRA,B, PB,Φ = PA,Ψ.
Assuming that ({Aα}α∈Ω, {Ψα}α∈Ω) is Parseval, then ({Bα}α∈Ω, {Φα}α∈Ω) is Parseval if and only if
R∗Ψ,ΦRA,B = IH.
Proof. θBh(α) = Bαh = (AαRA,B)h = Aα(RA,Bh) = θA(RA,Bh)(α) = (θARA,B)h(α), ∀α ∈ Ω, ∀h ∈ H
⇒ θB = θARA,B, ∀α ∈ Ω. Similarly θΦ = θΨRΨ,Φ. 
Theorem 3.6. Let {Aα}α∈Ω ∈ FΨ, {Bα}α∈Ω ∈ FΦ. The following are equivalent.
(i) Bα = AαRA,B,Φα = ΨαRΨ,Φ, ∀α ∈ Ω, for some invertible RA,B, RΨ,Φ ∈ B(H).
(ii) θB = θAR
′
A,B, θΦ = θΨR
′
Ψ,Φ for some invertible R
′
A,B, R
′
Ψ,Φ ∈ B(H).
(iii) PB,Φ = PA,Ψ.
If one of the above conditions is satisfied, then invertible operators in (i) and (ii) are unique and are
given by RA,B = S
−1
A,Ψθ
∗
ΨθB, RΨ,Φ = S
−1
A,Ψθ
∗
AθΦ. In the case that ({Aα}α∈Ω, {Ψα}α∈Ω) is Parseval, then
({Bα}α∈Ω, {Φα}α∈Ω) is Parseval if and only if R∗Ψ,ΦRA,B is the identity operator if and only if RA,BR∗Ψ,Φ
is the identity operator.
Proof. (ii)⇒ (i)Bαh = θBh(α) = θBh(α) = (θAR′A,B)h(α) = θA(R′A,Bh)(α) = Aα(R′A,Bh) = (AαR′A,B)h,
∀α ∈ Ω, ∀h ∈ H⇒ Bα = AαR′A,B, ∀α ∈ Ω. Similarly Φα = ΨαR′Ψ,Φ, ∀α ∈ Ω. Other arguments are similar
to that in the proof of Theorem 4.4 in [36]. 
Corollary 3.7. For any given continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω), the canonical dual of ({Aα}α∈Ω,
{Ψα}α∈Ω) is the only dual continuous (ovf) that is right-similar to ({Aα}α∈Ω, {Ψα}α∈Ω).
Proof. Similar to the proof of Corollary 4.5 in [36]. 
Corollary 3.8. Two right-similar continuous operator-valued frames cannot be orthogonal.
Proof. Similar to the proof of Corollary 4.6 in [36]. 
Remark 3.9. For every continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω), each of ‘continuous operator-valued
frames’ ({AαS−1A,Ψ}α∈Ω, {Ψα}α∈Ω), ({AαS−1/2A,Ψ }α∈Ω, {ΨαS−1/2A,Ψ }α∈Ω), and ({Aα}α∈Ω, {ΨαS−1A,Ψ}α∈Ω) is a
Parseval continuous (ovf) which is right-similar to ({Aα}α∈Ω, {Ψα}α∈Ω). Thus every continuous (ovf) is
right-similar to Parseval continuous operator-valued frames.
4. Continuous frames and representations of locally compact groups
Let G be a locally compact group, µG be a left-invariant Haar measure on G (we refer [4, 13, 17, 28, 43]
for locally compact groups and Haar measures). Let λ be the left regular representation of G defined by
λgf(x) = f(g
−1x), ∀g, x ∈ G, ∀f ∈ B(L2(G,H0)); ρ be the right regular representation of G defined by
ρgf(x) = ∆G(g)
1/2f(xg), ∀g, x ∈ G, ∀f ∈ B(L2(G,H0)), where ∆G is the modular function associated
with G [49].
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Definition 4.1. Let π be a unitary representation of a locally compact group G on a Hilbert space H. An
operator A in B(H,H0) is called a continuous operator-valued frame generator (resp. a Parseval frame
generator) w.r.t. an operator Ψ in B(H,H0) if ({Ag := Aπg−1}g∈G, {Ψg := Ψπg−1}g∈G) is a continuous
(ovf) (resp. a Parseval continuous (ovf)) in B(H,H0) (where the measure on G is a left invariant Haar
measure µG). In this case, we write (A,Ψ) is a continuous operator-valued frame generator for π.
Proposition 4.2. Let (A,Ψ) and (B,Φ) be continuous operator-valued frame generators in B(H,H0) for
a unitary representation π of a locally compact group G on H. Then
(i) θAπg = λgθA, θΨπg = λgθΨ, ∀g ∈ G.
(ii) θ∗AθB, θ
∗
ΨθΦ, θ
∗
AθΦ are in the commutant π(G)
′ of π(G)′′. Further, SA,Ψ ∈ π(G)′ and (AS−1/2A,Ψ ,ΨS−1/2A,Ψ )
is a Parseval frame generator.
Proof. (i) For all h ∈ H and f ∈ L2(G,H0),
〈λgθAh, f〉 =
∫
G
〈λgθAh(α), f(α)〉 dµG(α) =
∫
G
〈θAh(g−1α), f(α)〉 dµG(α)
=
∫
G
〈Ag−1αh, f(α)〉 dµG(α) =
∫
G
〈Aπ(g−1α)−1h, f(α)〉 dµG(α)
=
〈
πgh,
∫
G
(Aπα−1 )
∗f(α) dµG(α)
〉
=
〈
πgh,
∫
G
A∗αf(α) dµG(α)
〉
= 〈πgh, θ∗Af〉 = 〈θAπgh, f〉
⇒ λgθA = θAπg. Similarly θΨπg = λgθΨ.
(ii) θ∗AθBπg = θ
∗
AλgθB = (λg−1θA)
∗θB = (θAπg−1)∗θB = πgθ∗AθB and for all x, y ∈ H
〈∫
G
(ΨS
− 1
2
A,Ψπg−1 )
∗(AS−
1
2
A,Ψπg−1 )x dµG(g), y
〉
=
∫
G
〈(ΨS− 12A,Ψπg−1)∗(AS
− 1
2
A,Ψπg−1)x, y〉 dµG(g)
=
∫
G
〈πgS−
1
2
A,ΨΨ
∗AS−
1
2
A,Ψπg−1x, y〉 dµG(g)
=
∫
G
〈S− 12A,ΨπgΨ∗Aπg−1S
− 1
2
A,Ψx, y〉 dµG(g)
=
∫
G
〈(Ψπg−1)∗(Aπg−1 )S−
1
2
A,Ψx, S
− 1
2
A,Ψy〉 dµG(g)
=
〈∫
G
Ψ∗gAg(S
− 1
2
A,Ψx) dµG(g), S
− 1
2
A,Ψy
〉
= 〈SA,Ψ(S−
1
2
A,Ψx), S
− 1
2
A,Ψy〉 = 〈x, y〉
⇒ ∫
G
(ΨS
− 1
2
A,Ψπg−1)
∗(AS−
1
2
A,Ψπg−1)x dµ(g) = x, ∀x ∈ H and hence the last part.

Theorem 4.3. Let G be a locally compact group with identity e and ({Ag}g∈G, {Ψg}g∈G) be a Parseval
continuous (ovf) in B(H,H0). Then there is a unitary representation π of G on H for which
Ag = Aeπg−1 , Ψg = Ψeπg−1 , ∀g ∈ G
if and only if
AgpA
∗
gq = ApA
∗
q , AgpΨ
∗
gq = ApΨ
∗
q , ΨgpΨ
∗
gq = ΨpΨ
∗
q , ∀g, p, q ∈ G.
Proof. (⇒) Similar to the proof of ‘only if’ part of Theorem 5.3 in [36].
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(⇐) We claim the following three equalities among them we derive the second, two others are similar.
For all g ∈ G,
λgθAθ
∗
A = θAθ
∗
Aλg, λgθAθ
∗
Ψ = θAθ
∗
Ψλg, λgθΨθ
∗
Ψ = θΨθ
∗
Ψλg.
Let u, v ∈ L2(G,H0). Then
〈λgθAθ∗Ψλ∗gu, v〉 = 〈θ∗Ψλ∗gu, θ∗Aλ∗gv〉
=
〈∫
G
Ψ∗αλ
∗
gu(α) dµG(α),
∫
G
A∗βλ
∗
gv(β) dµG(β)
〉
=
〈∫
G
Ψ∗αλg−1u(α) dµG(α),
∫
G
A∗βλg−1v(β) dµG(β)
〉
=
〈∫
G
Ψ∗αu(gα) dµG(α),
∫
G
A∗βv(gβ) dµG(β)
〉
=
〈∫
G
Ψ∗g−1pu(p) dµG(g
−1p),
∫
G
A∗g−1qv(q) dµG(g
−1q)
〉
=
〈∫
G
Ψ∗g−1pu(p) dµG(p),
∫
G
A∗g−1qv(q) dµG(q)
〉
=
∫
G
∫
G
〈Ag−1qΨ∗g−1pu(p), v(q)〉 dµG(q) dµG(p)
=
∫
G
∫
G
〈AqΨ∗pu(p), v(q)〉 dµG(q) dµG(p)
=
〈∫
G
Ψ∗pu(p) dµG(p),
∫
G
A∗qv(q) dµG(q)
〉
= 〈θ∗Ψu, θ∗Av〉 = 〈θAθ∗Ψu, v〉.
Define π : G ∋ g 7→ πg := θ∗ΨλgθA ∈ B(H).Using the fact that frame is Parseval, πgπh = θ∗ΨλgθAθ∗ΨλhθA =
θ∗ΨθAθ
∗
ΨλgλhθA = θ
∗
ΨλghθA = πgh for all g, h ∈ G, and πgπ∗g = θ∗ΨλgθAθ∗Aλg−1θΨ = θ∗ΨθAθ∗Aλgλg−1θΨ =
IH, π∗gπg = θ
∗
Aλg−1θΨθ
∗
ΨλgθA = θ
∗
Aλg−1λgθΨθ
∗
ΨθA = IH for all g ∈ G. We next prove that, for each fixed
h ∈ H, the map φh : G ∋ g 7→ πgh ∈ H is continuous. So, let h ∈ H be fixed. Then θAh is fixed. Since λ
is a unitary representation, the map G ∋ g 7→ λg(θAh) ∈ L2(G,K) is continuous. Continuity of θ∗Ψ now
gives that the map G ∋ g 7→ θ∗Ψ(λg(θAh)) ∈ H is continuous, i.e., φh is continuous. This proves π is a
unitary representation. We now prove Ag = Aeπg−1 ,Ψg = Ψeπg−1 for all g ∈ G. For all h ∈ H and for
all f ∈ L2(G,H0),
〈Aeπg−1h, f〉 = 〈πg−1h,A∗ef〉 = 〈θ∗Ψλg−1θAh,A∗ef〉
=
〈∫
G
Ψ∗αλg−1θAh(α) dµG(α), A
∗
ef
〉
=
〈∫
G
Ψ∗αθAh(gα) dµG(α), A
∗
ef
〉
=
〈∫
G
Ψ∗αAgαh dµG(α), A
∗
ef
〉
=
〈∫
G
Ψ∗g−1βAβh dµG(g
−1β), A∗ef
〉
=
〈∫
G
Ψ∗g−1βAβh dµG(β), A
∗
ef
〉
=
∫
G
〈Ag−1gΨ∗g−1βAβh, f〉 dµG(β)
=
∫
G
〈AgΨ∗βAβh, f〉 dµG(β) =
〈∫
G
Ψ∗βAβh dµG(β), A
∗
gf
〉
= 〈h,A∗gf〉 = 〈Agh, f〉,
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and
〈Ψeπg−1h, f〉 = 〈πg−1h,Ψ∗ef〉 = 〈θ∗Ψλg−1θAh,Ψ∗ef〉
=
〈∫
G
Ψ∗αλg−1θAh(α) dµG(α),Ψ
∗
ef
〉
=
〈∫
G
Ψ∗αθAh(gα) dµG(α),Ψ
∗
ef
〉
=
〈∫
G
Ψ∗αAgαh dµG(α),Ψ
∗
ef
〉
=
〈∫
G
Ψ∗g−1βAβh dµG(g
−1β),Ψ∗ef
〉
=
〈∫
G
Ψ∗g−1βAβh dµG(β),Ψ
∗
ef
〉
=
∫
G
〈Ψg−1gΨ∗g−1βAβh, f〉 dµG(β)
=
∫
G
〈ΨgΨ∗βAβh, f〉 dµG(β) =
〈∫
G
Ψ∗βAβh dµG(β),Ψ
∗
gf
〉
= 〈h,Ψ∗gf〉 = 〈Ψgh, f〉.

Corollary 4.4. Let G be a locally compact group with identity e and ({Ag}g∈G, {Ψg}g∈G) be a continuous
(ovf) in B(H,H0). Then there is a unitary representation π of G on H for which
(i) Ag = AeS
−1
A,Ψπg−1SA,Ψ,Ψg = Ψeπg−1 for all g ∈ G if and only if AgpS−2A,ΨA∗gq = ApS−2A,ΨA∗q , AgpS−1A,ΨΨ∗gq
= ApS
−1
A,ΨΨ
∗
q ,ΨgpΨ
∗
gq = ΨpΨ
∗
q for all g, p, q ∈ G.
(ii) Ag = AeS
−1/2
A,Ψ πg−1S
1/2
A,Ψ,Ψg = ΨeS
−1/2
A,Ψ πg−1S
1/2
A,Ψ for all g ∈ G if and only if AgpS−1A,ΨA∗gq =
ApS
−1
A,ΨA
∗
q , AgpS
−1
A,ΨΨ
∗
gq = ApS
−1
A,ΨΨ
∗
q ,ΨgpS
−1
A,ΨΨ
∗
gq = ΨpS
−1
A,ΨΨ
∗
q for all g, p, q ∈ G.
(iii) Ag = Aeπg−1 ,Ψg = ΨeS
−1
A,Ψπg−1SA,Ψ for all g ∈ G if and only if AgpA∗gq = ApA∗q , AgpS−1A,ΨΨ∗gq =
ApS
−1
A,ΨΨ
∗
q ,ΨgpS
−2
A,ΨΨ
∗
gq = ΨpS
−2
A,ΨΨ
∗
q for all g, p, q ∈ G.
Proof. We apply Theorem 4.3 to the Parseval continuous (ovf)
(i) ({AgS−1A,Ψ}g∈G, {Ψg}g∈G) to get: there is a unitary representation π of G on H for which AgS−1A,Ψ =
(AeS
−1
A,Ψ)πg−1 ,Ψg = Ψeπg−1 for all g ∈ G if and only if (AgpS−1A,Ψ)(AgqS−1A,Ψ)∗ = (ApS−1A,Ψ)(AqS−1A,Ψ)∗,
(AgpS
−1
A,Ψ)Ψ
∗
gq = (ApS
−1
A,Ψ)Ψ
∗
q , ΨgpΨ
∗
gq = ΨpΨ
∗
q for all g, p, q ∈ G.
(ii) ({AgS−1/2A,Ψ }g∈G, {ΨgS−1/2A,Ψ }g∈G) to get: there is a unitary representation π of G on H for which
AgS
−1/2
A,Ψ = (AeS
−1/2
A,Ψ )πg−1 ,ΨgS
−1/2
A,Ψ = (ΨeS
−1/2
A,Ψ )πg−1 for all g ∈ G if and only if (AgpS−1/2A,Ψ )(AgqS−1/2A,Ψ )∗
= (ApS
−1/2
A,Ψ )(AqS
−1/2
A,Ψ )
∗, (AgpS
−1/2
A,Ψ )(ΨgqS
−1/2
A,Ψ )
∗ = (ApS
−1/2
A,Ψ )(ΨqS
−1/2
A,Ψ )
∗, (ΨgpS
−1/2
A,Ψ )(ΨgqS
−1/2
A,Ψ )
∗
= (ΨpS
−1/2
A,Ψ )(ΨqS
−1/2
A,Ψ )
∗ for all g, p, q ∈ G.
(iii) ({Ag}g∈G, {ΨgS−1A,Ψ}g∈G) to get: there is a unitary representation π of G on H for which Ag =
Aeπg−1 ,ΨgS
−1
A,Ψ = (ΨeS
−1
A,Ψ)πg−1 for all g ∈ G if and only if AgpA∗gq = ApA∗q , Agp(ΨgqS−1A,Ψ)∗ =
Ap(ΨqS
−1
A,Ψ)
∗, (ΨgpS−1A,Ψ)(ΨgqS
−1
A,Ψ)
∗ = (ΨpS−1A,Ψ)(ΨqS
−1
A,Ψ)
∗ for all g, p, q ∈ G.

Corollary 4.5. Let G be a locally compact group with identity e and {Ag}g∈G be a
(i) Parseval continuous (ovf) (w.r.t. itself) in B(H,H0). Then there is a unitary representation π of
G on H for which
Ag = Aeπg−1 , ∀g ∈ G
if and only if
AgpA
∗
gq = ApA
∗
q , ∀g, p, q ∈ G.
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(ii) continuous (ovf) (w.r.t. itself) in B(H,H0). Then there is a unitary representation π of G on H
for which
Ag = AeS
−1/2
A,Ψ πg−1S
1/2
A,Ψ, ∀g ∈ G
if and only if
AgpS
−1
A,AA
∗
gq = ApS
−1
A,AA
∗
q , ∀g, p, q ∈ G.
5. Perturbations
Theorem 5.1. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) in B(H,H0). Suppose {Bα}α∈Ω in
B(H,H0) is such that
(i) Ψ∗αBα ≥ 0, ∀α ∈ Ω,
(ii) for each h ∈ H, the map Ω ∋ α 7→ Bαh ∈ H0 is measurable,
(iii) there exist α, β, γ ≥ 0 with max{α+ γ‖θΨS−1A,Ψ‖, β} < 1 such that
(2)∥∥∥∥∫
Ω
(A∗α −B∗α)f(α) dµ(α)
∥∥∥∥ ≤ α ∥∥∥∥∫
Ω
A∗αf(α) dµ(α)
∥∥∥∥ + β ∥∥∥∥∫
Ω
B∗αf(α) dµ(α)
∥∥∥∥ + γ‖f‖, ∀f ∈ L2(Ω,H0).
Then ({Bα}α∈Ω, {Ψα}α∈Ω) is a continuous (ovf) with bounds 1−(α+γ‖θΨS
−1
A,Ψ‖)
(1+β)‖S−1
A,Ψ
‖ and
‖θΨ‖((1+α)‖θA‖+γ)
1−β .
Proof. Define T : L2(Ω,H0) ∋ f 7→
∫
Ω
B∗αf(α) dµ(α) ∈ H. Then for all f ∈ L2(Ω,H0),
‖Tf‖ =
∥∥∥∥∫
Ω
B∗αf(α) dµ(α)
∥∥∥∥ ≤ ∥∥∥∥∫
Ω
(B∗α −A∗α)f(α) dµ(α)
∥∥∥∥ + ∥∥∥∥∫
Ω
A∗αf(α) dµ(α)
∥∥∥∥
≤ (1 + α)
∥∥∥∥∫
Ω
A∗αf(α) dµ(α)
∥∥∥∥ + β ∥∥∥∥∫
Ω
B∗αf(α) dµ(α)
∥∥∥∥ + γ‖f‖
= (1 + α) ‖θ∗Af‖+ β ‖Tf‖+ γ‖f‖.
Hence
‖Tf‖ ≤ 1 + α
1− β ‖θ
∗
Af‖+
γ
1− β ‖f‖, f ∈ L
2(Ω,H0).
Thus T is bounded, therefore its adjoint exists, which is θB. Inequality (2) now gives
‖θ∗Af − θ∗Bf‖ ≤ α‖θ∗Af‖+ β‖θ∗Bf‖+ γ‖f‖, ∀f ∈ L2(Ω,H0).
Other arguments are similar to the corresponding arguments used in the proof of Theorem 7.6 in [36].
(we note that Theorem 1 in [9] (we also refer [7, 30]) was used in the proof of Theorem 7.6 in [36]). 
Corollary 5.2. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) in B(H,H0). Suppose {Bα}α∈Ω in
B(H,H0) is such that
(i) Ψ∗αBα ≥ 0, ∀α ∈ Ω,
(ii) for each h ∈ H, the map Ω ∋ α 7→ Bαh ∈ H0 is measurable,
(iii) The map Ω ∋ α 7→ ‖Aα −Bα‖ ∈ R is measurable,
(iv)
r :=
∫
Ω
‖Aα −Bα‖2 dµ(α) < 1‖θΨS−1A,Ψ‖2
.
Then ({Bα}α∈Ω, {Ψα}α∈Ω) is a continuous (ovf) with bounds 1−
√
r‖θΨS−1A,Ψ‖
‖S−1A,Ψ‖
and ‖θΨ‖(‖θA‖+
√
r).
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Proof. Set α = 0, β = 0, γ =
√
r. Then max{α+ γ‖θΨS−1A,Ψ‖, β} < 1 and
∥∥∥∥∫
Ω
(A∗α −B∗α)f(α) dµ(α)
∥∥∥∥ ≤ (∫
Ω
‖A∗α −B∗α‖2 dµ(α)
) 1
2
(∫
Ω
‖f(α)‖2 dµ(α)
) 1
2
= γ‖f‖, ∀f ∈ L2(Ω,H0).
Theorem 5.1 applies now. 
Theorem 5.3. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) in B(H,H0) with bounds a and b. Suppose
{Bα}α∈Ω is continuous Bessel (w.r.t. itself) in B(H,H0) such that θ∗ΨθB ≥ 0 and there exist α, β, γ ≥ 0
with max{α+ γ√
a
, β} < 1 and for all h ∈ H,
(3)
∣∣∣∣∫
Ω
〈(Aα −Bα)h,Ψαh〉 dµ(α)
∣∣∣∣ 12 ≤ α(∫
Ω
〈Aαh,Ψαh〉 dµ(α)
) 1
2
+β
(∫
Ω
〈Bαh,Ψαh〉 dµ(α)
) 1
2
+γ‖h‖.
Then ({Bα}α∈Ω, {Ψα}α∈Ω) is a continuous (ovf) with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
Proof. For all h in H,
(∫
Ω
〈Bαh,Ψαh〉 dµ(α)
) 1
2
≤
∣∣∣∣∫
Ω
〈(Bα −Aα)h,Ψαh〉 dµ(α)
∣∣∣∣ 12 + (∫
Ω
〈Aαh,Ψαh〉 dµ(α)
) 1
2
≤ (1 + α)
(∫
Ω
〈Aαh,Ψαh〉 dµ(α)
) 1
2
+ β
(∫
Ω
〈Bαh,Ψαh〉 dµ(α)
) 1
2
+ γ‖h‖
which implies, for all h ∈ H,
(1 − β)
(∫
Ω
〈Bαh,Ψαh〉 dµ(α)
) 1
2
≤ (1 + α)
(∫
Ω
〈Aαh,Ψαh〉 dµ(α)
) 1
2
+ γ‖h‖
≤ (1 + α)
√
b‖h‖+ γ‖h‖.
From Inequality (3), for all h ∈ H,
(∫
Ω
〈Aαh,Ψαh〉 dµ(α)
) 1
2
≤
∣∣∣∣∫
Ω
〈(Aα −Bα)h,Ψαh〉 dµ(α)
∣∣∣∣ 12 + (∫
Ω
〈Bαh,Ψαh〉 dµ(α)
) 1
2
≤ α
(∫
Ω
〈Aαh,Ψαh〉 dµ(α)
) 1
2
+ (1 + β)
(∫
Ω
〈Bαh,Ψαh〉 dµ(α)
) 1
2
+ γ‖h‖
≤
(
α+
γ√
a
)(∫
Ω
〈Aαh,Ψαh〉 dµ(α)
) 1
2
+ (1 + β)
(∫
Ω
〈Bαh,Ψαh〉 dµ(α)
) 1
2
which produces
(
1−
(
α+
γ√
a
))(∫
Ω
〈Aαh,Ψαh〉 dµ(α)
) 1
2
≤ (1 + β)
(∫
Ω
〈Bαh,Ψαh〉 dµ(α)
) 1
2
, ∀h ∈ H.
But
√
a‖h‖ ≤ (∫Ω〈Aαh,Ψαh〉 dµ(α))1/2 , ∀h ∈ H. Thus ({Bα}α∈Ω, {Ψα}α∈Ω) is a continuous (ovf) with
bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
. 
Theorem 5.4. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a continuous (ovf) in B(H,H0). Suppose {Bα}α∈Ω in
B(H,H0) is such that
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(i) Ψ∗αBα ≥ 0, ∀α ∈ Ω,
(ii) for each h ∈ H, the map Ω ∋ α 7→ Bαh ∈ H0 is measurable,
(iii) The map Ω ∋ α 7→ ‖Aα −Bα‖ ∈ R is measurable and
∫
Ω
‖Aα −Bα‖ dµ(α) ∈ R,
(iv) The map Ω ∋ α 7→ ‖ΨαS−1A,Ψ‖ ∈ R is measurable and
∫
Ω ‖Aα −Bα‖‖ΨαS−1A,Ψ‖ dµ(α) ∈ R,
(v)
∫
Ω
‖Aα −Bα‖‖ΨαS−1A,Ψ‖ dµ(α) < 1.
Then ({Bα}α∈Ω, {Ψα}α∈Ω) is a continuous (ovf) with bounds 1−
∫
Ω
‖Aα−Bα‖‖ΨαS−1A,Ψ‖ dµ(α)
‖S−1A,Ψ‖
and ‖θΨ‖((
∫
Ω ‖Aα−
Bα‖2 dµ(α))1/2 + ‖θA‖).
Proof. Let α = (
∫
Ω
‖Aα − Bα‖2 dµ(α))1/2 and β =
∫
Ω
‖Aα − Bα‖‖ΨαS−1A,Ψ‖ dµ(α). Fix f ∈ L2(Ω,H0).
Then for all h ∈ H
∣∣∣∣∫
Ω
〈B∗αf(α), h〉 dµ(α)
∣∣∣∣ ≤ ∣∣∣∣∫
Ω
〈(B∗α −A∗α)f(α), h〉 dµ(α)
∣∣∣∣ + ∣∣∣∣∫
Ω
〈A∗αf(α), h〉 dµ(α)
∣∣∣∣
=
∣∣∣∣∫
Ω
〈f(α), (Bα −Aα)h〉 dµ(α)
∣∣∣∣+ |〈θ∗Af, h〉|
≤
∫
Ω
‖f(α)‖‖(Bα −Aα)h‖ dµ(α) + ‖f‖‖θAh‖
≤ ‖h‖
∫
Ω
‖f(α)‖‖Bα −Aα‖ dµ(α) + ‖f‖‖θA‖‖h‖
≤ ‖h‖
(∫
Ω
‖f(α)‖2 dµ(α)
) 1
2
(∫
Ω
‖Bα −Aα‖2 dµ(α)
) 1
2
+ ‖f‖‖θA‖‖h‖
= ‖h‖‖f‖α+ ‖f‖‖θA‖‖h‖ = (‖f‖α+ ‖f‖‖θA‖)‖h‖.
Hence θB exists and ‖θB‖ = ‖θ∗B‖ = sup{|〈θ∗Bf, h〉| : f ∈ L2(Ω,H0), h ∈ H, ‖f‖ ≤ 1, ‖h‖ ≤ 1} ≤
sup{‖h‖‖f‖α+ ‖f‖‖θA‖‖h‖ : f ∈ L2(Ω,H0), h ∈ H, ‖f‖ ≤ 1, ‖h‖ ≤ 1} = α + ‖θA‖. Therefore SB,Ψ =
θ∗ΨθB exists and is positive. Now
‖IH − SB,ΨS−1A,Ψ‖ = sup
h,g∈H,‖h‖=1=‖g‖
|〈(IH − SB,ΨS−1A,Ψ)h, g〉|
= sup
h,g∈H,‖h‖=1=‖g‖
∣∣∣∣∫
Ω
〈A∗αΨαS−1A,Ψh, g〉 dµ(α)−
∫
Ω
〈B∗αΨαS−1A,Ψh, g〉 dµ(α)
∣∣∣∣
= sup
h,g∈H,‖h‖=1=‖g‖
∣∣∣∣∫
Ω
〈(A∗α −B∗α)ΨαS−1A,Ψh, g〉 dµ(α)
∣∣∣∣
≤ sup
h,g∈H,‖h‖=1=‖g‖
∫
Ω
|〈(A∗α −B∗α)ΨαS−1A,Ψh, g〉| dµ(α)
≤ sup
h,g∈H,‖h‖=1=‖g‖
∫
Ω
‖A∗α −B∗α‖‖ΨαS−1A,Ψ‖‖h‖‖g‖ dµ(α)
=
∫
Ω
‖Aα −Bα‖‖ΨαS−1A,Ψ‖ dµ(α) = β < 1.
Other arguments are similar to the corresponding arguments used in the proof of Theorem 5.1. 
6. Case H0 = K
Definition 6.1. A set of vectors {xα}α∈Ω in a Hilbert space H is said to be a continuous frame w.r.t. a
set {τα}α∈Ω in H if
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(i) for each h ∈ H, both maps Ω ∋ α 7→ 〈h, xα〉 ∈ K and Ω ∋ α 7→ 〈h, τα〉 ∈ K are measurable,
(ii) the map (we call as frame operator) Sx,τ : H ∋ h 7→
∫
Ω〈h, xα〉τα dµ(α) ∈ H (the integral is in the
weak-sense) is a well-defined bounded positive invertible operator,
(iii) both maps (we call as analysis operator and its adjoint as synthesis operator) θx : H ∋ h 7→ θxh ∈
L2(Ω,K), θxh : Ω ∋ α 7→ 〈h, xα〉 ∈ K, θτ : H ∋ h 7→ θτh ∈ L2(Ω,H0), θτh : Ω ∋ α 7→ 〈h, τα〉 ∈ K
are well-defined bounded linear operators.
We note that θ∗x : L2(Ω,K) ∋ f 7→
∫
Ω
f(α)xα dµ(α) ∈ H, θ∗τ : L2(Ω,K) ∋ f 7→
∫
Ω
f(α)τα dµ(α) ∈ H(both
integrals are in the weak-sense). Notions of frame bounds, Parseval frame are similar to the same in
Definition 8.1 in [36]. If the condition (ii) is replaced by “the map Sx,τ : H ∋ h 7→
∫
Ω
〈h, xα〉τα dµ(α) ∈ H
is a well-defined bounded positive operator”, then we say {xα}α∈Ω w.r.t. {τα}α∈Ω is Bessel. If {xα}α∈Ω
is continuous frame (resp. Bessel) w.r.t. {τα}α∈Ω, then we write ({xα}α∈Ω, {τα}α∈Ω) is a continuous
frame (resp. Bessel).
For fixed Ω,H, and {τα}α∈Ω, the set of all continuous frames for H w.r.t. {τα}α∈Ω is denoted by Fτ .
We note that (ii) in Definition 6.1 implies that there are real a, b > 0 such that
a‖h‖2 ≤ 〈Sx,τh, h〉 =
〈∫
Ω
〈h, xα〉τα dµ(α), h
〉
=
∫
Ω
〈h, xα〉〈τα, h〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H,
and (iii) implies that there exist c, d > 0 such that
‖θxh‖2 = 〈θxh, θxh〉 =
∫
Ω
〈θxh(α), θxh(α)〉 dµ(α) =
∫
Ω
|〈h, xα〉|2 dµ(α) ≤ c‖h‖2, ∀h ∈ H;
‖θτh‖2 = 〈θτh, θτh〉 =
∫
Ω
〈θτh(α), θτh(α)〉 dµ(α) =
∫
Ω
|〈h, τα〉|2 dµ(α) ≤ d‖h‖2, ∀h ∈ H.
We note, whenever ({xα}α∈Ω, {τα}α∈Ω) is a continuous frame forH, then span{xα}α∈Ω = H = span{τα}α∈Ω.
Theorem 6.2. Let {xα}α∈Ω, {τα}α∈Ω be in H. Define Aα : H ∋ h 7→ 〈h, xα〉 ∈ K, Ψα : H ∋
h 7→ 〈h, τα〉 ∈ K, ∀α ∈ Ω. Then ({xα}α∈Ω, {τα}α∈Ω) is a continuous frame for H if and only if
({Aα}α∈Ω, {Ψα}α∈Ω) is a continuous operator-valued frame in B(H,K).
Proof. 〈∫ΩΨ∗αAαh dµ(α), g〉 = ∫Ω〈Ψ∗αAαh, g〉 dµ(α) = ∫Ω〈Aαh,Ψαg〉 dµ(α) = ∫Ω〈h, xα〉〈τα, h〉 dµ(α) =
〈∫
Ω
〈h, xα〉τα dµ(α), g〉, ∀h, g ∈ H. 
Proposition 6.3. Definition 6.1 holds if and only if there are a, b, c, d > 0 such that
(i) for each h ∈ H, both maps Ω ∋ α 7→ 〈h, xα〉 ∈ K, Ω ∋ α 7→ 〈h, τα〉 ∈ K are measurable,
(ii) a‖h‖2 ≤ ∫
Ω
〈h, xα〉〈τα, h〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H,
(iii)
∫
Ω |〈h, xα〉|2 dµ(α) ≤ c‖h‖2, ∀h ∈ H;
∫
Ω |〈h, τα〉|2 dµ(α) ≤ d‖h‖2, ∀h ∈ H,
(iv)
∫
Ω
〈h, xα〉τα dµ(α) =
∫
Ω
〈h, τα〉xα dµ(α), ∀h ∈ H.
If the space is over C, then (iv) can be omitted.
Proposition 6.4. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H with upper frame bound b. If
for some α ∈ Ω we have {α} is measurable and 〈xα, xβ〉〈τβ , xα〉 ≥ 0, ∀β ∈ Ω, then µ({α})〈xα, τα〉 ≤ b for
that α.
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Proof.
µ({α})〈xα, xα〉〈τα, xα〉 ≤
∫
{α}
〈xα, xβ〉〈τβ , xα〉 dµ(β) +
∫
Ω\{α}
〈xα, xβ〉〈τβ , xα〉 dµ(β)
=
∫
Ω
〈xα, xβ〉〈τβ , xα〉 dµ(β) ≤ b‖xα‖2.

Proposition 6.5. For every {xα}α∈Ω ∈ Fτ ,
(i) θ∗xθxh =
∫
Ω
〈h, xα〉xα dµ(α), θ∗τ θτh =
∫
Ω
〈h, τα〉τα dµ(α), ∀h ∈ H.
(ii) Sx,τ = θ
∗
τθx = θ
∗
xθτ . In particular,
Sx,τh =
∫
Ω
〈h, xα〉τα dµ(α) =
∫
Ω
〈h, τα〉xα dµ(α), ∀h ∈ H and
〈Sx,τh, g〉 =
∫
Ω
〈h, xα〉〈τα, g〉 dµ(α) =
∫
Ω
〈h, τα〉〈xα, g〉 dµ(α), ∀h, g ∈ H.
(iii) Every h ∈ H can be written as
h =
∫
Ω
〈h, S−1x,ττα〉xα dµ(α) =
∫
Ω
〈h, τα〉S−1x,τxα dµ(α)
=
∫
Ω
〈h, S−1x,τxα〉τα dµ(α) =
∫
Ω
〈h, xα〉S−1x,ττα dµ(α).
(iv) ({xα}α∈Ω, {τα}α∈Ω) is Parseval if and only if θ∗τθx = IH.
(v) ({xα}α∈Ω, {τα}α∈Ω) is Parseval if and only if θxθ∗τ is idempotent.
(vi) Px,τ := θxS
−1
x,τθ
∗
τ is idempotent.
(vii) θx and θτ are injective and their ranges are closed.
(viii) θ∗x and θ
∗
τ are surjective.
Definition 6.6. A continuous frame ({xα}α∈Ω, {τα}α∈Ω) for H is called a Riesz frame if Px,τ = IL2(Ω,K).
Proposition 6.7. A continuous frame ({xα}α∈Ω, {τα}α∈Ω) for H is a Riesz continuous frame if and
only if θx(H) = L2(Ω,K) if and only if θτ (H) = L2(Ω,K).
Proof. Similar to the proof of Proposition 8.20 in [36]. 
Definition 6.8. A continuous frame ({yα}α∈Ω, {ωα}α∈Ω) for H is said to be a dual of a continuous frame
({xα}α∈Ω, {τα}α∈Ω) for H if θ∗ωθx = θ∗yθτ = IH. The ‘continuous frame’ ({x˜α := S−1x,τxα}α∈Ω, {τ˜α :=
S−1x,ττα}α∈Ω), which is a ‘dual’ of ({xα}α∈Ω, {τα}α∈Ω) is called the canonical dual of ({xα}α∈Ω, {τα}α∈Ω).
Proposition 6.9. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H. If h ∈ H has representation
h =
∫
Ω f(α)xα dµ(α) =
∫
Ω g(α)τα dµ(α), for some measurable f, g : Ω→ K, then∫
Ω
f(α)g(α) dµ(α) =
∫
Ω
〈h, τ˜α〉〈x˜α, h〉 dµ(α) +
∫
Ω
(f(α)− 〈h, τ˜α〉)(g(α) − 〈x˜α, h〉) dµ(α).
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Proof. Right side =∫
Ω
〈S−1x,τh, τα〉〈xα, S−1x,τh〉 dµ(α) +
∫
Ω
f(α)g(α) dµ(α) −
∫
Ω
f(α)〈xα, S−1x,τh〉 dµ(α)
−
∫
Ω
g(α)〈S−1x,τh, τα〉 dµ(α) +
∫
Ω
〈S−1x,τh, τα〉〈xα, S−1x,τh〉 dµ(α)
= 2〈Sx,τS−1x,τh, S−1x,τh〉+
∫
Ω
f(α)g(α) dµ(α) −
〈∫
Ω
f(α)xα dµ(α), S
−1
x,τh
〉
−
〈
S−1x,τh,
∫
Ω
g(α)τα dµ(α)
〉
= 2〈h, S−1x,τh〉+
∫
Ω
f(α)g(α) dµ(α) − 〈h, S−1x,τh〉 − 〈S−1x,τh, h〉 = Left side.

Theorem 6.10. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H with frame bounds a and b. Then
the following statements are true.
(i) The canonical dual continuous frame of the canonical dual continuous frame of ({xα}α∈Ω, {τα}α∈Ω)
is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({xα}α∈Ω, {τα}α∈Ω).
(iii) If a, b are optimal frame bounds for ({xα}α∈Ω, {τα}α∈Ω), then 1b , 1a are optimal frame bounds for its
canonical dual.
Proof. For h, g ∈ H,〈∫
Ω
〈h, x˜α〉τ˜α dµ(α), g
〉
=
∫
Ω
〈
h, S−1x,τxα〉〈S−1x,ττα, g
〉
dµ(α)
=
〈∫
Ω
〈S−1x,τh, xα〉τα dµ(α), S−1x,τg
〉
=
〈
Sx,τS
−1
x,τh, S
−1
x,τg
〉
=
〈
S−1x,τh, g
〉
.
Thus the frame operator for the canonical dual ({x˜α}α∈Ω, {τ˜α}α∈Ω) is S−1x,τ . Therefore, its canonical dual
is ({Sx,τS−1x,τxα}α∈Ω, {Sx,τS−1x,ττα}α∈Ω). Others can be proved as in the earlier consideration ‘continuous
operator-valued frame’. 
Proposition 6.11. Let ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) be continuous frames for H. Then
the following are equivalent.
(i) ({yα}α∈Ω, {ωα}α∈Ω) is dual of ({xα}α∈Ω, {τα}α∈Ω).
(ii)
∫
Ω〈h, xα〉ωα dµ(α) =
∫
Ω〈h, τα〉yα dµ(α) = h, ∀h ∈ H.
Proof. 〈θ∗ωθxh, g〉 = 〈θxh, θωg〉 =
∫
Ω θxh(α)θωg(α) dµ(α) =
∫
Ω〈h, xα〉〈ωα, g〉 dµ(α) = 〈
∫
Ω〈h, xα〉ωα dµ(α), g〉,
∀h, g ∈ H. Similarly 〈θ∗yθτh, g〉 = 〈
∫
Ω
〈h, τα〉yα dµ(α), g〉, ∀h, g ∈ H. 
Theorem 6.12. If ({xα}α∈Ω, {τα}α∈Ω) is a Riesz continuous frame for H, then it has unique dual.
Proof. Let ({yα}α∈Ω, {ωα}α∈Ω) and ({zα}α∈Ω, {ρα}α∈Ω) be dual continuous frames of ({xα}α∈Ω, {τα}α∈Ω).
Then θ∗xθω = θ
∗
τθy = θ
∗
xθρ = θ
∗
τθz = IH ⇒ θ∗x(θω−θρ) = 0 = θ∗τ (θy−θz)⇒ IH(θω−θρ) = Pτ,x(θω−θρ) =
θτS
−1
x,τθ
∗
x(θω − θρ) = 0 = θxS−1x,τθ∗τ (θy − θz) = Px,τ (θy − θz) = IH(θy − θz) ⇒ θω = θρ, θy = θz ⇒
〈h, ωα〉 = θωh(α) = θρh(α) = 〈h, ρα〉, 〈h, yα〉 = θyh(α) = θzh(α) = 〈h, zα〉, ∀h ∈ H, ∀α ∈ Ω ⇒
ωα = ρα, yα = zα, ∀α ∈ Ω. Hence the dual of ({xα}α∈Ω, {τα}α∈Ω) is unique. 
Proposition 6.13. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H. If ({yα}α∈Ω, {ωα}α∈Ω) is a
dual of ({xα}α∈Ω, {τα}α∈Ω), then there exist continuous Bessel {zα}α∈Ω and {ρα}α∈Ω (w.r.t. themselves)
for H such that yα = S−1x,τxα + zα, ωα = S−1x,ττα + ρα, ∀α ∈ Ω, and θz(H) ⊥ θτ (H), θρ(H) ⊥ θx(H).
Converse holds if θ∗ρθz ≥ 0.
22
Proof. Similar to the proof of Proposition 8.28 in [36]. 
Proposition 6.14. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H. Then the bounded left-inverses
of
(i) θx are precisely S
−1
x,τθ
∗
τ + U(IL2(Ω,K) − θxS−1x,τθ∗τ ), where U ∈ B(L2(Ω,K),H).
(ii) θτ are precisely S
−1
x,τθ
∗
x + V (IL2(Ω,K) − θτS−1x,τθ∗x), where V ∈ B(L2(Ω,K),H).
Proof. Similar to the proof of Lemma 8.30 in [36]. 
Definition 6.15. A continuous frame ({yα}α∈Ω, {ωα}α∈Ω) for H is said to be orthogonal to a continuous
frame ({xα}α∈Ω, {τα}α∈Ω) for H if θ∗ωθx = θ∗yθτ = 0.
Proposition 6.16. Let ({xα}α∈Ω, {τα}α∈Ω), ({yα}α∈Ω, {ωα}α∈Ω) be continuous frames for H. Then the
following are equivalent.
(i) ({yα}α∈Ω, {ωα}α∈Ω) is orthogonal to ({xα}α∈Ω, {τα}α∈Ω).
(ii)
∫
Ω〈h, xα〉ωα dµ(α) = 0 =
∫
Ω〈g, τα〉yα dµ(α), ∀h ∈ H.
Proposition 6.17. Two orthogonal continuous frames have a common dual continuous frame.
Proof. Similar to the proof of Proposition 8.34 in [36]. 
Proposition 6.18. Let ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) be two Parseval continuous frames
for H which are orthogonal. If A,B,C,D ∈ B(H) are such that AC∗ + BD∗ = IH, then ({Axα +
Byα}α∈Ω, {Cτα + Dωα}α∈Ω) is a Parseval continuous frame for H. In particular, if scalars a, b, c, d
satisfy ac¯+ bd¯ = 1, then ({axα + byα}α∈Ω, {cτj + dωα}α∈Ω) is a Parseval continuous frame for H.
Proof. For all h ∈ H and α ∈ Ω we see θAx+Byh(α) = 〈h,Axα + Byα〉 = 〈A∗h, xα〉 + 〈B∗h, yα〉 =
θx(A
∗h)(α)+ θy(B∗h)(α) = (θxA∗+ θyB∗)h(α). Similarly θCτ+Dω = θτC∗+ θωD∗. Other arguments are
similar to that in the proof of Proposition 8.35 in [36]. 
Definition 6.19. Two continuous frames ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) for H are called
disjoint if ({xα ⊕ yα}α∈Ω, {τα ⊕ ωα}α∈Ω) is a continuous frame for H⊕H.
Proposition 6.20. If ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) are orthogonal continuous frames
for H, then they are disjoint. Further, if both ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) are Parseval,
then ({xα ⊕ yα}α∈Ω, {τα ⊕ ωα}α∈Ω) is Parseval.
Proof. For all h⊕ g ∈ H⊕H, θx⊕y(h⊕ g)(α) = 〈h⊕ g, xα ⊕ yα〉 = 〈h, xα〉+ 〈g, yα〉 = θxh(α) + θyg(α) =
(θxh+ θyg)(α) and for all f ∈ L2(Ω,K), 〈θ∗τ⊕ωf, h⊕ g〉 = 〈f, θτ⊕ω(h⊕ g)〉 = 〈θ∗τf, h〉+ 〈θ∗ωf, g〉 = 〈θ∗τf ⊕
θ∗ωf, h⊕g〉. Thus Sx⊕y,τ⊕ω(h⊕g) = θ∗τ⊕ωθx⊕y(h⊕g) = θ∗τ⊕ω(θxh+θyg) = θ∗τ (θxh+θyg)⊕θ∗ω(θxh+θyg) =
(Sx,τ+0)⊕(0+Sy,ω) = Sx,τ⊕Sy,ω, which is bounded positive invertible with S−1x⊕y,τ⊕ω = S−1x,τ⊕S−1y,ω. 
Characterization
Theorem 6.21. Let {xα}α∈Ω, {τα}α∈Ω be in H such that for each h ∈ H, both maps Ω ∋ α 7→ 〈h, xα〉 ∈
K, Ω ∋ α 7→ 〈h, τα〉 ∈ K are measurable. Then ({xα}α∈Ω, {τα}α∈Ω) is a continuous frame with bounds a
and b (resp. Bessel with bound b)
(i) if and only if
U : L2(Ω,K) ∋ f 7→
∫
Ω
f(α)xα dµ(α) ∈ H, and V : L2(Ω,K) ∋ g 7→
∫
Ω
g(α)τα dµ(α) ∈ H
are well-defined, U, V ∈ B(L2(Ω,K),H) such that aIH ≤ V U∗ ≤ bIH (resp. 0 ≤ V U∗ ≤ bIH).
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(ii) if and only if
U : L2(Ω,K) ∋ f 7→
∫
Ω
f(α)xα dµ(α) ∈ H, and S : H ∋ x 7→ Sx ∈ L2(Ω,K), Sx : Ω ∋ α 7→ 〈x, τα〉 ∈ K
are well-defined, U ∈ B(L2(Ω,K),H), S ∈ B(H,L2(Ω,K)) such that aIH ≤ S∗U∗ ≤ bIH (resp.
0 ≤ S∗U∗ ≤ bIH).
(iii) if and only if
R : H ∋ h 7→ Rh ∈ L2(Ω,K), Rh : Ω ∋ α 7→ 〈h, xα〉 ∈ K, and V : L2(Ω,K) ∋ g 7→
∫
Ω
g(α)τα dµ(α) ∈ H
are well-defined, R ∈ B(H,L2(Ω,K)), V ∈ B(L2(Ω,K),H) such that aIH ≤ V R ≤ bIH (resp.
0 ≤ V R ≤ bIH).
(iv) if and only if
R : H ∋ h 7→ Rh ∈ L2(Ω,K), Rh : Ω ∋ α 7→ 〈h, xα〉 ∈ K, and S : H ∋ x 7→ Sx ∈ L2(Ω,K), Sx : Ω ∋ α 7→ 〈x, τα〉 ∈ K
are well-defined, R,S ∈ B(H,L2(Ω,K)) such that aIH ≤ S∗R ≤ bIH (resp. 0 ≤ S∗R ≤ bIH).
Proof. We prove the first one for continuous Bessel, others are similar.
(⇒) U = θ∗x, V = θ∗τ and V U∗ = θ∗τθx = Sx,τ . (⇐) θx = U∗, θτ = V ∗ and Sx,τ = θ∗τθx = V U∗. 
Similarity
Definition 6.22. A continuous frame ({yα}α∈Ω, {ωα}α∈Ω) for H is said to be similar to a continuous
frame ({xα}α∈Ω, {τα}α∈Ω) for H if there are invertible operators Tx,y, Tτ,ω ∈ B(H) such that yα =
Tx,yxα, ωα = Tτ,ωτα, ∀α ∈ Ω.
Proposition 6.23. Let {xα}α∈Ω ∈ Fτ with frame bounds a, b, let Tx,y, Tτ,ω ∈ B(H) be positive, invertible,
commute with each other, commute with Sx,τ , and let yα = Tx,yxα, ωα = Tτ,ωτα, ∀α ∈ Ω. Then
(i) {yα}α∈Ω ∈ Fτ and a‖T−1x,y‖‖T−1τ,ω‖ ≤ Sy,ω ≤ b‖Tx,yTτ,ω‖. Assuming that ({xα}α∈Ω, {τα}α∈Ω) is Parse-
val, then ({yα}α∈Ω, {ωα}α∈Ω) is Parseval if and only if Tτ,ωTx,y = IH.
(ii) θy = θxTx,y, θω = θτTτ,ω, Sy,ω = Tτ,ωSx,τTx,y, Py,ω = Px,τ .
Proof. For all h, g ∈ H,
〈Tτ,ωSx,τTx,yh, g〉 = 〈Sx,τTx,yh, T ∗τ,ωg〉 =
∫
Ω
〈Tx,yh, xα〉〈τα, T ∗τ,ωg〉 dµ(α)
=
∫
Ω
〈h, Tx,yxα〉〈Tτ,ωτα, g〉 dµ(α) =
∫
Ω
〈h, yα〉〈ωα, g〉 dµ(α) = 〈Sy,ωh, g〉.

Lemma 6.24. Let {xα}α∈Ω ∈ Fτ , {yα}α∈Ω ∈ Fω and yα = Tx,yxα, ωα = Tτ,ωτα, ∀α ∈ Ω, for some
invertible Tx,y, Tτ,ω ∈ B(H). Then θy = θxT ∗x,y, θω = θτT ∗τ,ω, Sy,ω = Tτ,ωSx,τT ∗x,y, Py,ω = Px,τ . Assuming
that ({xα}α∈Ω, {τα}α∈Ω) is Parseval, then ({yα}α∈Ω, {ωα}α∈Ω) is Parseval if and only if Tτ,ωT ∗x,y = IH.
Proof. θyh(α) = 〈h, yα〉 = 〈h, Tx,yxα〉 = 〈T ∗x,yh, xα〉 = θx(T ∗x,yh)(α) ⇒ θy = θxT ∗x,y. Similarly θω =
θτT
∗
τ,ω. 
Theorem 6.25. Let {xα}α∈Ω ∈ Fτ , {yα}α∈Ω ∈ Fω. The following are equivalent.
(i) yα = Tx,yxα, ωα = Tτ,ωτα, ∀α ∈ Ω, for some invertible Tx,y, Tτ,ω ∈ B(H).
(ii) θy = θxT
′∗
x,y, θω = θτT
′∗
τ,ω for some invertible T
′
x,y, T
′
τ,ω ∈ B(H).
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(iii) Py,ω = Px,τ .
If one of the above conditions is satisfied, then invertible operators in (i) and (ii) are unique and are
given by Tx,y = θ
∗
yθτS
−1
x,τ , Tτ,ω = θ
∗
ωθxS
−1
x,τ . In the case that ({xα}α∈Ω, {τα}α∈Ω) is Parseval, then
({yα}α∈Ω, {ωα}α∈Ω) is Parseval if and only if Tτ,ωT ∗x,y = IH if and only if T ∗x,yTτ,ω = IH.
Proof. (ii)⇒ (i) For all h ∈ H and α ∈ Ω, 〈h, yα〉 = θyh(α) = θx(T ′∗x,yh)(α) = 〈T ′∗x,yh, yα〉 = 〈h, T ′x,yyα〉
which implies yα = T
′
x,yxα, ωα = T
′
τ,ωτα, ∀α ∈ Ω. Other arguments are similar to that in the proof of
Theorem 8.45 in [36]. 
Corollary 6.26. For any given continuous frame ({xα}α∈Ω, {τα}α∈Ω), the canonical dual of ({xα}α∈Ω,
{τα}α∈Ω) is the only dual continuous frame that is similar to ({xα}α∈Ω, {τα}α∈Ω).
Proof. Similar to the proof of Corollary 8.46 in [36]. 
Corollary 6.27. Two similar continuous frames cannot be orthogonal.
Proof. Similar to the proof of Corollary 8.47 in [36]. 
Remark 6.28. For every continuous frame ({xα}α∈Ω, {τα}α∈Ω), each of ‘continuous frames’ ({S−1x,τxα}α∈Ω,
{τα}α∈Ω), ({S−1/2x,τ xα}α∈Ω, {S−1/2x,τ τα}α∈Ω), and ({xα}α∈Ω, {S−1x,ττα}α∈Ω) is a Parseval continuous frame
which is similar to ({xα}α∈Ω, {τα}α∈Ω). Hence each continuous frame is similar to Parseval continuous
frames.
Continuous frames and representations of locally compact groups
Let G, dµG, λ, ρ be as in Section 4 and H0 = K. We denote the von Neumann algebra generated by
unitaries {λg}g∈G (resp. {ρg}g∈G ) in B(L2(G,K)) by L(G) (resp. R(G)). Then L(G)′ = R(G) and
R(G)′ = L(G) [49].
Definition 6.29. Let π be a unitary representation of a locally compact group G on a Hilbert space H.
An element x in H is called a continuous frame generator (resp. a Parseval frame generator) w.r.t. τ in
H if ({xg := πgx}g∈G, {τg := πgτ}g∈G) is a continuous frame (resp. Parseval frame) for H. In this case
we write (x, τ) is a frame generator for π.
Proposition 6.30. Let (x, τ) and (y, ω) be frame generators in H for a unitary representation π of G
on H. Then
(i) θxπg = λgθx, θτπg = λgθτ , ∀g ∈ G.
(ii) θ∗xθy, θ
∗
τθω, θ
∗
xθω are in the commutant π(G)
′ of π(G)′′. Further, Sx,τ ∈ π(G)′ and (S−1/2x,τ x, S−1/2x,τ τ)
is a Parseval frame generator.
(iii) θxTθ
∗
τ , θxTθ
∗
y, θτTθ
∗
ω ∈ R(G), ∀T ∈ π(G)′. In particular, Px,τ ∈ R(G).
Proof. (i) For all h ∈ H and f ∈ L2(G,K),
〈λgθxh, f〉 =
∫
G
λg(θxh)(α)f(α) dµG(α) =
∫
G
(θxh)(g
−1α)f(α) dµG(α)
=
∫
G
〈h, xg−1α〉f(α) dµG(α) =
∫
G
〈h, πg−1αx〉f(α) dµG(α)
=
∫
G
〈πgh, παx〉f(α) dµG(α) =
∫
G
〈πgh, xα〉f(α) dµG(α)
=
∫
G
θx(πgh)(α)f(α) dµG(α) = 〈θxπgh, f〉.
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(ii) First part is similar to the proof of (ii) in Proposition 8.51 in [36]. For second, let h, g ∈ H. Then
〈
S
S
− 1
2
x,τ x,S
− 1
2
x,τ τ
h, g
〉
=
∫
G
〈h, παS−
1
2
x,τ x〉〈παS−
1
2
x,τ τ, g〉 dµG(α)
=
∫
G
〈h, S− 12x,τ παx〉〈S−
1
2
x,τ πατ, g〉 dµG(α)
=
∫
G
〈S− 12x,τ h, παx〉〈πατ, S−
1
2
x,τ g〉 dµG(α)
= 〈Sx,τ (S−
1
2
x,τ h), S
− 1
2
x,τ g〉 = 〈h, g〉.
(iii) Similar to the proof of (iii) in Proposition 8.51 in [36].

Theorem 6.31. Let G be a locally compact group with identity e and ({xg}g∈G, {τg}g∈G) be a Parseval
continuous frame for H. Then there is a unitary representation π of G on H for which
xg = πgxe, τg = πgτe, ∀g ∈ G
if and only if
〈xgp, xgq〉 = 〈xp, xq〉, 〈xgp, τgq〉 = 〈xp, τq〉, 〈τgp, τgq〉 = 〈τp, τq〉, ∀g, p, q ∈ G.
Proof. Proof 1. (⇒) Similar to the proof of ‘only if’ part of Theorem 8.52 in [36].
(⇐) We state the following three, among them we prove third, others are similar.
λgθxθ
∗
x = θxθ
∗
xλg, λgθxθ
∗
τ = θxθ
∗
τλg, λgθτθ
∗
τ = θτθ
∗
τλg, ∀g ∈ G.
For all u, v ∈ L2(G,K),
〈λgθτθ∗τλ∗gu, v〉 = 〈θ∗τλ∗gu, θ∗τλ∗gv〉 = 〈θ∗τλg−1u, θ∗τλg−1v〉
=
〈∫
G
λg−1u(α)τα dµG(α),
∫
G
λg−1v(β)τβ dµG(β)
〉
=
〈∫
G
u(gα)τα dµG(α),
∫
G
v(gβ)τβ dµG(β)
〉
=
〈∫
G
u(p)τg−1p dµG(g
−1p),
∫
G
v(q)τg−1q dµG(g
−1q)
〉
=
〈∫
G
u(p)τg−1p dµG(p),
∫
G
v(q)τg−1q dµG(q)
〉
=
∫
G
∫
G
u(p)v(q)〈τg−1p, τg−1q〉 dµG(q) dµG(p)
=
∫
G
∫
G
u(p)v(q)〈τp, τq〉 dµG(q) dµG(p)
=
〈∫
G
u(p)τp dµG(p),
∫
G
v(q)τq dµG(q)
〉
= 〈θ∗τu, θ∗τv〉 = 〈θτθ∗τu, v〉.
Define π : G ∋ g 7→ πg := θ∗τλgθx ∈ B(H). Using the Parsevalness of given frame, we get πgπh =
θ∗τλgθxθ
∗
τλhθx = θ
∗
τλgλhθxθ
∗
τθx = θ
∗
τλgλhθx = θ
∗
τλghθx = πgh for all g, h ∈ G, and πgπ∗g = θ∗τλgθxθ∗xλg−1θτ
= θ∗τθxθ
∗
xλgλg−1θτ = IH, π
∗
gπg = θ
∗
xλg−1θτθ
∗
τλgθx = θ
∗
xλg−1λgθτθ
∗
τθx = IH for all g ∈ G. To prove π is a
unitary representation we use the same idea used in the proof of Theorem 4.3. Let h ∈ H be fixed. Then
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θxh is fixed. Since λ is a unitary representation, the map G ∋ g 7→ λg(θxh) ∈ L2(G,K) is continuous.
Continuity of θ∗τ now gives that the map G ∋ g 7→ θ∗τ (λg(θxh)) ∈ H is continuous. We now establish
xg = πgxe, τg = πgτe for all g ∈ G. For all h ∈ H,
〈πgxe, h〉 = 〈θ∗τλgθxxe, h〉
=
〈∫
G
λgθxxe(α)τα dµG(α), h
〉
=
〈∫
G
θxxe(g
−1α)τα dµG(α), h
〉
=
∫
G
〈θxxe(g−1α)τα, h〉 dµG(α) =
∫
G
〈〈xe, xg−1α〉τα, h〉 dµG(α)
=
∫
G
〈xg−1g, xg−1α〉〈τα, h〉 dµG(α) =
∫
G
〈xg , xα〉〈τα, h〉 dµG(α)
=
〈∫
G
〈xg , xα〉τα dµG(α), h
〉
= 〈xg, h〉,
and
〈πgτe, h〉 = 〈θ∗τλgθxτe, h〉
=
〈∫
G
λgθxτe(α)τα dµG(α), h
〉
=
〈∫
G
θxτe(g
−1α)τα dµG(α), h
〉
=
∫
G
〈θxτe(g−1α)τα, h〉 dµG(α) =
∫
G
〈〈τe, xg−1α〉τα, h〉 dµG(α)
=
∫
G
〈τg−1g, xg−1α〉〈τα, h〉 dµG(α) =
∫
G
〈τg, xα〉〈τα, h〉 dµG(α)
=
〈∫
G
〈τg, xα〉τα dµG(α), h
〉
= 〈τg, h〉.
Proof 2. Define Ag : H ∋ h 7→ 〈h, xg〉 ∈ K, Ψg : H ∋ h 7→ 〈h, τg〉 ∈ K, ∀g ∈ G. Then, from Theorem 6.2,
({xg}g∈G, {τg}g∈G) is a continuous frame for H if and only if ({Ag}g∈G, {Ψg}g∈G) is a continuous (ovf)
in B(H,K). Further, from the proof of Theorem 6.2, we also see that ({xg}g∈G, {τg}g∈G) is a Parseval
continuous frame if and only if ({Ag}g∈G, {Ψg}g∈G) is a Parseval continuous (ovf). Now applying Theorem
4.3 to the Parseval continuous (ovf) ({Ag}g∈G, {Ψg}g∈G) yields - there is a unitary representation π of
G on H for which
Ag = Aeπg−1 , Ψg = Ψeπg−1 , ∀g ∈ G(4)
if and only if
AgpA
∗
gq = ApA
∗
q , AgpΨ
∗
gq = ApΨ
∗
q, ΨgpΨ
∗
gq = ΨpΨ
∗
q , ∀g, p, q ∈ G.(5)
But Equation (4) holds if and only if
〈h, xg〉 = Agh = Aeπg−1h = 〈πg−1h, xe〉 = 〈h, πgxe〉,
〈h, τg〉 = Ψgh = Ψeπg−1h = 〈πg−1h, τg〉 = 〈h, πgτe〉, ∀g ∈ G, ∀h ∈ H
⇐⇒ xg = πgxe, τg = πgτe, ∀g ∈ G.
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Also, Equation (5) holds if and only if
〈αxgq , xgp〉 = AgpA∗gqα = ApA∗qα = 〈αxq , xp〉,
〈ατgq , xgp〉 = AgpΨ∗gqα = ApΨ∗qα = 〈ατq , xp〉,
〈ατgq , τgp〉 = ΨgpΨ∗gqα = ΨpΨ∗qα = 〈ατq, τp〉, ∀α ∈ K
⇐⇒ 〈xgp, xgq〉 = 〈xp, xq〉, 〈xgp, τgq〉 = 〈xp, τq〉, 〈τgp, τgq〉 = 〈τp, τq〉, ∀g, p, q ∈ G.

Corollary 6.32. Let G be a locally compact group with identity e and ({xg}g∈G, {τg}g∈G) be a continuous
frame for H. Then there is a unitary representation π of G on H for which
(i) xg = Sx,τπgS
−1
x,τxe, τg = πgτe for all g ∈ G if and only if 〈S−2x,τxgp, xgq〉 = 〈S−2x,τxp, xq〉, 〈S−1x,τxgp, τgq〉 =
〈S−1x,τxp, τq〉, 〈τgp, τgq〉 = 〈τp, τq〉 for all g, p, q ∈ G.
(ii) xg = S
1/2
x,τ πgS
−1/2
x,τ xe, τg = S
1/2
x,τ πgS
−1/2
x,τ τe for all g ∈ G if and only if 〈S−1x,τxgp, xgq〉 = 〈S−1x,τxp, xq〉,
〈S−1x,τxgp, τgq〉 = 〈S−1x,τxp, τq〉, 〈S−1x,τ τgp, τgq〉 = 〈S−1x,ττp, τq〉 for all g, p, q ∈ G.
(iii) xg = πgxe, τg = Sx,τπgS
−1
x,ττe for all g ∈ G if and only if 〈xgp, xgq〉 = 〈xp, xq〉, 〈xgp, S−1x,ττgq〉 =
〈xp, S−1x,ττq〉, 〈τgp, S−2x,ττgq〉 = 〈τp, S−2x,ττq〉 for all g, p, q ∈ G.
Proof. Apply Theorem 6.31 to
(i) ({S−1x,τxg}g∈G, {τg}g∈G) to get: there is a unitary representation π of G on H for which S−1x,τxg =
πgS
−1
x,τxe, τg = πgτe for all g ∈ G if and only if 〈S−1x,τxgp, S−1x,τxgq〉 = 〈S−1x,τxp, S−1x,τxq〉, 〈S−1x,τxgp, τgq〉 =
〈S−1x,τxp, τq〉, 〈τgp, τgq〉 = 〈τp, τq〉 for all g, p, q ∈ G.
(ii) ({S−1/2x,τ xg}g∈G, {S−1/2x,τ τg}g∈G) to get: there is a unitary representation π of G on H for which
S
−1/2
x,τ xg = πg(S
−1/2
x,τ xe), S
−1/2
x,τ τg = πg(S
−1/2
x,τ τe) for all g ∈ G if and only if 〈S−1/2x,τ xgp, S−1/2x,τ xgq〉 =
〈S−1/2x,τ xp, S−1/2x,τ xq〉, 〈S−1/2x,τ xgp, S−1/2x,τ τgq〉 = 〈S−1/2x,τ xp, S−1/2x,τ τq〉, 〈S−1/2x,τ τgp, S−1/2x,τ τgq〉 = 〈S−1/2x,τ τp,
S
−1/2
x,τ τq〉 for all g, p, q ∈ G.
(iii) ({xg}g∈G, {S−1x,ττg}g∈G) to get: there is a unitary representation π of G on H for which xg =
πgxe, S
−1
x,ττg = πg(S
−1
x,ττe) for all g ∈ G if and only if 〈xgp, xgq〉 = 〈xp, xq〉, 〈xgp, S−1x,ττgq〉 =
〈xp, S−1x,ττq〉, 〈S−1x,ττgp, S−1x,ττgq〉 = 〈S−1x,ττp, S−1x,ττq〉 for all g, p, q ∈ G.

Corollary 6.33. Let G be a locally compact group with identity e and {xg}g∈G be a
(i) Parseval continuous frame (w.r.t. itself) for H. Then there is a unitary representation π of G on
H for which
xg = πgxe, ∀g ∈ G
if and only if
〈xgp, xgq〉 = 〈xp, xq〉, ∀g, p, q ∈ G.
(ii) continuous frame (w.r.t. itself) for H. Then there is a unitary representation π of G on H for
which
xg = S
1/2
x,xπgS
−1/2
x,x xe, ∀g ∈ G
if and only if
〈S−1x,xxgp, xgq〉 = 〈S−1x,xxp, xq〉, ∀g, p, q ∈ G.
Perturbations
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Theorem 6.34. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H. Suppose {yα}α∈Ω in H is such
that
(i) 〈h, yα〉τα = 〈h, τα〉yα, 〈h, yα〉〈τα, h〉 ≥ 0, ∀h ∈ H, ∀α ∈ Ω,
(ii) for each h ∈ H, the map Ω ∋ α 7→ 〈h, yα〉 ∈ K is measurable,
(iii) there exist α, β, γ ≥ 0 with max{α+ γ‖θτS−1x,τ‖, β} < 1 such that
∥∥∥∥∫
Ω
f(α)(xα − yα) dµ(α)
∥∥∥∥ ≤ α ∥∥∥∥∫
Ω
f(α)xα dµ(α)
∥∥∥∥ + β ∥∥∥∥∫
Ω
f(α)yα dµ(α)
∥∥∥∥ + γ‖f‖, ∀f ∈ L2(Ω,K).
Then ({yα}α∈Ω, {τα}α∈Ω) is a continuous frame with bounds 1−(α+γ‖θτS
−1
x,τ‖)
(1+β)‖S−1x,τ‖ and
‖θτ‖((1+α)‖θx‖+γ)
1−β .
Proof. Define T : L2(Ω,K) ∋ f 7→ ∫Ω f(α)yα dµ(α) ∈ H. Then for all f ∈ L2(Ω,K),
‖Tf‖ =
∥∥∥∥∫
Ω
f(α)yα dµ(α)
∥∥∥∥ ≤ ∥∥∥∥∫
Ω
f(α)(yα − xα) dµ(α)
∥∥∥∥ + ∥∥∥∥∫
Ω
f(α)xα dµ(α)
∥∥∥∥
= (1 + α)
∥∥∥∥∫
Ω
f(α)xα dµ(α)
∥∥∥∥ + β ∥∥∥∥∫
Ω
f(α)yα dµ(α)
∥∥∥∥ + γ‖f‖
= (1 + α) ‖θ∗xf‖+ β ‖Tf‖+ γ‖f‖,
which implies
‖Tf‖ ≤ 1 + α
1− β ‖θ
∗
xf‖+
γ
1− β ‖f‖, ∀f ∈ L
2(Ω,K) and
‖θ∗xf − θ∗yf‖ ≤ α‖θ∗xf‖+ β‖θ∗yf‖+ γ‖f‖, ∀f ∈ L2(Ω,K).
Other arguments are similar to the corresponding arguments used in the proof of Theorem 5.1. 
Corollary 6.35. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H. Suppose {yα}α∈Ω in H is such
that
(i) 〈h, yα〉τα = 〈h, τα〉yα, 〈h, yα〉〈τα, h〉 ≥ 0, ∀h ∈ H, ∀α ∈ Ω,
(ii) for each h ∈ H, the map Ω ∋ α 7→ 〈h, yα〉 ∈ K is measurable,
(iii) The map Ω ∋ α 7→ ‖xα − yα‖ ∈ R is measurable,
(iv)
r :=
∫
Ω
‖xα − yα‖2 dµ(α) < 1‖θτS−1x,τ‖2
.
Then ({yα}α∈Ω, {τα}α∈Ω) is a continuous frame with bounds 1−
√
r‖θτS−1x,τ‖
‖S−1x,τ‖ and ‖θτ‖(‖θx‖+
√
r).
Proof. Take α = 0, β = 0, γ =
√
r. Then max{α+ γ‖θτS−1x,τ‖, β} < 1 and∥∥∥∥∫
Ω
f(α)(xα − yα) dµ(α)
∥∥∥∥ ≤ (∫
Ω
|f(α)|2 dµ(α)
) 1
2
(∫
Ω
‖xα − yα‖2 dµ(α)
) 1
2
≤ γ‖f‖, ∀f ∈ L2(Ω,K).
Now we can apply Theorem 6.34. 
Theorem 6.36. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H with bounds a and b. Suppose
{yα}α∈Ω in H is such that
∫
Ω〈h, yα〉〈τα, h〉 dµ(α) exists for all h ∈ H and is nonnegative for all h ∈ H
and there exist α, β, γ ≥ 0 with max{α+ γ√
a
, β} < 1 and for all h ∈ H,
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∣∣∣∣∫
Ω
〈h, xα − yα〉〈τα, h〉 dµ(α)
∣∣∣∣ 12 ≤ α(∫
Ω
〈h, xα〉〈τα, h〉 dµ(α)
) 1
2
+ β
(∫
Ω
〈h, yα〉〈τα, h〉 dµ(α)
) 1
2
+ γ‖h‖.
Then ({yα}α∈Ω, {τα}α∈Ω) is a continuous frame with bounds a
(
1− α+β+
γ√
a
1+β
)2
and b
(
1 +
α+β+ γ√
b
1−β
)2
.
Proof. Similar to the proof of Theorem 5.3. 
Theorem 6.37. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H. Suppose {yα}α∈Ω in H is such
that
(i) 〈h, yα〉τα = 〈h, τα〉yα, 〈h, yα〉〈τα, h〉 ≥ 0, ∀h ∈ H, ∀α ∈ Ω,
(ii) for each h ∈ H, the map Ω ∋ α 7→ 〈h, yα〉 ∈ K is measurable,
(iii) The map Ω ∋ α 7→ ‖xα − yα‖ ∈ R is measurable and
∫
Ω
‖xα − yα‖ dµ(α) ∈ R,
(iv) The map Ω ∋ α 7→ ‖S−1x,ττα‖ ∈ R is measurable and
∫
Ω
‖xα − yα‖‖S−1x,ττα‖ dµ(α) ∈ R,
(v)
∫
Ω ‖xα − yα‖‖S−1x,ττα‖ dµ(α) < 1.
Then ({yα}α∈Ω, {τα}α∈Ω) is a continuous frame with bounds 1−
∫
Ω
‖xα−yα‖‖S−1x,ττα‖ dµ(α)
‖S−1x,τ‖ and ‖θτ‖((
∫
Ω ‖xα−
yα‖2 dµ(α))1/2 + ‖θx‖).
Proof. Let α = (
∫
Ω ‖xα − yα‖2 dµ(α))1/2, β =
∫
Ω ‖xα − yα‖‖S−1x,ττα‖ dµ(α). Fix f ∈ L2(Ω,K). Then for
all h ∈ H,
∣∣∣∣∫
Ω
〈f(α)yα, h〉 dµ(α)
∣∣∣∣ ≤ ∣∣∣∣∫
Ω
〈f(α)(yα − xα), h〉 dµ(α)
∣∣∣∣+ ∣∣∣∣∫
Ω
〈f(α)xα, h〉 dµ(α)
∣∣∣∣
=
∣∣∣∣∫
Ω
〈f(α)(yα − xα), h〉 dµ(α)
∣∣∣∣+ |〈θ∗xf, h〉|
≤
∫
Ω
|f(α)|‖yα − xα‖‖h‖ dµ(α) + ‖f‖‖θxh‖
≤ ‖h‖
∫
Ω
|f(α)|‖yα − xα‖ dµ(α) + ‖f‖‖θx‖‖h‖
≤ ‖h‖
(∫
Ω
|f(α)|2 dµ(α)
) 1
2
(∫
Ω
‖yα − xα‖2 dµ(α)
) 1
2
+ ‖f‖‖θx‖‖h‖
= ‖h‖‖f‖α+ ‖f‖‖θx‖‖h‖ = (‖f‖α+ ‖f‖‖θx‖)‖h‖
and hence
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‖IH − Sy,τS−1x,τ‖ = sup
h,g∈H,‖h‖=1=‖g‖
|〈(IH − Sy,τS−1x,τ )h, g〉|
= sup
h,g∈H,‖h‖=1=‖g‖
∣∣∣∣∫
Ω
〈S−1x,τh, τα〉〈xα, g〉 dµ(α)−
∫
Ω
〈S−1x,τh, τα〉〈yα, g〉 dµ(α)
∣∣∣∣
= sup
h,g∈H,‖h‖=1=‖g‖
∣∣∣∣∫
Ω
〈S−1x,τh, τα〉〈xα − yα, g〉 dµ(α)
∣∣∣∣
= sup
h,g∈H,‖h‖=1=‖g‖
∣∣∣∣∫
Ω
〈h, S−1x,ττα〉〈xα − yα, g〉 dµ(α)
∣∣∣∣
≤ sup
h,g∈H,‖h‖=1=‖g‖
∫
Ω
‖xα − yα‖‖S−1x,ττα‖‖h‖‖g‖ dµ(α)
=
∫
Ω
‖xα − yα‖‖S−1x,ττα‖ dµ(α) = β < 1.
Other arguments are similar to the corresponding arguments in the proof of Theorem 5.4.

7. The finite dimensional case
Theorem 7.1. Let H be a finite dimensional Hilbert space, G be a locally compact group, {xα}α∈G, {τα}α∈G
be a set of vectors in H such that
(i) 〈h, xα〉τα = 〈h, τα〉xα, ∀h ∈ H, ∀α ∈ G.
(ii) 〈h, xα〉〈τα, h〉 ≥ 0, ∀h ∈ H, ∀α ∈ G.
(iii) for each h ∈ H, both maps G ∋ α 7→ 〈h, xα〉 ∈ K, G ∋ α 7→ 〈h, τα〉 ∈ K are measurable.
(iv) the map G ∋ α 7→ ‖xα‖‖τα‖ ∈ K is in L2(G,K).
(v) for each h ∈ H, the map G ∋ α 7→ 〈h, xα〉〈τα, h〉 ∈ K is continuous.
Then ({xα}α∈G, {τα}α∈G) is a continuous frame for H if and only if for every pair Gx, Gτ of subsets of
G satisfying Gx ∩Gτ = ∅ and Gx ∪Gτ = G one has span{xα, τβ : α ∈ Gx, β ∈ Gτ} = H.
Proof. We can assume H 6= {0}.
(⇐) There exists α ∈ G such that xα 6= 0 6= τα (else Sx,τ is zero). Hence
∫
G ‖xα‖‖τα‖ dµG(α) > 0.
Clearly Sx,τ is self-adjoint and positive. Now
∫
G
〈h, xα〉〈τα, h〉 dµG(α) ≤
∫
G
|〈h, xα〉〈τα, h〉| dµG(α) ≤
(∫
G
‖xα‖‖τα‖ dµG(α)
)
‖h‖2.
Hence the upper frame bound condition is satisfied. Define φ : H ∋ h 7→ ∫G〈h, xα〉〈τα, h〉 dµ(α) ∈ R. We
argue that φ is continuous. Let hn → h in H as n→∞. Then
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|φ(hn)− φ(h)| =
∣∣∣∣∫
G
〈hn, xα〉〈τα, hn〉 dµG(α)−
∫
G
〈h, xα〉〈τα, h〉 dµG(α)
∣∣∣∣
=
∣∣∣∣ ∫
G
〈hn, xα〉〈τα, hn〉 dµG(α)−
∫
G
〈h, xα〉〈τα, hn〉 dµG(α)
+
∫
G
〈h, xα〉〈τα, hn〉 dµG(α)−
∫
G
〈h, xα〉〈τα, h〉 dµG(α)
∣∣∣∣
=
∣∣∣∣∫
G
〈hn − h, xα〉〈τα, hn〉 dµG(α) +
∫
G
〈h, xα〉〈τα, hn − h〉 dµG(α)
∣∣∣∣
≤
∫
G
‖hn − h‖‖xα‖‖‖τα‖‖hn‖ dµG(α) +
∫
G
‖h‖‖xα‖‖τα‖‖hn − h‖ dµG(α)
≤
((
sup
n∈N
‖hn‖+ ‖h‖
)∫
G
‖xα‖‖τα‖ dµG(α)
)
‖hn − h‖ → 0 as n→∞.
Compactness of the unit sphere of H gives the existence of g ∈ H with ‖g‖ = 1 such that a :=∫
G〈g, xα〉〈τα, g〉 dµG(α) = inf{
∫
G〈h, xα〉〈τα, h〉 dµG(α) : h ∈ H, ‖h‖ = 1}. We claim that a > 0. If this
fails: since 〈g, xα〉〈τα, g〉 ≥ 0, ∀α ∈ G, G is a locally compact group and the map G ∋ α 7→ 〈g, xα〉〈τα, g〉 ∈
K is continuous, from [28] we must have 〈g, xα〉〈τα, g〉 = 0, ∀α ∈ G. Define Gx := {α ∈ G : 〈g, xα〉 = 0}
and Gτ := {α ∈ G : 〈τα, g〉 = 0} \Gx. Now using 〈g, xα〉〈τα, g〉 = 0, ∀α ∈ G we get Gx ∪Gτ = G. Clearly
Gx ∩Gτ = ∅. Then g ⊥ span{xα, τβ : α ∈ Gx, β ∈ Gτ} = H which implies g = 0 which is forbidden. We
claim that a is a lower frame bound. For all nonzero h ∈ H,
a‖h‖2 ≤
(∫
G
〈
h
‖h‖ , xα
〉〈
τα,
h
‖h‖
〉
dµG(α)
)
‖h‖2 =
∫
G
〈h, xα〉〈τα, h〉 dµG(α).
(⇒) We prove by contrapositive. Suppose there are subsets Gx, Gτ of G satisfying Gx∩Gτ = ∅ and Gx∪
Gτ = G such that span{xα, τβ : α ∈ Gx, β ∈ Gτ} ( H. Let h ∈ H be nonzero such that h ⊥ span{xα, τβ :
α ∈ Gx, β ∈ Gτ}. Now because of Gx ∩ Gτ = ∅ and Gx ∪ Gτ = G we get
∫
G〈h, xα〉〈τα, h〉 dµG(α) = 0
which says that the lower frame bound condition fails. 
Proposition 7.2. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H with a lower frame bound a and
〈h, xα〉〈τα, h〉 ≥ 0, ∀h ∈ H, ∀α ∈ Ω. If ∆ is any measurable subset of Ω such that ∆ ∋ α 7→ ‖xα‖‖τα‖ ∈ K
is measurable and
∫
∆ ‖xα‖‖τα‖ dµ(α) < a, then ({xα}α∈Ω\∆, {τα}α∈Ω\∆) is a continuous frame for H
with lower frame bound a− ∫
∆
‖xα‖‖τα‖ dµ(α).
Proof.
a‖h‖2 ≤
∫
Ω
〈h, xα〉〈τα, h〉 dµ(α) =
∫
∆
〈h, xα〉〈τα, h〉 dµ(α) +
∫
Ω\∆
〈h, xα〉〈τα, h〉 dµ(α)
≤ ‖h‖2
∫
∆
‖xα‖‖τα‖ dµ(α) +
∫
Ω\∆
〈h, xα〉〈τα, h〉 dµ(α), ∀h ∈ H.

Theorem 7.3. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for a finite dimensional complex Hilbert
space H of dimension m. Then we have the following.
(i) The optimal lower frame bound (resp. optimal upper frame bound) is the smallest (resp. largest)
eigenvalue for Sx,τ .
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(ii) If {λj}mj=1 denotes the eigenvalues for Sx,τ , each appears as many times as its algebraic multiplicity,
then
m∑
j=1
λj =
∫
Ω
〈xα, τα〉 dµ(α) =
∫
Ω
〈τα, xα〉 dµ(α).
(iii) Condition number for Sx,τ is equal to the ratio between the optimal upper frame bound and the
optimal lower frame bound.
(iv) If the optimal upper frame bound is b, then
b ≤
∫
Ω
〈xα, τα〉 dµ(α) =
∫
Ω
〈τα, xα〉 dµ(α) ≤ mb.
(v)
Trace(Sx,τ ) =
∫
Ω
〈xα, τα〉 dµ(α) =
∫
Ω
〈τα, xα〉 dµ(α);
Trace(S2x,τ ) =
∫
Ω
∫
Ω
〈τα, xβ〉〈τβ , xα〉 dµ(β) dµ(α) =
∫
Ω
∫
Ω
〈τα, τβ〉〈xβ , xα〉 dµ(β) dµ(α).
(vi) If the frame is tight, then the optimal frame bound b = 1m
∫
Ω
〈xα, τα〉 dµ(α) = 1m
∫
Ω
〈τα, xα〉 dµ(α).
In particular, if 〈xα, τα〉 = 1, ∀α ∈ Ω, then b = µ(Ω)/m. Further,
h =
1
b
∫
Ω
〈h, xα〉τα dµ(α) = 1
b
∫
Ω
〈h, τα〉xα dµ(α), ∀h ∈ H;
‖h‖2 = 1
b
∫
Ω
〈h, xα〉〈τα, h〉 dµ(α) = 1
b
∫
Ω
〈h, τα〉〈xα, h〉 dµ(α), ∀h ∈ H.
(vii) If the frame is tight, then
(Extended variation formula)
∫
Ω
∫
Ω
〈τα, xβ〉〈τβ , xα〉 dµ(β) dµ(α) = 1
dimH
(∫
Ω
〈xα, τα〉 dµ(α)
)2
=
1
dimH
(∫
Ω
〈τα, xα〉 dµ(α)
)2
=
∫
Ω
∫
Ω
〈τα, τβ〉〈xβ , xα〉 dµ(β) dµ(α).
(viii) If the frame is Parseval, then
(Extended dimension formula) dimH =
∫
Ω
〈xα, τα〉 dµ(α) =
∫
Ω
〈τα, xα〉 dµ(α).
(ix) If the frame is Parseval, then for every T ∈ B(H),
(Extended trace formula) Trace(T ) =
∫
Ω
〈Txα, τα〉 dµ(α) =
∫
Ω
〈Tτα, xα〉 dµ(α).
Proof. (i) Using spectral theorem, H has an orthonormal basis {ej}mj=1 consisting of eigenvectors
for Sx,τ . Let {λj}mj=1 denote the corresponding eigenvalues. Then Sx,τh =
∑m
j=1〈h, ej〉Sx,τej =∑m
j=1 λj〈h, ej〉ej , ∀h ∈ H. Since Sx,τ is positive invertible, λj > 0, ∀j = 1, ...,m. Therefore
min{λj}mj=1‖h‖2 ≤
m∑
j=1
λj |〈h, ej〉|2 = 〈Sx,τh, h〉
=
∫
Ω
〈h, xα〉〈τα, h〉 dµ(α) ≤ max{λj}mj=1‖h‖2, ∀h ∈ H.
To get optimal frame bounds we take eigenvectors corresponding to min{λj}mj=1 and max{λj}mj=1.
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(ii)
m∑
j=1
λj =
m∑
j=1
λj‖ej‖2 =
m∑
j=1
〈Sx,τej , ej〉 =
m∑
j=1
∫
Ω
〈ej , xα〉〈τα, ej〉 dµ(α)
=
∫
Ω
(
m∑
j=1
〈τα, ej〉〈ej , xα〉) dµ(α) =
∫
Ω
〈τα, xα〉 dµ(α).
Since Sx,τ = Sτ,x, we get
∑m
j=1 λj =
∫
Ω
〈xα, τα〉 dµ(α).
(iii) This follows from (i).
(iv) Let {ej}mj=1 and {λj}mj=1 be as in (i). We may assume λ1 ≥ · · · ≥ λm. Then (i) gives b = λ1. Now
use (ii): b = λ1 ≤
∑m
j=1 λj =
∫
Ω〈xα, τα〉 dµ(α) =
∫
Ω〈τα, xα〉 dµ(α) ≤ λ1m = bm.
(v) Let {fj}mj=1 be an orthonormal basis for H. Then
Trace(Sx,τ ) =
m∑
j=1
〈Sx,τfj, fj〉 =
m∑
j=1
〈∫
Ω
〈fj , xα〉τα dµ(α), fj
〉
=
∫
Ω
 m∑
j=1
〈fj , xα〉〈τα, fj〉
 dµ(α) = ∫
Ω
〈τα, xα〉 dµ(α), and
Trace(S2x,τ ) =
m∑
j=1
〈Sx,τfj, Sx,τfj〉 =
m∑
j=1
〈∫
Ω
〈fj , xα〉τα dµ(α),
∫
Ω
〈fj , τβ〉xβ dµ(β)
〉
=
∫
Ω
∫
Ω
〈τα, xβ〉
m∑
j=1
〈fj , xα〉〈τβ , fj〉 dµ(β) dµ(α) =
∫
Ω
∫
Ω
〈τα, xβ〉〈τβ , xα〉 dµ(β) dµ(α),
Trace(S2x,τ ) =
m∑
j=1
〈Sx,τfj, Sx,τfj〉 =
m∑
j=1
〈∫
Ω
〈fj , xα〉τα dµ(α),
∫
Ω
〈fj , xβ〉τβ dµ(β)
〉
=
∫
Ω
∫
Ω
〈τα, τβ〉
m∑
j=1
〈fj , xα〉〈xβ , fj〉 dµ(β) dµ(α) =
∫
Ω
∫
Ω
〈τα, τβ〉〈xβ , xα〉 dµ(β) dµ(α).
(vi) Now Sx,τ = λIH, for some positive λ. This gives λ1 = · · · = λm = λ = b. From (ii) we get the
conclusions.
(vii) Let the optimal frame bound be b. From (v) and (vi),
∫
Ω
∫
Ω
〈τα, τβ〉〈xβ , xα〉 dµ(β) dµ(α) =
∫
Ω
∫
Ω
〈τα, xβ〉〈τβ , xα〉 dµ(β) dµ(α)
= Trace(S2x,τ ) = Trace(b
2IH) = b2m
=
(
1
m
∫
Ω
〈xα, τα〉 dµ(α)
)2
m =
1
m
(∫
Ω
〈xα, τα〉 dµ(α)
)2
.
(viii) Let {fj}mj=1 be as in (v). Then
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dimH =
m∑
j=1
‖fj‖2 =
m∑
j=1
∫
Ω
〈fj , xα〉〈τα, fj〉 dµ(α)
=
m∑
j=1
∫
Ω
〈fj , τα〉〈xα, fj〉 dµ(α) =
∫
Ω
m∑
j=1
〈fj , xα〉〈τα, fj〉 dµ(α)
=
∫
Ω
m∑
j=1
〈fj , τα〉〈xα, fj〉 dµ(α) =
∫
Ω
〈xα, τα〉 dµ(α) =
∫
Ω
〈τα, xα〉 dµ(α).
(ix) Let {fj}mj=1 be as in (v). Then
Trace(T ) =
m∑
j=1
〈Tfj, fj〉 =
m∑
j=1
〈∫
Ω
〈Tfj, xα〉τα dµ(α), fj
〉
=
∫
Ω
m∑
j=1
〈τα, fj〉〈Tfj, xα〉 dµ(α) =
∫
Ω
m∑
j=1
〈τα, fj〉〈fj , T ∗xα〉 dµ(α)
=
∫
Ω
〈τα, T ∗xα〉 dµ(α) =
∫
Ω
〈Tτα, xα〉 dµ(α).
Similarly by using Tfj =
∫
Ω〈Tfj, τα〉xα dµ(α), we get Trace(T ) =
∫
Ω〈Txα, τα〉 dµ(α).

Theorem 7.4. If a continuous frame ({xα}α∈Ω, {τα}α∈Ω) for Rm is such that∫
Ω
〈h, xα〉〈τα, g〉 dµ(α) =
∫
Ω
〈g, xα〉〈τα, h〉 dµ(α), ∀h, g ∈ Rn,
then it is also a continuous frame for Cm. Further, if ({xα}α∈Ω, {τα}α∈Ω) is a tight (resp. Parseval)
continuous frame for Rm, then it is also a tight (resp. Parseval) continuous frame for Cm.
Proof. Let a, b be lower and upper frame bounds, in order. For z ∈ Cm we write z = Re z+i Im z,Re z, Im z
∈ Rm. Then
a‖z‖2 = a‖Re z‖2 + a‖ Im z‖2 ≤
∫
Ω
〈Re z, xα〉〈τα,Re z〉 dµ(α) +
∫
Ω
〈Im z, xα〉〈τα, Im z〉 dµ(α)
=
(∫
Ω
〈Re z, xα〉〈τα,Re z〉 dµ(α) + i
∫
Ω
〈Im z, xα〉〈τα,Re z〉 dµ(α)
)
− i
(∫
Ω
〈Re z, xα〉〈τα, Im z〉 dµ(α) + i
∫
Ω
〈Im z, xα〉〈τα, Im z〉 dµ(α)
)
=
∫
Ω
〈Re z + i Im z, xα〉〈τα,Re z〉 dµ(α)− i
∫
Ω
〈Re z + i Im z, xα〉〈τα, Im z〉 dµ(α)
=
∫
Ω
〈z, xα〉〈τα,Re z〉 dµ(α) +
∫
Ω
〈z, xα〉〈τα, i Im z〉 dµ(α) =
∫
Ω
〈z, xα〉〈τα, z〉 dµ(α)
≤ b‖Re z‖2 + b‖ Im z‖2 = b‖z‖2.

Theorem 7.5. If ({xα}α∈Ω, {τα}α∈Ω) is a continuous frame for Cm such that∫
Ω
〈h,Rexα〉〈Im τα, h〉 dµ(α) =
∫
Ω
〈h, Imxα〉〈Re τα, h〉 dµ(α), ∀h ∈ Cm,
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then ({Rexα}α∈Ω ∪ {Imxα}α∈Ω, {Re τα}α∈Ω ∪ {Im τα}α∈Ω) is a continuous frame for Rm. Further, if
({xα}α∈Ω, {τα}α∈Ω) is a tight (resp. Parseval) continuous frame for Cm, then ({Rexα}α∈Ω∪{Imxα}α∈Ω,
{Re τα}α∈Ω ∪ {Im τα}α∈Ω) is a tight (resp. Parseval) continuous frame for Rm.
Proof. Consider
∫
Ω
〈h, xα〉〈τα, h〉 dµ(α) =
∫
Ω
〈h,Rexα + i Imxα〉〈Re τα + i Im τα, h〉 dµ(α)
=
∫
Ω
〈h,Rexα〉〈Re τα, h〉 dµ(α) + i
∫
Ω
〈h,Rexα〉〈Im τα, h〉 dµ(α)
− i
∫
Ω
〈h, Imxα〉〈Re τα, h〉 dµ(α) +
∫
Ω
〈h, Imxα〉〈Im τα, h〉 dµ(α)
=
∫
Ω
〈h,Rexα〉〈Re τα, h〉 dµ(α) +
∫
Ω
〈h, Imxα〉〈Im τα, h〉 dµ(α), ∀h ∈ Rm.
Therefore, if a, b are lower and upper frame bounds, respectively, then a‖h‖2 ≤ ∫Ω〈h,Rexα〉〈Re τα, h〉 dµ(α)
+
∫
Ω
〈h, Imxα〉〈Im τα, h〉 dµ(α) ≤ b‖h‖2, ∀h ∈ Rm. 
Proposition 7.6. Let ({xα}α∈Ω, {τα}α∈Ω) be a continuous frame for H. Then H is finite dimensional
if and only if ∫
Ω
〈xα, τα〉 dµ(α) =
∫
Ω
〈τα, xα〉 dµ(α) <∞.
In particular, if dimension of H is finite, 〈xα, τα〉 > 0, ∀α ∈ Ω and infα∈Ω〈xα, τα〉 is positive, then
µ(Ω) <∞.
Proof. Let {ek}k∈L be an orthonormal basis for H, and a, b be frame bounds for ({xα}α∈Ω, {τα}α∈Ω).
(⇒) Now L is finite. Then
∫
Ω
〈xα, τα〉 dµ(α) =
∫
Ω
∑
k∈L
〈xα, ek〉〈ek, τα〉 dµ(α) =
∑
k∈L
∫
Ω
〈xα, ek〉〈ek, τα〉 dµ(α)
≤ b
∑
k∈L
‖ek‖2 = bCard(L) <∞.
Since ({xα}α∈Ω, {τα}α∈Ω) is a continuous frame, we must have∫
Ω
〈xα, ek〉〈ek, τα〉 dµ(α) =
∫
Ω
〈xα, ek〉〈ek, τα〉 dµ(α).
Therefore
∫
Ω
〈xα, τα〉 dµ(α) =
∫
Ω
〈τα, xα〉 dµ(α) <∞.
(⇐) dimH =∑k∈L ‖ek‖2 ≤ (1/a)∑k∈L ∫Ω〈ek, xα〉〈τα, ek〉 dµ(α) = (1/a) ∫Ω∑k∈L〈ek, xα〉〈τα, ek〉 dµ(α) =
(1/a)
∫
Ω
〈xα, τα〉 dµ(α) <∞.
For the second, 0 < infα∈Ω〈xα, τα〉µ(Ω) =
∫
Ω infα∈Ω〈xα, τα〉 dµ(α) ≤
∫
Ω〈xα, τα〉 dµ(α) <∞. 
Proposition 7.7. Let I ⊆ R be a bounded interval. Let aα, bα ≥ 0, θα, φα ∈ R, ∀α ∈ I and I ∋ α 7→
θα ∈ R, I ∋ α 7→ φα ∈ R be continuous. Then
{
xα :=
[
aα cos θα
aα sin θα
]}
α∈I
is a tight continuous frame for
R2 w.r.t.
{
τα :=
[
bα cosφα
bα sinφα
]}
α∈I
if and only if
∫
I
aαbα cos(θα + φα)aαbα sin(θα + φα)
aαbα sin(θα − φα)
 dα =
00
0
 .
36
Proof. Matrix of Sx,τ is [∫
I aαbα cos θα cosφα dα
∫
I aαbα sin θα cosφα dα∫
I
aαbα cos θα sinφα dα
∫
I
aαbα sin θα sinφα dα
]
.
We next observe that Sx,τ = aIR2 for some a > 0 if and only if
∫
I
aαbα cos(θα + φα)aαbα sin(θα + φα)
aαbα sin(θα − φα)
 dα =
00
0
 .

8. Further extension
Definition 8.1. A collection {Aα}α∈Ω in B(H,H0) is said to be a weak continuous operator-valued
frame (we write weak continuous (ovf)) in B(H,H0) with respect to a collection {Ψα}α∈Ω in B(H,H0) if
(i) for each h ∈ H, both maps Ω ∋ α 7→ Aαh ∈ H0 and Ω ∋ α 7→ Ψαh ∈ H0 are measurable,
(ii) the map (we call as frame operator) SA,Ψ : H ∋ h 7→
∫
Ω
Ψ∗αAαh dµ(α) ∈ H is a well-defined bounded
positive invertible operator.
Notions of frame bounds, optimal bounds, tight frame, Parseval frame, Bessel are in same fashion as in
Definition 2.2.
For fixed Ω, H,H0, and {Ψα}α∈Ω, the set of all weak continuous operator-valued frames in B(H,H0) with
respect to collection {Ψα}α∈Ω is denoted by FwΨ.
Proposition 8.2. A collection {Aα}α∈Ω in B(H,H0) is a weak continuous (ovf) w.r.t. {Ψα}α∈Ω in
B(H,H0) if and only if there exist a, b, r > 0 such that
(i) for each h ∈ H, both maps Ω ∋ α 7→ Aαh ∈ H0, Ω ∋ α 7→ Ψαh ∈ H0 are measurable,
(ii) ‖ ∫
Ω
Ψ∗αAαh dµ(α)‖ ≤ r‖h‖, ∀h ∈ H,
(iii) a‖h‖2 ≤ ∫Ω〈Aαh,Ψαh〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H,
(iv)
∫
Ω
Ψ∗αAαh dµ(α) =
∫
Ω
A∗αΨαh dµ(α), ∀h ∈ H.
If the Hilbert space is complex, then condition (iv) can be dropped.
Proposition 8.3. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a weak continuous (ovf) in B(H,H0) with an upper frame
bound b. If {α} is measurable and Ψ∗αAα ≥ 0, ∀α ∈ Ω, then µ({α})‖Ψ∗αAα‖ ≤ b, ∀α ∈ Ω.
Definition 8.4. A weak continuous (ovf) ({Bα}α∈Ω, {Φα}α∈Ω) in B(H,H0) is said to be dual of a weak
continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω) in B(H,H0) if
∫
Ω
B∗αΨαh dµ(α) =
∫
Ω
Φ∗αAαh dµ(α) = h, ∀h ∈
H. The ‘weak continuous (ovf)’ ({A˜α := AαS−1A,Ψ}α∈Ω, {Ψ˜α := ΨαS−1A,Ψ}α∈Ω), which is a ‘dual’ of
({Aα}α∈Ω, {Ψα}α∈Ω) is called the canonical dual of ({Aα}α∈Ω, {Ψα}α∈Ω).
Proposition 8.5. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a weak continuous (ovf) in B(H,H0). If h ∈ H has
representation h =
∫
Ω
A∗αf(α) dµ(α) =
∫
Ω
Ψ∗αg(α) dµ(α), for some measurable f, g : Ω→ H0, then∫
Ω
〈f(α), g(α)〉 dµ(α) =
∫
Ω
〈Ψ˜αh, A˜αh〉 dµ(α) +
∫
Ω
〈f(α) − Ψ˜αh, g(α)− A˜αh〉 dµ(α).
Theorem 8.6. Let ({Aα}α∈Ω, {Ψα}α∈Ω) be a weak continuous (ovf) with frame bounds a and b. Then
the following statements are true.
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(i) The canonical dual weak continuous (ovf) of the canonical dual weak continuous (ovf) of ({Aα}α∈Ω,
{Ψα}α∈Ω) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({Aα}α∈Ω, {Ψα}α∈Ω).
(iii) If a, b are optimal frame bounds for ({Aα}α∈Ω, {Ψα}α∈Ω), then 1b , 1a are optimal frame bounds for
its canonical dual.
Definition 8.7. A weak continuous (ovf) ({Bα}α∈Ω, {Φα}α∈Ω) in B(H,H0) is said to be orthogonal
to a weak continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω) in B(H,H0) if
∫
ΩB
∗
αΨαh dµ(α) =
∫
ΩΦ
∗
αAαh dµ(α) =
0, ∀h ∈ H.
Proposition 8.8. Two orthogonal weak continuous operator-valued frames have common dual weak con-
tinuous (ovf).
Proof. Let ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω) be two orthogonal weak continuous operator-
valued frames in B(H,H0). Define Cα := AαS−1A,Ψ+BαS−1B,Φ,Ξα := ΨαS−1A,Ψ+ΦαS−1B,Φ, ∀α ∈ Ω. Then for
all h, g ∈ H,
〈SC,Ξh, g〉 =
∫
Ω
〈Cαh,Ξαg〉 dµ(α)
=
∫
Ω
〈(AαS−1A,Ψ +BαS−1B,Φ)h, (ΨαS−1A,Ψ +ΦαS−1B,Φ)g〉 dµ(α)
=
∫
Ω
〈AαS−1A,Ψh,ΨαS−1A,Ψg〉 dµ(α) +
∫
Ω
〈AαS−1A,Ψh,ΦαS−1B,Φg〉 dµ(α)
+
∫
Ω
〈BαS−1B,Φh,ΨαS−1A,Ψg〉 dµ(α) +
∫
Ω
〈BαS−1B,Φh,ΦαS−1B,Φg〉 dµ(α)
= 〈SA,Ψ(S−1A,Ψh), S−1A,Ψg〉+ 〈0, S−1B,Φg〉+ 〈0, S−1A,Ψg〉+ 〈SB,Φ(S−1B,Φh), S−1B,Φg〉
= 〈(S−1A,Ψ + S−1B,Φ)h, g〉.
Hence SC,Ξ = S
−1
A,Ψ+ S
−1
B,Φ which is positive invertible. Therefore ({Cα}α∈Ω, {Ξα}α∈Ω) is a weak contin-
uous (ovf) in B(H,H0). Further, for all h, g ∈ H,
∫
Ω
〈Ψ∗αCαh, g〉 dµ(α) =
∫
Ω
〈(AαS−1A,Ψ +BαS−1B,Φ)h,Ψαg〉 dµ(α)
=
∫
Ω
〈AαS−1A,Ψh,Ψαg〉 dµ(α) +
∫
Ω
〈BαS−1B,Φh,Ψαg〉 dµ(α) = 〈h, g〉+ 〈0, g〉,
∫
Ω
〈A∗αΞαh, g〉 dµ(α) =
∫
Ω
〈(ΨαS−1A,Ψ +ΦαS−1B,Φ)h,Aαg〉 dµ(α)
=
∫
Ω
〈ΨαS−1A,Ψh,Aαg〉 dµ(α) +
∫
Ω
〈ΦαS−1B,Φh,Aαg〉 dµ(α) = 〈h, g〉+ 〈0, g〉,
and
∫
Ω
〈Φ∗αCαh, g〉 dµ(α) =
∫
Ω
〈(AαS−1A,Ψ +BαS−1B,Φ)h,Φαg〉 dµ(α)
=
∫
Ω
〈AαS−1A,Ψh,Φαg〉 dµ(α) +
∫
Ω
〈BαS−1B,Φh,Φαg〉 dµ(α) = 〈0, g〉+ 〈h, g〉,
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∫
Ω
〈B∗αΞαh, g〉 dµ(α) =
∫
Ω
〈(ΨαS−1A,Ψ +ΦαS−1B,Φ)h,Bαg〉 dµ(α)
=
∫
Ω
〈ΨαS−1A,Ψh,Bαg〉 dµ(α) +
∫
Ω
〈ΦαS−1B,Φh,Bαg〉 dµ(α) = 〈0, g〉+ 〈h, g〉.
Thus ({Cα}α∈Ω, {Ξα}α∈Ω) is a common dual of ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω). 
Proposition 8.9. Let ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω) be two Parseval weak continuous
operator-valued frames in B(H,H0) which are orthogonal. If C,D,E, F ∈ B(H) are such that C∗E +
D∗F = IH, then ({AαC+BαD}α∈Ω, {ΨαE+ΦαF}α∈Ω) is a Parseval weak continuous (ovf) in B(H,H0).
In particular, if scalars c, d, e, f satisfy c¯e+d¯f = 1, then ({cAα+dBα}α∈Ω, {eΨα+fΦα}α∈Ω) is a Parseval
weak continuous (ovf).
Proof. For all h, g ∈ H,
〈SAC+BD,ΨE+ΦFh, g〉 =
∫
Ω
〈(AαC +BαD)h, (ΨαE +ΦαF )g〉 dµ(α)
=
∫
Ω
〈Aα(Ch),Ψα(Eg)〉 dµ(α) +
∫
Ω
〈Aα(Ch),Φα(Fg)〉 dµ(α)
+
∫
Ω
〈Bα(Dh),Ψα(Eg)〉 dµ(α) +
∫
Ω
〈Bα(Dh),Φα(Fg)〉 dµ(α)
= 〈Ch,Eg〉+ 〈0, Fg〉+ 〈0, Eg〉+ 〈Dh,Fg〉
= 〈E∗Ch, g〉+ 〈F ∗Dh, g〉 = 〈(E∗C + F ∗D)h, g〉 = 〈h, g〉.

Definition 8.10. Two weak continuous operator-valued frames ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω,
{Φα}α∈Ω) in B(H,H0) are called disjoint if ({Aα ⊕Bα}α∈Ω, {Ψα ⊕Φα}α∈Ω) is a weak continuous (ovf)
in B(H⊕H,H0).
Proposition 8.11. If ({Aα}α∈Ω, {Ψα}α∈Ω) and ({Bα}α∈Ω, {Φα}α∈Ω) are orthogonal weak continuous
operator-valued frames in B(H,H0), then they are disjoint. Further, if both ({Aα}α∈Ω, {Ψα}α∈Ω) and
({Bα}α∈Ω, {Φα}α∈Ω) are Parseval weak, then ({Aα ⊕Bα}α∈Ω, {Ψα ⊕ Φα}α∈Ω) is Parseval weak.
Proof. Let h⊕ g, u⊕ v ∈ H ⊕H. Then
〈SA⊕B,Ψ⊕Φ(h⊕ g), u⊕ v〉 =
∫
Ω
〈(Aα ⊕Bα)(h⊕ g), (Ψα ⊕ Φα)(u⊕ v)〉 dµ(α)
=
∫
Ω
〈Aαh+ Bαg,Ψαu+Φαv〉 dµ(α) =
∫
Ω
〈Aαh,Ψαu〉 dµ(α) +
∫
Ω
〈Aαh,Φαv〉 dµ(α)
+
∫
Ω
〈Bαg,Ψαu〉 dµ(α) +
∫
Ω
〈Bαg,Φαv〉 dµ(α)
= 〈SA,Ψh, u〉+ 〈0, u〉+ 〈0, v〉+ 〈SB,Φg, v〉 = 〈SA,Ψh⊕ SB,Φg, u⊕ v〉
= 〈(SA,Ψ ⊕ SB,Φ)(h⊕ g), u⊕ v〉 =⇒ SA⊕B,Ψ⊕Φ = SA,Ψ ⊕ SB,Φ.

Characterization
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Theorem 8.12. Let {Aα}α∈Ω, {Ψα}α∈Ω be in B(H,H0). Suppose {eα,β}β∈Ωα is an orthonormal basis
for H0, for each α ∈ Ω. Let uα,β = A∗αeα,β, vα,β = Ψ∗αeα,β, ∀β ∈ Ωα, ∀α ∈ Ω. Then ({Aα}α∈Ω, {Ψα}α∈Ω)
is a weak continuous
(i) (ovf) in B(H,H0) with bounds a and b if and only if for each h ∈ H, both maps Ω ∋ α 7→∑
β∈Ωα〈h, uα,β〉eα,β ∈ H0, Ω ∋ α 7→
∑
β∈Ωα〈h, vα,β〉eα,β ∈ H0 are measurable and the map
T : H ∋ h 7→
∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) ∈ H
is a well-defined bounded positive invertible operator such that a‖h‖2 ≤ 〈Th, h〉 ≤ b‖h‖2, ∀h ∈ H.
(ii) Bessel in B(H,H0) with bound b if and only if for each h ∈ H, both maps Ω ∋ α 7→
∑
β∈Ωα〈h, uα,β〉eα,β
∈ H0, Ω ∋ α 7→
∑
β∈Ωα〈h, vα,β〉eα,β ∈ H0 are measurable and the map
T : H ∋ h 7→
∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) ∈ H
is a well-defined bounded positive operator such that 0 ≤ 〈Th, h〉 ≤ b‖h‖2, ∀h ∈ H.
(iii) (ovf) in B(H,H0) with bounds a and b if and only if for each h ∈ H, both maps Ω ∋ α 7→∑
β∈Ωα〈h, uα,β〉eα,β ∈ H0, Ω ∋ α 7→
∑
β∈Ωα〈h, vα,β〉eα,β ∈ H0 are measurable and there exists
r > 0 such that ∥∥∥∥∥∥
∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α)
∥∥∥∥∥∥ ≤ r‖h‖, ∀h ∈ H;∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) =
∫
Ω
∑
β∈Ωα
〈h, vα,β〉uα,β dµ(α), ∀h ∈ H;
a‖h‖2 ≤
∫
Ω
∑
β∈Ωα
〈h, uα,β〉〈vα,β , h〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H.
(iv) Bessel in B(H,H0) with bound b if and only if for each h ∈ H, both maps Ω ∋ α 7→
∑
β∈Ωα〈h, uα,β〉eα,β
∈ H0, Ω ∋ α 7→
∑
β∈Ωα〈h, vα,β〉eα,β ∈ H0 are measurable and there exists r > 0 such that∥∥∥∥∥∥
∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α)
∥∥∥∥∥∥ ≤ r‖h‖, ∀h ∈ H;∫
Ω
∑
β∈Ωα
〈h, uα,β〉vα,β dµ(α) =
∫
Ω
∑
β∈Ωα
〈h, vα,β〉uα,β dµ(α), ∀h ∈ H;
0 ≤
∫
Ω
∑
β∈Ωα
〈h, uα,β〉〈vα,β , h〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H.
Similarity of weak continuous operator-valued frames
Definition 8.13. A weak continuous (ovf) ({Bα}α∈Ω, {Φα}α∈Ω) in B(H,H0) is said to be right-similar
to a weak continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω) in B(H,H0) if there exist invertible RA,B, RΨ,Φ ∈ B(H)
such that Bα = AαRA,B,Φα = ΨαRΨ,Φ, ∀α ∈ Ω.
Proposition 8.14. Let {Aα}α∈Ω ∈ FwΨ with frame bounds a, b, let RA,B, RΨ,Φ ∈ B(H) be positive,
invertible, commute with each other, commute with SA,Ψ, and let Bα = AαRA,B,Φα = ΨαRΨ,Φ, ∀α ∈ Ω.
Then {Bα}α∈Ω ∈ FwΦ, SB,Φ = RΨ,ΦSA,ΨRA,B, and a‖R−1
A,B
‖‖R−1
Ψ,Φ
‖ ≤ SB,Φ ≤ b‖RA,BRΨ,Φ‖. Assuming that
({Aα}α∈Ω, {Ψα}α∈Ω) is a Parseval weak continuous (ovf), then ({Bα}α∈Ω, {Φα}α∈Ω) is a Parseval weak
continuous (ovf) if and only if RΨ,ΦRA,B = IH.
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Proposition 8.15. Let {Aα}α∈Ω ∈ FwΨ, {Bα}α∈Ω ∈ FwΦ and Bα = AαRA,B,Φα = ΨαRΨ,Φ, ∀α ∈ Ω, for
some invertible RA,B, RΨ,Φ ∈ B(H). Then SB,Φ = R∗Ψ,ΦSA,ΨRA,B. Assuming that ({Aα}α∈Ω, {Ψα}α∈Ω)
is a Parseval weak continuous (ovf), then ({Bα}α∈Ω, {Φα}α∈Ω) is a Parseval weak continuous (ovf) if
and only if R∗Ψ,ΦRA,B = IH.
Proof. For all h, g ∈ H,
〈SB,Φh, g〉 =
∫
Ω
〈Bαh,Φαg〉 dµ(α) =
∫
Ω
〈Aα(RA,Bh),Ψα(RΨ,Φg)〉 dµ(α)
= 〈SA,Ψ(RA,B), RΨ,Φg〉 = 〈R∗Ψ,ΦSA,ΨRA,Bh, g〉.

Remark 8.16. For every weak continuous (ovf) ({Aα}α∈Ω, {Ψα}α∈Ω), each of ‘weak continuous operator-
valued frames’ ({AαS−1A,Ψ}α∈Ω, {Ψα}α∈Ω), ({AαS−1/2A,Ψ }α∈Ω, {ΨαS−1/2A,Ψ }α∈Ω), and ({Aα}α∈Ω, {ΨαS−1A,Ψ}α∈Ω)
is a Parseval weak continuous (ovf) which is right-similar to ({Aα}α∈Ω, {Ψα}α∈Ω).
The case H0 = K of weak continuous operator-valued frames
Definition 8.17. A set of vectors {xα}α∈Ω in a Hilbert space H is said to be a weak continuous frame
w.r.t. a set {τα}α∈Ω in H if
(i) for each h ∈ H, both maps Ω ∋ α 7→ 〈h, xα〉 ∈ K and Ω ∋ α 7→ 〈h, τα〉 ∈ K are measurable,
(ii) the map (we call as frame operator) Sx,τ : H ∋ h 7→
∫
Ω〈h, xα〉τα dµ(α) ∈ H is a well-defined bounded
positive invertible operator.
Notions of frame bounds, optimal bounds, tight frame, Parseval frame, Bessel are similar to the same in
Definition 6.1.
For fixed Ω,H, and {τα}α∈Ω, the set of all weak continuous frames for H w.r.t. {τα}α∈Ω is denoted by
Fwτ .
Proposition 8.18. A set of vectors {xα}α∈Ω in H is a weak continuous frame w.r.t. a set {τα}α∈Ω in
H if and only if there are a, b, r > 0 such that
(i) for each h ∈ H, both maps Ω ∋ α 7→ 〈h, xα〉 ∈ K, Ω ∋ α 7→ 〈h, τα〉 ∈ K are measurable,
(ii) ‖ ∫Ω〈h, xα〉τα dµ(α)‖ ≤ r‖h‖, ∀h ∈ H,
(iii) a‖h‖2 ≤ ∫
Ω
〈h, xα〉〈τα, h〉 dµ(α) ≤ b‖h‖2, ∀h ∈ H,
(iv)
∫
Ω〈h, xα〉τα dµ(α) =
∫
Ω〈h, τα〉xα dµ(α), ∀h ∈ H.
If the space is over C, then (iv) can be omitted.
Theorem 8.19. Let {xα}α∈Ω, {τα}α∈Ω be in H. Define Aα : H ∋ h 7→ 〈h, xα〉 ∈ K, Ψα : H ∋
h 7→ 〈h, τα〉 ∈ K, ∀α ∈ Ω. Then ({xα}α∈Ω, {τα}α∈Ω) is a weak continuous frame for H if and only if
({Aα}α∈Ω, {Ψα}α∈Ω) is a weak continuous operator-valued frame in B(H,K).
Proposition 8.20. If ({xα}α∈Ω, {τα}α∈Ω) is a weak continuous frame for H, then every h ∈ H can be
written as
h =
∫
Ω
〈h, S−1x,ττα〉xα dµ(α) =
∫
Ω
〈h, τα〉S−1x,τxα dµ(α) =
∫
Ω
〈h, S−1x,τxα〉τα dµ(α) =
∫
Ω
〈h, xα〉S−1x,ττα dµ(α).
Proof. For all h, g ∈ H, 〈h, g〉 = 〈Sx,τh, S−1x,τg〉 =
∫
Ω
〈h, xα〉〈τα, S−1x,τg〉 dµ(α) =
∫
Ω
〈h, xα〉〈S−1x,ττα, g〉 dµ(α) =
〈∫Ω〈h, xα〉S−1x,ττα dµ(α), g〉, 〈h, g〉 = 〈Sx,τS−1x,τh, g〉 = ∫Ω〈S−1x,τh, τα〉〈xα, g〉 dµ(α) = ∫Ω〈h, S−1x,ττα〉〈xα, g〉 dµ(α)
= 〈∫
Ω
〈h, S−1x,ττα〉xα dµ(α), g〉. 
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Proposition 8.21. Let ({xα}α∈Ω, {τα}α∈Ω) be a weak continuous frame for H with upper frame bound b.
If for some α ∈ Ω we have {α} is measurable and 〈xα, xβ〉〈τβ , xα〉 ≥ 0, ∀β ∈ Ω, then µ({α})〈xα, τα〉 ≤ b
for that α.
Definition 8.22. A weak continuous frame ({yα}α∈Ω, {ωα}α∈Ω) for H is said to be a dual of weak contin-
uous frame ({xα}α∈Ω, {τα}α∈Ω) for H if
∫
Ω〈h, xα〉ωα dµ(α) =
∫
Ω〈h, τα〉yα dµ(α) = h, ∀h ∈ H. The ‘weak
continuous frame’ ({x˜α := S−1x,τxα}α∈Ω, {τ˜α := S−1x,ττα}α∈Ω), which is a ‘dual’ of ({xα}α∈Ω, {τα}α∈Ω) is
called the canonical dual of ({xα}α∈Ω, {τα}α∈Ω).
Proposition 8.23. Let ({xα}α∈Ω, {τα}α∈Ω) be a weak continuous frame for H. If h ∈ H has represen-
tation h =
∫
Ω
f(α)xα dµ(α) =
∫
Ω
g(α)τα dµ(α), for some measurable f, g : Ω→ K, then∫
Ω
f(α)g(α) dµ(α) =
∫
Ω
〈h, τ˜α〉〈x˜α, h〉 dµ(α) +
∫
Ω
(f(α)− 〈h, τ˜α〉)(g(α) − 〈x˜α, h〉) dµ(α).
Theorem 8.24. Let ({xα}α∈Ω, {τα}α∈Ω) be a weak continuous frame for H with frame bounds a and b.
Then
(i) The canonical dual weak continuous frame of the canonical dual weak continuous frame of ({xα}α∈Ω,
{τα}α∈Ω) is itself.
(ii) 1b ,
1
a are frame bounds for the canonical dual of ({xα}α∈Ω, {τα}α∈Ω).
(iii) If a, b are optimal frame bounds for ({xα}α∈Ω, {τα}α∈Ω), then 1b , 1a are optimal frame bounds for its
canonical dual.
Definition 8.25. A weak continuous frame ({yα}α∈Ω, {ωα}α∈Ω) for H is said to be orthogonal to a weak
continuous frame ({xα}α∈Ω, {τα}α∈Ω) for H if
∫
Ω
〈h, xα〉ωα dµ(α) =
∫
Ω
〈h, τα〉yα dµ(α) = 0, ∀h ∈ H.
Proposition 8.26. Two orthogonal weak continuous frames have a common dual weak continuous frame.
Proof. Let ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) be orthogonal weak continuous frames for H.
Define zα := S
−1
x,τxα + S
−1
y,ωyα, ρα := S
−1
x,ττα + S
−1
y,ωωα, ∀α ∈ Ω. For h, g ∈ H,
〈Sz,ρh, g〉 =
∫
Ω
〈h, zα〉〈ρα, g〉 dµ(α)
=
∫
Ω
〈h, S−1x,τxα + S−1y,ωyα〉〈S−1x,τ τα + S−1y,ωωα, g〉 dµ(α)
=
∫
Ω
〈S−1x,τh, xα〉〈τα, S−1x,τg〉 dµ(α) +
∫
Ω
〈S−1x,τh, xα〉〈ωα, S−1y,ωg〉 dµ(α)
+
∫
Ω
〈S−1y,ωh, yα〉〈τα, S−1x,τg〉 dµ(α) +
∫
Ω
〈S−1y,ωh, yα〉〈ωα, S−1y,ωg〉 dµ(α)
= 〈Sx,τS−1x,τh, S−1x,τg〉+
〈∫
Ω
〈S−1x,τh, xα〉ωα dµ(α), S−1y,ωg
〉
+
〈∫
Ω
〈S−1y,ωh, yα〉τα dµ(α), S−1x,τg
〉
+ 〈Sy,ωS−1y,ωh, S−1y,ωg〉
= 〈S−1x,τh, g〉+ 〈0, S−1y,ωg〉+ 〈0, S−1x,τg〉+ 〈S−1y,ωh, g〉 = 〈S−1x,τh+ S−1y,ωh, g〉.
Therefore Sz,ρ = S
−1
x,τ + S
−1
y,ω which tells that ({zα}α∈Ω, {ρα}α∈Ω) is a weak continuous frame for H. For
duality, let h, g ∈ H. Then
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〈∫
Ω
〈h, xα〉ρα dµ(α), g
〉
=
〈∫
Ω
〈h, xα〉(S−1x,ττα + S−1y,ωωα) dµ(α), g
〉
=
∫
Ω
〈h, xα〉〈τα, S−1x,τg〉 dµ(α) +
∫
Ω
〈h, xα〉〈ωα, S−1y,ωg〉 dµ(α) = 〈h, g〉+ 〈0, S−1y,ωg〉,
〈∫
Ω
〈h, τα〉zα dµ(α), g
〉
=
〈∫
Ω
〈h, τα〉(S−1x,τxα + S−1y,ωyα) dµ(α), g
〉
=
∫
Ω
〈h, τα〉〈xα, S−1x,τg〉 dµ(α) +
∫
Ω
〈h, τα〉〈yα, S−1y,ωg〉 dµ(α) = 〈h, g〉+ 〈0, S−1y,ωg〉,
and
〈∫
Ω
〈h, yα〉ρα dµ(α), g
〉
=
〈∫
Ω
〈h, yα〉(S−1x,τ τα + S−1y,ωωα) dµ(α), g
〉
=
∫
Ω
〈h, yα〉〈τα, S−1x,τg〉 dµ(α) +
∫
Ω
〈h, yα〉〈ωα, S−1y,ωg〉 dµ(α) = 〈0, S−1y,ωg〉+ 〈h, g〉,
〈∫
Ω
〈h, ωα〉zα dµ(α), g
〉
=
〈∫
Ω
〈h, ωα〉(S−1x,τxα + S−1y,ωyα) dµ(α), g
〉
=
∫
Ω
〈h, ωα〉〈xα, S−1x,τg〉 dµ(α) +
∫
Ω
〈h, ωα〉〈yα, S−1y,ωg〉 dµ(α) = 〈0, S−1x,τg〉+ 〈h, g〉.

Proposition 8.27. Let ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) be two Parseval weak continuous
frames for H which are orthogonal. If A,B,C,D ∈ B(H) are such that AC∗ +BD∗ = IH, then ({Axα +
Byα}α∈Ω, {Cτα+Dωα}α∈Ω) is a Parseval weak continuous frame for H. In particular, if scalars a, b, c, d
satisfy ac¯+ bd¯ = 1, then ({axα + byα}α∈Ω, {cτα + dωα}α∈Ω) is a Parseval weak continuous frame for H.
Proof. For all h, g ∈ H,
〈SAx+By,Cτ+Dωh, g〉 =
∫
Ω
〈h,Axα +Byα〉〈Cτα +Dωα, g〉 dµ(α)
=
∫
Ω
〈A∗h, xα〉〈τα, C∗g〉 dµ(α) +
∫
Ω
〈A∗h, xα〉〈ωα, D∗g〉 dµ(α)
+
∫
Ω
〈B∗h, yα〉〈τα, C∗g〉 dµ(α) +
∫
Ω
〈B∗h, yα〉〈ωα, D∗g〉 dµ(α)
= 〈A∗h,C∗g〉+ 〈0, D∗g〉+ 〈0, C∗g〉+ 〈B∗h,D∗g〉
= 〈CA∗h, g〉+ 〈DB∗h, g〉 = 〈(CA∗ +DB∗)h, g〉 = 〈h, g〉.

Definition 8.28. Two weak continuous frames ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) for H are
called disjoint if ({xα ⊕ yα}α∈Ω, {τα ⊕ ωα}α∈Ω) is a weak continuous frame for H⊕H.
Proposition 8.29. If ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) are orthogonal weak continuous
frames for H, then they are disjoint. Further, if both ({xα}α∈Ω, {τα}α∈Ω) and ({yα}α∈Ω, {ωα}α∈Ω) are
Parseval weak, then ({xα ⊕ yα}α∈Ω, {τα ⊕ ωα}α∈Ω) is Parseval weak.
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Proof. Let h⊕ g, u⊕ v ∈ H ⊕H. Then
〈Sx⊕y,τ⊕ω(h⊕ g), u⊕ v〉 =
∫
Ω
〈h⊕ g, xα ⊕ yα〉〈τα ⊕ ωα, u⊕ v〉 dµ(α)
=
∫
Ω
(〈h, xα〉+ 〈g, yα〉)(〈τα, u〉+ 〈ωα, v〉) dµ(α) =
∫
Ω
〈h, xα〉〈τα, u〉 dµ(α)
+
∫
Ω
〈h, xα〉〈ωα, v〉 dµ(α) +
∫
Ω
〈g, yα〉〈τα, u〉 dµ(α) +
∫
Ω
〈g, yα〉〈ωα, v〉 dµ(α)
= 〈Sx,τh, u〉+ 〈0, v〉+ 〈0, u〉+ 〈Sy,ωg, v〉 = 〈Sx,τh⊕ Sy,ωg, u⊕ v〉
= 〈(Sx,τ ⊕ Sy,ω)(h⊕ g), u⊕ v〉 =⇒ Sx⊕y,τ⊕ω = Sx,τ ⊕ Sy,ω.

Similarity
Definition 8.30. A weak continuous frame ({yα}α∈Ω, {ωα}α∈Ω) for H is said to be similar to a weak
continuous frame ({xα}α∈Ω, {τα}α∈Ω) for H if there are invertible Tx,y, Tτ,ω ∈ B(H) such that yα =
Tx,yxα, ωα = Tτ,ωτα, ∀α ∈ Ω.
Proposition 8.31. Let {xα}α∈Ω ∈ Fwτ with frame bounds a, b, let Tx,y, Tτ,ω ∈ B(H) be positive, invertible,
commute with each other, commute with Sx,τ , and let yα = Tx,yxα, ωα = Tτ,ωτα, ∀α ∈ Ω. Then {yα}α∈Ω ∈
Fwτ , Sy,ω = Tτ,ωSx,τTx,y, and
a
‖T−1x,y‖‖T−1τ,ω‖ ≤ Sy,ω ≤ b‖Tx,yTτ,ω‖. Assuming that ({xα}α∈Ω, {τα}α∈Ω) is
Parseval weak continuous, then ({yα}α∈Ω, {ωα}α∈Ω) is Parseval weak continuous if and only if Tτ,ωTx,y =
IH.
Proposition 8.32. Let {xα}α∈Ω ∈ Fwτ , {yα}α∈Ω ∈ Fwω and yα = Tx,yxα, ωα = Tτ,ωτα, ∀α ∈ Ω, for
some invertible Tx,y, Tτ,ω ∈ B(H). Then Sy,ω = Tτ,ωSx,τT ∗x,y. Assuming that ({xα}α∈Ω, {τα}α∈Ω) is
Parseval weak continuous frame, then ({yα}α∈Ω, {ωα}α∈Ω) is Parseval weak continuous frame if and only
if Tτ,ωT
∗
x,y = IH.
Proof. For all h, g ∈ H,
〈Sy,ωh, g〉 =
∫
Ω
〈h, yα〉〈ωα, g〉 dµ(α) =
∫
Ω
〈h, Tx,yxα〉〈Tτ,ωτα, g〉 dµ(α)
=
∫
Ω
〈T ∗x,yh, xα〉〈τα, T ∗τ,ωg〉 dµ(α) = 〈Sx,τ (T ∗x,yh), T ∗τ,ωg〉 = 〈Tτ,ωSx,τT ∗x,yh, g〉.

Remark 8.33. For every weak continuous frame ({xα}α∈Ω, {τα}α∈Ω), each of ‘weak continuous frames’
({S−1x,τxα}α∈Ω, {τα}α∈Ω), ({S−1/2x,τ xα}α∈Ω, {S−1/2x,τ τα}α∈Ω), and ({xα}α∈Ω, {S−1x,ττα}α∈Ω) is a Parseval weak
continuous frame which is similar to ({xα}α∈Ω, {τα}α∈Ω).
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