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Shrnutí
Firewall, jako základní programové vybavení pro posílení bezpecˇnosti pocˇítacˇe, aktivneˇ
brání vzniku bezpecˇnostního incidentu nebo pasivneˇ hlásí jeho prˇítomnost. Cílem této práce
je popsat a vytvorˇit subsystém pro operacˇní systém Windows NT v rámci komercˇního ba-
líku AVG Internet Security, který bude informovat o neˇkterých rizicích na pocˇítacˇové síti,
prˇípadneˇ jim prˇedcházet. Práce se zameˇrˇuje na protokoly ARP a TCP, popisuje obecneˇ i
konkrétneˇ problémy teˇchto protokolu˚ a navrhuje prˇípadná rˇešení.
A firewall is considered a basic security software responsible for an active protection
from a security breach and a passive report of an incident. The goal of the thesis is to create
and describe a subsystem for the Windows NT operating system family inside an existing
commercial application AVG Internet Security. The subsystem will inform a user about some
risks in computer networks and it will avoid them if possible. The thesis is focused on ARP
and TCP, it describes their problems generally and specifically, and proposes possible solu-
tions.
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Kapitola 1
Úvod
Prˇed vývojem samotných ochranných opatrˇení proti nebezpecˇím sít’ového pu˚vodu na In-
ternetu je nutné pochopit, jak operacˇní systém s provozem zachází, jak je daný provoz defi-
nován a kde se nachází jeho bezpecˇnostní nedostatky.
Proto je potrˇeba znát hlavní rysy operacˇního systému, prostrˇedky, které nám k tomuto
úcˇelu nabízí, a zpu˚sob zpracovávání sít’ových požadavku˚ v systému. Tímto popisem pro-
strˇedí se zabývá kapitola 2.
Popis jednotlivých protokolu˚, jejich slabá místa, možnosti filtrování, detekce a ochrana
proti teˇmto hrozbám bude hlavním tématem další kapitoly, každá podkapitola bude zameˇ-
rˇena na jeden druh komunikace. V kapitole 6 si prˇiblížíme rˇešení v jiných nástrojích podob-
ného zameˇrˇení.
V kapitole 4 se zameˇrˇíme na implementaci, popíšeme, jak systém ochrany funguje. V ná-
sledující kapitole si ukážeme další možné kroky pro zdokonalení ochrany.
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Kapitola 2
Architektura Microsoft Windows NT z pohledu firewallu
2.1 Kernel space
Pojem kernel space (prostrˇedí jádra, kernel) oznacˇuje cˇást OS, ve které beˇží veškeré ovla-
dacˇe. Beˇh v kernelu má neˇkolik specifických pravidel. Neˇkteré z nich je vhodné na tomto
místeˇ zmínit, jejich du˚sledky totiž zasahují do návrhu naší filtracˇní knihovny.
Kernel mód nerozlišuje mezi beˇžícími vlákny vlastníky, tedy každý beˇžící ovladacˇ má
možnost dostat se k jakémukoliv systémovému prostrˇedku. Neprˇíjemným du˚sledkem této
jinak vynikající možnosti je fakt, že nikdo nás neomezuje v prˇístupu do pameˇti, cˇili je velice
jednoduché vlivem chyby zapsat na místo patrˇící jinému vláknu, v nejhorším prˇípadeˇ do
kritické cˇásti systému, což v drtivé veˇtšineˇ prˇípadu˚ vede k zastavení systému. To se proje-
vuje známou „modrou obrazovkou smrti“ (BSOD, Blue Screen Of Death).
2.1.1 Prˇepínání kontextu˚, virtuální pameˇt’, stránkování
Trˇi výše jmenované oblasti silneˇ ovlivnˇují vývoj ovladacˇu˚ pro kernel. Ovladacˇe jsou na-
hrané ve fyzické pameˇti, tady závisí pouze na operacˇním systému, která aplikace je nahrána
v které cˇásti pameˇti. Za tímto úcˇelem je provoz v kernelu (pro zjednodušení nepocˇítáme-li
obsluhu hardwaru) rozdeˇlen do dvou režimu˚, které odpovídají úrovním prˇerušení: první se
oznacˇuje pasivní a druhá (nad ní) výkonná (angl. passive level a dispatch level).
V pasivním režimu máme možnost dosáhnout na virtuální pameˇt’ beˇžících procesu˚, a to
proto, že systém (jako kernel ovladacˇ) zajišt’uje stránkování práveˇ v režimu výkonném (beˇží
na vyšší úrovni prˇerušení). Stejneˇ tak v tomto režimu systém zajišt’uje prˇepínání procesu˚,
synchronizaci prostrˇedku˚ a obsluhu prˇerušení. Omezení, která tímto klade na druhý režim,
jsou následující:
• stránky pameˇti mohou být na disku, je tedy nutné je prˇed použitím nacˇíst do fyzické
pameˇti a zamknout (beˇžíme na stejné úrovni prˇerušení jako cˇást systému, která se
o stránkování stará, tzn. prˇerušili jsme její cˇinnost),
• zamknutím sdíleného prostrˇedku dosáhneme bezproblémové synchronizace, ovšem
zárovenˇ znemožníme prˇepínání procesu˚ a stránkování, proto (až na výjimky) nelze
cˇekat na synchronizacˇní prostrˇedek,
• fyzická pameˇt’ je vzácný zdroj, kterým je potrˇeba šetrˇit.
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2.1. KERNEL SPACE
Odmeˇnou za dodržení teˇchto podmínek je mj. témeˇrˇ neprˇerušitelný beˇh vlákna neboli jinak
rˇecˇeno plný výpocˇetní výkon jednoho procesoru.
2.1.2 Alokace pameˇti
Alokace pameˇti je rozdeˇlena (práveˇ podle režimu˚) do dvou základních prostoru˚. Teˇmi jsou
paged a nonpaged (cˇesky stránkovaný a nestránkovaný). Již jsme zmínili, že stránko-
vání probíhá v dispatch režimu, tedy stránkovaná pameˇt’ (teoreticky neomezená) není stan-
dardneˇ prˇístupná (resp. její existence ve fyzické pameˇti není zarucˇena) v režimu výkonném.
Naopak pameˇt’ nestránkovaná je vždy uložena ve fyzické pameˇti, je vždy celá prˇístupná
všem ovladacˇu˚m a je znacˇneˇ omezená (dle instalované pameˇti v pocˇítacˇi). Z du˚vodu roz-
deˇlení pameˇti na dva tábory se i funkce jádra musí logicky rozdeˇlit dle možností užití.
Ty první jsou schopny beˇžet pouze v rámci fyzické pameˇti, neprˇistupují do stránkované
pameˇti, a proto mohou beˇžet na úrovni dispatch. Ty ostatní pro svoje vykonání vyžadují
více pameˇti a je nutné je spoušteˇt nad pameˇtí stránkovanou, tzn. tyto funkce nesmí za žád-
ných okolností beˇžet na úrovni dispatch. Porušení tohoto pravidla by vedlo k nutnosti nacˇíst
stránku, ovšem v režimu dispatch by nedošlo k obsloužení této výjimky a systém by ozná-
mil BSODliteral> chybu.
2.1.3 Prˇechody mezi úrovneˇmi
Mezi jednotlivými úrovneˇmi passive a dispatch lze prˇecházet. Protože dispatch úrovenˇ za-
mezuje prˇepínání vláken, máme vstupem do této úrovneˇ zarucˇeno, že naše vlákno nebude
po tuto dobu prˇerušeno (toho využíváme prˇedevším prˇi zamykání sdílených prostrˇedku˚,
prˇi zpracovávání prˇerušení apod.). Z tohoto du˚vodu je nutné cˇas strávený ve výkonném
módu využít výhradneˇ pro synchronizacˇneˇ nárocˇné úlohy a omezit dobu beˇhu na nezbytneˇ
nutnou. Je jasné, že v tomto režimu nelze cˇekat na jiné synchronizacˇní události, pakliže jejich
vyvolání není zpu˚sobeno na vyšší úrovni, než je úrovenˇ výkonná. Pocˇet práveˇ beˇžících vlá-
ken je dán pocˇtem jader procesoru (resp. pocˇtem procesoru˚). Provádeˇní v dispatch režimu
tudíž neznamená, že nemu˚že beˇžet žádné jiné vlákno. Pouze v prˇípadeˇ, že obeˇ vlákna na
dispatch úrovni se mají synchronizovat pomocí stejného prostrˇedku (nejedná-li se o pouze
o nastavení události), pak jedno z vláken bude aktivneˇ cˇekat na dokoncˇení operace dru-
hého vlákna, které tento prostrˇedek získalo. V rámci dobrého návrhu je vhodné práveˇ teˇmto
situacím prˇedcházet, protože tím blokujeme výpocˇetní výkon a zárovenˇ neumožnˇujeme ne-
aktivnímu jádru prˇejít do úsporneˇjšího režimu.
Nutnost pracovat s teˇmito úrovneˇmi vzniká z podstaty fungování operacˇního systému.
Systém využívá výkonnou úrovenˇ z du˚vodu˚ vyššího výkonu. Pokud zrovna s výkonnou
úrovní je zavolán náš ovladacˇ, je nutné dodržet pravidla na této úrovni platná. Protože se
tím zmenšuje prostor funkcí, které je možno zavolat, systém nabízí možnost aktuální beˇh
v naší cˇásti ovladacˇe pozastavit a s využitím pomocného vlákna posléze kód vykonat na
úrovni pasivní.
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2.2. DVOJVRSTVÝ MODEL SÍTˇOVÉ FILTRACE
2.2 Dvojvrstvý model sít’ové filtrace
Operacˇní systém poskytující plnou sít’ovou podporu je navržen tak, že na každé úrovni
v systému (odpovídající jisté vrstveˇ ISO OSI [10] modelu) je možné sledovat prˇípadneˇ inter-
agovat s procházejícími daty specifickými pro danou vrstvu. Tím je umožneˇno naprˇ. vytvo-
rˇení vlastního ovladacˇe sít’ové karty na spodní vrstveˇ nebo prˇijímat datový tok v aplikaci
na horní vrstveˇ. Tento model nám nabízí neˇkolik míst pro kontrolu a ovlivnˇování sít’ového
provozu. Našim cílem je zvolit takové vrstvy pro firewall, abychom meˇli nejen dostatek in-
formací o datech, která hodláme filtrovat, ale abychom také data zachytili ve formeˇ, která
umožní jejich proveˇrˇení. Je jasné, že spodní vrstvy (tj. blíže k sít’ové karteˇ) jsou blíže prˇená-
šeným datu˚m, kdežto horní vrstvy (blíže k aplikaci) budou nabízet více metadat o daném
provozu.
Mezi vrstvy (pozice) vhodné cˇi používané pro zarˇazení firewallu (at’ již cˇásti nebo celého
filtrovacího procesu) patrˇí tyto:
• LSP,
• ovladacˇ mimo sít’ové vrstvy,
• TDI,
• ovladacˇ sítového filtru,
• NDIS,
• WFP.
2.2.1 LSP fronta
LSP je anglická zkratka pro Layered Service Provider [12], cˇesky lze oznacˇit vrstvený
poskytovatel služeb (doslovného prˇekladu se neužívá, používá se LSP fronta cˇi LSP
seznam). Jedná se o rozšírˇení sít’ové podpory Windows umožnˇující zapojení knihoven trˇe-
tích stran do systémové cˇásti zajišt’ující provoz nad protokolem IP [7] resp. TCP/IP [22] [23]
(dále jen TCP/IP stack). Výhodou tohoto použití je jeho relativneˇ snadná implementace
(co do rozsahu) a prˇístup k provozu IP. Obrovskou nevýhodou je zapojení knihoven do LSP
seznamu. Chyba jedné knihovny ovlivnˇuje ostatní a navíc poškozením tohoto seznamu se
uživatel dostává do problému˚ s prˇipojením k Internetu obecneˇ.
Bezpecˇnostní aplikace využívající v minulosti LSP seznam od tohoto rozhraní upustily,
veˇtšinou prˇi ukoncˇení podpory systému˚ Windows rodiny 9X. Du˚vodem byly nejenom jme-
nované potíže, ale i použití vhodneˇjších cˇástí v rodineˇ NT.
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2.2.2 Ovladacˇ mimo sít’ové vrstvy
Tímto máme na mysli obecný ovladacˇ, který využívá prˇímého prˇístupu k sít’ovým ovlada-
cˇu˚m a jejich funkcím, avšak sám není prˇímo zapojen do sít’ových operací.
Výhodou tohoto zapojení je veˇtší nezávislost v implementaci a možná dostupnost veˇt-
šího pocˇtu informací o filtrovaném obsahu. Na straneˇ záporu˚ vede nutnost údržby teore-
ticky odlišného kódu pro všechny podporované mutace operacˇního systému, dále prˇístup
prˇes interní nebo nedokumentované funkce (mohou se bez prˇedchozího upozorneˇní meˇnit),
veˇtší nárocˇnost na usporˇádání do uceleného souboru (veˇtší implementacˇní nároky).
Práveˇ odloucˇení od sít’ového modelu cˇiní tento zpu˚sob zapojení samostatneˇ nepouži-
telný. Avšak v souvislosti s jiným prˇístupem mu˚žeme hovorˇit o schu˚dném rˇešení.
2.2.3 TDI ovladacˇ
Z anglického oznacˇení Transport Driver Interface [25], cˇesky volneˇ prˇeloženo jako
„rozhraní prˇenosového ovladacˇe“ (v cˇeštineˇ se užívá oznacˇení TDI). Oznacˇení TDI je cˇasto
používáno pro popis rozhraní (TDI událost) i pro implementace v podobeˇ ovladacˇu˚ (TDI
ovladacˇ). Rozhraní TDI je vrstva mezi operacˇním systémem (tj. nad TCP/IP stackem) a
aplikacˇním prostorem.
Celé TDI rozhraní je postavené na událostech, které dostávají všechny TDI ovladacˇe
v systému a to v porˇadí v jakém byly prˇipojeny k TCP/IP stacku (tj. k TCP/IP ovladacˇi
v systému, prˇesneˇji k jeho zarˇízením pojmenovaných podle sít’ových protokolu˚). Toto po-
rˇadí lze ovlivnit, ale pokud TDI ovladacˇ zpracovává události tak, že brání korektní funkci
druhého ovladacˇe, opeˇt mluvíme o nedostatku jako u LSP. Události (doplneˇné o nezbytné
parametry) lze prˇirovnat k oznamování kroku˚ prˇi vytvárˇení spojení, odesílání a prˇíjmu dat,
ukoncˇování spojení. Z tohoto prˇístupu plyne nevýhoda v podobeˇ nedostupnosti sít’ových
dat, pomocí TDI jsme schopni zpracovávat pouze aplikacˇní data (tj. máme data z aplikace,
nikoliv data pozdeˇji dodaná systémem a naprˇ. odeslaná z pocˇítacˇe). TDI ovladacˇu˚ mu˚že
existovat v systému neˇkolik, proto se zarˇazují tak, že zastoupí pu˚vodní událost vlastním vo-
láním a na záveˇr zpracování ji postoupí dalšímu ovladacˇi. Z tohoto du˚vodu nelze již jednou
zavedený ovladacˇ z této fronty událostí vyrˇadit (což nemusí vadit, protože „vypnutý“ ovla-
dacˇ bude události bez dalšího zpracování pouze prˇeposílat). TDI rozhraní nenabízí žádné
vlastní specifické prostrˇedky pro filtraci provozu ve smyslu pravidel nebo rozhodovacích
procesu˚, tuto podporu je nutné zcela implementovat ve vlastní režii.
Detailní informace a prˇesneˇ popsané rozhraní deˇlá z TDI vhodný prostrˇedek pro vy-
tvorˇení filtrovací základny. Aktuálneˇ TDI používá neˇkolik bezpecˇnostních programu˚, které
bychom mohli nazvat „aplikacˇní filtry“. Je až s podivem, kolik aktuálneˇ nabízených pro-
duktu˚ pro zabezpecˇení pocˇítacˇe se spokojí pouze s aplikacˇním filtrem a surová data odchá-
zející/prˇicházející do systému ignoruje. V prˇípadeˇ prˇíchozího provozu jsou pakety zachy-
ceny teˇsneˇ prˇed aplikací, jsou tedy již zpracovány systémem, což mu˚že být bezpecˇnostním
rizikem. Stejneˇ tak odchozí pakety na úrovni systému (odesílané prˇímo pomocí tcpip) ne-
musí být touto vrstvou zachyceny, což propustí naprˇ. sít’ový provoz rootkitu. Je nanejvýš
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vhodné doplnit filtrování na TDI vrstveˇ ješteˇ o spodneˇjší vrstvu (blíže k sít’ové karteˇ a suro-
vým datu˚m).
S prˇíchodem prˇepracovaného TCP/IP stacku na operacˇním systému Windows Vista se
zásadneˇ meˇní TDI vrstva. Vista již prˇímo nepodporuje toto rozhraní a jeho zpracování se
provádí pomocí emulace se všemi negativy, které emulace obecneˇ prˇináší. Systém Windows
7 je posledním systémem, který neˇjakým zpu˚sobem TDI podporuje [26]. Nástupcem TDI a
rˇešením pro filtrování sít’ového provozu na systémech rodiny NT má být technologie WFP
popsaná dále.
2.2.4 Ovladacˇ sítového filtru
Sít’ové rozhraní v operacˇním systému Windows NT umožnˇuje zapojit do zpracování pro-
vozu ovladacˇe, které poskytují filtrovací (rozhodovací) funkci, v anglicˇtineˇ ozn. filter
hook ovladacˇe. Ty mají prˇístup k datu˚m prˇímo z TCP/IP a zpracovávají tedy pakety. Výho-
dou tohoto rˇešení je jednoduchá implementace. Bohužel, systém zapojení do systému opeˇt
naráží na základní nedostatek spojený s porˇadím filtru˚ a neschopností operacˇního systému
sdružovat výsledné verdikty skrz zapojené ovladacˇe. Rˇešení je velice podobné LSP ovlada-
cˇu˚m.
2.2.5 NDIS
NDIS (Network Driver Interface Specification [14]), volneˇ nazváno „specifikace
rozhraní sít’ového ovladacˇe“ je prˇedpis z dílny spolecˇnosti Microsoft urcˇující komunikacˇní
kanály mezi logickými objekty odpovídající sít’ové karteˇ a operacˇnímu systému. Jedna cˇi
více sít’ových karet komunikují s jednou cˇi více sít’ovými kartami nebo s jedním cˇi více sí-
t’ovými protokoly nad nimi. Pro spodní vrstvu objektu˚ (sít’ové karty) se používá oznacˇení
miniport („brána, dverˇe“) pro vrchní vrstvu protocol (protokol). Mezi nimi lze umístit
další logické objekty, které se nazývají intermediate (prostrˇedník). Každá úrovenˇ NDIS
ovladacˇe odpovídá jinému typu použití. Miniport je zarˇízení schopné prˇístupu k zarˇízení,
protokol má prˇístup k paketu˚m a intermediate umí komunikovat s obeˇma rozhraními nad i
pod, což je zejména výhodné pro bezpecˇnostní software.
NDIS je cˇasto zameˇnˇován za konkrétní implementaci neˇkterého z výše uvedených ob-
jektu˚. Ve skutecˇnosti operacˇní systém poskytuje NDIS rozhraní nad svými vrstvami a funk-
cemi. Takže v rámci implementace objektu pomocí NDISu máme k dispozici kompletní sadu
nástroju˚ pro základní operace a nemusíme duplikovat funkcionalitu systému i ve svém ovla-
dacˇi.
Na rozdíl od vrstvy TDI se NDIS stále vyvíjí. V operacˇním systému Windows 2000 meˇl
verzi 5.0, ve Windows 7 je to již 6.1. Práveˇ prˇechod od verze 5.1 ve Windows XP k verzi
6.0 ve Windows Vista znamenal významné ulehcˇení pro bezpecˇnostní software. Ve verzi
6.0 vzniká nový logický objekt. Je jím filter (filtr). Je umísteˇn obdobneˇ jako prostrˇedník,
ale má velmi zjednodušené rozhraní, takže je snazší implementovat ovladacˇ monitorující
provoz mezi miniportem a protokolem.
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2.2.6 WFP
Novinkou operacˇního systému Vista je technologie WFP (Windows Filtering Platform
[27]). Práveˇ nutnost používat dvoje rozhraní (TDI pro spojení a NDIS pro pakety) vedla k vy-
tvorˇení systému, který má celý proces filtrování provozu zjednodušit. Prˇínosem je možnost
filtrace spojení na ru˚zných úrovních, což má práveˇ nahradit prˇístup prˇes TDI a NDIS. Navíc
je možné zapojit neˇkolik filtrovacích programu˚.
Technologie WFP je plneˇ zapojena do prˇepracovaného TCP/IP a je možné ji rozširˇovat
jak v uživatelském prostoru, tak i v jádrˇe. Stejneˇ jako u NDISu je WFP doplneˇna rˇadou sys-
témových prostrˇedku˚, které usnadnˇují filtrování provozu. WFP ale není firewall, je to pouze
prostrˇedek, jak rychle neˇjaký firewall vyvinout. Práveˇ Windows Firewall na systémech Vista
a Server 2008 je plneˇ implementován jako klient WFP.
Jediným bezpecˇnostním rizikem je samotný prˇístup WFP. Jestliže ponese jednu chybu,
touto chybou budou trpeˇt všechny produkty WFP využívající. Na druhou stranu tlak vý-
robcu˚ bezpecˇnostního softwaru bude v teˇchto prˇípadech silneˇjší a oprava se objeví drˇíve,
než za aktuálního stavu, kdy na chyby se prˇichází spíše izolovaneˇ.
2.2.7 Celkový náhled na jednotlivé sít’ové vrstvy v systému
Následující obrázek[14] 2.1 ukazuje umísteˇní sít’ových vrstev na systému Windows XP (chybí
zde vrstva WFP a NDIS má verzi 5.1).
Rozdíl mezi NDIS 6.0 [13] filtrem (obrázek 2.2) a prostrˇedníkem (obrázek 2.3). Filtr je pro
horní i dolní vrstvu transparentní.
Prˇehled WFP architektury[27] (obrázek 2.4).
2.2.8 Výbeˇr filtrovací technologie
Z dostupných filtrovacích technologií se jeví jako nejlepší rˇešení použít technologii WFP. Acˇ-
koliv to u ní nebylo zmíneˇno (protože se jedná o nefunkcˇní požadavek), jejím nedostatkem
je nedostupnost na systémech prˇedcházejících OS Vista. Naším cílem je dosáhnout filtracˇní
schopnosti v celé rodineˇ NT (pocˇínaje Windows 2000), je proto nutné zvolit druhé nejlepší
rˇešení: kombinaci TDI a NDIS ovladacˇe. Spolu s tímto rˇešením prˇichází omezení pro sys-
témy Vista a vyšší, ale jak si pozdeˇji ukážeme, lze ho úspeˇšneˇ obejít (zastaralá TDI cˇást bude
nahrazena prˇístupem prˇes WFP). Filtracˇní proces tak bude rozdeˇlen na dveˇ cˇásti: paketový
(zajišteˇný pomocí NDISu) a aplikacˇní (zajišteˇn skrze TDI).
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Obrázek 2.1: Sít’ové vrstvy v systému (aplikacˇní a systémová cˇást) 8
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Obrázek 2.2: NDIS filter (filtr)
9
2.2. DVOJVRSTVÝ MODEL SÍTˇOVÉ FILTRACE
Obrázek 2.3: NDIS intermediate (prostrˇedník)
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Obrázek 2.4: WFP technologie
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Kapitola 3
Sít’ové protokoly
3.1 ARP
Zkratka pochází z anglického jména Address Resolution Protocol [1] (protokol prˇe-
kladu adres). ARP je Ethernetovým[6] protokolem v sít’ové vrstveˇ1 modelu ISO OSI. Spolu
s protokolem IP[7] tvorˇí základní prvek pro komunikaci mezi pocˇítacˇi.
3.1.1 Použití protokolu
ARP používá operacˇní systém k ucˇení fyzické (hardwarové, linkové) adresy prˇíjemce z jeho
adresy logické (sít’ové). V prˇípadeˇ protokolu IP se ARP používá pro zjišteˇní fyzické (hard-
warové, MAC[6]) adresy z adresy IP. Doplnˇkem ARPu je protokol RARP[15] (zpeˇtný ARP),
který se používá pro zjišteˇní IP adresy z hardwarové adresy (cˇehož se využívalo naprˇ. prˇi
spoušteˇní pocˇítacˇe ze síteˇ). ARP protokol je používán lokálneˇ, tzn. (ve výchozím nastavení)
neprochází smeˇrovacˇi (routery), protože mezi jednotlivými segmenty síteˇ se ke smeˇrování
používá práveˇ sít’ová vrstva ISO OSI.
ARP provoz se mu˚že používat i k úcˇelu˚m, pro které nebyl pu˚vodneˇ navržen. Jedná se
naprˇ. o distribuci záteˇže mezi neˇkolik stroju˚, kdy pro ARP dotazy z ru˚zných IP segmentu˚
odpovídají jiné stroje s jinou MAC adresou (ARP paket s odpoveˇdí je vygenerován pro to-
tožnou IP adresu, ale ru˚znými stroji). V reálu tak dochází k pomyslnému ARP útoku, kdy
se neˇkolik pocˇítacˇu˚ vydává za tentýž stroj s jednou IP adresou. Toto rˇešení není optimální,
pro rozdeˇlení záteˇže provozu (tzv. load balancing) se aktuálneˇ používají standardneˇjší
metody jako prˇepínacˇe (switche) nové generace (schopné uchovávat stavové informace) na
straneˇ hardware cˇi DNS[5] na straneˇ software. Použití vedlejších efektu˚ ARP pro úlohy ne-
odpovídající pu˚vodnímu zámeˇru omezuje nasazení striktního filtrování, protože pro každé
nestandardní chování je potrˇeba zavést do filtrovacího procesu výjimku. Výsledný systém
se tak stává sice více univerzálním, ale méneˇ bezpecˇným. Navíc není v lidských silách sle-
dovat veškerá postranní rˇešení a zavádeˇt vynucené „opravy“ do systému.
Komunikace pomocí ARP paketu˚ probíhá mezi dveˇma zarˇízeními, prˇípadneˇ na všechna
zarˇízení na podsíti (tzv. broadcast, všesmeˇrové vysílání). Z tohoto pohledu rozlišujeme
mezi dveˇma typy zpráv: dotaz a odpoveˇd’. Pokud chce pocˇítacˇ s IP adresou S=2.2.2.2
1. Pokud by neˇkdo namítal, že samotný ARP není závislý na IP adresách a ty jsou pro neˇj pouze „výplní pa-
ketu“, tedy ARP musí být na linkové (spojovací) vrstveˇ, jako argument pro sít’ovou vrstvu uved’me teoretickou
nezávislost Ethernetu na ARPu a dále fakt, že ARP je sestavován za Ethernet hlavicˇku.
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poslat data prˇíjemci s IP adresou R=1.1.1.1, pak odešle ARP dotaz všem klientu˚m, kterých
se ptá „Kdo má adresu R, odpoveˇzte S.“. Jestliže dotaz dorazí stroji s IP adresou R a MAC
adresou M, vytvorˇí odpoveˇd’ „R je dostupná na adrese M“, kterou však odešle prˇímo tazateli
S. Tímto zpu˚sobem první pocˇítacˇ S získá cílovou fyzickou adresu prˇíjemce R.
Povinnost pocˇítacˇe odpoveˇdeˇt na ARP dotaz s odpovídající fyzickou adresou se využívá
také prˇi prˇideˇlování IP adresy. Po získání adresy stroj odešle ARP (broadcast) dotaz na svoji
fyzickou adresu. Pokud obdrží alesponˇ jednu odpoveˇd’, na síti existuje konflikt IP adres.
Takto použité ARP dotazy se oznacˇují Gratuitous ARP. I prˇes to, že se jedná o jednoduchý
a rychlý zpu˚sob oveˇrˇení duplicitní IP adresy, postup ješteˇ není standardizován[?].
Z du˚vodu˚ ušetrˇení prˇenášených dat na síti se operacˇní systémy vybavují vyrovnávací
pameˇtí (ARP cache) tvorˇené z dvojice IP a MAC adresa. (Broadcast odpoveˇd’ se naopak
mu˚že používat pro šírˇení této cache a snížení lokálního provozu.) Práveˇ použití cache (jak
bude dále popsáno) je kompromisem mezi výkonem a bezpecˇností.
3.1.2 Obsah paketu
Graficky znázorneˇný paket ARP[17] nalezneme na obrázku cˇ. 3.1. Z pohledu firewallu na
operacˇním systému Windows NT nás zajímají pouze ty pakety ARP, jejichž Hardware type
má hodnotu 1 (Ethernet) a Protocol type odpovídá 0x800 (IP). Opcodemusí obsahovat
hodnoty 1 (dotaz) cˇi 2 (odpoveˇd’). ARP pakety jiných konfigurací nejsou pro filtrování ARP
spolu s IP provozem na síti typu Ethernet du˚ležité a mohou být ignorovány. Vyobrazený
paket neobsahuje data z protokolu˚ nižších vrstev (Ethernet).
Obrázek 3.1: Paket ARP
3.1.3 (Ne)bezpecˇnost protokolu
ARP neobsahuje žádné bezpecˇnostní mechanizmy, paket nenese veˇrohodnou nepopiratel-
nou informaci o odesílateli. Cílem útocˇníka je vystupovat jako man-in-the-middle pro
obeˇt’ a první routovací zarˇízení. Prˇi úspeˇšném útoku napadený pocˇítacˇ smeˇruje provoz na
útocˇníka místo na smeˇrovacˇ a smeˇrovacˇ naopak posílá data útocˇníkovi místo napadenému
pocˇítacˇi. Útocˇník napadá stanice dveˇma zpu˚soby:
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• Odesláním podvrženého ARP dotazu.
• Odesláním podvržené ARP odpoveˇdi.
V obou prˇípadech se obeˇti (resp. routeru) odešle upravený ARP paket, kde jako IP adresa
odesílatele figuruje IP adresa smeˇrovacˇe (resp. obeˇti), ale MAC adresa odesílatele (pu˚vodneˇ
smeˇrovacˇe resp. napadeného) je nahrazena MAC adresou útocˇícího stroje. V nechráneˇném
prostrˇedí dojde k tomu, že veškerý provoz pu˚vodneˇ prˇenášený mezi pocˇítacˇem a smeˇrova-
cˇem je veden prˇes prostrˇedníka. Ten tak má možnost sledovat veškerý provoz mezi teˇmito
dveˇma body. Vytvorˇení podvržených paketu˚ není nikterak složité, napadené stroje mezi
sebou nesdílí doprˇedu ani v pru˚beˇhu ARP komunikace žádné zabezpecˇující prvky. Pro za-
hájení útoku stacˇí znát cílové IP adresy a odeslat dva (v prˇípadeˇ podvržené odpoveˇdi cˇtyrˇi)
ARP pakety. Protože do celého procesu napadení vstupují i korektní odpoveˇdi napadených,
je potrˇeba eliminovat problém nacˇasování podvržených odpoveˇdí jejich opakovaným ode-
síláním, cˇímž se docílí situace, že správneˇ použité hardwarové adresy se ihned prˇepisují na
infikované.
Do procesu ARP útocˇení vstupuje ješteˇ vyrovnávací pameˇt’ operacˇního systému na ARP
záznamy (jak již bylo naznacˇeno). V tomto prˇípadeˇ je ovšem její použití spíše kontrapro-
duktivní, protože snižuje cˇetnost ARP dotazu˚/odpoveˇdí na síti, takže útocˇníkovi stacˇí od-
halit cˇasový interval vypršení platnosti záznamu v ARP cache a není nutné neustále odesílat
podvržené pakety a je možné odesílací interval mezi jednotlivými podvrženými pakety pro-
dloužit.
Napadení mohou znesnadnˇovat prˇepínacˇe (switche) umísteˇné mezi obeˇtí a smeˇrovacˇem.
Prˇepínacˇe mohou omezovat provoz dle hardwarových adres, což by vždy odrˇízlo útocˇ-
níka od prˇístupu k napadenému v prˇípadeˇ odeslaného korektního ARP paketu ze smeˇro-
vacˇe/klienta. Nanešteˇstí tento systém je závislý na uchovávání informací o dosavadním
prˇenosu a v prˇípadeˇ zaplneˇní pameˇti se switch2 zacˇíná chovat jako pouhý „prˇeposílacˇ“ a
útocˇník má volnou cestu k obeˇti.
V anglických textech se pro tento typ útoku používá pojmenování ARP spoofing (pod-
vržení ARPu). Synonymem je též oznacˇení ARP cache poisoning (infikování ARP vy-
rovnávací pameˇti). ARP útok je veˇtšinou první prostrˇedkem, který útocˇník vyzkouší, pro-
tože se jedná o jednoduchý a v prˇípadeˇ úspeˇchu velmi úcˇinný nástroj.
3.1.4 Ochrana prˇed útoky
Detekce podvrženého ARP paketu není až tak jednoduchá, práveˇ kvu˚li strohosti samotného
protokolu. Prˇenášeny jsou pouze nejdu˚ležiteˇjší informace, takže filtrování na základeˇ samot-
ného obsahu paketu není možné. Ochranou proti podvrženým ARP paketu˚m je sledování
dosavadního provozu a uchovávání informací o tom, kdo používá jakou fyzickou adresu
a IP adresu. Nevyžádaná data jsou považována za nedu˚veˇryhodná a nevedou k uchová-
2. V tomto prˇípadeˇ máme na mysli jednoduché zarˇízení poskytující pouze funkcionalitu switche. Moderní,
dražší prˇístroje typu switch již disponují prostrˇedky pro zamezení popisovaného typu útoku.
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vání informací. V prˇípadeˇ konfliktu se spouští analýza shromáždeˇných záznamu˚ a hledá se
podezrˇelý prvek.
Prˇi napadení podvrženým ARP dotazem je postup následující:
• Prˇíchozí dotaz je zpracován systémem.
• Ze systémové cache je odebrána informace o odesílateli.
• Systém odešle ARP odpoveˇd’.
• Systém odešle ARP dotaz odesílateli a poznamená si, že cˇeká na ARP odpoveˇd’.
• Systém prˇijme ARP odpoveˇd’, a protože existuje záznam o cˇekání na odpoveˇd’, ta je
povolena.
Za normálního provozu je MAC adresa odesílatele uložena v ARP cache. V prˇípadeˇ chrá-
neˇného prostrˇedí tak dochází k náru˚stu ARP provozu, protože v prˇípadeˇ spojení s odesíla-
telem je potrˇeba se na jeho fyzickou adresu opeˇt dotázat (což je provedeno ihned).
Útocˇník použil podvržený požadavek, ten byl ale po zpracování systémem okamžiteˇ
odstraneˇn. Klientský pocˇítacˇ je ochráneˇn.
V prˇípadeˇ podvržené odpoveˇdi je situace následující:
• (Cíl útocˇníka odeslal ARP dotaz na bránu/router.)
• Prˇíchozí odpoveˇd’ je zkontrolována, zda je vu˚bec ocˇekávána.
• Ocˇekávaná odpoveˇd’ je povolena, neocˇekávaná je zamítnuta.
• Systém cˇeká urcˇitý interval na prˇípadné další odpoveˇdi na tentýž dotaz (v neurcˇe-
ném porˇadí v prˇípadeˇ útoku odpoví jak oprávneˇný smeˇrovacˇ, tak i útocˇník).
• Systém v prˇípadeˇ více odpoveˇdí od ru˚zných zdroju˚ spouští analýzu dosavadního
provozu a hledá prˇípadné útocˇníky.
Prˇedpokládáme, že útocˇník je na síti aktivní, tedy ARP útoku prˇedchází zjišt’ování pro-
strˇedí, prˇicˇemž útocˇník používá platnou IP adresu podsíteˇ. To zpu˚sobí, že napadený eviduje
dveˇ ru˚zné IP adresy (svoji vlastní a navíc adresu, za kterou se vydává) pro totožnou MAC
adresu. Na základeˇ této analýzy je schopen rozlišit mezi útocˇníkem a skutecˇným nositelem
fyzické adresy. Zpu˚sob detekce je detailneˇji popsán v implementacˇní cˇásti práce.
Výše uvedený prˇedpoklad ovšem obsahuje menší podmínku. Útocˇník totiž nemusí na
lokální síti vu˚bec vystupovat pod aktivní IP adresou, IP adresu cíle mu˚že znát z prˇed-
chozího zkoumání prostrˇedí. Pro omezení tohoto typu útoku˚ by bylo potrˇeba kontrolovat,
zda dotazované stanice odpovídají. Pokud by stanice neodpoveˇdeˇla, byla by považována
za neaktivní. V prˇípadeˇ analýzy prˇípadného útoku by se oznacˇila za neplatnou a odstra-
nila. Nevýhodou je, že ARP paket nemusí vu˚bec prˇíjemci dorazit, protože ARP neposkytuje
zarucˇený provoz. Další možností je uchovávat cˇasové znacˇky a dávat prˇednost starším a
15
3.2. TCP
známým MAC adresám prˇed noveˇ prˇidanými, ovšem je potrˇeba zachovat správnou funkcˇ-
nost síteˇ prˇi dynamickém rozdeˇlování IP adres (DHCP[4]). Jako alternativa mu˚že fungovat
i pocˇítaní obdržených paketu˚, kdy útocˇník bude odesílat veˇtší množství paketu˚, prˇípadneˇ
zacˇne útok odesláním dotazu˚ na všechny IP adresy podsíteˇ. My však budeme prˇedpokládat,
že útocˇník chce využít nasbírané informace k okamžitému pru˚niku do pocˇítacˇe obeˇti a tak
bude operovat s funkcˇní IP adresou na lokální síti. Pro detekci samotného útoku je navržená
funkcionalita dostacˇující. Navíc v prˇípadech, kdy útocˇník operuje též s platnou IP adresou,
budeme schopni jej i odstavit.
3.2 TCP
Protokol TCP je sít’ový protokol balíku TCP/IP[23] operující na transportní vrstveˇ ISO OSI
modelu, nad protokolem IP(v4) nebo IPv6[9]. Jedná se jeden ze základních protokolu˚ pro
ustanovení spojení mezi dveˇma internetovými uzly.
3.2.1 Použití protokolu
Protokol TCP se používá pro univerzální spojení dvou pocˇítacˇu˚ (klienta k serveru), protože
na rozdíl od protokolu IP obstarává navíc:
• ustavení spojení,
• potvrzované dorucˇení,
• porˇadí paketu˚,
• detekci a prˇípadná eliminaci zahlcení[20] [19],
• více služeb najednou (pomocí portu˚).
Schopnost TCP prˇenést data obeˇma smeˇry bez nutnosti zásahu z aplikacˇní vrstvy stojí za
jeho masivním nasazením mezi internetovými aplikacemi (web, email), prˇenosem souboru˚
(FTP, P2P) aj. Technická vybavenost protokolu mu˚že zpu˚sobovat cˇasové prodlevy v prˇe-
nosu, proto nasazení pro spojení v reálném cˇase není prˇíliš vhodné. Stejneˇ tak nelze TCP
použít pro broadcast cˇi multicast (odeslání všem/více prˇíjemcu˚m).
Komplexnost protokolu dokládá i jeho stavový diagram[23] na obrázku 3.2, jedná se
o variantu bez uvedení cˇasových intervalu˚ a bez ošetrˇených chybových stavu˚.
Aby došlo ke spojení dvou pocˇítacˇu˚, je nutné, aby na prˇijímací straneˇ beˇžel TCP server na
urcˇitém portu a na odesílací straneˇ, která zahajuje spojení, TCP klient z urcˇitého portu infor-
mace odesílal. Prˇed samotným prˇenosem dat se ustanoví session (sezení), což odpovídá
trˇem kroku˚m:
• Odesílací strana (klient) odešle pokyn k synchronizaci.
• Prˇíjemce (server) potvrdí prˇijatý požadavek a odešle svu˚j synchronizacˇní prˇíkaz.
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• Klient potvrdí synchronizaci se serverem a sezení je ustanoveno.
Jakmile je server i klient v jednom sezení, dojde k prˇenosu dat. Ta se posílají po urcˇitých cˇás-
tech, které se postupneˇ posouvají nad odesílacím seznamem, každá cˇást musí být druhou
stranou potvrzena jako prˇijatá. (Velikost výsledného paketu je ale ovlivneˇna MTU parame-
trem linky a následnou fragmentací protokolu IP.) Informace vztahující se k jiné cˇásti jsou
zahozeny a odesílatel je vyzván k synchronizaci. Obsah ztracený cestou, který v dané cˇásti
prˇíjemci chybí, je znovu od odesílatele vyžádán. Po dokoncˇení prˇenosu dat se spojení zacˇíná
ukoncˇovat (z klientské cˇi ze serverové strany). Pozdeˇji ješteˇ mohou docházet „zatoulané“ pa-
kety, což je du˚vod procˇ se sezení okamžiteˇ neukoncˇuje, ale prˇechází do vycˇkávací fáze, než
bude úplneˇ zavrˇeno. Neˇkteré implementace, aby se vyhnuly této cˇekací fázi a držení systé-
mových prostrˇedku˚, odesílají teˇsneˇ prˇed prˇechodem do ní informaci o násilném ukoncˇení
spojení, cˇímž se spojení okamžiteˇ zruší. To rˇeší problém zvýšených nároku˚ na systémové
zdroje, pokud je linka prˇetížená, cˇímž nedochází ke korektnímu ukoncˇení sezení a OS drží
prostrˇedky teˇchto spojení zbytecˇneˇ.
3.2.2 Obsah paketu
Obrázek cˇ. 3.3 ukazuje paket TCP[17]. Vyobrazený paket neobsahuje data z protokolu˚ niž-
ších vrstev (Ethernet, IP). Pro firewall jsou du˚ležitá témeˇrˇ všechna pole paketu. Strucˇný
popis jednotlivých polí:
• Zdrojový a cílový port: oznacˇují službu a používají se k rozlišení jednotlivých spo-
jení.
• Sekvencˇní cˇíslo: relativneˇ oznacˇuje pozici aktuálních dat v celkovém datovém sou-
boru.
• Potvrzovací cˇíslo: potvrzuje prˇijatou cˇást až do relativneˇ uvedeného bytu.
• Odsazení dat: urcˇuje zacˇátek dat v paketu.
• ECN: explicitní hlášení zahlcení.
• Kontrolní bity: oznacˇení funkcˇního významu paketu (synchronizace [SYN], potvr-
zení [ACK], reset [RST], ukoncˇení [FIN], uživatelská data [PSH], urgentní [URG]).
• Prˇíjmové okno: možnosti prˇijetí dat na straneˇ odesílatele.
• Kontrolní soucˇet: kontrolní výpocˇet nad IP a TCP hlavicˇkou a daty.
Provázanost TCP s IP cˇi IPv6 je natolik úzká, že firewall si musí uchovávat informace
z obou protokolu˚ pohromadeˇ. Jen tak je možné udržovat tzv. endpointy, tedy jednoznacˇné
oznacˇení pro spojení obsahující cˇtverˇici IP (v4/v6) adresa klienta i serveru a port klienta a
serveru.
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3.2.3 (Ne)bezpecˇnost protokolu
Srovnáme-li TCP a ARP, je jasné, že díky stavu˚m v TCP je útok obecneˇ složiteˇjší, protože
bude potrˇeba dodržovat neˇkterá kritéria, na druhou stranu složiteˇjší systém nám poskytuje
vícero míst využitelných pro útok. Odmyslíme-li si omezení kladená stavovým konecˇným
automatem TCP je jeho samotné zabezpecˇení víceméneˇ žádné, není k dispozici žádné oveˇ-
rˇování pu˚vodu paketu.
3.2.3.1 Ukradení sezení
Pod pojmem ukradení sezení[21] máme na mysli narušení sezení útocˇníkem do takové míry,
že jím podstrcˇená data jsou zpracována jako korektní cˇást prˇenášené informace. K úspeˇš-
nému podvržení paketu je potrˇeba sledovat dosavadní spojení a sestavit TCP paket se správneˇ
vytvorˇenými sekvencˇními a potvrzovacími cˇísly. Podle nacˇasování mohou nastat dveˇ re-
akce: paket se podarˇí zarˇadit do sledované komunikace a jedna ze stanic se bude resynchro-
nizovat, nebo obeˇ stanice se desynchronizují, cˇímž se spustí útok desynchronizace obou
stanic (popsán dále).
3.2.3.2 Desynchronizace klienta i serveru
Pokud se uvnitrˇ komunikace objeví vložený paket, který zpu˚sobí, že server i klient jsou
desynchronizováni, dochází k tomu, že obeˇ strany zacˇnou posílat resynchronizacˇní poža-
davky, které se už nikdy nezesynchronizují. Dojde k zahlcení síteˇ do té doby, než se jeden
z paketu˚ ztratí a spojení se zruší.
3.2.3.3 Resetování spojení a synchronizace mimo úvodní fázi
Základem napadení je dosavadní sledování provozu na síti. Sestavením RST paketu s va-
lidními sekvencˇními a potvrzovacími cˇísly (tj. ta, která padnou do aktuálního prˇenášeného
okna) odesílatel zpu˚sobí uzavrˇení napadeného spojení. Toto chování lze navodit i s použitím
SYN paketu (který je povolen pouze prˇi ustanovování spojení).
3.2.3.4 Zahlcení synchronizacˇními požadavky
Velmi jednoduchý útok[18] spocˇívá v polovicˇním navázání spojení. Útocˇník odešle SYN,
prˇíjemce (obeˇt’) odpoví odesláním SYN+ACK, prˇicˇemž v systému prˇideˇlí prostrˇedky pro
toto noveˇ vznikající spojení. Masivním zahlcením dalšími pakety SYN se docílí stavu, kdy
prˇíjmová strana již nemá systémové prostrˇedky pro noveˇ vznikající spojení a prˇestane od-
povídat. Pokud útocˇním v paketu vyplní cizí IP adresu, nejde jej vysledovat a navíc, je-li za
ní funkcˇní stroj, pak ten na odpoveˇd’ SYN+ACK odpoví RST, cˇímž ješteˇ zvyšuje záteˇž napa-
deného pocˇítacˇe. Obdobná varianta spocˇívá v navazování spojení s podvrženou IP adresou,
kterou používá sama obeˇt’, cˇímž dojde k vycˇerpání prostrˇedku˚ mnohem rychleji.
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3.2.3.5 Prˇetecˇení a podtecˇení pameˇti ovladacˇe TCP
Za útokem stojí softwarová chyba (neošetrˇené vstupy od neoveˇrˇených zdroju˚), nikoliv prˇímo
funkcionalita TCP. Využívá se pouze jeho struktury k napadení softwarové cˇásti operacˇního
systému zodpoveˇdné práveˇ za TCP/IP. Technika, která mu˚že dostat útocˇníka až do napade-
ného systému, spocˇívá v sestavení speciálneˇ vytvorˇeného paketu. Systém na straneˇ prˇíjemce
obsahuje softwarovou chybu a zákerˇný paket ji využije takovým zpu˚sobem, který systém
odstaví nebo se jej (zcˇásti) zmocní.
3.2.4 Ochrana prˇed útoky
Obrana prˇed neˇkterými útoky je složitá, prˇípadneˇ natolik výpocˇetneˇ cˇi cˇasoveˇ nárocˇná, že se
k ní v praxi neprˇistupuje. Neˇkteré útoky tak nelze rˇešit v rámci protokolu TCP. Na rˇadu se
tak dostávají rˇešení z vyšších vrstev ISO OSI. Jedná se zejména o techniky poskytující záruku
celistvosti a nenarušenosti obsahu, prˇípadneˇ doplneˇné o oveˇrˇitelnou identitu odesílatele.
Jmenujme naprˇ. zapouzdrˇování paketu˚ IPSec[8]. Základem každé prevence by meˇlo být
znesnadneˇní odposlechu spojení a vysledování položek sekvencˇního a potvrzovacího cˇísla.
Dalším obecným prvkem prevence je korektní a striktní nastavení sít’ových prvku˚. Neˇ-
které obecné prˇístupy:
• Zakázání odchozí komunikace z IP adres, které se nevyskytují v odesílací podsíti
(prˇed routerem).
• Zakázání prˇíchozích paketu˚, které mají zdrojovou adresu patrˇící do cílové podsíteˇ
(za routerem).
• Bezpecˇná typologie síteˇ (oddeˇlení verˇejných služeb od privátních zdroju˚) a využití
filtrovacích prostrˇedku˚ poskytovaných sít’ovým hardwarem.
• Udržování aktualizovaného operacˇního systému a poskytovaných služeb.
• Omezení kvantitativního provozu na síti generovaného jedním prostrˇedkem.
• Použití doporucˇených bezpecˇných konfigurací pro sít’ové služby a vypnutí ladících
informací (cˇi funkcí) na produkcˇních systémech.
Neˇkterá rˇešení obrany prˇed útoky pomocí TCP porušují standardem vynucené chování
(omezují povinnou funkcˇnost nebo zavádeˇjí novou nestandardní funkcionalitu). Obecneˇ by
meˇlo platit, že pokud nestandardní chování zabezpecˇeného produktu zpu˚sobí nefunkcˇnost
s nezabezpecˇeným standardním produktem, taková ochrana by se nemeˇla použít. Rizikem
nedodržení tohoto pravidla je existence neˇkolika zabezpecˇených, bohužel ale nekompatibil-
ních, rˇešení. Ve výsledku tedy situace zcela kontraproduktivní.
3.2.4.1 Ukradení sezení
Jelikož TCP neumí odlišit regulérního a útocˇícího odesílatele, je nutné vnést do uživatel-
ských dat prˇidanou informaci, která by zajistila alesponˇ kontrolu prˇeneseného obsahu.
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3.2.4.2 Desynchronizace klienta i serveru
Po desynchronizaci obou stran není možné použít „ne-ACK“ prostrˇedek pro opeˇtovnou
synchronizaci. Ale mu˚žeme tento stav detekovat a zareagovat zrušením spojení a zabránit
tak prˇehlcení síteˇ.
3.2.4.3 Resetování spojení a synchronizace mimo úvodní fázi
U podvrženého paketu lze oveˇrˇovat, zda je možné, aby prˇišel z daného rozhraní, nebo zda
existuje sít’ová cesta k odesílateli. Zatímco SYN paket mimo cˇást ustanovení TCP spojení lze
ignorovat, u RST paketu je situace složiteˇjší. Pokud by i po RST prˇicházely pakety zapadající
do pu˚vodního spojení, je pravdeˇpodobné, že RST paket není od odesílatele, ale od útocˇníka,
protože v prˇípadeˇ správného RST paketu by odesílatel nadále posílal už jen RST pakety.
3.2.4.4 Zahlcení synchronizacˇními požadavky
Minimalizace prostrˇedku˚ nutných prˇi ustanovování spojení a menší cˇasové limity jsou jed-
ním z možných rˇešení. Ke snížení možnosti napadení mu˚že vést i použití pocˇetního (a cˇaso-
vého) omezení prˇi dosažení limitu pocˇtu prˇijatých paketu˚. Proti útoku lze postavit i transpa-
rentní proxy, která by spojení ustanovovala sama. V prˇípadeˇ navázání spojení by ho proxy
replikovala pu˚vodnímu cíli a tím prˇedala pu˚vodnímu adresátovi, nedokoncˇená spojení by
se odstranˇovala.
3.2.4.5 Prˇetecˇení a podtecˇení pameˇti ovladacˇe TCP
Jak již bylo zmíneˇno, nejedná se prˇímo o útok pomocí funkcionality protokolu TCP, ale
o zneužití chyby v cˇásti systému, která TCP protokol spravuje. Jediným rˇešením je du˚sledná
kontrola vstupních informací, zejména kontrola polí paketu˚ oznacˇujících délku oproti reálné
velikosti prˇijatého paketu. Úcˇinným prostrˇedkem proti napadení mu˚že být i dynamická
kontrola výskytu podezrˇelých hodnot, které oznacˇují na cílovém pocˇítacˇi napadnutelnou
cˇást pameˇti. Soucˇástí ochrany mu˚že být i kolekce vzorku˚ závadných paketu˚ cílených na
urcˇitá místa v systému, se kterou lze aktivneˇ hledat podezrˇelé pakety pouze na základeˇ
neˇkolika znaku˚ v jejich strukturˇe.
20
3.2. TCP
Obrázek 3.2: Stavový diagram TCP
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Obrázek 3.3: Paket TCP
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Kapitola 4
Implementace firewallové knihovny
4.1 Protokol ARP
4.1.1 Popis struktur a trˇíd
V souborech avgfwarpendpoints.* je hlavní implementace filtrování ARP protokolu.
Soucˇástí souboru jsou:
• definice MAC adresy (AvgFwARPMacAddressItem),
• položka vyrovnávací pameˇti ARPu˚ (AvgFwARPCacheItem),
• endpoint, jednoznacˇná identifikace spojení (AvgFwARPEndpointMapItem),
• a hlavní trˇída (AvgFwARPEndpointMapItem).
Jednotlivé položky jsou soustrˇedeˇny do map pojmenovaných AvgFwARP. . .Map. Mapy
jsou navrženy jako bezpecˇné pro vláknové zpracování a jednotlivé objekty nesou informaci
o referenci, cˇili jsou též vhodné pro zpracování více vlákny.
V rámci zpracovávání ARP paketu˚ narazíme na neˇkolik cˇasových limitu˚:
• maxArpEndpointTime je maximální doba, po kterou budeme udržovat otevrˇený
endpoint,
• maxArpCacheItem je maximální doba, po kterou budeme udržovat záznam ARP
cache,
• maxMacAddressBlockTime je (konfigurovatelná) doba, po kterou budeme bloko-
vat útocˇníka podle jeho MAC adresy.
Protože se cˇasové intervaly mezi jednotlivými verzemi operacˇních systému Windows NT
liší, jsou použity nejmenší shodné intervaly. Aktuální hodnoty výše uvedených intervalu˚
jsou v daném porˇadí následující: 10 sekund, 15 sekund a 7 minut.
4.1.2 Hlavní funkce
Metoda ProcessPacket poskytuje hlavní filtrovací funkcionality. Jejími vstupy jsou:
• action: cˇíslo urcˇující výslednou akci pro daný paket,
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• arpTableOperation: identifikacˇní cˇíslo, pomocí kterého se rozlišuje, jestli je nutné
neˇjaká operace nad ARP tabulkou1,
• directArp: dvoustavová hodnota, která urcˇuje, jestli prˇíchozí ARP paket byl doru-
cˇen prˇímo na naši MAC adresu,
• data: struktura naplneˇná jednotlivými poli z ARP paketu (viz cˇást 3.1.2).
Prˇi prˇíchodu ARP paketu do systému prˇipraví NDIS cˇást firewall ovladacˇe vstupní pa-
rametry, provede kontrolu a naparsování paketu a zeptá se metody ProcessPacket, zda
má NDIS paket povolit cˇi zakázat.
Po prˇedání rˇízení metodeˇ ProcessPacket se zkontrolují následující vstupní podmínky:
• obecné kontroly odpovídající kontrole vstupu˚ tak, jak stanoví programovací kon-
vence,
• data paketu obsahují informace o ARP paketu,
• ARP paket operuje nad protokolem IP.
Po úvodních kontrolách se provedou operace podle smeˇru paketu (odchozí ze systému nebo
prˇíchozí do systému) a jeho typu. Jednotlivé varianty popisují následující odstavce.
4.1.2.1 Odchozí ARP dotaz
Zkontrolujeme, zdali se v polích zdrojová a protokolová adresa (v našem prˇípadeˇ odpoví-
dající IP adresám) data shodují. Pokud ano, znamená to, že se jedná o Gratuitous ARP.
Podle parametru directArp zjistíme, jestli se jedná o naši MAC adresu. Jsou-li splneˇny
obeˇ podmínky, znamená to, že naše stanice rozesílá ARP paket, ve kterém sdeˇluje okolním
stanicím svoji IP adresu. Pokud se v podsíti nachází jiná stanice, která má aktuální IP ad-
resu shodnou s tou naší, obdržíme na náš dotaz odpoveˇd’. Následneˇ náš operacˇní systém
dostane informaci, že používáme duplicitní IP adresu. Tu uvolní, prˇíp. informuje server pro
dynamické prˇideˇlování adres (DHCP server) o kolizní adrese.
Pokud se zdrojová a cílová adresa liší, odesíláme standardní ARP dotaz. Projdeme se-
znam existujících odeslaných odpoveˇdí (oznacˇujeme je endpointy, tedy cílová místa v sys-
tému). Pokud se dotaz v seznamu nachází, zvýšíme pocˇet ocˇekávaných odpoveˇdí o jeden,
v opacˇném prˇípadeˇ vytvorˇíme nový endpoint s pocˇtem ocˇekávaných odpoveˇdí roven jedna.
V obou prˇípadech nastavíme cˇasovou platnost endpointu maxArpEndpointTime. V prˇí-
padeˇ, že cˇasový limit vyprší, endpoint je odstraneˇn.
1. Tato operace musí probíhat mimo prostrˇedí jádra. Existuje možnost meˇnit ARP tabulku prˇímo v ovladacˇi
TCP/IP v systému, ale pouze s použitím nedokumentovaných funkcí, což je cesta, kterou jsme oznacˇili jako
neprˇípustnou.
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4.1.2.2 Odchozí ARP odpoveˇd’
Odchozí odpoveˇd’ není nutné nijak filtrovat (na úrovni ARP filtrování; obecné filtrování FW
mu˚že stanovit odlišná pravidla, která toto rozhodnutí mohou následneˇ zmeˇnit), protože ne-
prˇedstavuje pro náš systém bezpecˇnostní riziko. MAC adresa prˇíjemce se nikam neukládá.
4.1.2.3 Prˇíchozí ARP dotaz
První kontrolou je zjišteˇní MAC adresy odesílatele mezi blokovanými MAC adresami. V prˇí-
padeˇ evidování v tomto seznamu se paket odmítne.
Prˇíchozí dotazy povolíme, ale protože se jedná o nedu˚veˇryhodné zdroje, ihned po zpra-
cování dotazu odesílatele smažeme ze systémové ARP cache. At’ již se jednalo o útocˇníka
nebo regulérní stroj, budeme spoléhat jen na ty MAC adresy, které nám ostatní sdeˇlí pouze
na naše ARP dotazy (blíže v další cˇásti).
4.1.2.4 Prˇíchozí ARP odpoveˇd’
Jako první se zkontroluje, zda odesílatel není blokován podle jeho MAC adresy. Pokud je
zablokován, aktuální paket se nepustí do systému.
Pokud paket nese informaci o Gratuitous ARPu, pak musíme oveˇrˇit, jestli paket do-
razil prˇímo na naši MAC adresu. V kladném prˇípadeˇ musíme paket pustit, protože na síti
operují dva pocˇítacˇe se stejnou IP adresou, což musíme systém sdeˇlit. V opacˇném prˇípadeˇ
musíme paket zablokovat (pochází od nedu˚veˇryhodného zdroje). Na tomto místeˇ mu˚žeme
odstranit existující záznamy z naší ARP cache (nikoliv systémové), ale pro možnost zne-
užití pro odstavování jiných stroju˚ z ARP cache se této možnosti vyhneme. Bezpecˇnostní
dopady jsou minimální. V prˇípadeˇ nové stanice na síti budeme dostávat nové ARP dotazy
a k aktualizaci záznamu˚ dojde záhy.
Další kontrola v porˇadí je zjišteˇní, zda vu˚bec na prˇíchozí odpoveˇd’ cˇekáme. To se do-
zvíme z iterace seznamu endpointu˚, kde budeme hledat odpovídající ARP dotaz. Najdeme-
li ho, snížíme pocˇet ocˇekávaných odpoveˇdí o jednu a uložíme si parametry z paketu do
naší ARP cache. Pokud již existuje starší záznam v ARP cache, je oznacˇen jako neplatný, ale
stále je uchováván po dobu platnosti cache záznamu, nový je prˇidán. Du˚vodem je fakt, že
netušíme porˇadí ARP odpoveˇdí, zda pu˚jde o podvržený a korektní, nebo o korektní a pod-
vržený. Jestliže se pocˇet ocˇekávaných odpoveˇdí dostal do záporných cˇísel, musíme zkont-
rolovat, zda se nám útocˇník nepokouší podstrcˇit ARP odpoveˇd’. Dostáváme se do situace,
kdy na x dotazu˚ jsme získali minimálneˇ x+1 odpoveˇdí. Když tato kontrola není nutná, paket
povolíme.
4.1.2.5 Kontrola potenciálneˇ napadené ARP cache
Aktuální paket mu˚že nahrazovat korektní paket od jiného stroje, proto vrátíme pocˇet ocˇeká-
vaných odpoveˇdí na pu˚vodní hodnotu (abychom si nezablokovali odpoveˇd’ ze správného
pocˇítacˇe, když podle pocˇtu odeslaných dotazu˚ nastavujeme tento parametr).
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V naší ARP cache vyhledáme záznamy se stejnou MAC adresou (odesílatele) jakou má
aktuální paket. Najdeme záznamy s MAC adresami útocˇníka, kdy jednou použil svoji vlastní
IP adresu a podruhé IP adresu jiného pocˇítacˇe. IP adresa aktuálního paketu oznacˇuje, který
z dvou výše uvedených záznamu˚ patrˇí útocˇníkovi. Útocˇníkem tedy je pocˇítacˇ, u kterého
evidujeme pro jednu jeho MAC adresu neˇkolik IP adres, prˇicˇemž jedna z teˇchto IP adres je
konfliktní v naší ARP cache.
Nyní prohledáme naši ARP cache a to vcˇetneˇ neplatných záznamu˚. Mohou nastat dveˇ
situace:
• ARP cache nese neplatný záznam korektní dvojice MAC+IP a aktuální paket je útocˇ-
níka a nese podvrženou kombinaci MAC+IP (útocˇník se nedostal do systému),
• ARP cache nese podvrženou neplatnou kombinaci MAC+IP a aktuální paket je ko-
rektní pár MAC+IP (útocˇníku˚v paket byl již zpracován systémem).
V prˇípadeˇ prvním, kdy útocˇníku˚v paket práveˇ zpracováváme, korektní neplatný záznam
v cache obnovíme a aktuální útocˇníku˚v paket zablokujeme. V druhém prˇípadeˇ podvržený
neplatný záznam v cache odstraníme a aktuální korektní paket povolíme.
Nakonec prˇidáme útocˇníkovu MAC adresu do seznamu zablokovaných adres, cˇímž zne-
možníme prˇípadné další pokusy o hlídání napadené cache.
4.1.3 Omezení v implementaci
Jak již bylo zmíneˇno v cˇásti 3.1.4, stávající implementace neposkytuje ochranu v prˇípadeˇ,
že útocˇník nepracuje na síti též se svoji vlastní IP adresou. Takto jednající útocˇník nebude
nalezen v seznamu MAC+IP páru˚, kde MAC adresa patrˇí útocˇníkovi a IP adresy se liší (na-
padená a originální). Avšak i v tomto prˇípadeˇ jsme schopni útok alesponˇ ohlásit uživateli,
který má možnost incident nahlásit správci síteˇ a omezit citlivou komunikaci, používat šif-
rování cˇi prˇepnout firewall do striktneˇjšího režimu.
Další nevýhodou je porˇadí paketu˚ od útocˇníka a pu˚vodního pocˇítacˇe. Mu˚že se totiž na
velmi krátkou chvíli stát, že útocˇníkova MAC adresa je použita jako korektní, a to až do
prˇíchodu korektní ARP odpoveˇdi. A práveˇ útocˇník bývá blíže napadenému místu a mu˚že
odpovídat rychleji.
Pro zamezení ARP útoku je nutné, aby výše popsaný systém prevence používala jak
potenciální obeˇt’, tak i pocˇítacˇ, se kterým navazuje komunikaci, která je práveˇ prˇedmeˇtem
zájmu útocˇníka. Pokud tento druhý pocˇítacˇ není schopen ARP útoku zamezit, útocˇník i
prˇes ochranu na straneˇ obeˇti je schopen odposlouchávat provoz ve smeˇru od napadeného
pocˇítacˇe k obeˇti.
Neˇkteré speciální aplikace nebo speciální konfigurace síteˇ mohou zpu˚sobit, že systém
ochrany prˇed ARP útokem chybneˇ vyhodnotí korektní pocˇítacˇ jako hrozbu. To se stane za
situace, kdy pro dveˇ MAC adresy na síti bude existovat pouze jedna IP adresa. Pocˇítacˇ s na-
instalovanou ochranou odešle ARP dotaz na tuto IP adresu a zpátky mu odpoví oba nositelé
této IP adresy, každý se svojí MAC.
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4.2 Protokol TCP
4.2.1 Popis struktur a trˇíd
Soubory avgfwendpoint.* a avgfweptable.* implementují filtrování TCP protokolu.
Mezi definicemi najdeme:
• definici TCP endpointu, jednoznacˇného oznacˇení TCP spojení (AvgFwEndpoint),
• trˇídu nesoucí všechny TCP endpointy (AvgFwEPTable).
Jednotlivé endpointy se opeˇt ukládají do map pojmenovaných AvgFwEndpointMap.
Mapy jsou vícevláknoveˇ bezpecˇné a jednotlivé endpointy nesou informaci o pocˇtu referencí,
cˇili se taktéž dají použít ve vícevláknovém zpracování.
Hlavní trˇída AvgFwEPTable nese trˇi mapy endpointu˚:
• mapu pro regulérní endpointy2 (informace o aktivním spojení, detailneˇji popsán
níže),
• mapu pro poslouchající servery3 (informace o prˇípustných spojeních dovnitrˇ pocˇí-
tacˇe),
• mapu pro endpointy ve vycˇkávací fázi4 (informace o ukoncˇovaných spojeních).
AvgFwEPTable je zapojena do systému TDI a NDIS pomocí neˇkolika metod. Pro fil-
trování paketu˚ TCP (z NDIS cˇásti), se používá metoda ProcessPacket. Pro obsluhu TCP
událostí z TDI se používají metody:
• CreateRegularEndpoint pro událost TDI_CONNECT (prˇipojení ven) a TDI_ACCEPT
(prˇipojení dovnitrˇ),
• CreateListenEndpoint pro událost TDI_LISTEN (poslouchání na portu),
• DeleteListenEndpoint pro událost TDI_DISASSOCIATE_ADDRESS (ukoncˇení
poslouchání na portu),
• DeleteRegularEndpoint pro událost TDI_DISCONNECT (ukoncˇení spojení).
Specifikace TCP zminˇuje ve zpracování TCP paketu˚ cˇasové limity. Tyto limity se mezi
jednotlivými výrobci TCP ovladacˇu˚ liší, a proto v implementaci jsou použity nejcˇasteˇjší nebo
nejbezpecˇneˇjší varianty:
• maxIdleEndpointTimeout je maximální doba, po kterou budeme udržovat end-
point ve fázi prˇed ustanovením sezení,
2. Endpointy v TCP stavech: SYN-SENT, SYN-RCVD, ESTABLISHED, CLOSE-WAIT, LAST-ACK, FIN-
WAIT1, FIN-WAIT2, CLOSING.
3. Endpointy v TCP stavu LISTEN. V implementaci došlo ke zjednodušení sloucˇením se stavem CLOSED, byl
vytvorˇen jeden stav CLOSED-LISTEN, o stavu endpointu tak rozhoduje jeho umísteˇní v daném seznamu.
4. Endpointy v TCP stavu TIME-WAIT.
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• maxUnfilteredEndpointTime je maximální doba, po kterou budeme držet end-
point ve vycˇkávací fázi,
• maxFinIdleEndpointTimeout urcˇuje maximální cˇas, po který budeme držet en-
dpoint ve fázi ukoncˇování spojení.
TCP endpoint, jako jednoznacˇný identifikátor spojení, je tvorˇen následujícími položkami:
• IP adresa a port zdrojového pocˇítacˇe,
• IP adresa a port cílového pocˇítacˇe,
• cˇíselná identifikace aplikace (ozn. PID; je-li dostupný z TDI cˇásti),
• prvotní spojení v sezení a jeho smeˇr,
• aktuální TCP stav podle stavového diagramu 3.2,
• výsledná akce pro filtrování.
Soucˇástí zdrojového kódu je i podpora pro jednoduché routování pomocí služby sys-
tému Windows nazývané Sdílení prˇipojení k Internetu. Pokud je zapnuté, od-
chozí pakety prˇipojených klientu˚ se objevují bez prˇedchozího pru˚chodu vrstvou TDI a tedy
nejsou svázány s konkrétní aplikací. Pro udržení co nejvíce restriktivního pravidla pro systé-
movou komunikaci (na úrovni paketu˚) je filtracˇní mechanizmus schopen detekovat a správneˇ
nastavit pravidla pro rozsahy podsítí vymezených pro Sdílení prˇipojení.
Firewall podporuje zobrazování dotazu˚ uživateli v prˇípadeˇ výskytu neznámé komuni-
kace, pro kterou neexistuje pravidlo v konfiguraci. Z tohoto du˚vodu je nutné neˇkteré pakety
zdržet, dokud uživatel nerozhodne, jak s nimi má firewall naložit (povolit cˇi zakázat). Toto
zdržení je implementováno tak, že dotcˇené pakety se uchovají do doby rozhodnutí pod TCP
endpoint. Maximální možná doba takového uchování je definována systémem Windows,
v kódu je uvedena jako maxPendedEndpointTime.
4.2.2 Zpracování TCP paketu
Metoda pro zpracování paketu (ProcessPacket) má následující vstupní parametry:
• action: výsledná akce pro daný paket (povolit/zakázat),
• pid: cˇíselné oznacˇení aplikace, které paket patrˇí,
• aktuální pravidla a rozsahy sítí,
• rozšírˇené informace ze zpracování (naprˇ. použij akci A, nová systémová komunikace,
režim routování aj.),
• request: TCP parametry spojení (adresy, porty apod.),
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• data: kopie dat z polí TCP paketu (viz obrázek 3.3).
Jakmile do systému dorazí nebo ze systému se odešle TCP paket, NDIS cˇást firewall ovla-
dacˇe vytvorˇí vstupní parametry, provede kontrolu a naparsování paketu a zeptá se metody
ProcessPacket, zda má NDIS paket povolit cˇi zakázat.
Po zavolání metody ProcessPacket se paket pokusíme spojit s neˇkterým z endpointu˚
(resp. s jejich informacemi o prvotním TCP požadavku) v seznamech v tomto porˇadí:
• regulérní endpointy,
• poslouchající endpointy,
• poslouchající endpointy (použije se lokální IP adresa 0.0.0.0),
• vycˇkávající endpointy.
Tyto seznamy se v pravidelných intervalech prochází a na základeˇ stavu podle TCP sta-
vového diagramu se použije urcˇitý cˇasový limit pro kontrolu, zdali spojení již nemá být
ukoncˇeno. V prˇípadeˇ vypršení limitu je endpoint odstraneˇn.
4.2.2.1 Zpracování prˇes regulérní endpoint
Filtrování odchozího TCP zahrnuje dveˇ varianty. První pocˇítá s tím, že odchozí TCP jde
prˇes TDI vrstvu, provoz pochází od aplikace. Druhá varianta vzniká prˇi komunikaci prˇímo
z operacˇního systému. Tyto prˇístupy se liší tím, že pro TDI máme informaci o TCP provozu
ješteˇ prˇed zachycením na NDIS vrstveˇ, zatímco u druhé možnosti stojí TDI mimo, pracuje
pouze NDIS cˇást.
Odchozí TCP prˇes TDI a NDIS vrstvu Prˇi pokusu aplikace o odeslání dat pomocí TCP
se na TDI vrstveˇ vyvolá událost TDI_CONNECT. Událost je zachycena knihovnou firewallu
a zacˇíná její zpracování. Nejprve je nutné oveˇrˇit, že v systému není stejný požadavek veden
u vycˇkávajících endpointu˚. Pokud by byl, bude odstraneˇn. Poté se vytvorˇí nový endpoint
(CreateRegularEndpoint), kterému se nastaví hodnota pro identifikaci aplikace (PID).
Událost se vrátí ke zpracování TDI s výsledkem „povolit“.
Data následneˇ zpracuje systém a vytvorˇí odpovídající pakety. Ty dorazí k oveˇrˇení do
NDIS cˇásti firewall knihovny do hlavní metody ProcessPacket. Zkontrolují se vstupní
podmínky:
• obecné kontroly odpovídající kontrole vstupu˚ tak, jak stanoví programovací kon-
vence,
• data paketu obsahují informace o TCP paketu.
Odpovídající endpoint se najde v seznamu regulérních endpointu˚, vyresetuje se jeho cˇasová
znacˇka, spustí se kontrola polí TCP paketu oproti stavovému diagramu TCP. Pokud se ak-
tuální stav TCP zmeˇnil na TIME-WAIT nebo CLOSED, endpoint se prˇesune mezi vycˇkávající
29
4.2. PROTOKOL TCP
endpointy. Pokud je s endpointem svázaná neˇjaká aplikace (PID není nulový), uloží se tato
informace do struktury nesoucí data spojení, protože na NDIS vrstveˇ nemáme vlastníka pa-
ketu rozlišeného (resp. vlastníkem paketu je vždy systém). Nakonec se použije uložená akce
z endpointu jako výsledek celé operace5.
Odchozí TCP pouze prˇes NDIS vrstvu V neˇkterých prˇípadech se mu˚že stát, že od-
chozí TCP spojení mine vrstvu TDI, resp. volání pochází z nižších vrstev systému (komu-
nikuje prˇímo operacˇní systém nebo neˇjaký ovladacˇ, naprˇ. VPN). Pro firewall je tato situace
mírneˇ problematická, protože acˇkoliv provoz mu˚že být rˇízen neˇjakou aplikací, zdrojem dat
je soucˇást systému, a proto nelze k paketu˚m korektneˇ prˇirˇadit aplikaci jako vlastníka. To je
du˚vod, procˇ se tato komunikace bude vždy oznacˇovat jako systémová.
Odchozí paket je prˇímo odeslán firewallové knihovneˇ k oveˇrˇení pomocí ProcessPacket
metody. Endpoint pro tuto komunikaci zatím neexistuje, takže paket zkontroluje, zdali nese
prˇíznak SYN a prˇípadneˇ se docˇasneˇ povolí. Jakmile se projdou aplikacˇní a systémová pravi-
dla, máme k dispozici konecˇnou akci pro paket. Pokud je výsledkem „povolit“, dodatecˇneˇ
se oveˇrˇí platnost polí TCP paketu oproti stavovému diagramu TCP a za podmínky bezchyb-
ného stavu se vytvorˇí nový endpoint. Další zpracování téhož provozu se již provede podle
prˇedchozí sekce 4.2.2.1.
Prˇíchozí TCP v ustaveném sezení Prˇíchozí pakety jsou opeˇt prˇedávány ProcessPacket
metodeˇ ke kontrole. Jelikož prˇedpokládáme již ustavené sezení TCP, existuje k tomuto spo-
jení odpovídající endpoint. Po kontrole hlavicˇek TCP paketu proti stavovému diagramu se
pro paket (pokud nedošlo ke zmeˇneˇ sítí cˇi pravidel) použije již drˇíve uložená akce. Pokud
došlo k posunu TCP stavu do TIME-WAIT nebo CLOSED, endpoint se prˇesune do seznamu
s vycˇkávajícími endpointy, kde podle cˇasového limitu dojde k jejich odstraneˇní.
4.2.2.2 Zpracování prˇes poslouchající endpoint
Pokud na stanici dojde ke spušteˇní TCP serveru na neˇkterém volném portu, firewall knihovna
dostane TDI událost TDI_LISTEN zavoláním metody CreateListenEndpoint. Obsa-
hem metody je vytvorˇení endpointu vyplneˇného pouze informacemi o identifikaci aplikace
(PID), lokální IP adresy a lokálního portu. Takto vytvorˇený endpoint se zarˇadí do seznamu
s poslouchajícími endpointy.
Jakmile dorazí prˇíchozí TCP paket žádající spojení s tímto serverem, firewall dostane
rˇízení do metody ProcessPacket, která najde k paketu s prˇíznakem SYN odpovídající
poslouchající endpoint. Poté se oveˇrˇí hlavicˇky TCP paketu oproti stavovému diagramu a
vytvorˇí se regulérní endpoint, který se zarˇadí do odpovídajícího seznamu.
Pokud TCP server ukoncˇí svoji cˇinnost, TDI zahlásí tento stav firewallové knihovneˇ po-
mocí metody DeleteListenEndpoint, která poslouchající endpoint odstraní.
5. Acˇkoliv to není soucˇástí této práce, je vhodné zmínit, že soucˇástí volání je i oveˇrˇení podle pravidel a sítí,
prˇípadeˇ vznesení dotazu o povolení komunikace uživateli.
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4.2.2.3 Zpracování prˇes vycˇkávající endpoint
Pro spojení, která jsou ve vycˇkávací fázi, tj. v TCP stavu TIME-WAIT. Firewall nalezne en-
dpoint v odpovídajícím seznamu. Po kontrole TCP stavu a cˇasového limitu se použije akce
uložená v endpointu a paket se povolí nebo zakáže. Výjimkou je situace, kdy cˇasový limit
pro stavTIME-WAIT vypršel a endpoint má být odstraneˇn, aktuální paket mu˚že být novým
spojením, bude proto v prˇípadeˇ SYN prˇíznaku dále zpracován.
Ve vycˇkávající fázi již nedochází k prˇenosu uživatelských dat, proto firewall šetrˇí systé-
mové prostrˇedky a neprˇepocˇítává výslednou akci, ale používá poslední platnou uloženou
v endpointu.
4.2.2.4 Kontrola dle stavového diagramu
Zjednodušená varianta diagramu, popsaná na obrázku cˇ. 3.2, musí být rozšírˇena o cˇasové
limity, násilná ukoncˇování spojení a znovu-odeslání (angl. retransmission) ztracených
cˇi nepotvrzených (jsou-li potvrzovány) paketu˚. Konkrétní implementaci nalezneme v sou-
borech tcpcheck.*.
TCP stav je soucˇástí každého aktivního endpointu (vyjma poslouchajících endpointu˚).
Samotná kontrola zacˇíná oveˇrˇením dostupnosti paketových informací. Následuje nacˇtení
polí prˇíznaku˚, sekvencˇního cˇísla, potvrzovacího cˇísla a velikosti okna. K úplné kontrole je
potrˇeba ješteˇ znát velikost paketu a smeˇr paketu a mít uchovaný aktuální stav vcˇ. prˇípad-
ných prˇedchozích sekvencˇních, potvrzovacích cˇísel a délky paketu.
Z hlediska implementace bylo vhodné sloucˇit stavy CLOSED a LISTEN. Pro tyto stavy
je totiž rozhodující umísteˇní v seznamech endpointu˚, bylo tak možné vytvorˇit univerzální
pocˇátecˇní stav CLOSED-LISTEN.
Jako první se oveˇrˇuje prˇítomnost RST prˇíznaku. Pokud podle standardu má dojít ke
zpracování RST paketu, spojení se ukoncˇuje a aktuálním stavem se stává CLOSED-LISTEN.
V opacˇném prˇípadeˇ se paket zablokuje.
Vyhodnocení v jednotlivých stavech metodami IsAllowedIn. . . je velice obdobné:
• kontrola sekvencˇního cˇísla a potvrzovacího cˇísla (TestSeqNum a TestAckNum) a
prˇíznaku˚,
• nastavení povolených hodnot pro tato cˇísla v dalším paketu (SetupByOutgoingACK,
SetupByIncomingACK).
Obecneˇ rˇecˇeno, pokud standard dovoluje prˇechod stavu nebo znovu-odeslání paketu, ná-
vratovou hodnotou je „povolit“ a prˇípadná zmeˇna stavu se provede. V ostatních prˇípadech
se pakety zakazují.
4.2.3 Omezení v implementaci
Kritickou cˇástí implementace je prˇesné kopírování stavu˚ TCP endpointu˚ s teˇmi v operacˇním
systému. Chyba v implementaci TCP endpointu˚ nebo neohlášené zmeˇny TCP ovladacˇe mezi
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verzemi systému˚ mohou vést k desynchronizaci stavu˚ a tím pádem k blokování provozu,
který je z pohledu operacˇního systému v porˇádku. Prˇedejít tomuto lze použitím mírneˇjšího
filtrování TCP paketu˚, kde budeme povinneˇ oveˇrˇovat jenom SYN a RST prˇíznaky a prˇe-
chody mezi stavy.
Použití cˇasových limitu˚ ovlivnˇuje ve znacˇné mírˇe chování TCP stavu˚ a paketu˚. Bohužel
prˇesná cˇísla pro jednotlivé mutace systému˚ Windows NT nejsou k dispozici a navíc bylo
meˇrˇením zjišteˇno, že tyto intervaly se mezi nimi i liší. Protože evidence seznamu cˇasu˚ je
prakticky neudržovatelná, implementace pocˇítá s univerzálními cˇasy, což mu˚že v neˇkterých
situacích omezovat jinak korektní provoz.
Rozšírˇení o jednu ochrannou vrstvu je prˇínosem pro bezpecˇnost systému. Na druhou
stranu je další cˇást potenciálním nositelem dalších chyb, a i prˇes maximální úsilí v pre-
venci a eliminaci chyb se mu˚že do implementace neˇjaká zanést, což mu˚že naopak útocˇní-
kovi práci ulehcˇit. Pro návrh bezpecˇnostního systému tak dvojnásob platí používat obecneˇ
platná pravidla pro psaní bezpecˇného zdrojového kódu (zejména oveˇrˇování nedu˚veˇryhod-
ných vstupu˚, ošetrˇení všech chybových stavu˚ a vyhrazený prˇístup ke sdíleným prostrˇed-
ku˚m).
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Kapitola 5
Možnosti rozšírˇení
5.1 Ochrana prˇed ARP útoky
V cˇásti 3.1.4 jsme popisovali omezení pro detekci a zastavení útocˇníka, pokud ne síti nevy-
stupuje pod napadenou i svojí IP adresou. Pro zablokování útocˇníka bychom mohli použít
systém známých MAC adres.
Firewall by po dobu beˇhu (prˇípadneˇ z minulého spušteˇní) získával seznam MAC adres,
které se na síti beˇžneˇ vyskytují. Pokud by nenastával konflikt, do tohoto seznamu by se
prˇidávaly i MAC adresy nových pocˇítacˇu˚. V prˇípadeˇ detekce útoku by firewall porovnal
zainteresované MAC a IP adresy a na základeˇ jejich dosavadního používání by stanovil, že
nejméneˇ známá MAC a IP adresa bude prohlášena za útocˇníka.
Zajímavým rozšírˇením by mohlo být použití tohoto naucˇeného seznamu MAC a IP adres
pro vygenerování statických záznamu˚ v ARP cache. Rˇešení je o trošku složiteˇjší v tom, že
starší verze Windows jsou schopny prˇepisovat i statické položky[11].
Analýzou pocˇtu paketu˚ a pomeˇru mezi ARP dotazy a odpoveˇd’mi by bylo možné usu-
zovat na probíhající útok, avšak naprˇ. použitá testovací aplikace Cain & Abel[3] umožnˇuje
nastavit intervaly odesílání podvržených paketu˚ a tím ztížit odhalování útocˇníka.
5.2 Ochrana prˇed TCP útoky
Díky technice evidování endpointu˚ je možné velmi snadno rozšírˇit firewallovou knihovnu
o regulaci pocˇtu spojení. Evidováním pocˇtu požadavku˚ u endpointu˚ a jejich kontrolou prˇi
jejich procházení lze prˇi dosažení urcˇitého limitu zamezit provozu prˇes tento endpoint. Pro-
blémem mu˚že být nalezení vhodných univerzálních limitu˚ tak, aby nastavení meˇlo úcˇinek
i v malých sítích a prˇitom nedocházelo k nechteˇnému blokování na veˇtších sítích. Nevýho-
dou rˇešení je možné použití podvržené IP adresy k vynucení zablokování a tudíž zamezení
prˇístupu k du˚ležitému pocˇítacˇi na síti.
Zavedením podobného seznamu jako endpointu˚ TCP je možné rozšírˇit firewall o ochranu
prˇed skenováním portu˚, kdy útocˇník se snaží najít otevrˇený port na cílovém pocˇítacˇi, identi-
fikovat beˇžící službu nejlépe i s verzí spušteˇného serveru a ten následneˇ napadnout pomocí
chyby prˇetecˇení pameˇti. Pokud klícˇem pro vyhledávání bude IP adresa vzdálené strany a
budeme evidovat pocˇet zablokovaných pokusu˚ o prˇipojení k zavrˇenému portu, mu˚žeme na
urcˇité hodnoteˇ odesílatele paketu˚ zablokovat podle IP adresy. Nevýhodou je opeˇt možnost
zablokování korektního pocˇítacˇe za pomoci podvržených IP adres.
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Kapitola 6
Podobné produkty a jejich techniky
6.1 Ochrana prˇed ARP útoky
6.1.1 ArpON
Software ArpON[2] (ARP handler inspectiON) je sít’ová služba chránící systém proti
napadení ARP cache. Podporuje dva režimy provozu: statickou a dynamickou ochranu.
Steˇžejní cˇástí statické ochrany je nacˇtení seznamu pevneˇ konfigurovaných MAC adres.
ARP dotazy a odpoveˇdi nesoucí MAC adresu, která není v seznamu obsažena, jsou za-
blokovány. Po dobu beˇhu služby se též obnovují záznamy ARP cache v desetiminutových
intervalech. Chování statické ochrany názorneˇ prˇibližuje obrázek 6.1.
Dynamická ochrana pracuje na principu otevrˇených oken pro prˇíjem ARP odpoveˇdí.
S odeslaným ARP dotazem se vytvorˇí cˇasové okno, ve kterém je systém prˇipraven prˇijmout
odpoveˇd’. ARP odpoveˇdi bez otevrˇeného okna jsou zablokovány. Prˇijaté ARP dotazy jsou
zodpoveˇzeny, ale pro svoji nedu˚veˇryhodnost jsou z cache odstraneˇny jejich MAC adresy.
Systém poté odešle ARP dotaz na doplneˇní ARP cache informací o dotazujícím se stroji.
Obrázek 6.2 popisuje postup zpracování ARP prˇes dynamickou ochranu.
ArpON používá obdobnou techniku pro ochranu prˇed ARP útokem, ale zapojuje i po-
stupy, které nejsou vždy stoprocentní, naprˇ. kontrola adresy odesílatele pu˚vodního ARP
dotazu. ArpON k této kontrole nepoužívá takové technické prostrˇedky, aby se zabránilo
situaci, kdy korektnímu stroji paket nedorazí nebo jeho odpoveˇd’ se ztratí cestou.
Fakt, že se nepoužívá ovladacˇ pro filtrování paketu˚, znamená, že každý paket je systé-
mem zpracován. V prˇípadeˇ odstavení aplikace zu˚stává pocˇítacˇ nezabezpecˇen.
6.1.2 XARP
XARP[28] je nástroj sledující provoz na síti. Sbíráním informací o ARP paketech a násled-
ným porovnáním s databází validních údaju˚ je schopen informovat uživatele o použití ne-
známých MAC adres.
Informace o tom, jak se program chová k novým MAC adresám, prˇípadneˇ jak se postaví
k útoku z MAC adresy považované za du˚veˇryhodnou, autor programu nikterak nepopisuje.
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6.2 Ochrana prˇed TCP útoky
Neˇkterým TCP útoku˚m umí do jisté míry odolávat i systém Windows NT sám o sobeˇ[24].
Nastavení takové ochrany se provádí v registrech pod klícˇem TcpIp služby (tj. TCP/IP ovla-
dacˇe).
Nastavení hodnoty SynAttackProtect ovlivnˇuje cˇasové intervaly pro znovu-odeslání
SYN+ACK paketu˚ prˇi navazování TCP spojení. Úpravou hodnot TcpMaxPortsExhausted,
TcpMaxHalfOpen, TcpMaxHalfOpenRetried lze nastavovat pocˇetní omezení pro polo-
otevrˇená spojení (spojení ve stavu SYN-RCVD).
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Obrázek 6.1: ArpOn - statická ochrana
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Obrázek 6.2: ArpOn - dynamická ochrana 37
Kapitola 7
Záveˇr
Cílem práce bylo navrhnout a demonstrovat subsystém pro detekci a ochranu prˇed pod-
vrženými cˇi neplatnými pakety protokolu˚ ARP a TCP. V úvodních kapitolách je popsáno
prostrˇedí systému, pro které se rˇešení vyvíjelo.
Další kapitoly popisují protokoly ARP a TCP a jejich slabá místa, jsou jmenována neˇkterá
obecná rˇešení. Konkrétní rˇešení jsou rozebrána v kapitole o implementaci. Snahou autora
bylo najít taková kompromisní rˇešení, která neomezují funkcˇnost takovým zpu˚sobem, že
nezabezpecˇená zarˇízení nejsou schopná komunikovat se zarˇízeními zabezpecˇenými.
Prˇehled podobných produktu˚, jejich rˇešení útoku˚ a nastíneˇné možností rozšírˇení vlast-
ního rˇešení ukazují, že do budoucna lze produkt dále rozvíjet a zlepšovat. Nedílnou soucˇástí
rˇešení jsou zdrojové kódy popisované v kapitole o implementaci a elektronické materiály
demonstrující firewallovou knihovnu za beˇhu (viz prˇílohy).
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Prˇíloha A
Prˇílohy
A.1 Licencˇní podmínky
Zdrojové kódy i binární data, pokud zákon nestanoví jinak, je možné použít pouze ke stu-
dijním nekomercˇním úcˇelu˚m. Jiné užití je podmíneˇno písemným souhlasem autora.
A.2 Elektronická prˇíloha
Nedílnou soucˇástí této práce jsou zdrojové kódy popisované v kapitole o implementaci a
demonstracˇní audiovizuální materiál v elektronické formeˇ prezentující funkcˇnost produktu.
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