In a previous paper [4] we described the numerical properties of function approximation using frames, i.e. complete systems that are generally redundant but provide infinite representations with coefficients of bounded norm. Frames offer enormous flexibility compared to bases. We showed that, in spite of extreme ill-conditioning, a regularized projection onto a finite truncated frame can provide accuracy up to order √ ǫ, where ǫ is an arbitrarily small threshold. Here, we generalize the setting in two ways. First, we assume information or samples from f from a wide class of linear operators acting on f , rather than inner products with the frame elements. Second, we allow oversampling, leading to least-squares approximations. The first property enables the analysis of fully discrete approximations based, for instance, on function values only. We show that the second property, oversampling, crucially leads to much improved accuracy on the order of ǫ rather than √ ǫ. Overall, we show that numerical function approximation using truncated frames leads to highly accurate approximations in spite of having to solve an ill-conditioned system of equations. Once the approximations start to converge, i.e. once sufficiently many degrees of freedom are used, any function f can be approximated to within order ǫ with coefficients of small norm.
Introduction
Frames of Hilbert spaces are generalizations of orthonormal (or Riesz) bases which allow linear dependency amongst the elements, but retain a notion of stability via a relaxed version of Parseval's identity. The former endows frames with flexibility that orthonormal bases do not have, allowing frames to be constructed for approximation problems where constructing orthogonal bases with good (i.e. rapidly convergent) approximation properties is difficult or infeasible. For example, a basis can be 'enriched' by adding a few functions that capture a singularity. Or a periodic Fourier basis can be augmented with a few polynomials to capture the possible non-periodicity of a function f to be approximated. Moreover, a basis for L 2 (D) associated with a domain D, is a frame for L 2 (Ω) on any subset Ω ⊂ D. The embedding of a domain with complicated geometry Ω in a simple bounding box D is an ingredient in several numerical methods in scientific computing, such as embedded/fictitious domain methods, immersed boundary methods and others [6, 11, 16] . The mathematical structure of frames is consequently a convenient concept to analyze such general function approximation schemes in a unified manner.
In this paper, we continue a line of investigation that commenced in [4] on numerical approximation of functions using frames, rather than orthogonal bases. In this previous work, we considered computing the best approximation in a finite subset of frame. Unfortunately, frames necessarily lead to ill-conditioned linear systems of equations. The main contribution of [4] was a detailed analysis of the accuracy and conditioning of method for frame approximation obtained through regularization of the aforementioned linear system.
The main contributions of this paper are twofold. First, we show how to overcome a major issue with the method introduced in [4] : namely, that it can achieve at best O ( √ ǫ) accuracy, where ǫ is the regularization parameter used. We show how a modification of this method -based on oversampling -can achieve O (ǫ) accuracy. Second, we extend the method of [4] to consider data (samples of the function to recover) that may be 'indirect', i.e. not inner products with the frame elements. This allows us to compute frame approximations from pointwise samples, for instance, which is commonplace in practice, or from inner products with respect to another frame or basis. The latter is reminiscent of Petrov-Galerkin methods in numerical PDEs.
Frames and numerical approximation
An indexed family Φ := {φ n } ∞ n=1 is a frame for a Hilbert space H if it satisfies the frame condition
where A, B > 0 are positive constants and · is the norm on H. The main concern of [4] was the computation of the best approximation, i.e. the orthogonal projection, in the truncated space H N := span(Φ N ) spanned by the first N frame elements Φ N := {φ n } N n=1 . This approximation is given by P N f = N n=1 x n φ n , where x = (x n ) N n=1 is a solution of the linear system G N x = y, (
where y = { f, φ n } N n=1 and G N = { φ n , φ m } N m,n=1 is the Gram matrix of Φ N . Unfortunately, as shown in [4] the matrix G N is necessary ill-conditioned for large N . Moreover, the coefficients x can also grow arbitrarily large, making them impossible to compute in floating point arithmetic for sufficiently large N . The remedy proposed in [4] was to regularize (1.2) by using a truncated Singular Value Decomposition (SVD) of G N with a threshold parameter ǫ > 0 below which all the singular values are discarded. This results in a new projection P ǫ N f = N n=1 (x ǫ ) n φ n , where x ǫ is the regularized solution of (1.2). To make the distinction clear, this is referred to as the numerical frame approximation, as opposed to the best frame approximation (i.e. the exact orthogonal projection, which generally cannot be computed).
The main result of [4] is the following:
). The truncated SVD projection P ǫ N satisfies
Moreover, the (absolute) condition number of the mapping y → P ǫ N f is at most 1/ √ ǫ.
Observe that the right hand side in (1.3) contains two terms. Theorem 1.1 states that the regularized projection behaves like the best approximation to f in the span of Φ N (the first term), as long as the coefficients have sufficiently small norm (second term). Furthermore, convergence can only be expected to an accuracy up to the order of √ ǫ. Whether or not this accuracy is achieved, depends on the existence of a representation N n=1 z n φ n in the span of Φ N with that accuracy and with small norm z of its coefficients. This question can be studied on a frame-by-frame basis, as done in [4] for a variety of examples.
Strictly speaking, Theorem 1.1 holds for any finite function set that gives rise to a well-defined Gram matrix. The main reason for restricting ourselves precisely to frames is the following. The frame condition guarantees that any function f ∈ H can be represented to any desired accuracy in the norm of H, with coefficients whose norm is bounded up to a constant by the norm of f . Thus, eventually (i.e., for increasing N ), all functions in H can be approximated to within √ ǫ accuracy. Conversely, if Φ is not a frame, there must exist functions in H not well represented by any expansion in Φ N with coefficients of bounded norm. By the second term in (1.3), one loses accuracy accordingly. However, even in that case, Theorem 1.1 might well be used to show convergence in a large subspace of H.
Main results
In this paper, we generalize Theorem 1.1 in two ways. First, in §3 we develop a modified projection that overcomes the √ ǫ barrier. This is done by oversampling. Specifically, we consider the
where M ≥ N is to be determined. As we explain in §3.3, G M,N is still ill-conditioned for large N , even when M ≫ N . Hence, as before, we construct an approximation by singular value thresholding. This leads to a regularized approximation P ǫ M,N f whose coefficients x ǫ are the regularized solution of the least-squares problem
Our first main result is the following generalization of Theorem 1.1:
where B is the upper frame bound of (1.1). The (absolute) condition number of the mapping y → P ǫ M,N f is precisely κ ǫ M,N . Moreover, these constants satisfy
and, for fixed N ,
Hence, for sufficiently large M , the error is within a constant factor of (1.3), except that √ ǫ is now ǫ. In this paper, we quantify the requisite rate of growth of M with N in terms of the stable sampling rate. The question 'how large is sufficiently large' depends completely on the frame under consideration, and thus must be analyzed on a case-by-case basis. In §5, we illustrate an example frame for which the stable sampling rate is linear, i.e. M ≥ CN . Alternatively, it can also be computed numerically, as we explain in §4.5.
Our second main contribution, introduced in §4, considers a generalization of this setup. Instead of inner products, the 'data' about the function f is now given by bounded linear functionals ℓ m,M : G → C, m = 1, . . . , M , which may depend on M and which may be only defined on a dense subspace G of H (e.g. in the case of pointwise evaluations when H = L 2 (Ω) we consider G = L ∞ (Ω)). Very much reminiscent of the frame condition (1.1), we assume this data is sufficiently 'rich' so as to stably recover f . Specifically, we assume that 6) for constants A ′ , B ′ > 0. As in the previous setting, we construct an approximation from the data
via regularization of the least-squares problem
where
. Our main result for this setup is the following:
The (absolute) condition number of the mapping y → P ǫ M,N f is precisely κ ǫ M,N . Moreover, these constants satisfy
is the discrete semi-norm defined by the data. Note that Theorem 1.2 is strictly a special case of this result, corresponding to G = H and ℓ m,M (f ) = f, φ m , m = 1, . . . , M .
As in Theorem 1.2, this result yields an error bound depending on f − N n=1 z n φ n (measured in some norm) and ǫ z with constants that are O (1) for sufficiently large M . The question of how large M must be depends on the frame, and in this case, on the linear functionals ℓ m,M . As before, in §5 we illustrate an example where M ≥ CN suffices. Also as before, the constants can be computed numerically (see §4.5).
Relation to other work
As discussed, this paper is a continuation of [4] , in which the systematic study of numerical frame approximation was commenced. This study had its origins on earlier work on so-called Fourier extensions [10, 5] , which are particular frames arising as restrictions of the Fourier basis on a box to a subdomain.
Our use of oversampling here is inspired by earlier work on generalized sampling in Hilbert spaces by the first author and Hansen [1, 2, 3] . This work considered both sampling and approximation using orthonormal bases and frames, introducing the stable sampling rate as well, but did not address the ill-conditioning issue for approximation in the latter. Note that the tall rectangular matrix (1.4) is an uneven section of the infinite Gram matrix of the full frame, whereas the matrix G N of (1.2) is a finite section. Using uneven as opposed to finite sections is a well-known trick in computational spectral theory [8, 9, 12] .
For a more in-depth discussion of relations between this work and standard frame theory, we refer to [4] .
Our focus in this paper is accuracy and conditioning of the regularized frame approximations. We do not consider efficiency, i.e. computational time, which is very much dependent on the particular frame under consideration. We note in passing that there are efficient numerical methods for solving (1.5) and (1.7) for certain frames [13, 14, 15] . A description of these algorithms at the generic level will be presented in a future work.
Preliminaries
Our main results are contained in §3-5. First, however, we give some necessary background on frames and frame theory.
Bases and frames
For the remainder of this paper, Φ = {φ n } n∈I is an indexed family in a separable Hilbert space H over the field C, where I is a countable index set (for convenience and generality, we now allow I to be an abstract index set, rather than N as in §1). We write ·, · and · for the inner product and norm on H respectively. Definition 2.1. An indexed family Φ = {φ n } n∈I is an orthonormal basis for H if span(Φ), the vector space of all finite linear combinations of elements of Φ, is dense in H and φ n , φ m = δ n,m , ∀n, m ∈ I.
Recall that orthonormal bases satisfy Parseval's identity
Here and throughout, ℓ 2 (I) denotes the space of square-summable sequences indexed over I, and · denotes its norm, i.e. x = n∈I |x n | 2 . Equivalently,
2. An indexed family Φ = {φ n } n∈I is a Riesz basis for H if span(Φ) is dense in H, and there exist constants A, B > 0 such that
Note that (2.3) is a relaxed version of Parseval's identity (2.1). Throughout this paper, whenever constants A and B are introduced in an inequality such as this, they will be taken to be the optimal constants such that the inequality holds.
for positive constants A, B > 0. A frame is tight if A = B.
We refer to (2.4) as the frame condition. Note that it implies that Φ is dense in H. It follows from (2.3) that a Riesz basis is also a frame with the same constants A, B. [7, Prop. 3.6.4] . But a frame need not be a Riesz basis. In fact, frames are generally not ω-independent (see [7, Sec. 6 .1], for example): that is, there exist nonzero coefficients {x n } n∈I for which the sum n∈I x n φ n converges in H and satisfies n∈I x n φ n = 0. Conversely, bases are always ω-independent. As mentioned, this redundancy gives frames far greater flexibility than bases, making them easier to construct for particular problems. Definition 2.4. A frame Φ is exact if it ceases to be a frame when any one element is removed. Otherwise it is inexact.
Note that a frame is exact if and only if it is a Riesz basis [7, Theorem 5.5.4] . Hence, for the remainder of this paper we will assume that all frames are inexact. Definition 2.5. A frame Φ = {φ n } n∈I is linearly independent if every finite subset {φ n } n∈J , |J| < ∞, is linearly independent.
We shall also assume that all frames are linearly independent. This is mainly for convenience, and it will be the case in the examples discussed. Note that a linearly-independent frame is not necessarily a Riesz basis, as ω-independence for the infinite frame is a stronger condition. See [7, Chpt. 6 ] for further discussion.
Operators on frames
Associated to any frame Φ (and therefore any Riesz basis) is the so-called synthesis operator
Its adjoint, the analysis operator, is given by
and the composition S = T T * , known as the frame operator, is
This operator is self-adjoint, bounded, invertible and positive with
See [7, Lemma 5.1.5] . Note that this inequality is equivalent to the frame condition (2.4). Note also that S = I is the identity operator for an orthonormal basis. Similarly, S = AI for a tight frame. However, for a general Riesz basis or frame, S = I.
The Gram operator of a frame is defined by G = T * T . That is,
While this is a bounded operator on ℓ 2 (I), it is generally not invertible. We may also view G as the infinite matrix G = { φ n , φ m } n,m∈I . Throughout this paper all infinite matrices are equivalent to bounded operators on ℓ 2 (I). Note that G is the identity if and only if Φ is an orthonormal basis.
Dual frames
Definition 2.6. A frame Ψ = {ψ n } n∈I ⊆ H is a dual frame for a given frame Φ if
If a frame Φ is also a Riesz basis then it has a unique dual frame Ψ, which is also a Riesz basis. The pair (Φ, Ψ) is biorthogonal:
Note that an orthonormal basis is self-dual, i.e. Ψ = Φ. Conversely, an inexact frame (see Definition 2.4) necessarily has more than one dual frame. Moreover, a frame and its duals are not biorthogonal.
Definition 2.7. Let Φ = {φ n } n∈I be a frame. The canonical dual frame of Φ is the frame
The canonical dual is a frame [7, Lem. 5.1.5], and its frame bounds are B −1 and A −1 respectively. In this case, (2.7) reads
We refer to the coefficients a = { f, S −1 φ n } n∈I as the frame coefficients of f . Note that these coefficients have the property that, amongst all possible representations of f in Φ, they have the smallest norm [7, Lem. 5.4.2] . Specifically, if f = n∈I a n φ n = n∈I c n φ n for some c = {c n } n∈I , then c ≥ a .
Truncations of frames
For each N ∈ N we introduce the truncated system Φ N = {φ n } n∈I N where I N ⊆ I is a finite index set with |I N | = N . We assume that the index sets {I N } N ∈N are nested with
The system Φ N is a frame for its span H N = span(Φ N ). We write A N , B N > 0 for the frame bounds, so that 
The following lemma relates conditioning of G N to the frame bounds A N , B N :
Lemma 2.8 (Lemma 4 of [4] ). The truncated Gram matrix G N of a linearly-independent frame Φ is invertible with G −1 N −1 = A N and G N = B N , where A N and B N are the frame bounds of the truncated frame Φ N . In particular, the condition number of G N is precisely the ratio of the truncated frame bounds:
While G N is invertible, it is necessarily ill-conditioned for large N . Indeed: Lemma 2.9 (Lemma 5 of [4] ). Let Φ be a linearly-independent frame. Then 
Oversampling and order epsilon accuracy
A limitation of the regularized projection proposed in [4] for solving (1.2) is that it can at best achieve order √ ǫ accuracy. In this section we present an alternative which attains order ǫ accuracy.
The approach is simple and is inspired by the ideas of generalized sampling [1, 2] . Suppose we view the right-hand side y = { f, φ m } m∈I M as data. Then, rather than trying to approximate f in the space Φ M of the same size, we seek to approximate in the smaller space Φ N , where N ≤ M is chosen suitably small to ensure accuracy and good conditioning of the approximation. Equivalently, if N is fixed, we oversample: that is, we allow M ≥ N . Note that for the time being, we continue to assume that the data consists of inner products with a set Φ M . Thus, the generalization is simply that Φ M may be larger than Φ N .
Let
be the truncated Gram matrix corresponding to truncation parameters M (number of rows) and N (number of columns). Note that G M,N is the leading M × N submatrix of the infinite matrix G. Then we define the vector x ∈ C N as a solution of the least-squares problem
The following lemma shows that the problem (3.1) has a unique solution:
Lemma 3.1. For any M and N with M ≥ N we have that T * M g = 0 for g ∈ H N if and only if g = 0. Equivalently, the matrix G M,N has full rank.
Since Φ is a linearly-independent frame, g = 0 if and only if x = 0. Therefore G M,N has full rank if and only if the statement
holds. To show that it does we note that B g
where in the last inequality we use the fact that g ∈ H N . This gives the result.
With this in hand, if x is the solution of the problem, then we define the approximation
Note that P M,N : H → H N is the linear operator which takes f to its approximation T N x with x the solution of (3.1).
Unfortunately, much like in the case without oversampling [4] , the Gram matrix G M,N is still ill-conditioned even if M ≫ N (see §3.3). Hence we need to regularize. Suppose that G M,N has singular value decomposition
Let ǫ > 0 be fixed. Then we set
where Σ ǫ is the diagonal matrix with n th entry σ n if
and zero otherwise. The corresponding approximation to f is
For convenience, we now define the mappings
These map the data y to the corresponding approximations in H N . In particular, we have
Note that the square Gram matrix G N of §1 is precisely G N,N . Since G N is invertible, it follows that the projections P ǫ N and P N discussed in [4] correspond exactly to the case M = N .
Theoretical results
We first introduce the following constants:
Note that κ ǫ M,N is precisely the operator norm of L ǫ M,N : C M → H. Since L ǫ M,N is linear, it is also its absolute condition number, i.e. κ ǫ M,N measures the absolute effect of perturbations in the data y on the final approximation. Conversely, λ ǫ M,N measures how close P ǫ M,N is to being a projection on the subspace H N = T N (C N ). Observe that λ 0 M,N = 0, since P M,N is a projection onto H N . For convenience, we now also define
The reason for this scaling will become clear in the next subsection. Our first result concerns the approximation error of P ǫ M,N f :
In particular,
where C ǫ M,N is as in (3.1) and
For the coefficients x ǫ , we have the following:
The coefficients x ǫ of the truncated SVD projection P ǫ M,N satisfy
Moreover, if a ǫ N ∈ ℓ 2 (I) is the extension of x ǫ by zero, then
where a = { f, S −1 φ n } n∈I are the frame coefficients of f ∈ H.
These results are corollaries of two more general theorems we present in §4 (see §4.3 for proofs). In order to interpret them, we first need to understand the behaviour of the constants κ ǫ M,N and λ ǫ M,N as M → ∞. We discuss this next.
The stable sampling rate and O (ǫ) accuracy
We have:
, and therefore
See §4.4 for a proof. Motivated by this lemma, we now introduce the following concept:
Definition 3.5. Let C ǫ M,N be as in (3.1). For 1 < θ < ∞ and N ∈ N, the stable sampling rate is
For a given N , suppose that M ≥ Θ ǫ (N, θ). Then Theorem 3.2 gives that
Crucially, the error bound scales with ǫ as opposed to √ ǫ. In particular, this means that the approximation achieves order ǫ accuracy in the limit as N → ∞, as opposed to √ ǫ accuracy of the approximation P ǫ N f (recall Theorem 1.1):
Proof. The proof is based on the frame coefficients a = { f,
A f since the dual frame has upper frame bound A −1 (see §2.3). Therefore (3.11) gives
As N → ∞ (2.8) gives that the first term vanishes. Hence we obtain the result.
In summary, provided M is chosen above the stable sampling rate Θ ǫ (N, θ), the approximation P ǫ M,N f converges down to roughly ǫ, and moreover, the rate of decay of the error is dictated by how well f can be approximated by elements of H N with bounded coefficients. This latter issue depends completely on the frame Φ and element f being approximated; see [4] for further discussion.
Note that the behaviour of Θ ǫ (N, θ) as a function of N also depends completely on Φ. We shall consider this issue further in §5.
The need for regularization
To conclude this section, we now give some brief intuition as to why G M,N is ill-conditioned, even when M ≫ N . Suppose that N is fixed and M → ∞. Then, due to the strong convergence of the partial frame operators S M = T N T * M → S = T T * , one has that (G M,N ) * G M,N →G N , whereG N = { Sφ m , φ n } m,n∈I N . This follows directly from the fact that the (m, n) th entry of (G M,N ) * G M,N is precisely S M φ m , φ n . In particular,
(3.12)
In particular, if the frame Φ is tight, then S = I is the identity operator and therefore
Hence G M,N will inherit the ill-conditioning of G N for large M and N . In the non-tight case, recall that operator S is self-adjoint and positive definite (2.5). Hence it has a unique positive definite square root S 1/2 . This means that
is precisely the truncated Gram matrix of the system {S 1/2 φ n } n∈I . Note that this is frame, and its frame bounds are readily shown to be A 2 and B 2 respectively. Moreover, it is a simple argument via (2.5) to show that {S 1/2 φ n } n∈I is a Riesz basis if and only if Φ = {φ n } n∈I is a Riesz basis. Therefore, since we assume Φ is not a Riesz basis throughout, Lemma 2.9 gives thatG N is necessarily illconditioned for large N . Consequently, so are the matrices G M,N .
Remark 3.7 It also follows that the projections P M,N → S −1/2P N strongly as M → ∞ for fixed N , whereP N is the orthogonal projection of S 1/2 f with respect to the frame {S 1/2 φ n } n∈I N . In particular, if Φ is tight then P M,N → P N as M → ∞.
This argument gives some insight into the advantage of oversampling. For a tight frame, (G M,N ) * G M,N is an approximate factorization of G N (orG N in the general case). Thus, solving the linear system (1.2) is akin to solving the normal equations of the least-squares problem (3.1). In this sense it is not surprising that oversampling yields O (ǫ) accuracy, whereas solving (3.1) yields only O ( √ ǫ) accuracy. Indeed, (3.12) reflects the typical squaring of the condition number for the normal equations of a least-squares problem.
Approximation from indirect data
Computing any of the approximations presented so far requires calculation of the inner products f, φ m . This is typically inconvenient, since these are often given as integrals. Instead, we want frame approximations that work when f is only specified through a fixed set of indirect data, e.g. pointwise samples. Fortunately, the approached developed in the previous section of oversampling readily extends to this setting. In this section we describe this more general scenario.
Preliminaries
Let G be a dense subspace of the Hilbert space H endowed with a norm |||·|||. Suppose that f , the function we seek to approximate, and Φ, the frame we use, both belong to G. For each M ∈ N let J M be an index set of cardinality |J M | = M , and
be a set of linear functionals which are bounded with respect to |||·|||, i.e.
The data of f is now given by
As before, the goal is to compute an approximation to f in Φ N for some N ≤ M from the data M M f .
In order to make meaningful statements in the general case about the subsequent approximations we define, we shall make two further assumptions. First, we assume that
Second, we require the data to be sufficiently rich to recover f as M, N → ∞ in a suitable way. In analogy to the frame bounds (2.4), we shall assume that there exist constants A ′ , B ′ > 0 such that
We comment further on the relation between these two assumptions and the constants involved further on in §4.4. We note in passing that 
Given f ∈ G and data M M f , we construct the approximation P ǫ M,N f as follows. First, let
Note (4.2) is equivalent to the condition that G M,N is full rank. However, since G M,N arises from a frame, it will generally be ill-conditioned. Let G M,N have SVD
As before, we let ǫ > 0 be a parameter, and truncate the singular values of G M,N according to the criterion σ n > ǫ. (4.5) Having done this, we define the coefficient vector x ǫ as
where L ǫ M,N is the mapping
The solution as an orthogonal projection
A key element of our subsequent analysis is the reinterpretation of the operator P ǫ M,N as a projection with respect to a suitable inner product. Specifically, we now define the data-dependent sesquilinear form on
with corresponding discrete semi-norm By construction, these functions are orthogonal with respect to the discrete inner product ·, · M . Indeed, by orthogonality of the singular vectors, we have
Furthermore, since {v n } n∈I N is a basis of C N , the functions {ξ n } n∈I N are an orthogonal basis of H N with respect to the inner product ·, · M . As in §3, let x be the solution of the unregularized problem, i.e.
Using the expression for the pseudoinverse in terms of the SVD, we can write both x and the regularized solution x ǫ in terms of the left and right singular vectors. Specifically,
Furthermore, we also have
where in the last step we use (4.8). In particular, this gives
Similarly, we have
Recalling that {ξ n } n∈I N is an orthogonal basis for H N with respect to ·, · M we immediately see that P M,N is the orthogonal projection onto H N with respect to this inner product. Moreover, if H ǫ M,N = span {ξ n : σ n > ǫ} , then P ǫ M,N is the orthogonal projection onto this subspace with respect to ·, · M .
Analysis
As in §3, we define the constants
The only difference here to (3.5) is in the mapping L ǫ M,N , which is now given by (4.6), and the restriction of y to the range of M M (in general, Ran(M M ) may not equal C M , although this is true in the case of §3 when M M = T * M ). The following two results show the approximation error for P ǫ M,N f and the coefficients x ǫ . They are generalizations of Theorems 3.2 and 3.3 respectively.
Before we present the proof of this result, we first show how it implies Theorem 3.2:
Proof of Theorem 3.2. In this case,
The result now follows immediately.
The main difference between this result and Theorem 3.2 is that the discrete data norm f − T N z M cannot be bounded by f − T N z in general. However, one clearly has
where c m,M are the norms of the functionals ℓ m,M , recall (4.1). In particular, for Example 4.3 it
Proof of Theorem 4.4. For any z ∈ C N ,
Consider the second term. We have
which gives the corresponding term in (3.6). Now consider the third term. It follows immediately from the definition of λ ǫ M,N that
Moreover, if a = { f, S −1 φ n } n∈I are the frame coefficients of f and a ǫ M,N ∈ ℓ 2 (I) is the extension of x ǫ by zero, then
Much as above, this result implies Theorem 3.3:
Proof of Theorem 3.3. In this case, we have g M ≤ √ B g , ∀g ∈ H. Hence (4.14) implies (3.7). For (4.15) we note that
where for the final step we recall that a frame with upper frame bound B satisfies the upper Riesz basis condition with constant B. The result now follows immediately.
For general measurements, (4.15) does not imply convergence of the coefficients a ǫ M,N to the frame coefficients a since the term (S − S N )S −1 f M cannot be bounded by (S − S N )S −1 f in general. There is also no guarantee that (S − S N )S −1 f → 0 as N → ∞. This is the case, however, when the data arises from sampling with another frame {ψ n } n∈I (Example 4.2). In this case, M M is the truncated analysis operator of this frame, the constants A ′ , B ′ in (4.3) are the frame bounds, and therefore g N ≤ B ′ g , ∀g ∈ H.
Proof of Theorem 4.5. For the first part, we use (4.10) to write
Consider the first term on the right-hand side. Since the v n are orthonormal, we have
Consider the right-hand side. It follows from (4.9) and (4.11) that
Hence
where in the second step we use the fact that P ǫ M,N is the orthogonal projection with respect to ·, · M . This gives the first term of first term of (4.14). Next, consider the second term of the right-hand side of (4.16). Since
This gives the second term of (3.7). For (4.15) we first note that
where a N = {a n } n∈I N . Therefore it suffices to consider a N − x ǫ . Observe that
Notice that S N S −1 f ∈ G and (S − S N )S −1 f = f − S N S −1 f ∈ G. Therefore all the terms above are well defined. Hence, by (4.16),
Therefore,
Consider the first term. Let z ∈ C N be given by z = σn≤ǫ S −1 f, ξ n v n , so that the first term is merely z . By the definition of λ ǫ M,N , we have
Set g = S −1 f . Then T N z, g = σn≤ǫ | S −1 f, ξ m | 2 = z 2 and therefore we obtain ǫλ ǫ M,N z ≥ z 2 / S −1 f . It follows that
Now consider the second term of (4.18). We have
Combining this with (4.18) and (4.19) now gives the result.
Behaviour of the constants and the stable sampling rate
We now consider the behaviour of the constants κ ǫ M,N and λ ǫ M,N . We now also define the constant A ′ M,N as follows: 
Proof. Let y ∈ Ran(M M ) be given and write y = M M f for some f ∈ G. Then, by (4.11),
Recall that T N x ≤ √ B x since Φ N is a Riesz basis for H N . Hence
which gives (4.21) for κ ǫ M,N . For (4.22), we let y ∈ Ran(M M ) and write y = M M f for some f ∈ G once more. Since P ǫ M,N f is an orthogonal projection with respect to ·, · M we have
This gives (4.22). We now consider λ ǫ M,N . Let z ∈ C M be arbitrary. Using (4.11) and (4.17) we have
Arguing as above, this implies that T N z − P ǫ M,N T N z 2 ≤ B z 2 which gives (4.21). For (4.22), we again let z ∈ C M be arbitrary. Then
Moreover, since T N z − P ǫ M,N T N z ∈ H N we obtain
as required.
Proof of Lemma 3.4. The second part of this lemma follows immediately from Lemma 4.6, recalling that A ′ = A and B ′ = B in this case. For the first part, we argue in a slightly different way. Consider κ ǫ M,N first. Let y ∈ C M be given and write y = T * M f for some f ∈ H so that L ǫ M,N y = P ǫ M,N f . By (4.10) we have
By orthogonality, the second term satisfies
Consider the first term. Let Q N :
Therefore, we deduce that P Now consider λ ǫ M,N . Let z ∈ C N be arbitrary and recall that
As above, we note that ξ m , ξ n = σ m ũ m , v n , and therefore
Since z was arbitrary, we now obtain (3.9).
Remark 4.7 Lemma 4.6 gives a more pessimistic bound (4.21) than the corresponding bound (3.9) for the oversampling setting of §3. Specifically, the bound is proportional to 1/ǫ as opposed to 1/ √ ǫ. As is made clear by the proofs, this discrepancy is due to the fact that in the latter case the measurements are just inner products with respect to the same frame.
As in §3, we may now define the stable sampling rate:
Note that sampling at this rate, i.e. setting M ≥ Θ ǫ (N, θ), guarantees an error bound of the form
and therefore convergence of P ǫ M,N f down to roughly ǫ as M → ∞, provided the term f − T N z M also decays (see the discussion after Theorem 4.4).
Computing the stable sampling rate
As discussed, in order to achieve a well-conditioned and accurate approximation, one needs to determine the stable sampling rate Θ ǫ (N, θ). One approach to do this is to analyze κ ǫ M,N and λ ǫ M,N for each given frame. We shall see an example of this in §5. However, this can be difficult for a general frame, and usually only reveals the asymptotic growth rate of Θ ǫ (N, θ) with N and not the precise constant. Another approach is to compute Θ ǫ (N, θ). For this, we note the following:
where C ǫ M,N = V (I − I ǫ )V * and I ǫ is the diagonal matrix with n th entry 1 if σ n ≥ ǫ and zero otherwise. Maximizing over z now gives the result.
Hence, both κ ǫ M,N and λ ǫ M,N can be computed, provided G N is known.
Remark 4.9 In practice, it may be difficult to compute G N , since its entries are inner products which may for instance be integrals. This may be overcome by a further approximation, e.g. a quadrature in the case of integrals. Specifically, let K ≥ 1 and  k,K be a family of linear functionals such that
Let H K,N = { k,K (φ n )} K for sufficiently large K. If, for instance, the functionals  k,K correspond to a pointwise evaluations as part of a quadrature, this gives a means of numerically approximating κ ǫ M,N and λ ǫ M,N .
5 Example: the ONB+1 frame
We conclude this paper with a simple example of a frame for which the stable sampling rate can be determined analytically. This example is constructed as follows. Let {ϕ n } n∈N be an orthonormal basis of H and ψ ∈ H, ψ = 1, be such that ψ, ϕ n = 0 for infinitely-many n ∈ N. Then the indexed family Φ = {φ 0 , φ 1 , . . .} = {ψ, ϕ 1 , ϕ 2 , . . .}, is a linearly-independent frame for Φ with frame bounds
We refer to this frames as the ONB+1 frame. Note that it was previously used in [4] to show that the Gram matrix of a frame can be arbitrarily badly conditioned. It is motivated by the idea of 'enriching' an orthonormal basis to better capture a certain feature of a function under approximation (e.g. a singularity or oscillation). Throughout this section, let Q N denote the projection onto span{ϕ 1 , . . . , ϕ N }, i.e.
f, ϕ n ϕ n .
The stable sampling rate for the ONB+1 frame
A problem of interest is that where the samples are inner products with respect to the orthonormal basis {ϕ m } m∈N . That is, ℓ m,M (f ) = ℓ m (f ) = f, ϕ m , m ∈ N.
For instance, these are Fourier coefficients if {ϕ m } m∈N is the Fourier basis, and hence the goal would be to compute a better approximation in the frame Φ from the given Fourier data. Note that this is an instance of the framework of §4 with G = H, |||·||| = · and A ′ = B ′ = 1. Note also that g M = Q M g . Recalling Lemma 4.6, we note that it suffices to estimate and taking the norm of both sides, we find that
Also, we have g, ϕ n = x 0 ψ, ϕ n , n ≥ N.
Combining this with the bound for |x 0 | gives the result.
This leads us to the following result:
Theorem 5.2. Suppose that ψ is such that | ψ, ϕ n | ≍ n −α as n → ∞ for some α > 1/2. Then the stable sampling rate Θ ǫ (N, θ) ≤ CN,
for some constant C > 0 depending on α and θ only. Conversely, if | ψ, ϕ n | ≍ ρ −n as n → ∞ for some ρ > 1 then
where C > 0 depends on α and θ only.
