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Herbrand initiated a more general proof theory - with a kind of cut elimination 
combined with normal form expansion. Contrary to Gentzen’s rules of inference 
reducing only maximal formulas (occurring in sequences), Herbrand’s rules allow to 
reduce arbitrary subformulas without changing the environment. According to the 
reviewer’s research, this advantage leads to a more general “nested” proof theory that 
continue to hold in finite-variable logic, which fails in Gentzen’s theory. 
Lev Gordeev 
Thomas W. Parsons, Introduction to Algorithms in Pascal (John Wiley & Sons, Inc. 
1994), ISBN O-471-11600-9 
Elementary algorithms are certainly an important part in a computer-science 
undergraduate curriculum. Traditionally, elementary algorithms were a component of 
a first or second year course together with data structures. It seems that nowadays the 
trend is to separate these two components. A first-year course introduces students to 
elementary data structures: arrays, strings, stacks, queues, linked lists and a few basic 
algorithms associated with them. The body of standard techniques which provide 
solutions to frequently occurring problems are now moved to a second-year course: 
this introduces searching, sorting, tree and graph algorithms, possibly integrated by 
some notions of dynamic programming, pattern matching and text compression. 
This textbook is explicitly designed for such a second-year course. Elementary 
programming, recursion and the use of elementary data structures are prerequisite of 
the book, as well as some basic notions on discrete mathematics and logics (however, 
some of the needed notions are contained in an appendix). After a first, introductory, 
chapter on the notion of algorithm and recursive programming techniques, the book 
provides first the essentials: there are chapters on searching, sorting, growth and 
maintenance of binary trees and elementary graph algorithms. The last chapters 
contain some material on additional, more advanced, topics which include text 
compression, dynamic programming and random numbers. Three appendices on 
mathematical background, theorems about trees and finite-state automata conclude. 
The book is well written and clear. Algorithms are first presented informally by 
explaining their logic in narrative prose. Afterward a Pascal implementation is 
provided, usually following the code with further comments. In general, we find this 
style of presentation very helpful for students since, as the author mentions in the 
preface, in general one learns by iterative refinement. This style is applied also to 
mathematical notions which are often defined twice: first informally and then in 
a more precise way. In some cases, however, the author consciously sacrifices rigor to 
clarity. This choice is debatable, since, to our opinion, some notions would deserve 
a more rigorous treatment also in a textbook for non-advanced courses. This is the 
case, for example, for the complexity analysis of algorithms which in many cases is 
performed informally, by using the shortcuts outlined in the first chapter for the big-0 
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notation. Similarly, some formal results concerning trees are deferred to the appendix, 
while they could be profitably included in the text. 
While many other text-books on similar topics provide the code of algorithms by 
using some didactic language (often a Pascal-like one), this text uses Pascal. We find 
this choice appropriate, since Pascal maintains the simplicity and lucidity of those 
didactic languages, while being a real, implemented one. Thus students can run 
programs and experiment hemselves the various algorithms proposed without hav- 
ing to worry about the complications of such a language as C. The book contains 
many figures which help in understanding some critical notions, and each chapter 
contains a summary and a set of problems. 
Summarizing, this is a good text-book for a second-year course on algorithms, 
provided that data structures have been treated in a previous course. 
Maurizio Gabbrielli 
Marcel0 Fiore, Axiomatic Domain Theory in Categories of Partial Maps (Cambridge 
University Press, 1996), ISBN 0 521 57188 
Domains are the mathematical structures used in denotational semantics to inter- 
pret programming languages and domain theory is the mathematical theory of such 
structures. In particular, axiomatic domain theory is a novel, exciting area of research 
whose aim is to answer the question “what is a category of domains?” in an axiomatic 
way, that is, by distilling the categorical structure corresponding to the properties 
which categories of domains should satisfy. 
There are many possible answers to the above question according to the applica- 
tion one has in mind. The author focusses here on domains for deterministic lan- 
guages, using as intended model the well-known category of complete partial orders 
(cpos) and partial continuous functions. The two main properties of this category are 
the presence of partial maps - corresponding to the non-termination of programs 
_ and the presence of recursive types, which allows a wide collection of useful data 
types to be defined. 
In the book, building upon work by Rosolini and by Moggi, the definition of 
a category of partial maps is decomposed into the definition of a category of total 
maps and a subcategory thereof specifying the admissible domains of definition for 
partial maps. For instance, the category of sets and partial functions can be derived 
from the category of total functions by choosing the subcategory of injective functions 
as admissible domains. 
One desirable property for partial maps is that they be representable in terms of 
total ones. The author shows that this holds when the inclusion of the category of total 
maps into the category of partial ones has a right adjoint. Indeed, the lifting monad 
arising from this adjunction allows one to represent every partial map from A to B as 
a total map from A to the lifting of B. 
