This paper is devoted to studying the action of the feedback group on linear dynamical systems over a commutative ring A with unit. We characterize the class of m-input n-dimensional reachable linear dynamical systems B = (F, G) over R that are feedback equivalent to a system Cc. = (F,, C,.) with Brunovsky's canonical fornt.
INTRODUCTION AND NOTATION
Throughout this paper R denotes a commutative ring with unit element. We consider an m-input n-dimensional linear dynamical system C = (F, G) over R, where F and G are n X n and n X m matrices with entries in R, respectively. Assume the system C is reachable [i.e., the columns of the n X nm matrix (G, FG, . . . , F"-'G) generate R"].
The linear dynamical system c' = (F', G') is feedback equivalent to I: when S can be transformed to X' by one element of the feedback group F n m. For the reader's convenience we recall that F,,, is the group generated by' the following three types of transformations:
(1) F e F' = PFP-', G -G' = PG for some invertible matrix P. This transformation is a consequence of a change of base in R", the state module.
(2) F c, F, G +-+ G' = GQ for some invertible matrix Q. This transformation is a consequence of a change of base in R", the input module. dynamical system over R, the C is feedback equivalent to a system 2 = (F^, 6) of the form where d and f are coprime.
We introduce the following: DEFINITION 1.2. Let C = (F, G) be an m-input n-dimensional reachable linear dynamical system over R. We shall say that I: is a Brunovsky system if and only if X is feedback equivalent to a system of the form
In Section verifying:
(i) MF is 2 we associate to 2 = (F, G) a set {Mi')l, iG n of R-modules invariant under the action of feedback group for every i.
(ii) If C is a Brunovsky system, then MiZ is free for every i.
Suppose that R is such that finitely generated projective R-modules are free. In Section 3 we prove the converse of statement (ii); that is, we characterize the Brunovsky systems.
We prove that {rank MFll G iG n is a complete set of invariants for the feedback class of a Brunovsky system C. Moreover we include a determinantal method to obtain this set of invariants. In particular, when R is a field (the classical case) we have an alternative form to obtain the Kronecker indices of 2.
BASIC RESULTS
Let Z = (F, G) be a m-input n-dimensional linear dynamical system over R. We first introduce some notation. We denote by L: the submodule of R" generated by the columns of the n X m matrix F'G for 0 < i < n -1. Also, by N,' we denote the submodule of R" generated by the columns of the n X im matrix ij' = (G, FG, . . . , F'-'G),
We agree that N," = 0. Recall that X is reachable if and only if N,,' = R". We put Mix = R"/N,' for 1 < i < II.
LEMMA 2.1.
Let 2 = (F,G)
and Z' = (F', G') he two m-input n-dimensional linear dynamical system over a commutative ring R. Then if C' is .feedback equivalent to 2, we have:
Proof.
It is sufficient to prove the result when 2' is obtained from C by one transformation of type (l), (2) or (3).
For a transformation of type (1) we have F' = PFP-' and G' = PG for some invertible n x n matrix P, and hence dir = Peg for 1 < i < n. Let qr be the homomorphism defined, with respect to the standard base, by I'.
Then we have the commutative diagram with exact rows
where Z is the homomorphism induced by cpr,. For a transformation of type (2) we have F' = F and G' = GQ for some invertible m X m matrix Q. Hence for 1 < i < n, where Q is the im x im invertible block matrix
In this case Nix = Nix.' and Mix = M," for 1 < i < II. ET AL.
For type (3) we have F' = F + GK and G' = G for some m X n feedback matrix K. Since
where A,, A,, . . . , A. are suitable m X n matrices, then we have Nix = N,"
and Miz = Mj" for l'< i < n . ,
Let I% = (F, G) be a Brunovsky system. Then for 1 < i < n the modules NIX and Mix are free.
Proof.
By the above result we can suppose that Z is the canonical system C,. In this case we have, with the notation of Theorem 1. 
Consider the equality
where I is placed in row j -p. Then the columns of the matrix G$ are either zero or elements of the standard base for R". Consequently Nix and R"/N," are free for 1 < i < n.
??
The main result of this paper is related to the converse of the previous proposition. Next we include some ingredients which are used in the proof of the main result. LEMMA 2.3.
Let C = (F, G) be a m-input n-dimensional linear dynami-
cal system over R such that the R-modules M,' are free for 1 < i < n. Then the R-modules Nix/Ni! 1 are projective for 1 < i < n.
Proof.
Consider for every i, 1 .< i < n, the exact sequence of R-mod- 
The verification that pi and *i are surjective is a straightforward exercise which we leave to the reader. W Finally note that if is an exact sequence of free R-modules of finite rank, and 9' = {m'J, d id n'
and 9" = {ml;},.jan,, are bases for F' and F" respectively, then 9 = {i(m:),mj)l~t~.,,I~j~n" is a base for F, where mj is an element of F such that rr(m,) = my for 1 < j < n". ET AL.
THE CHARACTERIZATION THEOREM
THEOREM 3.1. Let R be a commutative ring such that finitely generated projective R-modules are free. Let C = (F, G) be a m-input n-dimensional reachable linear dynamical system over R. Then the following statements are equivalent:
(i) C is a Brunovsky system.
(ii) For 1 < i < n the R-module MiZ is free.
Proof.
Assume that statement (ii) holds. Since x is reachable, we have that NP'-_ 1 # R" and Consequently there exists a positive integer p such NP' = F"; Note that ff N," = R", then C is feedback nequivalent to sysiem 2 = (F, G), where F is the zero n X n matrix and G is the matrix G = (Id,lO) , where Id, is the identity matrix of order n.
Since the modules Miz are free, by Lemma 2.3 it follows that Nix/N,! i is projective for 1 < i < p. By hypothesis we have that N,'/Ni!, is free for 
l=l I= I (2)
We put ET AL.
Note that, by construction, we have 
The set 93 = fell, e12,. . . , elk,, e21, e22,. . . , ezk,, . . . , es,,, es,2,. . . , e,,k,,} is a base for R". The matrix of change from the base .k' to 9' is again a lower triangular matrix with the elements of the main diagonal equal to 1.
By (7) and (8) 
Yik,-li
On the other hand, since N,' is free, the exact sequence splits, where 0, is the homomorphism defined by G with respect to the standard bases for R" and R" respectively. Therefore there exists a base {uillGib m for R" such that 0,(u,) = eik, for 1 Q i Q si and @ui> = 0 for s,+l<i<m. Moreover this set of invarinats can be obtained by an algorithmic method applied to the matrices F and G of C.
