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 Resum 
 
L’era de la digitalització en la que ens trobem actualment està patint 
desafiaments a causa del ràpid creixement de la demanda d’ample de banda i 
de la innovació dels serveis que estan portant a les xarxes tradicionals al seu 
límit.   
Aquesta situació es crea a partir d’un canvi dins del mercat de les 
telecomunicacions que es troba en constant evolució.  Tot i que les xarxes hagin 
millorat amb el temps, les noves necessitats excedeixen el seu abast i han de 
lluitar per fer front a les noves demandes.  
Aquest conjunt de desafiaments desemboca en la creació de noves solucions 
per tal de poder adaptar-se fàcilment a les necessitats actuals mantenint els 
nivells d’exigència i de servei. S’està transformant la indústria de xarxes i serveis 
cap a un enfocament de virtualització i allunyant-se del maquinari propietari per 
tal de proporcionar xarxes escalables, elàstiques i àgils que facilitin el 
desplegament dels serveis sota demanda en el menor temps i amb el mínim cost 
possible. 
Les tecnologies transformadores SDN, NFV i SFC proporcionen noves 
possibilitats canviant completament la manera de dissenyar, desplegar i 
gestionar les xarxes oferint notables millores i incrementant la seva eficiència. 
Per aquest motiu, hi ha un gran espectre d’oportunitats en la investigació 
d’aquestes tècniques amb la finalitat d’aconseguir que la seva implementació 
sigui un èxit.   
L’objectiu d’aquest treball ha estat la recerca d’informació sobre aquestes 
tecnologies emergents i la seva implementació pràctica a través de diferents 
escenaris usant diverses metodologies (instal·lació automàtica, instal·lació 
manual i utilització d’un escenari predefinit de OPNFV) per tal de poder 
comprovar el seu funcionament, extrapolar-ho a escenaris reals i construir una 
plataforma de docència fiable on dur a terme entorns de producció.  
La falta de maduresa d’aquestes tècniques ha complicat el procediment i no s’ha 
pogut assolir plenament l’objectiu inicial però s’ha pogut concloure que la 
virtualització niada provoca inestabilitat en les configuracions i s’ha comprovat el 
funcionament global de SFC en la integració dels diferents projectes.  
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  Abstract 
 
Currently, we are experiencing the era of digitization that is suffering challenges 
due to the fast growth in demand of bandwidth and services innovations which 
are leading to traditional networks at its limit. 
This situation is created from a change in telecommunication market that is in 
constantly development. Although networks have improved over time, the new 
needs exceed their reach and have to face up to new demands. 
This set of challenges leads to the creation of new solutions in order to be able 
to adapt current needs easily keeping up the levels of demand and service. The 
networks and services industry is changing into virtualization approach and 
moving away from the proprietary hardware in order to provide scalable, elastic 
and agile networks that make easier the development of services on demand in 
the shortest time and with the lowest cost possible.  
Transforming technologies SDN, NFV and SFC provide new possibilities 
completely changing the way of designing, deploying and managing networks 
offering notable improvements and increasing their efficiency. For this reason, 
there is a huge spectrum of chances in the investigation of these techniques in 
order to achieve a success in its implementation. 
The aim of this work has been focused on search information about these 
emerging technologies and their practical implementation through different 
scenarios using various methodologies (automatic installation, manual 
installation and the use of a predefined OPNFV scenario). The deployment of this 
scenario and its operation, can be extrapolate it to real environments and build a 
reliable teaching or production platforms where. 
The maturity lack of these techniques has complicated the procedure and the 
initial aim could not be fully achieved. Nevertheless, it has been concluded that 
the nested virtualization causes instability in configurations and it has been 
confirmed the global operation of SFC in the integration of the different projects 
has been fulfilled.  
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INTRODUCCIÓ 
 
Les xarxes que ofereixen els operadors de telecomunicacions són la base del 
món connectat en el que vivim i que es troba en un moment clau de transició. 
 
En els últims temps, la innovació tecnològica ha avançat a una velocitat sense 
precedents. L’increment d’usuaris connectats a Internet, l’aparició de nous 
dispositius intel·ligents (IoT) i les aplicacions que requereixen gran ample de 
banda (IPTV, VoD, videotrucades...) han provocat que la demanda d’ús de les 
xarxes hagi augmentat exponencialment i han originat la tendència cap als 
serveis digitals accessibles en qualsevol moment, en qualsevol lloc i des de 
qualsevol dispositiu.  
 
Les arquitectures de xarxa existents no satisfan els requeriments de les noves 
tecnologies ja que no són suficientment àgils ni flexibles com per reprogramar-
se, reconfigurar-se i reajustar-se als desplegaments dels nous serveis. 
Tot i els continus avenços i millores al llarg del temps, les xarxes necessiten 
evolucionar encara més si volen seguir el ritme de les exigències dels models de 
negoci canviants constantment i de la innovació tecnològica.    
 
Aquest canvi de mercat, està forçant la infraestructura de la xarxa tradicional i 
s’ha convertit en un gran repte i una clara oportunitat de negoci pels proveïdors 
de serveis que s’han vist obligats a repensar l’arquitectura de la xarxa i buscar 
innovacions que permetin adaptar-se a les noves necessitats ràpidament i de 
forma rentable.  
 
Sota aquestes condicions és necessari un canvi de paradigma que permeti 
xarxes més flexibles, escalables i eficients. La integració de les tecnologies SDN, 
NFV i SFC pretén ser la resposta al canvi de paradigma i el seu 
desenvolupament es troba recolzat per diferents comunitats. 
Encara que són tècniques que provoquen certes inquietuds degut a que es 
troben en la seva infància, la seva investigació i el seu avanç és de vital 
importància en la transformació digital per tal d’accelerar l’evolució de la xarxa i 
el cicle de desplegament de serveis sota demanda que permetin mantenir el 
ritme de les innovacions.  
Mitjançant aquest treball s’ha estudiat els principals conceptes teòrics i s’ha 
experimentat amb escenaris basats en aquestes tecnologies emergents que 
tenen un gran potencial de revolucionar l’era de la informació.  
La metodologia que s’ha dut a terme en la part pràctica ha estat, per una banda, 
l’intent de creació d’un escenari propi mitjançant dos tipus d’instal·lació 
(automàtica i manual) i, per altra banda, la utilització d’una topologia de prova ja 
predefinida en el servidor de la comunitat OPNFV on poder experimentar amb 
les funcions virtualitzades.    
El document s’ha dividit en els següents capítols per tal d’estructurar la 
informació i facilitar la comprensió del lector. 
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1. Introducció als conceptes claus (SDN,NFV i SFC) 
2. Estat de l’art de la tecnologia NFV 
3. Desenvolupament i testeig d’escenaris basats en SDN, NFV i SFC 
4. Conclusions 
 
A més a més, al final del document s’ha afegit un conjunt d’annexos com a 
material de suport.  
 
A. Creació de la màquina virtual 
B. Instal·lació de la GUI 
C. Fitxers de configuració 
D. Recursos de consulta 
E. Resultats obtinguts usant el servidor de OPNFV  
 
A l’origen, la finalitat era aconseguir establir en els servidors de la universitat 
alguns ambients estables de NFV  i construir una plataforma de docència fiable 
per poder, en un futur, dur a terme entorns de producció i continuar amb la 
investigació de la tècnica SFC sobre ells. 
Encara que l’objectiu inicial no s’ha pogut assolir degut a la falta de maduresa 
que presenten aquestes tecnologies, mitjançant els resultats obtinguts s’ha 
demostrat que la virtualització albergada dins de virtualització genera errors 
il·lògics i aleatoris en les creacions dels escenaris, s’ha obtingut informació 
rellevant sobre el protocol d’encapsulació NSH i s’ha pogut comprovar el 
funcionament global de la tècnica d’encadenament de funcions de servei SFC.  
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CAPÍTOL 1. INTRODUCCIÓ ALS CONCEPTES CLAUS 
(SDN,NFV I SFC) 
 
Aquest capítol proporciona una introducció teòrica als conceptes principals de 
SDN, NFV i SFC que són claus per poder captar la importància de les 
arquitectures emergents que es tracten al llarg del treball i la seva gran influència 
en el món de les xarxes i dels serveis. A més a més, ens permetrà assolir els 
coneixements necessaris per aconseguir entendre correctament l’objectiu de la 
part experimental.   
 
1.1. Importància de la virtualització 
La virtualització és una tècnica de computació que consisteix en crear, a través 
de software, una capa d’abstracció sobre uns recursos físics de còmput, 
processament i emmagatzematge per tal de que puguin ser compartits i utilitzats 
per múltiples usuaris.  
La coexistència de diferents arquitectures sobre suports comuns ens 
proporcionen certs avantatges que fan que la virtualització sigui un àmbit 
d’investigació potencial : 
 
- Aprofitament del hardware: la virtualització de sistemes que s’infrautilitzen en 
un únic servidor físic permet estalviar energia, espai, capacitat de refrigeració, 
costos de manteniment i d’administració degut a la reducció del nombre de 
servidors físics.  
- Escalabilitat de la xarxa: la virtualització disminueix el nombre de dispositius 
hardware i permet escalar la xarxa de forma més directa.  
- Aïllament: les VMs són totalment independents entre sí i amb el hipervisor1. 
Per aquest motiu, en cas de que hi hagi alguna fallada, es pot assegurar el bon 
funcionament individual i facilitar el procés de realitzar millores o canvis.  
- Seguretat: cada entorn virtual disposa d’accés independent. Per exemple, si 
es produeix un atac de seguretat en una màquina virtual només afectarà a la 
màquina en concret.  
- Flexibilitat: podem assignar a les màquines virtuals les característiques (CPU, 
memòria, disc, xarxa, sistema operatiu) que desitgem sense necessitat de 
disposar d’un ordinador físic amb aquests recursos concrets. 
- Agilitat: la creació d’una màquina virtual mitjançant l’execució d’una instrucció 
és un procés molt ràpid en comparació amb el procés de compra i configuració 
que comporta en el cas físic. Es passa de solucions complicades, 
jerarquitzades i específiques a solucions més flexibles que permeten una 
implantació més senzilla amb modificacions més àgils i de menor impacte.  
 
 
1 Software que es troba entre el hardware i el sistema operatiu i que s’encarrega de gestionar els recursos hardware dels 
que faran ús les màquines virtuals. 
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- Portabilitat i ràpida recuperació: les configuracions es guarden en fitxers 
fàcils de clonar o de transportar. Disposar d’una copia dels fitxers de 
configuració possibilita una recuperació ràpida en cas de fallada.  
Tot i així, aquests avantatges tenen un preu i s’haurà de tenir en compte les 
limitacions dels recursos dels que disposi l’entorn físic i la pèrdua del rendiment 
ja que generalment les aplicacions van més lentes en un entorn virtualitzat que 
en un sistema físic.  
 
1.2.  Introducció a SDN (Software Defined Networking) 
La promoció i adopció de la tecnologia SDN, liderada per la ONF (Open 
Networking  Foundation) [1] , no és el resultat d’una aparició sobtada sinó d’una 
llarga historia d’innovacions destinades a fer més programables les xarxes.  
La historia de l’evolució de la virtualització en xarxes comença amb l’origen 
d’Internet (aquesta és una arquitectura virtual) que fa uns 15 anys va intensificar 
la necessitat de gestionar i evolucionar les infraestructures de xarxes, fent-les 
programables, naixent així el concepte de SDN.  
 
En l’estructura d’una xarxa trobem el pla de dades que s’encarrega principalment 
del reenviament (transportar els paquets des d’un origen a un destí), de 
l’encaminament (decidir quina és la ruta òptima)  i de la multiplexació  (compartir 
els recursos físics). A més, trobem el pla de control que és el responsable d’obrir 
la connexió, mantenir-la i finalitzar-la. Finalment, tenim el pla d’operació i 
manteniment (OAM) que té l’objectiu de mantenir les funcionalitats de la xarxa 
com poden ser la recuperació en cas de fallada, la tarifació, etc.  
Interessa que aquests plans siguin independents per tal d’assegurar el bon 
funcionament individual en cas de fallada d’algun d’ells.  
 
L’arquitectura de xarxa SDN és una forma de crear xarxes mitjançant software, 
programant-les com si es tractés d’un ordinador amb l’objectiu de facilitar la 
implementació dels seus serveis. 
La implantació de la xarxa i dels seus serveis es realitza de forma determinista, 
dinàmica i escalable, evitant a l’administrador de xarxa gestionar-los a baix nivell 
i permetent a l’usuari crear-los segons els seus requeriments. 
  
Tot això s’aconsegueix desacoblant el pla de dades (hardware) del pla de control 
(software) per tal de proporcionar llibertat en l’administració de diferents 
topologies, protocols i serveis sense masses restriccions de la capa física.  
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Figura 1.1: Arquitectura SDN [2] 
 
Com es mostra a la Figura 1.1, SDN ofereix una visió centralitzada proporcionant 
al controlador SDN la capacitat d’actuar com a “cervell” de la xarxa.  
El controlador SDN transmet informació als dispositius de xarxa 
(switches/routers) i a les aplicacions a través de dos tipus de APIs2 (interfície en 
direcció nord o sud). Per una banda, el controlador es comunica amb 
components de nivell superior mitjançant les interfícies en direcció nord amb la 
finalitat de configurar el trànsit i desplegar serveis. Per altra banda, la interfície 
en direcció sud definida per l’especificació del protocol OpenFlow (entre d’altres) 
permet al controlador SDN comunicar-se amb un component de nivell inferior 
amb l’objectiu de gestionar les taules de reenviament dels dispositius per tal 
d’adaptar-se millor a les necessitats canviants de la xarxa. 
 
 
1.2.1. Protocol OpenFlow 
 
El protocol de commutació OpenFlow proporciona una gestió centralitzada per a 
controlar la connectivitat i els fluxos de les connexions en una xarxa definida per 
software (SDN).  
 
Un commutador OpenFlow separa les funcions de reenviament i 
d’encaminament. El propi element de xarxa (NE) s’encarrega de l’enviament de 
paquets mentre que les decisions d’escollir la ruta més òptima es deleguen a un 
controlador extern independent. En l’arquitectura SDN els elements de xarxa es 
comuniquen amb els controladors a través del protocol OpenFlow.     
 
 
2 Conjunt de crides a certes biblioteques que ofereixen accés a funcions i procediments per tal de ser utilitzades per un 
altre software.   
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Cada dispositiu de xarxa OpenFlow disposa de la seva pròpia taula de fluxos on 
es guarden diverses entrades que determinen com gestionar els seus propis 
paquets. Aquestes taules es poden carregar manualment o mitjançant el 
controlador.  
 
Quan un switch OpenFlow rep un paquet, es comprova si coincideixen els 
diferents camps que formen la regla (matching) i, si són coincidents, es porta a 
terme una acció determinada. 
En el cas en el que no hi hagi cap coincidència o si la taula està buida, com el 
switch no sap que fer-ne, envia el paquet al controlador. El controlador és 
l’encarregat d’analitzar-lo i determinar si s’ha de descartar el paquet o si cal crear 
una nova entrada a la taula de fluxos del switch determinant com reenviar-lo i 
establint la regla per a poder utilitzar-la en casos similars futurs.   
 
 
 
Figura 1.2: Entrada de la taula de fluxos d’un dispositiu de xarxa OpenFlow [3] 
 
Com s’observa a la Figura 1.2, cada entrada està composada per: 
 Regla  conjunt de condicions que s’han de complir per a dur a terme l’acció 
corresponent (port d’entrada, MAC origen, etiqueta VLAN, IP destí, etc.) . 
 
 Acció  instruccions a realitzar en el cas de que es compleixi alguna de les 
regles (reenviar del paquet a un port determinat, reenviar cap al controlador, 
descartar el paquet, etc.). 
 
 Estadístiques  recull d’informació útil per tal de monitoritzar el número de 
paquets, els bytes de cada flux i el temps des del qual l’últim paquet va ser 
coincident, etc. A més a més, ens permet dur a terme l’eliminació automàtica 
dels fluxos inactius.  
 
L’estàndard obert OpenFlow ha esdevingut un dels pilars fonamentals de la 
tecnologia SDN permetent als investigadors executar protocols experimentals en 
les xarxes sense necessitat de que els fabricants exposin el funcionament intern 
dels seus dispositius de xarxa.  
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1.3. Introducció a NFV (Network Function Virtualization) 
NFV és la tecnologia ‘cloud3’ del món de les tecnologies de la informació, 
aplicada en el món dels operadors de les telecomunicacions.  
El concepte va sorgir degut a la necessitat dels proveïdors d’accelerar el 
desplegament dels nous serveis de xarxa eludint les restriccions dels dispositius 
basats en hardware.  
 
El llançament de nous serveis sovint requereix la reconfiguració de la xarxa i la 
instal·lació de nous equips que comporten una necessitat de disposar de més 
espai, energia, personal de manteniment i capacitat. Per aquest motiu, els 
proveïdors de serveis estan constantment buscant noves maneres d’ampliar i 
escalar els seus serveis de xarxa reduint els costos corresponents a la inversió 
inicial (CAPEX), els costos d’operació i manteniment (OPEX) i el temps de 
posada en marxa necessaris per a poder proporcionar-los.    
 
La virtualització de funcions de xarxa permet dissenyar, implementar i administrar 
els serveis de xarxa de forma alternativa accelerant la innovació dels serveis i 
l’aprovisionament de forma que les xarxes esdevenen àgils i capaces de 
respondre automàticament a les necessitats del trànsit i dels serveis que s’hi 
executen segons les demandes dels usuaris.  
NFV desacobla les funcions de xarxa (NAT, firewall, detecció d’intrusions, gestió 
dels dispositius de xarxa, emmagatzematge, DNS, etc.) dels dispositius de 
hardware propietaris per tal de que puguin executar-se en software. D’aquesta 
manera, s’aconsegueix substituir elements realment complexos i especialitzats 
per sistemes equivalents que s’executen sobre hardware genèric. Es passa de 
solucions aïllades, sense possibilitat de compartir recursos hardware, a solucions 
basades en plataformes genèriques compartides que ofereixen un gran estalvi 
en els costos, flexibilitat i independència dels diferents fabricants.  
 
La Figura 1.3 que es mostra a continuació correspon a la comparativa entre el 
model clàssic, on les funcions de xarxa s’implementen en dispositius de 
hardware molt específics dedicats per a cada funció, i el model NFV on les 
funcions de xarxa s’implementen mitjançant instancies virtuals que s’executen 
en hardware genèric compartit d’alta capacitat.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3  Paradigma que permet oferir serveis de computació a través d’una xarxa, usualment Internet 
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Figura 1.3: Comparativa entre el model clàssic i el model NFV [4] 
 
A més a més, a la Figura 1.4 podem trobar un recull de les principals limitacions 
que es troben en el model tradicional contrastades amb les solucions més 
destacables que proporciona la tecnologia NFV [5].  
 
 
 
Figura 1.4: Limitacions del model tradicional vs. les solucions del model NFV 
  
El model tradicional causa moltes restriccions que limiten els costos 
d’implementació, l’escalabilitat, l’eficiència operativa de la xarxa i el compliment 
dels requisits del mercat que es troba en constant evolució. Aquesta situació 
obliga als operadors a considerar la transició al model NFV modificant la manera 
de dissenyar, desplegar i gestionar les xarxes per tal de poder eliminar aquestes 
limitacions del model clàssic i aconseguir xarxes flexibles, àgils, escalables i 
econòmiques.  
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1.3.1. Arquitectura NFV estandarditzada  
 
La idea de NFV va ser proposada per primera vegada en el Congrés Mundial de 
OpenFlow SDN l’any 2012 per un consorci dels principals proveïdors de serveis 
que van fer referència als majors reptes als que s’enfronten els operadors de 
xarxa, especialment la seva dependència al introduir nou hardware per a 
permetre serveis innovadors als seus clients.  
 
Per accelerar el progrés cap a aquest objectiu comú, es va crear un Grup de 
Especificacions per a la Virtualització de Funcions de Xarxa de la ETSI (ETSI 
ISG NFV). Aquest grup és l’encarregat de desenvolupar els requeriments i 
l’arquitectura necessaris per a la virtualització de diverses funcions dins de les 
xarxes de telecomunicacions creant estàndards, derivant cap a projectes com el 
de OPNFV, la plataforma oberta pel projecte NFV [6] .  
 
Seguidament, en la Figura 1.5, es mostra l’arquitectura NFV estandarditzada per 
el Institut d’estàndards de Telecomunicacions Europeu (European 
Telecommunications Standards Institute ETSI) que es va desenvolupar per tal 
de garantir la compatibilitat entre les implementacions de diferents serveis i 
xarxes de telecomunicacions.  
 
 
 
Figura 1.5: Arquitectura NFV [5] 
 
Com podem observar, l’arquitectura NFV està formada per quatre blocs 
principals [7]: 
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 La infraestructura de virtualització de funcions de xarxa (NFVI)  
 
Proporciona els recursos físics on allotjar les màquines virtuals, els recursos 
virtuals i la capa de virtualització necessaris per executar les funcions de xarxa 
virtualitzades (VNFs).  
 
- Els recursos físics corresponen a la part física de la NFVI que fa referència als 
recursos de còmput (on s’inclou CPU i memòria), d’emmagatzematge i de 
xarxa en els que s’instancien els recursos virtuals.  
 
- Els recursos virtuals corresponen a la part virtual de la NFVI. Són els recursos 
de còmput, d’emmagatzematge i de xarxa basats en software que s’usen en 
les funcions de xarxa virtualitzades.  
- La capa de virtualització és el software que fa possible la creació dels recursos 
virtuals. Fa la funció d’hipervisor desacoblant el software del hardware per tal 
de permetre la progressió del software de forma independent del hardware.  
 
 Les funcions de xarxa virtualitzades (VNFs) 
 
Formen el bloc que correspon als elements de xarxa virtualitzats (router VNF, 
Switch VNF...) o inclús a les subfuncions virtualitzades d’algun element de 
xarxa (firewall, balanç de càrrega...) basats en programari que s’executen en 
la NFVI.  
 
Per crear un servei de xarxa, les VNFs es poden implementar com a entitats 
independents o com a combinació de múltiples VNFs sense necessitat de ser 
conscients de l’existència de les altres VNFs que formen la cadena. 
 
A més a més, hi trobem el sistema de gestió d’elements (EM) que s’encarrega 
localment de la fallada, la configuració, la comptabilitat, el rendiment i la gestió 
de la seguretat de cada VNF (VNFM també ho fa però únicament de forma 
global pel conjunt de VNFs).  
Per exemple, si hi ha algun problema amb l’encadenament de VNFs, l’error 
serà reportat pel VNFM però, si el problema està relacionat amb una funció 
en concret, se’n farà càrrec el EM.  
 
Pot haver-hi un EM per cada VNF o un únic EM pot manegar múltiples VNFs, 
inclús, un EM pot ser una VNF.  
 
 El sistema de suport operatiu i de facturació (OSS/BSS) 
  
En l’arquitectura NFV, el OSS/BSS pot integrar-se amb el bloc de gestió i 
orquestració4. No obstant, el OSS/BSS existent pot agregar valor al NFV 
MANO oferint funcions addicionals en el cas de no estar suportades per una 
certa implementació.   
 
4  Procés centralitzat on un element s’encarrega de controlar la realització d’una tasca i coordina l’execució de les diferents 
operacions i dels dispositius implicats. 
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- El sistema de suport d’operacions (OSS) s’encarrega de la gestió de xarxa, la 
gestió de fallades, la gestió de configuració i la gestió de serveis. 
 
- El sistema de suport comercial (BSS) s’ocupa, entre d’altres, de la tarifació, la 
gestió de clients, la gestió de productes i la gestió de comandes.  
 
 El sistema de gestió i orquestració (NFV MANO) [8]  
 
És el bloc que actua com a cor i cervell de l’arquitectura NFV ja que disposa 
d’una visibilitat completa de totes les entitats que la formen i això li permet ser 
conscient de la seva utilització i del seu estat operatiu.  
És el responsable d’interactuar amb la resta de blocs per tal de gestionar tots 
els recursos de la NFVI i la seva assignació en les VNFs.  
 
Està format per tres tipus de gestors: 
 
 El gestor de la infraestructura virtualitzada (VIM) s’encarrega del cicle de vida 
(creació/manteniment/destrucció) de les màquines virtuals (VMs) dels 
recursos físics de còmput, d’emmagatzematge i de xarxa de la NFVI dins del 
domini d’infraestructura d’un operador administrant els recursos virtuals en 
funció dels requisits dels usuaris.  
Per tant, en una arquitectura NFV, pot haver-hi diferents VIMs, cadascun dels 
quals gestiona el seu respectiu domini NFVI.  
A més a més, manté l’inventari de les VMs associades als recursos físics i és 
responsable de la recol·lecció de les mesures de rendiment i de la gestió de 
fallades en el hardware, en el software i en els recursos virtuals.  
 
 El gestor de les funcions de xarxa virtualitzades (VNFM) és el responsable 
d’administrar una VNF o múltiples VNFs. S’encarrega del cicle de vida 
(creació/manteniment/destrucció) de les funcions de xarxa virtualitzades 
(VNFs) que s’instal·len en les màquines virtuals i que el VIM crea i administra. 
També és responsable de la fallada, la configuració, la comptabilitat, el 
rendiment i la gestió de la seguretat global del conjunt de VNFs. 
 
Poden haver-hi diferents VNFMs administrant VNFs separats o pot haver-hi 
un únic VNFM administrant diferents VNFs.  
 
Quan el VNFM ha d’instanciar una nova VNF o ha de sol·licitar la modificació 
dels recursos disponibles per a una VNF determinada (per exemple, més 
CPU) comunica aquest requeriment al VIM. A continuació, el VIM és el 
responsable de fer la petició a la NFVI que s’encarrega de modificar 
l’assignació dels recursos a la màquina virtual que allotja a la VNF en concret 
per tal d’adaptar-se a les noves necessitats. La Figura 1.6 mostra aquest flux 
d’esdeveniments. 
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Figura 1.6: Sol·licitud d’ampliació dels recursos d’una VNF [5] 
 
 L’orquestrador NFV (NFVO) administra les VNFs generant, mantenint i 
arrancant els serveis de xarxa (a través del VNFM) i gestiona els recursos de 
còmput/emmagatzematge/xarxa de la NFVI (a través del VIM).  
Coordina, autoritza, allibera o involucra els recursos necessaris interactuant 
directament amb l’administrador corresponent (VNFM o VIM).  
 
Si hi ha vàries VIMs, l’orquestrador s’encarrega de gestionar els recursos de 
les diferents VIMs. Si hi ha diferents VNFs, l’orquestrador permet encadenar-
les per tal de crear un servei d’extrem a extrem. 
A la Figura 1.7 es representa esquemàticament el funcionament operacional 
conjunt i la interacció entre els diferents components de l’arquitectura NFV en 
el cas de voler crear una nova funció de xarxa virtualitzada (VNF).  
1. EL NFVO disposa d’una visibilitat completa de la topologia.  
2. El NFVO crea una petició de les VNF requerides i ho comunica al VNFM. 
3. El VNFM determina la quantitat de màquines virtuals necessàries i dels 
recursos que cadascuna necessitarà per tal de poder crear la VNF i 
comunica aquests requisits al NFVO.  
4. Com que el NFVO disposa d’informació sobre els recursos hardware, 
valida si hi ha suficients recursos disponibles per tal de crear la màquina 
virtual. El NFVO inicia la sol·licitud per tal de crear aquestes màquines 
virtuals.  
5. El NFVO envia la sol·licitud al VIM per crear les màquines virtuals i 
assignar-hi els recursos que siguin necessaris.  
6. El VIM demana a la NFVI que creï aquestes màquines virtuals. 
7. El VIM comunica al NFVO que les màquines virtuals s’han creat 
correctament.  
8. El NFVO informa al VNFM que les màquines virtuals necessàries per crear 
la VNF ja estan disponibles.  
9. El VNFM configura les VNFs amb els paràmetres específics.  
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10. El VNFM comunica al NFVO que les VNFs ja estan preparades, 
configurades i disponibles per ser utilitzades. 
 
 Figura 1.7: Creació d’una nova VNF [5] 
 
En el cas de voler crear un determinat servei virtualitzat mitjançant múltiples 
VNFs, el bloc de gestió i orquestració (NFV MANO) disposa de diferents tipus de 
repositoris dels quals en pot fer ús per tal d’agilitzar i facilitar aquest procés: 
 
- Catàleg de la VNF és un arxiu que conté tots els descriptors VNF (VNFDs) 
utilitzables. Un VNFD és una plantilla que descriu el desplegament d’una VNF 
i els requisits de comportament operacional. La informació subministrada en el 
descriptor VNF és utilitzada principalment pel VNFM (en el procés de creació i 
la gestió del cicle de vida d’instàncies VNF) i pel NFVO (per administrar els 
recursos virtuals de la NFVI i orquestrar els serveis de xarxa).  
 
- Catàleg dels servei de xarxa és un recopilatori dels serveis de xarxa utilitzables. 
Emmagatzema  tots els descriptors de serveis de xarxa (NSDs) que són 
plantilles que informen sobre el desplegament per a un servei de xarxa en 
termes de VNF i descriuen la connectivitat entre les múltiples VNFs a través 
d’enllaços virtuals per a un ús futur.  
- Instàncies NFV és una llista que conté tots els detalls sobre les instàncies dels 
serveis de xarxa i les instàncies VNF relacionades. 
 
- Recursos de la NFVI és un repositori dels recursos NFVI utilitzats amb el 
propòsit d’establir serveis NFV.  
 
La creació d’aquests serveis mitjançant l’ús dels catàlegs tenen diferents formats 
de diàleg. Els descriptors poden estar definits amb els següents llenguatges:  
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o TOSCA [9] està basat en plantilles  que permeten definir un servei i el seu 
desplegament en una infraestructura cloud descrivint els nodes, les relacions 
i les dependències que hi ha en una infraestructura NFV. 
 
o YAML [10] utilitza una sintaxis llegible i senzilla per representar les dades 
que és fàcil de traslladar als llenguatges d’alt nivell més comuns. És amb el 
que es programa l’eina de gestió d’orquestració de serveis Juju [11] que 
defineix les relacions entre diversos serveis per tal d’actualitzar-los 
automàticament en cas que sigui necessari.  
L’orquestrador NFV (NFVO) juntament amb el gestor de les funcions de xarxa 
virtualitzades (VNFM) conformen el projecte oficial de OpenStack Tacker [12] on 
es construeix una arquitectura genèrica que engloba als dos gestors i que té 
l’objectiu d’operar amb les funcions de xarxes virtualitzades i desplegar serveis 
de xarxa.  
 
1.4. Introducció a SFC (Service Function Chaining) 
L’encadenament de serveis de xarxa, també conegut com encadenament de 
funcions de servei (SFC) [13] , és una tècnica que tenen les xarxes definides per 
software (SDN) que consisteix en concatenar múltiples VNFs per tal d’oferir 
serveis virtualitzats mitjançant cadenes virtuals.  
 
El principal benefici que proporciona l’encadenament de serveis és que permet  
configurar les connexions de xarxa virtuals i manegar els fluxos de trànsit dels 
serveis connectats de forma automatitzada5. És una alternativa millorada a la 
funció que hauria de realitzar un administrador de xarxes tradicionals encarregat 
de connectar manualment una sèrie de dispositius físics per tal de poder 
processar el trànsit entrant i sortint de la xarxa.  
A més a més, permet als proveïdors de serveis crear i comercialitzar paquets de 
serveis de valor afegit introduint-los dinàmicament a la seqüencia de les 
connexions de dades dels clients.  
 
Alguns exemples d’ús: 
 
- Un controlador SDN podria utilitzar la cadena de serveis i aplicar-los a diferents 
fluxos segons l’origen, el destí o el tipus de trànsit.  
 
- En el cas de que una sessió de vídeo tingui més demanda que un simple accés 
a una web, l’encadenament automatitzat de serveis pot permetre que aquestes 
sessions es configurin o es tanquin dinàmicament en funció de la demanda, 
sense requerir cap tipus d’intervenció humana.  
 
 
 
5  Fer que determinades accions es tornin automàtiques desenvolupant-se per si soles sense la necessitat de la 
participació directa d’un individu.   
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Aquesta automatització pot ser operacionalment avantatjosa ja que el fet de 
permetre l’aprovisionament automatitzat d’aplicacions de xarxa amb 
característiques diferents ajuda a garantir que les aplicacions específiques 
obtinguin els recursos o les característiques de xarxa adequades (ample de 
banda, xifrat, QoS6). A més a més, quan s’utilitza en combinació amb SDN, 
optimitza l’ús de la xarxa millorant el rendiment de les aplicacions i evitant 
problemes de congestió de la xarxa de forma automatitzada.  
 
Aquesta tècnica incrementa notablement el potencial de NFV ja que permet 
seleccionar i dirigir els fluxos de trànsit de dades a través de múltiples funcions 
de xarxa virtualitzades connectades entre elles formant diferents tipus de 
cadenes per tal d’oferir un servei determinat.  
 
Degut a que els circuits virtuals s’implementen a partir de software, aquestes 
connexions poden crear-se, configurar-se i suprimir-se segons sigui necessari a 
través de la capa d’orquestració de NFV.  
 
Figura 1.8: Exemple d’ús de la tècnica SFC [13] 
 
A la Figura 1.8 es mostra un exemple d’aplicació on s’observen les tres tècniques 
en conjunt.  
En primer lloc, el trànsit provinent de la xarxa fixa passa pel servidor BNG que 
s’encarrega d’encaminar el trànsit IP a través de la xarxa troncal del proveïdor 
de serveis d’Internet fent complir les polítiques de QoS. En canvi, si el trànsit 
prové de la xarxa mòbil ha de passar pel PGW que és l’element que fa de frontera 
entre la xarxa mòbil i Internet amb la funció d’assignar les adreces IP als usuaris 
i realitzar tasques de control de dades i de tarifació. 
 
 
6  Rendiment mitjà d’una xarxa que pot apreciar l’usuari. Mesura la qualitat dels serveis considerant diversos aspectes 
objectivables com poden ser retards, disponibilitat, interrupcions, pèrdues, etc.  
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 Seguidament, el trànsit es classifica segons diferents polítiques i, un cop 
classificat, la xarxa s’ocupa de forma dinàmica de dirigir el trànsit cap a la ruta 
corresponent realitzant les diferents funcions de servei que formen la cadena 
(firewall, antivirus, optimització de vídeo o control parental). 
 
 
1.4.1.  Arquitectura SFC estandarditzada 
 
El Grup de Treball de SFC de la IETF (The Internet Engineering Task Force) [14] 
és l’encarregat d’investigar i desenvolupar la tècnica SFC per tal de seguir 
portant a terme la seva missió de millorar el funcionament d’Internet produint 
documents tècnics rellevants d’alta qualitat que influeixin en la forma de 
dissenyar, utilitzar i administrar Internet.  
 
En concret, han definit una arquitectura estàndard de la cadena de funcions de 
servei (SFC) [15] per determinar com s’ha de classificar el trànsit de la xarxa i la 
manera d’encaminar-lo entre les diferents funcions de servei.   
 
 
Figura 1.9: Arquitectura SFC [4] 
Com es mostra a la Figura 1.9, els principals components de l’arquitectura SFC 
són [16]:  
 
 Les funcions de servei (SFs) són els recursos encadenats disponibles dins 
d’un domini SFC (xarxa o regió de la xarxa on s’implementa SFC) que 
s’invoquen com a part d’un servei compost.  
 
 Els classificadors són els elements responsables de delimitar el domini SFC 
portant a terme la classificació. Tot el trànsit entrant al domini es classifica 
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segons determinades polítiques i, segons la decisió de la classificació, el 
trànsit s’encapsula i s’assigna a una cadena determinada. 
Els classificadors sovint s’implementen juntament amb un SF o un SFF.  
 
 Els transmissors de funcions de servei (SFFs) són els encarregats del 
reenviament del trànsit entre les diferents funcions de servei (SF) connectades 
en base a l’encapsulat SFC. També poden lliurar el trànsit a un classificador 
o a un altre SFF.  
 
 Els proxies SFC són elements lògics que  actuen d’intermediaris inserint i 
eliminant l’encapsulat SFC a les funcions de serveis (SFs) desconegudes en 
les peticions de recursos que realitza un client a un servidor.  
Aquesta estratègia ofereix diverses funcionalitats: control d’accés, registre del 
trànsit, restriccions a diferents tipus de trànsit, millora del rendiment, anonimat 
de la comunicació, etc.  
 
 Pla de control és el responsable de crear les rutes del servei i s’encarrega de 
gestionar i comunicar les SFs (els recursos de capacitat, disponibilitat i 
ubicació) necessaris per a les operacions de transport i d’encadenament de 
funcions de servei en ús.  
 
 
1.4.2. Encapsulació SFC a través de NSH 
 
Una cadena de funcions de servei (SFC) defineix un conjunt ordenat de funcions 
de serveis (SFs) que determinen el camí (SFP) per on ha de passar el trànsit del 
servei orquestrat.  
 
Un camí de servei és una ruta de forwarding restringida utilitzada per a realitzar 
una cadena de servei segons diferents polítiques. La Figura 1.10 correspon a un 
diagrama d’exemple on s’hi representen dues rutes diferents que s’originen en 
un client determinat i passen per diferents funcions de servei fins arribar al 
servidor destí corresponent per a cada cas.  
 
 
Figura 1.10: Rutes de servei (SFP)  
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El pla de control SFC és el responsable de la construcció dels SFPs [16] , aquests 
camins poden ser unidireccionals o bidireccionals. Les funcions de servei poden 
pertànyer a vàries rutes al mateix temps i poden ser utilitzades múltiples vegades 
en un mateix camí formant cicles.  
 
El protocol Network Services Header (NSH) [17] ofereix l’encapsulat SFC que 
permet seleccionar la ruta correctament mitjançant les capçaleres dels serveis 
de xarxa.   
NSH descriu la capçalera del pla de dades que serveix per transportar la 
informació al llarg del camí de servei  independentment del protocol de transport 
que s’utilitzi.  
 
Figura 1.11: Format de la capçalera d’encapsulació [17] 
 
A la Figura 1.11 es mostra la sintaxi global de la capçalera d’encapsulació del 
protocol NSH que està composada per la capçalera base, la capçalera de la ruta 
de servei i les capçaleres de context.  
 
  La capçalera base proporciona la informació sobre l’encapçalament del 
servei i el protocol de càrrega útil (4 bytes). A la Figura 1.12 podem observar 
detalladament els camps que la formen. 
 
 
 
Figura 1.12: Format de la capçalera base [17] 
 
 La versió s’usa per garantir la compatibilitat amb versions anteriors.  
 El bit O indica un paquet d’operació, administració i manteniment (OAM).  
 El bit C indica que hi ha una metadada7 TLV8 crítica.  
 Els bits R són bits reservats per a ús futur.  
 La longitud és el camp que indica el final de NSH i l’inici del paquet original.  
 Tipus de metadada (MD). El protocol NSH defineix dos tipus: 
 
7  Informació estructurada que descriu una altra informació (dades sobre dades) i que ens permet trobar-la, gestionar-la,      
controlar-la, entendre-la i preservar-la en el temps.  
8  Format tipus-longitud-valor usat per representar informació opcional en els protocols de comunicació de dades. 
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- Tipus 1 (quatre capçaleres de context obligatòries de 4 bytes     
cadascuna). 
 
- Tipus 2 (capçaleres de context opcionals i de longitud variable). 
 
 
Figura 1.13: Tipus de metadada en NSH [4]  
 
 El protocol següent indica el tipus de protocol de les dades encapsulades 
(IPv4, IPv6, Ethernet, NSH, MPLS, etc.). L’encadenament de funcions de 
servei a través de l’encapsulació NSH no altera la càrrega útil interna ni la 
semàntica a l’interior del protocols involucrats.   
 
  La capçalera de la ruta de servei proporciona la identificació  del camí i la 
ubicació dins d’una ruta de servei (4 bytes).  A la Figura 1.14 podem observar 
detalladament els camps que la composen:  
 
Figura 1.14: Format de la capçalera de la ruta de servei [17] 
 
 L’identificador del camí de servei (SPI) de 3 bytes que estableix inicialment 
el classificador i serveix per identificar una ruta determinada al llarg dels 
diferents nodes participants en el camí.  
 
 L’índex de servei (SI) de 1 byte  ofereix la ubicació dins de la ruta. Indica el 
salt en la cadena de servei, s’inicialitza a 255 i es va decrementant una 
unitat cada vegada que passa per una SF. Si arriba a cero, el paquet 
s’elimina per tal d’evitar bucles.  
 
  Les capçaleres de context porten metadades al llarg d’una ruta de servei 
que les SFs poden utilitzar per prendre decisions locals i aplicar diferents 
polítiques.  N’hi ha de dos tipus [18]: 
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 Capçaleres de context obligatòries de mida fixa (4 bytes cadascuna) que 
es fixen en el cas que la metadada sigui del tipus 1 i aporten informació 
sobre la xarxa i el servei.  
 
 
 
Figura 1.15: Format del conjunt de capçaleres de context obligatòries [18] 
 
 Capçaleres de context opcionals de longitud variable que es fixen en el cas 
que la metadada sigui del tipus 2.  
 
 
 
Figura 1.16: Format de la capçalera de context opcional [18] 
 
Com s’observa a la Figura 1.16, el format de la capçalera de context 
opcional està composat per diversos camps: 
- Classe de TLV que defineix l’abast del camp de “tipus”.  
- Tipus de metadades transportades que inclou el bit C per indicar si es 
tracta d’informació crítica.  
- Bits R reservats per a usos futurs.  
- Longitud variable de les metadades.  
- Informació sobre altres dades d’ús variable.   
 
Les accions permeses referents a l’encapsulació NSH (inserir o eliminar la 
capçalera NSH, seleccionar la ruta de servei, actualitzar la capçalera NSH, 
seleccionar la política de servei) depenen segons el tipus de node i apareixen 
recollides a la Figura 1.17 que es mostra a continuació: 
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Figura 1.17: Assignació de funcions NSH segons el tipus de node [17] 
 
1.5. Relació entre SDN, NFV i SFC 
Els conceptes de SDN, NFV i SFC formen part de la transició de la indústria cap 
a la creació, configuració, gestió i operació de la virtualització de xarxes i serveis. 
A la Figura 1.18 observem la integració de les arquitectures de SDN i NFV amb 
la qual s’esperen canvis significatius en l’entorn de xarxa per tal de ser capaços 
d’afrontar amb èxit els desafiaments de l’era digital i del IoT.   
 
 
 
Figura 1.18: Integració de NFV i SDN [4] 
 
La tècnica SDN incideix en la virtualització del hardware de la xarxa separant els 
plans de control i el de dades, mentre que l’objectiu principal de NFV és la 
virtualització de les funcions de xarxa però ambdues arquitectures es necessiten 
per construir una xarxa i uns serveis definits per software.  
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Tal i com es mostra a la Figura 1.19, SDN i NFV són independents però es 
complementen [19]. SDN proporciona l’automatització de la xarxa permetent la 
gestió i el control de l’ample de banda entre els elements de la xarxa i facilitant 
la comunicació entre els administradors i l’orquestrador. En canvi, NFV ofereix 
l’aprovisionament dels serveis de xarxa i els seus elements proporcionant  (o 
eliminant en cas de ser innecessaris) equips virtualitzats. Per tant, quan es 
combinen les dues s’obté l’aprovisionament automàtic de les xarxes i dels 
serveis juntament amb un comandament centralitzat de la seva gestió i control.  
 
 
Figura 1.19: Relació entre SDN i NFV 
A més a més, si hi introduïm el concepte de SFC i avaluem la integració dels tres 
projectes podrem captar la funcionalitat principal de cadascun d’ells i el gran 
nombre d’avantatges que aporten.  
 
 
Figura 1.20: Funcionalitats principals de les tecnologies 
Les arquitectures es poden implementar de forma independent però interessa 
combinar les diferents solucions amb l’objectiu de ser més eficients i obtenir 
beneficis recíprocs  [20].  
- SDN facilita la virtualització de la xarxa desacoblant els plans de control i el de 
dades.  
- NFV permet reduir el CAPEX (inversió inicial “edificis, equips,etc.”), el OPEX 
(cost continu per dur a terme el funcionament d’un servei “sous dels 
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treballadors, manteniment dels dispositius, lloguer de les instal·lacions, etc.”), 
l’espai i el consum energètic.  
 
- SFC proporciona la creació i la comercialització de serveis determinats 
optimitzant el seu rendiment mitjançant la configuració de les connexions i la 
gestió del trànsit de forma automatitzada.   
Les abstraccions de la xarxa i dels serveis orquestrats juntament amb aquest 
estalvi en els costos per part dels operadors, permeten una innovació més ràpida 
i creen un entorn competitiu d’aplicacions.  
La gran importància de tots els conceptes teòrics claus que es presenten en 
aquest primer capítol corroboren que l’avanç del conjunt de totes aquestes 
propostes emergents (SDN, NFV i SFC) és imprescindible per  aconseguir que 
les xarxes i els serveis permetin mantenir el ritme de les necessitats de l’evolució 
constant del mercat de les telecomunicacions.
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CAPÍTOL 2. ESTAT DE L’ART DE LA TECNOLOGIA NFV 
 
En aquesta secció s’explica l’evolució tecnològica de NFV fins arribar a l’estat 
actual i es presenten els diversos projectes de codi obert essencials que 
s’integren per a poder assegurar la implementació exitosa d’aquesta tecnologia 
emergent.  
 
2.1.  Evolució de la tecnologia NFV 
NFV no és una solució estàtica obtinguda en un moment determinat sinó el 
resultat momentani d’una constant evolució. El seu objectiu és proporcionar als 
proveïdors de serveis eines que aportin més flexibilitat, eficiència i rapidesa a la 
xarxa per tal de poder oferir aplicacions i serveis innovadors reduint les despeses 
de capital i racionalitzant les operacions per tal de satisfer la necessitat actual 
dels clients d’obtenir-ho tot a la velocitat d’un sol clic.  
 
És difícil determinar l’estat actual de la tecnologia ja que es troba en un estat de 
millora permanent. A la Figura 2.1 es representa l’evolució NFV al llarg de 
diverses etapes que descriuen la progressió de la tecnologia [21]. 
 
 
Figura 2.1: Evolució de la tecnologia NFV  
 
 Etapa 1. Desacoblament (2011-2015) 
Les funcions de xarxa es separen del hardware específic propietari i es 
despleguen com a software que s’executen sobre plataformes compartides 
genèriques oferint simplicitat, reducció dels costos, flexibilitat de les xarxes, 
independència dels diferents fabricants i competència de mercat.    
 
 Etapa 2. Virtualització (2012-2016) 
El desacoblament de les funcions de xarxa del hardware va possibilitar la 
virtualització dels recursos d’infraestructura que proporcionen millores en  
l’eficiència, estalvi en els costos i agilitat en l’entrega dels serveis. 
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 Etapa 3. Sistemes cloud (2013-2017) 
La computació cloud és una tecnologia que permet oferir serveis a través 
d’Internet accessibles per a tots els clients que ho sol·licitin sense necessitat de 
disposar d’una gran infraestructura. Té com a resultat una prestació més ràpida 
de serveis i facilita l’escalabilitat de l’entorn adaptant-se als canvis de 
necessitats.  
 
 Etapa 4. Descomposició (2016-2018) 
Les funcions de xarxa es descomponen en subfuncions que corresponen a 
blocs més elementals que permeten gestionar-les selectivament quan és 
necessari proporcionant flexibilitat per tal d’oferir aplicacions i serveis nous, 
innovadors i ràpidament adaptatius.  
 
2.2. Projectes de codi obert integrats en la tecnologia NFV 
La virtualització de funcions de xarxa engloba diversos components que 
conjuntament són el resultat del gran potencial d’aquesta tecnologia. Aquestes 
eines permeten implementar escenaris d’encadenament de funcions de servei 
sobre una infraestructura NFV.   
 
2.2.1. OpenStack 
 
OpenStack [22] és un conjunt de projectes software de codi obert creat per una 
comunitat de desenvolupadors en col·laboració amb els usuaris que s’utilitza per 
a controlar els recursos de la xarxa que poden formar una infraestructura NFV.  
Està destinat a la creació i gestió de plataformes cloud  ja que permet controlar, 
a través d’un centre de dades, els recursos de còmput/emmagatzematge/xarxa i 
administrar-los mitjançant un tauler de control (dashboard) a través de la API de 
OpenStack.   
 
 
Figura 2.2: Visió general de OpenStack [23] 
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A la Figura 2.3 es mostra l’arquitectura modular de OpenStack on es representen 
els diferents rols dels seus principals components [24]:  
 
 
 
Figura 2.3: Arquitectura conceptual OpenStack [4] 
 
 Nova (còmput)  
Controlador encarregat de crear, reiniciar, suspendre o parar les màquines 
virtuals (VMs). A més a més, està dissenyat per a gestionar i automatitzar les 
diferents particions dels recursos que es poden dividir i assignar jeràrquicament 
en funció de les necessitats o que es poden utilitzar per a delegar privilegis en 
determinats usuaris i grups.  
 
 Swift (emmagatzematge d’objectes) 
És un sistema d’emmagatzematge responsable d’assegurar la replicació i la 
integritat de les dades protegint-les de qualsevol tipus de fallada.  
 
 Cinder (emmagatzematge de blocs) 
El sistema d’emmagatzematge de blocs permet als usuaris del cloud gestionar 
les seves pròpies necessitats d’emmagatzematge de les instàncies.  
 
 Neutron (xarxa) 
És un sistema per a la gestió de xarxes i de direccions IP per tal de poder 
assegurar que la xarxa no presenti problemes ni limitacions a l’hora de fer el 
desplegament per interconnectar els diferents components OpenStack o per 
comunicar-se amb xarxes externes. Ofereix als usuaris la possibilitat de poder 
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crear les seves pròpies xarxes, controlar el trànsit i connectar els dispositius a 
una o més xarxes.  
 
 Horizon (tauler de control) 
Proporciona als administradors i als usuaris una interfície gràfica per a l’accés, 
la provisió i l’automatització dels recursos virtuals permetent algunes 
funcionalitats tals com la facturació o el monitoratge.  
 
 Keystone (servei d’identitat)  
Sistema d’autenticació en tot el cloud permetent o denegant l’accés dels usuaris 
als diferents serveis.  
 
 Glance (emmagatzematge d’imatge) 
Proporciona un catàleg i el repositori d’imatges que utilitzen com a plantilles de 
les instàncies. 
 
 Ceilometer (servei de telemetria9) 
Monitoritza i recopila mètriques dels serveis de OpenStack amb propòsits 
d’escalabilitat, de facturació i estadístics.    
 
 Heat (Orquestració) 
Servei per orquestrar múltiples aplicacions cloud o serveis composats usant 
plantilles.  
 
2.2.2. OpenDaylight (ODL) 
 
ODL és un controlador SDN OpenFlow de codi obert que dóna suport a les 
tecnologies NFV i SFC permetent als proveïdors de comunicacions construir o 
adaptar les seves xarxes de forma que puguin respondre eficientment i de 
manera automàtica a les necessitats dels seus clients [25].   
És una plataforma impulsada per a una comunitat global i col·laborativa 
composada per una gran quantitat de desenvolupadors, organitzacions i milions 
de subscriptors en tot el món que li donen suport i que fan que la plataforma 
evolucioni i s’expandeixi activament.   
La comunitat ODL ofereix millores contínues en relació a les àrees de seguretat, 
escalabilitat, estabilitat i rendiment de tots els seus projectes. La modularitat i 
flexibilitat de ODL permet als usuaris finals seleccionar selectivament les 
característiques que li interessin i crear controladors adequats per tal de 
solucionar les seves necessitats individuals.  
 
 
9  Tecnologia que permet el mesurament remot de magnituds físiques i el posterior enviament de la informació cap a 
l’operador del sistema.  
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2.2.3. Open vSwitch (OVS) 
 
OVS [26], [27] és un software lliure que actua com un switch virtual dissenyat 
amb l’objectiu d’automatitzar la xarxa implementant una plataforma de qualitat 
capaç de suportar els protocols de xarxa estàndards i permetent que les funcions 
de reenviament puguin ser programades.   
 
És fonamental per moltes implementacions de SDN i juga un paper clau en 
l’arquitectura SFC ja que es pot utilitzar per dirigir el trànsit entre diverses 
funcions de xarxa. Està destinat a suportar l’administració remota de manera que 
pot ser gestionat per altres controladors com OpenDaylight facilitant les tasques 
dels desenvolupadors de les plataformes de virtualització.  
 
Està dissenyat per donar connectivitat a les instancies virtuals permetent la 
comunicació en entorns de virtualització. És a dir, reenviar el trànsit entre 
diferents màquines virtuals allotjades en el mateix servidor físic o possibilitar la 
comunicació de les VMs amb la xarxa física.   
Els entorns virtuals es caracteritzen per la gran taxa de canvis que es produeixen 
constantment en la infraestructura de la xarxa, Open vSwitch proporciona que un 
sistema de control de la xarxa respongui de forma automatitzada i dinàmica 
modificant la configuració de la xarxa i adaptant-se a mesura que canvia l’entorn 
de virtualització.  
 
2.3. Open Platform for NFV (OPNFV) 
OPNFV [28] és una plataforma oberta destinada a integrar els diferents projectes 
descrits anteriorment (OpenStack, ODL i OVS) amb l’objectiu de facilitar el seu 
desenvolupament i la seva evolució per tal d’obtenir una solució que serveixi de 
referència per a la virtualització de funcions de xarxa i permeti agilitzar el procés 
de creació de nous serveis.  
Els components principals que s’integren són OpenDaylight (amb la seva 
funcionalitat SFC), Open vSwitch (amb suport NSH) i OpenStack (amb el 
instal·lador Fuel).   
L’instal·lador de OPNFV Fuel [29] és una eina de codi obert que subministra de 
forma fàcil i ràpida múltiples entorns OpenStack i permet gestionar-los després 
del seu desplegament.  
La comunitat OPNFV està en constant creixement i la formen tota mena de 
col·laboradors (desenvolupadors, membres, usuaris finals, proveïdors 
comercials, estudiants, etc.) que promouen la investigació sobre xarxes de 
pròxima generació per tal de que la proposta arquitectònica de NFV es 
converteixi en una realitat. 
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Tots els projectes de codi obert que es presenten en aquest segon capítol són 
emprats en la part experimental que consisteix en l’experimentació amb 
escenaris basats en SDN, NFV i SFC portada a terme juntament amb el suport i 
la col·laboració dels desenvolupadors de la OPNFV.  
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CAPÍTOL 3. DESENVOLUPAMENT I TESTEIG 
D’ESCENARIS BASATS EN SDN, NFV I SFC   
 
 
En aquest capítol s’explica detalladament el procediment seguit durant la part 
experimental del treball on s’apliquen els conceptes teòrics vistos amb 
anterioritat per crear diferents escenaris virtualitzats sobre els que poder realitzar 
proves relacionades amb l’encadenament de funcions bàsiques de serveis de 
xarxa i la creació de serveis per tal d’avaluar el seu funcionament i les seves 
prestacions.    
 
3.1. Preparació prèvia de l’entorn de treball  
La implementació dels escenaris es realitzen sobre una màquina virtual que 
forma part d’un cloud OpenStack que és on s’allotgen els servidors més potents 
dels que disposa actualment el laboratori del grup de recerca de xarxes i serveis 
de banda ampla (BAMPLA) [30]. En el annex A s’explica com es crea la VM i 
com s’hi accedeix pas a pas.  
A més a més, instal·lem una interfície gràfica d’usuari (procediment detallat en el 
annex B) que ens permet portar a terme un seguiment més intuïtiu i amigable 
dels procediments realitzats proporcionant un entorn virtual senzill on la 
informació i les accions disponibles es representen de forma visual.  
 
3.2. Instal·lació automàtica de l’escenari 
En primer lloc, s’intenta implementar l’escenari proposat en una anterior tesi de 
màster seguint el procediment documentat en la part experimental [4].  
Concretament, l’escenari consta de 5 màquines virtuals (1 fuel, 2 controladors i 
2 màquines de còmput) i 4 xarxes virtuals interconnectades.  
 
xarxes interfícies 
 
fuel 1 
 
fuelweb_admin 10.20.0.0/24 
 
 
fuel 2 
 
management 192.168.0.0/24 
 
 
fuel 3 
 
private 192.168.2.0./24 
storage 192.168.1.0/24 
 
 
fuel 4 
 
public 172.16.0.0/24 
 
 
Taula 3.1: Especificació de les xarxes de l’escenari 
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Figura 3.1: Escenari a desplegar 
 
El procediment que es porta a terme és el següent: 
1. Instal·lar el sistema operatiu Ubuntu 14.04 i els paquets que es requereixen 
per l’instal·lador Fuel. 
 
sudo apt-get Update 
 
sudo apt install -y git make curl libvirt-bin libpq-dev qemu-kvm qemu-system 
sshpass fuseiso genisoimage blackbox python-pip python-git python-dev python-
oslo.config python-pip python-dev libffi-dev libxml2-dev libxslt1-dev libffi-
dev libxml2-dev libxslt1-dev expect curl python-netaddr p7zip-full libvirt-
bin qemu-kvm python-pip fuseiso mkisofs genisoimage python-dev libz-dev 
libxml2-dev libxslt-dev libyaml-dev kvm bridge-utils vlan libffi-dev libssl-
dev screen 
 
sudo python -m pip install -U pip  
 
sudo pip install -U pip setuptools  
 
sudo pip install --upgrade GitPython pyyaml netaddr paramiko lxml scp pycrypto 
ecdsa debtcollector netifaces enum cryptography certifi urllib3[secure] 
 
2. Clonar el repositori del GitHub de la tesi de màster esmentada anteriorment 
[31] per tal d’obtenir el codi font de l’instal·lador i descarregar la imatge ISO.  
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Figura 3.2: Repositori del GitHub 
 
git clone -b 'stable/colorado' https://github.com/pcapdevila/fuel-deploy.git 
 
cd fuel-deploy/ci 
 
wget http://artifacts.opnfv.org/fuel/colorado/opnfv-colorado.3.0.iso 
 
 
3. Executar la instal·lació automàtica. 
  
sudo bash ./deploy.sh -b file:///home/ubuntu/fuel-deploy/deploy/config -l 
devel-pipeline -p kvm -s no-ha_odl-l2_sfc_heat_ceilometer_scenario.yaml -i 
file:///home/ubuntu/fuel-deploy/ci/opnfv-colorado.3.0.iso 
 
Finalment, la instal·lació  no resulta satisfactòria i en el terminal apareix un 
missatge informant que el desplegament s’ha aturat degut a una fallada de 
l’instal·lador Fuel que provoca que l’entorn no sigui operacional. 
  
 
 
 
 
Figura 3.3: Error capturat en el terminal 
 
 
 
Environment deployment progress: 82% 
Error during deployment: Deployment has failed. All 
nodes are finished. Failed tasks: Task[fuel_pkgs/2] 
Stopping the deployment process! 
Deployment failed, environment 1 is not operational 
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3.3. Instal·lació manual de l’escenari 
Degut al resultat fallit obtingut en la creació de l’escenari mitjançant la instal·lació 
automàtica, es realitza una opció alternativa on s’intenta implementar un 
escenari mitjançant la instal·lació manual. 
Aquest procediment es basa en l’instal·lador Fuel, a partir del qual, es porten a 
terme les diferents configuracions, l’aprovisionament (instal·lació del sistema 
operatiu a cada node) i el desplegament de l’entorn OpenStack seguint els 
passos següents [32]:  
1. Instal·lació dels paquets requerits. 
 
sudo apt-get Update 
 
sudo apt-get dist-upgrade 
 
sudo apt-get install -y git make curl libvirt-bin libpq-dev qemu-kvm \ 
                        qemu-system tightvncserver virt-manager sshpass \ 
                        fuseiso genisoimage blackbox xterm python-pip \ 
                        python-git python-dev python-oslo.config \ 
                        python-pip python-dev libffi-dev libxml2-dev \ 
                        libxslt1-dev libffi-dev libxml2-dev libxslt1-dev \ 
                        expect curl python-netaddr p7zip-full 
 
sudo pip install GitPython pyyaml netaddr paramiko lxml scp \ 
                 pycrypto ecdsa debtcollector netifaces enum 
 
2. Obtenció del codi font de l’instal·lador i baixada de la imatge ISO.  
git clone -b 'stable/danube' https://github.com/opnfv/fuel.git 
 
wget http://artifacts.opnfv.org/fuel/danube/opnfv-danube.1.0.iso 
 
3. Preparació de l’escenari.  
cp –r /home/ubuntu/fuel/deploy/config/labs/devel-pipeline/elx/home/ubuntu 
/fuel/deploy/config/labs/devel-pipeline/lab325 
 
4. Modificació dels fitxers de configuració (adjunts en el annex C) que es troben 
en el ubicació (/home/ubuntu/fuel/deploy/config/labs/devel-pipeline/lab325/ 
/fuel/config) per tal d’adaptar l’entorn (DEA) i el hardware (DHA) del 
desplegament.  
 
5. Instal·lació automàtica de Fuel i desplegament manual de l’escenari.  
 
cd /home/ubuntu/fuel/ci 
sudo bash ./deploy.sh -b file:///home/ubuntu/fuel/deploy/config -l devel-
pipeline -p lab325 -s no-ha_odl-l2_sfc_heat_ceilometer_scenario.yaml -i 
file:///home/ubuntu/opnfv-danube.1.0.iso -e 
34                                    Avaluació de la generació de serveis de xarxa en escenaris híbrids basats en SDN, NFV i SFC 
6. Accés al Fuel (10.20.0.2) a través del navegador Firefox de la GUI introduint 
les credencials d’usuari “admin” i contrasenya “admin” . 
 
 
Figura 3.4: Inici de sessió del Fuel 
 
Figura 3.5: Descripció de l’entorn 
7. Configuracions de determinats paràmetres.  
 
- Networks  Other  Seleccionar “Public Gateway is Available” i desmarcar 
“Assign public network to all nodes” .   
- Settings  Compute  Determinar el tipus de hipervisor “KVM”.  
- Settings  General  Repositories  
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Figura 3.6: Configuració dels repositoris 
- Dashboard  Selecciona “Provisioning only” “Provision 4 Nodes” 
 
 
Figura 3.7: Modes de desplegament 
 
Figura 3.8: Procés d’aprovisionament 
 
36                                    Avaluació de la generació de serveis de xarxa en escenaris híbrids basats en SDN, NFV i SFC 
- Accedir al Fuel mitjançant SSH des del terminal de la VM i editar el servidor 
NTP de cada node.  
 
ssh root@10.20.0.2 (contrasenya “r00tme”) 
fuel node list 
 
Figura 3.9: Llistat dels nodes  
ssh <ip_node> 
nano /etc/ntp.conf 
 
Figura 3.10: Configuració del servidor NTP  
- Dashboard  Selecciona “Deployment only” “Deploy 4 Nodes” 
 
Figura 3.11: Procés de desplegament 
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Figura 3.12: Historial del procés de desplegament  
Encara que la instal·lació es completa totalment i que és possible accedir al 
OpenDaylight i al Horizon s’observa que l’escenari no resulta operacional ja que 
apareixen errors en els logs i en el Health Check de Fuel, no apareixen tots els 
nodes en ODL i falla la creació d’una instancia a partir de Horizon.  
 
 
Figura 3.13: Tauler de control de OpenDaylight  
 
 
Figura 3.14: Tauler de control de OpenStack Horizon 
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Amb l’objectiu d’aconseguir un escenari operacional es repeteix aquest 
procediment de forma idèntica i, a més a més, s’intenta desenes de vegades 
variant el procediment mitjançant diferents modificacions del tipus: 
- Repartició dels recursos de memòria, processador i disc dur.  
- Canvis en el fitxer de configuració DEA.   
- Configuracions dels diferents paràmetres de Fuel. 
- Nombre de nodes i assignació dels seus rols.  
- Utilització de diferents versions d’escenaris i de imatges ISO.   
Malgrat la perseverança i l’aplicació de tota l’ajuda obtinguda a través dels 
diferents recursos de consulta (annex D), no ha estat possible assolir l’objectiu i 
en cap cas s’ha tornat a completar el procés de desplegament.  
 
3.4. Utilització de l’escenari de OPNFV  
Després de dur a terme sense èxit els diferents procediments detallats 
anteriorment amb la finalitat de crear un escenari propi on experimentar amb les 
funcions virtualitzades, s’opta per demanar suport a la comunitat de OPNFV. 
El procediment alternatiu consisteix en utilitzar el servidor de OPNFV (amb 
prestacions de memòria de “128 GB” i de processador “16VCPUs”)  on hi trobem 
diferents clústers10. En particular, farem ús del clúster de baixa disponibilitat 
número 5 que està format per un node de còmput i un controlador OpenStack 
que alberga el projecte NFV de OpenStack Tacker i el controlador SDN 
OpenFlow ODL. 
 
 
Figura 3.15: Llistat de nodes del servidor OPNFV 
 
 
 
 
10  Conjunt d’unitats funcionals interconnectades per mitjà d’una xarxa que actuen com una sola unitat. 
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Figura 3.16: Clúster emprat en la part experimental 
Concretament, l’objectiu serà poder treballar sobre un dels seus escenaris de 
prova per tal d’obtenir informació rellevant de la seva topologia i observar el 
funcionament de la tècnica d’encadenament de funcions de servei (SFC) de 
forma global. 
 
Figura 3.17: Escenari de prova de OPNFV [33] 
Com es pot observar en la Figura 3.17, l’escenari està composat per un client, 
un servidor, un classificador OpenFlow, un SFF, el projecte NFV de OpenStack 
Tacker, el controlador SDN OpenFlow ODL i dues funcions de servei cadascuna 
assignada a una cadena diferent.  
Les dues SFs actuen com a firewall, una bloquejant el trànsit HTTP (port 80) i 
l’altre bloquejant el trànsit SSH (port 22). Aquestes regles s’estableixen a través 
de l’execució del script “vxlan_tool” dins de les SFs [34].  
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Figura 3.18: Execució del script vxlan_tool 
 
En aquest script, s’especifiquen els ports a bloquejar o a permetre executant 
instruccions del tipus [35]: 
nohup python /root/vxlan_tool.py --do forward --interface eth0 --block 80 
nohup python /root/vxlan_tool.py --do forward --interface eth0 --block 22  
nohup python /root/vxlan_tool.py --do forward --interface eth0 
  
En primer lloc, es porta a terme l’obtenció d’informació rellevant de la topologia 
seguint el procediment que es detalla a continuació:  
- Crear la petició d’accés al POD11 SFC (annex D) . 
- Generar un parell de claus i compartir la pública amb els desenvolupadors de 
OPNFV.   
ssh-keygen 
chmod 600 /home/ubuntu/.ssh/id_rsa 
 
 
Figura 3.19: Generació del parell de claus 
 
 
 
Figura 3.20: Ubicació del parell de claus 
 
 
11  Bloc repetible en un disseny d’arquitectura que serveix per simplificar la complexitat de la xarxa.  
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- Accedir al servidor de OPNFV (100.64.206.9) passant prèviament pel gateway 
(213.159.161.249) des de 3 terminals diferents: 
 
ssh -p 20022 opnfv_rosafe@213.159.161.249 
 
ssh user@100.64.206.9  
 
 
Figura 3.21: Accés al POD SFC de OPNFV 
 Execució (Terminal 1) 
 
- Accedir al contenidor docker12 sfc_manu_stable on hi ha el cas d’ús.  
 
sudo docker ps  
 
 
Figura 3.22: Llistat de contenidors docker disponibles 
 
sudo docker exec -i -t sfc_manu_stable /bin/bash 
 
 
 
 
12  Contenidor lleuger i portable que permet que les aplicacions software puguin executar-se en qualsevol màquina amb 
Docker instal·lat, independentment del sistema operatiu de la màquina on s’executa el contenidor. 
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- Activar el cas d’ús sfc_two_chains_SSH_and_HTTP . 
sudo vi repos/sfc/sfc/tests/functest/config.yaml 
  
Figura 3.23: Cas d’ús 
- Execució completa del cas d’ús. 
 
cd /home/opnfv/repos/functest/functest/ci/ 
 
python run_tests.py -t odl-sfc 
 
 
Figura 3.24: Resultat de l’execució completa 
 
- Examinar l’error obtingut en l’execució completa.  
 
sudo vi /home/opnfv/functest/results/sfc.log 
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Figura 3.25: Extracte de l’error de l’execució completa detallat 
 
Arribat en aquest punt, s’observa que l’execució completa del cas d’ús no resulta 
satisfactòria ja que apareixen errors a l’iniciar les instancies. Per tant, s’opta per 
depurar el fitxer instrucció a instrucció per tal de poder identificar i corregir els 
possibles errors de programació [36] .     
 
- Depurar el fitxer línia per línia. 
sudo vi run_tests.py 
 
Figura 3.26: Configuració per a la depuració instrucció a instrucció  
- Executar el cas de prova recorrent les diferents rutines fins arribar al punt 
d’interès. 
 
python run_tests.py -t odl-sfc 
 
 Controlador OpenStack (Terminal 2) 
 
- Accedir al controlador de OpenStack. 
 
ssh root@10.20.0.2 (contrasenya: “r00tme”) 
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fuel node list 
 
ssh 10.20.0.11 
 
- Posar les credencials de OpenStack en les variables d’ambient.  
source openrc 
- Cercar la IP pública necessària per les instruccions del tipus curl referents al 
ODL per tal d’obtenir dades del servidor.  
openstack endpoint list 
 
Figura 3.27: IP pública  
- Realitzar el conjunt d’instruccions que es presenten a continuació per verificar 
que s’instancia un servei en OpenStack i obtenir informació sobre les 
instàncies, les xarxes, els ports, les subxarxes, les VNFs i les cadenes SFC 
(resultats obtinguts adjunts al annex E).  
 
nova list --all 
 
openstack network list 
 
openstack port list 
 
openstack subnet list 
 
tacker vnf-list 
 
tacker sfc-list 
 
 ODL (Terminal 3) 
 
- Accedir al contenidor docker11 sfc_manu_stable on hi ha el cas d’ús.  
sudo docker ps  
 
sudo docker exec -i -t sfc_manu_stable /bin/bash 
 
- Realitzar diferents instruccions per verificar que s’instancia un servei en ODL 
i obtenir informació sobre el classificador, les SFs, els camins i el SFF 
(resultats obtinguts adjunts al annex E).  
curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/config/netvirt-sfc-
classifier:classifiers/' 
 
curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/config/service-function-chain:service-
function-chains/' 
 
curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/config/service-function-path:service-
function-paths/' 
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curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/config/service-function-
forwarder:service-function-forwarders/' 
 
A més a més, s’intenta portar a terme la recreació de la demostració presentada 
pels desenvolupadors [37] mitjançant la qual es valida el funcionament global de 
l’encadenament de funcions de servei.  
 
Concretament, s’implementa el cas d’ús presentat anteriorment a través del 
script sfc_two_chains_SSH_and_HTTP.py amb l’objectiu de comprovar que les 
cadenes SFC estan treballant correctament extrem a extrem juntament amb 
Tacker, ODL, OpenStack i OVS. El procediment és el següent: 
 
 Preparació de l’entorn de treball 
 
- Accedir al POD SFC des de 4 terminals diferents. 
 
ssh -p 20022 opnfv_rosafe@213.159.161.249 
 
ssh user@100.64.206.9  
 
- Establir connexió des del client, des de les SFs i des del controlador 
OpenStack.   
 
Figura 3.28: Instàncies detallades 
 Client (Terminal 1) 
ssh root@11.0.0.12  
 SF1 (Terminal 2) 
ssh root@172.16.0.136  
 SF2 (Terminal 3) 
ssh root@172.16.0.142  
 Controlador OpenStack (Terminal 4) 
ssh root@10.20.0.2 (contrasenya: “r00tme”) 
 
ssh 10.20.0.11 
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A l’intentar establir connexió, s’observa que falla l’entorn OpenStack 
(possiblement degut a la gran quantitat de proves que s’hi han realitzat) ja que 
no s’obté connectivitat amb les diferents VMs.  
 
 
Figura 3.29: Error obtingut a les diferents VM 
Per poder seguir amb la prova, s’informa del problema als desenvolupadors que 
s’encarreguen de solucionar-ho provisionalment reiniciant el ODL que s’està 
utilitzant ja que ha quedat obsolet i després de realitzar successives 
configuracions es torna inestable.  
A continuació, es mostra detalladament les instancies i la topologia de l’escenari 
proporcionades pels desenvolupadors on, per defecte, tot el trànsit s’assigna a 
la cadena de color vermell i els serveis de bloqueig de les SFs estan inactius.   
 
Figura 3.30: Instàncies detallades 
 
Figura 3.31: Escenari del cas d’ús de OPNFV detallat  
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- Accedir al servidor de OPNFV (100.64.206.9) passant prèviament pel gateway 
(213.159.161.249) des de 3 terminals diferents: 
 
ssh -p 20022 opnfv_rosafe@213.159.161.249 
 
ssh user@100.64.206.9  
 
- Establir connexió des del servidor, des del client, des del node de còmput i 
des del controlador de OpenStack.  
 
 Servidor (Terminal 1) 
ssh root@10.20.0.2 (contrasenya: “r00tme”) 
 
ssh root@10.20.0.11 
 
ip  netns exec qdhcp-3578367b-b3a4-4fd1-80c1-19f8bca11b18 ssh root@11.0.0.5   
 
 Client (Terminal 2) 
ssh root@10.20.0.2 (contrasenya: “r00tme”) 
 
ssh root@10.20.0.11 
 
ip  netns exec qdhcp-3578367b-b3a4-4fd1-80c1-19f8bca11b18 ssh  
root@11.0.0.12    
 
 Node de còmput (Terminal 3) 
ssh root@10.20.0.2 (contrasenya: “r00tme”) 
 
ssh root@10.20.0.3 
 
 Controlador OpenStack (Terminal 4) 
ssh root@10.20.0.2 (contrasenya: “r00tme”) 
 
ssh root@10.20.0.11 
 
Posar les credencials de OpenStack en les variables d’ambient.  
source openrc 
 
Un cop preparat l’entorn de treball, es passa a realitzar l’activació del servei amb 
la finalitat de validar el procediment extrem a extrem de la tècnica 
d’encadenament de funcions de servei SFC en la integració dels projectes de 
Tacker, ODL, OpenStack i OVS (resultats obtinguts adjunts al annex E).  
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 Activació del servei  
 
Figura 3.32: Procediment global de la tècnica SFC 
Com es pot observar a la Figura 3.32, l’activació del servei consta de diverses 
fases: 
1. Tacker crea les funcions de servei a través dels descriptors de les funcions de 
xarxa (VNFDs) i les cadenes a través de les plantilles dels serveis de xarxa 
(NSDs) definits amb llenguatge YAML. 
 
2. Tacker carrega la configuració de les SFs i de les cadenes al controlador ODL. 
 
3. El controlador SDN ODL li comunica al client OpenFlow del OVS les regles 
referents a les SFs i a les cadenes per tal de poder classificar els paquets i 
gestionar el seu reenviament [38], [39].  
 
4. El client genera paquets Ethernet/Vxlan cap al servidor.  
 
5. Els processos de classificació i de reenviament de paquets (SFF) 
s’implementen com una regla de OpenFlow que serveix per inspeccionar els 
paquets i tot el trànsit entrant es classifica segons determinades polítiques 
basades en aquestes regles de la taula de fluxos (adreces, ports, protocols, 
etc.). Segons la decisió de classificació, el trànsit s’encapsula amb el protocol 
NSH i s’assigna a una cadena determinada. 
 
 A través de la capçalera NSH s’estableix: 
 
- L’identificador del camí de servei (SPI) de 3 bytes que identifica una ruta 
determinada al llarg dels diferents nodes participants en el camí.  
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- L’índex de servei (SI) de 1 byte que indica el salt en la cadena de servei, 
s’inicialitza a 255 i es va decrementant una unitat cada vegada que passa 
per una SF. Si arriba a cero, el paquet s’elimina per tal d’evitar bucles.  
6. El transmissor de funcions de servei (SFF), que és implementat com una regla 
de la taula de fluxos, s’encarrega del reenviament del trànsit cap a les diferents 
funcions de servei seguint una arquitectura seqüencial.  
 
7. Després de que el paquet NSH passi per una SF, l’índex de servei (SI) de 1 
byte es decrementa una unitat indicant el salt en la cadena i oferint la ubicació 
dins de la ruta.  
 
8. Finalment, el transmissor de funcions de servei (SFF) desencapsula el paquet 
NSH i l’entrega transparent al servidor.  
 
Es comprova experimentalment el procediment d’activació de servei detallat 
anteriorment de la manera següent (resultats obtinguts adjunts a l’annex E): 
 
1. L’administrador/usuari crea les SFs i les cadenes a través del projecte Tacker 
de OpenStack usant els descriptors de les funcions de xarxa (VNFDs) i del 
serveis de xarxa (NSDs). Des del controlador OpenStack, es visualitzen els 
descriptors de les funcions de xarxa (VNFDs).  
tacker vnfd-list 
 
tacker vnfd-show <id_vnfd> 
 
 
Figura 3.33: Descriptor VNF corresponent a la SF2 
 
Figura 3.34: Descriptors NSDs dels serveis de xarxa [40] 
 
2. Tacker carrega la configuració de les SFs i de les cadenes al controlador ODL. 
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Des del controlador SDN OpenFlow s’obté la informació sobre els camins que 
hi ha declarats. 
curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/operational/rendered-service-
path:rendered-service-paths/' 
 
 
Figura 3.35: Identificadors dels camins de servei (SPI) 
 
A partir d’aquesta instrucció s’extreuen els identificadors dels camins de servei 
(SPI) que estableix inicialment el classificador i que serveixen per identificar 
cada ruta al llarg dels diferents nodes participants en el camí. S’observa que 
a la ruta de color blau li correspon l’identificador 82 en decimal (52 en 
hexadecimal) i a la ruta de color vermell li correspon l’identificador 52 en 
decimal (34 en hexadecimal). 
 
3. El controlador SDN ODL li comunica al client OpenFlow del OVS les regles 
referents a les SFs i a les cadenes per tal de poder classificar els paquets 
(segons el port destí) i gestionar el seu reenviament cap a la cadena 
corresponent (en aquest cas, per defecte, s’assigna tot el trànsit a la cadena 
vermella).  
 
 
Figura 3.36: Regles de classificació [40] 
 
4. S’envia trànsit HTTP des del client cap al servidor. Per tant, es crea el paquet 
que viatja sobre Ethernet/Vxlan.  
 
curl 11.0.0.5 
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5. Els processos de classificació i de reenviament de paquets (SFF) 
s’implementen com una regla OpenFlow que serveix per inspeccionar els 
paquets i tot el trànsit entrant es classifica segons el port de destí (80 “HTTP” 
o 22 “SSH”). Segons la decisió de classificació, el trànsit s’encapsula i es crea 
el paquet NSH que viatja sobre Ethernet/Vxlan amb extensió NSH i que 
s’assigna, per defecte, a la cadena vermella. 
  
Des del terminal del node de còmput s’observen els fluxos OVS on es mostren 
els diferents camps NSH i, si repetim el procés d’enviar trànsit i comparem els 
resultats, es reflexa l’augment dels paquets HTTP (port 80) que han estat 
classificats degut a que els paràmetres han sigut coincidents (matching) amb 
aquesta taula en concret. 
 
 push_nsh indica que el paquet coincideix amb la regla de classificació i que 
s’inserirà una capçalera NSH.  
 load: 0x1-> NXM_NX_NSH_MDTYPE[] estableix un camp en la capçalera 
NSH. 
 load: 0xff-> NXM_NX_NSI[] estableix l’índex de servei (SI) que serveix per 
especificar la ubicació en la cadena.  
 
ovs-ofctl -O Openflow13 dump-flows br-int | grep "dst=80" 
 
 
 
Figura 3.37: Increment dels paquets HTTP classificats i paràmetres NSH 
 
6. El transmissor de funcions de servei (SFF), que és implementat com una regla 
de la taula de fluxos, s’encarrega del reenviament del trànsit cap a la SF1 
(corresponent a la cadena vermella assignada per defecte) seguint una 
arquitectura seqüencial.  
7. Després de que el paquet NSH passi per una SF, l’índex de servei (SI) es 
decrementa una unitat indicant el salt en la cadena i oferint la ubicació dins de 
la ruta.  
 
Per poder visualitzar aquest decrement, s’habilita l’eina tcpdump en el terminal 
corresponent al servidor que serveix per analitzar el trànsit HTTP (port 80) que 
circula per la xarxa i validar que els paquets arriben al servidor.  
tcpdump –i eth0 –x –v port 80 
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Els resultats obtinguts en el servidor permeten identificar tots els camps que 
composen la capçalera de la ruta de servei i que proporciona la identificació 
del camí (SPI “3 bytes”) i la ubicació dins d’una ruta de servei (SI “1 byte”). 
 
Figura 3.38: Capçalera de la ruta de servei (cada dígit correspon a 4 bits) 
Com era d’esperar, apareix l’identificador del camí de servei SPI (00 00 34 en 
hexadecimal) corresponent a la ruta vermella i l’índex de servei SI (fe en 
hexadecimal) que en decimal equival al 254 i indica que hi ha hagut un únic 
salt en la cadena (ha passat un únic cop per una SF).   
 
8.  Finalment, el transmissor de funcions de servei (SFF) desencapsula el paquet 
i l’entrega al servidor. Es demostra que s’ha establert la comunicació extrem 
a extrem a partir del terminal corresponent al client on hi apareix la resposta 
del servidor a la sol·licitud. 
 
Figura 3.39: Resposta del servidor a la sol·licitud del client 
 
Anàlogament, es realitza el mateix procediment pel trànsit SSH (port 22) per tal 
de comprovar que s’estableix la comunicació extrem a extrem i que el trànsit 
s’assigna a la cadena vermella  (ja que per defecte, no hi ha cap regla de firewall 
activa i tot el trànsit del client s’assigna a la cadena vermella).  
 
En primer lloc, s’envia trànsit SSH des del client cap al servidor. Per tant, es crea 
el paquet que viatja sobre Ethernet/Vxlan.  
 
ssh root@11.0.0.5 
 
Des del terminal del node de còmput s’observen els fluxos OVS on es mostren 
els diferents camps NSH i, si repetim el procés d’enviar trànsit i comparem els 
resultats, es reflexa l’augment dels paquets SSH (port 22) que han estat 
classificats degut a que els paràmetres han sigut coincidents (matching) amb 
aquesta taula en concret. 
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ovs-ofctl -O Openflow13 dump-flows br-int | grep "dst=22" 
 
 
 
Figura 3.40: Increment dels paquets SSH classificats i paràmetres NSH 
 
Finalment, habilitant l’eina tcpdump en el servidor s’analitza el trànsit SSH que 
circula per la xarxa filtrant per la adreça de la font d’origen. A partir dels resultats, 
s’observa l’identificador del camí de servei SPI (00 00 34 en hexadecimal) 
corresponent a la ruta vermella i l’índex de servei SI (a3 en hexadecimal) que en 
decimal equival al 163 i serveix per diferenciar el tipus de trànsit dins d’una 
mateixa ruta.    
tcpdump –i eth0 –x –v src 11.0.0.12 
 
Figura 3.41: Capçalera de la ruta de servei (cada dígit correspon a 4 bits) 
 
Concretament, la demostració del cas d’ús consistia en comprovar el correcte 
funcionament de les SFs assignant en primer lloc el trànsit del client a la cadena 
vermella i després a la blava. Amb aquesta finalitat, s’intenta sense èxit activar 
els firewalls i la realització de l’intercanvi de cadena. No obstant, a través de la 
part experimental descrita anteriorment, s’ha assolit l’objectiu de demostrar el 
funcionament extrem a extrem de la tècnica d’encadenament de serveis i s’ha 
pogut observar l’encapsulació NSH.  
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CAPÍTOL 4. CONCLUSIONS 
 
 
En aquest capítol es fa un recull de  les conclusions a les que s’ha arribat després 
de la realització del treball.  
Sens dubte, la integració de les tecnologies SDN, NFV i SFC és de gran interès 
i obre un ampli ventall d’oportunitats en el camp de la investigació degut al gran 
nombre d’avantatges que aporten (estalvi en els costos per part dels operadors, 
ràpida innovació i creació d’un entorn competitiu de serveis). No obstant, s’ha de 
tenir en compte que són tecnologies emergents i que la seva manca de 
maduresa provoquen un conjunt de deficiències i reptes.  
A partir de l’estudi realitzat, podem concloure que la virtualització niada genera 
comportaments inesperats en les implementacions que provoquen inestabilitat 
en les configuracions i impossibiliten la funcionalitat dels escenaris.  
Encara que l’enfocament NFV es basa en programari, es requereix maquinari 
potent amb elevades prestacions per poder complir amb els requisits de 
l’arquitectura. A més, aquesta escassetat de recursos provoquen que el temps 
d’implementació sigui molt llarg i limitant a l’hora d’assolir els objectius inicials 
del projecte.  
No obstant, a través dels resultats obtinguts s’ha pogut demostrar el correcte 
funcionament extrem a extrem de la tècnica d’encadenament de funcions de 
servei SFC en la integració dels diferents projectes (Tacker, ODL, OpenStack i 
OVS) i s’ha pogut observar informació rellevant sobre el protocol d’encapsulació 
NSH.  
La recerca no ha de cessar si es volen superar els desafiaments que presenten 
aquestes tecnologies i aconseguir explotar al màxim el seu gran potencial. 
Algunes possibles futures línies d’estudi serien: 
- Experimentar amb l’instal·lador xci al que han migrat des de Fuel els membres 
del projecte de SFC, que actualment ja tenen funcionant i que proporciona un 
ambient molt més amigable.  
 
- Col·laborar i treballar en conjunt amb la comunitat OPNFV i realitzar probes 
sobre els seus projectes. 
 
- Seguir treballant amb entorns virtualitzats validant l’assignació del trànsit a les 
diferents cadenes, l’orquestració dels serveis i la concatenació de les SFs. 
 
- Establir en els servidors de la universitat ambients estables de NFV i construir 
una plataforma de docència fiable on dur a terme entorns de producció i 
continuar amb la investigació sobre ells, avaluant el rendiment, la latència, la 
compatibilitat entre diferents fabricants, la seguretat, etc.  
 
La investigació és imprescindible per aconseguir que la seva implementació es 
converteixi en una realitat, sigui tot un èxit i revolucioni l’era de la informació. 
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ACRÒNIMS I SIGLES 
 
API  Application Programming Interface 
BNG  Broadband Network Gateway 
BSS  Business Support System 
CAPEX Capital Expenditures 
CPU  Central Processing Unit 
DEA  Deployment Environment Adapter 
DHA  Deployment Hardware Adapter 
DNS  Domain Name Service 
EM  Element Management 
ETSI  European Telecommunications Standards Institute 
GUI  Graphical User Interface 
GW  Gateway 
HOT  Heat Orquestrator Templates 
HTTP  Hypertext Transfer Protocol 
IETF  Internet Engineering Task Force 
IRC  Internet Relay Chat 
IoT  Internet of Things 
IP  Internet Protocol  
IPTV  Internet Protocol Television 
ISG  Industry Specification Group 
KVM  Kernel-based Virtual Machine 
MAC  Media Access Control 
MANO Management and Orchestration 
MPLS  Multiprotocol Label Switching 
NAT  Network Address Translation 
NE  Network Element 
NFV  Network Function Virtualization 
NFVI  Network Function Virtualization Infrastructure 
60                                    Avaluació de la generació de serveis de xarxa en escenaris híbrids basats en SDN, NFV i SFC 
 
NFVO  NFV Orchestrator 
NSD  Network Service Descriptor 
NSH  Network Services Headers 
NTP  Network Time Protocol 
OAM  Operations, Administration and Maintenance 
ODL  OpenDaylight 
ONF  Open Networking Foundation 
OPEX  Operating Expense 
OPNFV Open Platform for NFV 
OSS  Operations Support System 
OVS  Open vSwitch 
PGW  Packet Data Network Gateway 
POD  Point of Delivery 
QoS  Quality of Service 
RDP  Remote Desktop Protocol 
SDN  Software Defined Networking 
SF  Service Function 
SFC  Service Function Chaining 
SFF  Service Function Forwarder 
SFP  Service Function Path 
SI  Service Index 
SPI  Service Path Identifier 
SSH  Secure Shell 
TLV  Type Length Value  
TOSCA Topology & Orchestration Specification for Cloud Applications 
VIM  Virtualized Infrastructure Manager 
VLAN  Virtual Local Area Network 
VM  Virtual Machine 
VNF  Virtual Network Function 
VNFD  Virtual Network Function Descriptor 
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VNFM  VNF Manager 
VoD  Video on demand 
YAML  Yet Another Markup Language 
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ANNEX A. CREACIÓ DE LA MÀQUINA VIRTUAL 
 
Accedir al OpenStack posant la IP corresponent (<192.168.88.32> des de 
l’interior de la xarxa del laboratori 325 o <147.83.118.248> des de l’exterior) al 
navegador i introduir les credencials usuari/contrasenya que ens han habilitat per 
poder començar a treballar.  
 
 
Figura A.1: Accés a OpenStack 
 
En primer lloc, és necessari crear un parell de claus (Proyecto  Cálculo  
Acceso y seguridad  Crear par de claves  introduir un nom <llave_rosa_tfg> 
 Crear par de claves). 
 
 
 Figura A.2: Finestra d’accés i seguretat 
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Figura A.3: Creació del parell de claus 
 
 
Figura A.4: Parell de claus creat 
 
Arribat a aquest punt, ja podem crear la VM (Proyecto  Cálculo  Instancias 
 Iniciar instancia).   
 
 
Figura A.5: Finestra d’instàncies 
 
 Detalles (introduir un nom <VM TFG ROSA>). 
 
Figura A.6: Detalls de la VM 
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 Origen (seleccionar el sistema operatiu de la VM <Trusty Server>). 
 
Figura A.7: Sistema operatiu de la VM 
 
 Tipo (determinar les prestacions de memòria “56 GB”, processador “ 12 VCPUs” 
i disc dur “704GB” <OPNFVMANO>).  
 
 
Figura A.8: Prestacions de la VM 
 
 Redes (assignar la xarxa <Red TFG Rosa>). 
 
 
Figura A.9: Xarxa de la VM 
 
 Grupos de Seguridad (eliminar l’opció per defecte <default> i marcar el grup de 
<Seguridad>). 
 
 
Figura A.10: Seguretat de la VM 
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 Par de claves (adjuntar el parell de claus creat a l’inici <llave_rosa_tfg>). 
 
 
Figura A.11: Parell de claus de la VM 
 
Un cop creada, se li ha d’assignar una IP flotant per poder accedir a la VM des 
de l’exterior (Asociar IP flotante  assignar l’adreça <192.168.88.188>  
Asociar). 
 
Figura A.12: Possibles accions amb la instància creada 
 
 
Figura A.13: Associació de la IP flotant 
 
Per accedir a la VM, cal descarregar un client SSH  <Bitvise SSH Client> 
(www.putty.org). A continuació, s’ha d’importar el parell de claus 
<llave_rosa_tfg> i completar els camps del servidor i d’autenticació per tal de 
poder iniciar sessió.  
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Figura A.14: Importació del parell de claus 
 
 
Figura A.15: Camps a completar 
*Nota: des de l’exterior de la xarxa del laboratori 325, els camps referents al 
servidor són (Host <147.83.118.244> i Port <102>).   
 
Figura A.16: Inici de sessió 
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ANNEX B. INSTAL·LACIÓ DE LA GUI 
 
 
Per portar a terme la instal·lació de la GUI de forma correcta, seguim els passos 
que es detallen a continuació [41] . 
 
1. Instal·lar els següents components:  
 
- El servidor del protocol d’escriptori remot (xRDP) de codi obert per controlar 
remotament les màquines virtuals des de Windows. 
- El gestor d’escriptori lleuger i ràpid (Xfce4) que ajuda a que la connexió sigui 
molt més amigable. 
- El navegador firefox.  
 
sudo apt-get install xrdp xfce4 xfce4-terminal gnome-icon-theme-full tango-
icon-theme Firefox 
 
 
2. Configurar dos arxius de xRDP per assegurar que usa Xfce4 modificant la 
última línia del fitxer per tal de que quedi com es mostra seguidament.  
echo xfce4-session >~/.xsession 
 
sudo nano /etc/xrdp/startwm.sh 
 
 
 
 
 
 
 
 
Figura B.1: Fitxer de configuració modificat  
 
3. Reiniciar xRDP per a que tots els canvis siguin efectius.  
sudo service xrdp restart    
 
4. Crear un usuari amb privilegis de seguretat d’administrador a la pròpia VM ja 
que per defecte l’usuari només pot accedir a la VM mitjançant SSH.  
 
sudo adduser <rosa> 
 
    
     
 
 
 
#!/bin/sh 
if [ -r /etc/default/locale ]; 
then 
. /etc/default/locale 
export LANG LANGUAGE 
fi 
startxfce4          
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Figura B.2: Creació d’usuari 
 
sudo usermod –aG sudo <rosa> 
 
 
5. Instal·lar els paquets necessaris i afegir l’usuari creat al grup libvirtd per tal 
d’habilitar-lo per a poder utilitzar KVM.  
 
sudo adduser rosa libvirtd 
 
 
6. Iniciar el client RDP en l’equip amb el que es controlarà remotament la 
màquina virtual Ubuntu. Windows disposa de l’aplicació d’escriptori “Connexió 
a Escriptori remot” que permet connectar-nos introduint les credencials de 
l’usuari creat anteriorment.  
 
 
Figura B.3: Aplicació “Connexió a escriptori remot”    
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Figura B.4: Inici de sessió del client RDP   
 
 
Figura B.5: Escriptori remot de la VM 
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ANNEX C. FITXERS DE CONFIGURACIÓ 
 
En aquesta secció s’adjunten els fitxers de configuració que millor han funcionat 
i es destaquen els paràmetres modificats.  
 DEA (interfícies, NTPs, gateway, DNS) 
############################################################################## 
# Copyright (c) 2015 Ericsson AB and others. 
# stefan.k.berg@ericsson.com 
# jonas.bjurel@ericsson.com 
# All rights reserved. This program and the accompanying materials 
# are made available under the terms of the Apache License, Version 2.0 
# which accompanies this distribution, and is available at 
# http://www.apache.org/licenses/LICENSE-2.0 
############################################################################## 
 
dea-pod-override-config-metadata: 
  title: 'Deployment Environment Adapter POD override for Development Pipeline 
- Ericsson ELX version' 
  version: '0.3' 
  created: 'Fri Jun 10 2016' 
  comment: 'Rebased for Fuel 9' 
environment: 
  name: opnfv_virt 
interfaces_1: 
  ens3: 
  - fuelweb_admin 
  ens4: 
  - management 
  ens5: 
  - private 
  - storage 
  ens6: 
  - public 
interfaces_dpdk: 
  ens3: 
  - fuelweb_admin 
  ens4: 
  - management 
  ens5: 
  - private 
  - storage 
  - interface_properties: 
      dpdk: 
        enabled: 
          value: true 
  ens6: 
  - public 
interfaces_vlan: 
  ens3: 
  - fuelweb_admin 
  ens4: 
  - management 
  ens5: 
  - private 
  - storage 
  ens6: 
  - public 
fuel: 
  ADMIN_NETWORK: 
    dhcp_pool_end: 10.20.0.254 
    dhcp_pool_start: 10.20.0.3 
    ipaddress: 10.20.0.2 
    netmask: 255.255.255.0 
    ssh_network: 10.20.0.0/24 
  DNS_DOMAIN: domain.tld 
  DNS_SEARCH: domain.tld 
  DNS_UPSTREAM: 8.8.8.8 
  HOSTNAME: fuel 
  NTP1: 0.ubuntu.pool.ntp.org 
  NTP2: 1.ubuntu.pool.ntp.org 
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  NTP3: 2.ubuntu.pool.ntp.org 
network: 
  networking_parameters: 
    base_mac: fa:16:3e:00:00:00 
    configuration_template: null 
    dns_nameservers: 
    - 8.8.8.8 
    floating_name: admin_floating_net 
    floating_ranges: 
    - - 172.16.0.130 
      - 172.16.0.254 
    gre_id_range: 
    - 2 
    - 65535 
    internal_cidr: 192.168.111.0/24 
    internal_gateway: 192.168.111.1 
    internal_name: admin_internal_net 
    net_l23_provider: ovs 
    segmentation_type: tun 
    vlan_range: 
    - 1000 
    - 1030 
  networks: 
  - cidr: 192.168.1.0/24 
    gateway: null 
    ip_ranges: 
    - - 192.168.1.1 
      - 192.168.1.254 
    meta: 
      cidr: 192.168.1.0/24 
      configurable: true 
      map_priority: 2 
      name: storage 
      notation: cidr 
      render_addr_mask: storage 
      render_type: cidr 
      use_gateway: false 
      vlan_start: 102 
    name: storage 
    vlan_start: 102 
  - cidr: 192.168.0.0/24 
    gateway: null 
    ip_ranges: 
    - - 192.168.0.1 
      - 192.168.0.253 
    meta: 
      cidr: 192.168.0.0/24 
      configurable: true 
      map_priority: 2 
      name: management 
      notation: ip_ranges 
      render_addr_mask: internal 
      render_type: cidr 
      use_gateway: false 
      vips: 
      - haproxy 
      - vrouter 
      vlan_start: null 
    name: management 
    vlan_start: null 
  - cidr: 192.168.2.0/24 
    gateway: null 
    ip_ranges: 
    - - 192.168.2.1 
      - 192.168.2.254 
    meta: 
      cidr: 192.168.2.0/24 
      configurable: true 
      map_priority: 2 
      name: private 
      notation: cidr 
      render_addr_mask: null 
      render_type: cidr 
      seg_type: tun 
      use_gateway: false 
      vlan_start: 103 
    name: private 
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    vlan_start: 103 
  - cidr: 172.16.0.0/24 
    gateway: 172.16.0.1 
    ip_ranges: 
    - - 172.16.0.2 
      - 172.16.0.126 
    meta: 
      cidr: 172.16.0.0/24 
      configurable: true 
      floating_range_var: floating_ranges 
      ip_range: 
      - 172.16.0.2 
      - 172.16.0.126 
      map_priority: 1 
      name: public 
      notation: ip_ranges 
      render_addr_mask: public 
      render_type: null 
      use_gateway: true 
      vips: 
      - haproxy 
      - vrouter 
      vlan_start: null 
    name: public 
    vlan_start: null 
  - cidr: 10.20.0.0/24 
    gateway: 10.20.0.1 
    ip_ranges: 
    - - 10.20.0.3 
      - 10.20.0.254 
    meta: 
      configurable: false 
      map_priority: 0 
      notation: ip_ranges 
      render_addr_mask: null 
      render_type: null 
      unmovable: true 
      use_gateway: true 
    name: fuelweb_admin 
    vlan_start: null 
settings: 
  editable: 
    external_dns: 
      dns_list: 
        description: List of upstream DNS servers 
        label: DNS list 
        max: 3 
        regex: 
          error: Invalid IP address 
          source: ^(([0-9]|[1-9][0-9]|1[0-9]{2}|2[0-4][0-9]|25[0-5])\.){3}([0-
9]|[1-9][0-9]|1[0-9]{2}|2[0-4][0-9]|25[0-5])$ 
        type: text_list 
        value: 
        - 8.8.8.8 
        weight: 10 
      metadata: 
        group: network 
        label: Host OS DNS Servers 
        weight: 30 
    external_ntp: 
      metadata: 
        group: network 
        label: Host OS NTP Servers 
        weight: 40 
      ntp_list: 
        description: List of upstream NTP servers 
        label: NTP server list 
        regex: 
          error: Invalid NTP server 
          source: ^[a-zA-Z\d]+[-\.\da-zA-Z]*$ 
        type: text_list 
        value: 
        - 0.ubuntu.pool.ntp.org 
        - 1.ubuntu.pool.ntp.org 
        weight: 10 
    syslog: 
      metadata: 
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        enabled: false 
        group: logging 
        label: Syslog 
        toggleable: true 
        weight: 50 
      syslog_port: 
        description: Remote syslog port 
        label: Port 
        regex: 
          error: Invalid syslog port 
          source: ^([1-9][0-9]{0,3}|[1-5][0-9]{4}|6[0-4][0-9]{3}|65[0-4][0-
9]{2}|655[0-2][0-9]|6553[0-5])$ 
        type: text 
        value: '514' 
        weight: 20 
      syslog_server: 
        description: Remote syslog hostname 
        label: Hostname 
        regex: 
          error: Invalid hostname 
          source: ^[a-zA-Z\d]+[-\.\da-zA-Z]*$ 
        type: text 
        value: '' 
        weight: 10 
      syslog_transport: 
        label: Syslog transport protocol 
        type: radio 
        value: tcp 
        values: 
        - data: udp 
          description: '' 
          label: UDP 
        - data: tcp 
          description: '' 
          label: TCP 
        weight: 30  
 
 
 DHA (assignació dels recursos de memòria, processador i disc dur) 
 
############################################################################## 
# Copyright (c) 2015 Ericsson AB and others. 
# stefan.k.berg@ericsson.com 
# jonas.bjurel@ericsson.com 
# All rights reserved. This program and the accompanying materials 
# are made available under the terms of the Apache License, Version 2.0 
# which accompanies this distribution, and is available at 
# http://www.apache.org/licenses/LICENSE-2.0 
############################################################################## 
dha-pod-config-metadata: 
  title: Deployment Hardware Adapter (DHA) for fuel development pipeline - 
Ericsson ELX version 
  version: 0.0.3 
  created: Feb 2 2016 
  comment: ELX Fuel 9 version 
 
# Adapter to use for this definition 
adapter: libvirt 
 
# Node list. 
# Mandatory property is id, all other properties are adapter specific. 
 
nodes: 
- id: 1 
  libvirtName: controller1 
  libvirtTemplate: templates/virtual_environment/vms/controller.xml 
- id: 2 
  libvirtName: compute1 
  libvirtTemplate: templates/virtual_environment/vms/compute.xml 
- id: 3 
  libvirtName: compute2 
  libvirtTemplate: templates/virtual_environment/vms/compute.xml 
- id: 4 
  libvirtName: compute3 
  libvirtTemplate: templates/virtual_environment/vms/compute.xml 
- id: 5 
74                                    Avaluació de la generació de serveis de xarxa en escenaris híbrids basats en SDN, NFV i SFC 
 
  libvirtName: fuel-master 
  libvirtTemplate: templates/virtual_environment/vms/fuel.xml 
  isFuel: yes 
  username: root 
  password: r00tme 
 
virtNetConfDir: templates/virtual_environment/networks 
 
disks: 
  fuel: 64G 
  controller: 128G 
  compute: 128G 
 
define_vms: 
  controller: 
    vcpu: 
      value: 2 
    memory: 
      attribute_equlas: 
        unit: KiB 
      value: 12521472 
    currentMemory: 
      attribute_equlas: 
        unit: KiB 
      value: 12521472 
  compute: 
    vcpu: 
      value: 2 
    memory: 
      attribute_equlas: 
        unit: KiB 
      value: 8388608 
    currentMemory: 
      attribute_equlas: 
        unit: KiB 
      value: 8388608 
  fuel: 
    vcpu: 
      value: 2 
    memory: 
      attribute_equlas: 
        unit: KiB 
      value: 8388608 
    currentMemory: 
      attribute_equlas: 
        unit: KiB 
      value: 8388608 
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ANNEX D. RECURSOS DE CONSULTA 
 
En aquest secció es presenten els diferents recursos als que s’hi ha accedit per 
tal de realitzar consultes sobre els errors que han sorgit i fer peticions per tal de 
poder dur a terme la part experimental.  
 Llistes de correu [42], [43]: 
 
Figura D.1: Consulta realitzada a les llistes 
 
 Aplicació web [44]: 
 
 
 
 
 
 
 
 
 
 
Figura D.2: Petició realitzada a l’aplicació web 
 
 
76                                    Avaluació de la generació de serveis de xarxa en escenaris híbrids basats en SDN, NFV i SFC 
 
 Fòrum en viu [45]: 
 
 
Figura D.3: Accés al canal opnfv-sfc del fòrum en viu 
 
 
Figura D.4: Canal opnfv-sfc del fòrum en viu 
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ANNEX E. RESULTATS OBTINGUTS USANT EL 
SERVIDOR DE OPNFV 
 
En aquest annex s’adjunten els resultats obtinguts en diverses instruccions que 
aporten diverses informacions rellevant sobre l’escenari (les instàncies, les 
xarxes, els ports, les subxarxes, les VNFs, les cadenes SFC, els fluxos OVS, el 
classificador, les SFs, els SFPs i el SFF).  
 
root@node-20:~# nova list --all 
+--------------------------------------+--------------------------------------
-----------------+----------------------------------+--------+------------+---
----------+-------------------------------------+ 
| ID                                   | Name                                                  | 
Tenant ID                        | Status | Task State | Power State | Networks                            
| 
+--------------------------------------+--------------------------------------
-----------------+----------------------------------+--------+------------+---
----------+-------------------------------------+ 
| c895faad-e255-4357-8d1d-25bdef69dee4 | client                                                
| b0677566ba6540c7b22e72738b7290ac | ACTIVE | -          | Running     | example-
net=11.0.0.12               | 
| 37a3f994-68e4-44bc-b049-ed3810e2e148 | server                                                
| b0677566ba6540c7b22e72738b7290ac | ACTIVE | -          | Running     | example-
net=11.0.0.7                | 
| 42afb362-f75a-4fd6-9272-1d6c67ef23b7 | ta-0b63-1838-4819-9366-f3e42a7046fc-
vdu1-vitzsf6tezbv | b0677566ba6540c7b22e72738b7290ac | ACTIVE | -          | 
Running     | example-net=11.0.0.10, 172.16.0.136 | 
| 36dd5b00-dea3-4590-a736-7b8f3ceebe23 | ta-aa19-c3b2-4edb-94db-b76e017622db-
vdu1-2oid7vklu6lt | b0677566ba6540c7b22e72738b7290ac | ACTIVE | -          | 
Running     | example-net=11.0.0.11, 172.16.0.142 | 
+--------------------------------------+--------------------------------------
-----------------+----------------------------------+--------+------------+---
----------+-------------------------------------+ 
 
root@node-20:~# openstack network list 
+--------------------------------------+--------------------+-----------------
---------------------+ 
| ID                                   | Name               | Subnets                              
| 
+--------------------------------------+--------------------+-----------------
---------------------+ 
| 32964fff-3489-49a2-9693-11969b7ac402 | admin_floating_net | d2b9478f-a60c-
48b9-913f-aebd9122a2a8 | 
| 3578367b-b3a4-4fd1-80c1-19f8bca11b18 | example-net        | b67f8eae-0d68-
4a19-b93d-978969fc2d38 | 
| 885661dc-8b9a-41da-8d82-16c6b46b523c | admin_internal_net | 042b3db6-8ff0-
47fe-a629-bf6074ad2c5e | 
+--------------------------------------+--------------------+-----------------
---------------------+ 
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root@node-20:~# openstack port list 
+-----------------------+-----------------------+-------------------+---------
----------------+ 
| ID                    | Name                  | MAC Address       | Fixed IP 
Addresses      | 
+-----------------------+-----------------------+-------------------+---------
----------------+ 
| 058143a2-eb54-49ee-   |                       | fa:16:3e:4e:8e:af | 
ip_address='172.16.0.13 | 
| ab1f-722df5860844     |                       |                   | 6', 
subnet_id           | 
|                       |                       |                   | 
='d2b9478f-a60c-48b9    | 
|                       |                       |                   | -913f-
aebd9122a2a8'     | 
| 0c11dddb-c385-402a-a9 |                       | fa:16:3e:55:1d:d3 | 
ip_address='11.0.0.1',  | 
| 26-ed0d9b100856       |                       |                   | 
subnet_id='b67f8eae-    | 
|                       |                       |                   | 0d68-
4a19-b93d-         | 
|                       |                       |                   | 
978969fc2d38'           | 
| 20ad37fb-9a2b-46cd-   |                       | fa:16:3e:38:f1:37 | 
ip_address='172.16.0.13 | 
| 89e2-3dd1d02aaccf     |                       |                   | 4', 
subnet_id           | 
|                       |                       |                   | 
='d2b9478f-a60c-48b9    | 
|                       |                       |                   | -913f-
aebd9122a2a8'     | 
| 5a46aae3-40ab-4649-b8 | tacker.vm.drivers.hea | fa:16:3e:cd:3f:2b | 
ip_address='11.0.0.10', | 
| 61-bc7e2277b02e       | t.heat_DeviceHeat-a65 |                   | 
subnet_id='b67f8eae-    | 
|                       | d0b63-1838-4819-9366  |                   | 0d68-
4a19-b93d-         | 
|                       | -f3e42a7046fc-vdu1    |                   | 
978969fc2d38'           | 
|                       | -example-net-port-    |                   |                         
| 
|                       | leej23xd7j3g          |                   |                         
| 
| 663d5755-fd92-4a2d-b0 |                       | fa:16:3e:22:23:c3 | 
ip_address='172.16.0.14 | 
| 86-7e1c3a61ab14       |                       |                   | 2', 
subnet_id           | 
|                       |                       |                   | 
='d2b9478f-a60c-48b9    | 
|                       |                       |                   | -913f-
aebd9122a2a8'     | 
| 7006d8de-c55a-4706-ab |                       | fa:16:3e:c7:fd:2c | 
ip_address='172.16.0.13 | 
| b0-53f0702b875e       |                       |                   | 9', 
subnet_id           | 
|                       |                       |                   | 
='d2b9478f-a60c-48b9    | 
|                       |                       |                   | -913f-
aebd9122a2a8'     | 
| 75957801-393a-480b-   | tacker.vm.drivers.hea | fa:16:3e:2c:ab:7a | 
ip_address='11.0.0.11', | 
| 81e3-98db139bf5f4     | t.heat_DeviceHeat-    |                   | 
subnet_id='b67f8eae-    | 
|                       | c0b1aa19-c3b2-4edb-   |                   | 0d68-
4a19-b93d-         | 
|                       | 94db-b76e017622db-    |                   | 
978969fc2d38'           | 
|                       | vdu1-example-net-     |                   |                         
| 
|                       | port-tvjmj7ewkduo     |                   |                         
| 
| 87c7e733-c961-4fd1    |                       | fa:16:3e:b4:0a:e0 | 
ip_address='11.0.0.7',  | 
| -98ca-0a7ad9238495    |                       |                   | 
subnet_id='b67f8eae-    | 
|                       |                       |                   | 0d68-
4a19-b93d-         | 
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|                       |                       |                   | 
978969fc2d38'           | 
| 88feb234-831a-427a-   |                       | fa:16:3e:4a:80:79 | 
ip_address='192.168.111 | 
| b4eb-1b0b6f54571c     |                       |                   | .1', 
subnet_id='042b3db | 
|                       |                       |                   | 6-8ff0-
47fe-a629-bf6074 | 
|                       |                       |                   | ad2c5e'                 
| 
| 8a979485-6913-4c5a-a7 |                       | fa:16:3e:55:80:30 | 
ip_address='192.168.111 | 
| 17-2f2ddf560b1d       |                       |                   | .2', 
subnet_id='042b3db | 
|                       |                       |                   | 6-8ff0-
47fe-a629-bf6074 | 
|                       |                       |                   | ad2c5e'                 
| 
| 9696756e-3511-4389-89 |                       | fa:16:3e:3a:a3:aa | 
ip_address='11.0.0.2',  | 
| 55-e0a9a8639f19       |                       |                   | 
subnet_id='b67f8eae-    | 
|                       |                       |                   | 0d68-
4a19-b93d-         | 
|                       |                       |                   | 
978969fc2d38'           | 
| dbbc9de7-f7db-4d5b-   |                       | fa:16:3e:c4:a3:a2 | 
ip_address='11.0.0.12', | 
| 8c5e-0f07687e54ce     |                       |                   | 
subnet_id='b67f8eae-    | 
|                       |                       |                   | 0d68-
4a19-b93d-         | 
|                       |                       |                   | 
978969fc2d38'           | 
+-----------------------+-----------------------+-------------------+---------
----------------+ 
 
 
root@node-20:~# openstack subnet list 
+--------------------+--------------------+--------------------+--------------
----+ 
| ID                 | Name               | Network            | Subnet           
| 
+--------------------+--------------------+--------------------+--------------
----+ 
| 042b3db6-8ff0-47fe | admin_internal_net | 885661dc-8b9a-     | 
192.168.111.0/24 | 
| -a629-bf6074ad2c5e | __subnet           | 41da-              |                  
| 
|                    |                    | 8d82-16c6b46b523c  |                  
| 
| b67f8eae-0d68-4a19 | example-subnet     | 3578367b-b3a4-4fd1 | 11.0.0.0/24      
| 
| -b93d-978969fc2d38 |                    | -80c1-19f8bca11b18 |                  
| 
| d2b9478f-a60c-48b9 | admin_floating_net | 32964fff-3489-49a2 | 172.16.0.0/24    
| 
| -913f-aebd9122a2a8 | __subnet           | -9693-11969b7ac402 |                  
| 
+--------------------+--------------------+--------------------+--------------
----+ 
 
 
root@node-20:~# tacker vnf-list 
+-----------------------------+----------+-------------------+----------------
-------+--------+ 
| id                          | name     | description       | mgmt_url              
| status | 
+-----------------------------+----------+-------------------+----------------
-------+--------+ 
| a65d0b63-1838-4819-9366-f3e | testVNF2 | firewall2-example | {"vdu1": 
"11.0.0.10"} | ACTIVE | 
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| 42a7046fc                   |          |                   |                       
|        | 
| c0b1aa19-c3b2-4edb-94db-    | testVNF1 | firewall1-example | {"vdu1": 
"11.0.0.11"} | ACTIVE | 
| b76e017622db                |          |                   |                       
|        | 
+-----------------------------+----------+-------------------+----------------
-------+--------+ 
 
root@node-20:~# tacker sfc-list 
+--------------------------------------+------+-------------+--------------+--
-----------+--------+ 
| id                                   | name | description | infra_driver | 
symmetrical | status | 
+--------------------------------------+------+-------------+--------------+--
-----------+--------+ 
| 7e8873cd-8110-4367-8920-3a0d11096d38 | blue |             | opendaylight | 
False       | ACTIVE | 
| d29fe0bc-da31-4e83-b849-5b701da288d9 | red  |             | opendaylight | 
False       | ACTIVE | 
+--------------------------------------+------+-------------+--------------+--
-----------+--------+ 
 
root@5f3e68fae06b:~# curl -u admin:admin -H 'Accept: 
applicati6.0.62:8181/restconf/config/netvirt-sfc-classifier:classifiers/' 
<classifiers 
xmlns="urn:opendaylight:params:xml:ns:yang:netvirt:sfc:classifier"> 
 <classifier> 
  <name>red_http</name> 
  <acl>red_http</acl> 
 </classifier> 
 <classifier> 
  <name>red_ssh</name> 
  <acl>red_ssh</acl> 
 </classifier> 
</classifiers> 
 
root@5f3e68fae06b:~# curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/config/service-function-chain:service-
function-chains/' 
<service-function-chains xmlns="urn:cisco:params:xml:ns:yang:sfc-sfc"> 
 <service-function-chain> 
  <name>blue</name> 
  <symmetric>false</symmetric> 
  <sfc-service-function> 
   <name>testVNF2</name> 
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   <type>firewall2</type> 
  </sfc-service-function> 
 </service-function-chain> 
 <service-function-chain> 
  <name>red</name> 
  <symmetric>false</symmetric> 
  <sfc-service-function> 
   <name>testVNF1</name> 
   <type>firewall1</type> 
  </sfc-service-function> 
 </service-function-chain> 
</service-function-chains> 
 
root@5f3e68fae06b:~# curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/config/service-function-path:service-
function-paths/' 
<service-function-paths xmlns="urn:cisco:params:xml:ns:yang:sfc-sfp"> 
<service-function-path> 
 <name>Path-red</name> 
 <service-path-hop> 
  <hop-number>0</hop-number> 
  <service-function-name>testVNF1</service-function-name> 
  <service-function-forwarder>sff-192.168.0.63</service-function-
forwarder> 
 </service-path-hop> 
 <symmetric>false</symmetric> 
 <service-chain-name>red</service-chain-name> 
</service-function-path> 
<service-function-path> 
 <name>Path-blue</name> 
 <service-path-hop> 
  <hop-number>0</hop-number> 
  <service-function-name>testVNF2</service-function-name> 
  <service-function-forwarder>sff-192.168.0.63</service-function-
forwarder> 
 </service-path-hop> 
 <symmetric>false</symmetric> 
 <service-chain-name>blue</service-chain-name> 
</service-function-path> 
</service-function-paths> 
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root@5f3e68fae06b:~# curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/config/service-function-forwarder:service-
function-forwarders/' 
<service-function-forwarders xmlns="urn:cisco:params:xml:ns:yang:sfc-sff"> 
<service-function-forwarder> 
 <name>sff-192.168.0.63</name> 
 <ip-mgmt-address>192.168.0.63</ip-mgmt-address> 
 <service-function-dictionary> 
  <name>testVNF2</name> 
  <sff-sf-data-plane-locator> 
   <sff-dpl-name>vxgpe</sff-dpl-name> 
   <sf-dpl-name>testVNF2-dpl</sf-dpl-name> 
  </sff-sf-data-plane-locator> 
 </service-function-dictionary> 
 <service-function-dictionary> 
  <name>testVNF1</name> 
  <sff-sf-data-plane-locator> 
   <sff-dpl-name>vxgpe</sff-dpl-name> 
   <sf-dpl-name>testVNF1-dpl</sf-dpl-name> 
  </sff-sf-data-plane-locator> 
 </service-function-dictionary> 
 <service-node></service-node> 
 <sff-data-plane-locator> 
  <name>vxgpe</name> 
  <data-plane-locator> 
   <transport xmlns:x="urn:cisco:params:xml:ns:yang:sfc-
sl">x:vxlan-gpe</transport> 
   <ip>192.168.0.63</ip> 
   <port>6633</port> 
  </data-plane-locator> 
  <ovs-options xmlns="urn:cisco:params:xml:ns:yang:sfc-sff-ovs"> 
   <nshc4>flow</nshc4> 
   <nshc3>flow</nshc3> 
   <nsi>flow</nsi> 
   <nshc2>flow</nshc2> 
   <nshc1>flow</nshc1> 
   <exts>gpe</exts> 
   <remote-ip>flow</remote-ip> 
   <key>flow</key> 
   <dst-port>6633</dst-port> 
   <nsp>flow</nsp> 
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  </ovs-options> 
 </sff-data-plane-locator> 
 <ovs-bridge xmlns="urn:cisco:params:xml:ns:yang:sfc-sff-ovs"> 
  <bridge-name>br-int</bridge-name> 
 </ovs-bridge> 
</service-function-forwarder> 
</service-function-forwarders> 
 
root@node-20:~# nova list --all 
+--------------------------------------+--------------------------------------
-----------------+----------------------------------+--------+------------+---
----------+------------------------------------+ 
| ID                                   | Name                                                  | 
Tenant ID                        | Status | Task State | Power State | Networks                           
| 
+--------------------------------------+--------------------------------------
-----------------+----------------------------------+--------+------------+---
----------+------------------------------------+ 
| de785eef-4dab-466e-9fbb-4e2ee297fe47 | client                                                
| b0677566ba6540c7b22e72738b7290ac | ACTIVE | -          | Running     | example-
net=11.0.0.12              | 
| 216f8f98-3941-436b-93f6-e109ffeada07 | server                                                
| b0677566ba6540c7b22e72738b7290ac | ACTIVE | -          | Running     | example-
net=11.0.0.5               | 
| 7c3d385b-a9fc-4c63-9ad3-7eec6b3ea1ea | ta-5c4a-e4f1-4d54-a414-db674d21f522-
vdu1-lbxw26sue374 | b0677566ba6540c7b22e72738b7290ac | ACTIVE | -          | 
Running     | example-net=11.0.0.14              | 
| 55a997cb-daa1-47db-9c88-3c72c52a5537 | ta-7cdb-d601-4013-81ea-438d8f3f80b7-
vdu1-ic2ogwly4dly | b0677566ba6540c7b22e72738b7290ac | ACTIVE | -          | 
Running     | example-net=11.0.0.6, 172.16.0.138 | 
+--------------------------------------+-------------------------------------- 
 
root@node-20:~# tacker vnfd-list 
+--------------------------------------+------------+-------------------+-----
----- 
| id                                   | name       | description       | 
infra_dri 
+--------------------------------------+------------+-------------------+-----
----- 
| 15d01575-5647-4a41-a972-603097f44893 | test-vnfd2 | firewall2-example | heat 
| 229c0492-7e20-4179-aace-746238a8fc14 | test-vnfd1 | firewall1-example | heat 
+--------------------------------------+------------+-------------------+----- 
 
root@node-20:~# tacker vnfd-show 15d01575-5647-4a41-a972-603097f44893 
+---------------+-------------------------------------------------------------
----- 
| Field         | Value 
+---------------+-------------------------------------------------------------
----- 
| attributes    | {"vnfd": "template_name: test-vnfd2\ndescription: firewall2-
examp 
|               | type:\n      - firewall2\nvdus:\n  vdu1:\n    id: vdu1\n    
vm_im 
|               | network_interfaces:\n      management:\n        network: 
example- 
|               | get_input: zone }\n\n    auto-scaling: noop\n    monitoring_polic 
|               | param1: key1\n"} 
| description   | firewall2-example 
| id            | 15d01575-5647-4a41-a972-603097f44893 
| infra_driver  | heat 
| mgmt_driver   | noop 
| name          | test-vnfd2 
| service_types | {"service_type": "firewall2", "id": "804b151b-c248-4320-b944-
9637 
|               | {"service_type": "vnfd", "id": "e8ef3e7c-1e90-42ec-a92e-
058b8f85b 
| tenant_id     | b0677566ba6540c7b22e72738b7290ac 
+---------------+-------------------------------------------------------------
----- 
root@node-20:~# tacker vnfd-show 229c0492-7e20-4179-aace-746238a8fc14 
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+---------------+-------------------------------------------------------------
----- 
| Field         | Value 
+---------------+-------------------------------------------------------------
----- 
| attributes    | {"vnfd": "template_name: test-vnfd1\ndescription: firewall1-
examp 
|               | type:\n      - firewall1\nvdus:\n  vdu1:\n    id: vdu1\n    
vm_im 
|               | network_interfaces:\n      management:\n        network: 
example- 
|               | get_input: zone }\n\n    auto-scaling: noop\n    monitoring_polic 
|               | param1: key1\n"} 
| description   | firewall1-example 
| id            | 229c0492-7e20-4179-aace-746238a8fc14 
| infra_driver  | heat 
| mgmt_driver   | noop 
| name          | test-vnfd1 
| service_types | {"service_type": "firewall1", "id": "334f5e56-29fb-48e8-831f-
c0fa 
|               | {"service_type": "vnfd", "id": "afcb98d0-810b-453e-940a-
45f303548 
| tenant_id     | b0677566ba6540c7b22e72738b7290ac 
+---------------+------------------------------------------------------------- 
 
root@host-11-0-0-12:~# curl 11.0.0.5 
<!DOCTYPE html PUBLIC "-//W3C//DTD HTML 3.2 Final//EN"><html> 
<title>Directory listing for /</title> 
<body> 
<h2>Directory listing for /</h2> 
<hr> 
<ul> 
<li><a href=".bash_history">.bash_history</a> 
<li><a href=".bashrc">.bashrc</a> 
<li><a href=".cache/">.cache/</a> 
<li><a href=".profile">.profile</a> 
<li><a href=".viminfo">.viminfo</a> 
<li><a href="command_vxlan">command_vxlan</a> 
<li><a href="nohup.out">nohup.out</a> 
<li><a href="vxlan_tool.py">vxlan_tool.py</a> 
</ul> 
<hr> 
</body> 
</html> 
 
root@host-11-0-0-5:~# tcpdump -i eth0 -x -v port 80 
tcpdump: listening on eth0, link-type EN10MB (Ethernet), capture size 262144 
bytes 
17:53:57.608284 IP (tos 0x0, ttl 64, id 65159, offset 0, flags [DF], proto TCP 
(6), length 60) 
    host-11-0-0-12.openstacklocal.51608 > host-11-0-0-5.openstacklocal.http: 
Flags [S], cksum 0x3637 (correct), seq 3240918869, win 28200, options [mss 
1410,sackOK,TS val 25526738 ecr 0,nop,wscale 7], length 0 
        0x0000:  4500 003c fe87 4000 4006 2624 0b00 000c 
        0x0010:  0b00 0005 c998 0050 c12c 7f55 0000 0000 
        0x0020:  a002 6e28 3637 0000 0204 0582 0402 080a 
        0x0030:  0185 81d2 0000 0000 0103 0307 
17:53:57.608824 IP (tos 0x0, ttl 64, id 0, offset 0, flags [DF], proto TCP (6), 
length 60) 
    host-11-0-0-5.openstacklocal.http > host-11-0-0-12.openstacklocal.51608: 
Flags [S.], cksum 0x163f (incorrect -> 0x66b7), seq 186862100, ack 3240918870, 
win 27960, options [mss 1410,sackOK,TS val 25524642 ecr 25526738,nop,wscale 7], 
length 0 
        0x0000:  4500 003c 0000 4000 4006 24ac 0b00 0005 
        0x0010:  0b00 000c 0050 c998 0b23 4a14 c12c 7f56 
        0x0020:  a012 6d38 163f 0000 0204 0582 0402 080a 
        0x0030:  0185 79a2 0185 81d2 0103 0307 
17:53:57.616526 IP (tos 0x0, ttl 64, id 65160, offset 0, flags [DF], proto TCP 
(6), length 52) 
    host-11-0-0-12.openstacklocal.51608 > host-11-0-0-5.openstacklocal.http: 
Flags [.], cksum 0x01aa (correct), ack 1, win 221, options [nop,nop,TS val 
25526741 ecr 25524642], length 0 
        0x0000:  4500 0034 fe88 4000 4006 262b 0b00 000c 
        0x0010:  0b00 0005 c998 0050 c12c 7f56 0b23 4a15 
        0x0020:  8010 00dd 01aa 0000 0101 080a 0185 81d5 
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        0x0030:  0185 79a2 
17:53:57.628318 IP (tos 0x0, ttl 64, id 65161, offset 0, flags [DF], proto TCP 
(6), length 124) 
    host-11-0-0-12.openstacklocal.51608 > host-11-0-0-5.openstacklocal.http: 
Flags [P.], cksum 0x2d8a (correct), seq 1:73, ack 1, win 221, options [nop,nop,TS 
val 25526744 ecr 25524642], length 72: HTTP, length: 72 
        GET / HTTP/1.1 
        Host: 11.0.0.5 
        User-Agent: curl/7.47.0 
        Accept: */* 
 
        0x0000:  4500 007c fe89 4000 4006 25e2 0b00 000c 
        0x0010:  0b00 0005 c998 0050 c12c 7f56 0b23 4a15 
        0x0020:  8018 00dd 2d8a 0000 0101 080a 0185 81d8 
        0x0030:  0185 79a2 4745 5420 2f20 4854 5450 2f31 
        0x0040:  2e31 0d0a 486f 7374 3a20 3131 2e30 2e30 
        0x0050:  2e35 0d0a 5573 6572 2d41 6765 6e74 3a20 
        0x0060:  6375 726c 2f37 2e34 372e 300d 0a41 6363 
        0x0070:  6570 743a 202a 2f2a 0d0a 0d0a 
17:53:57.628763 IP (tos 0x0, ttl 64, id 13232, offset 0, flags [DF], proto TCP 
(6), length 52) 
    host-11-0-0-5.openstacklocal.http > host-11-0-0-12.openstacklocal.51608: 
Flags [.], cksum 0x1637 (incorrect -> 0x015c), ack 73, win 219, options 
[nop,nop,TS val 25524647 ecr 25526744], length 0 
        0x0000:  4500 0034 33b0 4000 4006 f103 0b00 0005 
        0x0010:  0b00 000c 0050 c998 0b23 4a15 c12c 7f9e 
        0x0020:  8010 00db 1637 0000 0101 080a 0185 79a7 
        0x0030:  0185 81d8 
17:53:57.647508 IP (tos 0x0, ttl 64, id 13233, offset 0, flags [DF], proto TCP 
(6), length 69) 
    host-11-0-0-5.openstacklocal.http > host-11-0-0-12.openstacklocal.51608: 
Flags [P.], cksum 0x1648 (incorrect -> 0x4179), seq 1:18, ack 73, win 219, 
options [nop,nop,TS val 25524652 ecr 25526744], length 17: HTTP, length: 17 
        HTTP/1.0 200 OK 
        0x0000:  4500 0045 33b1 4000 4006 f0f1 0b00 0005 
        0x0010:  0b00 000c 0050 c998 0b23 4a15 c12c 7f9e 
        0x0020:  8018 00db 1648 0000 0101 080a 0185 79ac 
        0x0030:  0185 81d8 4854 5450 2f31 2e30 2032 3030 
        0x0040:  204f 4b0d 0a 
17:53:57.653584 IP (tos 0x0, ttl 64, id 13234, offset 0, flags [DF], proto TCP 
(6), length 693) 
    host-11-0-0-5.openstacklocal.http > host-11-0-0-12.openstacklocal.51608: 
Flags [FP.], cksum 0x18b8 (incorrect -> 0xe961), seq 18:659, ack 73, win 219, 
options [nop,nop,TS val 25524654 ecr 25526744], length 641: HTTP 
        0x0000:  4500 02b5 33b2 4000 4006 ee80 0b00 0005 
        0x0010:  0b00 000c 0050 c998 0b23 4a26 c12c 7f9e 
        0x0020:  8019 00db 18b8 0000 0101 080a 0185 79ae 
        0x0030:  0185 81d8 5365 7276 6572 3a20 5369 6d70 
        0x0040:  6c65 4854 5450 2f30 2e36 2050 7974 686f 
        0x0050:  6e2f 322e 372e 3132 0d0a 4461 7465 3a20 
        0x0060:  5765 642c 2031 3820 4f63 7420 3230 3137 
        0x0070:  2031 353a 3533 3a35 3720 474d 540d 0a43 
        0x0080:  6f6e 7465 6e74 2d74 7970 653a 2074 6578 
        0x0090:  742f 6874 6d6c 3b20 6368 6172 7365 743d 
        0x00a0:  414e 5349 5f58 332e 342d 3139 3638 0d0a 
        0x00b0:  436f 6e74 656e 742d 4c65 6e67 7468 3a20 
        0x00c0:  3439 340d 0a0d 0a3c 2144 4f43 5459 5045 
        0x00d0:  2068 746d 6c20 5055 424c 4943 2022 2d2f 
        0x00e0:  2f57 3343 2f2f 4454 4420 4854 4d4c 2033 
        0x00f0:  2e32 2046 696e 616c 2f2f 454e 223e 3c68 
        0x0100:  746d 6c3e 0a3c 7469 746c 653e 4469 7265 
        0x0110:  6374 6f72 7920 6c69 7374 696e 6720 666f 
        0x0120:  7220 2f3c 2f74 6974 6c65 3e0a 3c62 6f64 
        0x0130:  793e 0a3c 6832 3e44 6972 6563 746f 7279 
        0x0140:  206c 6973 7469 6e67 2066 6f72 202f 3c2f 
        0x0150:  6832 3e0a 3c68 723e 0a3c 756c 3e0a 3c6c 
        0x0160:  693e 3c61 2068 7265 663d 222e 6261 7368 
        0x0170:  5f68 6973 746f 7279 223e 2e62 6173 685f 
        0x0180:  6869 7374 6f72 793c 2f61 3e0a 3c6c 693e 
        0x0190:  3c61 2068 7265 663d 222e 6261 7368 7263 
        0x01a0:  223e 2e62 6173 6872 633c 2f61 3e0a 3c6c 
        0x01b0:  693e 3c61 2068 7265 663d 222e 6361 6368 
        0x01c0:  652f 223e 2e63 6163 6865 2f3c 2f61 3e0a 
        0x01d0:  3c6c 693e 3c61 2068 7265 663d 222e 7072 
        0x01e0:  6f66 696c 6522 3e2e 7072 6f66 696c 653c 
        0x01f0:  2f61 3e0a 3c6c 693e 3c61 2068 7265 663d 
        0x0200:  222e 7669 6d69 6e66 6f22 3e2e 7669 6d69 
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        0x0210:  6e66 6f3c 2f61 3e0a 3c6c 693e 3c61 2068 
        0x0220:  7265 663d 2263 6f6d 6d61 6e64 5f76 786c 
        0x0230:  616e 223e 636f 6d6d 616e 645f 7678 6c61 
        0x0240:  6e3c 2f61 3e0a 3c6c 693e 3c61 2068 7265 
        0x0250:  663d 226e 6f68 7570 2e6f 7574 223e 6e6f 
        0x0260:  6875 702e 6f75 743c 2f61 3e0a 3c6c 693e 
        0x0270:  3c61 2068 7265 663d 2276 786c 616e 5f74 
        0x0280:  6f6f 6c2e 7079 223e 7678 6c61 6e5f 746f 
        0x0290:  6f6c 2e70 793c 2f61 3e0a 3c2f 756c 3e0a 
        0x02a0:  3c68 723e 0a3c 2f62 6f64 793e 0a3c 2f68 
        0x02b0:  746d 6c3e 0a 
17:53:57.691468 IP (tos 0x0, ttl 64, id 65164, offset 0, flags [DF], proto TCP 
(6), length 52) 
    host-11-0-0-12.openstacklocal.51608 > host-11-0-0-5.openstacklocal.http: 
Flags [F.], cksum 0xfea6 (correct), seq 73, ack 660, win 231, options [nop,nop,TS 
val 25526758 ecr 25524654], length 0 
        0x0000:  4500 0034 fe8c 4000 4006 2627 0b00 000c 
        0x0010:  0b00 0005 c998 0050 c12c 7f9e 0b23 4ca8 
        0x0020:  8011 00e7 fea6 0000 0101 080a 0185 81e6 
        0x0030:  0185 79ae 
 
 
root@node-21:~# ovs-ofctl -O Openflow13 dump-flows br-int | grep "dst=80" 
 cookie=0x1110010000520255, duration=249997.113s, table=11, n_packets=368, 
n_bytes=27488, tcp,reg0=0x1,tp_dst=80 actions=move:NXM_NX_TUN_ID[0..31]-
>NXM_NX_NSH_C2[],push_nsh,load:0x1->NXM_NX_NSH_MDTYPE[],load:0x3-
>NXM_NX_NSH_NP[],load:0xc0a8003f->NXM_NX_NSH_C1[],load:0x34-
>NXM_NX_NSP[0..23],load:0xff->NXM_NX_NSI[],load:0xb00000e-
>NXM_NX_TUN_IPV4_DST[],load:0x34->NXM_NX_TUN_ID[0..31],resubmit(,0) 
 cookie=0x0, duration=323307.110s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:98:73:6d,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=323298.777s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:51:41:d3,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=323262.289s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:7a:a2:bf,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=323261.546s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:36:99:7d,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=250044.566s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:41:f1:d9,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=250035.953s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:66:e6:40,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=249999.447s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:95:58:33,tp_dst=80 
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actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=249998.515s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:71:e5:67,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=323307.203s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:98:73:6d,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=323298.833s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:51:41:d3,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=323262.343s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:7a:a2:bf,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=323261.583s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:36:99:7d,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=250044.674s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:41:f1:d9,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=250036.008s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:66:e6:40,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=249999.638s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:95:58:33,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=249998.519s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:71:e5:67,tp_dst=80 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 
curl -u admin:admin -H 'Accept: application/xml' 
'http://172.16.0.62:8181/restconf/operational/rendered-service-path:rendered-
service-paths/' 
<rendered-service-paths xmlns="urn:cisco:params:xml:ns:yang:sfc-rsp"> 
88                                    Avaluació de la generació de serveis de xarxa en escenaris híbrids basats en SDN, NFV i SFC 
 
<rendered-service-path> 
 <name>Path-blue-Path-82</name> 
 <service-chain-name>blue</service-chain-name> 
 <transport-type xmlns:x="urn:cisco:params:xml:ns:yang:sfc-sl">x:vxlan-
gpe</transport-type> 
 <starting-index>255</starting-index> 
 <path-id>82</path-id> 
 <parent-service-function-path>Path-blue</parent-service-function-path> 
 <rendered-service-path-hop> 
  <hop-number>0</hop-number> 
  <service-function-forwarder>sff-192.168.0.63</service-function-
forwarder> 
  <service-function-forwarder-locator>vxgpe</service-function-
forwarder-locator> 
  <service-index>255</service-index> 
  <service-function-name>testVNF2</service-function-name> 
 </rendered-service-path-hop> 
</rendered-service-path> 
<rendered-service-path> 
 <name>Path-red-Path-52</name> 
 <service-chain-name>red</service-chain-name> 
 <transport-type xmlns:x="urn:cisco:params:xml:ns:yang:sfc-sl">x:vxlan-
gpe</transport-type> 
 <starting-index>255</starting-index> 
 <path-id>52</path-id> 
 <parent-service-function-path>Path-red</parent-service-function-path> 
 <rendered-service-path-hop> 
  <hop-number>0</hop-number> 
  <service-function-forwarder>sff-192.168.0.63</service-function-
forwarder> 
  <service-function-forwarder-locator>vxgpe</service-function-
forwarder-locator> 
  <service-index>255</service-index> 
  <service-function-name>testVNF1</service-function-name> 
 </rendered-service-path-hop> 
</rendered-service-path> 
</rendered-service-paths> 
 
 
root@host-11-0-0-5:~# tcpdump -i eth0 -x -v src 11.0.0.12 
tcpdump: listening on eth0, link-type EN10MB (Ethernet), capture size 262144 
bytes 
11:34:19.997655 IP (tos 0x0, ttl 64, id 41735, offset 0, flags [DF], proto TCP 
(6), length 60) 
    host-11-0-0-12.openstacklocal.56334 > host-11-0-0-5.openstacklocal.ssh: 
Flags [S], cksum 0x926b (correct), seq 362835842, win 28200, options [mss 
1410,sackOK,TS val 63032453 ecr 0,nop,wscale 7], length 0 
        0x0000:  4500 003c a307 4000 4006 81a4 0b00 000c 
        0x0010:  0b00 0005 dc0e 0016 15a0 6f82 0000 0000 
        0x0020:  a002 6e28 926b 0000 0204 0582 0402 080a 
        0x0030:  03c1 cc85 0000 0000 0103 0307 
11:34:20.011286 IP (tos 0x0, ttl 64, id 41736, offset 0, flags [DF], proto TCP 
(6), length 52) 
    host-11-0-0-12.openstacklocal.56334 > host-11-0-0-5.openstacklocal.ssh: 
Flags [.], cksum 0x4ac3 (correct), ack 1809166334, win 221, options 
[nop,nop,TS val 63032461 ecr 63030240], length 0 
        0x0000:  4500 0034 a308 4000 4006 81ab 0b00 000c 
        0x0010:  0b00 0005 dc0e 0016 15a0 6f83 6bd5 affe 
        0x0020:  8010 00dd 4ac3 0000 0101 080a 03c1 cc8d 
        0x0030:  03c1 c3e0 
11:34:20.018829 IP (tos 0x0, ttl 64, id 41737, offset 0, flags [DF], proto TCP 
(6), length 91) 
    host-11-0-0-12.openstacklocal.56334 > host-11-0-0-5.openstacklocal.ssh: 
Flags [P.], cksum 0x5997 (correct), seq 0:39, ack 1, win 221, options 
[nop,nop,TS val 63032464 ecr 63030240], length 39 
        0x0000:  4500 005b a309 4000 4006 8183 0b00 000c 
        0x0010:  0b00 0005 dc0e 0016 15a0 6f83 6bd5 affe 
        0x0020:  8018 00dd 5997 0000 0101 080a 03c1 cc90 
        0x0030:  03c1 c3e0 5353 482d 322e 302d 4f70 656e 
        0x0040:  5353 485f 372e 3270 3220 5562 756e 7475 
        0x0050:  2d34 7562 756e 7475 310d 0a 
11:34:20.630332 IP (tos 0x0, ttl 64, id 41738, offset 0, flags [DF], proto TCP 
(6), length 52) 
    host-11-0-0-12.openstacklocal.56334 > host-11-0-0-5.openstacklocal.ssh: 
Flags [.], cksum 0x4943 (correct), ack 40, win 221, options [nop,nop,TS val 
63032614 ecr 63030393], length 0 
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        0x0000:  4500 0034 a30a 4000 4006 81a9 0b00 000c 
        0x0010:  0b00 0005 dc0e 0016 15a0 6faa 6bd5 b025 
        0x0020:  8010 00dd 4943 0000 0101 080a 03c1 cd26 
        0x0030:  03c1 c479 
11:34:20.695936 IP (tos 0x0, ttl 64, id 41740, offset 0, flags [DF], proto TCP 
(6), length 52) 
    host-11-0-0-12.openstacklocal.56334 > host-11-0-0-5.openstacklocal.ssh: 
Flags [.], cksum 0x400f (correct), ack 1016, win 236, options [nop,nop,TS val 
63032634 ecr 63030402], length 0 
        0x0000:  4500 0034 a30c 4000 4006 81a7 0b00 000c 
        0x0010:  0b00 0005 dc0e 0016 15a0 74e2 6bd5 b3f5 
        0x0020:  8010 00ec 400f 0000 0101 080a 03c1 cd3a 
        0x0030:  03c1 c482 
11:34:20.862179 IP (tos 0x0, ttl 64, id 41741, offset 0, flags [DF], proto TCP 
(6), length 100) 
    host-11-0-0-12.openstacklocal.56334 > host-11-0-0-5.openstacklocal.ssh: 
Flags [P.], cksum 0x49b3 (correct), seq 1375:1423, ack 1016, win 236, options 
[nop,nop,TS val 63032675 ecr 63030402], length 48 
        0x0000:  4500 0064 a30d 4000 4006 8176 0b00 000c 
        0x0010:  0b00 0005 dc0e 0016 15a0 74e2 6bd5 b3f5 
        0x0020:  8018 00ec 49b3 0000 0101 080a 03c1 cd63 
        0x0030:  03c1 c482 0000 002c 061e 0000 0020 541d 
        0x0040:  cfc5 d2f0 d773 d27e 3374 3fc4 508f 82ab 
        0x0050:  eb36 1ed5 594c 398e c822 a523 fe29 0000 
        0x0060:  0000 0000 
11:34:24.182186 IP (tos 0x0, ttl 64, id 41746, offset 0, flags [DF], proto TCP 
(6), length 52) 
    host-11-0-0-12.openstacklocal.56334 > host-11-0-0-5.openstacklocal.ssh: 
Flags [F.], cksum 0x3c41 (correct), seq 1423, ack 1016, win 236, options 
[nop,nop,TS val 63033505 ecr 63030456], length 0 
        0x0000:  4500 0034 a312 4000 4006 81a1 0b00 000c 
        0x0010:  0b00 0005 dc0e 0016 15a0 7512 6bd5 b3f5 
        0x0020:  8011 00ec 3c41 0000 0101 080a 03c1 d0a1 
        0x0030:  03c1 c4b8 
 
 
root@node-21:~# ovs-ofctl -O Openflow13 dump-flows br-int | grep "dst=22" 
 cookie=0x1110010000520255, duration=252615.615s, table=11, n_packets=43, 
n_bytes=35088, tcp,reg0=0x1,tp_dst=22 actions=move:NXM_NX_TUN_ID[0..31]-
>NXM_NX_NSH_C2[],push_nsh,load:0x1->NXM_NX_NSH_MDTYPE[],load:0x3-
>NXM_NX_NSH_NP[],load:0xc0a8003f->NXM_NX_NSH_C1[],load:0x34-
>NXM_NX_NSP[0..23],load:0xff->NXM_NX_NSI[],load:0xb00000e-
>NXM_NX_TUN_IPV4_DST[],load:0x34->NXM_NX_TUN_ID[0..31],resubmit(,0) 
 cookie=0x0, duration=3461.103s, table=40, n_packets=150, n_bytes=12289, 
idle_timeout=18000, 
priority=61010,tcp,tun_id=0x15,nw_src=11.0.0.2,nw_dst=11.0.0.12,tp_src=33520,t
p_dst=22 actions=fin_timeout(idle_timeout=300),load:0x1->NXM_NX_REG6[0..7] 
 cookie=0x0, duration=3372.739s, table=40, n_packets=18263, n_bytes=1219367, 
idle_timeout=18000, 
priority=61010,tcp,tun_id=0x15,nw_src=11.0.0.2,nw_dst=11.0.0.5,tp_src=42598,tp
_dst=22 actions=fin_timeout(idle_timeout=300),load:0x1->NXM_NX_REG6[0..7] 
 cookie=0x0, duration=3227.675s, table=40, n_packets=133, n_bytes=10963, 
idle_timeout=18000, 
priority=61010,tcp,tun_id=0x15,nw_src=11.0.0.2,nw_dst=11.0.0.6,tp_src=41300,tp
_dst=22 actions=fin_timeout(idle_timeout=300),load:0x1->NXM_NX_REG6[0..7] 
 cookie=0x0, duration=3131.324s, table=40, n_packets=134, n_bytes=11029, 
idle_timeout=18000, 
priority=61010,tcp,tun_id=0x15,nw_src=11.0.0.2,nw_dst=11.0.0.14,tp_src=46976,t
p_dst=22 actions=fin_timeout(idle_timeout=300),load:0x1->NXM_NX_REG6[0..7] 
 cookie=0x0, duration=234.140s, table=40, n_packets=7, n_bytes=815, 
idle_timeout=300, 
priority=61010,tcp,tun_id=0x15,nw_src=11.0.0.12,nw_dst=11.0.0.5,tp_src=56334,t
p_dst=22 actions=fin_timeout(idle_timeout=300),load:0x1->NXM_NX_REG6[0..7] 
 cookie=0x0, duration=325930.822s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:98:73:6d,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
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 cookie=0x0, duration=325922.442s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:51:41:d3,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=325885.993s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:7a:a2:bf,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=325885.253s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:36:99:7d,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=252668.278s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:41:f1:d9,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=252659.619s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:66:e6:40,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=252623.240s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:95:58:33,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=252622.224s, table=41, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_src=fa:16:3e:71:e5:67,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,51) 
 cookie=0x0, duration=325930.898s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:98:73:6d,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=325922.515s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:51:41:d3,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=325886.064s, table=91, n_packets=1, n_bytes=74, 
priority=61004,tcp,dl_dst=fa:16:3e:7a:a2:bf,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=325885.318s, table=91, n_packets=0, n_bytes=0, 
priority=61004,tcp,dl_dst=fa:16:3e:36:99:7d,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
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delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=252668.385s, table=91, n_packets=6, n_bytes=444, 
priority=61004,tcp,dl_dst=fa:16:3e:41:f1:d9,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=252659.704s, table=91, n_packets=3, n_bytes=222, 
priority=61004,tcp,dl_dst=fa:16:3e:66:e6:40,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=252623.408s, table=91, n_packets=3, n_bytes=222, 
priority=61004,tcp,dl_dst=fa:16:3e:95:58:33,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 cookie=0x0, duration=252622.225s, table=91, n_packets=4, n_bytes=296, 
priority=61004,tcp,dl_dst=fa:16:3e:71:e5:67,tp_dst=22 
actions=learn(table=40,idle_timeout=18000,fin_idle_timeout=300,priority=61010,
delete_learned,eth_type=0x800,nw_proto=6,NXM_OF_IP_SRC[]=NXM_OF_IP_DST[],NXM_O
F_IP_DST[]=NXM_OF_IP_SRC[],NXM_OF_TCP_SRC[]=NXM_OF_TCP_DST[],NXM_OF_TCP_DST[]=
NXM_OF_TCP_SRC[],NXM_NX_TUN_ID[],load:0x1->NXM_NX_REG6[0..7]),resubmit(,101) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
