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Equivariant asymptotics for Toeplitz operators
Roberto Paoletti∗
Abstract
In recent years, the Tian-Zelditch asymptotic expansion for the
equivariant components of the Szego¨ kernel of a polarized complex
projective manifold, and its subsequent generalizations in terms of
scaling limits, have played an important role in algebraic, symplectic,
and differential geometry. A natural question is whether there exist
generalizations in which the projector onto the spaces of holomorphic
sections can be replaced by the projector onto more general (non-
complete) linear series. One case that lends itself to such analysis,
and which is natural from the point of view of geometric quantiza-
tion, is given by the linear series determined by imposing spectral
bounds on an invariant self-adjoint Toeplitz operator. In this paper
we focus on the asymptotics of the spectral projectors associated to
slowly shrinking spectral bands.
1 Introduction
Let M be a d-dimensional complex projective manifold, A an ample line
bundle on it. Suppose that h is an Hermitian metric on A, and that the
unique connection compatible with the Hermitian and holomorphic struc-
tures has normalized curvature Θ = −2i ω, where ω is a Ka¨hler form on
M . Then dVM =:
(
1/d!
)
ω∧d is a volume form on M , with total volume
vol(M) =:
(
πd/d!
) ∫
M
c1(A)
d.
The dual line bundle A−1 = A∨ naturally inherits an Hermitian structure,
and the unit circle bundle X ⊂ A∨ is a principal S1-bundle on M ; let π :
X → M denote the projection. Then A is the line bundle associated to X
and the standard representation of S1 on C. In particular, for every k ∈ Z
there are natural isomorphisms C∞ (M,A⊗k) ∼= C∞(X)k, where the left hand
∗
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side is the space of smooth global sections of A⊗k, and the right hand side
denotes the k-th isotype in C∞(X) for the S1-action.
The normalized connection form, α ∈ Ω1(X), is a contact structure on X ,
hence dµX =: (1/2π)α∧π∗(dVM) is a volume form on X . With these choices,
the above isomorphisms are unitary with respect to the natural Hermitian
structures. For k = 0, 1, 2, . . . the space H0
(
M,A⊗k
)
of global holomorphic
sections of A⊗k corresponds to the k-th isotype H(X)k = H(X) ∩ C∞(X)k
of the Hardy space H(X) ⊂ L2(X); with this in mind, we shall occasionally
implicitly identify H0
(
M,A⊗k
)
and H(X)k.
The Szego¨ projector is the orthogonal projector Π : L2(X) → H(X); Π
extends to a linear operator D′(X) → H(X) (we shall implicitly identify
functions, densities and half-densities by the given choices). The object of
this paper are certain asymptotic properties of S1-invariant Toeplitz oper-
ators on X , that is, operators of the form T = Π ◦ P ◦ Π, where P is an
S1-invariant pseudodifferential operator of classical type. The S1-invariance
of P implies that T preserves the decomposition into S1-isotypes, and the
asymptotics in point refer to the Fourier decomposition. More precisely, let
Πk : L
2(X) → H(X)k be the orthogonal projector; then T =
⊕
k Tk, where
Tk = Πk ◦ P ◦ Πk, and we are interested in the asymptotics of the spectral
function of Tk along the diagonal of X , for k → +∞.
In algebro-geometric terms, we shall thus study the local asymptotics
of families of (possibly non-complete) linear series determined by spectral
bounds imposed by an invariant Toeplitz operator. This way of defining
a linear series is unorthodox in algebraic geometry, but seems quite natu-
ral from the perspective of geometric quantization, where it corresponds to
imposing un upper bound on, say, the total energy of the system.
Hence, on the one hand this work specializes the local study of Toeplitz
operators of [P] to the equivariant context; in this sense, the main Theorem
below is an equivariant version of the local Weyl law for Toeplitz operator
of [P]. On the other hand, it may be seen as a generalization to the Toeplitz
context of the Tian-Zelditch asymptotic expansion [T], [Z], and of the scaling
limits in [BSZ], [SZ], where the full Szego¨ kernel Π is replaced by the spectral
function of T .
The theme of this paper is related as well to the theory of [BPU], which
also deals with the asymptotics of certain spectral projectors associated to
Toeplitz operators. The focus in [BPU] is on vector subspaces associated
to fast narrowing bands of energy levels, and on the asymptotics at fixed
pairs of points; in particular, it is proved in [BPU] that at a point x ∈ X
at energy level E eigensections of energy differing by at most c k−1 from E
give a contribution to the full Szego¨ kernel which grows like an appropriate
multiple of kd−1/2 (while the full Szego¨ kernel grows like kd). This raises the
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natural question to determine how the contribution of wider energy bands
relates to the full Szego¨ kernel at x. Thus we consider energy bands that
shrink at a relatively slow rate (for example, fixed bands), and estimate their
contribution to the full Szego¨ kernel at pairs of points converging to each
other at a controlled rate as k → +∞. In this discussion, ‘energy’ is thought
of as a Toeplitz operator of order zero, while the result of the paper will be
phrased in terms of first order operators; one passes from one to the other
by composition with the elliptic Toeplitz operator associated with the circle
action on X , which turns a fixed spectral energy band into one expanding at
a rate linear with k.
To describe our results, it is order to recall some notation from [BG].
Definition 1.1. Let X and Π be as above.
• A Toeplitz operator of order m ∈ Z on X is an operator T : D′(X)→
D′(X) of the form T = Π ◦ P ◦ Π, where P is a pseudodifferential
operator of classical type of order m on X .
• Let
Σ =:
{
(x, r αx) : x ∈ X, r > 0
}
⊂ T ∗X \ {0}.
If T : D′(X)→ D′(X) is a Toeplitz operator, its symbol σT : Σ→ C is
the restriction of the symbol of P . Thus σT is real if T is self-adjoint.
• The reduced symbol ςT ∈ C∞(X) is ςT (x) =: σT
(
x, αx
)
(x ∈ X). If T is
S1-invariant, ςT may be regarded as a smooth function on M .
Suppose then that T is a first order S1-invariant self-adjoint Toeplitz
operator; set aT =: min ςT , AT =: max ςT . For every k, we may regard Tk
in a natural manner as a self-adjoint endomorphism Tk : H(X)k → H(X)k.
With this interpretation, let λk1 ≤ · · · ≤ λkNk be the eigenvalues of Tk,
repeated according to multiplicity. Then for every j
aT k +O(1) ≤ λkj ≤ AT k +O(1) (1)
as k → +∞ (a proof will be given below). For every k = 0, 1, 2, . . ., we can
find an orthonormal basis
(
ekj
)
of H(X)k such that ekj is an eigenvector of
Tk with eigenvalue λkj, for every j = 1, . . . , Nk.
Definition 1.2. The level-k spectral function of T is
Tk
(
λ, x′, x′′
)
=:
∑
j:λkj≤λ
ekj (x
′) ekj (x′′) (λ ∈ R, x′, x′′ ∈ X).
3
Thus Tk
(
λ, ·, ·) ∈ C∞(X×X) is the kernel of the orthogonal projector onto
the span V
(k)
λ ⊆ H(X)k of the eigenspaces of Tk corresponding to eigenvalues
≤ λ; in particular, it does not depend on (ekj). The asymptotic bound (1)
motivates restricting attention to the asymptotics of Tk
(
λ k, ·, ·) as k → +∞,
where λ is fixed.
Our result will be expressed in Heisenberg local coordinates centered at
a given x ∈ X [SZ]. This implies choosing first a system of preferred local
coordinates on M centered at m =: π(x), meaning that the symplectic and
complex structures on the tangent space TmM are the standard ones, and
then a preferred local frame eL of A centered at m, meaning that the ‘Hes-
sian ’∇2eL at m is as expected in the local Heisenberg model (see [SZ] for
a precise discussion). By [SZ], in Heisenberg local coordinates the scaling
limits of Szego¨ kernels exhibit a universal nature, and the point of this work
is that in certain ranges the same holds of the equivariant spectral functions
of invariant Toeplitz operators.
For any ℓ ∈ N and δ > 0, let Bℓ(0, δ) ⊆ Rℓ be the open ball of radius δ
centered at the origin. Following [SZ], if x ∈ X and h : (−π, π)×B2d(0, δ)→
X is a system of Heisenberg local coordinates centered at x, we shall set
x+ (θ,v) =: h(θ,v), and occasionally x+ v = h(0,v). If rϑ : X → X is the
action of eiϑ ∈ S1, then rϑ
(
x + (θ,v)
)
= x + (ϑ + θ,v). The given system
of preferred local coordinates determines a unitary isomorphism Cd ∼= TmM ,
and with this understanding this notation will be applied to suitably small
v,w ∈ TmM .
Finally, we need a further piece of notation from [SZ].
Definition 1.3. Let H be the Hermitian structure on M determined by ω;
thus, ω = −ℑ(H). Let ‖ · ‖ be the norm associated to H . If m ∈ M and
w,v ∈ TmM , we shall let
ψ2(w,v) =: iℑ
(
Hm(w,v)
)− 1
2
‖w− v‖2m
= Hm(w,v)− 1
2
(‖w‖2m + ‖v‖2m) .
We can now state:
Theorem 1.1. Let T be a first order S1-invariant self-adjoint Toeplitz ope-
rator on X. Suppose x ∈ X, m =: π(x). Suppose 0 ≤ ξ < 1/2, c > 0, and
̟ ≥ 0 satisfies ̟ ≤ 1/6 and ̟ < 1/2 − ξ. Let ek ∈ R be a sequence such
that ek > c k
−ξ, k = 1, 2, . . ..
1. Uniformly in λ ≤ ςT (m)− ek, in w,v ∈ TmM with max{‖w‖, ‖v‖} .
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k̟ and in θ, θ′ ∈ (−π, π), as k → +∞ we have
Tk
(
λ k, x+
(
θ,
w√
k
)
, x+
(
θ′,
v√
k
))
= O
(
k−∞
)
.
2. Uniformly in λ ≥ ςT (m) + ek, in w,v ∈ TmM with max{‖w‖, ‖v‖} .
k̟, and in θ, θ′ ∈ (−π, π), as k → +∞ for every N = 1, 2, . . . we have
Tk
(
λ k, x+
(
θ,
w√
k
)
, x+
(
θ′,
v√
k
))
(2)
= Πk
(
x+
(
θ,
w√
k
)
, x+
(
θ′,
v√
k
))
+O
(
k−∞
)
.
The proof will combine classical arguments in the study of spectral func-
tions of pseudodifferential operators [H], [GS] and microlocal tecnhiques from
[Z], [BSZ], [SZ] revolving around the description of the Szego¨ kernel as a
Fourier integral [BS]; some basic results about Toeplitz operators from [BG]
will be key ingredients in the proof.
The following remarks are in order.
First, by replacing T with −T , in Theorem 1.1 statement 1 about lower
bands turns into a statement about upper bands. Thus, statement 2 is
really an expansion regarding any slowly shrinking intermediate energy band
containing ςT (m) in its interior. In fact, we may use an orthonormal basis of
eigenvectors of T to estimate the asymptotics of the full equivariant Szego¨
kernel Πk in [SZ]; thus the latter may be written as the sum of three terms,
one from a lower band, one from an intermediate band containing ςT (m) in
its interior, and one from an upper band, as above. Hence, 2 is a consequence
of 1.
To state the previous point explicitly, for λ1 < λ2 define
Tk (λ1, λ2; x′, x′′) =: Tk (λ2, x′, x′′)− Tk (λ1, x′, x′′) .
That is, Tk (λ1, λ2; x′, x′′) is the kernel of the orthogonal projector onto the
span of the eigenspaces corresponding to eigenvalues comprised in the half-
open band (λ1, λ2].
Corollary 1.1. In the hypothesis of Theorem 1.1, as k → +∞ we have
Tk
(
k
(
ςT (m)− ek
)
, k
(
ςT (m) + ek
)
; x+
(
θ,
w√
k
)
, x+
(
θ′,
v√
k
))
= Πk
(
x+
(
θ,
w√
k
)
, x+
(
θ′,
v√
k
))
+O
(
k−∞
)
.
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Secondly, by [SZ] the scaling limit of the Szego¨ kernel on the right hand
side of (2) has a ‘large ball’ asymptotic expansion for k → +∞, with a
universal leading term
eik(θ−θ
′)+ψ2(w,v)
(
k
π
)d
.
The same then holds of the spectral function on the left hand side of (2). A
succinct direct derivation using stationary phase techniques is given below.
One motivation for this work is to extend the study of the asymptotic
properties of complete linear series to linear series defined by spectral bounds
on Toeplitz operators. Let us give a couple of immediate applications.
Under mild assumptions, the rate of growth of the dimension of the linear
series V
(k)
λk is governed by the volume of the locus of phase space where the
Hamiltonian ςT ≤ λ. More precisely, let M<λ =:
{
m ∈ M : ςT (m) < λ
}
.
Corollary 1.2. Assume that λ is a regular value of ςT . Then
lim
k→+∞
(π
k
)d
dim
(
V
(k)
λk
)
= vol
(
M<λ
)
.
A similar statement obviously holds for intermediate bands.
Next, we consider the asymptotics of the rational maps associated to
V
(k)
λk . If L is a line bundle on M and V ⊆ H0 (M,L) is a vector space of
holomorphic sections, the base locus Bs(V ) of the linear series |V | is the
common zero locus of all sections in V . Thus m 6∈ Bs(V ) if and only if there
exists s ∈ V such that s(m) 6= 0.
The following Corollary is proved as in the study of the full linear series in
[Z] (actually establishing asymptotic isometry on compact subsets of M<λ).
Corollary 1.3. If ςT (x) < λ then π(x) 6∈ Bs
(
V
(k)
λk
)
, and the rational map
induced by the linear series
∣∣∣V (k)λk ∣∣∣ is immersive at π(x), for all k ≥ kx.
2 Preliminaries
In this section we shall quickly put things in perspective by proving the
asymptotic estimate (1). Let 〈·, ·〉 be the Hermitian product on L2(X).
If f ∈ C∞(X), we shall denote multiplication by f by Mf : D′(X) →
D′(X), g 7→ f g. If f ∈ C∞(M), we shall regard it in the natural manner as
an S1-invariant function on X , and denote by Tf = Π◦Mf ◦Π the associated
invariant zero order Toeplitz operator, and by T
(k)
f : H(X)k → H(X)k the
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endomorphisms induced by restriction. If f ∈ C∞(M) is real, every T (k)f is
self-adjoint; let λk1 ≤ . . . ≤ λkNk be its eigenvalues, repeated according to
multiplicity.
Lemma 2.1. Suppose f ∈ C∞(M) is real and let af =: min f , Af =: max f .
Then af ≤ λkj ≤ Af , for k = 0, 1, 2, . . . and 1 ≤ j ≤ Nk.
Proof. If σ ∈ L2(X) has unit norm, then
af ≤
∫
X
f σ σ dµX ≤ Af .
On the other hand, because Π is self-adjoint if in addition σ ∈ H(X) we have
〈Tf(σ), σ〉 = 〈Mf(σ), σ〉 =
∫
X
f σ σ dµX .
The statement follows.
Q.E.D.
Let ∂θ be the vector field on X generating the S
1-action, and set D =:
−i ∂θ. If f ∈ C∞(M), T˜f =: Π ◦ (D ◦ Mf) ◦ Π = D ◦ Tf is an invariant
first order Toeplitz operator, self-adjoint if f is real. By Lemma 2.1, its
eigenvalues λ˜kj = k λkj satisfy af k ≤ λ˜kj ≤ k Af .
Since TD =: Π ◦D ◦Π is an elliptic invariant Toeplitz operator of degree
1, there exists an invariant Toeplitz operator of degree −1 such that E ◦D =
Π + S, where S is smoothing and invariant; in particular, the norm of S on
H(X)k is O (k
−∞). Since D on H(X)k is k id, E induces endomorphisms
Ek : H(X)k → H(X)k satisfying k Ek = id + O (k−∞), hence Ek = k−1 id +
O (k−∞).
Lemma 2.2. Let T be a zero order S1-invariant self-adjoint Toeplitz opera-
tor, f =: ςT . Then af +O (k
−1) ≤ λkj ≤ Af +O (k−1) as k → +∞.
Proof. We have T = Tf +R, where R is an invariant self-adjoint Toeplitz
operator of degree −1. Now R = Π◦R = E◦(D◦R)+R′, where R′ = −S ◦R
is smoothing. Since D ◦ R is a Toeplitz operator of degree 0, it is bounded
in norm, and therefore the previous discussion implies that R is O (k−1) on
H(X)k. The statement follows from this and Lemma 2.1
Q.E.D.
Corollary 2.1. Let T be a first order S1-invariant self-adjoint Toeplitz ope-
rator, f =: ςT . Then af k +O (1) ≤ λkj ≤ Af k +O (1) as k → +∞.
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3 Proof of Theorem 1.1
As noted in the introduction, we need only prove 1.
To begin with, we may reduce the proof to the case ςT ≥ 1. For if C ≥ 0
is such that C + ςT ≥ 1, and T ′ =: T + C D, then ςT ′ = ςT + C, and
an orthonormal basis (ekj) of eigenvectors of T with eigenvalues λkj is also
a basis of eigenvectors of T ′, with eigenvalues λ′kj =: λkj + C k. Hence the
spectral functions T and T ′ of T and T ′ are related by T ′k
(
(λ+C) k, x′, x′′
)
=
Tk
(
λ k, x′, x′′
)
, and λ ≶ ςT (x) ⇔ λ + C ≶ ςT ′(x). Thus the asymptotic
expansion for T ′ implies the one for T .
Furthermore, by construction the equivariant spectral function Tk only
involves the k-th isotype for the S1-action, therefore
Tk
(
λ k, x+
(
θ,
w√
k
)
, x+
(
θ′,
v√
k
))
= eik(θ−θ
′) Tk
(
λ k, x+
w√
k
, x+
v√
k
)
.
Hence we may assume without loss that θ = θ′ = 0.
As a further reduction, it suffices to prove the theorem when w = 0.
To see this, recall that preferred and Heisenberg local coordinates may be
deformed smoothly with the reference point. More precisely, there exist first
an open neighborhood U ⊆ M of m and for every m′ ∈ U preferred local
coordinates pm′ centered at, and smoothly depending on, m
′; next, there
exists for every x′ ∈ π−1(U) a system of Heisenberg local coordinates hx′
centered at and smoothly depending on x′, and such that the system of
preferred local coordinates underlying hx′ is pπ(x′). If δ > 0 is sufficiently
small and w ∈ B2d(0; δ), we shall let m′ + w =: pm′(w) if m′ ∈ U , and
x′ +w =: hx′(0,w) if x′ ∈ π−1(U).
Ifw, v ∈ B2d(0; δ) then (m+w)+v = m+A(w,v) for a certain Cd-valued
smooth function A; by Taylor expansion, for N = 1, 2, . . . we get
(m+w) + v = m+
(
N∑
j=1
Rj(w,v) +O
(
max
{‖w‖, ‖v‖}N+1)) , (3)
where Rj is a homogeneous C
d-valued polynomial of degree j. Actually,
R1(w,v) = w+v in (3). More precisely, working in rescaled coordinates for
future reference we have
Lemma 3.1. Suppose w,v ∈ B2d(0, R). Then as k → +∞(
m+
w√
k
)
+
v√
k
= m+
(
1√
k
(w + v) +O
(
R2
k
))
.
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Proof. For suitably small υ > 0 and m′ ∈ U , let Pm′ =: p−1m ◦ pm′ :
B2d(0; υ)→ R2d. Thus d0Pm′ = idR2d +O (‖m′‖), where ‖m′‖ =: ‖p−1m (m′)‖.
Therefore,
d0Pm+ w√
k
(
v√
k
)
=
v√
k
+O
(
R2
k
)
.
By construction,
p−1m
(
m+
1√
k
(w + v)
)
=
1√
k
(w + v).
On the other hand, again by construction,
Pm+ w√
k
(0) = p−1m
(
pm+ w√
k
(0)
)
= p−1m
(
m+
w√
k
)
=
w√
k
.
Thus,
p−1m
((
m+
w√
k
)
+
v√
k
)
= p−1m ◦ pm+ w√
k
(
v√
k
)
= Pm+ w√
k
(
v√
k
)
= Pm+ w√
k
(0) + d0Pm+ w√
k
(
v√
k
)
+O
(
R2
k
)
=
w√
k
+
v√
k
+O
(
R2
k
)
.
Q.E.D.
We now lift this comparison to Heisenberg coordinates on X . If w, v ∈
B2d(0; δ) then m + v = (m + w) +
(
θ(w,v), B(w,v)
)
, for suitable smooth
real and Cd-valued smooth functions θ and B, respectively. Taylor expansion
then yields
θ(w,v) =
N∑
j=1
θj(w,v) +O
(
max
{‖w‖, ‖v‖}N+1) , (4)
B(w,v) =
N∑
j=1
Bj(w,v) +O
(
max
{‖w‖, ‖v‖}N+1) ; (5)
here θj and Bj are homogenous of degree j. In fact, B1(w,v) = v − w,
θ1 = 0, and θ2(w,v) = ω0(w,v). Since it is not essential in the following
argument, we state this without proof (in rescaled coordinates):
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Lemma 3.2. In the hypothesis of Lemma 3.1, as k → +∞ we have
x+
v√
k
=
(
x+
w√
k
)
+
(
θ
(
1√
k
)
,
1√
k
(v −w) +O
(
R2
k
))
,
where θ(υ) = υ2 ω0(w,v) +O (R
3 υ3) as υ → 0.
Here ω0 is the standard symplectic structure on R
2d ∼= C2d. If w, v
are interpreted as elements in TmM , then ω0(w,v) should be replaced by
ωm(w,v).
Suppose now that the statement of Theorem 1.1 has been proved when
w = 0. If ‖w‖, ‖v‖ . k̟, let us set m(k) =: m + w/√k. Then ∣∣ςT (m) −
ςT
(
m(k)
)∣∣ . k̟−1/2, thus if λ < ςT (m) − ek then λ < ςT (m(k)) − ek/2 for
k ≫ 0, since by assumption −ξ > ̟ − 1/2. In this range, using x +w/√k
as reference point we obtain:
Tk
(
λ k, x+
w√
k
, x+
v√
k
)
= Tk
(
λ k, x+
w√
k
,
(
x+
w√
k
)
+
(
θ
(
1√
k
)
,
(
1√
k
(v −w) + 1
k
ρ
(
1√
k
))))
= e−ikθ(1/
√
k) Tk
(
λ k, x+
w√
k
,
(
x+
w√
k
)
+
1√
k
(v −w) + 1
k
ρ
(
1√
k
))
= O
(
k−∞
)
.
We now prove the Theorem assuming ςT ≥ 1, θ = θ′ = 0, w = 0.
In view of Lemma 12.1 of [BG], perhaps averaging we can find a first
order S1-invariant self-adjoint pseudodifferential operator Q on X , such that
T = Π◦Q◦Π, [Q,Π] = 0, and with positive principal symbol q : T ∗X \{0} →
(0,+∞). In Heisenberg local coordinates, the S1-action is a translation in θ,
therefore by S1-invariance q
(
x+ (ϑ+ θ,v)
)
= q
(
x+ (θ,v)
)
.
Since q > 0, we have Q ≥ −c id for some c ∈ R. Thus Q′ =: Q+(c+1) id ≥
id. Let T ′ =: Π ◦ Q′ ◦ Π; then T ′ = T + (c + 1)Π, and ςT = ςT ′ . Now the
orthogonal basis (ekj) of eigenvectors of T , with eigenvalues λkj, is also an
orthogonal basis of eigenvectors of T ′, with eigenvalues λ′kj = λkj + (c + 1).
Hence, the spectral functions T and T ′ of T and T ′ are related by the equality
T (λ k, x′, x′′) = T ′
((
λ+
1
k
(c+ 1)
)
· k, x′, x′′
)
.
But if λ ≤ ςT (m) − ek, then λ + (c + 1)/k < ςT (m) − ek/2 for all k ≫ 0.
Hence if the statement holds for T if it holds for T ′. Thus we are reduced to
proving the theorem under the further assumption Q ≥ id.
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Given a sufficiently small ǫ > 0 and χ ∈ C∞0
(
(−ǫ, ǫ)), for any suitable
family of operators A(τ), after [GS] we set
Aχ =:
∫ ǫ
−ǫ
χ(τ)A(τ) dτ.
This may be applied to the 1-parameter group of unitary operators U(τ) =:
eiτQ, and to their equivariant Toeplitz contrations S(k)(τ) =: Πk ◦U(τ) ◦Πk;
furthermore, we shall replace χ with χ e−ikλ(·). Then S(k)
χe−ikλ(·)
= Uχ e−ikλ(·)◦Πk
is a smoothing operator, with Schwartz kernel
S
(k)
χe−ikλ(·)
(x′, x′′) =
Nk∑
j=1
χ̂
(
λ k − λkj
)
ekj (x
′) · ekj (x′′) (6)
(similar functions have been studied in [BPU]). Now in this construction we
replace χ with its rescaling χk(τ) =: χ
(
kξ τ
)
. Then the Fourier transform of
χk is χ̂k(s) = (1/k
ξ) χ̂(s/kξ) (s ∈ R), hence
S
(k)
χk e−ikλ(·)
(x′, x′′) =
1
kξ
Nk∑
j=1
χ̂
(
1
kξ
(
λ k − λkj
))
ekj (x
′) · ekj (x′′) (7)
We introduce complex measures on the real line
µT (k) = µ
(x,v)
T (k) =:
Nk∑
j=1
ekj (x) · ekj
(
x+
v√
k
)
δλkj ,
where δt is the delta function at t. Thus, T (k)
(
λ′, x, x+ v/
√
k
)
=
∫ λ′
−∞ dµT (k),
∀λ′ ∈ R. Then
S
(k)
χk e−ikλ(·)
(
x, x+
v√
k
)
=
∫ +∞
−∞
χ̂k
(
λ k − η) dµT (k)(η). (8)
Define Gk(η) =:
∫ η
−∞ χ̂k(b) db (η ∈ R). Then
∫ +∞
−∞ Gk(kλ − η) dµT (k)(η)
may be computed in two different manners, and comparing the results will
yield the stated asymptotic expansion.
Let us embark on the first computation. We have:∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) (9)
=
∫ +∞
−∞
[∫ kλ−η
−∞
χ̂k(b) db
]
dµT (k)(η) =
∫ +∞
−∞
[∫ kλ
−∞
χ̂k(b− η) db
]
dµT (k)(η).
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Lemma 3.3. We have∫ +∞
−∞
[∫ kλ
−∞
χ̂k(b− η) db
]
dµT (k)(η) =
∫ kλ
−∞
[∫ +∞
−∞
χ̂k(b− η) dµT (k)(η)
]
db.
Proof. Leaving dependence on x and v implicit, define βkj ∈ (−π, π]
and rkj > 0 by the equality rkj e
iβkj = ekj (x) · ekj
(
x+ v/
√
k
)
. The total
variation of µT (k) is then |µT (k)| =
∑
j rkj δλkj . Let βk ∈ C∞(R) be a real
function such that βk (λkj) = βkj for every j, and set hk = e
iβk . Thus
µT (k) = hk |µT (k)|, and∫ +∞
−∞
[∫ kλ
−∞
χ̂k(b− η) db
]
dµT (k)(η)
=
∫ +∞
−∞
[∫ kλ
−∞
χ̂k(b− η) hk(η) db
]
d |µT (k)| (η).
Let C =: ‖χ̂‖L1 = ‖χ̂k‖L1 ; then∫ +∞
−∞
[∫ kλ
−∞
|χ̂k(b− η) hk(η)| db
]
d |µT (k) | (η)
=
∫ +∞
−∞
[∫ kλ
−∞
|χ̂k(b− η)| db
]
d |µT (k) | (η) ≤ C
∫ +∞
−∞
d |µT (k)| (η)
= C
Nk∑
j=1
rkj < +∞.
The Fubini-Tonelli Theorem then implies∫ +∞
−∞
[∫ kλ
−∞
χ̂k(b− η) db
]
dµT (k)(η)
=
∫ +∞
−∞
[∫ kλ
−∞
χ̂k(b− η) hk(η) db
]
d |µT (k)| (η)
=
∫ kλ
−∞
[∫ +∞
−∞
χ̂k(b− η) hk(η) d |µT (k)| (η)
]
db
=
∫ kλ
−∞
[∫ +∞
−∞
χ̂k(b− η) dµT (k)(η)
]
db.
Q.E.D.
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Applying Lemma 3.3 and performing the change of variable b  k b, we
get from (9)∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) =
∫ kλ
−∞
[∫ +∞
−∞
χ̂k(b− η) dµT (k)(η)
]
db (10)
= k
∫ λ
−∞
[∫ +∞
−∞
χ̂k
(
k b− η) dµT (k)(η)] db = k ∫ λ
−∞
S
(k)
χk e−ikb(·)
(
x, x+
v√
k
)
db.
We shall now consider the asymptotics of the latter integral. Let aςT =:
min ςT , AςT =: max ςT ; thus aςT ≥ 1.
Lemma 3.4. For every N = 1, 2, . . . there exists a constant CN > 0 such
that ∣∣∣S(k)
χk e−ikb(·)
(x′, x′′)
∣∣∣ ≤ CN k2d−N(1−ξ)−ξ (|b|+ 1)−N
for every (x′, x′′) ∈ X ×X and b 6∈ (1/2, AςT + 1).
Before commencing the proof, we notice that since χ is compactly sup-
ported, χ̂ is of rapid decay; therefore, for every N > 0 there exists CN > 0
such that |χ̂(b)| < CN
(
1+ |b|)−N for b ∈ R. Hence for every N = 1, 2, . . . we
have for k → +∞:
|χ̂k(b)| = 1
kξ
∣∣∣∣χ̂( bkξ
)∣∣∣∣ ≤ C2N k(2N−1)ξ(kξ + |b|)2N (11)
≤ C2N k
(2N−1)ξ[
k2Nξ +
(
2N
N
)
kNξ|b|N] ≤ C ′2N k(N−1)ξ1 + |b|N ≤ DN k(N−1)ξ(1 + |b|)N .
Proof. By assumption ςT ≥ 1, whence λkj ≥ k + O(1) by Corollary 2.1.
If −1/2 ≤ b ≤ 1/2, then |λkj − kb| ≥ k/3 for all k ≫ 0 and j = 1, . . . , Nk.
By (11), for every N = 1, 2, . . . we then have
|χ̂k(kb− λkj)| ≤ BN k−N(1−ξ)−ξ ≤ B′N k−N(1−ξ)−ξ (|b|+ 1)−N ,
for a constant BN independent of k and j, and B
′
N = 2
N BN . If instead
b 6∈ (−1/2, AςT + 1), |λkj − kb| ≥ C k (|b| + 1) for all k ≫ 0 and some
constant C > 0 independent of k and j. Therefore, again by (6) we obtain
|χ̂k(kb− λkj)| ≤ B′N k−N(1−ξ)−ξ (|b|+ 1)−N
in this range also.
On the other hand, by the Tian-Zelditch asymptotic expansion |σkj(y)| =
O
(
kd/2
)
for all y ∈ X , and by the Riemann-Roch Theorem dimH(X)k =
O
(
kd
)
. Therefore, in view of (6) we have∣∣∣S(k)χk e−ikb(·) (x′, x′′)∣∣∣ ≤ DN k2d−N(1−ξ)−ξ (|b|+ 1)−N .
Q.E.D.
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Corollary 3.1. Uniformly in (x′, x′′) ∈ X ×X, as k → +∞ we have∫ 1/2
−∞
S
(k)
χk e−ikb(·)
(x′, x′′) db = O
(
k−∞
)
.
Remark 3.1. The same argument implies∫ aςT −δ
−∞
S
(k)
χk e−ikb(·)
(x′, x′′) db = O
(
k−∞
)
for any δ > 0. Similarly,∫ +∞
AςT +δ
S
(k)
χk e−ikb(·)
(x′, x′′) db = O
(
k−∞
)
.
Henceforth we assume Af + 1 > λ > 1/2.
Letting ∼ denote equal asymptotics, (10) and Lemma 3.4 imply∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) ∼ k
∫ λ
1/2
S
(k)
χk e−ikb(·)
(
x, x+
v√
k
)
db. (12)
By definition,
S
(k)
χk e−ikb(·)
(x′, x′′) =
1
2π
∫ π
−π
e−ikϑ Sχk e−ikb(·) (rϑ (x
′) , x′′) dϑ (13)
=
1
2π
∫ π
−π
∫ ǫ
−ǫ
e−ik(bτ+ϑ) χk(τ)
(
U(τ) ◦ Π) (rϑ (x′) , x′′) dϑ dτ.
As explained in §12 of [GS], if ǫ is sufficiently small for all τ ∈ (−ǫ, ǫ) we
can write U(τ) = V (τ) +R(τ), where V (τ) and R(τ) are as follows.
V (τ) is a Fourier integral operator, locally of the form
V (τ) (x′, x′′) =
1
(2π)2d+1
∫
R2d+1
ei[ϕ(τ,x
′,η)−x′′·η] a (τ, x′, x′′, η) dη; (14)
here a(τ, ·, ·) ∈ S0cl, and
ϕ (τ, x′, η) = x′ · η + τ q (x′, η) +O (τ 2) · ‖η‖, (15)
where x′ ·η is the standard Euclidean pairing between the local coordinates of
x′ and η ∈ R2d+1. As discussed in [P], since the density bundle is trivialized
by dµX the initial condition U(0) = id implies a (0, x
′, x′′, η) = 1/V (x′′),
where dµX(y) = V(y) dy in local coordinates.
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R(τ) is a smooth family of smoothing operators on D′(X), parametrized
by τ . More precisely, its kernel (τ, x′, x′′) 7→ R (τ, x′, x′′) is in C∞((−ǫ, ǫ) ×
X ×X).
Now define S
(k)′
χk e−ikb(·)
and S
(k)′′
χk e−ikb(·)
as in (13), with U(τ) replaced by V (τ)
and R(τ) respectively. Since U(τ) = V (τ) + R(τ), (13) implies S
(k)
χk e−ikb(·)
=
S
(k)′
χk e−ikb(·)
+ S
(k)′′
χk e−ikb(·)
.
Lemma 3.5. For every N = 1, 2, . . ., there exist constants CN > 0 such that
for all (x′, x′′) ∈ X ×X and b ∈ R we have∣∣∣S(k)′′
χk e−ikb(·)
(x′, x′′)
∣∣∣ ≤ CN k−N (1 + |b|)−N .
Proof. Since R(τ) is a smooth family of smoothing operators, the same
holds of R(τ) ◦Π. Therefore, the kernel of the latter family defines a smooth
function R on (−ǫ, ǫ)×X ×X .
Thus, R̂k (τ, x′, x′′) =: (1/2π)
∫ π
−π e
−ikϑR (τ, rϑ (x′) , x′′) dϑ = O (k−∞) in
Cj-norm, uniformly on (−ǫ, ǫ)×X ×X .
By definition,
S
(k)′′
χk e−ikb(·)
(x′, x′′) =
∫ ǫ
−ǫ
e−ikbτ χk(τ) R̂k (τ, rϑ (x′) , x′′) dτ, (16)
hence
∣∣∣S(k)′′
χk e−ikb(·)
(x′, x′′)
∣∣∣ ≤ CNk−N uniformly in (x′, x′′) ∈ X×X and b ∈ R.
Therefore the statement holds for |b| ≤ 1 with CN replaced by 2N CN .
On the other hand, if |b| ≥ 1 integrating by parts in dτ in (16) yields
S
(k)′′
χk e−ikb(·)
(x′, x′′) =
(
i/kb
)r ∫ ǫ
−ǫ
e−ikbτ
(
d/dτ
)r (
χk(τ) · R̂k
)
(τ, x′, x′′) dτ
for r = 1, 2, . . .. Hence,
∣∣∣S(k)′′χk e−ikb(·) (x′, x′′)∣∣∣ ≤ |b|−rO (k−∞) for |b| ≥ 1.
Q.E.D.
Corollary 3.2. Uniformly in (x′, x′′) ∈ X ×X and −∞ ≤ λ1 < λ2 < +∞,
as k → +∞ we have∫ λ2
λ1
S
(k)′′
χk e−ikb(·)
(x′, x′′) db = O
(
k−∞
)
.
Let Pk : L
2(X)→ L2(X)k be the orthogonal projector, given by
Pk(f)(x) =:
1
2π
∫ π
−π
e−ikϑ f
(
rϑ(x)
)
dϑ,
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and set V
(k)
χk e−ikb(·)
=: Pk ◦Vχk e−ikb(·). By S1-invariance, V (τ)◦Pk = Pk ◦V (τ),
therefore
V
(k)
χk e−ikb(·)
◦Π
=
(
Pk ◦ Vχk e−ikb(·)
) ◦ Π = Vχk e−ikb(·) ◦ (Pk ◦ Π) = Vχk e−ikb(·) ◦ Πk.
On the upshot, in view of (12), (13), and Lemma 3.2,∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) ∼ k
∫ λ
1/2
S
(k)′
χk e−ikb(·)
(
x, x+
v√
k
)
db (17)
= k
∫ λ
1/2
(
V
(k)
χk e−ikb(·)
◦ Π
)(
x, x+
v√
k
)
db = k
∫ λ
1/2
(
Vχk e−ikb(·) ◦ Πk
)(
x, x+
v√
k
)
db.
If β > 0, let BM(m, β) ⊆M be the β-neighborhood of m in the Rieman-
nian distance distM . If β is small enough, M1 =: BM (m, 2β) ⊆ p
(
B2d(0, δ)
)
,
where p : B2d(0, δ)→ M is the given preferred coordinate chart centered at
m. Set M2 =: BM(m, β)
c. Then M = {M1,M2} is an open cover of M ; let
{̺(l)}2l=1 be a smooth partition of unity subordinate to M. Using p, we can
pull-back ̺(l) to Cd ∼= R2d, v 7→ ̺(j)(m+v) (recall thatm+v = p(v)). Since p
is a local isometry at the origin, we may assume supp
(
̺(1) ◦ p) ⊆ B2d(0, 3β),
supp
(
̺(2) ◦ p) ⊆ B2d(0, β/2)c.
For k = 1, 2, . . . and l = 1, 2, define ̺(lk) : M → R by setting
̺(lk)(m+ u) =: ̺(l)
(
m+ k1/2−̟
β
6
u
)
. (18)
Then
{
̺(lk)
}2
l=1
is a smooth partition of unity on M for each k, and
supp
(
̺(1k) ◦ p) ⊆ B2d (0, 18 k̟−1/2) , supp (̺(2k) ◦ p) ⊆ B2d (0, 3 k̟−1/2)c .
In particular,
m′ ∈ supp (̺(2k)) ⇒ distM (m,m′) ≥ 3
2
k̟−1/2. (19)
Now
{
̺(lk) ◦ π}2
l=1
is a smooth S1-invariant partition of unity on X ; let
us define Π(lk) ∈ D′(X×X) by setting Π(lk) (x′, x′′) =: ̺(lk)(π (x′) )Π (x′, x′′).
Then Π =
∑2
l=1Π
(lk), and by (17)∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) (20)
∼ k
2∑
l=1
∫ λ
1/2
(
Vχk e−ikb(·) ◦ Π(lk)k
)(
x, x+
v√
k
)
db.
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Lemma 3.6. There exist N > 0 such that the following holds. As k → +∞,
uniformly in x ∈ X, ‖v‖ ≤ k̟ and b ∈ [1/2,+∞) we have(
Vχk e−ikb(·) ◦ Π(2k)k
)(
x, x+
v√
k
)
= bN O
(
k−∞
)
.
Proof. By definition,(
Vχk e−ikb(·) ◦ Π
(2k)
k
)(
x, x+
v√
k
)
=
∫
X
Vχk e−ikb(·) (x, y) Π
(2k)
k
(
y, x+
v√
k
)
dµX(y); (21)
it is then enough to prove the claimed estimate for the integrand in (21).
By assumption Q ≥ id. Let 1 ≤ µ1 ≤ µ2 ≤ . . . be the eigenvalues of Q on
L2(X), repeated according to multiplicity; thus {λkj} ⊆ {µℓ}. Let (υℓ) be a
complete orthonormal system in L2(X), such that each υℓ is an eigenvector
of Q with eigenvalue µℓ. Then ‖υℓ‖C0 ≤ Dµrℓ for some fixed D, r ∈ R, and
there exists N > 0 such that
∑
ℓ µ
2r−N
ℓ converges (§12 of [GS]).
Define
Fk (ζ, x
′, x′′) =:
∑
ℓ
χ̂k (ζ − µℓ) υℓ (x′) υℓ (x′′) (ζ ∈ R, x′, x′′ ∈ X) ,
so that Vχk e−ikb(·) (x
′, x′′) = Fk (kb, x′, x′′).
By (11), for each N > 0 we have |χ̂(a)| < CN k(N−1)ξ
(
1+ |a|)−N for every
a ∈ R, where CN > 0 is constant. As (1/µℓ) + |(ζ/µℓ)− 1| ≥ 1/ζ for every
ζ ≥ 1 and ℓ = 1, 2, . . ., we have
|Fk (ζ, x′, x′′)| ≤ CN k(N−1)ξ
∑
ℓ
[
1 + |ζ − µℓ|
]−N
µ2rℓ
= CN k
(N−1)ξ ∑
ℓ
[
1
µℓ
+
∣∣∣∣ ζµℓ − 1
∣∣∣∣]−N µ2r−Nℓ
≤ CN k(N−1)ξ ζN
∑
ℓ
µ2r−Nℓ ≤ C ′N k(N−1)ξ ζN .
Setting ζ = k b for b ≥ 1/2, k ≥ 2 we deduce∣∣Vχe−ikb(·) (x′, x′′)∣∣ ≤ C ′N k(N−1)ξ+N bN , (22)
so it suffices to show that the second factor in the integrand in (21) is O (k−∞).
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Because ̺2k ◦ π is S1-invariant,
Π
(2k)
k
(
y, x+
v√
k
)
= ̺(2k)
(
π(y)
)
Πk
(
y, x+
v√
k
)
.
Let us write distM = distM ◦ (π × π) : X × X → R. Then ‖v‖ ≤ k̟ ⇒
distM
(
x, x+ v/
√
k
)
≤ (5/4) k̟−1/2, hence if y ∈ supp (̺(2k) ◦ π) by (19) we
have distM
(
y, x+ v/
√
k
)
≥ (3/2) k̟−1/2− (5/4) k̟−1/2 = (1/4) k̟−1/2. By
(6.1) of [C],
∣∣∣Πk (y, x+ v/√k)∣∣∣ ≤ Akd e−B k̟ , for certain positive constants
A,B.
Q.E.D.
Remark 3.2. The same argument applies under the hypothesis ‖v‖ ≤ S k̟,
for a constant S > 0, with the provision that in (18) β be replaced with β/S.
Corollary 3.3. Uniformly for ‖v‖ . k̟ as k → +∞ we have∫ λ
1/2
(
Vχk e−ikb(·) ◦ Π
(2k)
k
)(
x, x+
v√
k
)
db = O
(
k−∞
)
.
We are now reduced to studying the asymptotics of the first summand on
the right hand side of (20). As in the proof of Lemma 3.6, in so doing by (22)
we may modify Π at will as far as the change induced in Πk
(
y, x+ v/
√
k
)
is rapidly decaying as k → +∞.
By [BS], we can write Π = Π′ +Π′′, where Π′′ is smoothing and (locally)
the Schwartz kernel of Π′ is a Fourier integral
Π′ (x′, x′′) =
∫ +∞
0
eitψ(x
′,x′′) s (t, x′, x′′) dt; (23)
the phase satisfies ℑψ ≥ 0 and its Taylor series along the diagonal is deter-
mined by the Hermitian structure, while the amplitude is a classical symbol,
s (t, x′, x′′) ∼∑+∞r=0 td−r sr (x′, x′′).
Since Π′′ is smoothing, Π
′′
k = O (k
−∞), thus we shall implicitly replace Π
with Π′ in (17). In addition, recalling the microlocal structure of Π, we also
have the following reduction.
Remark 3.3. In Heisenberg local coordinates write y = x+ (θ,u). On the
domain of integration, distX
(
x+ (θ,u), x+ v
) ≥ |θ|/2, say. Therefore, since
Π is smoothing away from the diagonal of X , we again only lose a rapidly
decaying contribution introducing a cut-off in θ which is identically one near
0 and vanishes for |θ| > ε for some small ε > 0. We shall also implicitly
absorb this cut-off in s.
18
Remark 3.4. With these reductions understood, in view of Lemmata 3.4,
3.2 and 3.6, and of (14), (15), and (23), we can summarize the previous
results on the asymptotics of S
(k)
χ e−ikb(·)
as follows.
1. If b 6∈ (1/2, AςT + 1), then uniformly on X ×X∣∣∣S(k)χk e−ikb(·) (x′, x′′)∣∣∣ = O ((|b|+ 1)−∞) ·O (k−∞) .
2. If b ∈ (1/2, AςT + 1), then uniformly for ‖v‖ . k1/6
S
(k)
χk e−ikb(·)
(
x, x+
v√
k
)
= O
(
k−∞
)
(24)
+
1
(2π)2d+2
∫
X
∫ π
−π
∫ ǫ
−ǫ
∫
R2d+1
∫ +∞
0
eiΦ1 Ak dµX(y) dϑ dτ dη dt.
Here Φ1 and A are as follows. By the S
1-invariance of Q,
Φ1 = ϕ
(
τ, rϑ(x), η
)− y · η + t ψ(y, x+ v√
k
)
− k (bτ + ϑ) (25)
=
(
rϑ(x)− y
) · η + τ q(x, η) + t ψ(y, x+ v√
k
)
− k (bτ + ϑ) +O (τ 2) · ‖η‖;
in Heisenberg local coordinates rϑ(x) = x + (ϑ, 0), y = x + (θ,u), and the
first summand in (25) is −(θ − ϑ,u) · η. Also,
Ak = χk(τ) ̺
(1k)(y) a
(
τ, rϑ(x), y, η
)
s
(
y, x+
v√
k
)
. (26)
We now show that, perhaps after disregarding a rapidly decreasing contri-
bution, integration in dη in (24) can be restricted to suitable annuli centered
at the origin, whose radii grow linearly with k. To this end, following [GS]
let F ∈ C∞0 (R) be identically equal to 1 on (1/C, C), for some C ≫ 0. Write
dν for the collective integration variables in (24). If b ∈ (1/2, AςT + 1) then
S
(k)
χk e−ikb(·)
(
x, x+
v√
k
)
(27)
∼ 1
(2π)2d+2
∫
X
∫ π
−π
∫ ǫ
−ǫ
∫
R2d+1
∫ +∞
0
eiΦ1 F
(‖η‖
k
)
Ak dν
+
1
(2π)2d+2
∫
X
∫ π
−π
∫ ǫ
−ǫ
∫
R2d+1
∫ +∞
0
eiΦ1
[
1− F
(‖η‖
k
)]
Ak dν.
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Lemma 3.7. Given that 1/2 ≤ b ≤ Af + 1, the latter summand is O (k−∞).
Proof. If F (‖η‖/k) 6= 1, then either k ≥ C ‖η‖, or else ‖η‖ ≥ C k. Recall
that 1/2 ≤ b ≤ Af + 1.
If ‖η‖ ≥ C k, since q is an elliptic symbol for some C ′ > 0 we have∣∣∂τΦ1∣∣ = ∣∣q(x, η)− kb∣∣
≥ C ′ ‖η‖ − kb ≥ 1
2
C ′ ‖η‖+ 1
2
(C ′C − 2b) k;
similarly, if k ≥ C ‖η‖ then for some C ′′ > 0∣∣∂τΦ1∣∣ = ∣∣q(x, η)− kb∣∣
≥ k b− q(x, η) ≥ 1
2
k − C ′′ ‖η‖ ≥ 1
4
k +
1
4
(C − 4C ′′) ‖η‖.
Therefore, where F (‖η‖/k) 6= 1 we have ∣∣∂τΦ1∣∣ ≥ c k + d ‖η‖ for some
constants c, d > 0. The claim follows by successively integrating by parts in
dτ , since each step introduces a factor O
(
kξ−1
)
.
Q.E.D.
Remark 3.5. For future reference, we notice that how large C has to be
only depends on the symbol q, and not on the chosen ǫ > 0 bounding the
size of the support of the test function χ. In particular, we may assume that
the product τ ‖η‖ is arbitrarily small on the restricted domain of integration.
By Lemma 3, we need only consider the first summand in (27). Recalling
(20) and Corollary 3.3, we get∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) (28)
∼ k
(2π)2d+2
∫ λ
1/2
∫
X
∫ π
−π
∫ ǫ
−ǫ
∫
R2d+1
∫ +∞
0
eiΦ1 F
(‖η‖
k
)
Ak db dµX(y) dϑ dτ dη dt.
In Heisenberg local coordinates, we shall write y = x+(θ,u) and dµX(y) =
V(θ,u) dθ du. With the change of integration variables η  k η, t  k t we
get ∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) (29)
∼ k
∫ λ
1/2
[(
k
2π
)2d+2 ∫
Cd
∫ ε
−ε
∫ π
−π
∫ ǫ
−ǫ
∫
R2d+1
∫ +∞
0
eikΦ2 Bk dν˜
]
db,
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where dν˜ =: V(θ,u) du dθ dϑ dτ dη dt, and
Φ2 =: −(θ − ϑ,u) · η + τ q(x, η) + t ψ
(
x+ (θ,u), x+
v√
k
)
−(bτ + ϑ) +O (τ 2) · ‖η‖, (30)
Bk =: F
(‖η‖)χk(τ) · ̺(1k)(x+ (θ,u))
·a
(
τ, rϑ(x), x+ (θ,u), k η
)
s
(
x+ (θ,u), x+
v√
k
, k t
)
. (31)
Integration in dη is over the ring 1/C ≤ ‖η‖ ≤ C, while in view of the factor
̺(1k)
(
x+(θ,u)
)
integration in du is over a ball of radius O
(
k−1/3
)
. The inner
integral in (29) yields the asymptotics for S
(k)
χk e−ikb(·)
(
x, x+ v/
√
k
)
.
Let us now set η = r ω, where r > 0 and ω ∈ S2d; thus, ω = (ω0, ω1) ∈
R×R2d+1, ω20 + ‖ω1‖2 = 1. We have dη = r2d dr dω, and integration in dr is
over (1/C, C). Thus (29) may be rewritten:
∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) (32)
∼ k
∫ λ
1/2
[(
k
2π
)2d+2 ∫
Cd
∫ ε
−ε
∫ π
−π
∫ ǫ
−ǫ
∫ C
1/C
∫
S2d
∫ +∞
0
eikΦ3 Bk dν̂
]
db,
where with abuse of language Bk is the amplitude of (29) with the new
variables inserted, dν̂ =: r 2d V(θ,u) du dθ dϑ dτ dr dω dt, and
Φ3 =: −r (θ − ϑ)ω0 − r u · ω1 + r τ q(x, ω) + t ψ
(
x+ (θ,u), x+
v√
k
)
−(bτ + ϑ) + O (τ 2) · r. (33)
The following remark is in order.
Remark 3.6. Up to a factor 2π, the integration
∫ π
−π dϑ is really an inte-
gration over S1. Let S1 = U1 ∪ U2 be an open cover, such that 1 6∈ U2 and
U 1 ⊆ S1 \ {−1}, and let {ρ1, ρ2} be a partition of unity subordinate to it;
hence ρ1 ≡ 1 in a neighborhood of 1, and ρ1 ≡ 0 in a neighborhood of −1.
Then as integration operators
∫
S1
dg =
∫
U1
ρ1(g)dg +
∫
U2
ρ2(g) dg. With this
understanding, we may manipulate integration in dθ as if it were compactly
supported in θ, clearly changing the interval of integration in expressing the
second summand; the following computation will show however that only the
first summand contributes non-negligibly. To keep notation simple, we shall
leave this amendment implicit in the following discussion.
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Lemma 3.8. Perhaps after disregarding yet another term O (k−∞), in (32)
integration in dω may be restricted to an appropriate open subset S = Sδ ⊆
S2d of the form ω0 > δ, for some δ > 0.
Proof. Since r ≤ C, if ω0 < 1/(2C) we get |∂ϑΦ3| = |r ω0−1| ≥ 1−1/2 =
1/2; integration by parts in dϑ then proves the claim with, say, δ = 1/(3C).
Q.E.D.
Again, this implies introducing a smooth cut-off identically equal to 1
in a neighborhood of the north pole (1, 0). This cut-off will be implicitly
absorbed in the amplitude Bk;
On S, ω0 =
√
1− ‖ω1‖2, and ω1 ∈ B2d
(
0,
√
1− δ2) is a system of local
coordinates.
Lemma 3.9. Perhaps after disregarding a rapidly decreasing contribution,
integration in dt may be restricted to a compact interval (1/D,D) for some
D ≫ 0.
Proof. The proof will be sketchy, as it parallels similar arguments in
[P]. As k → +∞, uniformly on the given domain of integration the point(
x+ (θ,u), x+ v/
√
k
)
is arbitrarily close to
(
x + (θ, 0), x
)
. Now at the
latter point the differential of ψ is
(
eiθ αeiθx,−e−iθ αx
)
. Thus if Υ(θ,u,v) =:
ψ
(
x+ (θ,u), x+ v/
√
k
)
, then for all k ≫ 0 we have 3/2 ≥ |∂θΥ| ≥ 1/2.
If η = (η0, η1) ∈ R × R2d+1 then −(θ − ϑ,u) · η = (ϑ − θ) η0 + u · η1.
Since |η0| ≤ ‖η‖ ≤ C, we then see from (30) that |∂θΦ2| ≥ (1/2) t − C ≥
(1/4) t+(C/2) if t > 6C, say. Integrating by parts in dθ then shows that the
contribution coming from the interval (6C,+∞) is of rapid decay.
Similarly, we also deduce from (30) that |∂θΦ2| ≥ r ω0 − (3/2) t. Since
r ω0 ≥ δ/C, we get |∂θΦ2| ≥ (δ/C) − (3/2) t > δ/2 if, say t < (δ/3C).
Therefore, the corresponding contribution is also O (k−∞).
Q.E.D.
Remark 3.7. Thus we can introduce a smooth cut-off in t, ̺ ∈ C∞0 (R),
identically one on (1/D′, D′) and supported in (1/D,D) for some 0≪ D′ ≪
D, without affecting the asymptotics in (34). The cut-off will be henceforth
tacitly absorbed into the amplitude, and
∫ +∞
0
dt replaced with
∫ D
1
dt.
Let us make the change of integration variable u  u/(r
√
k), so that
du du/
(
r2d kd
)
, and integration in du is now over a ball of radius O
(
k1/6
)
.
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By (65) of [SZ],
t ψ
(
x+
(
θ,
u
r
√
k
)
, x+
v√
k
)
= i t
[
1− eiθ]− it
k
ψ2
(u
r
,v
)
eiθ + t Rψ3
(
u
r
√
k
,
v√
k
)
eiθ.
Inserting this in (33), (32) may be rewritten∫ +∞
−∞
Gk(kλ− η) dµT (k)(η) ∼ k (34)
·
∫ λ
1/2
{
kd+2
(2π)2d+2
∫
Cd
∫
S2d
e−i
√
ku·ω1
[∫ +∞
0
∫ ε
−ε
∫ π
−π
∫ C
1/C
∫ ǫ
−ǫ
eikΦ Jk dγ
]
du dω
}
db,
where u · ω1 is the standard Euclidean pairing in R2d, dγ =: dt dθ dϑ dr dτ ,
Φ =: i t
[
1− eiθ]− r (θ − ϑ)ω0 + r τ q(x, ω)− (bτ + ϑ)
+O
(
τ 2
) · r, (35)
and
Jk =: e
tψ2(u/r,v) eiθ+itkR
ψ
3 (u/(r
√
k),v/
√
k) eiθ Bk. (36)
We have ℑΦ ≥ 0 and |Jk| ≤ C ′ kd td e−a‖v−u‖2 on the domain of integration,
for an appropriate a > 0; also, tkRψ3
(
u/(r
√
k),v/
√
k
)
eiθ remains bounded
for ‖u‖, ‖v‖ = O (k1/6). The expression within { } in (34) yields the asymp-
totics for S
(k)
χk e−ikb(·)
(
x, x+ v/
√
k
)
.
Remark 3.8. By construction, Jk = χ
(
kξ
)
Lk, where Lk is the product of
the rescaled amplitude a
(
τ, rϑ(x), x+
(
θ,u/(r
√
k
)
, kη
)
of V , the rescaled
amplitude s
(
x+
(
θ,u/(r
√
k
)
, x+ v/
√
k, kt
)
of Π, the various cut-offs in-
troduced, the exponential factor in (36), and the local coordinate expression
for the Riemannian density of X . Now s and a are semiclassical symbols,
and as such they admit asymptotic expansions in descending powers of k.
On the other hand, all the factors involved may be Taylor expanded in
the arguments u/(r
√
k) and v/
√
k, so that Lk has an asymptotic expan-
sion in descending powers of k−1/2. To determine the leading order term
of the asymptotic expansion of Lk where the cut-offs are identically 1, we
remark that the leading order terms coming from a and s are, respectively,
1/V(x+ (θ, 0)) and (k/π)d td; the first factor cancels with the V term in the
local coordinate expression for the density. As a result, the leading order
term is (k/π)d td et e
iθψ2(u/r,v).
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Now we notice that by construction Φ does not depend on u; therefore,
the exponential eikΦ behaves like a constant under differentiation by the u
variables. Let us view the right hand side of (34) in its dependence on u as
an oscillatory integral with phase Ψ = −i√k u · ω. Fix a sufficiently small
t0 > 0 . Since ∇uΨ = −i ω1, on the locus Tk ⊆ Sδ where ‖ω1‖ > (t0/2) k−ξ
(equivalently, ω0 <
√
1− (t20/4) k−2ξ) we can successively integrate by parts
in u, and at each step we introduce a factor kξ−1/2. Therefore, for any
t0 > 0 the contribution to (34) coming from Tk is O (k
−∞). Perhaps after
disregarding a rapidly decreasing contribution, we may thus introduce an
appropriate partition of unity on Sδ, of the form γkj
(
kξ ω1
)
, and restrict
integration in ω1 to a progressively shrinking open neighborhood of (1, 0) in
Sδ, of the form Uk =
{
ω1 : ‖ω1‖ < t0 k−ξ
}
. We shall now proceed leaving this
further cut-off implicit.
This reduction has the following consequence. Since q(x, ω)/ω0 equals
ςT (m) at (1, 0), and integration only involves points ω ∈ S2d in an t0 k−ξ-
neighborhood of (1, 0), on Tk we have
∣∣q(x, ω)/ω0 − ςT (m)∣∣ < D t0 k−ξ for
some fixed D > 0 and all k ≫ 0.
There is one further similar reduction that we can make in the variable
r. Set Rk =:
{
r :
∣∣r− 1/ω0∣∣ > (t0/2)k−ξ}. Since ∂ϑΦ = rω0− 1, there exists
β > 0 such that
∣∣∂ϑΦ∣∣ ≥ β k−ξ on Rk. Successively integrating by parts
in ϑ, we introduce at each step a factor kξ−1; therefore, the contribution of
Rk to the asymptotics of (34) is O (k
−∞). Summing up, upon introducing
a cut-off of the form σ
(
kξ
(
r − 1/ω0
))
, we may reduce integration over r to
the interval Sk where
∣∣r − 1/ω0∣∣ < t0k−ξ.
We are now ready to prove:
Proposition 3.1. Uniformly for
∣∣b−ςT (m)∣∣ > ek and ‖v‖ . k̟, as k → +∞
we have
S
(k)
χk e−ikb(·)
(
x, x+
v√
k
)
= O
(
k−∞
)
.
Proof. Let us consider the inner integral in (34) as an oscillatory integral
in τ . We have ∂τΦ = r q(x, ω)− b+O(τ) · r, and |τ | ≤ ǫ k−ξ on the support
of χk; therefore, for some constant C
′ > 0,∣∣∂τΦ∣∣
=
∣∣∣∣(r − 1ω0
)
q(x, ω) +
(
q(x, ω)
ω0
− ςT (m)
)
+
(
ςT (m)− b
)
+O(τ) · r
∣∣∣∣
≥ ∣∣ςT (m)− b∣∣− ∣∣∣∣q(x, ω)ω0 − ςT (m)
∣∣∣∣− ∣∣∣∣(r − 1ω0
)
q(x, ω)
∣∣∣∣− C ′ ǫ k−ξ
≥ c k−ξ − C ′ t0 k−ξ − C ′ ǫ k−ξ ≥ 1
2
c k−ξ,
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if ǫ and t0 have been chosen sufficiently small.
In view of the factor χk(τ) = χ
(
kξ τ
)
, we conclude that successive partial
integrations by parts in τ introduce at each step a factor k2ξ−1; the statement
follows since by hypothesis ξ < 1/2.
Q.E.D.
Corollary 3.4. If λ < ςT (m), then
∫ +∞
−∞ Gk(kλ− η) dµT (k)(η) = O (k−∞) as
k → +∞.
Before giving the second computation of
∫ +∞
−∞ G(kλ − η) dµT (k)(η), we
need to establish some preliminary results. By Remark 3.4 and Proposiion
3.1 we have:
Lemma 3.10. Fix C > 0, and define γk(C) = sup
{
γ+k (C), γ
−
k (C)
}
, where
γ+k (C) =: sup
{∣∣∣S(k)χe−ikη(x, x)∣∣∣ : η ∈ [ςT (m) + C k−ξ,+∞)} ,
and
γ−k (C) =: max
{∣∣∣S(k)χe−ikη(x, x)∣∣∣ : η ∈ (−∞, ςT (m)− C k−ξ]} .
Then γk(C) = O (k
−∞) as k → +∞.
At this stage, it is convenient to make a more specific choice of χ. Namely,
choose first ψ ∈ C∞0 (−ǫ/2, ǫ/2) such that ψ ≥ 0, ψ(t) > 0 for all t ∈
(−ǫ/3, ǫ/3), ψ(t) = ψ(−t) for all t ∈ R, ‖ψ‖L2 = 1. Then the Fourier
transform ψ̂ is real. Let χ =: ψ ∗ ψ; then χ ∈ C∞0 (−ǫ, ǫ), χ ≥ 0, χ(t) > 0 if
t ∈ (−2ǫ/3, 2ǫ/3), χ(0) = ‖ψ‖2L2 = 1. Furthermore, χ̂ = ψ̂ · ψ̂ ≥ 0, and
χ̂(0) = ψ̂(0)2 =
(∫ +∞
−∞
ψ(τ) dτ
)2
= ‖ψ‖2L1 > 0. (37)
By (37), there exists δ > 0 such that
|λ| < δ ⇒ χ̂(λ) ≥ ‖ψ‖2L1/2. (38)
Passing to the rescaled function χk, (38) implies
|λ| < δ kξ ⇒ χ̂k(λ) ≥ 1
2kξ
‖ψ‖2L1. (39)
Consequently, if c ∈ R and 0 ≤ δ′ ≤ δ, then
Tk
(
kc+ kξδ′, x, x
)− Tk(kc, x, x) (40)
=
∑
kc<λkj≤kc+kξδ′
|ekj(x)|2 ≤ 2k
ξ
‖ψ‖2L1
∑
kc<λkj≤kc+δ′
χ̂k
(
kc− λkj
) |ekj(x)|2
≤ 2k
ξ
‖ψ‖2L1
Nk∑
j=1
χ̂k
(
kc− λkj
) |ekj(x)|2 = 2kξ‖ψ‖2L1 S(k)χke−ikc(·)(x, x).
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A similar estimate holds if −δ ≤ δ′ ≤ 0.
Lemma 3.11. Fix ℓ > 0. Then, uniformly for
∣∣λ− ςT (m)∣∣ ≥ ℓ k−ξ, we have∫ +∞
−∞
[
Tk
(
kλ + kξ b, x, x
) − Tk(kλ, x, x)] χ̂(b) db = O (k−∞)
as k → +∞.
Proof. Let us prove the statement for λ > ςT (m); the case λ < ςT (m) is
similar. In the present proof, Tk(r) =: Tk(r, x, x) for r ∈ R, k ∈ N.
For k = 1, 2, . . . let J
(k)
1 =:
(−∞,−(ℓ/3) k1−2ξ), J (k)2 =: (−(ℓ/2) k1−2ξ,+∞).
Thus J (k) =:
{
J
(k)
1 , J
(k)
2
}
is an open cover of R. Let {γj} be a partition of
unity on R subordinate to J (1). Define γ(k)j (b) =: γj
(
b/k1−2ξ
)
(b ∈ R); then
{γ(k)j } is a partition of unity subordinate to J (k). For every k = 1, 2, . . .,∫ +∞
−∞
[Tk (kλ+ kξb)− Tk(kλ)] χ̂(b) db
=
2∑
j=1
∫ +∞
−∞
[Tk (kλ+ kξb)− Tk(kλ)] γ(k)j (b) χ̂(b) db. (41)
Let us first estimate the summand with j = 1. On the support of γ
(k)
1 we
have |b| > (ℓ/3)k1−2ξ, hence if k ≫ 0 then |b| ≥ |b|/2 + (ℓ/6)k1−2ξ. Since χ̂
is of rapid decrease, for every integer N > 0 there exists a constant C2N > 0
such that
|χ̂(b)| < C2N
[(
1
2
|b|+ 1
)
+
1
6
ℓ k1−2ξ
]−2N
≤
(
6
ℓ
)N
C2N
(
2N
N
)−1 (
1
2
|b|+ 1
)−N
k−N(1−2ξ).
Hence for every N > 0 there exists a constant C ′N > 0 such that on the
support of γ
(k)
1 the integrand is bounded by C
′
N
(|b|/2 + 1)−N kd−N , and so
the first summand is O (k−∞).
Let us now consider the summand with j = 2 in (41). Let δ be as in (38).
Suppose first b ≥ 0, and write b = δ ⌊b/δ⌋ + δ′, where 0 ≤ δ′ < δ. Then
Tk
(
kλ+ kξb
)− Tk(kλ) (42)
=
[
Tk
(
kλ+ kξb
)− Tk (kλ+ kξδ ⌊ b
δ
⌋)]
+
[
Tk
(
kλ+ kξδ
⌊
b
δ
⌋)
− Tk(kλ)
]
.
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We apply (40) with c = ck =: λ+
(
δ/k1−ξ
) ⌊b/δ⌋:
Tk
(
kλ+ kξb
) − Tk (kλ+ kξδ ⌊ b
δ
⌋)
(43)
= Tk
(
k ck + k
ξδ′
)− Tk (k ck) ≤ 2kξ‖ψ‖2L1 S(k)χe−ik ck(·)(x, x) ≤ 2k
ξ
‖ψ‖2L1
γk(ℓ),
where γk is as in Lemma 3.10.
Next, setting bkj =: λ+
(
j/k1−ξ
)
δ,
Tk
(
kλ+ kξ
⌊
b
δ
⌋
δ
)
− Tk(kλ) (44)
=
⌊b/δ⌋−1∑
j=0
[
Tk
(
kλ+ (j + 1) kξδ
)− Tk (kλ+ j kξδ) ]
=
⌊b/δ⌋−1∑
j=0
[
Tk
(
k bkj + k
ξδ
)− Tk (k bkj) ]
≤ 2k
ξ
‖ψ‖2L1
⌊b/δ⌋−1∑
j=0
S
(k)
χe
−ik bkj (·)(x, x) ≤
2kξ
‖ψ‖2L1
⌊
b
δ
⌋
γk(ℓ). (45)
Similarly, if −k1−2ξ(ℓ/2) ≤ b ≤ 0 then writing b = −b′, and b′ = ⌊b′/δ⌋ δ+
δ′ with 0 ≤ δ′ < δ the analogue of (42) is∣∣Tk (kλ+ kξb) − Tk(kλ)∣∣ = Tk(kλ)− Tk (kλ− kξb′) (46)
=
[
Tk
(
kλ
)− Tk (kλ− kξ ⌊b′
δ
⌋
δ
)]
+
[
Tk
(
kλ− kξ
⌊
b′
δ
⌋
δ
)
− Tk
(
kλ− kξ
⌊
b′
δ
⌋
δ − kξδ′
)]
.
Let us set rk =: λ− kξ−1 ⌊b′/δ⌋ δ; since 0 ≤ b′ ≤ (ℓ/2) k1−2ξ we have
|rk − ςT (m)| ≥
∣∣λ− ςT (m)∣∣− 1
k1−ξ
⌊
b′
δ
⌋
δ ≥ ℓ k−ξ − 1
2
ℓ k−ξ =
1
2
ℓ k−ξ.
Therefore, in view of (40) we have
Tk
(
kλ− kξ
⌊
b′
δ
⌋
δ
)
− Tk
(
kλ− kξ
⌊
b′
δ
⌋
δ − kξδ′
)
= Tk (k rk)− Tk
(
k rk − kξδ′
) ≤ 2kξ‖ψ‖2L1 S(k)χe−ik rk(·)(x, x) ≤ 2k
ξ
‖ψ‖2L1
γk
(
ℓ/2
)
.
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If furthermore rkj =: λ−
(
j/k1−ξ
)
δ, then
rkj ≥ λ−
(
b′/k1−ξ
) ≥ λ− (ℓ/2) k−ξ ≥ ςT (m) + (ℓ/2) k−ξ
for 0 ≤ b′ ≤ (ℓ/2) k1−2ξ and 0 ≤ j ≤ ⌊b′/δ⌋. Therefore, as in (44),
Tk
(
kλ
)− Tk (kλ− kξ ⌊b′
δ
⌋
δ
)
=
⌊b′/δ⌋−1∑
j=0
[
Tk
(
kλ− kξj δ)− Tk (kλ− kξ(j + 1) δ) ]
=
⌊b′/δ⌋−1∑
j=0
[
Tk (k rkj)− Tk
(
k rkj − kξδ
) ]
≤ 2k
ξ
‖ψ‖2L1
⌊b′/δ⌋−1∑
j=0
S
(k)
χe
−ik rkj (·)(x, x) ≤ C kξ |b| γk
(
ℓ/2
)
.
Summing up, on J
(k)
2∣∣∣[Tk(kλ+ kξb)− Tk(kλ)] χ̂(b)∣∣∣ ≤ C kξ(1 + |b|) χ̂(b) γk(ℓ/2)
for some constant C > 0; we conclude from Lemma 3.10 that the summand
with j = 2 in (41) is also O (k−∞).
Q.E.D.
Corollary 3.5. Fix ℓ > 0. Then, uniformly in
(
λ, x1, x2
) ∈ R×X×X such
that
∣∣λ− ςT (xj) ∣∣ ≥ ℓ k−ξ for j = 1, 2, we have∫ +∞
−∞
[
Tk
(
kλ + kξb, x1, x2
)− Tk (kλ, x1, x2) ] χ̂(b) db = O (k−∞) .
Proof. This is really a consequence of the proof of Lemma 3.11. Suppose
b ≥ 0 (a similar estimate holds for b ≤ 0). Then
∣∣∣Tk (kλ+ kξb, x1, x2)− Tk (kλ, x1, x2) ∣∣∣ =
∣∣∣∣∣∣
∑
j:kλ<λkj≤kλ+kξb
ekj (x1) ekj (x2)
∣∣∣∣∣∣
≤
√ ∑
j:kλ<λkj≤kλ+kξb
|ekj (x1)|2 ·
√ ∑
j:kλ<λkj≤kλ+kξb
|ekj (x2)|2
=
√[
Tk (kλ+ kξb, x1, x1)− Tk (kλ, x1, x1)
]
·
√[
Tk (kλ+ kξb, x2, x2)− Tk (kλ, x2, x2)
]
.
The statement follows from this and the bounds established in the proof of
Lemma 3.11.
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Q.E.D.
Now we can give the second estimate of
∫ +∞
−∞ Gk(kλ − η) dµT (k)(η). Let
H denote the Heaviside function. Recall that χ̂k(b) = (1/k
ξ) χ̂
(
b/kξ
)
. Then∫ +∞
−∞
Gk(kλ− η) dµT (k)(η)
=
Nk∑
j=1
Gk(kλ− λkj) ekj(x) · ekj
(
x+
v√
k
)
=
Nk∑
j=1
(∫ kλ−λkj
−∞
χ̂k(b) db
)
ekj(x) · ekj
(
x+
v√
k
)
=
Nk∑
j=1
(∫ +∞
−∞
H
(
kλ− λkj − b
)
χ̂k(b) db
)
ekj(x) · ekj
(
x+
v√
k
)
=
∫ +∞
−∞
[
Nk∑
j=1
H
(
kλ− λkj − b
)
ekj(x) · ekj
(
x+
v√
k
)]
χ̂k(b) db
=
∫ +∞
−∞
Tk
(
kλ− b, x, x+ v√
k
)
χ̂k(b) db
= Tk
(
kλ, x, x+
v√
k
) ∫ +∞
−∞
χ̂k(b) db
+
∫ +∞
−∞
[
Tk
(
kλ− b, x, x+ v√
k
)
− Tk
(
kλ, x, x+
v√
k
)]
χ̂k(b) db
= 2π Tk
(
kλ, x, x+
v√
k
)
+
∫ +∞
−∞
[
Tk
(
kλ− kξ b, x, x+ v√
k
)
− Tk
(
kλ, x, x+
v√
k
)]
χ̂(b) db
= 2π Tk
(
kλ, x, x+
v√
k
)
+O
(
k−∞
)
, (47)
in view of Corollary 3.5.
To complete the proof of Theorem 1.1 we need only compare Corollary
3.4 and (47).
Q.E.D.
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4 Proof of Corollary 1.2.
Since it is S1-invariant, the diagonal restriction Tk (η, x, x) may regarded as
defined on M ; let us set Tk (η,m) =: Tk (η, x, x) if m ∈ M and π (x) = m.
Clearly,
dim
(
V
(k)
kλ
)
=
∫
M
Tk (kλ,m) dVM(m).
For any sufficiently small ǫ > 0, consider the disjoint union M = M
(ǫ)
1 ∪
M
(ǫ)
2 ∪M (ǫ)3 , where M (ǫ)1 =: M<λ−ǫ, M (ǫ)2 =: M<λ+ǫ ∩M c<λ−ǫ, and M (ǫ)3 =:
M c<λ+ǫ. By Theorem 1.1 we have Tk (kλ,m) = (k/π)
d + O
(
kd−1
)
uni-
formly on M
(ǫ)
1 , and Tk (kλ,m) = O (k
−∞) uniformly on M (ǫ)3 . Since λ
is a regular value of ςT , M
(ǫ)
2 is contained in a (a ǫ)-neighborhood of Mλ,
for some fixed a > 0; therefore, its volume is O(ǫ). By the same token,
vol
(
M<λ
)− vol(M (ǫ)1 ) = O(ǫ).
Thus∫
M
Tk (kλ,m) dVM(m) =
3∑
j=1
∫
M
(ǫ)
j
Tk (kλ,m) dVM(m)
= vol
(
M<λ
) (k
π
)d
+O(ǫ kd) +O
(
k−∞
)
.
Hence, limk→+∞(π/k)d dim
(
V
(k)
kλ
)
= vol
(
M<λ
)
+ O(ǫ), for any ǫ > 0. Let-
ting ǫ→ 0+, we get the statement.
Q.E.D.
Remark 4.1. By the same argument, the weak limit of (π/k)dTk (kλ, ·) as
k → +∞ is the characteristic function of M<λ.
5 Appendix
Although not strictly necessary, let us briefly pause give a direct derivation
of the asymptotic expansion which, in view of (47) below, is equivalent to
the scaling limit discussed in the introduction (cfr [SZ]). Let us now suppose
λ > ςT (x). Before we proceed the following remark is in order.
Let ν > 0 be such that λ > ςT (x) + 3 ν, and choose g ∈ C∞0 (R) such that
g ≥ 0, g(b) = 1 if b ∈ (ςT (x)−ν, ςT (x)+ν), g(b) = 0 if b 6∈ (ςT (x)−2ν, ςT (x)+
2ν
)
. Multiplying the integrand in (34) by the identity 1 = g(b)+
(
1−g(b)) the
integral splits as the sum of two terms. In the second of these, the integrand
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is supported where
∣∣b − ςT (x)∣∣ ≥ ν; by Proposition 3.1, as k → +∞ this is
rapidly decreasing.
Therefore we need only worry about the first summand. We may thus
assume that the integrand is compactly supported in b, tacitly absorb the
cut-off in the amplitude, and rewrite (34) as
∫ +∞
−∞
G(kλ− η) dµT (k)(η) ∼
kd+3
(2π)2d+2
(48)
·
∫
Cd
∫
S2d
e−i
√
k u·ω1
[∫ D
1
∫ ε
−ε
∫ π
−π
∫ λ
1/2
∫ C
1/C
∫ ǫ
−ǫ
eikΦ Jk dξ
]
du dω,
where dξ = dt dθ dϑ db dr dτ . Integration in du is over a ball of radius O
(
k1/6
)
in Cd.
We are now in a position to apply the stationary phase Lemma to de-
termine the asymptotics of the inner integral in (48), by viewing u ∈ Cd
and ω ∈ S as parameters. A straightforward computation then leads to the
following:
Lemma 5.1. For every ω ∈ S = Sδ, Φ = Φ(t, θ, ϑ, b, r, τ) has the unique
stationary point R0 = (t0, θ0, ϑ0, b0, r0, τ0) =
(
1, 0, 0, q(x, ω)/ω0, 1/ω0, 0
)
. At
R0, the Hessian of Φ has determinant det (Φ
′′(R0)) = −ω20.
Since ω0 > δ > 0 on S, the stationary point is always non degenerate.
Furthermore, Φ(R0) = 0 and det
(
kΦ′′(R0)/2πi
)1/2
=
(
k/2π
)3
ω0. Let us
make the assumption χ(0) = 1. In view of Remark 3.8, the stationary phase
Lemma implies that the inner integral in (48) is given by
8
ω0
·
(
k
π
)d−3
eψ2(ω0u,v)
(
1 +
N∑
j=1
k−j/2 cj
)
+RN ,
where
∥∥RN (u, ω,v)∥∥Cj ≤ CN e−(1−υ)‖(ω0u)−v‖2/2 k−(N+1)/2 (here 0 < υ ≪ 1)
on the domain of integration in (u, ω1).
Writing µ =
√
k we have∫ +∞
−∞
G(kλ− η) dµT (k)(η) ∼
1
πd
· µ
4d
(2π)2d−1
(49)
·
{∫
Cd
∫
S2d
e−iµu·ω1
[(
eψ2(ω0 u,v)
ω0
) (
1 +
N∑
j=1
µ−j cj
)
+RN(u, ω,v)
]
du dω
}
.
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We have a unique stationary point at u = ω1 = 0. At this point the Hessian
has determinant one, and therefore∫ +∞
−∞
G(kλ− η) dµT (k)(η) (50)
∼ 1
πd
· µ
4d
(2π)2d−1
(
2π
µ
)2d
e−‖v‖
2/2
(
1 +
∑
j≥1
µ−j dj
)
= 2π
(
k
π
)d
e−‖v‖
2/2
(
1 +
∑
j≥1
µ−j dj
)
.
The previous expression also gives the correct bound on the remainder.
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