A set of nonlinear continuum field equations is presented which describes the dynamics of neural activity in cortex. These take into account the most pertinent anatomical and physiological features found in cortex with all parameter values obtainable from independent experiment. Derivation of a white noise fluctuation spectrum from a linearized set of equations shows the presence of strong resonances that correspond to electroencephalographically observed 0.3-4 Hz (mammalian delta), 4-8 Hz (mammalian theta), 8-13 Hz (mammalian alpha) and >13 Hz (mammalian beta) activity. Numerical solutions of a full set of one-dimensional nonlinear equations include properties analogous to cortical evoked potentials, travelling waves at experimentally observed velocities, threshold type spike activity and limit cycle, chaotic and noise driven oscillations at the frequency of the mammalian alpha rhythm. All these types of behaviour are generated with parameters that are within ranges reported experimentally. The strong dependence of the phenomena observed on inhibitory-inhibitory interactions is demonstrated. These results suggest that the classically described alpha may be instantiated in a number of qualitatively distinct dynamical regimes, all of which depend on the integrity of inhibitoryinhibitory population interactions.
Introduction
The rhythmic electrical potentials recorded from the scalp, the electroencephalogram (EEG), or the cortical surface, the electrocorticogram (ECoG), are generated by the current flowing in response to the combined synaptic activity of many thousands of cortical neurons [29, 32, 63] . While the biophysical basis of the scalp recordable electrical activity is well understood the physiological mechanisms underlying its rhythmicity are much less certain. The most significant dynamical feature of the EEG is undoubtably the well known, but poorly understood, alpha rhythm. The alpha rhythm appears as near sinusoidal fluctuations in the waking EEG/ECoG within the frequency range of 8-13 Hz [62] and is regarded as the archetypal cerebral rhythm as it is cortically widespread and regionally attenuated by a diverse range of specific and non-specific stimuli and behaviours. Despite the alpha rhythm having being first recorded at the beginning of the 20th century no explanation regarding its genesis exists that articulates whether it is a deterministic oscillation (limit-cycle or chaos), the consequence of linearly filtered noise or due to the effects of a sub-cortical pacemaker, all of which have received putative experimental support.
The theoretical methods, coupled with the appropriate experimental data, that have been used to generate a description of EEG/ECoG can be profitably divided into (i) spatially discrete neural network models and (ii) spatially continuous population models. While the former approach, which allows specification to an arbitrary level of cellular, synaptic and topological detail, may appear to be the more veracious method, it provides no clear delineation as to the scale of detail that should be included. The failure of this type of model to produce EEG/ECoG can always be attributed to the lack of adequate empirical detail and not the structure of the model. The second approach, in which cortical tissue is treated as a spatial continuum, is arguably more suited to the description of EEG/ECoG as it relies on some form of spatial averaging by implicitly defining a spatial scale beyond which the description cannot be extended while the EEG/ECoG is, as recorded, a spatial or population/ensemble average that depends on the geometry of recording [32] . To emphasize this spatial continuity continuum theories are often referred to as cortical field theories (CFT) [65] . Further, it can be readily argued that the huge number of neurons in human cortex (∼10 10 -10 11 ) , and the enormously high density of synaptic connections (∼10 9 mm −3 ), make a continuum description of the dynamics of populations of neurons, at the spatial scale resolvable by the EEG (∼1 cm) and ECoG (∼0.25 cm) [38] , attractive if not compelling.
The continuum theories, following their initial development by Wilson and Cowan [93, 94] , are generally in the form of coupled nonlinear integro-differential equations and typically model the dynamics of at least two, functionally distinct but synaptically coupled, populations of neurons: excitatory and inhibitory. Most typically these equations describe the spatiotemporal evolution of a time-averaged mean firing rate for each of the neuronal sub-populations. This type of model is referred to as an activity-based model [30] and implicitly assumes that the characteristic timescales of neurotransmitter kinetics are significantly longer than the timescales associated with the passive properties (i.e. the membrane time constant) of the neuron. In the obverse case, when the membrane time constant is much larger than the timescales associated with neurotransmitter kinetics, these mean field models can be reformulated as voltage-based models. In this case the equations describe the spatio-temporal evolution of a time-averaged mean soma membrane potential. Both these types of model have been shown to be extremely useful in developing an understanding of the dynamics of neuronal populations in vivo and in vitro under the constraints previously mentioned. However these models have been less successful in articulating the electro-rhythmogenesis of the EEG/ECoG. This may be attributed to at least three major factors.
• Most models assume that presynaptic excitatory and inhibitory activity induces a postsynaptic response that can be described by a first-order ordinary differential equation. Thus for the case of single, synaptically coupled, homogeneous excitatory and inhibitory neuronal populations the resulting nonlinear integro-differential equations are at most second order in time. Unless specific assumptions are made about the input to these populations and/or the number of distinct inhibitory or excitatory subpopulations and/or synaptic delays the existence of chaotic solutions cannot be addressed. Similarly the linearized equations, driven by white noise, will only be able to exhibit, at most, one spectral peak in either mean firing rate or mean soma membrane potential. Because timeensemble-averaged EEG/ECoG spectra often show more than one spectral peak, models of the type mentioned will not be able to address the question of whether EEG/ECoG is the result of filtered white noise unless additional ad hoc assumptions are made regarding the form of population input or subpopulation heterogeneity.
• In general the adiabatic assumptions underlying voltage and activity-based models are not physiologically justified as the membrane time constant can vary over an order of magnitude and the timescales associated with neurotransmitter kinetics are heterogeneous and are also known to span at least an order of magnitude.
• Most mean field models have emphasized time-averaged microscopic neuronal population dynamics. In order to obtain parity with the experimental measures of EEG/ECoG it is more appropriate to consider, and hence model, space-averaged macroscopic neuronal population activity. Thus an adequate description of macroscopic cortical dynamics will need to include the effects of the long-range cortico-cortical connectivity and allow the possibility for the areal variation in a wide variety of physiological variables.
In this paper we show how the mean field models of the type of Wilson and Cowan and others may be naturally extended to address the above points by the incorporation of fast excitatory and inhibitory neurotransmitter kinetics and by performing a coarse-grained spatial average. The result is a physiologically parametrizable firing-rate-based model of the EEG/ECoG which includes high-order excitatory and inhibitory neurotransmitter kinetics, synaptic reversal potentials and the two major scales of neuronal connectivity found in neocortex. Numerical and analytic solutions to the resulting equations reveal a rich repertoire of dynamical behaviour, much of which has been suggested to be present in mammalian EEG/ECoG. In particular the results suggest that the classically described alpha rhythm can be instantiated in a number of qualitatively distinct dynamical regimes and thus there may be no single mechanism responsible for its genesis other than the dependence of the phenomena observed on the integrity of inhibitory-inhibitory population interactions. These results serve to further emphasize the physiological relevance of macroscopic modelling in the articulation of the dynamics of large-scale, diffusely connected, neuronal populations.
Plan of paper
The remainder of this paper is organized into three main sections. Section 2 contains a detailed elaboration of the theory, in particular the notion of a spatially averaged neuron, which is central to the subsequent theoretical development. This section ends with the full set of coupled nonlinear partial differential equations that define the theory. Section 3 examines analytical and numerical solutions to these equations under the constraints of physiologically plausible parametrization and output. Analytical and numerical results are then used to infer dominant mechanisms for the genesis of alpha band EEG activity. Section 4 discusses these results in the context of other well known efforts to understand the genesis of rhythmicity in the EEG and also outlines specific tests of our theory that are readily amenable to experimental falsification. To aid in clarity and flow of the exposition, mathematical detail that is not essential for an initial understanding of the theory and its main results is relegated to one of four appendices.
Development of model

Spatially averaged soma membrane potential
To make relatively general claims about the dynamics of populations of cortical neurons requires the introduction and definition of one or more state variables that (i) form the basis for a theoretical model, (ii) are capable of, and/or related to, experimental measurement and confirmation and (iii) are sufficiently general so as not to depend sensitively on the ambiguities of cortical architecture, neuronal morphology or the recording geometry. We therefore choose to model the spatially averaged soma membrane potential, h, of populations of cortical neurons for the following reasons.
• It is well known that the EEG/ECoG is generated by the longitudinal flow of synaptically induced currents along the apical dendrites (superficial layer) of pyramidal neurons which are axially aligned perpendicular to the cortical surface [63] . The fields generated by the action potentials contribute insignificantly to the EEG/ECoG [1] . The deviation from the rest of the spatially averaged excitatory soma membrane potential h e − h rest e has been demonstrated to be proportional to the mirror (i.e. sign-reversed) image of the appropriately recorded and filtered (to remove spike activity) extracellular local field potential (LFP) [32] . Because the EEG is a spatially smoothed version of the LFP [63] , it is reasonable to assume that it will be linearly related to h e . Thus h e has a well defined empirical analogue.
• The soma membrane potential determines neuronal firing. Thus if we have knowledge of the mean soma membrane potential then we can make physiologically well motivated assumptions regarding the form of the mean neuronal population firing rates. Further we can also physiologically infer the relationship between mean neuronal population firing rates and synaptic activity/mean soma membrane potential. Freeman [32] denotes these physiological relationships, defined on a spatially averaged functionally homogeneous neuronal population 'wave-to-pulse' (WTP) and 'pulse-to-wave' (PTW) conversion respectively. Thus the mean soma membrane potential is a heuristically appropriate state variable on which to develop a theory of the dynamics of neuronal populations.
• The advantage of using a state variable that is defined as an average over space is that it restricts the spatial scale of the model. Hence it is only necessary to define model parameters on the same spatial scale. This allows the avoidance of much detail regarding the fine architectonic structure of cortex such as lamination and neuronal morphology without sacrificing physiological fidelity or preventing the later inclusion of such detail. A further advantage of the spatial average is also to allow the possibility of functionally incorporating the contributions of non-neuronal cortical components (which have been estimated to make up about 20-30% of cortex by volume [17] ) into the definitions of the WTP and PTW conversion functions.
The spatially averaged 'neuron'
The relationship between the spatially averaged soma membrane potential for a functionally homogeneous, but non-interacting, population of neurons and the induced synaptic activity, in this population, gives rise to the notion of the mean neuron. The mathematical definition of the mean neuron is easily motivated by spatially averaging a discrete set of neurons (see for example [82] ) but need not be exactly derived because, as Freeman [32] has noted, cortical tissue is more than just an enumerable collection of neurons. Neurons are immersed in an ever changing vascular, glial and extracellular environment which constitutes approximately KO set (defined over domain Ω ⊂ R 3 ) Figure 1 . The KO set for neocortex can be envisioned as a population of functionally homogeneous neurons and its physiological environment, without any synaptic interactions, defined over some spatial domain. The spatial domain in this example consists of a barrel-shaped region spanning the entire thickness of neocortex and having lateral dimensions approximately that of the characteristic scales of intracortical connectivity. The spatial extent of each neuronal population can be thought of as corresponding to that of a macrocolumn. The arrows represent the lateral extent of neocortex.
20-30% of the cortical mass. These non-neuronal components are likely to significantly affect the dynamical properties of the incorporated neurons. A functionally homogeneous population of neurons, excluding their synaptic interactions, within some spatial neighbourhood together with the associated non-neuronal components is the KO set of Freeman [32] . Figure 1 illustrates diagrammatically the anatomical notion of the KO set. Mathematically we define the spatially averaged neuron (which corresponds approximately to the KO set of Freeman) as
where e = 2.718 28 . . . (base of the Napierian logarithm), j and j denote functionally homogeneous postsynaptic and presynaptic neuronal populations defined over some spatial scale centred about r ∈ R 2 , h j is the spatially averaged soma membrane potential, τ j the mean membrane time constant, h rest j is the mean resting soma membrane potential, ξ represents a mean synaptic delay and I j j corresponds to the spatially mean postsynaptic activation of synapses of type j on neurons of type j . ψ j j (h j ) is a factor that incorporates the notion that the mean magnitude of postsynaptic current flow in response to synaptic activity will be dependent on the mean soma membrane potential. In particular ψ j j (h j ) is defined as
where h eq j j is the reversal (equilibrium or Nernst) potential associated with synaptic activity of type j acting on a population of type j . σ j j is the mean spike input per neuron per unit time to population j from population j . γ j j is a rate constant that incorporates the time course of somatically recorded postsynaptic spike activity due to the combined effects of passive dendritic cable delays and neurotransmitter kinetics. In general the time course of neurotransmitter kinetics in the current treatment will correspond to that of 'fast' excitatory (AMPA/kainate) or 'fast' inhibitory (GABA A ) synaptic activity. j j is the mean peak amplitude of the postsynaptic potential (PSP) induced by a single presynaptic spike from a neuron of type j at the dendrite of a neuron of type j at rest (h rest j ). Appendix A discusses in greater detail the relationship of γ j j to cable delays, neurotransmitter kinetics and PSP peak amplitudes. Figure 2 illustrates the major transformation operations that form the functional basis of the KO set described here. The major difference between the KO set described here and Freeman's definition is that our definition implicitly incorporates the notion of PTW conversion (see appendix D).
Properties of the spatially averaged neuron.
Equations (1) and (2) are incapable of giving rise to any endogenous oscillation in the h j . This can be seen by noting that equation (2) is critically damped and feeds into equation (1), which is first order. Thus further analysis of these canonical equations is unnecessary. Figure 3 shows the time course of the mean excitatory soma membrane potential h e (t) in response to σ ee (t − ξ) = δ(t), σ ie (t − ξ) = 0, and σ ie (t − ξ) = δ(t), σ ee (t − ξ) = 0. These responses correspond to the mean excitatory postsynaptic potential (EPSP) and the mean inhibitory postsynaptic potential (IPSP), respectively, recorded at the soma. Therefore equations (1) and (2) give rise to solutions phenomenologically similar to those of the non-tapered equivalent cylinder neuronal model of Rall [73] but with the addition of neurotransmitter kinetics and reversal potentials.
Neuronal population input and connectivity
Having defined the central functional component of our model, the modified KO set, we are now able to specify the nature and topology of neocortical neuronal population interactivity. In particular we make the following, well motivated, neurobiological assumptions:
• neocortex consists of two functionally distinct neuronal populations-excitatory and inhibitory, i.e. j, j ∈ {e, i}; • locally (i.e. through intracortical connections) excitatory and inhibitory neuronal populations form all types of feedforward and feedback connection, i.e. i → i, i → e, e → i and e → e; • long-range connections (i.e. via cortico-cortical fibres) are exclusively excitatory and contact both excitatory and inhibitory neuronal populations; • conduction delays associated with intracortical fibres are negligible and • cortico-cortical conduction velocities are sharply peaked about a central value v. Figure 4 illustrates the topology of connectivity in neocortex. σ j j will be made up from impulses generated locally and non-locally in neocortex and from impulses arising extracortically. Thus this coupled with the above assumptions implies that (1) and (2) for σ
. These 'impulse' responses correspond to a mean EPSP and mean IPSP recorded at the soma of an excitatory neuron. t p ee and t p ie are the times-to-peak for the corresponding EPSP and IPSP respectively. Explicit expressions for these quantities can be found in appendix A (equation (46)). For all parameter values refer to table 1.
S j (r, t) is the mean pulse density of cells of type j within some locally defined domain (see figures 1 and 4) centred about r at time t. N β j j (r) is the mean total number of synapses received via intracortical connections by a cell of type j from all cells of type j within the locally defined domain centred about r. p j j represents extra-cortical input of type j to cells of type j and n ej (r, r ) is the mean number of synapses that an excitatory cell within a locally defined domain gives to a cell of type j within the locally defined domain centred about r via the long-range cortico-cortical fibre system. Thus the coarse-grained integral in equation (4) defined over the domain of neocortex, ϒ, is the mean cortico-cortical input excitatory pulse density to a cell of type j at time t within about r. N β j j can be estimated anatomically as [50] mammalian cortex are comprised of two extreme patterns of connectivity [17, 63] . The first pattern we may call isotropic and homogeneous in that all areas connect with nearby areas by a similar (at least in form) connectivity function that is broadly speaking symmetrical and translation invariant. Characteristic length scales are centimetric and are expected to vary systematically with brain size. The second pattern, which is more strongly represented in larger mammals, consists of a set of discrete bundles of fibres joining specific parts of cortex. We may call this pattern anisotropic and heterogeneous. These connections are asymmetric, translation variant and patchy and may span the entire cortex. While such patterns are only known in detail for relatively small areas of cortex and in some mammals, they are expected to be highly species dependent. For both patterns geometrical connectivity matrices derived using a variety of techniques show a clear diagonal dominance indicating that nearby areas are more likely to be connected to each other [96] . In order to systematically incorporate the effects of long-range connections we shall assume for simplicity, for subsequent analytical tractability and in the absence of specific and detailed anatomical data that the cortico-cortical connectivity functions are homogeneous, isotropic and exponential in form, i.e. 
where N α ej is the mean total number of cortico-cortical connections that a cell of type j receives. N α ej can be estimated as
where κ is the fraction of synapses arising from sub-cortical axons and s dendrite j is the mean dendritic intersynapse spacing (which can be well estimated from experiment [17] ). The N β j j and N α ej estimated in this way are meant to provide plausible values of the anatomical connection strengths such that the effects of perturbations in the j j can be explored which are constrained by the empirical data.
It is of value to rewrite the integral in equation (4) as a partial differential equation. The advantage of such a manipulation is threefold:
• most importantly, well known techniques of nonlinear dynamics can be applied to spatially homogeneous approximations of the complete differential theory, which may provide insight into the behaviour of the more veracious continuum equations; • spatially inhomogeneous steady states are easily calculated using standard methods and • the numerical solution of a system of partial differential equations incorporating spatial parameter inhomogeneities, which is clearly of biological necessity, can be performed much more efficiently than solving the corresponding integral equations.
By defining
it is shown in appendix B that φ ej formally satisfies the following infinite set of partial differential equations:
Because these equations contain fractional derivative terms they are not particularly useful.
However it is shown in appendix B that this infinite set of equations can be well approximated by the following single hyperbolic partial differential equation:
ej S e (r, t).
Such an approximation results in the exponential cortico-cortical connectivity function being approximated by a modified Bessel function of the second kind,
Note that d 2 r ρ e (r )n α ej (r, r ) = N α ej and thus the above approximation conserves the total number of synaptic connections made by long-range fibres [78] . Figure 5 compares the modified long-range propagator of equation (13) and the exponential one of equation (7). The advantage of this approximation is that it allows the estimation of ej on the basis of exponential connectivity.
Haken's claim [41] that the corresponding partial differential form for one dimension is universal and is applicable to higher dimensions is not supported by the result of equation (12) . Specifically equation (12) becomes exact in the spatially homogeneous limit (∇ 2 φ ej = 0) and gives rise to a non-divergent and integrable (as the physiology and anatomy demand) corticocortical connectivity function-equation (13) . Applying Haken's form to two dimensions satisfies neither of these necessary conditions (see appendix B for further details). 
Closure of the macroscopic equations-specifying potential to firing rate conversion
It is well known that the pulse rate on an efferent axon is an increasing function of the transmembrane potential at the soma for a neuron. In general it is very difficult to construct input-output relationships for the efferent firing rate as a function of the soma membrane potential because in most instances the functional relationships are nonlinear (threshold, multiple trigger zones), time varying (accommodation, adaptation, time-varying thresholds and refractory effects) and stochastic. Indeed the task of describing the input-output relationships for networks of 10-100 or more neurons, on this basis, would appear to be formidable. However if we are prepared to define any input-output relationships at the spatial scale of a neural mass (defined over some spatial domain ) then many of the difficulties evaporate as any slowly varying time averages (which are used in [94] and [30] neural field formulations) can be replaced by more meaningful and appropriate spatial averages. Thus we shall assume that the mean firing rate of neurons of type j in a local population will be a function of the corresponding mean soma membrane potential, i.e. S j (r, t) ≡ S j (h j (r, t) ). This represents a macroscopic assumption and cannot be simply derived by considering populations of neurons because, as we have previously emphasized, neural tissue is not just composed of neurons. The specification of S j (h j (r, t)) will serve to close equations (1), (2) and (4). We now proceed to specify the relationship between the mean instantaneous firing rate, S j (r, t), of a KO set, and the corresponding mean soma membrane potential h j . By doing so we shall elucidate the major nonlinearity that serves to couple populations of excitatory and inhibitory neurons.
Because we are dealing with reasonably large local populations (between 10 4 and 5 × 10 4 neurons) we can reasonably assume that at any moment in time that the fraction of cells that are above threshold will be equal to the definite integral of a normal distribution. Thus the fraction of cells of type j that are above threshold at time t will be
where the last equation is a standard approximation [4] . It should be emphasized that we have assumed a unimodal distribution for neuronal thresholds simply because there is no compelling experimental or theoretical evidence to suggest that functionally homogeneous neural populations are composed of sub-populations multimodal for firing threshold. The expected fraction that will be refractory at some time t will be [94] 
In the last equation it has been assumed that S j changes insignificantly over the timescale associated with the absolute refractory period, r abs . Based on the independence of a cell being above threshold and being refractory the fraction of cells that are able to fire at time t will be ξ j θ j . It has been shown that once a neuron passes its threshold for firing the relationship between the magnitude of soma membrane depolarization and the neuron firing rate (i.e. the number of pulses emitted per unit time) is approximately linear [19, 33, 40] and thus it is reasonable to assume that the change in the mean population firing rate, dS j , for a change in the mean soma membrane potential, dh j , will be given by
where S max j is the maximum mean firing rate for a population of cells of type j and κ j is a constant of proportionality [33, 40] . By solving the resulting differential equation we obtain
where γ j = κ j (r abs S max j − 1). Note that γ j < 0. Plots of equation (19) for a range of parameters are shown in figure 6 . Because of the temporal and spatial inhomogeneities of cortical neuromodulation and subcortical input, the parameters κ j , S max j ,σ j and µ j might be expected to be functions of space and time. Note that if κ j = √ 2/(σ j (1 − r abs S max j )) the above equation reduces to the more familiar symmetric sigmoid andσ j and thus the upper asymptotes of S j (h j ) will not be independent of κ j andσ j . Specific physiological modulators and determinants of S max j will be
• modulation in axonal impulse conduction (including the appearance of axonal branch conduction block) due to the axon membrane modulatory effects of central neuromodulators e.g. 5-hydroxytryptamine and noradrenaline [59] , GABA and glycine [15, 90] , • axo-axonic (both proximal and distal-presynaptic facilitation/inhibition) connectivity within and between local neuronal populations [23, 70] and • functional interactions between neurons and glia [3] .
Synthesized partial differential formulation
Based on the assumptions of section 2.3 equations (1) and (2) can be rewritten as
where
and
Equations (4) and (5) have been used to define the σ j j in equation (2) and the left-hand side of equation (9), which is substituted into equation (4), is defined by the partial differential equation (12).
Analytical and numerical solutions
We now illustrate the major properties of solutions to equations (23)- (25) . By the appropriate choice of theoretical parameters, on the basis of reported experimental values in animals and humans, solutions are obtained that are consistent with electroencephalographically recorded alpha. Our solutions are subdivided into
• solutions to a modified linearized one-dimensional version of equations (23)- (25),
• direct numerical integration of a spatially homogeneous version of equations (23)- (25) in the absence of long-range cortico-cortical connectivity and • direct numerical integration of a one-dimensional version of equations (23)- (25).
Physiological parametrization
It is to be expected that the behaviour of equations (23)- (25) will be critically dependent upon the values of the model parameters in order for the theory outlined here to be of physiological relevance. Fortunately the values of most of these parameters are able to be constrained by extant physiological and anatomical data. In our theory we have assumed for clarity and simplicity that all of our parameters are time invariant. However it should be noted that in general this will not be the case. Broadly we can characterize parameters into two classes-(i) those that are improperly known, will probably exhibit substantial cellular and areal heterogeneity but are expected to be static, thus we assume that the anatomical connection strengths will remain fixed, as will cortico-cortical characteristic scales and conduction velocities and the timescales of channel kinetics, and (ii) those that are improperly known but are expected to show considerable state, and hence temporal, variability. Thus parameters such as the mean amplitude of the postsynaptic potentials and the membrane time constants will be sufficiently variable to allow substantial parametric variation in the determination and assessment of model dynamics. In order to reduce the dimensionality of the parameter space it is reasonably assumed that γ and are independent of the postsynaptic target, i.e. γ ej = γ e , γ ij = γ i , ej = e and ij = i . Table 1 lists justifiable initial values about which parametric explorations are motivated.
Linearized equations
In order to elucidate some general properties of (23)- (25) and to suggest the dominant contributions to rhythmogenesis these equations are linearized about an equilibrium state (h * e , h * i ). On this basis a transfer function is derived which allows the calculation of a dispersion relationship, the structure of which determines the linear stability of our model cortex for a given parametrization, and the analytical determination of a linear fluctuation spectrum, which can be compared to short-epoch frequency domain EEG recordings. Table 1 . Typical values for anatomical and physiological parameters used in the numerical solutions of equations (23) In order to make quite general the linearization, and to simplify the resulting analytical expressions, it is assumed that
ii based on the similarity in the branching of the dendritic tree of inhibitory (stellate) neurons and the basal dendritic tree of excitatory (pyramidal) neurons [83, 95] ,
• ej = e and ij = i , • ψ ej = ψ e and ψ ij = ψ i and
e. only modulation of excitatory input to the excitatory neuronal population occurs.
To make subsequent analytical calculations tractable the one-dimensional version of equation (25) (equation (64)) is used. The justification for performing the linearization in this manner is as a first step to establishing domains of physiological plausibility of the model equations with necessary (though probably not sufficient) parameters that are experimentally well known. Such an approach forms an important part of the pioneering works of Freeman [32] , Rotterdam et al [81] and Nunez [63, 65] .
Defining the Fourier transform ofĥ j (
and the Fourier transform ofp ee (x, t) as P (k, ω), it is found following some lengthy, but otherwise straightforward, algebraic manipulation that the one-dimensional version of equations (23)- (25) can be written in the frequency and wavenumber domain as
G e will be called the electrocortical transfer function. It is shown in appendix C that a lowfiring singular point (h * e , h * i ) can always be found for any given values of Q e and Q i and thus it is sufficient to explore the behaviour of G e for arbitrary (h * e , h * i ) if it is further assumed that
e ) (which can always be made to be so). Solutions to D(k, ω) = 0 (an eighth-order polynomial in ω) for fixed k define a dispersion relationship, the study of which is equivalent to studying the oscillatory properties of one-dimensional cortex in response to cortical input of the form exp(−ikx)δ(t).
Derivation of a linear fluctuation spectrum.
In the absence of any information to the contrary we assume that modulated excitatory input to the excitatory population, P (k, ω), is temporo-spatially so complicated as to be empirically indistinguishable from white noise, i.e. P (k, ω) = 1 ∀ k, ω. This assumption is similar to the one made by Nunez [63] and Rotterdam et al [81] . On this basis we show that we are able to calculate the spectrum of h e enabling direct comparison with the appropriately recorded scalp EEG.
As shown in appendix D the estimate of the fluctuation spectrum when our electrocortical transfer function, which is assumed to be stable, is convolved with white noise is
where (k) is the Fourier transform of the point-spread function and S 0 is the mean squared amplitude of the subcortical noise driving. The point-spread function represents how the geometry and electrical properties of cortex and/or scalp and the geometry associated with recording (e.g. finite electrode size) transforms the mean soma membrane potential to a recordable potential at the surface of the cortex or scalp. The simplest choice for a pointspread function is that in which averaging occurs over a 'patch' of radius R and in which the resistive and capacitive properties of intervening cortex and/or scalp are ignored, i.e.
where A is a constant. On the application of this point-spread function we obtain the following fluctuation spectrum for our model cortex (see appendix D):
The application of equation (36) assumes that all branches of D(k, ω) = 0 for ω > 0 are stable. Initially singularities at ω = 0 may appear problematic until it is realized that such a divergence for low frequencies implies correspondingly small wavenumbers or long wavelengths, which may exceed the physical dimensions of the brain.
One-dimensional linear solutions.
Equations (27) and (36) allow the parametric investigation of the linearized model behaviour in response to spatio-temporal white noise driving. Figure 7 shows an example of the typical root structure of equation D(k, ω) = 0 (30) in ω over a range of wavenumbers, k. Results have been plotted with −Im (ω) (damping) on the abscissae and Re (ω) (frequency) on the ordinate to emphasize the stability of the solutions and to facilitate comparison with the more common Laplace plane. Of the eight roots only two branches, with Im (ω) > 0, near the origin remain weakly damped under widespread parametric variation. These two weakly damped branches will thus dominate the linear behaviour of the model. In general no analytical results can be obtained for the roots of D(k, ω) = 0 for real k and thus the functional dependence of any roots on physiological and anatomical parameters cannot explicity be obtained. However by performing a Monte Carlo parameter space search (assuming all parameters are uniformly distributed on the intervals given in table 1) the roots of equation (30) that give rise to stable weakly damped (FWHM > 5 for a spectral peak between 8 and 13 Hz (≈50-82 rad s −1 )-see figure 10 ) indicates that ≈1.5% of a 13-dimensional parameter space is populated with electroencephalographically plausible alpha activity. The mean parameter values obtained from 500 randomly chosen parameter sets giving rise to alpha are e = 0.4, see table 1 for all units). Figure 8 shows the effects of variations in Q e and Q i on the two most weakly damped branches of D(k, ω) = 0 (30) . Q e increases from left to right whereas Q i increases from top to bottom. In general, increases in Q e result in reductions in both damping (i.e. −Im (ω) → 0) and frequency (i.e. Re (ω) → 0), whereas increases in Q i result in reductions in damping but increases in frequency, for a given wavenumber. Thus Q e and Q i have similar effects in regulating the stability of linear solutions. This can be clearly seen in figure 8(e) , where increases in Q e (figure 8(i)) or increases in Q i ( figure 8(h) ) give rise to unstable roots (Im (ω) < 0) for high values of k. Figure 8 shows that the values of Q e and Q i that give rise to weakly damped oscillatory behaviour are unstable for low wavenumbers. Thus the θ activity (4-8 Hz, i.e. 25-50 rad s −1 ) evident in 8(e) will only be dominant in a white noise spectrum if all spatially organized input is restricted to wavenumbers greater than 0.512 rad cm −1 (i.e. wavelengths less than ≈12.3 cm). Such conditional stability accompanies most resonant solutions to D(k, ω) = 0 that give rise to physiologically/electroencephalographically plausible oscillatory activity.
The values of Q e and Q i that give rise to oscillatory activity correspond to low-firing-rate states. This can be seen by noting that for r abs = 0 and κ j = √ 2/σ j (see equation (19))
By solving for S j and taking the low-firing-rate root only it is found that
Thus for values of Q j ranging from 0.01 to 1.0 mV s −1 , using the values of S max j andσ j in table 1, the average firing rates, S j , range from 0.04 to 3.56 s By replotting the real and imaginary parts of the roots of figure 8(e) we can gain some insight into the spatial structure of the solutions. Figure 9 shows the real and imaginary parts of these solutions as a function of k, together with an estimate of the white noise spectrum of h e calculated using equation (36) . By examination of figure 9(d) the high-θ (or low-α-see figure 10 ) resonance at ≈48.2 rad s −1 (≈7.7 Hz) corresponds to a phase velocity (ω/k) of ≈77 cm s −1 . Note that the group (dω/dk) and phase velocities both approach 0 as k becomes large. This general behaviour is also typical of resonance activity for other parameter values and frequencies.
The linearized model is also capable of giving rise to resonance behaviour in other commonly identifiable electroencephalographic frequency bands. Figure 10 shows typical examples of such resonant behaviour in the δ (0.3-4 Hz), θ (4-8 Hz), α (8-13 Hz) and β (>13 Hz) bands. The divergence in power at low frequencies indicates instability for long-wavelength (small-wavenumber) modes. Further random parameter space searches also identify plausible parametrizations which give rise to multiple resonance peaks. Figure 11 shows an example of a double resonant peak within the θ band. These theoretical spectra should be compared with the empirical example of figure 12. 
Parameter sensitivity analysis.
Because of the difficulties in finding general analytical solutions to D(k, ω) = 0 semi-numerical methods must be used to determine the dominant parametric contributions to weakly damped roots and to infer the major mechanisms underlying alpha electrocortical rhythmogenesis. Given D(k, ω, p) = 0 (equation (30) 
∂ω * /∂p j will be called the normalized local sensitivity of the root ω * with respect top j . In general this quantity will be complex with ∂Re (ω * )/∂p j p j and −∂Im (ω * )/∂p j p j giving the change in angular frequency and damping respectively of the root ω * for a change inp j of p j . figure 4) . In contrast the parameters that least affect ω * are those associated with global circuit (i.e. cortico-cortical connectivity) excitatory-excitatory and excitatory-inhibitory interactions, i.e. , v, N α ee and N α ei . The conclusion to be drawn from these results is significant. They suggest that, to firstorder approximation, physiologically and electroencephalographically plausible alpha activity is dependent upon the oscillatory activity generated by local circuit inhibitory-inhibitory population loops. Such inhibitory local circuit activity is made experimentally observable by coupling to the adjacent population of excitatory neurons. Thus it is predicted that inhibitory population activity will phase lead excitatory population activity by an amount no greater than ωt p ie /2π rad (see equation (46)). The intuitive basis for such interneuron oscillations is as follows: initially activated inhibitory neurons (due to constant extra-/intracortical excitatory input) give rise to inhibitory neural firings, which, after a loop delay of approximately t p ii , feed back to inhibit and thereby reduce the activity of these initially active inhibitory neurons. Now because the activity of this inhibitory neural population is now reduced the inhibitory population feedback is subsequently weakened and thus, after a loop delay, inhibitory population activity again increases and thus the previous sequence of events can start anew. (41)) of the most weakly damped complex solution of D(w, p) = 0 for 500 randomly found parameter sets that support physiologically and electroencephalographically plausible alpha activity. The real part of the normalized local sensitivity provides a local measure of how sensitive the alpha frequency is to a unit change in a normalized parameter. For further details see section 3.2.3.
In this manner oscillations are generated with a period of O(t p ii ). Freeman [36] discusses such population oscillations in the context of reciprocal interactions between excitatory and inhibitory neurons.
On the basis of these results equation (30) is modified by letting k = 0, = 0 and τ e = 1/γ e = 0 (i.e. excitatory action/activity is much more rapid than inhibitory activity). A Monte Carlo parameter space search (as performed in section 3.2.2) indicates that weakly damped alpha can be obtained with similar parametric support and measure. Appendix E shows that third-order inhibitory-inhibitory feedback is necessary for the existence of weakly damped solutions to equation (30) .
The preliminary application of the methods of this section to random parameter sets supporting δ, θ and β activity suggests different dominant mechanisms may be contributing to such behaviour.
Spatially homogeneous numerical solutions
By investigating numerical solutions to equations (23)- (25) without long-range cortico-cortical coupling (i.e. φ e = φ i = 0 for all x and t) information regarding the dynamical behaviour of locally connected neuronal aggregates can be gained that are free from any assumptions about boundary conditions. Such investigations are further justified on the basis of the results of the linear sensitivity analysis of section 3.2.3, which suggest that alpha electrorhythmogenesis is largely independent of any long-range or 'global' structure. The numerical solutions shown are representative of the dynamical (oscillatory) behaviour found when a random parameter space search, constrained by the physiological ranges of table 1, is performed. The solutions displayed here all show low-firing oscillatory activity within the mammalian alpha electroencephalographic band (8-13 Hz). Integration was performed using a fourth-order Runge-Kutta method with a time step of 1 × 10 −4 s. Power spectra was calculated from averaging 31, Hanning windowed, overlapping (50%) segments of length 131 072 giving a frequency resolution of 0.076 Hz. The resulting spectrum was then smoothed using a three point moving average window. All calculations and plots were done with time series in which the first 5 s were omitted to remove any transient artifact. Figure 15 plots the nullclines (i.e. the locus of points for which the derivatives are zero) of equations (23)- (25) for parameters chosen to exhibit three singular points.Ŝ i = f (Ŝ e ) is the nullcline found by solving the first scalar equation of (23) forŜ i andŜ e = g(Ŝ i ) is the nullcline found by solving the second scalar equation of (23) forŜ e . Because of the inclusion of reversal potentials it can be shown that g(Ŝ i ) is monotonic with no points of inflection for all parameter values, whereas f (Ŝ e ) has at most two turning points. Thus equations (23)- (25) are expected to exhibit only one, two or three spatially homogeneous singular points. Because simple analytical results are not obtainable in order to establish the parametric conditions under which one, two or three singular points occur an extensive parameter space search, over physiologically plausible parameter ranges, has been performed. For most combinations of parameters only a single singular point is evident. A detailed investigation of the properties of these singular points will be deferred to a later communication. Figure 16 shows the behaviour of a locally connected neuronal aggregate in response to white noise driving of the excitatory neuronal population. The initial condition for the (23)- (25) Integration was performed using a fourth-order Runge-Kutta method with a time step of 1×10 −3 s. All calculations and plots were done with time series in which the first 20 s were omitted to remove any transient artifact.
numerical solution was near a low-firing stable (the real part of all eigenvalues of the associated Jacobian matrix less than zero) equilibrium state. The appearance of a sharp (FWHM = 10.14) spectral peak for h e at 11.7 Hz is, in accord with expectation, equal to the imaginary part of the most weakly damped eigenvalue of the associated Jacobian matrix. This resonance falls within the alpha electroencephalographic band (8-13 Hz) and is associated with low firing rates for both excitatory (S e = 1.5-2.5 s −1 ) and inhibitory (S i = 2.5-4.5 s −1 ) neuronal populations. Limit-cycle and chaotic activity are also evident in the numerical solutions of a locally connected neuronal aggregate. Limit-cycle activity (which can be shown to arise via a Hopf bifurcation) is shown in figure 17 , in which similar, phase-locked, oscillatory activity at 9.3 Hz is seen in both excitatory and inhibitory neural populations. The firing rates for both neural populations are between 1 and 15 s −1 . Further, a weak second harmonic can be seen at approximately 18.6 Hz. Different sets of parameter values that give rise to single-and multiplelimit-cycle activity (results not shown) give rise to substantial variation in the magnitude of second and higher harmonics. This numerical result should be compared with the exemplar empirical EEG spectrum of figure 12 .
Under a wide range of parametrization chaotic activity arises. Confirmation of putative chaos was determined by calculating the largest Lyapunov exponent by performing a continuous in-place Gram-Schmidt orthonormalization [22] using the adaptive step-size numerical integrator CVODE [24] . Calculated autonomous activity is shown in figures 18 and 19. Oscillatory activity of the mean excitatory soma membrane potential, h e , is again within the alpha band. Corresponding firing rates for both excitatory and inhibitory neural populations are low, and are between 1 and 15 s −1 . Variations in τ e (figure 18-τ e = 0.1 s, figure 19 -τ e = 0.11 s) give rise to qualitatively topologically different attractors as seen by delay-embedding the respective time series for h e (figure 20). Preliminary calculations, based on the calculation of the full Lyapunov spectrum and using the Kaplan-Yorke conjecture, show that the correlation dimension is significantly different in these two cases. More detailed results are reported elsewhere [26] .
Alpha band point, limit and chaotic activity persist under widespread parametric variation all of which have positive parameter space measure [26] . As predicted by the linear analysis (section 3.2.3) removing inhibitory-inhibitory interactions eliminates all oscillatory activity. Further it is found that inhibitory population activity phase leads excitatory activity by an amount no greater than ωt p ie /2π. The elimination of reversal potentials (i.e. ψ jj ≡ 1) gives rise to non-physiological activity in h j and eliminates all robust chaotic activity.
One-dimensional numerical solutions
Solutions to a one-dimensional version of equations (23)- (25) (see also equation (64)) are shown in figures 21-24. One-dimensional solutions are presented in preference to two-dimensional solutions as the former are free from any analytical approximation and thus serve to justify the subsequent determination of the latter. In addition the patchiness and heterogeneity of the cortico-cortical connections that have been observed in two dimensions collapse down to continuous one-dimensional length fibre distributions [17] . Qualitatively, one-dimensional solutions were largely invariant with respect to null-flux, absorbing and periodic boundary conditions. The theoretical alpha activity was independent of systematic variations in boundary length. Figure 21 shows low-amplitude numerical solutions when the model equations are driven with spatio-temporal low-pass-filtered white noise in which low-amplitude α activity emerges. Like the spatially homogeneous case (figure 16) such alpha band activity is associated with low mean firing rates ( figure 21(b) ). Such low-firing alpha band behaviour is consistent with the results obtained previously by linearization. Despite the use of periodic boundary conditions and the statistics of noise driving being spatially and temporally homogeneous the spectral distribution of power in h e exhibits considerable spatial variation ( figure 21(c) ).
When the mean amplitude and variance of the noise driving the excitatory population is increased a mixed low-amplitude wave, large-amplitude spike, pattern of activity is seen ( figure 22 ). The distribution of intervals between successive spikes exhibits an approximately exponential distribution and thus suggests first-passage behaviour for a system with a fixed threshold driven by noise. These spikes are associated with the regenerative spread of excitation and are annihilating. This is shown in figure 23 for a spike initiated near x = 0 in response to a suprathreshold stimulus at the origin.
For subthreshold impulses the temporal response of excitatory and inhibitory neurons is that of a damped oscillation. Figure 24 illustrates the temporal response of excitatory neurons at x = 0 for two excitatory impulses of differing durations. The form of the damped oscillatory responses resembles the middle and late components found to exist in a variety of cortical event related potentials (ERPs). Of particular note is the notch on the first 'wave' of excitation at about 25 ms. Such a notch is found in average evoked potential recordings from prepyriform cortex when the lateral olfactory tract is stimulated. Freeman [32] has explained this feature Figure 18 . Numerical simulation of equations (23)- (25) table 1 . Integration was performed using the adaptive solver CVODE [24] . All calculations and plots were done with time series in which the first 10 s were omitted to remove any transient artifact. Power spectrum was calculated from a single, rectangular-windowed, time series of 200 000 points at 1 × 10 −3 s resolution. Lyapunov exponent calculations were performed in place using the continuous algorithm of Christiansen and Rugh [22] modified so as to calculate only the largest Lyapunov exponent.
as the result of re-excitation of pyramidal (excitatory) cells by pyramidal cells. This result is the first unequivocal replication of this phenomenon. Work is proceeding to clarify the ability of our theoretical framework to account for the diverse ERP phenomenology.
Discussion
This paper has concerned the detailed elaboration of the simplest model of macroscopic electrocortical activity that is consistent with well known and accepted cortical anatomy and physiology such that major physiological mechanisms of cortical alpha rhythmogenesis may be identified. In doing so it is suggested that a wide variety of electroencephalographic behaviour may be explicable in terms of a model of the dynamics of spatially distributed aggregates of excitatory and inhibitory neuronal populations under the wide range of reported physiological and anatomical parametrization. The results of the linear sensitivity analysis of section 3. (23)- (25) alpha band oscillations on inhibitory-inhibitory population interactions. In general the frequency of oscillation is found to be quantitatively related to 1/t p ii , i.e. to the inverse of the period of the inhibitory-inhibitory loop delay. However it is important to emphasize that such oscillatory activity, while necessarily dependent upon local circuit inhibitory-inhibitory interactions, will be significantly modified by local circuit e → i, i → e and e → e interactions that incorporate reversal potentials (see figure 25) . The general insensitivity of these model alpha band oscillations to long-range cortico-cortical interactions is surprising given the priority such 'global' (boundary-dependent) mechanisms have been given in the contemporary theoretical electroencephalographic literature [41, 45, 65, 66] (see section 4.2). These results serve to further emphasize the importance of inter-neuron networks in the generation of synchronized oscillations (see [89] for a discussion of the genesis of synchronized gamma activity in networks of GABAergic neurons).
Multiple dynamical regimes exhibit alpha band oscillatory activity
It is probably no exaggeration to say that the scalp recordable alpha rhythm (8-13 Hz) and its associated state-related attenuation (also known as 'blocking' or event-related desynchronization) are far and away the most prominent features of EEG recorded in humans. Despite its discovery early in the 20th century [14] a convincing explanation for its genesis, and thus its role in neural information processing, has remained elusive. Further, such oscillatory activity is believed to be much more widespread in cortex (e.g. Rolandic mu and temporo-parietal tau) than first believed due to the initial discovery of the alpha rhythm and its posterior (occipital) dominance [61] . The theories that have been developed in an attempt to explain the origin of the alpha rhythm have generally fallen into one of two categoriesthose that assume that the generalized rhythmic activity of cortical neuronal populations arises from the endogenous rhythmicity of specific cortical or sub-cortical neuronal populations pacing populations of cortical neurons [5, 51, 86] and those that assume that such widespread rhythmicity emerges from the synaptic coupling of distributed populations of excitatory and inhibitory neurons [32, 63, 65] . The former are known as pacemaker theories, the latter as emergent theories. Despite claims to the contrary (for instance, in Arbib et al [6] , p 83, it is confidently stated that 'the ultimate source of neocortical rhythmicity appears to be the thalamus') the relative functional contributions of neither mechanism has been settled. The results of sections 3.2.2 and 3.3 indicate that the theoretical model described herein can give rise to emergent alpha band oscillations in the context of three distinct dynamical scenarios-(i) filtered band-limited white noise and periodic sub-cortical driving, (ii) limitcycle activity and (iii) deterministic chaos. Examples of all regimes can be obtained under conditions of plausible anatomical and physiological parametrization. (23)- (25) (see also equation (64)) driven with spatio-temporal low-pass-filtered white noise (cutoffs at k < 10 rad cm −1 and ω < 200π rad s −1 ) using periodic boundary conditions (total length of 10 cm). (a) h e (0, t) versus t, (b) S e (0, t) versus t, (c) averaged power spectral density of h e as a function of distance. Integration was performed using a one-dimensional implicit finitedifference solver [72, 77] coupled with a fourth-order Runge-Kutta ordinary differential equation solver. Simulation time and space steps were 1 × 10 −5 s and 0.02 cm respectively. Simulation parameters were-e = 0.18 mV, i = 0.37 mV, mean p ee = 2950 s −1 , sd p ee = 820 s −1 , mean p ei = 8437.5 s −1 , sd p ei = 1479 s −1 ; all other parameters the same as table 1. Power spectra were calculated from averaging 17, Hanning-windowed, overlapping (50%) segments of length 2 s. An initial numerical transient has been removed. (23)- (25) in response to an impulse of duration 0.01 s and height 0.1 s −1 at x = 0 for periodic boundary conditions. Note the annihilating regenerative waves of excitation (phase velocity ≈510 cm s −1 ). Also note the discontinuity at the origin is due to the application of the impulse. Parameters were-τ e = 0. (23)- (25) The continued popularity of pacemaker theories is probably due to the largely incontrovertible experimental evidence showing that thalamo-cortical relay neurons, originating within the reticular nucleus of the thalamus, are capable of displaying two quite different oscillatory modes, one at 7-14 Hz (generally centred about 10 Hz) and another at approximately 3 Hz. The 10 Hz mode appears to be generated by interactions between thalamocortical relay neurons and networks of GABAergic interneurons of the reticular thalamus [44] .
Subsequent modelling has provided further evidence for such a mechanism [27, 91] . These alpha band oscillations are seen in scalp-recorded EEG either during the early phases of sleep (sleep spindles) or during light to moderate barbiturate anaesthesia (barbiturate spindles) as confirmed by measurements of thalamo-cortical coherences in animals [13, 53, 87] . However, electrophysiological evidence tends to suggest that these oscillations are not the source of the alpha rhythm seen in a state of wakeful restfulness. This conclusion is based on the combined findings [53, 57] that thalamo-cortical coherences are usually lower than corticocortical coherences when recorded from awake animals, and that barbiturate and sleep spindles differ from awake alpha in cross-spectral measurements and topographic distribution. While these results tend to contradict the notion of unique thalamic pacemakers the recent work of Robinson et al [79] suggests that some form of reverberant thalamo-cortical activity may contribute to the genesis of some types of correlated multiple-band EEG activity.
The results of the linear analysis (section 3.2.2), as verified by subsequent numerical solutions (sections 3.3 and 3.4), suggest one possible condition for the appearance of electroencephalographic alpha as a consequence of sub-cortical pacing, namely that there exists a cortical resonance at one or more of the subcortical driving frequencies. Thus pacemaker theories may be considered as special cases of emergent theories in which sub-cortical driving, instead of being solely broad-band noise (see below), is predominantly periodic in character.
Two emergentist accounts of alpha electrorhythmogenesis have been influential, both receiving only at best equivocal empirical support. One account, first proposed by Prast [71] , considers the EEG as a narrow-band filtered stochastic signal, the filter properties being set by the state of the intervening cortex. Nunez [63, 65] and Lopes da Silva [52, 81] have subsequently developed linear theories in which cortex acts as a narrow-band filter to sub-cortical spatiotemporal brown noise driving. The second account, originally proposed by Wiener [92] , is that the EEG, and in particular the alpha rhythm, is a deterministic process resulting from the activity of coupled nonlinear oscillators. This nonlinearity is expected to manifest itself in the EEG as limit cycle or chaotic activity. While not a model of mammalian alpha, Freeman's model of neuronal population activity in the olfactory bulb probably represents the most physiologically detailed, and potentially successful, theory based on an account of this nature [32] [33] [34] [35] 37] .
Empirical evidence in support of the hypothesis that chaos is important in the rhythmogenesis of the mammalian EEG is uncertain. The high expectations generated by early reports of low-dimensional chaos in the EEG during slow-wave sleep and epilepsy [8] [9] [10] [11] [12] have, over the intervening years, given way to more sober reflections regarding the technical and epistemological difficulties in trying to separate deterministic processes from a background of noise. Initial estimates of the correlation dimension (D 2 ) of single-channel scalp alpha rhythm EEG ranged from 2.4 to 7.7 [28, 49, 75] . However the majority of later, and more careful, analyses have found that, except for short bursts of subdural and scalp-recorded EEG, the alpha rhythm is indistinguishable from linearly filtered white noise [54, 69, 74, 85] . For example Stam et al [85] , using a nonlinear prediction statistic, concluded that while the alpha rhythm is a heterogeneous dynamical entity of 480 2.5 s occipitally recorded artefact-free EEG epochs from 60 subjects only 1.25% contained evidence of an underlying nonlinear process. The remainder (98.75%) could not be distinguished from filtered noise. Such conclusions may not apply to cortical magneto-encephalographic (MEG) recordings as Kelso et al [48] have argued, based on a phenomenological description of human MEG, that the brain may display trajectories characteristic ofŠil'nikov chaos. Paluš [69] has concluded that the existence of low-dimensional chaos in mammalian EEG is probably a rather rare event, and that in noisy deterministic systems, such as the brain, 'measures of chaos' do not quantify chaos but rather reflect the statistical properties of the data sets. Rapp [74] has succinctly summarized the state of knowledge regarding the case for the existence of chaos in the EEG by concluding that 'the body of evidence in support of this conclusion continues to decrease as analytic methods improve'. Sections 3.2.2, 3.3 and 3.4 have shown alpha band activity arising in the context of both filtered white noise and chaos. However, based on the empirical findings, the latter activity needs to be investigated in circumstances where there are random temporal fluctuations in both model input (p ee , p ei ) and the associated parameter values [48] .
Attempts to ascertain whether some form of nonlinearity is important in the rhythmogenesis of the alpha rhythm have met with slightly more success. It is well known that recordings of scalp, and in particular subdural, EEG exhibit nonlinear components, namely higher (phase consistent) harmonics of the fundamental (usually alpha) [55, 56] . Such behaviour is the hallmark of a nonlinear oscillator. Numerical solutions to our theoretical equations show that uni-periodic (figure 17) and multi-periodic limit-cycle (not shown) neuronal population activity can emerge under conditions of physiologically plausible parametrization. In a recent set of experiments Gebber et al [39] have shown how the alpha rhythm recorded from the scalp overlying the human occipital cortex is able to be entrained to the second and third harmonics of low-frequency light flashes. Such entrainment however did not occur when the frequency of the second or third harmonic of the low-frequency light flashes deviated by more than 1.5-2.0 Hz from the 'free-running' (i.e. spontaneous) alpha rhythm. The inference to be drawn from this result, together with the assumption that human alpha is generated by a nonlinear mechanism, is that the mantle of cortical neurons is unable to be paced by external stimuli unless they are already capable of oscillating at or near the paced frequency. These findings coupled with our results suggest that the existence of subcortical pacemakers is neither necessary nor sufficient for an explanation of electrocortical rhythmicity. Thus both the linearized and full nonlinear theories presented here suggest that pacemaker theories are best considered as special cases of emergent theories.
Model comparisons
Mathematically the theory presented here resembles a number that are already well described in the literature. The most important of these are the theories/models of Jirsa and Haken [45] , Nunez [63] [64] [65] , Robinson et al [76, 78, 80] and Freeman [32] [33] [34] [35] 37] . The first three are notable in that they all include macroscopically long-range excitatory → excitatory corticocortical connections. Further, both Jirsa and Haken and Robinson et al develop one-and two-dimensional partial differential descriptions, respectively, for long-range excitatory → excitatory cortico-cortical connectivity, that are identical in form, but differently parametrized, to equations (64) and (12) . Interestingly none of these three models explored the consequences of including long-range excitatory → inhibitory cortico-cortical connections, which are known to exist and are essential for cortical stability. All three theories/models have also explored the effects of boundary conditions on predicted electrocortical dynamics. Nunez has concluded that periodic (evanescent) boundary conditions are those that are most consistent with the topology of mammalian cortex [63] . In a linearized theory of EEG Nunez [63] [64] [65] has argued that the consequence of the imposition of periodic boundary conditions is to select out standing modes of alpha due to the weak temporal, and hence spatial damping, of the associated resonance. Thus, assuming a linear dispersion relationship (i.e. w = vk), Nunez expects the peak alpha (ω = 2πnv/L, n = 1) to decrease with increasing boundary length, and thus head size. While the results of our linearized model (equations (27)- (30)) suggest the possibility of standing modes for alpha because of the existence of a sharp resonance (e.g. figure 9 ), the concave nature of the dispersion relationship ( figure 9(d) ) suggests that only small variations in peak alpha will occur with increasing boundary length, and thus head size. Further one-dimensional numerical solutions (results not shown) have shown no systematic dependence of peak alpha frequency on boundary length. Thus our model indicates that alphalike activity arises principally from local circuit activity via both linear ( figure 16 ) and nonlinear mechanisms (figures [17] [18] [19] .
The theory of Jirsa and Haken, and the original theory of Nunez [63] , assume that local circuit activity is linearly related to the activity induced by cortico-cortical connectivity. More recently Nunez [65] , and Robinson et al [78] have addressed in some detail this assumption. Nunez has included local circuit activity in a manner similar to the early linear theory of Rotterdam et al [81] in which local (and thus short-range) excitatory → inhibitory, and inhibitory → excitatory connections are included. However, unlike our theory, local excitatory → excitatory and inhibitory → inhibitory connections have not been dealt with, nor have the consequences of reversal potentials been included. Robinson et al [78] have developed a theory in which the topology of connectivity is similar to ours; however, they have assumed that action potentials from excitatory and inhibitory neuronal populations induce postsynaptic potentials which, except for sign, are identical. This amounts to conflating the postsynaptic mechanisms responsible for transmitter-activated transmembrane ion flow. No significant alpha resonance is present in either linearized or numerical solutions [78] to their model equations.
In contrast to the previous models/theories, Freeman's [20, 21, [32] [33] [34] [35] 37] approach to describing and explaining the dynamics of aggregates of neurons is unusual. Motivated by the desire to explain the electrocortical dynamics of olfactory bulb and prepyriform cortex he has developed a hierarchy of neural interactedness-the well known K set hierarchy. The K set hierarchy defines a sequence of ever more inclusive neural populations, based on functional and anatomical connectivity. The simplest set is a KO set-a noninteractive, spatially circumscribed, population of functionally equivalent neurons. A KO set in which there is dense functional and/or anatomical interaction is called a KI set. Two functionally distinct (e.g. excitatory and inhibitory), though not necessarily spatially distinct, KI sets interacting by all possible combinations of feedback and feedforward connections is called a KII set. The neurons enclosed by the dotted box, our cortical 'macrocolumn', in figure 4 correspond to a KII set so defined. The K set hierarchy can be logically extended ad infinitum, though Freeman never seems to go beyond KIII sets-one or more spatially distinct KII sets interacting by all possible combinations of feedback and feedforward connections. The KIII set forms the topological basis for Freeman's model of the mammalian olfactory system and underlies his theoretical explorations into macroscopic neural dynamics. While Freeman did not explicitly assume a spatial continuum in the definition of the KIII set, we can see from figure 4 and equations (23)- (25) how spatial continuity is naturally incorporated as part of its definition. Thus we may summarize the topology of our model by labelling it a spatially continuous KIII set. Among the predictions of Freeman's model is the anticipated emergence of chaotic dynamics in distributed, densely connected, populations of excitatory and inhibitory neurons in which excitatory neural population activity will phase lead inhibitory neural population activity by π/2.
Predicted population activity phase differences
A detailed analysis of the phase relationships between inhibitory and excitatory neuronal population activity for parameter sets (n ≈ 70 000) supporting low-firing-rate alpha limit cycles (e.g. figure 17(d) ) reveals that the mean phase difference between inhibitory and excitatory population activity is of the order of 0.002 rad (inhibitory activity leading), which is less than ωt p ie /2π (see section 3.2.3). This result is inconsistent with Freeman's prediction of a π/2 phase lag of inhibitory population activity with respect to excitatory activity on the basis of dominant reciprocal excitatory-inhibitory interactions [35, 36] . In the linearized model the phase difference between local excitatory and inhibitory populations could have been explicitly calculated as θ (k, ω) = Arg (G i (k, ω) ), where G i is the transfer function relating inhibitory activity, H i (k, ω), to excitatory activity, H e (k, ω) (assuming only excitatory driving to the excitatory population). G i is easily obtained by considering the linearization of a onedimensional version of equations (23)- (25) . However, because inhibitory population activity is not easily resolvable at the level of scalp or cortex, comparisons between model and empirical phase relationships will be better assessed by determining/calculating the relative phase of EEG/h e with respect to a periodic driving stimulus, for instance as can be done using the steady-state visually evoked potential [84] .
Predicted pharmacological effects on experimental alpha
In addition to suggesting necessary conditions for alpha electrorhythmogenesis the theory outlined is able to make relatively specific predictions regarding the effects of the pharmacological manipulation of inhibitory neurotransmission on experimental alpha.
The primary mechanism of action common to many halogenated (e.g. halothane, isoflurane) and non-halogenated general anaesthetic (GA) agents is the prolongation of the duration of IPSPs [31] . In our model GA effect would thus correspond to reductions in the inhibitory rate constant γ i [88] . The sensitivity analysis of section 3.2.3 demonstrated that ∂Re (ω * )/∂γ i > 0 and −∂Im (ω * )/∂γ i < 0 and thus reductions in γ i should be accompanied by increased amplitude and reduced frequency alpha activity. This is illustrated in figure 26 for a weakly damped conjugate pair of roots of equation (30) . Sinusoidal variations in inspired halothane concentration are accompanied by sinusoidal variations in peak alpha frequency with higher concentrations of inspired GA associated with smaller alpha frequencies [63] .
Fast central inhibitory neurotransmission is mediated by GABA binding to heterogeneous postsynaptic GABA A receptors. Benzodiazepines (BZs) (e.g. diazepam, midazolam) are well known to act as positive allosteric modulators of the GABA A /BZ receptor complex agonists [7, 47, 58] . In our model the effect of such modulation could simply correspond to increases in i (the peak amplitude of an IPSP) and thereby Q i (inhibitory population sensitivity). The sensitivity analysis of section 3.2.3 demonstrated that ∂Re (ω * )/∂Q i > 0 and −∂Im (ω * )/∂Q i > 0 and thus increasing i should be accompanied by increased amplitude and increased frequency alpha activity (see figure 26) . It is well known that BZs in a dosedependent manner decrease alpha and increase low beta (13-16 Hz) activity [18] .
These predicted electroencephalographic effects of GAs and BZs should be contrasted with the predictions made for linearized Wilson and Cowan or Ermentrout and Cowan models (which amount to a classical second-order linear system with damping) in which oscillatory amplitudes decrease when inhibitory neurotransmission is enhanced.
Cell assemblies, cell assembly ignition and local stability
Hebb's original proposal [42] of 'cell assemblies' as the carriers of meaning within cortex was based on the 'ignition' or activation of distributed cortical populations of neurons. Rather than the activity of single neurons being the arbiter of the 'things' or 'events' of our experience, or the articles of our expression, he hypothesized that it was the distributed activity in distinct populations of neurons that serves and signifies such meaning. The populations are hypothesized to be formed as the result of locally correlated neural activity ('Hebbian learning') and activated due to the rapid spread of activity to all members of the assembly due to powerful and widespread excitatory connections. Many authors have argued [36, 37, 48, 60] Re(ω) Im(ω) Figure 26 . Illustration of the predicted effects of a change in the locus of a weakly damped root of equation (30) to changes in inhibitory neurotransmission effected by BZ and GA. that the physiological consequence of this is that the brain is poised on the brink of instability such that it can switch flexibly and coherently from one state to another. The results of the linear analysis (section 3.2.2, in particular figure 8 ) and the one-dimensional numerical solutions (section 3.4) may be interpreted as suggesting that the alpha rhythm is a dynamical state characterized by marginal local linear stability, which for large fluctuations gives way to the rapid, nonlinear, spread (see figures 22 and 23) of excitation. Such threshold-like behaviour may correspond to the 'cell ignition' originally proposed by Hebb and subsequently developed by other authors [2, 16, 67, 68] as this threshold behaviour is sensitively dependent (results to be reported elsewhere) on model parameter values, in particular e and i , and model input. Sustained spike-like activity may correspond to a physiological state of epilepsy.
Model extensions and further analysis
The numerical results presented here are preliminary and need to be extended to two dimensions in which it is expected that complex geometric patterns will emerge. In particular corticocortical connectivity functions incorporating some form of limited systematic heterogeneity (see section 2.3) need to be investigated in a manner similar to that performed by Jisra and Kelso [46] in the context of detailed and specific anatomical data. A systematic parameter space search, together with a spatially homogeneous bifurcation analysis is needed to fully characterize the local circuit equations (23)- (25) and to suggest interesting parameters for the further numerical investigation of one-and two-dimensional formulations.
The theory, as exemplified by equations (23)- (25), allows a number of natural (as opposed to ad hoc) extensions. Parameter inhomogeneities, which are expected to give rise to anisotropies due to the strong coupling of local and cortico-cortical circuits, are easily added to the equations derived if gradient information is ignored and areal variations occur at characteristic scales large compared to numerical discretization. Further spatial inhomogeneities, particularly in e (mean single excitatory postsynaptic potential amplitude), may be introduced, as a consequence of ongoing network activity, by the inclusion of bulk correlational synaptic modification. Rather than the synaptic strengths between individual neurons being independently modifiable, the mean postsynaptic potential amplitude will be modified as a function of the product of mean pre-(φ ej ) and postsynaptic (S j ) activity, i.e. φ ej (t)S j (t). Additional spatial scales of neuronal population interaction and/or mean interaction conduction velocities are easily included by augmenting equations (23)- (25) with equations of the form of equation (12) such that the pseudo-potential φ j j (equation (9)) is redefined to be φ j j = k φ k j j , where k is an index [78] . Extensions to a continuous distribution of spatial scales and conduction velocities is the subject of current work. The issue of cortical lamination can be most profitably addressed, within this theory, by considering more than two local neuronal populations, and thus it is of no value to generalize equations (23)- (25) to three dimensions.
While the theory developed here is a mean field one, it is reasonable to transform these deterministic partial differential equations into a set of stochastic differential equations (SDEs) by incorporating noise terms (parametric and input) into the equations of motion for h e,i . Initial development of such SDEs has already occurred in the context of a theoretical model for general-anaesthetic-induced electrocortical phase transitions [88] . Figure 12 was generated from experimental data provided courtesy of Mr Arron Veltre (School of Biophysical Sciences and Electrical Engineering, Swinburne University of Technology, Hawthorn, Australia). Professor Matthew Bailes (Director, Swinburne Center for Astrophysics and Supercomputing) graciously provided timely computational support. Dr Moira Steyn-Ross and Ms Lara Wilcox were kind enough to check all derivations. Dr Alistair Steyn-Ross acted as a most thorough, and at all times gracious, critic of the theoretical development contained herein. MPD was supported by an Australian Research Council Postgraduate Award.
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Appendix A. Population cable delays and neurotransmitter kinetics
In order to clarify the dependence of γ j j on passive dendritic properties and cable delays equation (2) is rewritten as
with γ j j now being defined as γ j j =γ j j /(1 + α j jγj j ) whereγ j j is the mean rate constant associated with neurotransmitter kinetics of type j . α j j is related to the passive cable properties of neurons of type j such that a mean cable delay t d j j is defined as the solution to
which can be solved in terms of inverse functions to give
where W(n, x) is the nth branch of Lambert's W-function [25] . W(n, x), also known as the omega-function, satisfies
This function is implemented in both Maple (W) and Mathematica (ProductLog).
This last equation identifies a Green's function as
As the current model is formulated for an isotropic two-dimensional sheet a differential operator, D is sought such that
By defining the Fourier transform in r and t as
the Fourier transform of equation (56) is
where we have used the time-shifting property of the Fourier transform to obtain the second line, in the third line we have transformed to polar co-ordinates, in the fourth line we have evaluated the integral over θ using standard integral tables with J 0 being the Bessel function of the first kind and in the final line we have again used standard integral tables to obtain the result. By identifying iω ↔ ∂/∂t, ω 2 ↔ −∂ 2 /∂t 2 and k · k =↔ −∇ 2 we note that a power series expansion of equation (59) formally results in an infinite number of differential terms and is thus not useful in its current form. Therefore, as a first approximation we seek a rational approximation, R(k, ω), for equation (59) , i.e. (60) where M, N specifies the order of the numerator and denominator. The coefficients a n (ω) and b n (ω) are determined by requiring
R(k, ω) =
In order to simplify subsequent numerical implementations the simplest rational approximation consistent with a mixed-order partial differential equation is chosen, i.e. M = 0 and N = 2. Higher-order approximations could be chosen. By solving M + N + 1 equations a zero-order in numerator and second-order in denominator rational approximation in k about k 0 = 0 for
Thus by identifying the corresponding derivative terms in the above expression it can be seen from equations (51), (53) and (54) 
The inverse Fourier transform of equation (62) 
where r ∈ R 2 and H(·) is the Heaviside step function. A modified long-range propagator (cortico-cortical connectivity function) is given by ∞ 0 dtĜ ej (r, t) (see equation (13)). Assuming as Haken [41] does that equation (64) 
which can easily be seen to diverge when integrated over time. Thus Haken's assertion that equation (64) can be generalized to two dimensions does not lead to finite cortico-cortical interactions.
Appendix C. Arbitrariness of singular points for a given Q e and Q i
In this section we show that a low-firing-rate singular point (h * e , h * i ), not necessarily unique, can always be found for a given (Q e , Q i ). From equations (23)- (25) 
for given Q e and Q i the low-firing S j are given as (see equation (38) )
Thus by using equations (67) and (68) where S * j is from equation (69) . By letting all the anatomical connectivities vanish and allowing one of the p jj = 0 this result also provides the analogue of Freeman's [32] PTW transduction function (PTWTF) for a KO set using the parameters of table 1. Figure C. 1 compares the PTWTF of equation (70) with that of Wilson and Cowan [93, 94] and Freeman [32] .
Appendix D. Derivation of an estimator for a white noise fluctuation spectrum
It is reasonable to expect the potential recorded at some site on the scalp or cortex to be of the form 
where h e (x, t) is the mean soma membrane potential at x at time t in response to cortical driving and ψ(x) is a real-valued point-spread function. However we shall assume that X = 0 and thus instead write
Let G e (x, t) be the spatio-temporal cortical impulse response (i.e. the inverse Fourier transform of equation (28)) then
where n(x, t) is a cortical driving function. Thus (t) can be rewritten as 
Our goal is to determine the spectrum of (t), which will by definition be given by
S(ω) = F[R(τ )]. R(τ )
is the auto-correlation function for (t) (where it is assumed that (t) is ergodic and stationary) and is given as
Thus using equation (75) We now assume that n(x, t) is spatially and temporally uncorrelated white noise, and thus
E[n(x , t )n(x , t )] = S o δ(x − x )δ(t − t ).
Thus
substituting T = t − t and assuming thatG e (x , T ) → 0 sufficiently rapidly as |T | → ∞, R(τ ) can be rewritten as
The Fourier transform of the above equation, assuming temporal homogeneity, together with Parseval's theorem gives
This can be simplified by noting that 
which by the reversal theorem gives
Thus the estimate of the spectrum of (t) is given as
For the point-spread function of equation (35 
From equations (27) and (28) 
with the parameters α, β, γ and δ being given as
Thus from equations (85) and (87) 
This can be solved by integrating in the complex plane, and using the residue theorem, to give equation (36) .
Appendix E. Reduction of equation (30) to a local circuit inhibitory-inhibitory loop
Based on the results of the sensitivity analysis of section 3.2.3 D(k, ω) (equation (30)) can be simplified by assuming that k = 0, (iω + η e /τ e ) → η e /τ e , (iω + γ e ) 2 → γ for D(ω) = 0 and thus weakly damped oscillatory activity can never be obtained by first-or second-order inhibitory-inhibitory loops.
