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ABSTRACT
Climate classification plays an important role for the identification of homogeneous groups of climates, from which
representative locations can be extracted and used for building energy simulation analyses. Nevertheless, according
to the current state-of-the-art, the main reference systems consider just a fraction of those weather quantities which
are relevant in the building energy balance, i.e., ambient temperature and humidity and solar radiation. To overcome
this issue, in previous researches a new methodology was defined, based on monthly series of weather quantities,
statistical analyses and data-mining techniques for climate clustering. In this work, with the aim of further developing
such approach, a shorter time-discretization of weather quantities, i.e., a weekly discretization, was tested, alongside
additional variables describing the daily range of ambient temperature and humidity. In order to investigate the
potential of those modifications, a dataset with more than 300 European reference climates was analyzed and
subdivided into climate classes according to the proposed clustering procedure.
1. INTRODUCTION
An accurate climate zoning is particular important for policy makers, when it comes to define effective strategies for
building energy retrofitting or minimum energy performance requirements for new buildings. Indeed, a poor climate 
classification can undermine the efficacy of energy savings strategies or bring to requirements difficult to comply with
by professionals, companies and public administrations operating in the building sector. Typical classifications
adopted in several countries worldwide are based on heating – and sometimes cooling – degree-days or temperature-
based quantities (Walsh et al., 2018 and 2019). For example, popular climate classifications are the Köppen-Geiger
system (Peel et al., 2007) and the one based on the ANSI/ASHRAE 169 (ASHRAE, 2013), which account also for
precipitation in order to group the different climates. Other weather variables, like humidity and solar irradiance, are
rarely included in climate zoning, even though they play a significant role on building energy balance and
performance.
In order to discuss the suitability of the climate zoning methods according to the state of the art and overcome their
limitations, a new weather-based classification approach was proposed in previous works (Pernigotto and Gasparella,
2018; Pernigotto et al., 2019). Specifically, all weather variables relevant for building energy balance were accounted
for, i.e., dry bulb temperature, water vapour partial pressure, solar global horizontal irradiation, and processed by
6th International High Performance Buildings Conference at Purdue, May 24-28, 2021
 
   
 
         
           
            
              
            
             
            





             
       
          
           
           
          
              
           
   
              
            
                
           
              
              
          
 
          
        
        
       
 
   
 
   
 
   
  
   
 
  
   
   
 
  
    
   
 
     
 
   
 
    
  
   
 
    
   
   
 
    
   
   
       




means of Hierarchical Clustering. Involved quantities were analyzed on a monthly basis and characterized through
annual averages and spreads of monthly series, in a fashion similar to the Köppen-Geiger system. Although achieved
results were found promising, the adopted time discretization brought to loss of information which may be significant
for the design of high-performance buildings, such as the variability of weather quantities within each day.
With the aim of further assessing the proposed climate classification and possibly adding improvements, on one hand
a weekly time discretization of variables was tested while, on the other hand, statistics able to describe also the daily
ranges of the weather quantities were considered as inputs for the Hierarchical Clustering.
2. METHODOLOGY
2.1 Dataset of climates
The analysis performed in this work exploited the same dataset of climates considered in (Pernigotto et al., 2019).
Specifically, all European weather files available in EnergyPlus online weather database 
(https://energyplus.net/weather) were considered except for the Italian climates. Indeed most of Italian weather files
included in the EnergyPlus online database refer to the IGDG series, i.e., they were developed from multi-year series
collected in the period 1951-1970 and are now outdated. Consequently, the most recent weather files, published by
the Italian CTI (Comitato Termotecnico Italiano, https://try.cti2000.it/) and in agreement with the Italian technical 
standard UNI 10349-1:2016 on weather data for energy calculations, were preferred. For the other European countries,
when more than a weather source was found for the same locality, the International Weather for Energy Calculations
IWEC files were selected.
As a whole, 318 typical or reference years were included in the analysis. Table 1 and Figure 1 show, respectively, the
distribution of the considered locations according to 11 different Köppen-Geiger climatic classes and their position
on a map of Europe. Dfb (cold climate without dry season and with warm summer, in central and eastern Europe),
Csa (temperate climate with dry and hot summer, in the Mediterranean areas), and Cfb (temperate climate without dry
season and with warm summer, in western Europe) are the three most populated climate classes, with respectively
29.2 %, 23.6 %, and 17.9 % of the dataset. For further details regarding homogeneity and overlapping of the Köppen-
Geiger climatic classification applied to this sample, see (Pernigotto et al., 2019).
Table 1: Distribution of the dataset of climates according to the Köppen-Geiger classes
Köppen-Geiger class Description Number of locations Fraction of the sample
BSk Arid cold steppe climate 14 4.4 %
BWk Arid desert cold climate 1 0.3 %
Csa








Temperate climate without dry season
and with hot summer
49 15.4 %
Cfb
Temperate climate without dry season
and with warm summer
57 17.9 %
Dsb












Cold climate without dry season and
with cold summer
11 3.5 %
ET Polar and tundra climate 1 0.3 %
Total 318 100 %
6th International High Performance Buildings Conference at Purdue, May 24-28, 2021
 
   
 
         
 
 
           
           
  
 
           
        
          
           
            
          
           
             
                  




              
              
               
             
              
              
               
               
            
           
           
          
 
3666, Page 3
Figure 1: European map showing the position of the considered locations in the Köppen-Geiger climate classes 
(Pernigotto et al., 2019; prepared with QGIS v. 3.4.2 based on the Köppen-Geiger GIS climate map by NASA 
ORNL DAAC)
Adopting the same approach as in (Pernigotto and Gasparella, 2018; Pernigotto et al., 2019), the focus was put on
those weather variables considered the most significant in the building energy balance, i.e., ambient temperature and
humidity, and solar radiation. Respectively, ambient temperature was expressed as dry bulb temperature DBT, air
humidity as water vapour partial pressure WVP, and solar radiation as global horizontal solar radiation GHI. While
DBT and WVP were defined as average values, GHI was integrated over the considered time period, i.e., with monthly
discretization. As explained in previous researches, wind speed was neglected due to representativeness issues
incompatible with the goals of this analysis. Furthermore, considering the different number of weather files available
for the different European countries in the dataset (see Figure 1), in particular with the majority located in Italy (110
locations equal to 34.6 % of the sample), in Poland (61 equal to 19.2 %) and in Spain (46 equal to 14.5 %), geographical
distances and altitudes were not considered as variables for clustering. In such a way, uneven distributions of localities
did not affect the classification.
2.2 Climate clustering
In previous researches (Pernigotto and Gasparella, 2018; Pernigotto et al., 2019), preliminary analyses required for
climate clustering were performed for each location, considering a series of 12 monthly values. These series were used
to determine annual average and spread of monthly values for each weather quantity, as in Figure 2 (left). Then, these 
statistics were normalized and used as inputs for a Hierarchical Clustering, chosen for its ability to allow for a climate
classification without the need of a predefined number of groups, as it is, for instance, in the k-means approach. Classes
were identified with the goal of enhancing group homogeneity and avoiding overlapping, assessed respectively by
means of standard deviations and mean values of the annual averages and spreads of DBT, WVP and GHI.
Even if the clustering can be performed for each weather quantity at a time (e.g., for dry bulb temperature), a more
meaningful classification was found including all of them in the procedure. Moreover, each quantity was given the
same relative importance, without any predetermined hierarchy. Although clustering can be repeated in multiple steps
to run sub-classification, the study of the dendrogram characterizing the Hierarchical Clustering was recommended to
target potential subdivisions when useful to increase group homogeneity and reduce the risk of overlapping.
6th International High Performance Buildings Conference at Purdue, May 24-28, 2021
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Figure 2: Annual average and spread for DBT and WVP in a given location (left); example of a class of climates to
identify its homogeneity (right)
2.3 Modifications to the proposed methodology
As explained in the introduction, this work wants to further improve the proposed procedure for climate classification
to get distinct groups with homogenous weather conditions, suitable to identify representative locations and to run
building energy simulation studies to ease the definition of regional or national energy policies. With that goal in
mind, it was decided to discuss if (1) a different time discretization of the input data series can improve clusters’
uniformity, and if (2) an alternative definition of weather quantities, based on metrics assessing daily ranges, can lead
to a different classification.
In order to investigate the first goal, instead of a series of 12 monthly values, 52 weekly values were used as inputs. It
was assumed that each typical year begins conventionally with the first day of the week, Monday, and the last day of
the year was included in the calculation of the previous week average value. The procedure was either repeated as in
Section 2.2, i.e., with (A) annual averages and spreads of weekly weather quantities, and considering also different
statistics. Specifically, in order to account for the fact that weekly series are more sensitive to extreme or anomalous
input data, which can affect the calculation of overall statistics like spreads as well, alternatives were tested. In details, 
the clustering procedure was applied also working with (B) annual averages and standard deviations of weekly
weather quantities, and with (C) annual averages coupled with minimum and maximum values in the weekly series 
weather quantities. All three approaches share a statistical variable, i.e., the average, which is clearly the same as in
the case of monthly DBT and WVP series due to the properties of the arithmetic mean. To determine if a shorter time-
discretization of the input data could be beneficial for the procedure, homogeneity of climate classes was expressed
in terms of standard deviations of weather statistics and compared with those found in (Pernigotto et al., 2019). Both
partial clusterings, with all considered statistics for a single weather quantity at a time, and global clusterings were
analysed for a more comprehensive understanding of the findings.
As regards the second goal, the original methodology with monthly series of weather quantities was applied.
Nevertheless, along with monthly averages of DBT and WVP, also those of daily ranges of the same quantities, 𝐷𝐵?̂? 
and 𝑊𝑉𝑃 , were included. As regards the solar radiation, the monthly GHI integrals were analysed without anŷ 
additional metrics. For all considered weather quantities annual averages and spreads were calculated, normalized
and used as inputs for the Hierarchical Clustering. Besides the qualitative comparison of the obtained climate classes
with those in (Pernigotto et al., 2019), standard deviations were discussed as well. Again, for sake of completeness,
both partial and global clusterings were performed.
3. RESULTS AND DISCUSSION
3.1 Impact of time-discretization of input weather data series
To discuss the impact of time-discretization of the weather inputs on the results of the climate classification, both
partial and global clustering were performed. As indicated in Section 2.3, three alternative sets of statistics were 
considered (i.e., A – averages and spreads, B – averages and standard deviations, C – averages, maximum and
minimum values). The number of groups was fixed to 7, as in (Pernigotto et al., 2019), for both partial and global 
clusterings. Very different dendrograms were obtained in partial clusterings, highlighting the importance of the chosen
weather statistics, as it can be seen for instance in Figure 3 for the global clusterings. Nevertheless, for both (A) and
(B) 7 groups were identified at a height in the dendrogram around 0.5 for partial clustering and at a height of 1 for the
global one, similarly to what found in the previous studies. Regarding (C), instead, slightly higher heights were 
6th International High Performance Buildings Conference at Purdue, May 24-28, 2021
 
   
 
         
               
             
           
                        
                     
                     
                      
                 
 
             











(A) G lobal Hierarchical C lustering 
(B) G lobal Hierarchical C lustering 
(C) G lobal Hierarchical Clustering 
3666, Page 5
observed, respectively around 0.7 and 1.2, for partial and global clustering. This can be associated to the higher number
of variables included in the Hierarchical Clustering, i.e., 3 and 9 instead of 2 and 6.
The selection of weather statistics influenced also the distribution of the locations in the different classes. For instance,
partial clustering (A) led to groups ranging from 4 to 91 elements for DBT, from 8 to 98 for WVP, and from 15 to 71
for GHI. The size of groups from partial clustering (B), instead, is between 3 or 4 and 130 elements for DBT, 6 or 7
and 138 for WVP, and 11 and 80 for GHI. Finally, partial clustering (C) generated groups with from 3 to 101 locations
for DBT, from 19 to 104 for WVP, and from 7 to 58 for GHI. In case of global clustering, the minimum group size is
12, 24, and 15, and the maximum one 90, 94, and 68, respectively for (A), (B), and (C).
Figure 3: Global hierarchical clusterings according to different groups of weather statistics (A, B, C). The red line 
represents the height chosen for determining the number of clusters, identified with the circles.
6th International High Performance Buildings Conference at Purdue, May 24-28, 2021
 
   
 
         
           
                 
                   
                  
              
              
                      
           
 
          
       
  
    
                  
          
         
          
          
         
           
                
          
         
          
          
         
           
                 
          
         
          
          
         
           
 
          
       
  
     
                 
          
         
          
          
         
           
                 
          
         
          
          
         
           
                 
          
         
          
          
         
           
3666, Page 6
As it can be seen in Tables 2-4, in some cases partial clustering gave groups with very close annual averages, as for
instance classes 4DBT and 5DBT , and classes 6DBT and 7DBT for DBT in clustering (C) in Table 2, classes 1WVP and 2WVP , 
3WVP and 4WVP , 5WVP and 6WVP for WVP in clustering (B) in Table 3, classes 1GHI , 2GHI and 3GHI for GHI in clustering
(C) in Table 4. As a whole, the adoption of annual spreads as in clustering (A) seems to reduce the risk of overlapping
with respect to the other tested alternatives. Indeed, as confirmed also in the comparison of global clusterings in Table
5, while just two classes show close annual averages in clustering (A) (specifically, classes 3 and 4 for WVP), this
occurs more frequently for clustering (B) (see, for instance, groups 2 and 3 and groups 5 and 6 for WVP) and (C) (e.g.,
groups 1 and 2 and groups 4 and 5 for GHI).
Table 2: DBT Partial Hierarchical Clustering with weekly series of weather quantities: mean values and standard
deviations for each class and annual averages and spreads
DBT Hierarchical Clustering
Classes and fraction of sample
A Annual Quantities 1 (1.3%) 2 (9.4 %) 3 (28.6%) 4 (6.9%) 5 (18.6%) 6 (23.3%) 7 (11.9%)
Average DBT [°C]
WVP [Pa]














































B Annual Quantities 1 (1.2%) 2 (0.9%) 3 (18.5%) 4 (6.2%) 5 (28.6%) 6 (40.8%) 7 (3.4%)
Average DBT [°C]
WVP [Pa]














































C Annual Quantities 1 (0.9%) 2 (4.7%) 3 (11.3%) 4 (9.4%) 5 (24.5%) 6 (31.7%) 7 (17.2%)
Average DBT [°C]
WVP [Pa]














































Table 3: WVP Partial Hierarchical Clustering with weekly series of weather quantities: mean values and standard
deviations for each class and annual averages and spreads
WVP Hierarchical Clustering
Classes and fraction of sample
A Annual Quantities 1 (3.7%) 2 (2.5%) 3 (30.8%) 4 (20.7%) 5 (11.9%) 6 (17.2%) 7 (12.8%)
Average DBT [°C]
WVP [Pa]














































B Annual Quantities 1 (1.8%) 2 (2.2%) 3 (43.3%) 4 (19.8%) 5 (6.6%) 6 (22.3%) 7 (3.7%)
Average DBT [°C]
WVP [Pa]














































C Annual Quantities 1 (6.6%) 2 (12.2%) 3 (24.8%) 4 (32.7%) 5 (9.1%) 6 (8.4%) 7 (5.9%)
Average DBT [°C]
WVP [Pa]
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Table 4: GHI Partial Hierarchical Clustering with weekly series of weather quantities: mean values and standard
deviations for each class and annual averages and spreads
GHI Hierarchical Clustering
Classes and fraction of sample
A Annual Quantities 1 (14.4%) 2 (12.2%) 3 (15.0%) 4 (21.3%) 5 (22.3%) 6 (9.7%) 7 (4.7%)
Average DBT [°C]
WVP [Pa]














































B Annual Quantities 1 (12.2%) 2 (24.2%) 3 (25.1%) 4 (11.3%) 5 (10.0%) 6 (13.5%) 7 (3.4%)
Average DBT [°C]
WVP [Pa]














































C Annual Quantities 1 (6.2%) 2 (17.9%) 3 (14.7%) 4 (22.6%) 5 (18.2%) 6 (17.9%) 7 (2.2%)
Average DBT [°C]
WVP [Pa]














































Table 5: Global Hierarchical Clustering with weekly series of weather quantities: mean values and standard
deviations for each class and annual averages and spreads
Global Hierarchical Clustering
Classes and fraction of sample
A Annual Quantities 1 (3.7%) 2 (17.6%) 3 (18.5%) 4 (7.5%) 5 (11.3%) 6 (28.3%) 7 (12.8%)
Average DBT [°C]
WVP [Pa]














































B Annual Quantities 1 (8.8%) 2 (12.5%) 3 (20.7%) 4 (29.5%) 5 (7.5%) 6 (11.0%) 7 (9.7%)
Average DBT [°C]
WVP [Pa]














































C Annual Quantities 1 (6.2%) 2 (17.2%) 3 (18.8%) 4 (21.3%) 5 (13.8%) 6 (17.6%) 7 (4.7%)
Average DBT [°C]
WVP [Pa]














































In order to discuss the groups’ homogeneity in the different clusterings, the maximum standard deviations found for
annual averages and spreads were compared to those determined in (Pernigotto et al., 2019, Table 2 and Figure 6).
Clusters with less than 10 climates were discarded in this analysis and the largest standard deviations observed in the
current research compared to those detected in previous analyses. Regarding clustering (A), (1) in DBT partial 
clustering, slightly larger standard deviations were found for DBT, both average and spreads, and for WVP averages, 
while slightly lower ones were observed for WVP spreads and GHI; (2) in WVP partial clustering, improvements were 
recorded just for WVP and GHI spreads; finally, in (3) GHI partial clustering limited reductions of the maximum
6th International High Performance Buildings Conference at Purdue, May 24-28, 2021
 
   
 
         
               
           
             
              
          
             
             
           
              
          
             
               
           
         
   
 
   
              
                
                 
               
            
           
                 
              
              
   
            
            
            
 
 
         
      
 
  
    
                
          
         
         
         
          
          
         
           
 
  
    
               
          
         
         
         
          
          
         
           
3666, Page 8
standard deviations were detected for DBT averages and GHI. As far as clustering (B) is concerned, (1) in DBT partial 
clustering significant worsening of standard deviations was seen for DBT spreads, alongside negligible variations for
the other statistics; (2) in WVP partial clustering larger standard deviations were found for DBT and WVP spreads, 
while reductions were noticed for DBT and WVP averages and for GHI; in (3) GHI partial clustering, standard
deviations of all the weather statistics but DBT averages increased. Clustering (C) gave the worst performance in
terms of groups’ homogeneity: limited improvements were registered for GHI (in DBT partial clustering and, just for
GHI spreads, in WVP partial clustering) and for DBT averages (in GHI partial clustering); worsening in homogeneity
was observed in all partial clustering for the remaining weather statistics, particularly for DBT spreads. Global
clusterings do not differ too much each other in terms of homogeneity: a significant worsening is observed for DBT 
spread, a general worsening for all variables except for GHI, which was found slightly improved.
In conclusion of this section, the adoption of weekly series of weather quantities brought mixed changes with respect
to the original method based on monthly series, with improvements in climate clusters’ homogeneity limited to the
quantity characterizing solar radiation but with significant worsening in case of the ambient temperature. As a 
consequence, it should be observed that the calculation of shorter data series has not practical benefits in the framework
of the proposed methodology.
3.2 Daily range weather quantities
Again, in this second analysis 7 climate classes were identified. This time, due to higher number of variables involved
in clustering, i.e., 4 in each partial clustering and 10 in the global one, the 7 groups were determined at heights in the 
dendrograms equal to 0.8 and 1.3, respectively. Groups’ sizes varied from 3 to 94 (DBT partial clustering), from 1 to
172 (WVP partial clustering), and from 4 to 130 (global clustering). As a whole, with respect to the classification in
Section 3.1 and to previous researches (Pernigotto et al., 2019), dominant larger groups emerged.
Although partial clusterings with DBT and WVP (Table 6) revealed some overlapping between classes considering the 
annual averages of weather statistics, e.g., DBT or WVP, those groups were found differentiated by 𝐷𝐵𝑇 ̂ (seê or𝑊𝑉𝑃
, 5DBTfor instance in DBT partial clustering, classes 4DBT as regards DBT and 𝐷𝐵𝑇and 6DBT ̂ values). The same is
confirmed in global clustering (Table 7): for example, while groups 2 and 3 have similar DBT averages, they have
very different 𝐷𝐵?̂? averages.
As expected, due to the presence of one or more larger classes, homogeneity is lower compared to the monthly-based
clustering performed in (Pernigotto et al., 2019). For both partial and global clusterings, a general worsening of
homogeneity was detected, in particular for DBT; limited or negligible improvements were observed just for GHI
spreads.
Table 6: Partial Hierarchical Clustering with additional weather quantities: mean values and standard deviations for
each class and annual averages and spreads
DBT Hierarchical Clustering
Classes and fraction of sample
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Table 7: Global Hierarchical Clustering with additional weather quantities: mean values and standard deviations
for each class and annual averages and spreads
Global Hierarchical Clustering
Classes and fraction of sample

































































Considering the geographical distribution of the obtained groups (Figure 4):
• Class 1 (grey) includes two alpine climates (Kasprowy Wierch and Sniezka), at the border between Poland and
Czech Republic, Reykjavik, Iceland, and Bergen, Norway;
• Class 2 (yellow) is the largest and most varied one, with 130 climates located mainly in Italy, in the Alpin region,
and in the Balkans;
• Class 3 (blue) is composed by 20 localities in the British Islands and in the French and Spanish regions surrounding
the Bay of Biscay;
• Class 4 (green) includes 95 climates, located mostly in Scandinavia, central and eastern Europe and Russia;
• Class 5 (purple) has 27 coastal localities, mainly in Italy;
• Class 6 (light blue) has 32 locations, distributed mostly in inland Spain;
• Class 7 (red) includes 10 cities along the coast of the Iberian peninsula.
Although different from the classification developed in (Pernigotto et al., 2019), it can be noticed a good degree of
land and geographical continuity in the clusters. According to the dendrogram, further subdivisions show the northern
Scandinavian and the Russian locations separated from the rest of class 4, and class 2 divided into 3 sub-groups,
distinguishing mountain, inland and coastal climates, in particular for the Italian peninsula.
Figure 4: Distribution of the dataset of climates into 7 classes
6th International High Performance Buildings Conference at Purdue, May 24-28, 2021
 
   
 
         
 
 
               
             
            
            
           
              
           
            
         
       
            
          
           
              
  
             
         
          
            
    
             
           
           
            
          
               
           
          
               




         




           
               
      
             
       
     
              
        
      
   
                
      
               
     
3666, Page 10
4. CONCLUSIONS
This work tested two possible improvements to a methodology previously proposed by the Authors to perform climate
clustering with the aim of identifying groups of locations sufficiently homogeneous for a robust selection of
representative climates to use in building energy simulation analyses. According to the presented approach, typical or
reference years are used as input to calculate monthly series of weather quantities which play a primary role on the
building energy balance, i.e., the ambient temperature and humidity and the solar radiation. The series are then
characterized by means of some weather statistics, e.g., annual average and spread of input series, and processed by
means of a Hierarchical Clustering. The first goal of this research was to understand if a monthly time-discretization
was adequate or some improvements were achievable using a shorter one, i.e., working with weekly series of weather
quantities. The second goal, instead, aimed at discussing the impact of additional quantities describing the daily range
of weather data, specifically for ambient temperature and humidity.
In order to answer to those research questions, the same dataset of more than 300 typical European climates already
analyzed in previous studies by the Authors, was considered. Features of the generated climate classes were discussed
and compared, considering also additional statistics besides average and spreads. In particular, the presence of distinct 
groups and their level of homogeneity were studied through mean and standard deviation values of weather statistics.
We found that:
1. The adoption of weekly series of weather quantities can lead to groups different from those obtained with
monthly series. Furthermore, significantly different results can be observed in Hierarchical Clustering,
depending on the employed statistics. Among the tested alternatives, the combination of annual averages and
spreads as statistical indicators seems the one giving the better results in terms of limiting interclass
overlapping and enhancing uniformity.
2. As a whole, the improvements achieved by adopting shorter time-discretization of the inputs are limited and
often related just to solar radiation. Furthermore, they are largely counterbalanced by important reductions
in homogeneity for the other weather quantities, in particular for the ambient temperature. Consequently, the
adoption of weekly series of inputs does not bring advantages in the framework of the proposed methodology.
3. As regards additional weather quantities descriptive of daily range of temperature and humidity, their
inclusion in the clustering procedure led to a geographically meaningful classification with good degree of
land continuity. Nevertheless, homogeneity was found decreased compared to previous analyses, requiring a
further refinement of the largest classes. In general terms, the increase of the number of groups and a slightly
loss of homogeneity look reasonable, especially for complex building systems for which daily variations of
weather solicitation can have large effects on the energy performance.
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