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EFFECTIVE RESULTS FOR DISCRIMINANT EQUATIONS
OVER FINITELY GENERATED INTEGRAL DOMAINS
JAN-HENDRIK EVERTSE AND KA´LMA´N GYO˝RY
Abstract. Let A be an integral domain with quotient field K of char-
acteristic 0 that is finitely generated as a Z-algebra. Denote by D(F )
the discriminant of a polynomial F ∈ A[X ]. Further, given a finite e´tale
K-algebra Ω, denote by DΩ/K(α) the discriminant of α over K. For
non-zero δ ∈ A, we consider equations
D(F ) = δ
to be solved in monic polynomials F ∈ A[X ] of given degree n ≥ 2
having their zeros in a given finite extension field G of K, and
DΩ/K(α) = δ in α ∈ O,
where O is an A-order of Ω, i.e., a subring of the integral closure of A
in Ω that contains A as well as a K-basis of Ω.
In [5, Chap. 10] we proved that if A is effectively given (in a well-
defined sense described below) and integrally closed, then up to natu-
ral notions of equivalence the above equations have only finitely many
solutions, and that moreover, a full system of representatives for the
equivalence classes can be determined effectively. In the present paper,
we extend these results to integral domains A that are not necessarily
integrally closed.
1. Introduction
Let A be an integral domain of characteristic 0 that is finitely generated
over Z and denote by K its quotient field. We define the discriminant of a
monic polynomial F = Xn + a1X
n−1+ · · ·+ an = (X −α1) · · · (X −αn) by
D(F ) :=
∏
1≤i<j≤n
(αi − αj)
2.
Recall that D(F ) ∈ Z[a1, . . . , an]; in fact, it is a polynomial of total degree
2n − 2 in a0, . . . , an. Let n be an integer ≥ 2, let δ be a non-zero element
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of A and let G a finite extension of K. We consider the equation
(1.1)
D(F ) = δ in monic polynomials F ∈ A[X ] of degree n
having all their zeros in G.
Two monic polynomials F1, F2 ∈ A[X ] are called A-equivalent if F2(X) =
F1(X+a) for some a ∈ A. Clearly, A-equivalent polynomials have the same
discriminant, and so the solutions of equation (1.1) can be divided into A-
equivalence classes. We proved [5, Thm. 10.1.1] the following result:
Theorem A. Assume in addition to the above that A is integrally closed.
Then the solutions of equation (1.1) lie in finitely many A-equivalence classes.
If moreover A, δ and G are effectively given (in a sense defined in the next
section), then a full system of representatives of these A-equivalence classes
can be determined effectively.
In fact, this was a culmination of earlier results, due to Gyo˝ry, who proved
Theorem A first in the case A = Z [6], then in the case that A is the ring
of S-integers of a number field [9], [10], and then later for a special class of
integral domains containing transcendental elements [11].
In the present paper we prove a generalization of Theorem A, where
instead of integrally closed domains we consider integral domains A such
that
(1.2)
(
1
n
A+ ∩ A+K
)
/A+ is finite,
see Theorem 2.1 below. Here B+ denotes the additive group of a ring
B, and AK denotes the integral closure of A in K. The class of domains
with (1.2) contains all integrally closed domains, the integral domains that
contain n−1, and also all finitely generated subrings of Q. We do not know
if condition (1.2) is the weakest possible. We will give an example of an
integral domain A and a field extension G for which the finiteness part of
Theorem A is false. So some condition will have to be imposed on the
domain A.
We also consider discriminant equations where the unknowns are elements
of orders of finite e´tale K-algebras. Let for the moment K be any field of
characteristic 0 and Ω a finite e´tale K-algebra, i.e., Ω = K[X ]/(P ) = K[θ],
where P ∈ K[X ] is some separable polynomial and θ := XmodP . We
write [Ω : K] := dimK Ω; then clearly [Ω : K] = degP . Let K be an
algebraic closure of K. By a K-homomorphism of Ω to K we mean an
non-trivial K-algebra homomorphism. There are precisely n := [Ω : K]
K-homomorphisms of Ω to K, which map θ to the n distinct zeros of P in
K. We denote these by x 7→ x(i) (i = 1, . . . , n). The discriminant of α ∈ Ω
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over K is given by
DΩ/K(α) :=
∏
1≤i<j≤n
(α(i) − α(j))2,
where α(i) denotes the image of α under x 7→ x(i). This is an element of K.
It is not difficult to show that DΩ/K(α + a) = DΩ/K(α) for α ∈ Ω, a ∈ K.
Further, DΩ/K(α) 6= 0 if and only if Ω = K[α]. For more details on finite
e´tale K-algebras, we refer to [5, Chap. 1].
Now let as above A be an integral domain with quotient field K of char-
acteristic 0 that is finitely generated over Z. We denote by AΩ the integral
closure of A in Ω. An A-order is a subring of AΩ that contains A, as well
as a K-basis of Ω. In particular AΩ itself is an A-order of Ω. We consider
equations of the type
(1.3) DΩ/K(α) = δ in α ∈ O
where δ is a non-zero element of A, and O is an A-order of Ω. We call
α1, α2 ∈ O A-equivalent if α1 − α2 ∈ A. Then the solutions of (1.3) can be
divided into A-equivalence classes. We recall Theorem 10.1.3 of [5]:
Theorem B. Assume in addition to the above that A is integrally closed.
Then the solutions of equation (1.3) lie in finitely many A-equivalence classes.
If moreover A, δ and Ω are effectively given as defined in the next section
then a full system of representatives for these A-equivalence classes can be
determined effectively.
Again, Gyo˝ry [7], [8], [9], [10], [11] proved this result earlier in special cases.
In this paper we extend Theorem B to integral domains A such that
(1.4) (O ∩K)+/A+ is finite,
see Theorem 2.2 below. Notice that O ∩ K = A if A is integrally closed.
It is shown that the finiteness result becomes false if we weaken condition
(1.4).
In Section 2 we give the precise statements of our results. Section 3
contains some tools from effective commutative algebra needed in this paper.
Much of this has been taken from [5, §10.7]. In Section 4 we recall from
[5, Chap. 10] a central proposition, which is the basis of the proofs of the
results in the present paper. The main tool in the proof of that Proposition
is Corollary 1.2 of [4] on unit equations over finitely generated integral
domains. In the remaining sections we deduce our theorems.
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2. Statements of the results
We start with the necessary definitions. Let A be an integral domain of
characteristic 0 which is finitely generated over Z and K its quotient field.
Suppose A = Z[x1, . . . , xr] and define the ideal
I := {f ∈ Z[X1, . . . , Xr] : f(x1, . . . , xr) = 0}.
Thus, A is isomorphic to Z[X1, . . . , Xr]/I and xi corresponds to the residue
class of Xi mod I. Following [5, §10.7], we say that A is given effectively
if a finite set of generators for the ideal I is given. We call such a set
of generators for I an ideal representation for A. By a representation for
an element y of A we mean an polynomial f ∈ Z[X1, . . . , Xr] such that
y = f(x1, . . . , xr) and we say that y is effectively given/computable if such
f is given/can be computed. We can check whether two polynomials f, g ∈
Z[X1, . . . , Xr] represent the same element of A by checking whether f −
g ∈ I, using an ideal membership algorithm for I (see e.g., [1]). By a
representation for y ∈ K we mean a pair (f, g) with f, g ∈ Z[X1, . . . , Xr]
and g 6∈ I such that y = f(x1, . . . , xr)/g(x1, . . . , xr). By saying that a
polynomial with coefficients in A is given/can be determined effectively we
mean that its coefficients are given/can be determined effectively.
In what follows, A is an integral domain finitely generated over Z, K
its quotient field and G a finite extension of K. Further, δ is a non-zero
element of A and n an integer with n ≥ 2. Consider the equation
(1.1)
D(F ) = δ in monic polynomials F ∈ A[X ] of degree n
having all its zeros in G.
Our first result is as follows.
Theorem 2.1. Let n be an integer ≥ 2 and A an integral domain finitely
generated over Z with quotient field K such that
(1.2)
(
1
n
A+ ∩ A+K
)
/A+ is finite.
Further, let G be a finite extension of K and δ a non-zero element of A.
Then the set of monic polynomials F ∈ A[X ] with (1.1) is a union of finitely
many A-equivalence classes. Moreover, for any effectively given n, A, G, δ
as above, a full system of representatives for these equivalence classes can
be determined effectively.
By Corollary 3.9 in Section 3 below, for any effectively given integral
domain A finitely generated over Z it can be decided effectively whether
it satisfies (1.2). As said in the introduction, we do not know whether
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condition (1.2) can be relaxed. Below, we show that Theorem 2.1 is not
true for arbitrary finitely generated domains of characteristic 0.
We now turn to elements of orders in finite e´tale algebras. We start again
with some definitions. Let again A be an integral domain finitely generated
over Z and K its quotient field. A finite e´tale K-algebra Ω (or in particular
a finite field extension of K) is given effectively, if a monic polynomial P ∈
K[X ] without multiple zeros is given effectively such that Ω = K[X ]/(P ).
Using [5, Thm. 10.7.5] it can be decided effectively whether P is irreducible,
and thus, whether Ω is a field. Elements of Ω can be expressed in the form∑n−1
i=0 aiθ
i with a0, . . . , an−1 ∈ K, where θ := X modP . We say that an
element of Ω is given/can be determined effectively effectively if a0, . . . , an−1
are given/can be determined effectively.
Recall that an A-order of Ω is an A-subalgebra of the integral closure of
A in Ω, which spans Ω as a K-vector space. By a result of Nagata [16], the
integral closure of A in Ω is finitely generated as an A-module. Since the
integral domain A is Noetherian, any A-order of Ω is finitely generated as
an A-module as well. We say that an A-order O of Ω is given effectively
if a finite set of A-module generators {ω1 = 1, ω2, . . . , ωm} of O is given
effectively. We say that an element α of O is given/can be determined
effectively, if a1, . . . , am ∈ A are given/can be determined effectively such
that α =
∑m
i=1 aiωi. Using Corollary 3.10 (i) below one can verify that
ω1, . . . , ωm do indeed generate an A-order of Ω.
Let Ω be a finite e´tale K-algebra with [Ω : K] =: n ≥ 2, let O be an A-
order in Ω, and let δ be a non-zero element of A. We consider the equation
(1.3) DΩ/K(α) = δ in α ∈ O.
We prove the following result.
Theorem 2.2. Let A be an integral domain finitely generated over Z with
quotient field K, Ω a finite e´tale K-algebra, O an A-order in Ω, and δ ∈ A,
δ 6= 0. Assume that
(1.4) (O ∩K)+/A+ is finite.
Then the set of α ∈ O with (1.3) is a union of finitely many A-equivalence
classes. Further, for any effectively given A, Ω, O, δ as above, a full system
of representatives for these classes can be determined effectively.
Using Corollary 3.10 (ii) below, for given A, Ω, O it can be decided
effectively whether condition (1.4) is satisfied. At the end of the present
section we show that Theorem 2.2 becomes false if we relax condition (1.4).
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We now show that Theorem 2.1 cannot be true for arbitrary finitely
generated domains A. More precisely, we show that for every integer n ≥ 2,
there are an integral domain A finitely generated over Z, a finite extension
G of the quotient field of A, and δ ∈ A \ {0}, such that there are infinitely
many A-equivalence classes of monic polynomials F ∈ A[X ] of degree n
with D(F ) = δ having all their roots in G.
Let n be an integer ≥ 2, let t be transcendental over Q and define the
integral domain
A := Z
[
nt,
(
n
2
)
t2,
(
n
3
)
t3, . . . , tn
]
.
Notice that A is a subring of Z[t] and that A has quotient field K := Q(t).
We can express elements of A as
∑m
k=0 skt
k ∈ A with sk ∈ Z for all k. We
show that sk is divisible by n if k is coprime with n. Indeed, sk is a Z-linear
combination of terms
(2.1)
n∏
j=1
(
n
j
)lj with l1, . . . , ln ∈ Z≥0, l1 + 2l2 + · · ·+ nln = k.
Let pr be a prime power occurring in the prime factorization of n. For each
term in (2.1), there is j ∈ {1, . . . , n− 1} such that j is coprime with p and
lj > 0, since k is not divisible by p. From well-known divisibility properties
of binomial coefficients, it follows that
(
n
j
)
is divisible by pr. Hence all terms
in (2.1) are divisible by pr. Consequently, sk is divisible by each of the prime
powers pr in the factorization of n, hence it is divisible by n.
Now fix a non-zero c ∈ A, let δ be the discriminant of Xn − c, and let G
be the splitting field of Xn − c over K. Consider the polynomials
Fm := (X + t
mn+1)n − c =
n∑
j=0
(
n
j
)
tj · (tn)mjXn−j − c
where m runs through the positive integers. Clearly, for every m we have
Fm ∈ A[X ], Fm has splitting field G over K, and D(Fm) = δ. We show that
the polynomials Fm lie in distinct A-equivalence classes; it then follows that
(1.1) has infinitely many A-equivalence classes of solutions. Let m,m′ be
two distinct positive integers. Suppose that Fm, Fm′ are A-equivalent; then
there is a ∈ A such that Fm′(X) = Fm(X + a). It follows that there is an
n-th root of unity ρ such that X+tm
′n+1 = ρ(X+tmn+1+a). Consequently,
ρ = 1 and tm
′n+1 − tmn+1 ∈ A. But this is impossible, since the exponents
of both terms are coprime with n, while the coefficients are not divisible by
n.
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We finish this section by showing that if, with the notation of Theorem
2.2, the integral domain A and the A-order O of Ω do not satisfy (1.4),
then there is a non-zero δ ∈ A such that (1.3) has infinitely many A-
equivalence classes of solutions. Indeed, suppose (1.4) does not hold. Then
there is an infinite sequence b1, b2, . . . of elements of O ∩K such that none
of the differences bi − bj (i > j ≥ 1) belongs to A. Pick α ∈ O such that
Ω = K[α] and put δ := DΩ/K(α). Then DΩ/K(α + bi) = δ and α + bi ∈ O
for i = 1, 2, . . ., and the elements α + bi (i = 1, 2, . . .) lie in different A-
equivalence classes.
3. Tools from effective commutative algebra
For the definitions of a domain, e´tale algebra, order, etc. and elements
of those being effectively given/computable we refer to Section 2. We start
with some effective results on systems of linear equations in polynomials.
Proposition 3.1. Let k = Q or Fp for some prime p. Then for any given
positive integer r and any given polynomials f1, . . . , fs ∈ k[X1, . . . , Xr] we
can:
(i) determine effectively whether a given polynomial g from k[X1, . . . , Xr]
belongs to the ideal I = (f1, . . . , fs) and if so, determine effectively polyno-
mials g1, . . . , gs such that g = g1f1+ · · ·+ gsfs (ideal membership problem);
(ii) determine effectively whether I is a prime ideal.
Proof. See Seidenberg [17]: §4, p. 277 for (i) and §46, p. 293 for (ii) (in
fact Seidenberg gives a method to determine the prime ideals associated to
a given ideal I, which certainly enables one to decide whether I is a prime
ideal). The main ideas in the proofs of these results originate from Hermann
[12] but her arguments contain gaps. 
For a polynomial f with integer coefficients, we denote by H(f) its height
(maximum of the absolute values of its coefficients) and by Deg f its total
degree. Further, we define the polynomial ring R := Z[X1, . . . , Xr].
Proposition 3.2. Let M be an m × n-matrix with entries from R, and b
a vector from Rm, such that the entries of M and b have total degrees at
most d and heights at most H.
(i) The R-module
{x ∈ Rn : Mx = 0}
8 J.-H. EVERTSE AND K. GYO˝RY
is generated by vectors, of which the coordinates are polynomials, whose total
degrees are bounded above by an effectively computable number C1 depending
only on m,n, d, r and whose heights are bounded above by an effectively
computable number C2 depending only on m,n, d, r and H.
(ii) Suppose that the system
Mx = b
is solvable in x ∈ Rn. Then this system has a solution x0 ∈ R
n whose
coordinates have total degrees bounded above by C3 and heights bounded
above by C4, where both C3, C4 are effectively computable numbers depending
only on m,n, d, r and H.
Proof. Aschenbrenner [1] proved the above with C1 = (2md)
2c1r log 2r , C2 =
exp
(
(2m(d + 1))2
c2(1+r log 2r)(1 + logH)
)
(cf. his Proposition 5.2) and C3 =
(2md)2
c3r log 2r(1+logH) (cf. his Theorem 6.1), where c1, c2, c3 are effectively
computable absolute constants. In (ii), thanks to our upper bound for the
total degrees, the problem to find a solution toMx = b reduces to solving a
finite system of inhomogeneous linear equations over Z, and then we obtain
a value for C4 for instance by invoking for instance a result from [2]. 
Corollary 3.3 (Ideal membership over Z). Let I = (f1, . . . , fs) be an ideal
in R and g ∈ R. Suppose that f1, . . . , fs and g have total degrees at most d
and heights at most H. If g ∈ I, there exist g1, . . . , gs ∈ R of total degrees
and heights bounded above by effectively computable numbers depending only
on r, d and H, such that g =
∑s
i=1 gifi.
Proof. Apply part (ii) of Theorem 3.2 with m = 1. 
In what follows, A is an integral domain with quotient field K of charac-
teristic 0 that is finitely generated over Z. We assume that A is effectively
given, i.e., we have A = Z[x1, . . . , xr], and we are given a finite set of gen-
erators f1, . . . , fs of the ideal
I = {f ∈ Z[X1, . . . , Xr] : f(z1, . . . , fr) = 0}.
Corollary 3.4. Given an m× n-matrix M with entries in K and b ∈ Km
one can:
(i) effectively determine a finite set of A-module generators a1, . . . , at for
the A-module of x ∈ An with Mx = 0;
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(ii) decide effectively whether Mx = b has a solution x ∈ An and if so, find
a solution.
Proof. (i) After clearing denominators, one may assume that the entries
of M and the coordinates of b lie in A. Let mij ∈ R (i = 1, . . . , m,
j = 1, . . . , n be representatives for the elements of M . Writing y1, . . . , yn
for representatives in R for the coordinates of x we can rewrite the system
Mx = 0 as
mi1y1 + · · ·+minyn = f1yi1 + · · ·+ fsyis (i = 1, . . . , m)
in yi, yij ∈ R, which is a system of equations as in part (i) of Proposition
3.2. Likewise Mx = b can be rewritten as a system of equations as in part
(ii) of Proposition 3.2. Now one simply has to apply Proposition 3.2 to
these systems. 
We say that a finitely generated A-module M ⊂ K is effectively given if
a finite set of A-module generators for M is effectively given. We denote
the A-module generated by a1, . . . , au by (a1, . . . , au).
Corollary 3.5. For any two effectively given A-submodules M1, M2 of K,
one can
(i) effectively decide whether M1 ⊆M2;
(ii) effectively compute a finite set of A-module generators for M1 ∩M2.
Proof. Let M1 = (a1, . . . , au), M2 = (b1, . . . , bv) with the ai, bj ∈ K effec-
tively given. Then (i) comes down to checking whether a1, . . . , au ∈ M2,
which is a special case of part (ii) of Corollary 3.4. To determine a finite
set of A-module generators for M1 ∩M2, one first determines a finite set of
A-module generators for the solution set of (x1, . . . , xu, y1, . . . , yv) ∈ A
u+v of∑u
i=1 xiai =
∑v
j=1 yjbj and then for each generator one takes the coordinates
x1, . . . , xu. 
Probably the following results is well-known but we could not find a proof
for it.
Proposition 3.6. Assume that A is effectively given and let M1, M2 be two
effectively given finitely generated A-submodules of K with M1 ⊂M2. Then
it can be decided effectively whether M2/M1 is finite. If this is the case, a
full system of representatives for M2/M1 can be determined effectively.
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We use the following simple lemma.
Lemma 3.7. Suppose we are given a sequence N1 ⊆ · · · ⊆ Nr of finitely
generated A-modules contained in K. Then Nr/N1 is finite if and only if
for i = 1, . . . , r − 1, the quotient Ni+1/Ni is finite. Further, if this is the
case, we obtain a full system of representatives for Nr/N1 by taking all sums
a1 + · · · + ar−1 where ai runs through a full system of representatives for
Ni+1/Ni for i = 1, . . . , r − 1.
Proof. Obvious. 
Proof of Proposition 3.6. We may assume that A is given in the form
Z[X1, . . . , Xr]/(f1, . . . , fs),
with given polynomials f1, . . . , fs ∈ Z[X1, . . . , Xr], and that xi is the residue
class of Xi modulo (f1, . . . , fs), for i = 1, . . . , r. Then the elements of K
may be represented as quotients g(x1, . . . , xr)/h(x1, . . . , xr), where g, h ∈
Z[X1, . . . , Xr] and h 6∈ (f1, . . . , fs). After multiplying the given generators
of M1 and M2 with the product of their denominators, we may assume that
M1, M2 ⊆ A. There is clearly no loss of generality to assume that M1,
M2 are given as M1 = (a1, . . . , au), M2 = (a1, . . . , av) with v > u. In fact,
it suffices to prove our Theorem in the special case v = u + 1. Then the
general case with arbitrary v can be deduced from Lemma 3.7.
So we assume henceforth that v = u+ 1. Let
J := {x ∈ A : x · au+1 ∈M1} = A ∩ a
−1
u+1M1;
then M2/M1 is isomorphic to the additive group of A/J . By Corollary
3.5 we can compute a finite set of generators for J , which we may repre-
sent as residue classes modulo (f1, . . . , fs) of polynomials fs+1, . . . , ft from
Z[X1, . . . , Xr]. ThenM2/M1 ∼= Z[X1, . . . , Xr]/I, where I = (f1, . . . , fs, . . . , ft).
So it suffices to prove that it can be decided effectively whether Z[X1, . . . , Xr]/I
is finite and that in this case a full system of representatives can be com-
puted effectively.
A necessary condition for Z[X1, . . . , Xr]/I to be finite is that I ∩Z 6= (0).
This in turn is equivalent to the existence of g1, . . . , gt ∈ Q[X1, . . . , Xr] such
that g1f1 + · · ·+ gtft = 1. By Proposition 3.1 it can be decided effectively
whether such g1, . . . , gt exist and if so, they can be computed. Supposing
such g1, . . . , gt exist, by clearing the denominators of their coefficients we
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find non-zero b ∈ Z in I ∩ Z. Using Corollary 3.3 we can check, for every
divisor a ∈ Z of b whether a ∈ I. In this manner we eventually find a with
I ∩ Z = (a).
If a = 1 then I = Z[X1, . . . , Xr] and we are done. Suppose that a 6= 1.
We make a reduction to the case that a = p is a prime number. Suppose
that a = p1 · · · pk where p1, . . . , pk are prime numbers. We may write I =
(p1 · · · pk, f1, . . . , ft). For i = 1, . . . , k, put Ii := (p1 · · · pi, f1, . . . , ft) and for
i ∈ {1, . . . , k − 1} define
Ji := {f ∈ Z[X1, . . . , Xr] : p1 · · · pif ⊆ Ii+1}.
Then Ii/Ii+1 is isomorphic to the additive group of Z[X1, . . . , Xr]/Ji. Now
if we are able to decide, for i = 1, . . . , k − 1, whether Z[X1, . . . , Xr]/Ji is
finite and find a full system of representatives for this quotient, we can do
the same for Ii/Ii+1 and then, thanks to Lemma 3.7, for Z[X1, . . . , Xr]/I.
Using Theorem 3.2 we find a set of generators for Ji. By what has been
explained above, from this we can compute bi ∈ Z with Ji∩Z = (bi). Clearly,
pi+1 ∈ Ji; hence Ji ∩ Z = (1) or (pi+1). The case Ji = (1) being obvious, it
remains to check whether Z[X1, . . . , Xr]/Ji is finite if Ji ∩ Z = (pi+1).
Changing, notation, we see that it suffices to show, for any given ideal I of
Z[X1, . . . , Xr] with I∩Z = (p) for some prime p, whether Z[X1, . . . , Xr]/I is
finite and if so, to compute a full system of representatives for Z[X1, . . . , Xr]
modulo I. We may assume that I is given in the form I = (p, f1, . . . , ft),
with f1, . . . , ft ∈ Z[X1, . . . , Xr]. Given f ∈ Z[X1, . . . , Xr], denote by f its
reduction modulo p, and put I = (f 1, . . . , f t). Then Z[X1, . . . , Xr]/I
∼=
Fp[X1, . . . , Xr]/I. So we have to decide whether this latter residue class
ring is finite and if so, to compute a full system of representatives for the
residue classes.
For any positive integer m, denote by Vm the set of residue classes mod-
ulo I of all polynomials of degree ≤ m in Fp[X1, . . . , Xr]. This is a finite
dimensional Fp-vector space. Recall that the Hilbert function HI of I is
defined by HI(m) := dimFp Vm. It is known that there are an integer mI ,
and a polynomial pI ∈ Q[X ], called the Hilbert polynomial of I, such that
HI(m) = pI(m) for m ≥ mI . Now Fp[X1, . . . , Xr]/I is finite if and only if
pI is constant, and this being the case, every residue class of Fp[X1, . . . , Xr]
modulo I is represented by a polynomial of degree at most mI . There is a
general procedure, based on Gro¨bner basis theory, to compute mI and pI ,
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given a set of generators for I, see [3, §§15.1.1, 15.10.2]. With this proce-
dure one can decide whether Fp[X1, . . . , Xr]/I is finite. Subsequently, using
Proposition 3.1, one can select a full system of representatives modulo I
from the polynomials of degree ≤ mI .
This completes the proof of Proposition 3.6. 
For a finite extension G of K, we denote by AG the integral closure of A
in G. In particular, AK is the algebraic closure of A in its quotient field K.
Proposition 3.8. Assume that A and a finite extension G of K are ef-
fectively given. Then one can effectively compute a finite set of A-module
generators for AG. Moreover, one can compute an ideal representation for
AG.
Proof. Computing a finite set of A-module generators for AG follows from
results of Nagata [16], de Jong [13], Matsumura [15] and Matsumoto [14].
For more details, see [5, Cor. 10.7.18]. Then an ideal representation for AG
can be computed using [5, Thms. 10.7.13, 10.7.16]. 
Corollary 3.9. Assume that A is effectively given. Then one can can ef-
fectively decide whether ( 1
n
A+ ∩ A+K)/A
+ is finite and if so, compute a full
system of representatives for ( 1
n
A+ ∩ A+K)/A
+.
Proof. Immediate consequence of Proposition 3.8, Corollary 3.5, (ii) and
Proposition 3.6. 
Corollary 3.10. Assume that A and a finite e´tale K-algebra Ω are effec-
tively given. Further, let ω2, . . . , ωu ∈ Ω be effectively given and let O be the
A-module generated by 1, ω2, . . . , ωm.
(i) It can be effectively decided whether O is an A-order of Ω.
(ii) If O is an A-order of Ω, one effectively decide whether (O∩K)+/A+ is
finite, and if so, compute a full system of representatives for (O∩K)+/A+.
Proof. We assume that Ω = K[X ]/(P ) with P ∈ K[X ] an effectively given,
separable monic polynomial. Let n := [Ω : K] = degP and θ := XmodP .
Then {1, θ, . . . , θn−1} is a K-basis of Ω. Further, we assume that ω2, . . . , ωu
are effectively given as K-linear combinations of 1, θ, . . . , θn−1. Then we
may express elements of O as
∑n−1
k=0 lk(x)θ
k with x ∈ Am, where l0, . . . , ln−1
are linear forms from K[X1, . . . , Xm].
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(i) We first verify that the linear forms l0, . . . , ln−1 have rank n over K,
to make sure that O contains a K-basis of Ω. The next thing to verify is
whether ωiωj is an A-linear combination of 1, ω2, . . . , ωu for i, j = 2, . . . , u.
Compute bij ∈ K such that ωiωj =
∑n−1
k=0 bijkθ
k. Then we have to verify
whether the system lk(x) = bijk (k = 0, . . . , n− 1) is solvable in x ∈ A
u, for
i, j = 2, . . . , u, and this can be done by means of Corollary 3.4 (ii). Lastly, it
is a standard fact from algebra, that if A is a subring of a commutative ring
B that is finitely generated as an A-module, then B is in fact integral over
A. So in particular, if we have verified that O is closed under multiplication
then it is automatically contained in AΩ.
(ii) Using Corollary 3.4 (i) we can compute a finite set of A-module
generators, say x1, . . . ,xv for the A-module of x ∈ A
u with li(x) = 0
for i = 1, . . . , n − 1. Then (O ∩ K)+ is generated as an A-module by
l0(x1), . . . , l0(xv). With these generators for (O ∩K)
+ and Proposition 3.6,
we can check whether (O∩K)+/A+ is finite, and if so, compute a full system
of representatives. 
4. The main proposition
We recall from [5] a central proposition from which Theorems 2.1 and 2.2
are deduced. We keep the notation from Section 2.
Proposition 4.1. For any integral domain A of characteristic 0 that is
finitely generated over Z, any finite extension G of the quotient field of A,
any non-zero δ ∈ A, and any integer n ≥ 2, all effectively given, one can
determine effectively a finite subset F = FA,G,n,δ of G with the following
property: if F is any monic polynomial from A[X ] of degree n and discrim-
inant δ having all its zeros, say α1, . . . , αn, in G, then
(4.1) αi − αj ∈ F for i, j ∈ {1, . . . , n} , i 6= j.
Proof. This is Proposition 10.2.1 of [5]. Its proof is based on Corollary 1.2
of [4] on unit equations over finitely generated integral domains. 
5. Proof of Theorem 2.1
We start with a preliminary lemma.
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Lemma 5.1. For every integral domain A finitely generated over Z and
every two monic polynomials F1, F2 ∈ A[X ] with at least two distinct zeros,
all effectively given, we can determine effectively whether F1, F2 are A-
equivalent.
Proof. This is [5, Lemma 10.4.1]. 
Henceforth, the integral domain A is given effectively in the form
Z[X1, . . . , Xr]/(f1, . . . , fs) = Z[x1, . . . , xr]
where xi is the residue class of Xi mod (f1, . . . , fs) for i = 1, . . . , r. Further
the finite extension G of the quotient field K of A is given in the form
K[X ]/(P ) or K(w), where w is the residue class of X modP . The poly-
nomial P may be represented as b−10
∑d
i=0 biX
d−i with b0, . . . , bd given as
polynomials in x1, . . . , xr with integer coefficients. Define
u := b0w.
Then u has minimal polynomial
(5.1) Q = Xd +
d∑
i=1
bib
d−1−i
0 X
d−i =: Xd +
d∑
i=1
ciX
d−i ∈ A[X ]
over K. Now clearly, G = K(u), u is integral over A, and every element
of G can be expressed in the form
∑d−1
i=0 (ai/b)u
i with a0, . . . , ad−1, b ∈ A,
given as polynomials with integer coefficients in x1, . . . , xr.
Proof of Theorem 2.1. Let A,G, n, δ be effectively given and satisfy the con-
ditions of Theorem 2.1. Further, let F be the finite effectively determinable
set from Proposition 4.1.
Take a monic polynomial F from A[X ] with (1.1). Then F has all its
zeros in G, say F (X) = (X − α1) · · · (X − αn), with α1, . . . , αn ∈ G. By
Proposition 4.1 we have
αi − αj ∈ F for i, j ∈ {1, . . . , n} with i 6= j.
Recall that F is finite, and effectively determinable in terms of A, G, n,
δ. For each tuple (γij : i, j ∈ {1, . . . , n} , i 6= j) with elements from F we
consider the polynomials F with (1.1) and with αi − αj = γij for i, j ∈
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{1, . . . , n}, i 6= j. That is, we consider polynomials F such that
(5.2)


F ∈ A[X ], F monic , degF = n,D(F ) = δ,
F = (X − α1) · · · (X − αn) for some α1, . . . , αn ∈ G
such that αi − αj = γij for i, j ∈ {1, . . . , n} , i 6= j,
Our proof will be completed as follows. We show that for each tuple {γij}
it can be decided effectively whether a polynomial F with (5.2) exists. If so,
we show that the polynomials with (5.2) lie in finitely many A-equivalence
classes, and determine effectively a full system of representatives for them.
Then from the union of these systems, we extract a full system of represen-
tatives for the A-equivalence classes of solutions of (1.1).
Fix elements γij from F (1 ≤ i, j ≤ n, i 6= j). Suppose there is a
polynomial F with (5.2). For this polynomial we have
(5.3) nαi = y + γi for i = 1, . . . , n,
with y = α1 + · · ·+ αn, γi =
∑n
j=1 γij for i = 1, . . . , n. Here γ1, . . . , γn are
fixed and y, α1, . . . , αn are variables. The number y is a coefficient of F , so
y ∈ A. Further, if there is a polynomial F with (5.2), then
(5.4) (X − γ1) · · · (X − γn) = n
nF
(
X + y
n
)
∈ A[X ].
The coefficients of (X − γ1) · · · (X − γn) belong to G. It can be checked
whether they belong to K, and then by means of and by Corollary 3.4 (ii),
it can be checked whether they belong to A. If not so, there is no polynomial
with (5.2). So we assume henceforth that (X − γ1) · · · (X − γn) ∈ A[X ].
Then γ1, . . . , γn ∈ AG.
Using Proposition 3.8, we compute a finite set of A-module generators for
AG. From this, we deduce a system {a1, . . . , at} of A-module generators for
AnG. The numbers α1, . . . , αn from (5.2) are in AG. So there are x1, . . . , xt ∈
A such that
(5.5)


α1
...
αn

 = x1a1 + · · ·+ xtat,
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and we can rewrite (5.3) as
(5.6) x1(na1) + · · ·+ xt(nat) = y


1
...
1

+


γ1
...
γn

 .
By linear algebra, we can determine a maximal K-linearly-independent sub-
set of
{
na1, . . . , nat, (1, . . . , 1)
T , (γ1, . . . , γn)
T
}
, say {b1, . . . ,bm}. Further,
we can compute expressions for na1, . . . , nat, (1, . . . , 1)
T , (γ1, . . . , γn)
T as K-
linear combinations of b1, . . . ,bm. By substituting these into (5.6) and
equating the coordinates of (5.6), we obtain a system of inhomogeneous
linear equations:
(5.7) Mx = b in x = (x1, . . . , xt, y)
T ∈ At+1
where the matrix M and vector b have their entries in K. Then using
Corollary 3.4 we can decide whether (5.7) is solvable and if so, compute
a solution. Translating this back to (5.6), we can decide whether (5.6) is
solvable and if so, compute a solution.
If (5.6) is unsolvable, then there is no polynomial F with (5.2). Assume
(5.6) is solvable and compute a solution, say (x10, . . . , xt0, y0) ∈ A
t+1. Thus,∑t
i=1 xi0(nai)− y0(1, . . . , 1)
T = (γ1, . . . , γn)
T . Put
(5.8)


α10
...
αn0

 := x10a1 + · · ·+ xn0at.
Then
(5.9) nαi0 = y0 + γi for i = 1, . . . , n with y0 ∈ A.
Now let again F be an arbitrary polynomial with (5.2) and let y be as in
(5.3). From (5.3), (5.9) we infer that
(5.10) αi − αi0 =
y − y0
n
=: a for i = 1, . . . , n.
Clearly, a ∈ 1
n
A. Identity (5.8) implies that α10, . . . , αn0 ∈ AG. Hence a is
integral over A. So in fact, a ∈ 1
n
A ∩ AK .
By Corollary 3.9, we can compute a full system of representatives, say
{θ1, . . . , θh} for
(
1
n
A+ ∩A
+)
/A+. For j = 1, . . . , h, put
Fj(X) := (X − α10 − θj) · · · (X − αn0 − θj).
DISCRIMINANT EQUATIONS 17
For some j ∈ {1, . . . , h} we have a = θj + c for some c ∈ A. Then (5.10)
implies that αi = αi0 + θj + c for i = 1, . . . , n, and so F (X) = Fj(X − c).
Hence F is A-equivalent to Fj.
The polynomials F1, . . . , Fh can be determined effectively. Their coeffi-
cients belong to K and using Corollary 3.4 we can select those polynomials
that have their coefficients in A. Thus, for each tuple {γij} with γij ∈ F
we can compute a finite system of polynomials from A[X ] such that ev-
ery polynomial with (5.2) is A-equivalent to one of them. By taking the
union of these systems for all tuples {γij}, we effectively determine a fi-
nite list of polynomials from A[X ] such that every polynomial with (1.1)
is A-equivalent to at least one of them. For each polynomial from the list
we can effectively decide whether it satisfies (1.1) and if not so, remove
it. Finally, assuming the list is ordered, by means of Lemma 5.1 we can
effectively decide whether a polynomial from the list is A-equivalent to an
earlier polynomial in the list and if so, remove it. This leaves us with a full
system of representatives for the A-equivalence classes of polynomials with
(1.1). This completes the proof of Theorem 2.1. 
6. Proof of Theorem 2.2
Let A be an integral domain finitely generated over Z, effectively given as
usual in the form Z[X1, . . . , Xr]/(f1, . . . , fs) = Z[x1, . . . , xr], where f1, . . . , fs
∈ Z[X1, . . . , Xr] and where xi is the residue class of Xi mod (f1, . . . , fs) for
i = 1, . . . , r. Denote by K the quotient field of A. Let Ω be a finite e´tale
K-algebra, effectively given in the formK[X ]/(P ) = K[θ], where P ∈ K[X ]
is a monic polynomial without multiple zeros, and θ = mod P .
We need some results from [5, §10.7]. Using [5, Cor. 10.7.7] we can
construct the splitting field of P over K; call this G. By means of [5,
Cor. 10.7.8] we can compute w such that G = K(w), together with the
minimal polynomial of w over K. As was explained in Section 5, we can
compute from this another representation for G of the form K(u), where
u is integral over A, together with the monic minimal polynomial Q of u
over K. Elements of G are always given in the form
∑d−1
i=0 (ai/b)u
i where
d = [G : K] and a0, . . . , ad−1, b are elements of A.
The polynomial P factorizes as (X − θ(1)) · · · (X − θ(n)) in G, and by
[5, Cor. 10.7.8] we can compute expressions of θ(1), . . . , θ(n) as K-linear
combinations of 1, u, . . . , ud−1. With these expressions we can compute,
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for any element α =
∑n−1
i=0 ciθ
i ∈ Ω with c0, . . . , cn−1 ∈ K, its images
α(j) =
∑n−1
i=0 ci(θ
(j))i (j = 1, . . . , n) under the K-homomorphisms of Ω to
G.
We start with a lemma.
Lemma 6.1. For any two effectively given α1, α2 ∈ O with K[α1] = K[α2] =
Ω, we can decide effectively whether α1, α2 are A-equivalent.
Proof. See [5, Lemma 10.5.1]. 
Proof of Theorem 2.2. Let A,Ω, O be the effectively given integral domain,
finite e´tale K-algebra, and A-order in Ω. Assume that (O ∩ K)+/A+ is
finite. Let {ω1 = 1, . . . , ωm} be the effectively given system of A-module
generators for O. Further, let n = [Ω : K], n ≥ 2 and let δ be the given
element of A. Lastly, let G be the field defined above, given in the form
K(u) with u integral over A.
Recall that by Proposition 3.6, we can compute an ideal representation
for the integral closure AK of A, i.e., AK is effectively given as an integral
domain in the usual sense. So we can apply Proposition 4.1 with AK instead
of A. Let F′ be the finite set F from Proposition 4.1 but taken with AK
instead of A. This set can be computed effectively in terms of AK , G, δ,
hence in terms of A, Ω, δ. Now if α is an element of O with (1.3), i.e.,
DΩ/K(α) = δ, then α ∈ AΩ, hence Fα(X) := (X − α
(1)) · · · (X − α(n)) has
its coefficients in AK , we have D(Fα) = δ, and Fα has its zeros in G. Hence
α(i) − α(j) ∈ F ′ for i, j ∈ {1, . . . , n} , i 6= j.
We now pick elements γij from F
′ and consider the elements α with
(6.1)
{
α ∈ O, DΩ/K(α) = δ,
α(i) − α(j) ∈ γij for i, j ∈ {1, . . . , n} , i 6= j.
We show that it can be decided effectively whether (6.1) is solvable and if
so, compute a solution of (6.1). Notice that (6.1) is certainly unsolvable
if
∏
1≤i<j≤n γ
2
ij 6= δ. Assume that
∏
1≤i<j≤n γ
2
ij = δ. Then the condition
DΩ/K(α) = δ can be dropped. Writing α as
∑m
k=1 xkωk with x1, . . . , xm ∈ A,
we can rewrite (6.1) as
(6.2)
m∑
k=1
xk
(
ω
(i)
k − ω
(j)
k
)
= γij for i, j ∈ {1, . . . , n} , i 6= j.
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Clearly, (x1, . . . , xm) is a solution of (6.2) inA
m if and only if α :=
∑m
k=1 xkωk
is a solution of (6.1).
By expressing ω
(i)
k − ω
(j)
k and the numbers γij as K-linear combinations
of 1, u, . . . , ud−1 where d = [G : K] and u is the generating element of G
over K, we can rewrite (6.2) as a system of inhomogeneous linear equations
in Am like in Corollary 3.4 (ii). Thus, it can be decided effectively whether
(6.2) is solvable, and if so, a solution can be computed. Equivalently, it can
be decided effectively whether (6.1) is solvable and if so, a solution can be
computed.
For each choice of γij ∈ F
′ (1 ≤ i,≤ n, i 6= j), we check if (6.1) is solvable
and if so, we compute a solution. Let T = {α1, . . . , αg} be the finite set
obtained in this manner. By Corollary 3.10 (ii) we can compute a full system
of representatives {θ1, . . . , θh} for (O ∩K)
+/A+. Using Lemma 6.1, we can
compute a maximal subset of {αi + θj : i = 1, . . . , g, j = 1, . . . , h} any two
distinct elements of which are not A-equivalent, say U. We show that U is
a full system of representatives for the A-equivalence classes of solutions of
(1.3).
Let α be a solution of (1.3). Then α satisfies (6.1) for certain γij ∈ F
′.
Let α0 be an element from T satisfying (6.1) for these γij. Then α
(i)−α(j) =
α
(i)
0 − α
(j)
0 for i, j ∈ {1, . . . , n}, hence
α(1) − α
(1)
0 = · · · = α
(n) − α
(n)
0 .
It follows that α−α0 =: a ∈ O∩K. Hence a = θj+c for some j ∈ {1, . . . , h}
and c ∈ A, and so, α = α0+ θj + c. Now clearly, α is strongly A-equivalent
to an element of U. This completes our proof of Theorem 2.2. 
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