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Abstract 
This paper presents a case study of the Quality of Service (QoS) application in a business network with Triple play services – 
voice, video, data. An experiment is performed on real network laboratory devices, and compares two situations – the impact of 
congested network on the services in the situation without QoS being deployed, and the situation with proper QoS applied. 
Results are evaluated with both the objective (delay, jitter, packet loss) and subjective metrics (audible and visual assessment), 
and clearly prove the usefulness of the QoS application which can be critical in businesses relying on a stable and guaranteed 
network connection. 
 
© 2014 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Converged networks deliver diverse network traffic, such as voice, video and data (so called Triple play service), 
to their customers. In case of momentary network congestion a proper Quality of Service (QoS) mechanism 
application is necessary to ensure uninterrupted service delivery. Even if the QoS mechanisms have been 
implemented to networks for years, every now and then it happens that internet service provider’s customers 
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experience worsened multimedia content delivery. This can even lead to provider’s profit loss afterwards. Our article 
describes a case study focusing on the so called LAN–WAN speed mismatch problem (i.e. disproportion in high-
speed LAN and lower-speed provider connection) and corresponding service level guarantee.  
1.1. Objectives 
The objective of this paper is to present a case study which shows benefits of the QoS deployment in a congested 
network where multiple heterogeneous services must be provided. We present the impact on data and multimedia 
services in a situation of bandwidth exhaustion with an evaluation based on common QoS parameters (delay, jitter, 
packet loss). Results of this contribution may be usable in many todays’ converged networks. 
2. Related work 
The QoS topic is covered in many papers but only few of them focus on quality of sound and video transmission 
guarantee during an extensive data transmission across a congested network. In January 2013 we searched main 
databases (IEEE explore, CiteSeerX, ISI Web of knowledge, Google Scholar and Google) for research articles using 
different combinations of keywords (qos, diffserv, case study, voice quality, voip, video streaming, iptv, 
measurement, test, bottleneck); the first 30 results were examined and the most relevant papers are summarized 
below. 
The significance of parameters influencing quality of IPTV service is discussed in Kim and Choi (2010). Lingfen 
and Ifeachor (2006) deal with an investigation of the VoIP sound quality prediction and evaluation of models with 
different QoS parameters with respect to the voice quality for wide range of codecs. However, these topics are 
solved only in a theoretical way, publications using a simulation environment are closer to a practice use. 
Simulation of the QoS in a home network is covered in Chen et al. (2007), a comparison of Integrated services, 
Differentiated services (DiffServ) and RMD (adaptive DiffServ) is discussed there. A queuing model for the IPTV is 
proposed and simulated in Qiu (2008). There are several papers comparing QoS queuing mechanisms in a congested 
part of a network. Rashed and Kabir (2010) compare the amount of dropped voice and video traffic using different 
queuing and scheduling methods (FIFO – First In First Out, Priority Queuing a WFQ – Weighted Fair Queuing). 
Dekeris et al. (2006) deal with the efficiency of Low Latency Queuing related to the service guarantee.  
More realistic are those papers which are concerned with a measurement in a real network. Buzila et al. (2007) 
deal with an examination of QoS attributes for the IPTV traffic, the IPTV signalization traffic is examined as well. 
Agrawal et al. (2007) determine voice and video quality based on the MOS scale after transmitting over a congested 
part of a network with QoS service being deployed. De Cristofaro et al. (2009) compare QoS attributes for the VoIP 
and videoconferencing traffic in a situation with different queuing mechanisms. Palmieri (2003) presents a complex 
investigation of QoS guarantee for a wide range of services (voice, video, signaling, real-time streaming, data 
traffic, etc.) and a comparison of throughput and loss after transmission over a bottleneck in the network. 
Beyond the QoS measurement, the QoE (Quality of Experience) estimation techniques are very important to meet 
end-user requirements. Krupiers et al. (2010) list main QoE measuring techniques. Voice quality estimation is a 
procedure discussed in Silva et al. (2008). Song et al. (2011) propose an IPTV quality estimation model. Inácio et al. 
(2012) deal with a QoS/QoE correlation by mapping QoS parameters to user perceived quality. 
3. Theoretical background 
Quality of Service means guarantee of selected network resources mainly for multimedia applications such as 
VoIP, IPTV, video-conferencing, remote control (remote surgery), etc. These real time services need assured 
parameters – especially low delay, low jitter (delay variance), low packet loss and some of them high throughput as 
well. There are several recommendations (e. g. in Cisco Systems (2005); ITU-T (2003; 2007; 2012)) on maximum 
tolerable delay, jitter and packet loss depending on required quality in case of multimedia transmission. In our 
experiment, we follow the recommendation in Cisco Systems (2005) which specifies the delay of max 150 ms, the 
jitter of max 30 ms and the packet loss of max 1 % in case of voice and video transmission.  
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It has to be mentioned that it is not always necessary to deploy QoS mechanisms – being sure about sufficient 
amount of network bandwidth, all the concurrent network services can be delivered to customers correctly and 
simultaneously. On the other hand, LAN/WAN speed mismatch problem (our case) or the so called aggregation 
problem (aggregation of many downlinks to a limited number of uplinks) may require a proper QoS implementation. 
(Cisco Systems, 2005; 2007; 2011) Prevailing QoS model, the DiffServ, has been employed in our study – 
consisting mainly of classification (DSCP – DiffServ Code Point), marking and scheduling (WFQ, CBWFQ – 
Class-based WFQ, LLQ – Low latency queuing and RED – Random Early Detection). Details of this toolset can be 
found e.g. in Cisco Systems (2005; 2007; 2008; 2011) or in RFC 2475 (1998). 
4. Experiment methodology 
4.1. Network topology 
Network topology of the experiment shown on Fig. 1 consists of a user segment depicted on the left side, of a 
server segment depicted on the right side, and one point-to-point link between two routers terminating these two 
segments. This type of network topology can simulate a home network and a provider network, or a WAN 
aggregator – WAN branch network topology (according to the terminology by Cisco Systems (2005)). There are 
three servers in the server segment – a Video on Demand (VoD) stream server, a web server and a voice stream 
server, and corresponding clients in the user segment – two VoD clients and two web clients running on the same 
hosts and one separate voice stream client. All the connections are Ethernet full-duplex links with the bandwidth of 
100 Mbps, except of the point-to-point link between the routers which has the bandwidth of 10 Mbps only, and 
simulates a WAN link and a so called the LAN–WAN speed mismatch problem. (Cisco Systems, 2005) 
 All the hosts and servers are standard personal computers with enough hardware resources, running operating 
system Linux. All the network devices are Cisco switches or routers. There are no DNS names used in the 
experiment, all hosts are identified with IP addresses. Because of the low-speed link between the two routers in the 
topology and high volume of network traffic crossing that link, it is expected that the quality of UDP traffic flows 
will be negatively affected. The key idea of the experiment is to compare quality of data transmission in the situation 
with- and without QoS bandwidth management tools applied on the R2’s outside interface in the outbound direction, 
which is the place of potential network congestion (actually the only place in this experiment – that's why the QoS 
bandwidth management mechanisms are deployed nowhere else in this case). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Experiment network topology. 
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4.2. Traffic flows 
There are three types of traffic flows employed in the experiment – the voice traffic flow, the VoD (Video on 
Demand) flow, and the web traffic. The first two flows are multimedia traffic flows carried with the RTP protocol 
(Real Time Transport Protocol) and encapsulated in the UDP datagram. The web traffic is carried with the usual 
HTTP protocol and encapsulated in the TCP segment. 
The voice traffic flow employs MP3 streaming and simulates a telephone VoIP call with a length of 60 seconds 
and with a network bandwidth of 88 kbps. The 2nd movement of Italian Concerto by J. S. Bach (BWV 971) was 
used, taken from the Wikipedia  (https://en.wikipedia.org/wiki/Italian_Concerto_(Bach)) in accordance with the EFF 
Open Audio License. Resulting recording contains almost no gaps of silence. 
The VoD traffic flow, i.e. the streaming video, with a length of 100 seconds and bandwidth requirement above 
2 Mbps per flow was used (video codec H264 MPEG-4, resolution 720 × 576 px, 100 fps). Even if there is a 
significant difference between the streaming video (our case) and the interactive video, in our article we try to 
satisfy QoS requirements as if the video traffic flow was an interactive one. The video traffic was controlled (i.e. 
signaling) with the RTSP protocol (Real Time Streaming Protocol). The video “Forestry Students’ Competition – 
25th Forestry Versatility – Forest inventory” comes from the Mendel University in Brno – Audio-Visual Center’s 
video-database (http://avc.mendelu.cz/videobase/index.php?akce=props&co=nazev&vid=6805), and this audio-
visual work was used in accordance with the § 31 of the law 121/2000 Sb., “Autorský zákon”. 
The web download traffic flows – two files with a text data were stored on the Apache web server, one file with a 
length of 501 kB and the other one with a length of 37 749 kB. These files were requested by the web clients with 
the wget tool launched from a Bash shell script. The smaller file was requested by the web clients more frequently to 
simulate users’ clicks in a web browser. The 37MB file was used to simulate a longer web download. 
4.3. Communication schedule 
The traffic flows mentioned above were launched according to the following schedule: 
 
0th second VoD from the VoD stream server to the VoD client 1 
2nd second Voice from the voice stream server to the voice client 
5th second VoD from the VoD stream server to the VoD client 2 
10th second Web download of the 37 MB file from the web server to the web client 1 
15th second Web download of the 0.5 MB file from the web server to the web client 1 
every 5 sec. 7× web download of the 0.5 MB file from the web server to the web client 1 
17th second Web download of the 0.5 MB file from the web server to the web client 2 
every 5 sec. 7× web download of the 0.5 MB file from the web server to the web client 2 
4.4. QoS metrics 
Two types of metrics were used in the experiment to rate quality of transmission. Firstly, the objective metrics: 
delay (one-way delay in milliseconds from the source to the destination), jitter (according to RFC 3550 (2003) and 
Wireshark (2013)), packet loss (percentage of lost packets during the transmission), and the quality of the web 
traffic is rated with download speed in kBps and with download time in seconds. Secondly, the subjective metrics: 
interruptions in music of the voice transmission (number of interruptions in the captured waveform), and subjective 
audible (voice) or visual (VoD) assessment. 
The Voice and VoD traffic class delay and jitter are expressed as an average, minimum, maximum, and standard 
deviation of the delay and jitter of all individual packets comprising the whole flow. Both of these characteristics 
together with the packet loss were calculated from the PCAP files captured at senders and receivers. The main 
analysis tool used was the well-known application Wireshark – employed for the bitrate analysis as well. The 
accuracy of timestamps was ensured with a proper NTP time synchronization of all key components. In order to 
eliminate random effects during the experiment, the whole test was performed three times (reference 
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measurements). The delay between all measurements was shorter than 10 minutes, neither the network devices nor 
the end devices were restarted between the measurements. 
4.5. QoS policy 
The goal of the QoS policy is to prioritize delivery of the Voice traffic class packets (LLQ) and reserve (and 
limit) 5 % of the 10 Mbps R1–R2 link bandwidth for this class (i.e. 500 kbps); reserve bandwidth of the same link 
for the VoD traffic class (CBWFQ used, 50 % of the bandwidth is reserved, i.e. 5 Mbps) including its signaling 
(CBWFQ, 5 % of the bandwidth is reserved); the packets of the web download traffic class are serviced in a fair 
fashion (WFQ), to prevent the global TCP synchronization effect, the congestion avoidance mechanism RED is 
employed in this traffic class. To be able to distinguish the traffic flows, it is necessary to perform QoS classification 
(based on access control lists and TCP/UDP port numbers) and QoS marking (according to the Cisco QoS design 
guide recommendation in Cisco Systems (2005)). The classification and marking is performed at the input of the 
server network, queue management is deployed on the R2’s outside interface in the outbound direction which is the 
source of network congestion. The overall QoS policy logic is summarized in Tab. 1. The design and 
implementation of this QoS policy was inspired by Cisco Systems (2005; 2007), the Cisco IOS command reference 
can be found in Cisco Systems (2011). 
Table 1. QoS marking and scheduling used. 
Traffic class PHB DSCP 
binary 
DSCP 
decimal 
Queuing Bandwidth 
reservation 
Congestion 
avoidance 
Voice stream EF 101 110 46 LLQ 500 kbps None 
VoD stream CS4 100 000 32 CBWFQ 5 Mbps None 
VoD signaling – RTSP CS3 011 000 24 CBWFQ 500 kbps None 
Web – HTTP BE 000 000 0 WFQ Remaining RED 
4.6. Hypothesis 
We assume that without QoS implementation the voice and the VoD traffic will suffer from higher delay 
(possibly above 150 ms), higher jitter (possibly above 30 ms), non-zero or higher packet loss (possibly above 1 %), 
and there will be gaps of silence or cracking in the music (voice) or picture distortion (VoD). In case of web traffic, 
the 0.5 MB TCP flows will need longer download time due to the aggressive 37 MB TCP traffic flow. We expect 
that with proper QoS implementation all the negative effects disappear. 
 
5. Results 
5.1. Voice traffic class 
5.1.1. User experience 
 
Without QoS being applied, the end user suffers from frequent voice interruptions, as depicted on Fig. 2 with a 
recorded voice waveform. Most of the voice interruptions occur within the time range at which all the 0.5 MB TCP 
web downloads take place (approximately 15th–50th second). Due to the WAN link congestion caused by the VoD 
and TCP flows, the voice packets are dropped and these drops result in frequent voice interruptions. The number of 
voice interruptions occurring in reference measurements (test 2 and 3) are more or less the same, there are always 
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several errors (+/18) in the situation without QoS. With QoS activated, no voice disturbance was detected because 
the voice traffic gets its own priority low-latency queue (LLQ) with a dedicated bandwidth of 500 kbps. 
 
  
Fig. 2. (a) Comparison of captured recordings with QoS (upper) and without QoS (lower) in test 1. The interruptions are marked with ellipses in 
the lower case; (b) Detail of captured recordings (5th to 9th second). Upper case with QoS, lower case without QoS – first three interruptions. 
5.1.2. Delay, jitter and packet loss statistics 
 
The voice transmission takes 60 seconds. During this period, the RTP voice packets have to share a limited 
amount of bandwidth with other traffic flows which can negatively affect quality of the voice transmission. Tab. 2 
and 3 compare delay of the voice transmission, its jitter and packet loss in the situations with- and without QoS 
being applied. It is evident that the delay is significantly higher and more variable without QoS (118.88 ms ± 55.47) 
compared to the situation with QoS (3.1 ms ± 1.49). When extensive VoD and TCP traffic flows began consuming 
the limited bandwidth and there was no QoS mechanism giving priority to the voice traffic, the voice delay often 
exceeded the general limit of 150 ms. On the other hand, with QoS mechanism prioritizing all the voice packets the 
delay remains very low and almost constant. The jitter of the voice packets has the same tendency. The receiver’s 
buffer has to deal with the changing jitter to achieve appropriate voice interpretation. The packet loss exceeds the 
general acceptable limit of 1 % (1.3–1.9 % in test 1–3), with QoS being applied, the packet loss is always zero. The 
second and third reference measurements show almost the same results. 
Table 2. Delay and jitter statistics for the Voice traffic class. (test 1) 
Test 1 Delay [ms] Jitter [ms] 
Without QoS With QoS Without QoS With QoS 
Min 0.64 ~ 0.00 0.00 0.00 
Max 192.24 4.60 7.09 0.76 
Average 118.88 3.10 2.81 0.32 
Std. Dev. 55.47 1.49 1.44 0.11 
Table 3. Packet loss statistics for the Voice traffic class. 
Test # Without QoS With QoS 
Test 1 1,3 % (29/2269) 0.0 % (0/2269) 
Test 2 1,5 % (33/2269) 0.0 % (0/2269) 
Test 3 1,9 % (43/2269) 0.0 % (0/2269) 
 
5.2. Video on demand traffic class 
5.2.1. User experience 
 
The VoD user experience is represented with video screenshots taken every five seconds at both of the VoD 
clients – an illustration for the first VoD client is presented on Fig. 3, second VoD client shows similar results. To 
catch all the video defects, the screen capture frequency and timing are critical. To highlight significant difference 
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between both of the situations with- and without QoS, our captures come from another measurement (apart from test 
1–3), but with the same test conditions, and we present them only for illustrative purposes. Without QoS being 
applied, the end user encounters quite often a major distortion, with QoS activated no substantial errors are visible. 
 
  
Fig. 3. Screen capture at VoD client 1, screenshots taken every 5 s – (a) without QoS; (b) with QoS. 
5.2.2. Delay, jitter and packet loss statistics 
 
Tab. 4 and 5 compare the delay and jitter of the VoD transmission in the situations with- and without QoS being 
applied. The VoD traffic consists of two streams initiated by the VoD client 1 and VoD client 2 with the same video 
content, and with a length of 100 seconds. It is evident that the average level of delay without QoS is substantially 
higher and quite unstable (mean ± std. deviation: 95.25 ms ± 68.74 in case of the VoD client 1, 96.98 ms ± 68.66 in 
case of the VoD client 2), as opposed to the situation with QoS providing necessary bandwidth reservation (CBWFQ 
queuing with a reservation of 5 Mbps) for the VoD traffic flows (4.46 ms ± 3.48 in case of the VoD client 1 and 
5.11 ms ± 3.7 in case of the VoD client 2). According to the communication schedule, the VoD client 2 starts the 
video transmission 5 seconds later than the VoD client 1. Without QoS activated, the TCP flows cause the WAN 
link congestion and the VoD delay rises and often exceeds the well-known 150 ms delay limit ensuring a trouble-
free multimedia transmission. When all of the TCP flows are finished (near to 80. second), the VoD delay decreases 
rapidly. On the other hand, with QoS activated the delay stays deeply under the 150 ms limit and the maximum 
delay encountered was only 54.35 ms (as opposed to 195.04 ms without QoS). 
Table 4. Delay and jitter statistics for the VoD client 1. (test 1) 
Test 1 
VoD client 1 
Delay [ms] Jitter [ms] 
Without 
QoS 
With QoS Without 
QoS 
With QoS 
Min ~ 0.00 0.32 0.00 0.00 
Max 194.54 53.33 4.72 3.24 
Average 95.25 4.46 0.87 0.50 
Standard 
deviation 
68.74 3.48 0.52 0.24 
 
Table 5. Delay and jitter statistics for the VoD client 2. (test 1) 
Test 1 
VoD client 2 
Delay [ms] Jitter [ms] 
Without 
QoS 
With QoS Without 
QoS 
With QoS 
Min ~ 0.00 0.91 0.00 0.00 
Max 195.04 54.35 5.41 1.41 
Average 96.98 5.11 0.85 0.50 
Standard 
deviation 
68.66 3.70 0.52 0.23 
 
 
Similar tendency can be found at the jitter statistics. Even if the difference between both of the QoS situations is 
not so apparent as with the delay, our results showed that the QoS policy ensured a lower and more stable jitter for 
the VoD traffic class. The overall level of jitter was low enough not to harm the quality of user experience, even in 
the situation without QoS. Above that, the QoS policy ensures zero packet loss, as opposed to the situation without 
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QoS (packet loss ranging from 0.5 to 0.7 % in test 1–3). The second and third reference measurements showed 
almost the same results. 
5.3. Data traffic class 
According to the Tab. 6 and 7, there is a significant difference between the situation with- and without QoS in 
case of eight separate web downloads. With QoS being deployed, the average download speed reaches almost 
double the value compared to the situation without QoS, the average download time half the value respectively. The 
download time variability between these two situations is lower in case of the QoS deployment, so the download 
time is more predictable. This is caused by the WFQ queuing mechanism, which provides each of the eight 
individual traffic flows a fair amount of bandwidth at the expense of the aggressive 37 MB traffic flow. This effect 
is evident on Fig. 4 later in the text. On the other hand, there is no difference between the situation with- and without 
QoS in case of the 37 MB download. 
Table 6. Data traffic class – web client 1 (wget statistics, test 1). 
Web client 1 Without QoS With QoS 
Download 
speed 
[kBps] 
Download 
time 
[s] 
Download 
speed 
[kBps] 
Download 
time 
[s] 
Background 
download 
37 749 kB 
540 70 538 70 
Mean of 
download 1–8 
165.5 3.6 306.0 1.7 
Std. deviation of 
download 1–8 
52.0 1.9 62.6 0.4 
 
Table 7. Data traffic class – web client 2 (wget statistics, test 1). 
Web client 2 Without QoS With QoS 
Download 
speed 
[kBps] 
Download 
time 
[s] 
Download 
speed 
[kBps] 
Download 
time 
[s] 
Mean of 
download 1–8 
173,5 3,5 296.0 1.7 
Std. deviation of 
download 1–8 
88.9 1.5 40.6 0.2 
 
 
In contrast to the Voice and VoD classes, the second and third measurements behaved differently with the web 
traffic class. While the difference between the situation with- and without QoS being deployed is significant only 
with the first measurement, the difference is negligible with the second and the third one as apparent from Tab. 8 
and 9. We expect that this behavior can be caused by a caching mechanism (e.g. SSThresh or a specific end host 
implementation), restarting the end host devices could affect this phenomenon as well. Repeated measurements 
didn’t provide us with an appropriate answer, so this problem remains an open question for us and is a subject for a 
future work. 
Table 8. Download speed and download time (mean ± std. deviation) 
statistics for the web client 1 (test 2 and 3). 
 
Test # 
Download speed 
[kBps] 
Download time 
[s] 
Test 2 – without QoS 326.1 ± 86.4 1.7 ± 0.6 
Test 2 – with QoS 314.1 ± 54.5 1.6 ± 0.3 
Test 3 – without QoS 294.6 ± 54.0 1.8 ± 0.4 
Test 3 – with QoS 284.5 ± 68.9 1.9 ± 0.5 
Table 9. Download speed and download time (mean ± std. deviation) 
statistics for the web client 2 (test 2 and 3). 
 
Test # 
Download speed 
[kBps] 
Download time 
[s] 
Test 2 – without QoS 310.1 ± 66.0 1.7 ± 0.3 
Test 2 – with QoS 265.3 ± 40.5 1.9 ± 0.3 
Test 3 – without QoS 302.8 ± 74.2 1.8 ± 0.4 
Test 3 – with QoS 307.6 ± 46.1 1.7 ± 0.3 
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5.4. Summary traffic flow analysis 
Fig. 4 shows bandwidth utilization among the traffic flows heading the clients. The black line depicts the overall 
bandwidth consumed by all of the flows – 10 Mbps of the WAN link. Because of the nature of the UDP transport, 
there is practically no distinction between the voice and VoD flows in both of the situations with- and without QoS. 
The red squares indicate the packet loss of the voice transmission, which occurs only in the situation without QoS. 
 
  
Fig. 4. Summary traffic flow chart (captured at receivers, test 1) – (a) without QoS; (b) with QoS. 
The most remarkable difference between both of the QoS situations concerns the TCP transmission. Without 
QoS, the aggressive 37 MB web download tries to utilize all the available bandwidth at the expense of the multiple 
0.5 MB web downloads, which consequently have an uneven traffic pattern. With QoS activated, the WFQ 
algorithm ensures fair bandwidth allocation between the TCP flows.  
5.5. Dropped packets at router’s fa0/1 interface – output queuing    
Tab. 10 shows the amount of dropped packets at the router R2’s Fa0/1 interface in the egress direction in the 
situation with QoS. Compared to the situation without QoS with 786 dropped packets (of 72 561 in total) in test 1, 
963 packets (of 72 509) in test 2, and with 990 packets (of 72 476) in test 3, it is obvious that the total number of 
dropped packets is significantly lower in the situation with QoS (only 180–209 packets dropped). 
Table 10. Packets matched/dropped at router R2’s Fa0/1 interface (LLQ + CBWFQ output queuing), with QoS. 
However, the main issue is not the total amount of packets dropped due to the insufficient queue space, but the 
type of packets being dropped. Multimedia traffic flows (such as Voice and VoD) can sustain some small amount of 
packet drops (usually up to 1 %), exceeding this threshold the quality of user experience is substantially disrupted. 
Our results prove the general recommendation mainly for the Voice traffic class – packet drops range from 1.3 to 
1.9 % in test 1–3 without QoS, which caused frequent voice interruptions. With QoS being applied, there were no 
packet drops concerning the Voice, VoD and signaling traffic classes. Consequently, no voice disturbance occurred. 
There were no other queue drops at all devices and interfaces used in the experiment. 
Test # Voice 
packets 
matched 
Voice 
packets 
dropped 
VoD 
packets 
matched 
VoD 
packets 
dropped 
Signaling 
packets 
matched 
Signaling 
packets 
dropped 
Default 
packets 
matched 
Default packets 
dropped (RED) 
Default 
packets 
dropped (tail) 
1 2269 0 38054 0 20 0 32657 184 23 
2 2269 0 38054 0 20 0 32628 175 5 
3 2269 0 38054 0 20 0 32678 209 0 
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6. Conclusion 
The aim of this article was to present an experimental case study which should demonstrate the impact of 
application of the QoS mechanisms on the Triple play services during network congestion. Several hypotheses 
concerning effects of QoS deployment were stipulated and proved by the experiment, and it was clearly shown that 
a proper QoS application ensures correct service delivery in times of network congestion – necessity in case of 
multimedia traffic and advantage in case of TCP traffic. Following the recommendations in the paper, the internet 
service providers are able to ensure customers’ satisfaction and increase their profits as well. 
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