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ABSTRACT
PROBLEMS IN NONLINEAR HOMOGENIZATION: BOUNDS, ESTIMATES,
MACROSCOPIC INSTABILITIES, AND POST-BIFURCATION RESPONSE
Joshua Robert Furer
Pedro Ponte Castan˜eda
Due to the ever-growing interest in composite materials designed with complex mi-
crostructures and capable of possessing exotic properties, it has become increasingly
important to be able to accurately capture the interplay between the macroscopic
response and the underlying microstructure, as the former is greatly influenced by
the latter. Of the different approaches available, this thesis is concerned with the use
of nonlinear homogenization to study the effective response of composites. We look to
illustrate the effect that constitutive assumptions have on the methods by which such
estimates can be obtained, and on the actual effective, or homogenized, response of
the material. For materials whose constitutive response is governed by convex func-
tions, we show how the convexity itself can be utilized to obtain rigorous bounds
and improved estimates. We prove the optimality of variational linear comparison
bounds over the class of nonlinear anisotropic composites with linearly isotropic re-
sponse and introduce a new symmetric fully optimized second-order method which is
able to generate estimates for the effective response of nonlinear composites. On the
other hand, convexity is often inconsistent with certain physical requirements (e.g.
objectivity). Such is the case of hyperelasticity, where the lack of convexity of the
stored-energy functions has long been known to lead to the development of insta-
bilities. We present a framework for studying the post-bifurcation response of such
systems and apply it to a specific class of reinforced hyperelastic composites under
general three-dimensional loading conditions. We also consider the class of magneto-
elastic composites, which consist of hyperelastic materials that are also magnetically
susceptible. Unlike in the case of hyperelasticity, there lacks a complete mathemati-
cal framework for obtaining the effective response of such materials, and researchers
have only begun to investigate the potential for instabilities in these materials. We
therefore generalize the same methodology used successfully in the purely mechanical
context to study the post-bifurcation behavior of magneto-elastic composites. This
in part requires a rigorous generalization of the theoretical aspects that underlie the
iii
method. We then calculate the post-bifurcation response of a magneto-elastic mate-
rial under general plane-strain loading conditions with a magnetic field applied in the
plane of deformation.
iv
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Chapter 1
Introduction
This thesis looks to answer questions that arise in the field of nonlinear homog-
enization. Specifically, we look to see how assumptions on the constitutive behavior
of the underlying homogeneous phases effect both the ability to obtain bounds and
estimates on the effective, or homogenized, response of composites, as well as their
effect on the homogenized response itself. The problem of obtaining the effective re-
sponse of composite material is most often placed in a variational setting, whereby one
looks to minimize an energy functional over some set of admissible trial fields that
satisfy the relevant boundary conditions. For example, in looking for the effective
conductivity of a system, one minimizes the energy over all electric field potentials,
while in defining the effective elasticity modulus tensor, one would minimize over all
displacement fields.
In describing systems from a variational point of view, solutions are often found
by solving a set of equilibrium equations which are obtained from the Euler-Lagrange
equations of the corresponding energy functionals. Thus arises the major difficulty in
obtaining exact solutions to (non)linear homogenization problems: as the underlying
system is heterogeneous, one must solve a system of (non)linear partial differential
equations with rapidly oscillating, and in some cases random, coefficients. For this
reason, there has be a great deal of emphasis put on obtaining bounds and estimates
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on the effective behavior of composite materials.
Many of the tools used in the nonlinear context can be traced back to results
that were first obtained in the linear setting. Perhaps one of the most well known,
and important, results used to bound linear heterogenous materials is the so called
Hashin-Shtrikman variational principle. The basic idea is to introduce a homogeneous
reference material, and then define the polarization as the difference between the field
in the heterogeneous medium and the field in the homogeneous reference medium.
One is then left to solve two boundary value problems; the first is associated with
the reference medium. The second involves the polarizations, whose divergence is
treated as the body force. By making use of the appropriate Green’s functions,
Hashin and Shtrikman (1962) were able to obtain rigorous upper and lower bounds
on the effective magnetic response of random multiphase heterogeneous composites;
they later extended their work to bound the response of mechanical systems (Hashin
and Shtrikman, 1963).
That this variational procedure is able to produce upper and lower bounds is
a consequence of the freedom one has in choosing the reference medium. We also
note that bounds for material with more general two-point statistics (other than ones
which are isotropic, as assumed by Hashin and Shtrikman (1962)), were developed
by Willis (1977). Moreover, in this work, Willis (1977) showed how the Hashin-
Shtrikman variational principle could be used to obtain the so called self-consistent
estimates by choosing the reference medium to be the effective material itself; the
self-consistent estimates were originally proposed by Hill (1965). In looking to use
more information about the underlying microstructure, Beran (1965) generalized of
the Hashin-Shtrikman variational principle to obtain bounds that make use of three-
point statistics of the microstructure. The three-point bounds of Beran were later
simplified by Milton (1981) through the introduction of a geometric parameter (see
also Milton and Phan-Thien, 1981; Torquato, 1980, 1991).
Simultaneously, the problem of obtaining the effective response of composite ma-
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terials was taken up in the mathematics community. Spagnolo (1968) introduced
G´ convergence, while Tartar (1978) (see also Murat and Tartar, 1985) provided a
framework for the related H´ convergence, both of which allow for a rigorous math-
ematical definition of the effective elasticity tensor. The books of Sanchez-Palencia
(1980) and Bensoussan et al. (1978) contain general results pertaining to periodic
homogenization, and a complete accounting of the available method for obtaining
bounds and estimates in the linear context can be found in the monograph of Milton
(2002a).
There has been much success in generalizing the classic linear bounds and esti-
mates to the nonlinear setting. Talbot and Willis (1985) first introduced a variational
principle related to that of Hashin and Shktriman which was suitable for nonlinear
composites. These bounds were later improved by Ponte Castan˜eda (1991), who
made use of a variational principle for the properties of a linear comparison compos-
ite. These bounds were later generalized by Talbot and Willis (1992), and bounds for
power-law materials were independently obtained by Suquet (1993). Many of these
works rely either implicitly, or explicitly, on the fact that the energy potentials of the
constitutive phases are convex, whereby solutions to the variational problems at hand
exist, and can be unique. In fact, Marcellini (1978) showed that when the potentials
are strictly convex, the effective response of a nonlinear periodic composite can be
obtained exactly by considering the solution to the so called unit cell problem.
However, such convexity assumptions can be physically inconsistent. This is in-
deed the case in elastic materials at finite strain, where both objectivity, as well as
incompressibility, necessitate the need for non-convex a constitutive response. The
mathematical implications on existence of solutions to variational problems in the
non-convex setting are well understood, with the seminal work of Ball (1977) provid-
ing a necessary and sufficient condition for the existence to such variational problems
in hyperelasticity; the condition, know as quasiconvexity, was first introduced by
Morrey Jr. (1952). In order to define the effective response of hyperelastic compos-
3
ites with periodic microstructures, Mu¨ller (1987) and Braides (1985) provided results
that made use of the notion of Γ´ convergence, as introduced by De Giorgi (1975).
These results showed that in order to properly calculate the effective response of the
composite, it was necessary to consider solutions that are periodic on not just the
unit cell (as is the case when the potentials are convex (Marcellini, 1978)), but on all
possible combinations of cells. As these results are difficult to implement in practice,
bounds and estimates in the setting on nonlinear hyperelasticity have been devel-
oped as well (Ponte Castan˜eda and Tiberio, 2000; deBotton, 2005; Lopez-Pamies and
Ponte Castan˜eda, 2006a,b; Ponte Castan˜eda, 1989).
A consequence of the lack of convexity of the energy potentials is that solutions
may fail to be unique. In particular, the composite material may undergo an instabil-
ity. Such a possibility has been known for many years, and can lead to microbuckling,
as discussed by Rosen (1965). However, the wavelength of the instability, relative to
the size of the unit cell, need not be finite, and indeed, in consider laminated hypere-
lastic composites, Triantafyllidis and Maker (1985) found that instabilities may have
infinite wavelength, and that these macroscopic instabilities can occur prior to the
microscopic ones. These results were later confirmed by Geymonat et al. (1993), who
considered more general hyperelastic composites, and showed that the onset of macro-
scopic instabilities can be estimated by the loss of strong ellipticity of the principal
solution, i.e. the solution before the onset of an instability. Less work has been done
to understand the post-bifurcation response of these and related systems, but there
are examples of works in which researchers look for ways to understand, and take
advantage of, the potential non-uniqueness (Avazmohammadi and Ponte Castan˜eda,
2016; DeSimone and Dolzmann, 2002).
More recently, there has been an effort to extend the framework that exists for
studying hyperelastic composites to magneto-elastic systems, those where (at least )
one of the underlying hyperelastic phases is magnetically susceptible. These materials
are of great interest due to their ability to undergo large strains and exhibit magneto-
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elastic effects, making them useful in many practical applications. Some models used
to predict the behavior of magneto-elastic composites are based experimental ob-
servations (Dorfmann and Ogden, 2004; Kankanala and Triantafyllidis, 2004; Danas
et al., 2012), while other are based on directly on the use of homogenization. In
particular Ponte Castan˜eda and Galipeau (2011) provided a general framework for
estimating the effective response of magneto-elastic systems with random microstruc-
tures. In terms of unstable behavior, due to the fact that the underlying purely
mechanical system can undergo an instability, it is reasonable to assume that the
more general magneto-elastic composites will as well. Indeed, results of Kankanala
and Triantafyllidis (2004) as well as those of Destrade and Ogden (2011) indicate that
magneto-elastic composites can undergo instabilities (see also Rudykh and Bertoldi,
2013; Galipeau and Ponte Castan˜eda, 2013). Nonetheless, there still lacks a rigor-
ous mathematical theory akin to what exists in the purely mechanical context (e.g.
Mu¨ller, 1987) for computing the effective response of magneto-elastic composites, and
people are only recently beginning to probe the possible utility of theses systems in
their post-bifurcation state.
We look to address problems that arise in each of the aforementioned areas. As
such, the rest of the thesis will be organized as follows. In Chapter 2-Chapter 3, we
start first with the problem of obtaining bounds on the effective behavior of nonlinear
materials. In particular, these chapters deals with the variational linear comparison
method (VLC) due to Ponte Castan˜eda (1992b), one which makes explicit use of the
convexity of the energy potentials in order to obtain bounds on the nonlinear response
by appealing to a suitably chosen, fictitious, linear comparison composite (LCC). By
bounding the linear behavior of the LCC using the Hashin-Shtrikman estimates,
Ponte Castan˜eda (1992b) obtained the variational bounds of the Hashin-Shtrikman
type (VHS), which are known to be rigorous bounds on the class of composites with
isotropic phases and statistically isotropic microstructures. While it has long been
suspected that these bounds are not optimal, in that they are not attained by a mem-
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ber of this case, we show that these bounds are optimal when viewed as bounds on
the class of nonlinear anisotropic composites with linearly isotropic response. This is
achieved by appealing to finite-rank laminates, a the special class of microstructure for
which the effective nonlinear response can be computed exactly. We show optimality
in the context of two- and three-dimensional dielectrics, as well as two-dimensional
incompressible nonlinear elasticity in Chapter 2, and in the context of porous vis-
coplasticity under general plane-strain loading conditions in Chapter 3. The results
of these chapter indicate why the VHS bounds are not tighter when compared to es-
timates for the effective behavior of nonlinear composites with statistically isotropic
microstructures, and yield important insight into what can be done to improve them.
One major drawback of the VHS bounds lies in the fact that they do not, explicitly,
make use of all available information of the fields of the LCC. In Chapter 4, we
introduce a method that looks to remedy this in order to produce improved estimates
on the effective response of nonlinear composites. This symmetric, fully optimized
second-order method, or the symmetric FO-SO, provides an alternate formulation of
the recently proposed (nonsymmetric) FO-SO, both of which are based on a stationary
variational principal. By introducing a polarization field, this method is able to
capture information on both the first, and second moments of the corresponding fields,
and can moreover estimate the response of the nonlinear composite directly from the
behavior of the optimally chosen LCC. Both FO-SO methods are fully optimal with
respect to the trial fields, and the symmetric FO-SO is able to provide more robust
results. The method is applied to the class of two-phase power-law composites with
fibrous microstructures subjected to plane strain loading and compared with other
available bounds and estimates.
The FO-SO method featured in Chapter 4 is derived in the context of nonlinear
infinitesimal elasticity, in which case the energy potentials are convex. However, as
mentioned above, convexity is often incompatible with certain physical requirements.
This is indeed the case in finite-strain hyperelasticity, where it is of interest to under-
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stand how this lack of convexity effects the overall stability of hyperelastic composites.
While it has long been known that such hyperelastic composites can undergo insta-
bilities and bifurcate to lower energy solutions, there is less of an understanding of
the post-bifurcation behavior. To that end, Chapter 5 introduces the mathematical
underpinnings needed to investigate both the stability, and post-bifurcation response,
of hyperelastic composites. Much of the theory laid out in this chapter will be used
extensively in Chapters 6 and 7, where the post-bifurcation response of a model hy-
perelastic composite is computed explicitly.
While the framework outlined in Chapter 4 can be extended to obtain estimates
for such nonlinear hyperelastic composites, the implementation of the FO-SO method
to this setting is expected to be more difficult, due in part to complications that arise
on account of objectivity. Moreover, the method for obtaining the post-bifurcation
behavior, or relaxation, as given by ĂW requires a (semi-)analytical expression for the
principal solution xW , i.e. the solution before the onset of an instability. Before the
onset of an instability, ĂW “ xW , while afterwards, ĂW ď xW . With this in mind,
we instead choose to investigate the the post-bifurcation response of a hyperelastic
laminate, consisting of two isotropic incompressible neo-Hookean phases. Like in
linear elasticity, the principal solution of a nonlinear hyperelastic laminate can be
computed exactly, and we make use of such available analytical results. As such, the
post-bifurcation behavior of the neo-Hookean laminate is obtained for plane-strain
loading conditions in Chapter 6, and then generalized to three-dimensional loading
conditions in Chapter 7. In each case, the quasiconvexification QxW of the principal
solution is computed by first calculating the the rank-one convex envelope RxW , and
then showing that it is polyconvex. As ĂW is quasiconvex, and satisfies ĂW ď xW , the
quasiconvexification will provide us with at least a tighter upper bound on ĂW than
the one given by xW , whereby ĂW ď QxW ď xW ; the possible equality between ĂW and
QxW is discussed within the chapters. Such a calculation reveals that, upon sufficient
compression of the stiffer layer, the laminate undergoes a macroscopic instability, and
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the relaxation is obtained via the formation of “lamellar” domains. In plane-strain,
a single lamination is needed, while more generally, certain loading conditions (like
axisymmetric extension) lead to a laminate-within-a-laminate microstructure.
With a better understanding of the post-bifurcation behavior of hyperelastic com-
posites under purely mechanical loading, we conclude this thesis by turning our at-
tention to magneto-elastic composites. In Chapter 8, we revisit the theory outlined in
Chapter 4, and look to generalize it to the setting of magneto-elasticity. Indeed, re-
sults similar to those in the purely mechanical case are proven in Chapter 8, and a rig-
orous extension of periodic homogenization is introduced and discussed. While some
of the extensions are rather straightforward, the magneto-elastic notion of rank-one
convexity is novel, and crucial in allowing for the calculation of the post-bifurcation
response. The tools developed in Chapter 8 are then applied in Chapter 9 to the
same laminated microstructure used in previous chapters, where we now assume that
the homogenous phases are magnetically susceptible. Due to the complexity of the
calculation, we are unable to implement our methodology directly, and instead derive
bounds on the QxW . For some loading conditions, QxW can be obtained analyti-
cally, and more generally, we find that RxW provides an accurate approximation of
QxW . Upon studying RxW , it is found that, while purely mechanical compression is
still a mechanism for instabilities, magneto-elastic coupling can also lead to compres-
sion, whereby properly aligned magnetic fields will also cause instabilities. Like in
the purely mechanical case, unstable loading conditions are accommodated via the
formation of domains.
While this thesis aims to tell a complete story, we mention that each chapter is
self-contained, and corresponds to one of various projects worked on over a period
of time. Each chapter contains a fuller introduction to the relevant topics, as well
as concluding remarks that give a full representation of the results found therein.
Nonetheless, in Chapter 10, we will summarize the findings of the thesis as a whole,
and discuss the possible avenues for future research that arise as a result of the work
8
undertaken here. Before proceeding, we provide a reference to connect each chapter
to the various works that have been published or are in preparation as a result of this
research.
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Chapter 2
Optimality of Nonlinear Variational
Bounds in Nonlinear Dielectrics and
Plane-Strain Incompressible Elasticity
Abstract
In this chapter, we look to address the optimality of the nonlinear variational
bounds of the Hashin-Shtrikman type (Willis, 1989; Ponte Castan˜eda, 1992b).
These results are known to provide rigorous bounds on the effective behavior
of the class of nonlinear composites with statistically isotropic microstructures,
but it has long been suspected that they fail to be optimal in the sense that
they are not attained by any member of this class. By using this linear com-
parison variational method, together with the translations bounds of Lurie and
Cherkaev (1984) (see also Lurie and Cherkaev, 1986; Milton and Kohn, 1988;
Murat and Tartar, 1985), we extend the bounds to the larger class of anisotropic
nonlinear composites with linearly isotropic response. Then by making use of
finite-rank laminates, we show that these bounds are in fact optimal. In doing
so, it becomes clear that the inclusions of such “undesirable” microstructures
prohibits the nonlinear variational bounds from providing tighter results when
applied to composites with statistically isotropic microstructures. Moreover, we
gain useful insight into what must be changed in the variational formulation in
order to obtain better bounds.
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2.1 Introduction
The study of the effective behavior of heterogeneous materials has long driven
research in the engineering and mathematical communities. Most of the early work
was concerned with describing the behavior of linear systems, while more recently,
methods have been developed that leverage these linear results to better understand
nonlinear systems. Due to the difficulty in finding exact results, even for linear
systems, much of the focus has been placed on obtaining bounds and estimates on
the effective response of certain classes of microstructures. Once a bound has been
obtained, it is also important to assess the sharpness, or optimality, of the bound; in
particular, the bound will be optimal for the class in question if there exists a member
of the class that attains the bound.
Many methods for obtaining bounds on the effective response of random linear
media have been developed by appealing to the variational definition of the effective
potential energy. One of the main differences between these various results is the
amount of statistical information of the microstructure that is utilized. For example,
the seminal works of Hashin and Shtrikman (1962, 1963) produce results that depend
on the first and second-order statistics of the microstructure, i.e. the volume frac-
tion of the constituent phases and the two-point geometric correlations, respectively.
Generalizations of the HS variational principle for microstructures with more general
two-point statistics were first proposed by Willis (1977). In contrast, the bounds of
Beran (1965), which were given a simpler form in terms of a geometric parameter
by Milton (1981), make use of three-point statistics (see also Torquato, 1980, 1991).
Other, more technical methods have been proposed to obtain bounds for general
anisotropic composites. Such works include those of Francfort and Murat (1986) and
Tartar (1985), who made use of the notion of compensated compactness, as well as
the related works of Lurie and Cherkaev (1984, 1986), Milton and Kohn (1988) and
Murat and Tartar (1985) using the translation method. In each case, optimality has
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also been investigated. It is well known that the HS bounds for the shear and bulk
moduli of a two-phase well-ordered composite can be attained by finite-rank laminates
(Francfort and Murat, 1986), while the HS bounds for the effective conductivity (or
transverse conductivity in two dimensions) can be attained by a composite sphere
(or cylinder) assemblage, as introduced by Hashin and Shtrikman (1962). It should
also be recalled that the effective bulk moduli can also be attained by a composite
sphere assemblage (Hashin, 1962). The bounds obtained via the translation method,
later generalized by Milton and Kohn (1988) and referred to as the “trace bounds,”
have been shown to be optimal (Grabovsky, 1993), with attainment by sequential
laminates (Lurie and Cherkaev, 1984, 1986), or coated ellipsoidal assemblages (Mu-
rat and Tartar, 1985). For a more complete accounting of current results in bounding
the effective response of linear composites, we refer the reader to the monograph of
Milton (2002a).
Many efforts have been made to extend the linear results to the nonlinear setting.
Willis (1986) and Talbot and Willis (1985) used a generalization of the HS variational
principle to obtain bounds for nonlinear composites with ellipsoidal microstructures.
Generalizations of the translation method in the nonlinear context have also been used
successfully (Nesi et al., 1999; Peigney and Peigney, 2017). Checking the optimality
of these nonlinear bounds remains a difficult problem, due in large part to the absence
of exact solutions for the effective behavior of such nonlinear composites.
In this work, we focus on the nonlinear variational method of Ponte Castan˜eda
(1992b) for nonlinear dielectrics, (as well as Ponte Castan˜eda, 1991, in the context
of nonlinear elasticity), which can be used to obtain bounds on the effective response
of nonlinear composites by instead determining the effective behavior of a suitably
chosen linear comparison composite (LCC), for which bounds and estimates are read-
ily available. In turn, the variational method extends the bounds on a given class of
linear heterogeneous materials with specific microstructures to the class of nonlinear
heterogeneous materials with the same microstructures. These microstructures, as
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mentioned above, are usually described in terms of available statistical information,
such as the volume fractions of the phases or two-point statistics. The advantage
of this variational linear comparison method (VLC) over other nonlinear variational
methods (e.g. Talbot and Willis, 1985) is that it can be used in conjunction with any
bound on the LCC, and is therefore applicable to more general classes of microstruc-
tures.
Our main goal is to show the optimality of the variational bounds for a certain
class of microstructures. As such, the rest of the chapter will be organized as follows.
Section 2.2 introduces the basic concepts of effective behavior, both in the context
of nonlinear dielectrics and nonlinear elasticity. Section 2.3 describes the class of
microstructures known as finite-rank laminates, and describes how they can produce
composites with linearly isotropic response; it is these microstructures that will be
used later to show optimality. Section 2.4 describes the nonlinear variational bounds
of Ponte Castan˜eda (1992b). Finally Section 2.5 shows how the nonlinear variational
bounds of the Hashin-Shtrikman type (VHS) can be interpreted as bounds on the class
of anisotropic nonlinear composites with linearly isotropic behavior, and exhibits their
optimality over this larger class.
We close this section by introducing the notation that will be used throughout
this work. The real d´dimensional space is denoted by Rd, with the scalar product
u ¨ v, and norm |u|2 “ u ¨ u. We denote the set of dˆ d tensors by Lin, and endow it
with the usual inner product A ¨B “ trpABT q, and norm }A}2 “ A ¨A. The second-
order identity tensor will be denoted by I. We fix the standard Cartesian basis teiu,
with respect to which vectors with Cartesian components bi are represented by bold
letters b, while second-order tensors with Cartesian components Aij are represented
by bold italic letters A. Here i, j, k, l range from 1 to d. Given two vectors a,b,
the dyadic product a b b is defined to be the second-order tensor with Cartesian
components aibj, while the symmetric dyadic product is defined by the second-order
tensor a bs b “ 12 pab b` bb aq. Throughout this work, the primary variables of
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interest will be the electric field E, as well as the strain ε. We denote the magnitude
of the electric field by E “ |E|. On the other hand, we consider the commonly used
strain invariants εe and εm to describe ε. Here εe “
ap2{3qεd ¨ εd is the equivalent
strain, where εd “ ε ´ εmI is the strain deviator, while εm “ trpεqd denotes the mean
strain.
2.2 Effective Behavior
In what follows, we consider a 2´phase composite occupying some region denoted
by Ω, which has been chosen as a representative volume element (RVE). We assume
that each phase is isotropic, and occupies a region Ωprq Ă Ω. We take χprq to be
the characteristic function of phase r, so that χprqpxq “ 1 when x is in phase r,
and 0 otherwise, and assume that χprq varies on a scale much smaller than that of
the material sample. In such a way, we can look to define the effective properties
of the material by taking the limit as this scale of variation vanishes; in this case,
the composite can be described as a homogenous material. We define the effective
properties first in the context of nonlinear dielectrics, and then in the setting of
nonlinear elasticity. Although not detailed here, some knowledge of the basics of
electro- and elastostatic theory is assumed.
2.2.1 Nonlinear Dielectrics
To formulate the problem at hand, we assume that each phase is characterized by
a nonlinear, strictly convex potential wprq “ wprqpEq. The electric displacement field
in phase r is given by the constitutive equation
D “ Bw
prq
BE . (2.2.1)
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If the phases are isotropic, whereby wprqpEq “ φprqpEq, then Eq. (2.2.1) can be written
as
D “ prqs pEqE, (2.2.2)
where 
prq
s pEq is the corresponding secant dielectric coefficient given by
prqs pEq “ Bφ
prqpEq
BE
1
E
. (2.2.3)
The local behavior of the system is described by the energy-density function
wpx,Eq “
2ÿ
r“1
χprqpxqwprqpEq. (2.2.4)
We let x¨y and x¨yprq denote the volume averages over Ω and Ωprq, respectively, so that
xwpx,Eqy “
2ÿ
r“1
cprqxwprqpEqyprq, (2.2.5)
where cprq “ xχprqy represents the volume fraction of phase r.
Following Hill (1963) we define the effective potential
rwpEq “ min
EPKpEq
xwpx,Epxqqy, (2.2.6)
where
KpEq “ tE : E “ ´∇Φ, in Ω, and Φ “ ´E ¨ x, on BΩu (2.2.7)
denotes the set of admissible electric field potentials. It can then be shown that the
average electric displacement field D “ xDy is related to the average electric field
E “ xEy by the effective constitutive relation
D “ B rwBE . (2.2.8)
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2.2.2 Nonlinear Elasticity
Things become a bit more complicated in elasticity, as the primary variables, the
strain ε and stress σ, are tensorial quantities. Nonetheless, we assume that each phase
is characterized by a nonlinear, strictly convex strain potential W prq “ W prqpεq. The
stress in phase r is given by the constitutive equation
σprq “ BW
prq
Bε . (2.2.9)
In modeling material with isotropic phases, W prq is often taken of the form
W prqpεq “ ϕprqpεeq ` d
2
2
κprqε2m r “ 1, 2, (2.2.10)
where here, we assume that ϕprq satisfies the square-concavity hypothesis for r “ 1, 2.
In principle, isotropy of the phases implies that W prq is a function of d invariants in
d dimensions. It is often commonplace to disregard the dependence of W prq on det ε,
and moreover, we will only be dealing with two-dimensional elasticity in what follows,
and as such, it suffices to consider potentials of the form in Eq. (2.2.10) that depend
only on 2 invariants. With such a potential, the constitutive relation can be written
as
σprq “ 2µprqs pεeqεd ` dκprqεmI, (2.2.11)
where µ
prq
s pεeq is the secant modulus defined by
µprqs pεeq “ Bϕ
prqpεeq
Bεe
1
3εe
. (2.2.12)
With a local strain energy potential is given by
W px, εq “
2ÿ
r“1
χprqpxqW prqpεq, (2.2.13)
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and by appealing again to Hill (1963), we define the effective strain energy potential
ĂW pεq “ min
εPKpεq
xW px, εpxqqy, (2.2.14)
where
Kpεq “ tε : ε “ 1
2
`∇u` p∇uqT ˘ in Ω, and u “ εx, on BΩu (2.2.15)
denotes the set of admissible displacement fields. It can then be shown that the
average stress field σ is given by
σ “ BĂWBε . (2.2.16)
2.3 Finite-Rank Laminates
In this section, we recall the notion of sequentially laminated finite-rank laminates,
which were introduced in the linear context by Tartar (1985); Lurie and Cherkaev
(1984, 1986), and later generalized to the nonlinear setting by Ponte Castan˜eda
(1992b); Hariton and deBotton (2002). The basic idea can be understood by first
considering a simple, or rank´1, laminate. This composite is obtained by mixing two
homogenous phases in a given layering direction nr1s. A rank´2 laminate is then ob-
tained by mixing the rank´1 laminate with either one of the two homogenous phases
in a given second layering direction nr2s. This processes can be iterated, whereby a
rank´M laminate is obtained by mixing a rank´pM ´ 1q laminate with either one
of the two homogenous phase in a given lamination direction nrMs. It is known that
the effective properties of simple laminates can be computed exactly, due to the fact
that the fields in each homogenous phase are constant. With this in mind, we assume
that the length scale of the previous laminate is much smaller than the length scale
of the current laminate. Therefore, at the M th iteration, the rank´pM ´ 1q laminate
is taken as a homogenous phase, so that the rank-M laminate can be treated as a
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simple laminate. whereby its effective properties can also be computed exactly.
In what follows, we will assume that for each M ě 2, a rank´M laminate is
obtained by layering a rank´pM´1q with the same homogeneous phase. As such this
phase can be regarded as the (continuous) matrix phase of rank´M laminate, while
the other phase is regarded as the (discontinuous) inclusion phase. Two comments
are in order before we proceed. The first is that, unlike in the linear case, even when
the initial homogenous phases are assumed to be isotropic, the effective behavior of
a rank´M laminate will, in general, be anisotropic. In fact, only in the limit as
M tends to infinity can we expect there to be an isotropic response (Hariton and
deBotton, 2002; deBotton and Hariton, 2002; deBotton, 2005). As a final comment,
denote the two phases of the simple laminate as phase 1 and phase 2. Upon fixing
the microstructure, it is known that the rank-M laminate with phase 1 acting as the
matrix phase will have a different effective response than the rank-M laminate with
phase 2 acting as the matrix phase. In order to differentiate between such cases,
we will employ the following notation convention: the rank of the laminate will be
indicated in square brackets as a subscript, while the phase representing the matrix
will be indicated in parentheses as a superscript. For example, the effective energy
potential of a rank´M laminate with phase 2 as the matrix phase will be given byrwp2qrMs.
2.3.1 Dielectrics
Fix a unit vector nr1s. If phase 1 and phase 2 are taken in proportions pcr1s and
1´pcr1s, respectively, then, the effective potential of the simple laminate can be written
as (Ponte Castan˜eda, 1992a; Hariton and deBotton, 2002)
rwr1spEq “ min
ar1s
tpcr1swp1qpE ´ p1´ pcr1sqar1snr1sq ` p1´ pcr1sqwp2qpE ` pcr1sar1snr1squ.
(2.3.1)
Considering the case where phase 2 corresponds to the matrix phase, a rank-2
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laminate is then constructed by layering the rank-1 laminate with phase 2 in propor-
tions pcr2s and 1´pcr2s, respectively, in the direction nr2s. The effective potential of the
rank-2 laminate is the given by
rwp2qr2s pEq “ minar2s  pcr2s rwr1spE´ p1´ pcr2sar2snr2sq ` p1´ pcr2sqwp2qpE` pcr2sar2snr2sq(
“ min
ar1s,ar2s
!pcr1spcr2swp1qpEp1qq ` p1´ pcr1spcr2swp2qpEp2qr1sq ` p1´ pcr2sqwp2qpEp2qr2sq) ,
(2.3.2)
where
E
p1q “ E´ p1´ pcr1sqar1snr1s ´ p1´ pcr2sqar2snr2s, (2.3.3)
E
p2q
r1s “ E` pcr1sar1snr1s ´ p1´ pcr2sqar2snr2s, (2.3.4)
E
p2q
r2s “ E` pcr2sar2snr2s. (2.3.5)
Note that the total volume fraction of the inclusion phase, i.e. phase 1, in the rank-2
laminate is given by c “ pcr1spcr2s.
The lamination process can be iterated, so long as at each step we make the
separation of length scale assumption discussed at the beginning of this section. In
particular, upon choosing the lamination directions nris and relative volume fractionspcris at each step, for i “ 1, . . . ,M , the effective behavior of a rank´M laminate is
given by
rwrMspEq “ min
aris
i“1,...,M
#
cwp1qpEp1qq `
Mÿ
i“1
p1´ pcrisq Mź
j“i`1
pcrjswp2qpEp2qris q
+
, (2.3.6)
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where
E
p1q “ E´
Mÿ
i“1
p1´ pcrisqarisnris, (2.3.7)
E
p2q
ris “ E` pcrisarisnris ´ Mÿ
j“i`1
p1´ pcrjsqarjsnrjs, (2.3.8)
c “
Mź
i“1
pcris. (2.3.9)
When the phases are linear and isotropic, the energy potentials take the form
wprqpEq “ 
prq
2
E2, (2.3.10)
where prq correspond to the dielectric coefficient of phase r. In this case, it is well
known (Tartar, 1985), that in d-dimensions, upon fixing the volume fraction c “ cp1q
of the inclusion phase, the lamination directions nr1s, ¨ ¨ ¨ ,nrds as well as the relative
volume fractions pcr1s, ¨ ¨ ¨ ,pcrds can be chosen in such a way that the overall response
of the laminate is isotropic, i.e.
rwprqrdspEq “ rprqrds2 E2, r “ 1, 2 (2.3.11)
Moreover, these laminates saturate the Hashin-Shtrikman bounds on the effective
dielectric coefficient, as given by
rHS “ cp1q ` p1´ cqp2q ´ cp1´ cqpp1q ´ p2qq2pd´ 1qp0q ` p1´ cqp1q ` cp2q . (2.3.12)
The upper bound is identified with the choice p0q “ maxtp1q, p2qu, and is attained by
a rank-two laminate when the dielectric coefficient of the phase acting as the matrix is
larger. Conversely, The lower bound is identified with the choice p0q “ mintp1q, p2qu,
and is attained by a rank-two laminate when the dielectric coefficient of the phase
acting as the matrix is smaller.
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In the current setting, where phase 2 corresponds to the matrix phase, the response
of the laminate can be made isotropic in two dimensions by taking nris “ ei for i “ 1, 2
and pcr1s “ 1` c
2
, and pcr2s “ 2c
1` c, (2.3.13)
while in three dimensions pd “ 3q by taking nris “ ei for i “ 1, 2, 3 and
pcr1s “ 2` c
3
, pcr2s “ 1` 2c
2` c , and pcr3s “ 3c1` 2c. (2.3.14)
We recall that teiu represents the standard Cartesian basis, and hence the layer
directions needed to have a laminate with isotropic response must be orthogonal.
2.3.2 Elasticity
The same arguments used in Section 2.3.1 can be employed to show that the
effective strain potential of a rank-M laminate with phase 2 acting as the matrix
phase is given by
ĂW p2qrMspεq “ minaris
i“1,...,M
#
cW p1qpεp1qq `
Mÿ
i“1
p1´ pcrisq Mź
j“i`1
pcrjsW p2qpεp2qris q
+
, (2.3.15)
where
εp1q “ ε´
Mÿ
i“1
p1´ pcrisqaris bs nris, (2.3.16)
ε
p2q
ris “ ε` pcrisaris bs nris ´ Mÿ
j“i`1
p1´ pcrjsqarjs bs nrjs. (2.3.17)
Now, extending the work Tartar (1985), Francfort and Murat (1986) showed that
when
W prqpεq “ 3
2
µprqε2e ` d
2
2
κprqε2m, (2.3.18)
with µprq and κprq corresponding to the shear and bulk moduli, respectively, of phase
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r, then, upon fixing c “ cp1q, pcris and nris, pi “ 1, . . . , pq can be chosen in such a way
so that ĂW prqrps pεq “ 32rµprqrps ε2e ` d22 rκprqrps ε2m, r “ 1, 2, (2.3.19)
where p “ dpd`1q
2
. Moreover, as above, these laminates saturate the Hashin-Shtrikman
bounds on the effective shear and bulk moduli, as given by
rµHS “ cµp1q ` p1´ cqµp2q ´ cp1´ cqpµp1q ´ µp2qq2p1´ cqµp1q ` cµp2q ` µp0q d2κp0q`2µp0qpd`1qpd´2q
2dpκp0q`2µp0qq
. (2.3.20)
and rκHS “ cκp1q ` p1´ cqκp2q ´ cp1´ cqpκp1q ´ κp2qq2p1´ cqκp1q ` cκp2q ` 2pd´1q
d
µp0q
, (2.3.21)
respectively. Here, as above, µp0q and κp0q can take the values µp1q, µp2q and κp1q, κp2q
respectively. We remark that the original bounds of Hashin and Shtrikman (1963) on
the elastic properties of two phase composites were derived in the three-dimensional
case, while the two-dimensional extension was found by Hill (1965) and Hill (1964).
When d “ 2, the case that is of primary interest in this work, upon taking pcr1s,pcr2s
and pcr3s as in Eq. (2.3.14), and letting
nr1s “ e1, nr2s “ 1
2
pe1 `
?
3e2q, nr3s “ 1
2
p´e1 `
?
3e2q, (2.3.22)
the resulting rank-3 laminate will have an isotropic response, and moreover, will attain
the HS bound (Francfort and Murat, 1986). Now, when both phases are taken to be
incompressible, whereby κp1q, κp2q Ñ 8, the bound on effective shear modulus reduces
to rµHS “ cµp1q ` p1´ cqµp2q ´ cp1´ cqpµp1q ´ µp2qq2p1´ cqµp1q ` cµp2q ` d
2
µp0q
, (2.3.23)
which, in d “ 2 dimensions, is identical to the bounds for the effective dielectric
coefficient (c.f. Eq. (2.3.12) with d “ 2). Furthermore, by taking pcr1s and pcr2s as in
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Eq. (2.3.13), and letting
nr1s “ e1, nr2s “ 1?
2
pe1 ` e2q , (2.3.24)
it can be shown that the resulting rank-2 laminate has an isotropic response under
purely deviatoric loading and attains the corresponding HS bound; the rank-2 lam-
inate does not have an isotropic response under more general loading. This result
was first observed by Lipton (1988) (see also Lipton and Kohn, 1988). Moreover,
as noted by author, while the lamination directions needed to attain the HS bound
in two-dimensional dielectrics must be taken to be orthogonal, in two-dimensional,
incompressible, elasticity, their orientations must differ by 45o.
2.4 Linear Comparison Variational Bounds
In general, when the phases are nonlinear, the computation of the effective poten-
tial is very difficult, due to the fact that it involves solving a set of nonlinear partial
differential equations with randomly oscillating coefficients. In fact, exact results are
known only in very special cases; laminates are one such case. On the other hand,
computing, or at least bounding, the effective properties of a composite with linear
phases is more tractable, and many results to that end exist. Motivated by this fact,
we now recall the variational method of Ponte Castan˜eda (1992b), which converts
available bounds for the effective behavior of some fictitious linear comparison com-
posite (LCC) into bounds for the effective behavior of the nonlinear composite of
interest. We spell out, explicitly, the bounds in the context of nonlinear dielectrics,
and also comment on their form in nonlinear elasticity. The method for obtaining
bounds works for general N -phase composites, but we consider here the case of two-
phase composites. Before starting, we provide the definition of a certain technical
hypothesis that is crucial in both deriving the variational bounds, as well as in our
analysis to come. We state the hypothesis in the context of nonlinear dielectrics, but
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note that it can be stated for nonlinear elasticity by replacing E with εe.
Square-Concavity Hypothesis: An isotropic function wpEq “ φpEq satisfies the square-
concavity hypothesis if φpEq “ fppq with p “ E2, where f satisfies the following
properties:
1. f is a strictly concave.
2. f ą 0 for p ą 0 and fppq “ ´8 when p ă 0.
3. fp0q “ 0 and f Ñ 8 as pÑ 8.
As an example, for 0 ď m ď 1, φpEq „ Em`1 satisfies the square-concavity hypothe-
sis. Note that φ is convex, while, fppq „ ppm`1q{2 is concave.
Square-Convexity Hypothesis: An isotropic function wpEq “ φpEq satisfies the square-
convexity hypothesis if φpEq “ fppq with p “ E2, where f satisfies the following
properties:
1. f is a strictly convex.
2. f ą 0 for p ą 0 and fppq “ ´8 when p ă 0.
3. fp0q “ 0 and f Ñ 8 as pÑ 8.
As an example, for 1 ď m ď 8, φpEq „ Em`1 satisfies the square-convexity hypoth-
esis. In this case, both φ and f are convex.
2.4.1 Dielectrics
Consider a nonlinear composite whose local potential has the form of Eq. (2.2.4),
with isotropic phase energy density functions satisfying the square concavity hypoth-
esis. Next, we introduce a heterogenous linear comparison composite (LCC) whose lo-
cal energy density function takes the form w0px,Eq “ 120pxq|E|2, where 0pxq denotes
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the arbitrary non-negative dielectric coefficient of the LCC, and will be determined
later. It follows that the effective energy potential of the LCC is given by
rw0pEq “ min
EPKpEq
xw0px,Epxqqy, (2.4.1)
with KpEq given by Eq. (2.2.7). Upon defining the “error” function
vp0q “ xvpx, 0pxqqy, (2.4.2)
where
vpx, 0q “ sup
E
twpx,Eq ´ w0px,Equ (2.4.3)
it can be shown that the effective energy density of the nonlinear composite can be
written as (Ponte Castan˜eda, 1992b)
rwpEq “ inf
0pxqą0
 rw0pEq ` vp0q( . (2.4.4)
Note that the square-concavity hypothesis ensures that w has weaker-than-quadratic
growth at 8, so that the supremum in Eq. (2.4.3) is finite.
It is difficult to calculate the infimum in Eq. (2.4.4) directly, but if we instead
consider 0pxq that are piecewise constant per phase, we obtain the upper variational
linear comparison bound (VLC):
rwpEq ď rwV LC`pEq “ inf

p1q
0 ,
p2q
0 ą0
#rw0pEq ` 2ÿ
r“1
cprqvprqpprq0 q
+
. (2.4.5)
Here, rw0 now represents the effective potential of the LCC whose dielectric coefficient
is given by
0pxq “ p1q0 χp1qpxq ` p2q0 χp2qpxq, (2.4.6)
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while
vprqpprq0 q “ sup
E
"
φprqpEq ´ 1
2

prq
0 E
2
*
, (2.4.7)
where we recall that φprqpEq “ wprqpEq is the isotropic energy density function. Note
that the LCC has the same microstructure (as defined by χprq) as the nonlinear
composite. It can also be shown (Ponte Castan˜eda and Suquet, 1998) that the VLC
bound can be written as
rwV LC`pEq “ 2ÿ
r“1
cprqφprq
ˆ
E
prq˙
, (2.4.8)
where
E
prq “
b
x|E|2yprq, (2.4.9)
corresponds to the second moment of the electric field in the LCC.
It is clear from Eq. (2.4.5) that any upper bound on rw0 will provide a corre-
sponding upper bound on rw. By consider a nonlinear composite composed of two
isotropic phases distributed with statistical isotropy, and applying the HS bounds to
the corresponding LCC, Ponte Castan˜eda (1992a) showed that
rwV HS`pEq “
max
$’’’’’&’’’’’%
inf
ω
!
cp1qφp1q
`|1´ cp2qω|E˘` cp2qφp2q ´ap1` cp1qωq2 ` pd´ 1qcp1qω2E¯)
inf
ω
!
cp1qφp1q
´ap1´ cp2qωq2 ` pd´ 1qcp2qω2E¯` cp2qφp2q `|1` cp1qω|E˘)
,/////./////-
.
(2.4.10)
Note that there exists two branches of the VHS bound. As mentioned by
Ponte Castan˜eda (1992a), this is related to the fact that, in utilizing the HS upper
bound on the effective dielectric coefficient of the LCC, it is necessary to take p0q “
maxtp1q0 , p2q0 u (see Eq. (2.3.12)). However, the maximum of p1q0 and p2q0 depends on
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E, and can therefore occur in either phase.
We comment that if wprq has stronger-than-quadratic growth at 8, the same
procedure above can be reinterpreted to give lower bounds on rw. In this case, we
would have that
rwpEq ě rwV LC´pEq “ sup

p1q
0 ,
p2q
0 ą0
#rw0pEq ´ 2ÿ
r“1
cprqvprqpprq0 q
+
, (2.4.11)
where now
vprqpprq0 q “ sup
E
"
1
2

prq
0 E
2 ´ φprqpEq
*
. (2.4.12)
Then, any lower bound on rw0 would provide a corresponding lower bound on rw. In
particular, upon changing the max to a min, the expression in Eq. (2.4.10) would
correspond to the Hashin-Shtrikman lower bound rwV HS´pEq.
2.4.2 Elasticity
The VLC bounds can be recast in the setting of nonlinear elasticity with relative
ease (Ponte Castan˜eda, 1991). Due to the tensorial nature of elasticity, there are
some minor differences in how the bounds are formulated. For one, the potential for
the LCC used in the variational bounds now takes the form
W0px, εq “ 3
2
µ0pxqε2e ` d
2
2
κ0pxqε2m, (2.4.13)
where µ0pxq and κ0pxq are the non-negative shear and bulk moduli of the heteroge-
neous LCC, respectively.
As above, we find that the effective strain potential can be written as
ĂW pεq “ inf
µ0pxq,κ0pxqą0
!ĂW0pεq ` V pµ0, κ0q) . (2.4.14)
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In calculating the error functions, as above, we write
V px, µ0, κ0q “ sup
ε
tW px, εq ´W0px, εqu
V pµ0, κ0q “ xV px, µ0pxq, κ0pxqqy. (2.4.15)
Upon taking W prq to be as in Eq. (2.2.10), and combining the optimizing conditions
with respect to both κ0 as well as ε in Eqs. (2.4.14) and (2.4.15), respectively, we
find that
κ0pxq “ κpxq “ κp1qχp1qpxq ` κp2qχp2qpxq (2.4.16)
where κp1q and κp2q are the bulk moduli of the nonlinear phases. Therefore, the error
functions reduce to
V px, µ0q “ sup
ε
#
2ÿ
r“1
χprqpxqϕprqpεeq ´ 3
2
µ0pxqε2e
+
V pµ0q “ xV px, µ0pxqqy, (2.4.17)
and ĂW is given by ĂW pεq “ inf
µ0pxqą0
!ĂW0pεq ` V pµ0q) . (2.4.18)
To obtain the corresponding VLC bounds, we consider an LCC with piecewise
constant shear moduli of the form
µ0pxq “ µp1q0 χp1qpxq ` µp2q0 χp2qpxq. (2.4.19)
Then, upon defining
V prqpµprq0 q “ sup
ε
"
ϕprqpεeq ´ 3
2
µ
prq
0 ε
2
e
*
. (2.4.20)
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we obtain
ĂW pεq ď ĂWV LC`pεq “ inf
µ
prq
0 ą0
#ĂW0pεq ` 2ÿ
r“1
cprqV prqpµprq0 q
+
, (2.4.21)
where ĂW0 is the effective potential of the LCC whose local strain potential takes the
form Eq. (2.4.13), and whose local shear and bulk moduli are given by Eqs. (2.4.16)
and (2.4.19), respectively. Moreover, by making use of the linear Hashin-Shtrikman
bounds to obtain estimates for ĂW0, we can similarly obtain the corresponding VHS
bounds on ĂW . In fact, when considering purely deviatoric loading pX Ñ 0q the
bounds ĂWV HS`pεq take the same form as Eq. (2.4.10), with φprq and E replaced by
ϕprq and εe, respectively. Although, mathematically, the same trick can be played to
obtain lower bounds in the case that ϕprq satisfies the square-convexity hypothesis, in
practice, ϕprq is almost always taken to only be square-concave, and lower bounds are
usually obtained by appealing to Legendre duality (see Ponte Castan˜eda, 1992b).
From here on, we refer the VLC bounds that make use of the Hashin-Shtrikman
estimates on the LCC as the nonlinear variational bounds of the Hashin-Shtrikman
type (VHS). Due to the assumption of statistical isotropy of the microstructure, the
response of the nonlinear composite and the VHS bounds are both isotropic. It
is therefore natural to assume that the VHS bounds hold only for those nonlinear
composites with statistically isotropic microstructures. As we will see next, the VHS
bounds are valid for a much larger class of composites.
2.5 Optimality of the Variational Bounds
By construction, the VLC bounds as given by Eqs. (2.4.5) and (2.4.21) can be
applied more generally to nonlinear composites with any arbitrary microstructure, so
long as their exists a bound for the effective behavior of the corresponding LCC. With
this in mind, consider first the class of nonlinear anisotropic materials consisting of
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two isotropic phases given in prescribed volume fractions. Having made no additional
restrictions on the microstructure, we can apply the linear translation bounds to
obtain bounds on the effective potential of the LCC. This in turn will produce a
nonlinear variational translation bound (VT).
It is known that the linear translation bounds reduce to the linear HS bounds
when the macroscopic response of the linear composite is isotropic. Therefore when
applied to the subclass of nonlinear anisotropic composites that have linearly isotropic
response, the VT are the same as the VHS bounds; this follows from the fact that
the bounds used on the LCC are identical for this class. Hence, the VHS bounds ac-
tually hold not just for the class of two phase nonlinear composites with statistically
isotropic microstructures, but for the larger class of nonlinear anisotropic composites
that have linearly isotropic response. This, in part, explains why the VHS bounds,
when compared to estimates on the effective behavior of composites with statisti-
cally isotropic microstructures, tend to “over-bound” these estimates, even for weak
nonlinearities (see Furer and Ponte Castan˜eda, 2018b; Ponte Castan˜eda, 2001, 2016;
Ponte Castan˜eda and Kailasam, 1997, and references therein). The VHS bounds hold
over a class of composites that includes some special anisotropic microstructures (e.g.
finite-rank laminates), and therefore cannot be expected to be tight when applied to
composites with statistically isotropic microstructures.
Before proceeding, we comment on the interplay between nonlinearity and the
isotropy of the microstructure. Recall that the linear translation bounds make no
assumptions on the higher-order statistics of the microstructure, whereas the linear
HS bounds were originally derived by assuming that the two-point statistics were
isotropic. Nonetheless, as just mentioned, when the overall response of the linear
composite is taken to be isotropic, both bounds are identical. This indicates that the
procedure for obtaining bounds on materials with linearly isotropic behavior are in
some sense insensitive to the microstructure. In fact, it is known that the linear HS
bounds hold for materials not only with random microstructures, but also for those
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with periodic microstructures, as well as finite-rank laminates, which are neither
random nor periodic. On the other hand, while materials (comprised of isotropic
phases) with statistically isotropic microstructures will also have nonlinear isotropic
response, the same cannot be said for materials with more general microstructures;
materials with linearly isotropic response will not generally have nonlinearly isotropic
response. As such, it is important to incorporate any available statistical information
on the microstructure in order to obtain a more accurate prediction of the nonlinear
response of composites. As the VLC method only makes use of bounds on the LCC,
it fails to fully incorporate such information.
In the remainder of this section, we show the VHS bounds are optimal over the
class of nonlinear anisotropic composites that have linearly isotropic response by con-
structing a microstructure that attains them. It is clear that microstructures that
have linearly isotropic responses may have nonlinear anisotropic responses. Nonethe-
less, the anisotropic effective energy of the nonlinear material can still be bounded
by these isotropic VHS bounds. The former will depend fully on the loading variable
(i.e. E or ε), while the latter will depend only on certain invariants of the loading
variable (i.e. E or εe and εm). As such, we will show that, for fixed values of E or εe
and εm, there exists specific orientations of E or ε for which the effective behavior of
the laminate agrees with the VHS bound.
It is easier to show optimality in the vectorial case, and in order to avoid further
repetition, we spell out explicitly the optimality of the VHS bounds for two- and three-
dimensional dielectrics. We will present results for two-dimensional elasticity, but will
exclude a full derivation of the optimality of the VHS bounds for two-dimensional in-
compressible and compressible elasticity, as it can be shown in a manner identical to
the case of dielectrics, mutatis mutandis. Moreover, for dielectrics, we prove optimal-
ity of only the VHS upper bounds, since the optimality of the VHS lower bounds can
be shown, mutatis mutandis.
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2.5.1 Dielectrics
2.5.1.1 Two-dimensional Dielectrics
We set nr1s “ e1 and nr2s “ e2 as the direction of lamination, and fix E. We then
write
E “ E1nr1s ` E2nr2s, (2.5.1)
whereby E1 and E2 are related via the identity
E
2
1 ` E22 “ E2. (2.5.2)
We start our analysis by taking phase 2 to be the matrix phase, so that c “ cp1q
corresponds to the volume fraction of the inclusion phase. Then, from Eq. (2.3.2),
we have
rwp2qr2s pEq“ minar1s,ar2s !pcr1spcr2sφp1q ´Ep1q¯` p1´ pcr1sqpcr2sφp2q ´Ep2qr1s¯` p1´ pcr2sqφp2q ´Ep2qr2s¯) ,
(2.5.3)
where pcr1s and pcr2s are given by Eq. (2.3.13), and where
E
p1q “
b
pE1 ´ p1´ pcr1sqar1sq2 ` pE2 ´ p1´ pcr2sqar2sq2, (2.5.4)
E
p2q
r1s “
b
pE1 ` pcr1sar1sq2 ` pE2 ´ p1´ pcr2sqar2sq2, (2.5.5)
E
p2q
r2s “
b
E
2
1 ` pE2 ` pcr2sar2sq2. (2.5.6)
At this point, the microstructure, defined through nr1s,nr2s,pcr1s and pcr2s, is com-
pletely fixed. Now, when
φprqpEq “ 
prq
2
E2, (2.5.7)
then, as discussed above, it can be shown that
rwp2qr2s pEq “ rHS2 E2, (2.5.8)
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whereby the rank-2 laminate has linearly isotropic response, and hence lies in the class
of microstructures bounded by the VHS bounds. Moreover, we see that it attains the
HS bounds in this linear setting.
Now, for general φprq that satisfy the square concavity hypothesis, we know that,
for a fixed value of E, rwp2qr2s pEq changes as the orientation of E varies. As such, and
in order to see that the VHS bounds are attained, we maximize rwp2qr2s pEq with respect
to E1 and E2 and treat the condition E
2 “ E21 ` E22 as a constraint by using the
method of Lagrange multipliers. In what follows,
E
˚ “ E˚1nr1s ` E˚2nr2s (2.5.9)
corresponds to the optimal value of E that maximizes rwp2qr2s , subject to the constraint
E
2 “ E˚21 `E˚22 . More generally, given a vector-valued function f , by fpa˚), we mean
a˚ “ argmax
a: |a|“|E|
fpaq, (2.5.10)
i.e. a˚ is value that maximizes f , subject to the constraint that |a| “ |E|. (We note
that if φprq satisfied the square convexity hypothesis, we would minimize) Taking into
account the stationary conditions with respect to aris, which read
Bφp2q
´
E
p2q
r1s
¯
BE
pE1 ` pcr1sar1sq
E
p2q
r1s
´
Bφp1q
´
E
p1q¯
BE
pE1 ´ p1´ pcr1sqar1sq
E
p1q “ 0, (2.5.11)
Bφp2q
´
E
p2q
r2s
¯
BE
pE2 ` pcr2sar2sq
E
p2q
r2s
´
»–Bφp1q
´
E
p1q¯
BE
pcr1s
E
p1q `
Bφp2q
´
E
p2q
r1s
¯
BE
p1´ pcr1sq
E
p2q
r1s
fifl pE2 ´ p1´ pcr2sqar2sq “ 0, (2.5.12)
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and optimizing Eq. (2.5.3) with respect to E, we find that E
˚
1 and E
˚
2 must satisfy
pcr1sp1´ pcr1sqar1sE˚2
»–Bφp2q
´
E
p2q
r1s
¯
BE
1
E
p2q
r1s
´
Bφp1q
´
E
p1q¯
BE
1
E
p1q
fifl
“ p1´ pcr2sqar2sE˚1
»–Bφp2q
´
E
p2q
r2s
¯
BE
1
E
p2q
r2s
´
»–Bφp1q
´
E
p1q¯
BE
pcr1s
E
p1q `
Bφp2q
´
E
p2q
r1s
¯
BE
p1´ pcr1sq
E
p2q
r1s
fiflfifl , (2.5.13)
where we implicitly take the values of E
p1q
and E
p2q
rjs , for j “ 1, 2, to be evaluated at
E
˚
. Upon using Eqs. (2.5.11)-(2.5.12), as well as Eq. (2.3.13) for the specific values
of pcris, Eq. (2.5.13) simplifies to
a2r1sp1` cqE˚2pp1` cqE˚2 ` 2car2sq ´ 4a2r2sE˚1pE˚1 ` ca1q “ 0. (2.5.14)
As Eq. (2.5.14) is quadratic in ar1s and ar2s, there are two possible solutions. We
choose the root that is consistent with the values that ar1s and ar2s take in the linear
case, as given by
alinr1s “ 2p
p1q ´ p2qqE1
p1´ cqp1q ` cp2q , a
lin
r2s “ p1` cqp
p1q ´ p2qqE2
p1´ cqp1q ` cp2q . (2.5.15)
Therefore, we conclude that
ar1s “ 2ar2sE
˚
1
p1` cqE˚2
, (2.5.16)
a relationship that is also satisfied by alinr1s and a
lin
r2s . Combining Eq. (2.5.16) with Eq.
(2.5.13), we find
Bφp2q
´
E
p2q
r1s
¯
BE
1
E
p2q
r1s
“
Bφp2q
´
E
p2q
r2s
¯
BE
1
E
p2q
r2s
, (2.5.17)
which in connection to Eq. (2.2.3), states that the secant dielectric coefficient of
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phase 2 is the same when evaluated at E
p2q
r1s and E
p2q
r2s . Under the square concavity
hypothesis, φp2qpEq “ f p2qppq, where p “ E2. Therefore
Bφp2q
BE
1
2E
“ Bf
p2q
Bp , (2.5.18)
so that, upon letting p
p2q
r1s “ pEp2qr1sq2 and pp2qr2s “ pEp2qr2sq2, Eq. (2.5.17) is equivalent to
the condition that
Bf p2qppp2qr1sq
Bp “
Bf p2qppp2qr2sq
Bp . (2.5.19)
Due to the fact that f p2q is strictly concave, Bf
p2q
Bp is strictly decreasing, and therefore,
Eq. (2.5.19) implies that p
p2q
r1s “ pp2qr2s . Hence Ep2qr1s “ Ep2qr2s , which, from Eq. (2.5.5) and
Eq. (2.5.6), shows that
ar2s “
2p1` cq
´
E
˚2
2 ´ E˚21
¯
E
˚
2
p1´ cqE2 ´ 2c
´
E
˚2
2 ´ E˚21
¯ . (2.5.20)
Upon letting
ω “
2
´
E
˚2
2 ´ E˚21
¯
p1´ cqE2 ´ 2c
´
E
˚2
2 ´ E˚21
¯ , (2.5.21)
Eq. (2.5.11) can be used to write
rwp2qr2s pE˚q “ minω !cφp1q `|1´ p1´ cqω|E˘` p1´ cqφp2q ´ap1` cωq2 ` cω2E¯) .
(2.5.22)
Now, suppose that instead, we take phase 1 to be the matrix phase, so thatpcr1spcr2s “ cp2q “ 1 ´ c represents the total volume fraction of the inclusion phase.
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Then,
rwp1qr2s pEq“ minar1s,ar2s !p1´ pcr1sqpcr2sφp1q ´Ep1qr1s¯` p1´ pcr2sqφp1q ´Ep1qr2s¯` pcr1spcr2sφp2q ´Ep2q¯) ,
(2.5.23)
where pcr1s and pcr2s are still given by Eq. (2.3.13) (with c replaced by p1 ´ cq), and
where
E
p1q
r1s “
b
pE1 ` pcr1sar1sq2 ` pE2 ´ p1´ pcr2sqar2sq2, (2.5.24)
E
p1q
r2s “
b
E
2
1 ` pE2 ` pcr2sar2sq2, (2.5.25)
E
p2q “
b
pE1 ´ p1´ pcr1sqar1sq2 ` pE2 ´ p1´ pcr2sqar2sq2. (2.5.26)
A similar analysis reveals that, upon letting
ω “
´2
´
E
˚2
2 ´ E˚21
¯
cE
2 ´ 2p1´ cq
´
E
˚2
2 ´ E˚21
¯ , (2.5.27)
the effective behavior can be calculated via
rwp1qr2s pE˚q “ minω !cφp1q ´ap1´ p1´ cqωq2 ` p1´ cqω2E¯` p1´ cqφp2q `|1` cω|E˘) .
(2.5.28)
Therefore, upon defining
rwr2spEq ” maxt rwp1qr2s pEq, rwp2qr2s pEqu, (2.5.29)
we find that rwr2spE˚q “ rwV HS`pE˚q, where rwV HS` is given by Eq. (2.4.10). From
this, we can conclude that the VHS bound is attained by a rank-2 laminate, proving
optimality. As mentioned earlier, the VHS bound has two branches and the choice of
the branch depends on E. We see then that each branch is attained by a different rank-
2 laminate. Now, if it is known that, without loss of generality, φp1qpEq ă φp2qpEq
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for all E, then the bound reduces to a single branch, whereby only one particular
laminate is needed to attain the bound. This is indeed the case when the constitutive
response of the phases are described by a pure power law, with each phase sharing
the same nonlinearity exponent.
Further simplification is possible in the cases when the inclusion phase is taken to
be either perfectly insulating or perfectly conducting. We explore such simplifications
assuming that phase 2 is the matrix phase, but note that the final expressions for
the effective behavior are the same when one takes phase 1 to be the matrix phase.
For perfectly insulating inclusions (i.e. when φp1q Ñ 0), we find that ω “ ´p1` cq´1,
while
E
˚
1 “ ˘
?
3´ c
2
E, and E
˚
2 “ ˘
?
1` c
2
E, (2.5.30)
so that rwr2spE˚q “ p1´ cqφp2qˆ E?
1` c
˙
. (2.5.31)
On the other hand, in the case of perfectly conducting inclusions, when φp1qpEq “
8 unless E “ 0, we find that ω “ p1´ cq´1, while
E
˚
1 “ ˘
?
1` c
2
E, and E
˚
2 “ ˘
?
3´ c
2
E, (2.5.32)
which yields rwr2spE˚q “ p1´ cqφp2qˆ?1` c
1´ c E
˙
. (2.5.33)
Note that Eqs. (2.5.31) and (2.5.33) agree with the results of Ponte Castan˜eda
(1992a), and the argument of φp2q is independent of the choice of φp2q.
2.5.1.2 Three-dimensional dielectrics
Now, we fix nris “ ei for i “ 1, 2, 3 so that
E “ E1nr1s ` E2nr2s ` E3nr3s, (2.5.34)
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whereby
E
2 “ E21 ` E22 ` E23. (2.5.35)
We also take pcris as in Eq. (2.3.14), and letting phase 2 represent the matrix phase,
we see that, from Eq. (2.3.6) with M “ 3,
rwp2qr3s pEq “ minar1s,ar2s,ar3s !pcr1spcr2spcr3sφp1q ´Ep1q¯` p1´ pcr1sqpcr2spcr3sφp2q ´Ep2qr1s¯
`p1´ pcr2sqpcr3sφp2q ´Ep2qr2s¯` p1´ pcr3sqφp2q ´Ep2qr3s¯) (2.5.36)
where
E
p1q “
b
pE1 ´ p1´ pcr1sqar1sq2 ` pE2 ´ p1´ pcr2sqar2sq2 ` pE3 ´ p1´ pcr3sqar3sq2,
(2.5.37)
E
p2q
r1s “
b
pE1 ` pcr1sar1sq2 ` pE2 ´ p1´ pcr2sqar2sq2 ` pE3 ´ p1´ pcr3sqar3sq2, (2.5.38)
E
p2q
r2s “
b
E
2
1 ` pE2 ` pcr2sar2sq2 ` pE3 ´ p1´ pcr3sqar3sq2, (2.5.39)
E
p2q
r3s “
b
E
2
1 ` E22 ` pE3 ` pcr3sar3sq2. (2.5.40)
As mentioned earlier, it can be shown that with this choice of nris and pcris, the
effective behavior of the linear rank-3 laminate is isotropic. Therefore, the rank-3
laminate is a member of the class which is bounded by the VHS bounds. Additionally,
it attains the linear HS bound. It therefore remains to show that the rank-3 laminate
attains the VHS bound in the nonlinear case.
In a manner similar to that used in the two-dimensional case, the stationary
conditions with respect to the aris pi “ 1, 2, 3q and Ej pj “ 1, 2, 3q can be combined to
show that
pcr1sp1´ pcr1sqE˚2a2r1spE˚2 ` pcr2sar2sq “ p1´ pcr2sqE˚1a2r2spE˚1 ´ p1´ 2pcr1sqar1sq, (2.5.41)pcr2sp1´ pcr2sqE˚3a2r2spE˚3 ` pcr3sar3sq “ p1´ pcr3sqE˚2a2r3spE˚2 ´ p1´ 2pcr2sqar2sq, (2.5.42)
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from which is follows that
ar3s “ p1` 2cqE
˚
3ar2s
p2` cqE˚2
“ p1` 2cqE
˚
3ar1s
3E
˚
1
, (2.5.43)
which itself implies that
Bφp2q
´
E
p2q
r1s
¯
BE
1
E
p2q
r1s
“
Bφp2q
´
E
p2q
r2s
¯
BE
1
E
p2q
r2s
“
Bφp2q
´
E
p2q
r3s
¯
BE
1
E
p2q
r3s
, (2.5.44)
i.e. that the secant dielectric coefficient of phase 2 is the same when evaluated at E
p2q
rjs
for j “ 1, 2, 3. Here
E
˚ “ E˚1nr1s ` E˚2nr2s ` E˚3nr3s (2.5.45)
corresponds to the optimal value of E that maximizes rwp2qr3s (and more generally the
value of E that maximizes the function it is an argument of), subject to the constraint
E
2 “ E˚21 ` E˚22 ` E˚23 .
By appealing again to the square concavity hypothesis, this implies that E
p2q
r1s “
E
p2q
r2s “ Ep2qr3s . Making use of Eqs. (2.5.38)-(2.5.40), we see that rwr2s3 pEq is optimal
precisely when the components of E satisfy
E
˚2
2 “ 3pE˚1E˚3q2. (2.5.46)
Thus, by letting
ω “
2
´
E
˚2
3 ´ E˚22
¯
p1` 2cqE˚22 ` p1´ 4cqE˚23
“
2
´
E
˚2
2 ´ E˚21
¯
p2` cqE˚21 ´ 3cE˚22
, (2.5.47)
we find that
rwp2qr3s pE˚q “minω !cφp1q `|1´ p1´ cqω|E˘` p1´ cqφp2q ´ap1` cωq2 ` 2cω2E¯) .
(2.5.48)
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By taking instead phase 1 to be the matrix phase, it can be shown, mutatis
mutandis that
rwp1qr3s pE˚q “minω !cφp1q ´ap1´ p1´ cqωq2 ` 2p1´ cqω2E¯` p1´ cqφp2q `|1` cω|E˘) ,
(2.5.49)
whereby upon taking rwr3spEq ” maxt rwp1qr3s pEq, rwp2qr3s pEqu, (2.5.50)
it follows rwr3spE˚q “ rwV HS`pE˚q, with the expression for rwHS` given by Eq. (2.4.10).
As above, further simplification is possible in two limiting cases. When phase 1 is
perfectly insulating, we find that ω “ ´p2` cq´1, which can be used to show that
E
˚
1 “ ˘
?
5´ 2c
3
E, E
˚
2 “ ˘
ap2` cqp5´ 2cq
3
?
4´ c E, E
˚
3 “ ˘
?
2` ca
3p4´ cqE, (2.5.51)
and rwr3spE˚q “ p1´ cqφp2q
˜
Ea
1` c
2
¸
. (2.5.52)
On the other hand, when phase 1 is perfectly conducting, we find that ω “ p1´ cq´1,
so that
E
˚
1 “ ˘
?
1` 2c
3
E, E
˚
2 “ ˘
ap4´ cqp1` 2cq
3
?
2` c E, E
˚
3 “ ˘
?
4´ ca
3p2` cqE, (2.5.53)
and rwr3spE˚q “ p1´ cqφp2qˆ?1` 2c
1´ c E
˙
. (2.5.54)
Again, we note that both Eqs. (2.5.52) and (2.5.54) agree with the results of
Ponte Castan˜eda (1992a), and the argument of φp2q is independent of the choice of
φp2q, so long as it satisfies the square concavity (or convexity) assumption.
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2.5.1.3 Further Results
It is illustrative to apply the above framework to a case when φprq has a specific
form. In particular, we assume that
φprqpEq “ 
prq
mprq ` 1E
mprq`1. (2.5.55)
where prq is the dielectric coefficient and mprq the nonlinearity of phase r. Now, when
mp1q “ mp2q “ m, then, since φprq are both homogeneous of degree m ` 1 in E, we
can write rwr2spEq “ rr2s
m` 1E
m`1
, (2.5.56)
where rr2s “ rr2spEq is the effective nonlinear dielectric coefficient of the laminate,
and is homogeneous of degree zero in E; in particular, it is, in general, a function
of E1{E and E2{E. When 0 ď m ď 1, we are able to obtain upper bounds on rr2s
by using corresponding upper bounds for the LCC, while when 1 ď m ď 8, we can
generate lower bounds on rr2s by using lower bounds on the LCC (see Section 2.4 for
a discussion of square concavity versus square convexity).
In what follows, we will compare the equipotential surfaces of rwr2s to rwV HS. In
particular, upon defining the gauge functions
rΦr2spEq “ rr2spEq
p2q
E
m`1 ´ 1, (2.5.57)
and rΦV HSpEq “ rV HS
p2q
E
m`1 ´ 1, (2.5.58)
we will compare corresponding gauge surfaces defined by
rΦr2spEq “ 0, and rΦV HSpEq “ 0. (2.5.59)
Having assumed that wprq is strict convex, it follows that rwprqr2s is also strictly convex;
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the same is true for rwV HS (Marcellini, 1978). This implies that the sets defined by
trΦV HSpEq ď 0u and trΦr2spEq ď 0u will be convex (Ekeland and Te´man, 1976), and
hence, the points E for which Eq. (2.5.59) hold will form the boundaries of these
convex set. It is clear that when rwV HS represents an upper bound on rwprqr2s , then
trΦV HSpEq ď 0u Ď trΦr2spEq ď 0u; when rwV HS is a lower bound, the converse holds.
We will restrict our attention, in two-dimensions, to the two cases discussed above.
Now, when 0 ď m ď 1, then φprq satisfy the square-concavity hypothesis, and as such,
the VLC method produces rigorous upper bounds on the effective energy potential.
We therefore compare rΦr2s with the gauge surface predicted VHS upper bound in
the case of perfectly insulating inclusions, when p1q Ñ 0; the VHS upper bound for
perfectly conducting inclusions is infinite. For composites with perfectly insulating
inclusions, the gauge function takes the form (Ponte Castan˜eda, 1992a)
rΦV HS`pEq “ p1´ cqp1` cqpm`1q{2Em`1 ´ 1. (2.5.60)
These results are presented in Figure 2.1. On the other hand, when 1 ď m ď 8 so
that φprq satisfy the square-convexity hypothesis, the VLC method produces rigorous
lower bounds on the effective energy potential. In this case, we compare rΦr2s with
the gauge surface predicted VHS lower bound in the case of perfectly conducting
inclusions, when p1q Ñ 8; the VHS lower bound for perfectly insulating inclusions is
zero. Here, the gauge function takes the form (Ponte Castan˜eda, 1992a)
rΦV HS´pEq “ p1´ cqˆ?1` c
1´ c
˙m`1
E
m`1 ´ 1. (2.5.61)
These results are presented in Figure 2.2.
Note that in Figures 2.1a and 2.2a, when m “ 1, the rank-2 laminate and the
VHS bounds both reduce to the linear HS upper and lower bounds, respectively. In
general, as the nonlinearity increases (i.e. as m moves away from 1), the behavior
of the rank-2 laminate becomes more anisotropic. Note that gauge surface of the
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Figure 2.1: Gauge surface of a rank-2 laminate with perfectly insulating “inclusion”
phase in volume fraction c “ .5, compared to the VHS upper bound. Results are
presented in the E1 ´ E2 plane. Points where the VHS bounds are attained are
indicated by black dots. Results are presented for values of the nonlinearity m equal
to (a) 1 (b) 0.6 (c) 0.2 and (d) 0.
43
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
Rank-2 Laminate
VHS
  
    


(a)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
Rank-2 Laminate
VHS
  
    


(b)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
Rank-2 Laminate
VHS
  
    


(c)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
Rank-2 Laminate
VHS
 
    


(d)
Figure 2.2: Gauge surface of a rank-2 laminate with perfectly conducting “inclusion”
phase in volume fraction c “ .5, compared to the VHS lower bound. Results are
presented in the E1 ´ E2 plane. Points where the VHS bounds are attained are
indicated by black dots. Results are presented for values of the nonlinearity m equal
to (a) 1 (b) 5 (c) 10 and (d) 8.
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rank-2 laminate coincides with the VHS upper or lower bounds precisely when E has
components given by Eq. (2.5.30) or Eq. (2.5.32) respectively. It is worth reiterating
that this prescription of E is independent of the form of φprq, and hence is the same
regardless of the nonlinearity.
2.5.2 Elasticity
The purpose of this subsection is two-fold. Firstly, we wish to discuss the opti-
mality of the VHS bounds in the context of incompressible two-dimensional elasticity.
This discussion will reveal that a rank-2 laminate, not a rank-3 laminate, attains the
VHS bound. We will also examine the case of two-dimensional elasticity under more
general loading conditions, and show that a rank-3 laminate attains the VHS bounds.
We also consider purely hydrostatic loading conditions and show how in this case, the
VHS bounds fail to be optimal.
2.5.2.1 Two-dimensional incompressible elasticity
To start, we fix nr1s and nr2s as in Eq. (2.3.24) and pcr1s and pcr2s as in Eq. (2.3.13).
We assume that each phase is incompressible, so that W prqpεq “ ϕprqpεeq if εm “ 0,
and is infinite otherwise. We also assume that ϕprq satisfies the square concavity
hypothesis. Then, from Eq. (2.3.15), with M “ 2 we have
ĂW p2qr2s pεq “ minar1s,ar2s!pcr1spcr2sϕp1q `εp1qe ˘` p1´ pcr1sqpcr2sϕp2q ´εp2qe,r1s¯` p1´ pcr2sqφp2q ´εp2qe,r2s¯) ,
(2.5.62)
where ε
p1q
e and ε
p2q
e,rjs pj “ 1, 2q are the equivalent strain measures associated to the
strains
εp1q “ ε´ p1´ pcr1sqar1s bs nr1s ´ p1´ pcr2sqar2s bs nr2s (2.5.63)
ε
p2q
r1s “ ε` pcr1sar1s bs nr1s ´ p1´ pcr2sqar2s bs nr2s (2.5.64)
ε
p2q
r2s “ ε` pcr2sar2s bs nr2s (2.5.65)
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As discussed in Section 2.3, with this choice of ni and pcris, the rank-2 laminate has
linearly isotropic behavior under purely deviatoric loading, and hence is a member
of the class of composites bounded by the VHS bound. Now, due to the assumed
incompressibility, the composite can only support purely deviatoric loading, and it
must be that trpεp1qq “ trpεp2qr1sq “ trpεp2qr2sq “ 0, which, from Eqs. (2.5.63)-(2.5.65),
can be used to show that par1s ¨ nr1sq “ par2s ¨ nr2sq “ 0. Therefore, we can write
ar1s “ ar1snKr1s, ar2s “ ar2snKr2s, (2.5.66)
where
nKr1s “
»–0
1
fifl , nKr2s “ 1?
2
»– 1
´1
fifl . (2.5.67)
Since εm “ 0, ε can be written as
ε “
»– ε11´ε222 ε12
ε12
ε22´ε11
2
fifl (2.5.68)
where ε11´ε22
2
and ε12 satisfy the condition
ε2e “ 43
˜ˆ
ε11 ´ ε22
2
˙2
` ε212
¸
, (2.5.69)
which will serve as a constraint when it comes time to optimize over ε.
A straightforward calculation reveals that
εp1qe “ 1?
3
b
p2ε12 ´ p1´ pcr1sqar1sq2 ` ppε11 ´ ε22q ´ p1´ pcr2sqar2sq2, (2.5.70)
ε
p2q
e,r1s “
1?
3
b
p2ε12 ` pcr1sar1sq2 ` ppε11 ´ ε22q ´ p1´ pcr2sqar2sq2, (2.5.71)
ε
p2q
e,r2s “
1?
3
b
4ε212 ` ppε11 ´ ε22q ` pcr2sar2sq2. (2.5.72)
In comparing Eqs. (2.5.4)-(2.5.6) with Eqs. (2.5.70)-(2.5.72), we see that the in-
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compressible two-dimensional elasticity problem, which is in general tensorial, can be
treated vectorially as in Section 2.5.1.1. In a manner similar to what was outlined
above, given a tensor-valued function g, by gpF ˚), we mean
F ˚ “ argmax
F :Fm“εm, Fe“εe
gpF q, (2.5.73)
i.e. F ˚ is value that maximizes g, subject to the constraint that Fm ” 12trpF q “ εm
and Fe ”
b
2
3
Fd ¨ Fd “ εe. Therefore, upon defining
ĂWr2spεq “ maxtĂW p1qr2s pεq,ĂW p2qr2s pεqu, (2.5.74)
we find that ĂWr2spε˚q “ ĂWV HS`pε˚q, and hence the VHS bound is attained by a rank-
two laminate, which has linearly isotropic response, (and attains the linear HS bound)
can attain the nonlinear VHS bound for specific loading conditions. Moreover, we find
that the VHS bound is attained precisely when ε
prq
e,r1s and ε
prq
e,r2s satisfy the condition
Bϕprqpεprqe,r1sq
Bεe
1
ε
prq
e,r1s
“ Bϕ
prqpεprqe,r2sq
Bεe
1
ε
prq
e,r2s
, (2.5.75)
where r “ 1 or 2 depending on which phase is acting as the matrix.
Now, as above, simplification is possible in some special cases. In particular, in
the case of a porous laminate, when phase 1 is taken to be void and phase 2 acts as
the matrix phase, we find that
ε1˚1 ´ ε2˚2
2
“ ˘
ˆ?
1` c
2
˙ ?
3εe
2
, and ε˚12 “ ˘
ˆ?
3´ c
2
˙ ?
3εe
2
, (2.5.76)
whereby ĂWr2spε˚q “ p1´ cqϕp2qˆ εe?
1` c
˙
, (2.5.77)
where the argument of ϕp2q is independent of the form of ϕp2q.
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Note that the values of
ε˚11´ε˚22
2
and ε1˚2 take the same form as E
˚
2 and E
˚
1 , re-
spectively, in Eq. (2.5.32). In fact, as we will see, gauge surfaces for the rank-2
laminate in the ε11´ε22
2
´ ε12 plane are nothing more than the results for the rank-2
laminate in the E1´E2 plane, depicted in Figure 2.2, rotated by pi2 . This is related to
the specific correspondence between two-dimensional dielectrics and two-dimensional,
(incompressible) planar elasticity (Chen and Lai, 1997; Milton and Movchan, 1995;
Francfort, 1992).
As indicated by Eqs. (2.5.17), (2.5.44), and (2.5.75), the VHS bound is attained
by a finite-rank laminate precisely when the secant modulus of the matrix phase
is the same at each iteration. Now, the effective nonlinear potential for the finite-
rank laminate can also, in principle, be calculated using Eq. (2.4.4), in the context
of dielectrics, and Eq. (2.4.18), in the context of elasticity. Consider in particular
the rank-2 laminate that attains the VHS bounds under purely deviatoric loading;
the discussion to follow holds more generally, but we fix a specific case to ease the
discussion. As noted by Ponte Castan˜eda (1992a), the rank-2 laminate would need to
be treated as a 3-phase composite when applying the VLC procedure. In particular,
upon treating phase 2 as the matrix phase, the LCC would be chosen with one phase
corresponding to phase 1, and two phases corresponding to phase 2, one phase for
each lamination; this is necessary since, in general, the local fields of phase 2 will
not have the same value at each iteration. Nonetheless, our results reveal that the
optimal heterogenous shear modulus of the LCC for which equality is obtained in Eq.
(2.4.18) is in fact phase-wise constant. Moreover, due to Eq. (2.5.75), the moduli in
the two “phases” of the matrix phase are the same, and hence so too are the fields.
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2.5.2.2 Further results
To better illustrate the attainability of the VHS bounds in the context of nonlinear
elasticity, we consider the case when
ϕprqpεeq “ 4µ
prq
3pm` 1q
ˆ
3εe
2
˙m`1
. (2.5.78)
Unlike in dielectrics, the nonlinearity exponent m is restricted to takings values
0 ď m ď 1, whereby, on account of ϕprq satisfying the square concavity hypothesis, the
resulting variational bounds will represent an upper bound on the effective properties
of the material. We continue to assume that the inclusion phase is void, whereby
µp1q “ 0. From here on, we let µ “ µp2q correspond to the shear modulus of the
matrix phase. As above, in order to best visualize our results, we define the gauge
functions rΨr2spεq “ ĂWr2spεq ´ 2µpm` 1q
ˆ
3
2
˙m
(2.5.79)
and rΨV HS`pεq “ ĂWV HS`pεq ´ 2µpm` 1q
ˆ
3
2
˙m
(2.5.80)
and look to compare the gauge surfaces defined by
rΨr2spεq “ 0, and rΨV HS`pεq “ 0. (2.5.81)
In the current setting of two-dimensional incompressible elasticity, for any composite
whose phases have potentials of the form (2.5.78), it follows from their homogeneity
of degree m` 1 in ε, that the effective potential can be written as
ĂW pεq “ 4rµr2s
3pm` 1q
ˆ
3εe
2
˙m`1
, (2.5.82)
where rµr2s “ rµr2spεq is the anistropic effective shear modulus, and is homogeneous of
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degree zero in ε. Therefore, just as above, we can rewrite the gauge functions as
rΨr2spεq “ rµr2spεq
µ
ε2e ´ 1, and rΨV HS`pεq “ rµV HSµ ε2e ´ 1, (2.5.83)
where rµV HS
µ
“ p1´ cqp1` cqpm`1q{2 . (2.5.84)
In the current setting of two-dimensional incompressible elasticity, the gauge sur-
face is a two-dimensional surface in the plane of the strain deviator. As such, we will
present cross sections of the gauge surface by finding the values ε11´ε22
2
and ε12 for
which Eq. (2.5.81) is satisfied.
For purely deviatoric loading, we consider the gauge surface plotted in the ε11´ε22
2
´
ε12 plane, akin to the ones given in Figure 2.2. We do so in Figure 2.3, and we
also include results for the rank-3 laminate. Recall that in the linear case, this
rank-3 laminate has isotropic behavior under general loading (not just under purely
deviatoric loading); additionally, it attains the HS bounds. Therefore, this rank-
3 laminate lies in the class of microstructures bounded by the VHS bounds under
purely deviatoric loading. Now, as we see in Figure 2.3, and consistent with the
calculations laid out above, the rank-2 laminate attains the VHS bound precisely
when ε11´ε22
2
and ε12 take the values in Eq. (2.5.76), independently of the value of
m. We also see that the rank-3 laminate does not attain the VHS bound, with the
gauge surfaces always lying strictly outside of those predicted by the bounds. Note
that in the ideally plastic limit (i.e. as m Ñ 0), the corresponding gauge surface of
the rank-3 laminate has hexagonal symmetry, while that of the rank-2 laminate only
has orthotropic symmetry (in the ε11´ε22
2
´ ε12 plane).
Recall that the VHS bounds represent bounds on the class of microstructures
that have linearly isotropic effective behavior. This includes, but is not restricted to,
all statistically isotropic microstructures. However, the inclusions of other, “unde-
sirable,” microstructures prohibits the optimality of the VHS bounds on composites
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Figure 2.3: Level sets in the σ11´σ22
2
´ σ12 plane of a rank-2 laminate with porous
“inclusion” phase in volume fraction c “ .5, compared to the VHS lower bound.
Results for the rank-3 laminate are included for reference, and all results are presented
for values of the nonlinearity n equal to (a) 1 (b) 10 (c) 100 and (d) 8.
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Figure 2.4: (a) Cross section of the gauge surface in the ε11´ε22
2
´ ε12 plane with
εm “ 0 of a rank-2 laminate with porous “inclusion” phase in volume fraction c “ .5,
compared to the VHS upper bound, the rank-3 laminate, as well as the infinite rank-
laminate. Points where the VHS bounds are attained are indicated by black dots.
with statistically isotropic microstructures, and illustrates the role that nonlinearity
and the anisotropy of the microstructure play in determining the effective behavior.
In connection with the symmetries of the rank-2 and rank-3 laminates in the ideally
plastic limit, the rank-2 laminate represents a microstructure in the class bounded
by the VHS bounds that, in some sense, is the most anisotropic. It is this inherent
anisotropy that allows the rank-2 laminate to attain the bound. On the other hand,
the rank-3 laminate’s microstructure is, in the same sense, less anisotropic than that
of the rank-2 laminate. In fact, the infinite rank-laminate (LAM) is known to have
a statistically isotropic microstructure (Idiart, 2008; Idiart and Ponte Castan˜eda,
2013). Statistical isotropy implies that the linear, and nonlinear, behavior of the
LAM is isotropic, whereby it is a member of the class of microstructures bounded by
the VHS bounds. Indeed, as depicted in Figure 2.4a, the gauge surface of the LAM
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lies strictly within that of the VHS bounds. Moreover, its response is generally softer
than that of the lower rank laminates, and in fact the gauge surface of the LAM has
the largest maximal distance from that of the VHS bounds, when compared with the
rank-2 and rank-3 laminates.
2.6 Conclusion
In this chapter, we looked to answer some questions regarding the optimality of
nonlinear variational bounds. We first showed that the nonlinear variational proce-
dure, when applied to a composite with isotropic phases given in prescribed volume
fractions, produces optimal bounds not on the class of two-phase isotropic compos-
ites with statistically isotropic microstructures, but rather on the class of two-phase
anisotropic composites that have linearly isotropic response. We were able to show
optimality in this larger class by constructing a microstructure that attains them.
These optimal microstructures are created by making use of finite-rank laminates,
which have, in general, anisotropic nonlinear response. Nonetheless, we showed that
the effective response of the laminates attain the VHS bounds by optimizing over
all loading conditions while keeping the “magnitude” of the load constant. In fu-
ture work, we plan to consider nonlinear elasticity under more general loading, and
investigate the attainability of the bounds.
It remains an open question whether optimal bounds for the class of nonlinear
composites with statistically isotropic microstructures can be generated, either in the
case of nonlinear dielectrics or elasticity. As we have seen, the VHS bounds failed to
be optimal for this class because the prescription of the LCC allows for “undesirable”
microstructures that are linearly isotropic, but fail to remain isotropic once nonlinear
behavior is considered. In that sense, the class of microstructures with isotropic
response is less selective in the linear case. Therefore, in order to improve on the
nonlinear variational bounds, it is clear that the choice of LCC must be restricted in
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such a way as to exclude these “undesirable” microstructures.
Another possible avenue for improved bounds for isotropic nonlinear composites
may lie in the use of the translation method. Indeed, in the recent work of Peigney
and Peigney (2017), the authors used this method to obtain improved bounds on
the effective dielectric coefficient of two phase nonlinear composites. While these
bounds are in general difficult to implement, they show that improved bounds do exist.
The method by which such bounds are obtained involves the use of a “comparison”
potential which must satisfy certain technical hypotheses. Peigney and Peigney (2017)
considered a specific “comparison” potential, but by considering more general forms,
it may be possible to obtain sharper bounds. Moreover, such bounds make use of the
microstructure in such a way as to avoid the phase-wise constant moduli assumption
that inhibits the VLC bounds.
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Chapter 3
Optimality of Nonlinear Variational
Bounds in Porous Nonlinear
Viscoplasticity
Abstract
In this chapter, we look to address the optimality of the variational bounds
of the Hashin-Shtrikman type (VHS), due to Ponte Castan˜eda (1991, 1992b), in
the context of porous viscoplasticity. In Chapter 2, it was shown in the context
of two- and three-dimensional dielectrics, as well as incompressible plane-strain
elasticity, that the VHS bounds are optimal over the class of anisotropic com-
posites that have linearly isotropic response. We look to extend these result by
considering a porous composite under more general plane-strain loading, where
the matrix phase is characterized by an incompressible, isotropic, stress energy
potential. By appealing to an exact variational representation for the effective
energy of a finite-rank laminate, we show that there exist certain values of the
applied macroscopic stress for which the VHS bound is attained. This result is
independent of the behavior of the matrix phase, so long as it satisfies a certain
technical hypothesis. We then present results in the ideally plastic limit, and
characterize the yield surface of the finite-rank laminates that attain the bound.
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3.1 Introduction
The problem of determining the effective behavior of porous viscoplastic materials
has been of great interest to the engineering community for quite some time. Due to
the fact that many materials can be accurately modeled as porous viscoplastic (e.g.
metals, sea ice, etc.), it is important to have accurate bounds and estimates that can
be used to obtain the response of such systems.
No discussion of models used in porous viscoplasticity would be complete without
mentioning the seminal work of Gurson (1977). By using the the exact solution for a
spherical/cylindrical shell under hydrostatic loading and an uniform purely deviatoric
field, Gurson (1977) was able to obtain estimates for the effective response of rigid-
perfectly plastic porous solids. This model has been shown to provide sufficiently
accurate predictions for isotropic porous solids at moderate to high stress triaxialities,
and has been generalized to account for more general power-law type viscoplastic
behavior (Leblond et al., 1994).
The existence of exact results (e.g. Leblond et al., 1994; Idiart, 2008, for cylindri-
cal/spherical voids and infinite rank laminates, respectively) has been useful in testing
the suitability of bounds and estimates that have been obtained over the years. The
methods proposed by Ponte Castan˜eda (1991) (see also Willis, 1991; Michel and Su-
quet, 1992, for alternative approaches) have been used to obtain rigorous bounds
for porous nonlinear materials by making use of a fictitious linear comparison com-
posite (LCC), whose microstructure is the same as the nonlinear composite under
consideration. This method therefore makes use of the linear estimates on the LCC
to obtain corresponding estimates on the nonlinear material. In particular, by using
the linear Hashin-Shtrikmann estimates, the resulting nonlinear variational bounds of
the Hashin-Shtrikmann type (VHS) can account for a full range of triaxialities, pore
shapes, and matrix behavior.
This work is concerned with investigating the potential optimality of these VHS
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bounds in the context of viscoplasticity. While they represent rigorous bounds on
the class of composites with statistically isotropic microstructures, their optimality
over this class is unknown. It is known that for composites with linearly isotropic
response, the linear Hashin-Shtrikman bounds and the translation bounds (Lurie and
Cherkaev, 1984, 1986) coincide. Bounds obtained using the latter method only takes
into account the relative volume fractions of the phases, while the Hashin-Shtrikman
bounds are generated by implicitly assuming that the two-point correlation functions
of the phases are isotropic. It then becomes clear that the linear bounds are in a sense
degenerate in that they are seemingly independent of higher-order microstructural
statistics. Using this fact, it was shown in Chapter 2, in the context of nonlinear
dielectrics and incompressible plane-strain elasticity, that the VHS bounds are in fact
optimal for the class of microstructures that have nonlinear anisotropic response, but
are linearly isotropic. This was done by combining the degeneracy of the linear bounds
with the observation that the bounds generated by using the nonlinear variational
linear comparison method (VLC) can be extended to this larger class on account of the
freedom one has in using any bound on the LCC. This flexibility in the VLC method
should be contrasted with the bounds obtained using the nonlinear Hashin-Shtrikman
method of Talbot and Willis (1985). This method is based on a generalization of
the original Hashin-Shtrikman variational principle (Hashin and Shtrikman, 1962),
and makes use of an uniform linear reference medium and an appropriately chosen
polarization fields. Under certain technical hypotheses on the phase potentials, it is
known that the Talbot-Willis bounds and the VHS bounds are the same, but like the
Hashin-Shtrikman variational principle, the Talbot-Willis variational principle also
assume isotropic two-point correlation functions, and therefore lacks the freedom in
choosing bounds on the LCC. As we saw in Chapter 2, we were able to extend the
class of functions over which the VHS bounds hold by using the translation bounds on
our LCC instead of the linear HS bounds. That one cannot bound the uniform linear
reference medium used in the Talbot-Willis method by the translation bounds keeps
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the class of microstructures over which the Talbot-Willis bounds hold restricted. As
a result, even though, in some cases, the Talbot-Willis bounds and VHS bounds are
the same, the optimality of the latter over some extended class of composites will not
imply the optimality of the former.
In looking to prove optimality to the current setting of nonlinear porous vis-
coplasticity, we organize the rest of the chapter as follows. Section 3.2 provides the
basic definition of the effective response. Section 3.3 introduces the special class of
composites known as finite-rank laminates in the linear context, and discusses their
optimality as it pertains to the associated linear bounds. Next, Section 3.4 provides
the framework for computing bounds for porous composites, as well as exact results
for nonlinear finite-rank laminates, using the method of Ponte Castan˜eda (1992a).
Section 3.5 shows explicitly the optimality of the VHS bounds for both purely devi-
atoric and more general plane strain loading conditions, while Section 3.6 presents
the results in the ideally plastic limit and compares the yield surfaces and effective
hydrostatic flow stresses of the optimal finite-rank laminates to the bounds obtained
using the VHS method.
We close this section by introducing the notation that will be used throughout this
work. We fix the standard Cartesian basis te1, e2u, with respect to which vectors with
Cartesian components bi are represented by bold letters b, while second-order tensors
with Cartesian comnents Aij are represented by bold italic letters A. Here i, j, k, l
range from 1 to 2. The real 2´dimensional space is denoted by R2, and endowed
with the scalar product u ¨ v, and norm |u|2 “ u ¨ u. Similarly, we define the inner
product between two second-order tensors via A ¨B “ trpABT q, which induces the
norm }A}2 “ A ¨A. The second-order identity tensor will be denoted by I. Given
two vectors a,b, the dyadic product a b b is defined to be the second-order tensor
with Cartesian components aibj, while the symmetric dyadic product is defined by
the second-order tensor abs b “ 12 pab b` bb aq.
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3.2 Effective Behavior for Porous
Viscoplastic Composites
In what follows, we consider a 2´phase porous composite occupying some region
denoted by Ω, which has been chosen as a representative volume element (RVE). We
denote the matrix phase by phase 2, the porous phase by phase 1, and assume that
they occupy regions Ωprq Ă Ω for r “ 1, 2, respectively. We assume that the local
response of the matrix phase is characterized by a (strictly) convex, incompressible,
isotropic stress potential up2qpσq, while the porous phase is characterized by the stress
potential up1qpσq which is zero when σ “ 0 and infinite otherwise. We take χprq to
be the characteristic function of phase r, so that χprqpxq “ 1 when x is in phase r,
and 0 otherwise, and assume that χprq varies on a scale much smaller than that of
the material sample. In such a way, we can look to define the effective properties of
the material by taking the limit as this scale of variation vanishes; in this case, the
composite can be described as a homogenous material. Letting x¨y and x¨yprq denote
the volume averages over Ω and Ωprq, respectively, we take
f “ xχp1qy “ x1´ χp2qy (3.2.1)
to be the volume fraction of the porous phase; f is often referred to as the porosity.
By appealing to Hill (1963) in the linear case, and Willis (1991); Suquet (1987)
in the nonlinear case, we define the effective energy potential as a function of the
macroscopic average Cauchy stress σ “ xσy through
rupσq “ p1´ fq min
σPSpσq
xup2qpσqyp2q, (3.2.2)
where
Spσq “ tσ : ∇ ¨ σ “ 0 in Ω, σn “ 0 on BΩp1q, xσy “ σu (3.2.3)
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denotes the set of statistically admissible stresses. Here, n corresponds to the unit
normal to the boundary of Ωp1q. It can then be shown that the average Eulerian strain
rate D “ xDy is given by
D “ BruBσ . (3.2.4)
In this work, we will be interested in plane-strain loading conditions, and the
primary variable of interest will be stress tensor σ. We consider the commonly used
stress invariants σe and σm to describe σ. Here σe “
ap3{2qs ¨ s is the equivalent
stress, where s “ σ ´ σmI is the stress deviator, while σm “ trpσq2 denotes the mean
stress. Now, in plane-strain, we write σ with respect to the standard Cartesian basis
via
σ “
»–σ11 σ12
σ12 σ22
fifl . (3.2.5)
One may also choose to write
σ “ s` σmI, (3.2.6)
where s denotes the average stress deviator, whose Cartesian components are given
by
s “
»–s11 s12
s12 ´s11
fifl “
»–σ11´σ222 σ12
σ12 ´σ11´σ222
fifl . (3.2.7)
Clearly,
σe “
c
3
2
s ¨ s “
b
3ps211 ` s212q, (3.2.8)
and, as such, we define θ via
s11 “ σe cospθq?
3
, s12 “ σe sinpθq?
3
. (3.2.9)
We also define the stress triaxiality X “ σm{σe.
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3.3 Linear Porous Finite-Rank Laminates
In this section, we introduce the notion of finite-rank laminates in the context
of porous linear materials under plane-strain loading conditions. The basic idea can
be understood more generally by first considering a simple, or rank´1, laminate.
This composite is obtained by mixing two homogeneous phases in a given layering
direction nr1s. A rank´2 laminate is then obtained by mixing the rank´1 laminate
with a homogenous phase in a second given layering direction nr2s; this phase does not
have to be one of those used in the rank´1 laminate. This processes can be iterated,
whereby a rank´M laminate is obtained by mixing a rank´pM ´ 1q laminate with
a homogenous phase in a given lamination direction nrMs. It is known that the
effective properties of simple laminates (even when the behavior is nonlinear) can
be computed exactly, due to the fact that the fields in each homogenous phase are
constant. With this in mind, we assume that the length scale of the previous laminate
is much smaller than the length scale of the current laminate. Therefore, at the M th
iteration, the rank´pM ´ 1q laminate is taken as a homogenous phase, so that the
rank-M laminate can be treated as a simple laminate, whereby its effective properties
can also be computed exactly.
In what follows, laminates will be obtained by starting with a simple porous
laminate, and forming the higher-rank laminates by laminating with an isotropic,
incompressible, homogeneous phase at each step. The porous phase will occupy a
relative volume fraction of pfr1s in the simple laminate, and in each subsequent step, the
rank´pk´1q laminate will be mixed with a homogenous phase in relative proportionspfrks and 1 ´ pfrks respectively, for 2 ď k ď M . The resulting volume fraction of the
porous phase, also known as the porosity, of the rank´M laminate will be equal to
f “
Mź
i“1
pfris. (3.3.1)
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Note that the microstructure is completely determined once the values of
tnris, pfrisu1ďiďM are prescribed. The porous phase is defined by a stress potential that
is 0 if σ “ 0 and is infinite otherwise. The linear phases will be characterized by a
stress potential of the form
u
rrs
0 pσq “ σ
2
e
6µ
rrs
0
, (3.3.2)
where µ
rrs
0 represents the shear modulus of the homogeneous isotropic phase used in
the rth iteration. On account of the phase-wise constant fields, the effective response of
the rank´M laminate can be calculated exactly via (deBotton and Ponte Castan˜eda,
1992; Danas et al., 2008; deBotton and Hariton, 2002; Idiart, 2006).
ru0rMspσq “ minωris
σp1q“0
#
Mÿ
i“1
p1´ pfrisq
6µ
ris
0
Mź
j“i`1
pfrjs `σrise ˘2
+
, (3.3.3)
where σ
rrs
e is the average equivalent stress associated to the stress of the homogeneous
phase added in the rth iteration; the stresses are given by
σris “ σ ` pfrisωrismris bmris ´ Mÿ
j“i`1
p1´ pfrjsqωrjsmrjs bmrjs, for i “ 1, . . . ,M.
(3.3.4)
Moreover, the average stress in the porous phase is given by
σp1q “ σ ´
Mÿ
i“1
p1´ pfrisqωrismris bmris. (3.3.5)
In the above, mris are the unit vectors orthogonal to the layering directions nris. Note
that in order to find ru0rMs, we must solve an M´dimensional minimization problem,
subject to the constraint that σp1q “ 0.
The effective response of the pM ` 1q phase rank´M laminate, as given by ru0rMs,
will, in general, be anisotropic. For reasons which will become clear shortly, we fix
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our microstructure by prescribing
pfr1s “ 2` f
3
, pfr2s “ 1` 2f
2` f ,
pfr3s “ 3f
1` 2f (3.3.6)
and
nr1s “ e1, nr2s “ 1
2
pe1 `
?
3e2q, nr3s “ 1
2
p´e1 `
?
3e2q, (3.3.7)
and look to find the values ωr1s, ωr2s and ωr3s that both minimize the expression on the
right hand side of Eq. (3.3.3), and satisfy the constraint imposed by the condition
σp1q “ 0. In writing out these conditions, it becomes clear that the three values
ωr1s, ωr2s and ωr3s are completely determined by the constraint, and some simple alge-
bra reveals that
ωr1s “ 2
3p1´ pfr1sq pσm ´ 2s11q ,
ωr2s “ 2
3p1´ pfr2sq
´
σm ` s11 ´
?
3s12
¯
, (3.3.8)
ωr3s “ 2
3p1´ pfr3sq
´
σm ` s11 `
?
3s12
¯
,
where we recall that σm is the average mean stress, and sij are the Cartesian com-
ponents of the average stress deviator (c.f. Eqs. (3.2.6)-(3.2.7)). Plugging back into
Eq. (3.3.3), and taking µ
r1s
0 “ µr2s0 “ µr3s0 “ µ0, we recover the result of Francfort
and Murat (1986) (who themselves extended the work Tartar (1985)) which indicates
that this two-phase rank´3 laminate saturates the Hashin-Shtrikman (HS) bounds.
In particular, with this prescription of tnris, pfrisu1ďiď3, ru0r3spσq is equal to
ru0HSpσq “ 1
6rµ0HS σ2e ` 12rκHS σ2m, (3.3.9)
where rµ0HS “ 1´ f
1` f µ0, and rκHS “ 1´ f3f µ0. (3.3.10)
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On the other hand, upon considering purely deviatoric loading, we let
pfr1s “ 1` f
2
, pfr2s “ 2f
1` f , (3.3.11)
and
nr1s “ e1, nr2s “ 1?
2
pe1 ` e2q . (3.3.12)
Solving the minimization problem defined through Eq. (3.3.3), it becomes clear that,
while the constraint σp1q “ 0 completely determines the values of ωr1s and ωr2s, the
rank-2 laminate can only support purely deviatoric loading. In this case, we find that
ωr1s “ ´2s11
1´ pfr1s ,
ωr2s “ ´2s12
1´ pfr2s . (3.3.13)
As above, plugging these values back into Eq. (3.3.3), and taking µ
r1s
0 “ µr2s0 “ µ0, we
recover the result of Lipton (1988) (see also Lipton and Kohn, 1988), namely that the
effective response of the rank´2 laminate is isotropic, and saturates the HS bounds,
i.e. ru0r2spσq “ 1
6rµ0HS σ2e. (3.3.14)
3.4 Nonlinear Porous Materials
We turn our attention to nonlinear, two-phase, porous materials. In general, the
computation of the effective potential is very difficult, due to the fact that it involves
solving a set of nonlinear partial differential equations with randomly oscillating co-
efficients. In fact, exact results are known only in very special cases; laminates are
one such case, and will be discussed next. We begin this section however by introduc-
ing a method that allows for the extraction of estimates and bounds on the effective
behavior of nonlinear composites. In what follows, we take the matrix phase to be
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isotropic and incompressible, whereby
up2qpσq “ ψpσeq, (3.4.1)
and we assume that ψ satisfies the so called “square-convexity” hypothesis, whereby
the function g, defined by gppq “ ψpσeq with p “ σ2e , is a non-negative, strictly convex
function for which g Ñ 8 as p Ñ 8. This technical hypothesis is necessary in both
obtaining the variational bounds, as well as in proving their optimality. As before,
associated to the porous phase is a stress potential up1qpσq which is zero when σ “ 0
and infinite otherwise.
3.4.1 Variational Linear Comparison Bounds
Computing, or at least bounding, the effective properties of a composite with linear
phases is more tractable than in the nonlinear case, and many results to that end exist.
Motivated by this fact, we now recall the variational method of Ponte Castan˜eda
(1992b), which converts available bounds on the effective behavior of some fictitious
linear comparison composite (LCC) into bounds for the effective behavior of the
nonlinear composite of interest. We spell out the procedure here in the context of the
two-phase porous composites, but mention that method for obtaining bounds works
for general N -phase composites.
In order to properly account for the porous phase, it is easiest to first treat it
as, say, a linearly elastic one, with the same form as given in Eq. (3.3.2); the shear
modulus, which we denote by µp1q, will eventually be taken to be zero. Thus, the
local potential of the nonlinear composite can be written as
upx,σq “ χp1qpxq σ
2
e
6µp1q
` χp2qpxqψpσeq. (3.4.2)
Now, as a consequence of the square convexity hypothesis, it can be shown
(Ponte Castan˜eda, 1992a) that the effective response of a two-phase material can be
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written as rupσq “ sup
µ0pxqą0
tru0pσq ´ xV pµ0pxqqyu . (3.4.3)
Here, µ0pxq is the local shear modulus of the LCC whose local stress potential is given
by
u0px,σq “ σ
2
e
6µ0pxq , (3.4.4)
while ru0pσq is the corresponding effective linear potential. The error function V pµ0q
is defined by
V pµ0pxqq “ sup
σ
tu0px,σq ´ upx,σqu , (3.4.5)
where, on account of the assumed square convexity of ψ, the supremum in Eq. (3.4.5)
is finite. In carrying out the optimization associated with the error function and the
modulus, it becomes clear that µ0pxq “ µp1q for x in phase 1, whereby V pµ0pxqq “ 0
for x in phase 1. As a consequence
xV pµ0pxqqy “ p1´ fqxvpµ0pxqqyp2q, (3.4.6)
where
vpµ0pxqq “ sup
σ
"
σ2e
6µ0pxq ´ ψpσeq
*
. (3.4.7)
At this point, only ru0pσq depends on µp1q through the fact that µ0pxq “ µp1q when
x is in phase 1. Thus, we can take the limit as µp1q Ñ 0, whereby µ0pxq represents
the (heterogenous) shear modulus associated to the matrix phase of a linear porous
material.
The exact result in Eq. (3.4.3), although simpler to utilize than the direct calcu-
lation of ru, is still difficult due to the fact that µ0pxq is heterogenous. However, upon
replacing the supremum by one taken over phase-wise constant moduli, we arrive at
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the nonlinear variational linear comparison lower bound,
rupσq ě ruV LCpσq “ sup
µ0ą0
tru0pσq ´ p1´ fqvpµ0qu , (3.4.8)
where ru is the effective potential of the nonlinear composite, and ru0 is the effective
potential of the LCC whose matrix phase has constant shear modulus µ0, and whose
microstructure is the same as that of the nonlinear composite. It is clear from Eq.
(3.4.8) that any lower bound on ru0 will lead to a corresponding lower bound onru. Therefore, we apply the Hashin-Shtrikmann lower bound to ru0, which yields the
nonlinear variational lower bound of the Hashin-Shtrikman type (VHS), and is given
by ruV HS´pσq “ sup
µ0ą0
tru0HSpσq ´ p1´ fqvpµ0qu , (3.4.9)
where ru0HSpσq is the same as in Eq. (3.3.9).
For later use, it can be shown (Ponte Castan˜eda and Suquet, 1998) that the VHS
bound can also be written as
ruV HS´pσq “ p1´ fqψpσp2qe q, (3.4.10)
where
σ
p2q
e “
a
3fσ2m ` p1` fqσ2e
1´ f , (3.4.11)
is the second moment of the stress field in the matrix of the LCC.
3.4.2 Nonlinear Porous Finite-Rank Laminates
The discussion regarding finite-rank laminates in the linear context can be gen-
eralized to the nonlinear setting. In particular, under the separation of length scale
hypothesis, the effective response of a nonlinear finite-rank laminate can be computed
exactly, and relies on the fact that the fields within each phase are constant. We are
interested in the case of two-phase porous nonlinear laminates, whereby the same
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incompressible, isotropic, homogeneous phase is used in each iteration. As such, the
homogenous phase represents the continuous “matrix” phase of the laminate, with
the pores acting as an inclusion phase.
Like the construction above, we prescribe tnris, pfrisu1ďiďM , whereby the total poros-
ity f is given by Eq. (3.3.1) as the product of the pfris. With this prescription, we can
make use of the nonlinear variational procedure laid out above, whereby we introduce
an LCC, and look to optimize over all shear moduli, as is done in Eq. (3.4.8). Since
the fields in each copy of the matrix are constant, it can be shown that it suffices to op-
timize over phase-wise constant moduli, and still maintain the equality in Eq. (3.4.8).
However, the fields in each copy of the matrix phase will in general be different, and
it is therefore necessary to treat the LCC as a porous pM ` 1q phase composite, with
M (potentially) different moduli corresponding to the M laminations. As before, we
use µ
rrs
0 to represent the shear modulus of phase r of the LCC, which corresponds to
the copy of the matrix phase added in the rth lamination.
With the microstructure fixed, the effective response of the nonlinear rank´M
laminate, which will in general be anisotropic, can be calculated exactly via
(Ponte Castan˜eda, 1992a)
rurMspσq “ sup
µ
r1s
0 ,...,µ
rMs
0
#ru0rMspσq ´ Mÿ
i“1
p1´ pfrisq Mź
j“i`1
pfrjsvpµris0 q
+
, (3.4.12)
where v is the same error functions as defined by Eq. (3.4.7), and where ru0rMs is
the effective potential of the linear pM ` 1q´phase rank´M laminate, which can be
calculated using Eq. (3.3.3).
Now, the optimality conditions from Eq. (3.4.12) and the error functions can be
used to show that
1
µ
rrs
0
“ 3ψ
1pσrrse q
σ
rrs
e
, (3.4.13)
where, σ
rrs
e is the second moment of the equivalent stress measure of the homogenous
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phase in the LCC added in the rth iteration, and where the prime is used to denote
a derivative with respect to σe. However, since the fields are constant within each
phase, it follows that
1
µ
rrs
0
“ 3ψ
1pσrrse q
σ
rrs
e
. (3.4.14)
As we will see next, this relation is necessary in determining the optimality of the
bound.
3.5 Optimality of the Variational Bounds
As discussed in Chapter 2, the VHS bounds presented in Section 3.4.1 hold over
the class of anisotropic nonlinear composites that are linearly isotropic. We now look
to see whether these bounds are optimal in the current setting. As we saw at the end
of Section 3.3, the laminates whose microstructures are given by Eqs. (3.3.6)-(3.3.7)
(for general plane-strain loading), and Eqs. (3.3.11)-(3.3.12) (for purely deviatoric
plane strain loading), have linearly isotropic response, and hence are members of
the class of microstructures bounded by the VHS bound. Moreover, they attain the
linear HS bounds, and we aim to show that in fact, this same microstructure, which
is optimal in the linear setting, is also optimal in the nonlinear setting.
Suppose that, for some σ “ σ˚, the optimal values of µrrs0 arising from the supre-
mum in Eq. (3.4.12) are equal; we denote this optimal value by µ0. In this case, the
LCC will reduce to the porous two-phase linear composite whose effective potentialru0rMs, on account of the optimality of the microstructure in the linear setting, will be
identical to ru0HS. Moreover, all of the error functions will be equal, whereby
Mÿ
i“1
p1´ pfrisq Mź
j“i`1
pfrjsvpµris0 q “ p1´ fqvpµ0q. (3.5.1)
As such, rurMs, as given in Eq. (3.4.12), will be equal to ruV HS´ as given by Eq. (3.4.9).
Therefore, the VHS bound can be attained so long as we can find σ˚ for which the
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optimal shear moduli of the LCC are all equal.
In order to determine conditions on σ˚ that will be consistent with such a condi-
tion, we note that, from Eq. (3.4.14), µ
r1s
0 “ ¨ ¨ ¨ “ µrMs0 implies
ψ1pσr1se q
σ
r1s
e
“ ¨ ¨ ¨ “ ψ
1pσrMse q
σ
rMs
e
. (3.5.2)
Due to the square convexity hypothesis, whereby ψpσeq “ gppq, with p “ σ2e , it follows
that
Bg
Bp “ ψ
1Bσe
Bp “
ψ1
2σe
. (3.5.3)
which, upon letting prrs “ pσrrse q2, indicates that
Bgppr1sq
Bp “ ¨ ¨ ¨ “
BgpprMsq
Bp . (3.5.4)
Since g is assumed to be strictly convex, Eq. (3.5.4) implies that each prrs must be
equal, which itself means that
σr1se “ ¨ ¨ ¨ “ σrMse , (3.5.5)
where it is recalled that σ
rrs
e corresponds to the average equivalent stress in phase r
of LCC, and can therefore be computed by making use of Eq. (3.3.4). Hence, σ˚ will
be determined from the pM ´ 1q conditions in Eq. (3.5.5).
As such, the rest of this section is concerned with investigating the potential
optimality of the VHS bounds, both for purely deviatoric, and then for more general
plane-strain loading conditions. For a fixed value of σe, we note that under plane-
strain, purely deviatoric loading, σ is completely determined by θ (as defined in Eq.
(3.2.9)), while under general plane-strain loading, σ is determined by θ as well as the
stress triaxiality X “ σm{σe. Therefore, in showing optimality in the former case, we
use the one equation given by Eq. (3.5.5) to determine the optimal value of θ
˚
, while
in the latter, we use the two equations given by Eq. (3.5.5) to determine the optimal
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value of θ
˚
and X˚.
3.5.1 Purely Deviatoric Loading
To start, we fix nr1s and nr2s as in Eq. (3.3.12) and pfr1s and pfr2s as in Eq. (3.3.11).
Then, from Eq. (3.4.12), with M “ 2,
rur2spσq “ sup
µ
r1s
0 ,µ
r2s
0
!ru0r2spσq ´ p1´ pfr1sq pfr2svpµr1s0 q ´ p1´ pfr2sqvpµr2s0 q) . (3.5.6)
By making use of Eq. (3.3.4) for the average stresses in the various copies of the
matrix, as well as Eq.(3.3.13) for the optimal values of ωrrs, we find that
σr1se “ 2
?
3|s11|
1´ f , (3.5.7)
σr2se “
?
3
1´ f
b
p1` fq2s212 ` p1´ fq2s211. (3.5.8)
Therefore, the bound can be attained if there exists a value of θ for which σ
r1s
e “ σr2se .
Indeed, upon making use of Eqs. (3.5.7)-(3.5.8), it follows that when
tanpθ˚q “ ˘
d
3´ f
1` f , (3.5.9)
then
s˚11 “ ˘
?
1` f
2
?
3
σe, and s
˚
12 “ ˘
?
3´ f
2
?
3
σe, (3.5.10)
so that
σr1se “ σr2se “
?
1` f
1´ f σe. (3.5.11)
Note that the choice of the sign in the expression for s1˚1 can be chosen independently
of that in the expression for s1˚2 , and hence there are four points in the deviatoric
plane at which the VHS bound is attained. For completeness, we note that, with Eq.
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(3.5.11), rur2spσ˚q “ p1´ fqψˆ?1` c
1´ c σe
˙
, (3.5.12)
a result which, when compared to Eqs. (3.4.10) and (3.4.11) (with σm “ 0), indicates
that the bound is indeed attained by σ˚, as defined by Eqs. (3.5.9)-(3.5.10).
3.5.2 General Plane-Strain Loading
We fix nr1s,nr2s,nr3s as in Eq. (3.3.7), and pfr1s, pfr2s, pfr3s as in Eq. (3.3.6). Then,
from Eq. (3.4.12), with M “ 3, the effective response of the rank-3 laminate is given
by
rur3spσq “ sup
µ
r1s
0 ,µ
r2s
0 ,µ
r3s
0
!ru0r3spσq ´ p1´ pfr1sq pfr2s pfr3svpµr1s0 q
´p1´ pfr2sq pfr3svpµr2s0 q ´ p1´ pfr3sqvpµr3s0 q) . (3.5.13)
In this case, σ need not be purely deviatoric, and Eqs. (3.3.4) and (3.3.8) can be
used to show that
σr1se “
?
3 |σm ´ 2s11|
1´ f , (3.5.14)
σr2se “ 11´ f
´
p2` fqps11 ´
?
3s12 ` σmqps11 ´
?
3s12 ` fσmq
`p1´ fqpσ2m ` 2fσms11 ` 4s211q ´ p1´ fqp2` fq3 σ
2
e
˙1{2
(3.5.15)
σr3se “ 11´ f
´
3fps11 `
?
3s12 ` σmqps11 `
?
3s12 ` fσmq ` p1´ fq2σ2e
¯1{2
, (3.5.16)
where we recall that σe is related to s11 and s12 through Eq. (3.2.8).
As above, we look to find σ˚ for which σr1se “ σr2se “ σr3se . Making use of Eqs.
(3.5.14)-(3.5.16), a straightforward calculation reveals that σ
rrs
e (for r “ 1, 2, 3) are
all equal (so that the VHS bound can be attained) when s1˚1, s1˚2 and σm˚ are related
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through the equations
p2s˚11 ´ σ˚mq2 “ 3fσ
˚2
m ` p1` fqσ2e
3
, (3.5.17)
s˚12 “ 1´ f?
3p1` fq
ˆ
s˚11 ` σm˚pσm˚ ´ 2s1˚1q2s1˚1 ` p1` fqσm˚
˙
. (3.5.18)
Upon using the fact that
σ2e “ 3
`
s˚211 ` s˚212
˘
, (3.5.19)
Eqs. (3.5.17)-(3.5.18) combine to show that the VHS bound is attained whenever the
stress triaxiality X˚ “ σm˚{σe is a solutions to the eighth-order polynomial
X8X
8 `X6X6 `X4X4 `X2X2 `X0 “ 0, (3.5.20)
where
X8 “ 81p1´ fq2pf 4 ` 2f 3 ` 9f 2 ` 20f ` 16q, (3.5.21)
X6 “ 54pf 2 ` f ` 1qpf 4 ´ 3f 3 ´ 3f 2 ´ 37f ´ 54q, (3.5.22)
X4 “ 9pf 6 ´ 6f 5 ` 4f 4 ` 15f 3 ` 102f 2 ` 191f ` 125q, (3.5.23)
X2 “ ´3p2f 5 ´ 8f 4 ´ 3f 3 ` 13f 2 ` 59f ` 45q, (3.5.24)
X0 “ pf 2 ´ 2f ´ 2q2. (3.5.25)
Once X˚ has been obtained, it can be used in conjunction with Eqs. (3.5.17)-(3.5.18)
to determine the value of θ
˚
. By appealing to the rules governing the zeros of a quartic
polynomial, it can be checked that for any value of 0 ă f ă 1, there are always four
real values of X2 that satisfy Eq. (3.5.20). When all four roots are positive (which
in practice is the case for all the values of porosity we considered), there will be 8
values of X, coming in 4 pairs with the same magnitude and opposite sign, for which
a rank-3 laminate attains the VHS bounds. Note that since X0 ‰ 0 for any value of
f, 0 is never a solution of Eq. (3.5.20), and hence the rank´3 laminate cannot attain
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the VHS bound under purely deviatoric loading (when X Ñ 0).
For completeness, by evaluating Eqs. (3.5.14)-(3.5.16) at σ˚, as defined by Eqs.
(3.5.17)-(3.5.18), it follows that
σr1se “ σr2se “ σr3se “ σ˚p2qe , (3.5.26)
with σ
˚p2q
e given by Eq. (3.4.11) with σm replaced by σm˚. Therefore
rur3spσ˚q “ p1´ fqψ ´σ˚p2qe ¯ “ ruV HS´pσ˚q. (3.5.27)
3.6 Results and Discussion
In order to better visualize our results, we look to specialize to the ideally plastic
limit. In general, and following Suquet (1987), we define the constitutive behavior of
the phases in terms of the yield domains Pprq, which themselves are defined in terms
of the convex yield functions Ψprqpσq, so that
Pprq “ tσ : Ψprqpσq ď 0u. (3.6.1)
These sets can be used to define the stress potential via
uprqpσq “
$’&’%0, when σ P P
prq,
`8, otherwise,
(3.6.2)
and their boundaries, corresponding to the conditions Ψprqpσq “ 0, define the yield
surface. For simplicity, we assume that each phase obeys a Von Mises type yield
criterion, whereby
Ψprqpσq “ σe ´ σprq0 , (3.6.3)
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where σ
prq
0 corresponds to the flow stress of phase r. It can then be shown (Suquet,
1987) that one can define the effective yield domain rP as
rP “
$&% σ such that there exists σpxq with xσy “ σdivσpxq “ 0, and σpxq P Pprq for x in phase r.
,.- , (3.6.4)
whereby
rupσq “
$’&’%0, when σ P
rP ,
`8, otherwise.
(3.6.5)
The effective yield domain can also be defined in terms of the effective yield functionrΨ, so that rP “ tσ : rΨpσq ď 0u. (3.6.6)
The boundary of this set then defines the effective yield surface, which can be char-
acterized by the condition rΨpσq “ 0, and we are interested in comparing the yield
surfaces of the rank´M laminates to those of the VHS bounds. In the current set-
ting of plane strain, the yield surface is three-dimensional in stress space; we will
represents points on the yield surface as the triple ps11, s12, σmq.
In the context of the porous viscoplastic composites, the flow stress in the porous
phase is zero, while upon combining Eqs. (3.6.1)-(3.6.3), we have
up2qpσq “ ψpσeq “
$’&’%0, when σe ď σ0`8, otherwise, (3.6.7)
where we have written σ0 to represent the flow stress of the matrix phase. Using this
expression along with Eqs. (3.4.10) and (3.6.5), it follows that
rΨV HSpσq “ a3fσ2m ` p1` fqσ2ep1´ fq ´ σ0, (3.6.8)
whereby the yield surface of the VHS bound is spheroidal in shape, with a circular
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cross section in the deviatoric plane.
A technical point is in order here. As defined, ψ is convex, but not strictly so.
The expressions for ru as well as rP , as given above, are still well defined, but we recall
that strict convexity of ψ was used to generate conditions on σ˚ to ensure that the
VHS bound is attained (c.f. Eq. (3.5.5)). In particular, as demonstrated above, if
we can find a value of σ˚ for which the optimal value of the moduli used in the LCC
are all the same, then the bound will be attained. In the course of our analysis, we
found that if ψ is strictly convex, and all of the moduli are the same, then Eq. (3.5.5)
holds, providing us with expressions σ˚. However, it is clear from Eq. (3.4.14) that
if Eq. (3.5.5) holds, then all of the moduli are the same, so that the VHS bound
is attained independently of whether or not ψ is strictly convex. Therefore, as our
intention here is to illustrate the attainment of the bound, we can proceed with using
the conditions on σ˚ found above, and not concern ourselves further with the lack of
strict convexity of ψ. We mention that Eq. (3.4.14), which is a condition involving
the derivative of ψ can either be interpreted in the sense of subgradients (Ekeland
and Te´man, 1976), or by taking ψ to be pure power law type function, and taking
the limit as the nonlinearity exponent tends to infinity.
In order to describe the yield surface of the rank´M laminate, we recall that in
computing rurMspσq, we made use of the error function, as defined by Eq. (3.4.7).
Using Eq. (3.6.7), we see that
vpµrrs0 q “ sup
σ
#
σ2e
6µ
rrs
0
´ ψpσeq
+
“ sup
σPP
σ2e
6µ
rrs
0
“ σ
2
0
6µ
rrs
0
, (3.6.9)
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where P is the yield domain of the matrix phase, and is given by
P “ tσ : σe ´ σ0 ď 0u. (3.6.10)
Now, for the fixed microstructure described either through Eqs. (3.3.11)-(3.3.12) for
purley deviatoric loading, or Eqs. (3.3.6)-(3.3.7) for more general plane-strain loading,
the expression for rurMspσq, given by Eq. (3.3.3), can be combined with Eq. (3.4.12)
as well as Eq. (3.6.9) to show that, in the ideally plastic limit
rurMspσq “ sup
µ
rrs
0 ą0
$’&’%
Mÿ
i“1
p1´ pfrisq Mź
j“i`1
pfrjs
»—–
´
σ
ris
e
¯2 ´ σ20
6µ
ris
0
fiffifl
,/./- , (3.6.11)
where σ
rrs
e for 1 ď r ď M are given by Eqs. (3.5.7)-(3.5.8) for M “ 2 and Eqs.
(3.5.14)-(3.5.16) for M “ 3. With a slight abuse of notation, we define
Ppµrrs0 q “ tσ : σrrse ´ σ0 ď 0u, for r “ 1, . . . ,M. (3.6.12)
Without loss of generality, suppose that σ R Ppµr1s0 q. Then the term proportional to
1
6µ
r1s
0
in the sum on the right-hand side of Eq. (3.6.11) will be positive. Therefore,
independent of whether σ P Ppµrrs0 q for 1 ă r ď M , the supremum in Eq. (3.6.11)
will equal `8; this follows by considering the limit as µr1s0 Ñ 0`. In light of Eq.
(3.6.5), it therefore becomes clear that
rPrMs “ Mč
r“1
Ppµrrs0 q (3.6.13)
and hence the effective yield domain of the rank´M laminate is defined as the in-
tersection of M regions in stress space. We note that Eq. (3.6.13) is a specialization
of a more general result given by Ponte Castan˜eda and Suquet (1998), who showed
that when using the variational linear comparison method, the effective yield domain
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is given by the intersection over all possible moduli of the yield domains of the LCC.
Now, for a fixed value of σ, σ
rrs
e ď σ0 for each r (whereby σ P rPrMs) if and only if
max1ďrďM σ
rrs
e ď σ0. This observation allows us to define the effective yield function
for the rank´M laminate by
rΨrMspσq “ max
1ďrďM σ
rrs
e ´ σ0. (3.6.14)
In what follows, we assume, without loss of generality, that σ0 “ 1. We first present
results for purely deviatoric loading, then we consider more general loading, and
finish by examining the response of the laminate under purely hydrostatic loading
conditions. In the first two cases, we present cross sections of the yield surfaces in
the σ11´σ22
2
´ σ12 deviatoric plane, whereby we fix a value of σm, and plot the values
of s11 “ σ11´σ222 and s12 “ σ12 for which
σ “ s` σmI (3.6.15)
lies on the yield surface. In what follows, s11 and
σ11´σ22
2
are used interchangeably,
as are s12 and σ12. For purely deviatoric loading, we will compare the yield surfaces
of the rank´2 and rank´3 laminates with those predicted by the VHS bounds, while
for general loading, we will consider only a comparison of the rank´3 laminate to
the VHS bounds, since the rank´2 laminate is not in the class of microstructures
bounded by the VHS bounds (recall that it does not have linearly isotropic response
under general loading conditions). We will also, in this case, present results for the
other two cross sections of the three dimensional yield surface, whereby we will fix
s11 or s12 and look at the resulting cross sections in the σm ´ s12 or σm ´ s11 plane,
respectively.
Before presenting results, it is instructive to clarify how the yield surfaces of the
laminates are constructed, and we use Figure 3.1 as a guide. As discussed above, the
yield domains for the rank´M laminates can be described as the intersection of the
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regions for which σ
ris
e ď 1 for i “ 1, . . . ,M ; the corresponding yield surface is then
the boundary of this intersection. Now, for the rank´2 laminate, the yield surface is
two-dimensional, and lies in the deviatoric plane. Recalling Eqs. (3.5.7)-(3.5.8), and
as we see in Figure 3.1a, the yield surface of the rank´2 laminate is a combination
of the horizontal lines
s11 “ ˘1´ f
2
?
3
, (3.6.16)
corresponding to σ
r1s
e “ 1, and the ellipse defined by the equation
s211p1´ fq2 ` s212p1` fq2 “ p1´ fq
2
3
, (3.6.17)
and corresponding to σ
r2s
e “ 1. In fact, upon letting
θ
˚
r2s “ arctan
˜d
3´ f
1` f
¸
(3.6.18)
and recalling the parametrization of s11 and s12 introduced in Eq. (3.2.9), it follows
that for |θ| ă θ˚r2s or |θ ` pi| ă θ˚r2s the yield surface of the rank´2 laminate is given
by the lines defined in Eq. (3.6.16), while, otherwise, the yield surface is given by
the part of the ellipse that is defined by the equation (3.6.17). It becomes clear then
that the corners of the yield surface for the rank´2 laminate correspond to loadings
conditions for which σ
r1s
e “ σr2se “ 1, i.e. θ “ θ˚, simultaneously.
The description of the yield surface for the rank´3 laminate is a bit more com-
plicated, due in part to the fact that is a three dimensional surface. To aid in its
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description, we introduce the following functions:
h
r1s
˘ ps11, s12q “ 2
?
3s11 ˘ p1´ fq?
3
(3.6.19)
h
r2s
˘ ps11, s12q “ p2` fqp1` fqps11 `
?
3s12q ´ 4p2f ` 1qs11
2p1` f ` f 2q
˘ p1´ fq
b
4p1` f ` f 2q ´ p2` fq2p?3s11 ´ s12q2
2p1` f ` f 2q , (3.6.20)
h
r3s
˘ ps11, s12q “
´3fp1` fqps11 `
?
3s12q ˘
?
3p1´ fqf
b
4´ 3p?3s11 ´ s12q2
6f 2
.
(3.6.21)
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Figure 3.1: Schematic of the cross section in the σ11´σ22
2
´σ12 plane of the yield surface
for the (a) rank´2 and (b) rank´3 laminate. The yield surfaces are represented by
the solid black curves.
These functions are defined in such a way that σ
rrs
e ď 1 if and only if
minthrrs` ps11, s12q, hrrs´ ps11, s12qu ď σm ď maxthrrs` ps11, s12q, hrrs´ ps11, s12qu. (3.6.22)
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In connection to the discussion above, we note that
Ppµrrs0 q “
!
σ : minthrrs` , hrrs´ u ď σm ď maxthrrs` , hrrs´ u
)
(3.6.23)
whereby Ppµr2s0 q and Ppµr3s0 q correspond to ellipsoids, with ellipsoidal cross sections
in the deviatoric plane, while Ppµr1s0 q is the region bounded between two planes. The
effective yield domain rPr3s is then the intersection of these regions, and therefore, upon
fixing a value of σm, the cross section of the yield surface of the rank´3 laminate in
the deviatoric plane is a combination of h
rrs
˘ , corresponding to the boundary of rPr3s,
as depicted in Figure 3.1b. For this value of σm considered, the yield domain is
described using all six functions, but for larger values of σm, only the “`” function
or “´” function will be used, depending on which parts of Ppµrrs0 q, whose boundaries
are determine by h
rrs
˘ , lie in rPr3s.
3.6.1 Purely Deviatoric Loading
For σm “ 0, we consider the two-dimensional subset of the yield surface plotted
in the σ11´σ22
2
´ σ12 plane. We do so in Figure 3.2, and we also include results
for the rank-3 laminate. Recall that in the linear case, this rank-3 laminate has
isotropic behavior under general loading (not just under purely deviatoric loading);
additionally, it attains the HS bounds. Therefore, this rank-3 laminate lies in the class
of microstructures bounded by the VHS bounds under purely deviatoric loading.
Now, as we see in Figure 3.2, and consistent with the calculations laid out above,
the rank´2 laminate attains the VHS bound precisely when s11 and s12 take the values
s1˚1 and s1˚2 as given by Eq. (3.5.10). We also see that the rank´3 laminate does not
attain the VHS bound for any value of s11 and s12; its yield surface always lying strictly
inside of that predicted by the bound. The horizontal lines (in the σ11´σ22
2
´σ12 plane)
defined by the equations (3.6.16) for M “ 2 and hr1s˘ “ 0 for M “ 3 correspond to
the loading conditions for which σ
r1s
e ´ 1 “ 0, and it is therefore interesting to see
81
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
VHS
Rank-3 Laminate
Rank-2 Laminate
    



(a)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
VHS
Rank-3 Laminate
Rank-2 Laminate
    



(b)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
VHS
Rank-3 Laminate
Rank-2 Laminate
    



(c)
-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
VHS
Rank-3 Laminate
Rank-2 Laminate
    



(d)
Figure 3.2: Cross section in the σ11´σ22
2
´ σ12 plane of the yield surface under purely
deviatoric loading of the rank´2. laminate compared with those of the rank´3 lam-
inate as well as the VHS bound. Results are presented for values of the porosity f
equal to (a) 0.01 (b) 0.1 (c) 0.2 and (d) 0.3. Points where the VHS bound is attained
are represented by black circles.
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that this horizontal line lies on the boundary of the yield domain simultaneous for
both the rank´2 and rank´3 laminates for a range of loading conditions. Note also
that the corner points, which as discussed above correspond to loading conditions for
which both σ
r1s
e “ σr2se “ 1 simultaneously, also corresponds to the points for which
the VHS bound is attained.
3.6.2 General Plane-Strain Loading
For more general loading conditions, we now turn our attention to the yield surface
of the rank´3 laminate, which we recall is defined by the equation rΨr3spσq “ 0. Due
to the isotropy of the VHS bound, for each fixed value of σm, the corresponding cross
section is represented by a circle whose radius, for a fixed value of σm, is proportional
to
σV HSe “ σV HSe pσmq “
d
p1´ fq2 ´ 3fσ2m
1` f . (3.6.24)
On the other hand, the yield surface of the laminate is highly anisotropic, but as
we saw above, there are multiple values of the stress triaxiality for which the VHS
bound can be attained. In particular, it turns out that there are four positive values
of X2 that satisfy Eq. (3.5.20), and hence eight values of X for which the VHS bound
is attained by the rank-3 laminate, i.e. ˘|X| for each value of X2 that solves Eq.
(3.5.20). Since the yield surfaces of the rank´3 laminate and VHS bound coincide at
these points, it follows that the four positive values of σm for which the VHS bound
is attained will be given as the solution to the equation
σm “
d
p1´ fq2 ´ 3fσ2m
1` f |X|, (3.6.25)
for each of the four corresponding values of |X|; here we used the definition of X “
σm{σe as well as Eq. (3.6.24). We denote these values by σm,I , . . . , σm,IV , and number
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them in such a way so that
0 ă σm,I ă σm,II ă σm,III ă σm,IV . (3.6.26)
In the discussion to follow, we will assume that σm ě 0. This is done merely out
of convenience, and the same trends that we will mention appear also for values of
σm ă 0. As the results indicate, there are five regimes to consider. The first is when
0 ď σm ď σm,I , and we show results in Figure 3.3. For these loading conditions, the
yield surface is made up of six parts. This regime was depicted earlier in Figure 3.1.
Now, each of the six corner points occur when two of the three copies of the matrix
phases yield, i.e. when σ
rrs
e “ 1 for two values of r P t1, 2, 3u. Note that as we
approach σm,I , one of the branches corresponding to the condition σ
r3s
e “ 1 shrinks,
and eventually vanishes when σm “ σm,I ; this branch corresponds to hr3s´ . Moreover,
this corresponds to a loading condition for which σ
r1s
e “ σr2se “ σr3se , and is a point at
which the laminate attains the VHS bound.
The second regime is associated with cases when σm,I ă σm ď σm,II , and we show
results in Figure 3.4. The five corners occur when two of the three copies of the matrix
phase yield, and now, one of the branches corresponding to the condition σ
r2s
e “ 1
vanishes as σm approaches σm,II ; this branch corresponds to h
r2s
´ . The same trend
continues in the third regime σm,II ă σm ď σm,III , depicted in Figure 3.5, where, as
we approach σm,III , the right-most vertical line associated with the condition σ
r1s
e “ 1,
and corresponding to h
r1s
´ , shrinks down to a point.
Now, in the fourth regime, depicted in Figure 3.6 when σm,III ă σm ď σm,IV , only
three equations are needed to describe the yield surface; in this case, they correspond
to h
r1s
` , h
r2s
` and h
r3s
` . Moreover, it is here that the yield surface of the rank´3 laminate
crosses the hydrostatic axis, and does so at the point
ps11, s12, σmq “
ˆ
0, 0,
1´ f?
3
˙
. (3.6.27)
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(d)
Figure 3.3: Cross sections in the σ11´σ22
2
´σ12 plane of the yield surface of the rank´3
laminate compared with the VHS bound. Results are shown for four values in 0 ď
σm ď σm,I . Points where the VHS bound is attained are represented by black circles.
It can be checked that for all values of 0 ď f ă 1, 1´f?
3
ă σm,IV , so that in particular,
when σm “ σm,IV , the yield surface of the rank´3 laminate does not lie on the
hydrostatic axis. This is consistent with the fact that the VHS bound, which lies
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Figure 3.4: Cross sections in the σ11´σ22
2
´σ12 plane of the yield surface of the rank´3
laminate compared with the VHS bound. Results are shown for four values in σm,I ă
σm ď σm,II . Points where the VHS bound is attained are represented by black circles.
off of the hydrostatic axis, (except at the hydrostatic point) is attained when σm “
σm,IV ; we will discuss this so called hydrostatic point in more detail later on. More
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interestingly, as we see, not only does the rank´3 laminate attain the bound one final
time when σm “ σm,IV , but its yield surface simultaneously reaches its apex and close
up. Then, in the fifth regime σm ą σm,IV , the rank´3 laminate can no longer yield.
In order to get a clearer understanding of how the yield surface evolves in the
three-dimensional stress space, we present sample results for the remaining two cross
section of the yield surface. Recall that the values of s1˚1, s1˚2 and σm˚ for which the
VHS bound is attained can be related via Eqs. (3.5.17)-(3.5.18). The cross sections
considered in Figure 3.7a and Figure 3.7b are thus obtained by fixing the value of
s12 “ s1˚2 and s11 “ s1˚1, respectively, corresponding to those values for which the
bound is attained when σm “ σm,I . The cross sections in Figure 3.7e-Figure 3.7f
are obtained similarly, with σm “ σm,IV . On the other hand, the cross sections in
Figure 3.7c-Figure 3.7d are obtained by taking cross sections along the s12 “ 0 and
s11 “ 0 axes, respectively.
As we see in Figure 3.7a and Figure 3.7b, when σm “ σm,I , the VHS bound is
attained when s11 and s12 reach the optimal values s1˚1 and s1˚2, respectively. It is
interesting to note that, σm “ σm,I is the largest positive value of the mean stress
for which the rank´3 laminate will yield. In Figure 3.7c and Figure 3.7d, we see
how, the yield surface is symmetric with respect to point symmetry about the origin,
i.e. with σ ÞÑ ´σ. Finally, in Figure 3.7e and Figure 3.7f, we see how the yield
surface behaves at its apex point. We recall that the yield surface closes up when
σm “ σm,IV , and as indicated in these cross sections, the yield surface closes up off
of the hydrostatic axis.
While under deviatoric loading both the rank-2 and rank-3 laminates have linearly
isotropic responses, and hence are members of the class of composites bounded by
the VHS bounds, under the more general loading conditions considered in Figure 3.6,
only the rank-3 laminate has linearly isotropic behavior, and hence we have not
included any results for the rank-2 laminate. This point illustrates the interplay
between microstructure and loading conditions. In fact, the rank-3 laminate is the
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(d)
Figure 3.5: Cross sections in the σ11´σ22
2
´σ12 plane of the yield surface of the rank´3
laminate compared with the VHS bound. Results are shown for four values in σm,II ă
σm ď σm,III . Points where the VHS bound is attained are represented by black circles.
lowest rank laminate that lies in the class of microstructures that are bounded by the
VHS bounds under general plane-strain loading. It is also, in some sense, the most
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Figure 3.6: Cross sections in the σ11´σ22
2
´σ12 plane of the yield surface of the rank´3
laminate compared with the VHS bound. Results are shown for four values in σm,III ă
σm ď σm,IV . Points where the VHS bound is attained are represented by black circles.
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anisotropic microstructure in the class. As in the case of purely deviatoric loading, it
is the anisotropy of the microstructure that allows the rank-3 laminate to attain the
VHS bounds.
3.6.3 Purely Hydrostatic Loading
We close this section by discussing the VHS bounds in the context purely hydro-
static loading, when
σ “ σmI. (3.6.28)
As is customary, we define the effective hydrostatic flow stress rσH to be the value of σm
for which σ of the form (3.6.28) lies on the yield surface. In the discussion that follows,
we will also include exact results generated from the infinite rank-laminate (LAM)
microstructure (Idiart, 2008; Idiart and Ponte Castan˜eda, 2013). This microstructure
is known to statistically isotropic, implying that the linear, and nonlinear, behavior
is isotropic, whereby it is a member of the class of microstructures bounded by the
VHS bounds. Now, it can be shown that
rσHVHS “ p1´ fq?3f , rσHLAM “ ´ log pfq?3 , rσHr3s “ p1´ fq?3 , (3.6.29)
and a comparison of rσH , is given in Figure 3.8a. Note that predictions from the VHS
bound and exact LAM result are singular as f Ñ 0, while the result for the rank´3
laminate remains finite. It is known that the LAM microstructure, like the VHS
bound and rank´3 laminate, attains the linear HS bound under purely hydrostatic
loading. The rank´2 laminate on the other hand fails to do so, and therefore, we have
not included its associated results, but mention that they lie below the other estimates
for all values of porosity. It is important to mention that the LAM result given in
Eq. (3.6.29) agrees exactly with the standard Gurson (1977) model prediction, as
well as the viscoplastic extensions proposed by Leblond et al. (1994). As depicted
in Figure 3.8a, we find that the difference between the VHS bounds, the exact LAM
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Figure 3.7: Cross sections in the (a),(c),(e) σm´ σ11´σ222 and (b),(d),(f) σm´σ12 plane
of the yield surface of the rank´3 laminate compared with the VHS bound. Cross
sections are taken by fixing the value of σ12 on the right column, and
σ11´σ22
2
in the left
column. In (a)-(b), and (e)-(f), the fixed values correspond to the coordinate values
of σ11´σ22
2
or σ12 at the points where VHS bound is attained when σm “ σm,I and
σm “ σm,IV , respectively. Points where the VHS bound is attained are represented
by black circles.
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Figure 3.7: Continued
results and the rank-3 laminate increases with decreasing porosity. Moreover, rσHr3s
remains finite as f Ñ 0, a point which will be further discussed below.
Note that, in contrast to the trend for deviatoric loading, the predictions for rσH
from the composites with the more isotropic microstructures lie closer to the VHS
bound (vis-a-vis the infinite rank laminate relative to the rank-3 laminate relative to
the rank-2 laminate); it is the rank-2 laminate that attains the VHS bounds under
purely deviatoric loading, not the rank-3 laminate. The effective response under
purely hydrostatic loading is trivially isotropic regardless of the microstructure, as it
only depends on σ through σm. Therefore, the class of microstructures bounded by
the VHS bounds, when restricted to such loading conditions, is staggeringly large.
As such, it is the anisotropy of the microstructure itself that determines effective
response.
It has long been known that the VHS bounds are relatively stiffer for loading with
high triaxialty, as well as for porous materials with low porosity (i.e. volume fraction
of the void phase). This is related to the use of an LCC with constant-per-phase
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moduli, and, as noted by Ponte Castan˜eda (2012), can be understood intuitively
by the strong radial dependence of the fields (relative to the pores) under hydro-
static loading. In fact, by making use of iterated homogenization and the nonlinear
variational method to approximate a heterogeneous LCC, Ponte Castan˜eda (2012)
produced bounds which improve on the VHS bounds, and like the LAM microstruc-
ture, achieve the exact result under hydrostatic loading. These iterated nonlinear
variational bounds of the Hashin-Shtrikman type (IHS) hold for the special class of
multi-scale microstructures, but do not include the finite-rank microstructures con-
sidered in this work. This is due to the fact that the two-point correlation functions
of the phases in the finite-rank laminates do not satisfy the hypotheses used in deriv-
ing the IHS bounds. In particular, the class of multi-scale microstructures is smaller
than the class of linearly isotropic, nonlinearly anisotropic microstructures consid-
ered here, and hence the IHS bounds will predict a stiffer behavior than the VHS
bounds. As such, one would expect that, as we increase the rank of the laminate,
the effective response would approach the IHS result, never passing above it. Since
both the IHS and LAM models give the excact result, this may be connected to the
conjecture that the Gurson model is rigorous upper bound for all porous composites
under hydrostatic loading (see Idiart, 2008, and references therein for a further dis-
cussion). Either way, these results reveal limitation of the VHS bounds, and VLC
type bounds in general; although the use of a phase-wise constant LCC allows for
analytical estimates, VLC bounds fail to produce accurate results for certain loading
conditions and microstructures.
Now, as mentioned above, as f Ñ 0, rσHVHS tends to infinity, while rσHr3s remains
finite. For nonzero values of f , the compressibility associated with the porous phase
means that the yield surfaces must eventually come to a point. Due to the isotropy
of the VHS bound, the associated yield surface reaches an apex and closes up on
the hydrostatic axis when σm “ rσHVHS; note that this corresponds to the value of
for which σV HSe vanishes (c.f. Eq. (3.6.24)). This value of σm is often referred to
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as the “hydrostatic point,” but care must be taken when defining such a point for
composites with anisotropic response. As discussed above, the apex of the yield
surface of the rank´3 laminate is also a point at which it attains the VHS bound,
and hence is located off of the hydrostatic axis. This trend has been seen before in
other anisotropic materials, specifically for systems of random viscoplastic materials
with ellipsoidal voids (Agoras and Ponte Castan˜eda, 2013). It is therefore of interest
to compare the apex points of the VHS bound with those for the rank´3 laminate.
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Figure 3.8: (a) A comparison between the hydrostatic flow stress rσH as predicted by
the VHS bound, the exact LAM result, and the rank´3 laminate, as a function of
porosity. (b) Value of σm, as a function of porosity f , at which the yield surfaces of
the rank´3 laminate and VHS bounds reach their apices. The corresponding values
of σe are included as well.
Such a comparison is done in Figure 3.8b, where we have plotted, as a function of
porosity, the value of σm for which the yield surfaces reach their apices. Inset in this
plot are the corresponding values of σe for which this happens. Clearly, since the VHS
bound closes up on the hydrostatic axis, the value of σe is always 0. However, we see
that this is only true for the rank´3 laminate in the limit as f Ñ 1. Now, for values
of f near 1, we see that the value of σe at which the rank´3 laminate reaches its apex
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is small, and the difference between corresponding values of σm for the VHS bound
and rank´3 laminate is small. Therefore, the apex point of the rank´3 laminate is
located close to the hydrostatic axis and the VHS bound. However, as f decreases,
the apex point for the laminate is located at smaller value of σm relative to those
predicted by the VHS bound, and begins to move further into the deviatoric plane,
as indicated by an increasing value of σe. Interestingly, in the limit as f Ñ 0, whereby
only the incompressible matrix phase remains, the apex point of the yield surface of
the VHS bound tends towards infinity, while the value of σm for which the rank´3
laminate reaches its apex actually remains finite.
3.7 Conclusion
In this work, we looked prove optimality of the VHS bounds under general plane-
strain loading conditions. Due to their interest within the engineering community, we
focused our attention to porous viscoplastic materials. By taking the matrix phase
to be isotropic and incompressible, we showed directly that the VHS bounds are
attained under both purely deviatoric loading, as well as the more general plane-
strain loading, and are hence optimal for the class of microstructures with nonlinear
anisotropic response that have linearly isotropic response. Consistent with what was
found for porous finite-rank laminates in the equivalent context of elasticity (as in
Chapter 2), the microstructure that attains the bound depends on the type of loading
applied. In particular, it is the rank´2 laminate that attains the bound under purely
deviatoric loading, and the rank´3 laminate that attains the bound more generally.
This is related to the fact that the microstructure that attains the bound is the most
anisotropic within the class of microstructures bounded by it. The rank´2 laminate
is in this sense more anisotropic than the rank´3 laminate, and as they both have
linearly isotropic response under purely deviatoric loading (and are hence members of
the class), the bound is attained by the former. For more general loading, the rank´2
95
laminate fails to have linearly isotorpic response, and therefore the rank´3 laminate
is the one that attains the bound.
The method by which optimality is proven here illustrates clearly the issue with
the variational linear comparison method that precludes them from being optimal over
the class of statistically isotropic microstructures. In fact, the issue lies not with the
VLC formulation per se, but with the bounds used for the LCC itself. Indeed, when
the response of the linear material is isotropic, existing bounds that depend only on
the volume fraction of the phases become degenerate. The Hashin-Shtrikmann bounds
(which were derived under the assumption of a statistically isotropy microstructure),
the translations bounds (which were derived under no assumptions on the microstruc-
ture), and the trace bounds of Milton and Kohn (1988) (which were derived under
the assumption of a periodic microstructure) are all the same. Moreover, they are
attained by a microstructure (i.e. finite-rank laminates) that is neither random nor
periodic. This degeneracy is related to the fact that assumptions on the microstruc-
ture are irrelevant in the linear setting. This makes sense physically, as one could
approximate any composite by taking a sufficiently large sample and extending it
periodically; to prove this directly, one would have to make use of the notion of
G´convergence.
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Chapter 4
A Symmetric Fully Optimized
Second-Order Method
Abstract
We consider an alternate formulation of a recently developed nonlinear ho-
mogenization method, which is based on a stationary variational principle for
the macroscopic energy function. In this method, the trial fields are the prop-
erties of a suitably designed linear comparison composite (LCC), thus allowing
for the estimation of the effective response and field statistics of the nonlin-
ear composite in terms of available estimates for the corresponding quantities
in the LCC. The formulation considered in this chapter makes use of a more
symmetric choice for the linear comparison composite, which not only resolves
an inconsistency that is present in the previous work, but also allows for a
more robust set of estimates. The new symmetric fully optimized second-order
method is applied to a class of two-phase power-law composites with fibrous
microstructures subjected to plane strain loading. The resulting estimates for
the effective response and field statistics are found to improve on earlier esti-
mates, and to be in good agreement with full-field numerical simulations for
nonlinear composite cylinder assemblages, as well as with available results for
sequentially layered composites.
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4.1 Introduction
Most materials are heterogeneous at sufficiently small length scales—well before
reaching atomic length scales. Polar ice and aluminum alloys are polycrystalline ag-
gregates of randomly oriented single-crystal grains, while metal-matrix composites
and fiber-reinforced elastomers are two-phase material systems consisting of an ‘in-
clusion’ phase distributed randomly or periodically in a surrounding ‘matrix’ phase.
In addition, when the loads applied to these materials are sufficiently large, their
response is nonlinear—either due to intrinsic nonlinearities in their constitutive re-
sponse (e.g., plasticity), or to geometric nonlinearities associated with finite strains
and rotations. For these reasons, there is much interest in the development of homog-
enization methods with the objective of generating macroscopic constitutive relations
for such heterogeneous materials from the constitutive properties of their constituent
phases and information about their distribution in space (or microstructure). For
small applied loads, the properties are linear and there is a well-developed theory
of composites (see, for example, the monograph by Milton (2002b)), but for nonlin-
ear composites much less is known. Classical extensions of the Voigt-Reuss bounds
have been given, for example, by Hutchinson (1976) and Bhattacharya and Kohn
(1997) to estimate the effective behavior of viscoplastic and shape-memory polycrys-
tals, respectively. In addition, building on a nonlinear generalization (Willis, 1983)
of the Hashin-Shtrikman variational principles for linear-elastic composites (Hashin
and Shtrikman, 1963), rigorous bounds of the Hashin-Shtrikman type were obtained
by Talbot and Willis (1985); Willis (1991). Later, new variational principles based on
the use of a ‘linear comparison composite’ (LCC) were proposed by Ponte Castan˜eda
(1991, 1992a), and used to generate improved bounds of the Hashin-Shtrikman and
Beran-Milton (3-point) types for nonlinear composites. The idea of the method was
to rewrite the local energy as the sum of the energy of the LCC plus a certain ‘er-
ror’ function consisting of the smallest difference between the linear and nonlinear
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energies. An alternative method has been developed by Suquet (1993) by means
of Ho¨lder’s inequality for special classes of pure power-law composites. In addition,
bounds for nonlinear composites have also been obtained (Kohn and Little, 1998; Nesi
et al., 1999; Peigney and Peigney, 2017) using appropriate extensions of the ‘transla-
tion’ method of Lurie and Cherkaev (1984) and Tartar (1985). The above-mentioned
bounds were obtained for the effective strain-energy density function; bounds on
the effective constitutive relation have also been obtained (Talbot and Willis, 2004;
Peigney, 2005) using an approach developed by Milton and Serkov (2000).
While general bounds of the Hashin-Shtrikman and translation types are useful
for broad classes of microstructures, they may not be as useful for more specific
types of microstructures, such a particulate (matrix-inclusion) or granular (polycrys-
talline) microstructures. In addition, it is known that these bounds for nonlinear
composites are only exact to first-order in the heterogeneity contrast, suggesting
that they may not be sharp. For these reasons, it is sometimes useful to obtain
estimates for more specific classes of microstructures. Building on a perturbation ex-
pansion for nonlinear composites with small contrast by Suquet and Ponte Castan˜eda
(1993), Ponte Castan˜eda (1996) proposed a ‘second-order’ method for general com-
posites, leading to estimates that agree with the perturbation estimates (Suquet and
Ponte Castan˜eda, 1993) and are therefore exact to second-order in the contrast. This
new method made use of a stationary variational principle (see also Ponte Castan˜eda
and Willis (1999)) for a more general type of LCC incorporating eigenstresses or
polarizations, in addition to the elasticity moduli of the phases of the LCC. More
specifically, the polarizations were selected optimally in the context of the variational
method, but the elastic moduli were set—in ad hoc fashion—equal to the tangent
moduli of the nonlinear phases (evaluated at the phase averages of the fields in the
LCC). However, it was later found (Leroy and Ponte Castan˜eda, 2001) that these ‘tan-
gent second-order’ estimates could violate the rigorous bounds provided by the earlier
‘variational’ method (Ponte Castan˜eda, 1991) when the contrast and field fluctuations
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are large, as is the case for porous materials near the percolation limit. Improved esti-
mates satisfying the ‘variational’ bounds were generated by Ponte Castan˜eda (2002),
by also making use of an LCC incorporating polarizations. However, this time the
estimates were made stationary with respect to the moduli, but could not be made
stationary with respect to the polarizations. Recently, Ponte Castan˜eda (2016) de-
veloped a fully stationary variational method which is stationary with respect to
both the moduli and the polarizations of the LCC, leading to estimates that are ex-
act to second-order in the contrast and satisfy all known bounds. In addition, as a
consequence of the ‘full stationarity,’ this new method allows the estimation of the
macroscopic response, as well as of the field statistics (first and second moments of
the stress and strain fields in the phases), directly from the suitably optimized LCC.
By making use of appropriately selected LCCs, the above-mentioned variational
methods can be used to estimate the macroscopic behavior and field statistics for
broad classes of nonlinear composites, including polycrystalline aggregates
(Ponte Castan˜eda, 2015). For special classes of microstructures, such as sequential
laminates (consisting of laminates layered with one of the phases multiple times at
different length scales, or ranks), it is sometimes possible to obtain exact estimates.
Thus, for two-phase nonlinear composites with finite-rank sequentially layered mi-
crostructures, Ponte Castan˜eda (1992a) generated exact estimates, generalizing cor-
responding estimates by Maxwell for rank-three laminates in linear conductivity (see
Milton (2002b)). However, while the estimates for finite-rank laminates with lin-
ear phases can be made to have overall isotropic response, this is no longer possible
when the phases are nonlinear (Ponte Castan˜eda, 1992a). Motivated by this find-
ing, deBotton and Hariton (2002) considered nonlinear laminates of high rank and
showed that the properties could be made isotropic as the rank becomes large. More
recently, Idiart (2008) considered the limit as the rank of the laminates tends to in-
finity and obtained an analytical characterization for its effective behavior in terms
of a Hamilton-Jacobi-type partial differential equation. One important application of
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such results for sequentially layered composites is that they can be used to saturate
the Hashin-Shtrikman bounds for two-phase composites with linear phases (Tartar,
1985; Milton, 2002b). When the properties of the phases are nonlinear, however, the
results for two-phase composites with sequentially layered microstructures do not sat-
urate the above-mentioned nonlinear bounds of the Hashin-Shtrikman or translation
types, suggesting that such bounds may not be sharp. On the other hand, Idiart and
Ponte Castaneda (2013) have recently shown that the infinite-rank laminates cannot
be extremal within the class of two-phase composites with isotropic two-point statis-
tics. Clearly, things are much more complicated for nonlinear composites than for
linear composites, and hence the need for further progress in this field.
This chapter is concerned with providing an alternative, more symmetric, formu-
lation of the recently introduced fully optimized second-order (FOSO) homogeniza-
tion method (Ponte Castan˜eda, 2016). As discussed in this reference, while there
is no duality gap present in this previous method, one must be mindful of extra
terms that appear when considering the energy potential and the associated dual
energy potential of the LCC. In fact, it is known that the previous method may
produce two estimates for the macroscopic response of the composite (each with its
own, but different dual result). Thus we lay out a symmetric formulation of the
FOSO method that produces only one estimate for the macroscopic response; this is
achieved by choosing a different LCC potential. We show that the symmetric version
of the FOSO method maintains all of the desirable properties present in the non-
symmetric FOSO method. We then apply the symmetric FOSO method to a class
of two-phase power-law composites with fibrous microstructures subjected to plane
strain loading. We compare the resulting estimates with the corresponding estimates
of the previous ‘tangent second-order’ (TSO) method (Ponte Castan˜eda, 1996), the
‘variational’ (VAR) bounds (Ponte Castan˜eda, 1991), exact results for infinite-rank
laminates (LAM) (Idiart, 2008), as well as full-field simulations (Idiart et al., 2006)
based on the fast Fourier transform (FFT) spectral technique (Moulinec and Suquet,
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1998) for composite cylinder assemblages (CCA).
4.2 Homogenized behavior and field statistics
For the sake of exposition, the theoretical aspects of the work are presented in the
setting of nonlinear infinitesimal elasticity. However, the method is fully generaliz-
able to any number of constitutive theories; in Section 4.5, we consider a composite
consisting of two nonlinear viscoplastic phases. This change, done in order to give
more physical relevance to the results, does not affect the outcome of the method, as
viscoplasticity and nonlinear elasticity are mathematically analogous. In the former,
a constitutive model relates the Cauchy stress to the Eulerian strain rate, while in
the latter, the constitutive model relates the infinitesimal stress to the infinitesimal
strain. Moreover, the Eulerian strain rate is taken to be the symmetric part of the
gradient of the velocity field, while the infinitesimal strain is that of the displacement
field.
Thus, we consider here a heterogeneous material composed on N homogenous
nonlinear elastic phases, which are distributed randomly and with statistical unifor-
mity in an ensemble of specimens of the material. We further assume ergodicity and
separation of length scales, so that ensemble averages can be replaced by volume av-
erage over a ‘representative volume element’ (RVE) of the composite, and ‘effective’
or ‘homogenized’ properties can be defined in terms of volume averages over the RVE
(Milton, 2002b). We denote the volume occupied by the RVE by Ω and the corre-
sponding regions occupied by the phases by Ωprq pr “ 1, . . . , Nq, and let χprqpxq be
the corresponding characteristic function of phase r, such that χprqpxq “ 1 when x is
in Ωprq and 0 otherwise. The constitutive behavior of the phases will be character-
ized by energy functions wprq pr “ 1, . . . , Nq, which are assumed in this work to be
(strictly) convex and piecewise smooth. Then, the local stress-strain relation for the
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heterogeneous material may be written as
σ “ Bwpx, εqBε , wpx, εq “
Nÿ
r“1
χprqpxqwprqpεq. (4.2.1)
Alternatively, the constitutive behavior may be characterized by complementary
energy functions uprq pr “ 1, . . . , Nq, such that
ε “ Bupx,σqBσ , upx,σq “
Nÿ
r“1
χprqpxquprqpσq. (4.2.2)
The complementary potentials uprq are related to the potentials wprq via the Leg-
endre transformation:
uprqpσq “ stat
ε
 
σ ¨ ε´ wprqpεq( , such that upx,σq “ stat
ε
tσ ¨ ε´ wpx, εqu .
(4.2.3)
The stationary operation gpyq “ stat
x
tfpx, yqu acts on a function as follows. First,
assuming appropriate regularity conditions on f , we compute the value of x˚ for
which fpx, yq is stationary (i.e. Bfpx˚,yqBx “ 0), and then solve for x˚ as a function
of y (i.e. x˚ “ hpyq). Finally, the stationary operator returns gpyq “ fphpyq, yq.
Under appropriate convexity assumptions of wprq, the stationary condition uniquely
determines ε as a function of σ, and it can be shown that uprqpσq is also convex.
However, we note that the above definition still works even when w is not convex
(Sewell, 1987). In this case, u becomes a multiple-valued function, as there may be
multiple stationary points when evaluating Eq. (4.2.3).
We let x¨y and x¨yprq denote volume averages over Ω and Ωprq, respectively, so that
xwpx, εqy “
Nÿ
r“1
cprq
@
wprqpεqDprq , xupx,σqy “ Nÿ
r“1
cprq
@
uprqpσqDprq , (4.2.4)
where the cprq “ @χprqD denote the volume fractions of the phases. As is well known
(see Hutchinson (1976); Willis (1989); Ponte Castan˜eda and Suquet (1998)), the
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macroscopic constitutive behavior of the composite is determined by the homoge-
nized potential ĂW pεq “ min
εPK xwpx, εqy “ statεPK xwpx, εqy , (4.2.5)
where K is the set of kinematically admissible strain fields loosely defined by
K “
"
ε : there is u such that ε “ 1
2
`∇u`∇uT ˘ in Ω, and u “ εx on BΩ* ,
(4.2.6)
where the above strain-displacement relation must be interpreted in a weak sense
across interphase boundaries. (For more mathematically precise definitions in terms
of appropriate functional spaces, see, for example, Toland and Willis (1989).) It is
also noted that the second equality in Eq. (4.2.5) is valid when the potentials wprq
are assumed to be strictly convex and to satisfy appropriate growth conditions. In
this case, the unique minimum point is attained at the stationary point which in turn
is determined by setting the first variational derivative equal to zero. This condition
corresponds to the Euler-Lagrange equation, as given by the equilibrium equation
∇ ¨ σ “ 0 (also interpreted in a weak sense across interphase boundaries). However,
in some cases, as with ideal plasticity, wprq may lose strict convexity. Nonetheless,
the variational problem is still well defined (see Suquet (1987)).
As with the local potentials, it is known (see Ponte Castan˜eda and Suquet (1998))
that the average stress σ “ xσy is related to the average strain ε via
σ “ BĂWBε . (4.2.7)
A dual formulation making use of the complementary potential uprq leads to an
equivalent stress-strain relation (Suquet, 1987; Willis, 1989)
ε “ B rUBσ , (4.2.8)
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where rUpσq “ min
σPS xupx,σqy “ statσPS xupx,σqy . (4.2.9)
In this expression, S denotes the set of statically admissible stress fields
S “ tσ : ∇ ¨ σ “ 0 in Ω, and xσy “ σu . (4.2.10)
Under the stated convexity assumptions, the two formulations are exactly equiv-
alent in the sense that ĂW ˚ “ rU . In general, ĂW and rU are difficult to compute, as
they involve sets of nonlinear partial differential equations with randomly oscillat-
ing coefficients. In an attempt to facilitate this calculation, this work makes use of
homogenization estimates (Willis, 1981; Milton, 2002b) for a suitably defined linear
comparison composite (LCC) to generate corresponding estimates for the nonlinear
composite.
It is useful at this point to recall some definitions concerning the field statistics
in the composite. The averages (or first moments) of the stress and strain fields over
phase r are respectively defined by σprq “ xσyprq and εprq “ xεyprq, and are such
that σ “ řNr“1 cprqσprq and εprq “ řNr“1 cprqεprq. The equivalent measures associated
with σprq and εprq are defined by σ¯prqe “
b
3
2
s¯prq ¨ s¯prq, where s¯prq is the average stress
deviator in phase r, and ε
prq
e “
b
2
3
ε¯prq ¨ ε¯prq, respectively. In addition, the second
moments of the stress and strain over phase r are given by xσ b σyprq and xεb εyprq,
respectively, while the corresponding phase fluctuation covariance tensors are given
by
Cprqσ “
@pσ ´ σprqq b pσ ´ σprqqDprq “ xσ b σyprq ´ σprq b σprq, (4.2.11)
Cprqε “
@pε´ εprqq b pε´ εprqqDprq “ xεb εyprq ´ εprq b εprq. (4.2.12)
In addition, use will be made here of the standard deviation of appropriate scalar
quantities. For example, the standard deviation of the von Mises equivalent stress
105
and strain over phase r are given by
SDprqpσeq “
c
xσ2e ´
´
σ
prq
e
¯2yprq, and SDprqpεeq “cxε2e ´ ´εprqe ¯2yprq, (4.2.13)
and can be identified with appropriate projections of the corresponding covariance
tensors Cprqσ and Cprqε , respectively. Expressions for the computation of the first and
second moments of the fields in the phases of a nonlinear composite are available
(Idiart and Ponte Castan˜eda, 2007a) and will be discussed below.
4.3 Fully stationary second-order variational esti-
mates
4.3.1 Estimates for the Effective Potential
As mentioned earlier, the FOSO method makes use of a fictitious linear comparison
composite (LCC) to estimate the properties of the nonlinear material. Given the
nonlinear potential wprq of phase r, we consider a corresponding linear potential wprqL .
Then, for some appropriate choice of weight factor αprq, such that 0 ă αprq ă 1, we
write our nonlinear potential wprqpεq, trivially, as
wprqpεq “ wprqL pεq ` αprq
´
wprqpεq ´ wprqL pεq
¯
` p1´ αprqq
´
wprqpεq ´ wprqL pεq
¯
. (4.3.1)
Here we choose the strain potential of phase r of the LCC to be of the form
w
prq
L pσq “
1
2
ε ¨ Lprqε` τ prq ¨ ε` 1
4
τ prq ¨Mprqτ prq, (4.3.2)
where Lprq is an elasticity tensor, Mprq “ pLprqq´1 is the corresponding compliance
tensor and τ prq is an eigenstress, all of which will be determined later as part of the
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homogenization process. In addition, for added flexibility, we set
τ prq “
Mÿ
p“1
β
prq
ppqτ
prq
ppq , (4.3.3)
where, for p “ 1, . . . ,M , τ prqppq are eigenstresses, and M is an arbitrary integer, to
be determined later. The weight factors β
prq
ppq are taken to satisfy 0 ă βprqppq ă 1 andřM
p“1 β
prq
ppq “ 1, and will be determined by the symmetry of the problem.
Differentiation of Eq. (4.3.2) with respect to ε shows that, in fact, the stress-
strain relation is linear, i.e. σ “ Lprqε ` τ prq. We take the LCC to have the same
microstructure as the nonlinear composite we wish to approximate. The microstruc-
ture is defined via the indicator functions associated with the nonlinear composite
χprqpxq. Using these functions, we define the local strain potential for the LCC, as in
Eq. (4.2.1), via
wLpx, εq “
Nÿ
r“1
χprqpxqwprqL pεq. (4.3.4)
Now, the functions ∆wprq “ wprq´wprqL are in general non-convex, and can exhibit
multiple stationary points; in contrast, wprq and wprqL each possesses only one station-
ary point, corresponding to their global minimum. The hope nonetheless is to ap-
proximate the stationary point of wprq with that of wprqL by suitably choosing Lprq and
τ
prq
ppq . Building on a result for a slightly different form of the LCC (Ponte Castan˜eda,
2016), we have the following result:
Proposition 1:
Given a nonlinear phase potential wprq, we may write
wprqpεq “ stat
τ
prq
ppq ,Lprq
!
w
prq
L pεq ` V prqpLprq, τ prqppq q
)
, (4.3.5)
where w
prq
L is defined by Eq. (4.3.2), and the ‘error’ function V
prqpLprq, τ prqppq q is defined
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via the relations
V prqpLprq, τ prqppq q “ αprqqV prqpLprq, τ prqppq q ` p1´ αprqqpV prqpLprq, τ prqppq q, (4.3.6)
with
qV prqpLprq, τ prqppq q “ Mÿ
r“1
β
prq
ppq qV prqppq pLprq, τ prqppq q, qV prqppq pLprq, τ prqppq q “ statqεprqppq ∆wprqpqεprqppqq,
pV prqpLprq, τ prqppq q “ Mÿ
r“1
β
prq
ppq pV prqppq pLprq, τ prqppq q, pV prqppq pLprq, τ prqppq q “ statpεprqppq ∆wprqppεprqppqq.
(4.3.7)
It is recalled that the functions ∆wprqpεq “ wprqpεq ´ wprqL pεq are non-convex, in
general, and the notation p¨ and q¨ is used to distinguish between intrinsically different
stationary points qεprqppq and pεprqppq, arising in the functions qV prqppq and pV prqppq , respectively.
On the other hand, the subscript p is used to distinguish between symmetry-related
versions of the same type of stationary point (qεprqppq, or pεprqppq).
Moreover, with respect to the stationary values of Lprq and τ prqppq in expression
(4.3.5), we have that
Bwprq
Bε pεq “ L
prqε` τ prq “ Bw
prq
L
Bε pεq. (4.3.8)
Proof. To see that Eq. (4.3.5) is, in fact, a valid representation of the phase potential,
we first note that the stationary conditions from the error functions give
Bwprq
Bε pqεprqppqq ´ Lprqqεprqppq “ τ prqppq “ BwprqBε ppεprqppqq ´ Lprqpεprqppq (4.3.9)
for each p. This implies a generalized secant condition (e.g. Figure 4.1a),
Bwprq
Bε pqεprqppqq ´ BwprqBε ppεprqppqq “ Lprqpqεprqppq ´ pεprqppqq. (4.3.10)
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Now, the stationary condition with respect to τ
prq
ppq gives
ε` 1
2
Mprqτ prq “ αprqqεprqppq ` p1´ αprqqpεprqppq ` 12Mprqτ prqppq , (4.3.11)
which holds for each p. Multiplying Eq. (4.3.11) by β
prq
ppq and summing, we find that
ε “
Mÿ
p“1
β
prq
ppq
´
αprqqεprqppq ` p1´ αprqqpεprqppq¯ . (4.3.12)
For p ‰ q, Eq. (4.3.11) also tells us that
αprq
´qεprqppq ´ qεprqpqq¯` p1´ αprqq´pεprqppq ´ pεprqpqq¯` 12Mprq ´τ prqppq ´ τ prqpqq¯ “ 0. (4.3.13)
The stationary condition with respect to Lprq gives
εb ε´ 1
2
Mprqτ prq bMprqτ prq
“
Mÿ
p“1
β
prq
ppq
ˆ
αprqqεprqppq b qεprqppq ` p1´ αprqqpεprqppq b pεprqppq ´ 12Mprqτ prqppq bMprqτ prqppq
˙
. (4.3.14)
We can then combine Eqs. (4.3.13) and (4.3.14) to find that
εb ε “
Mÿ
p“1
β
prq
ppq
´
αprqqεprqppq ` p1´ αprqqpεprqppq¯b ´αprqqεprqppq ` p1´ αprqqpεprqppq¯
´ αprqp1´ αprqq
Mÿ
p“1
β
prq
ppq
´qεprqppq ´ pεprqppq¯b ´qεprqppq ´ pεprqppq¯ . (4.3.15)
On the other hand, from Eq. (4.3.12), we also have that
εb ε “
«
Mÿ
p“1
β
prq
ppq
´
αprqqεprqppq ` p1´ αprqqpεprqppq¯
ff
b
«
Mÿ
p“1
β
prq
ppq
´
αprqqεprqppq ` p1´ αprqqpεprqppq¯
ff
.
(4.3.16)
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Upon subtracting Eq. (4.3.16) from Eq. (4.3.15), we find that
O “ αprqp1´ αprqq
Mÿ
p“1
β
prq
ppq
´qεprqppq ´ pεprqppq¯b ´qεprqppq ´ pεprqppq¯
´
ÿ
1ďpăqďM
β
prq
ppqβ
prq
pqq
”´
αprqqεprqppq ` p1´ αprqqpεprqppq¯´ ´αprqqεprqpqq ` p1´ αprqqpεprqpqq¯ıb”´
αprqqεprqppq ` p1´ αprqqpεprqppq¯´ ´αprqqεprqpqq ` p1´ αprqqpεprqpqq¯ı . (4.3.17)
One possible solution is that qεprqppq “ pεprqppq “ ε for each p. To see that this is the only
solution for a given choice of β
prq
ppq and the optimal values of τ
prq
ppq and L
prq, suppose thatqqεprqp1q, ¨ ¨ ¨ ,qqεprqpMq and ppεprqp1q, ¨ ¨ ¨ ,ppεprqpMq represent another set of solutions, which by necessity
satisfy all the stationary conditions outlined above. In particular, from Eq. (4.3.11)
ε` 1
2
Mprqτ prq “ αprqqqεprqppq ` p1´ αprqqppεprqppq ` 12Mprqτ prqppq
“ αprqqεprqppq ` p1´ αprqqpεprqppq ` 12Mprqτ prqppq , (4.3.18)
which implies then that
αprqqqεprqppq ` p1´ αprqqppεprqppq “ αprqqεprqppq ` p1´ αprqqpεprqppq (4.3.19)
for each p. Recalling that our first set of solutions was found to satisfy qεprqppq “ pεprqppq “ ε
for all p, we see that from Eq. (4.3.19),
αprqqqεprqppq ` p1´ αprqqppεprqppq “ ε (4.3.20)
for all p. Therefore the second term of Eq. (4.3.17), as applied to the new solution
set, is identically the zero 4th order tensor, leaving us with
O “ αprqp1´ αprqq
Mÿ
p“1
β
prq
ppq
´qqεprqppq ´ ppεprqppq¯b ´qqεprqppq ´ ppεprqppq¯ . (4.3.21)
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Upon taking the suitable trace of Eq. (4.3.21), we find that
0 “ αprqp1´ αprqq
Mÿ
p“1
β
prq
ppq
ˇˇˇqqεprqppq ´ ppεprqppq ˇˇˇ2 , (4.3.22)
which implies that qqεprqppq “ ppεprqppq. Combining this fact with Eq. (4.3.20), we conclude
that qqεprqppq “ ppεprqppq “ ε as well, which proves Eq. (4.3.5).
Returning to Eq. (4.3.9), we note that we may write
τ
prq
ppq “ αprq
Bwprq
Bε pqεprqppqq ` p1´ αprqqBwprqBε ppεprqppqq ´ Lprq ´αprqqεprqppq ` p1´ αprqqpεprqppq¯ .
(4.3.23)
Rearranging terms, multiplying by β
prq
ppq and summing, we find
Mÿ
p“1
β
prq
ppq
„
αprq
Bwprq
Bε pqεprqppqq ` p1´ αprqqBwprqBε ppεprqppqq

“ Lprq
«
Mÿ
p“1
β
prq
ppq
´
αprqqεprqppq ` p1´ αprqqpεprqppq¯
ff
`
Mÿ
p“1
β
prq
ppqτ
prq
ppq
“ Lprqε` τ prq
“ Bw
prq
L pεq
Bε ,
(4.3.24)
where use was made of Eqs. (4.3.3) and (4.3.12) in the third line. Recalling though
that qεprqppq “ pεprqppq “ ε at the stationary points of Eq. (4.3.5), the first line of Eq.(4.3.24)
reduces to Bw
prqpεq
Bε , showing that
Bwprqpεq
Bε “
BwprqL pεq
Bε .
Thus, we have that wprq and the right-hand side of Eq. (4.3.5) share not only the
same values, but the same stationary points.
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4.3.2 Fully Optimized Stationary Variational Estimates
With our new expression for wprq, as given by Eq. (4.3.5), we move to our next re-
sult, which gives a corresponding expression for approximating the effective potential
of the nonlinear composite.
Proposition 2:
Given the definitions (4.3.7) of the error functions V prq, and the expression (4.3.2)
for the linear comparison composite phase potential ,the effective potential of the
nonlinear composite, as defined by Eq. (4.2.5), can be approximated by
ĂW pεq « ĂWNpεq “ stat
Lpsq,τ psqppq
#ĂWLpεq ` Nÿ
r“1
V prqpLprq, τ prqppq q
+
, (4.3.25)
where ĂWLpεq is the effective potential of the LCC defined by Eq. (4.3.4), and is given
by ĂWLpεq “ stat
εPK xwLpx, εqy “ statεPK
Nÿ
r“1
cprqxwprqL pεqyprq. (4.3.26)
Proof. Using Proposition 1, we know that we can substitute the expression (4.3.5) for
the local potentials into Eq. (4.2.5). Upon interchanging the stationary operations
with integration, we find that
ĂW pεq “ stat
εPK statLpsqpxq,τ psqppq pxq
#
Nÿ
r“1
cprq
A
w
prq
L pεq ` V prqpLprq, τ prqppq q
Eprq+
, (4.3.27)
where Lpsqpxq and τ psqppq pxq are to be interpreted as trial fields in some suitable function
spaces. As there are no differential constraints on these trial fields, we merely need
to assume that Lpsqpxq and τ psqppq pxq have appropriate integrability, as it pertains to 4th
order, and 2nd order tensors, respectively.
Interchanging the stationary operations, and noting that only the w
prq
L depend on
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ε, we find that
ĂW pεq “ stat
Lpsqpxq,τ psqppq pxq
#
stat
εPK
Nÿ
r“1
cprq
A
w
prq
L pεq
Eprq ` Nÿ
r“1
A
V prqpLprq, τ prqppq q
Eprq+
. (4.3.28)
It should be noted that Eq. (4.3.28) is an exact result, since, due to the lack of
differential constraints on the trial fields, the associated Euler-Lagrange equations
are precisely those obtained from Eq. (4.3.5). However, the inner stationary problem
cannot in general be solved for analytically, due to the non-uniformity of Lpsqpxq and
τ
psq
ppq pxq. We therefore narrow the class of trial fields to those which are piecewise
uniform (i.e., uniform per phase), which gives Eq. (4.3.25).
Remark 1:
While the ‘exact’ version of the estimate (4.3.28) is valid (and gives the same value)
for any choice of the interpolating parameters αprq, the ‘approximate’ version (4.3.25)
can give different results depending on the choice of the parameters αprq.
Remark 2:
Estimates for the homogenized response of linear composites with given types of mi-
crostructures can then be used to generate corresponding estimates for nonlinear com-
posites. In particular, homogenization estimates of the Willis type (Ponte Castan˜eda
and Willis, 1995) for the macroscopic response and first and second moments of
the stress or strain fields in two-phase linear-elastic composites with particulate mi-
crostructures are given in Section 4.8, and will be used in Section 4.5 to obtain
corresponding estimates for two-phase (nonlinear) viscoplastic composites.
Next, we spell out the stationary conditions obtained from the estimate (4.3.25)
for the nonlinear composite. The inner stationary conditions, as determined from the
definitions (4.3.7) of pV prqppq and qV prqppq , are precisely the same conditions for the phase
potentials, namely Eq. (4.3.9). The stationary conditions with respect to τ
prq
ppq now
yield
ε
prq
L `
1
2
Mprqτ prq “ αprqqεprqppq ` p1´ αprqqpεprqppq ` 12Mprqτ prqppq (4.3.29)
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for p “ 1, . . . ,M and r “ 1, . . . , N , where εprqL is the average of the strain field over
phase r in the LCC, and where use has been made of the stationarity of ĂWL with
respect to the strain field εpxq. This implies that
ε
prq
L “
Mÿ
p“1
β
prq
ppq
”
αprqqεprqppq ` p1´ αprqqpεprqppqı , (4.3.30)
for each r, as well as
αprq
´qεprqppq ´ qεprqpqq¯` p1´ αprqq´pεprqppq ´ pεprqpqq¯` 12Mprq ´τ prqppq ´ τ prqpqq¯ “ 0 (4.3.31)
for p ‰ q, and each r. Similarly, the stationary condition with respect to Lprq yields
xεb εyprqL ´
1
2
Mprqτ prq bMprqτ prq
“
Mÿ
p“1
β
prq
ppq
ˆ
αprqqεprqppq b qεprqppq ` p1´ αprqqpεprqppq b pεprqppq ´ 12Mprqτ prqppq bMprqτ prqppq
˙
, (4.3.32)
where xεb εyprqL is the second moment of the strain field over phase r in the LCC.
Note that these conditions have the same general form as the stationary conditions
found for the local potential wprqpεq. Combining Eqs. (4.3.30), (4.3.31), and (4.3.32),
we find that
Cprqε “ αprqp1´ αprqq
Mÿ
p“1
β
prq
ppq
´qεprqppq ´ pεprqppq¯b ´qεprqppq ´ pεprqppq¯
´
ÿ
1ďpăqďM
β
prq
ppqβ
prq
pqq
”
αprq
´qεprqppq ´ qεprqpqq¯` p1´ αprqq´pεprqppq ´ pεprqpqq¯ıb”
αprq
´qεprqppq ´ qεprqpqq¯` p1´ αprqq´pεprqppq ´ pεprqpqq¯ı , (4.3.33)
where Cprqε is the covariance tensor of the fluctuations of the strain field in phase r of
the LCC.
In general, the covariance tensor is known to have full rank (Ponte Castan˜eda
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and Suquet, 1998). This fact helps determine the value of M , which, until now, was
taken to be arbitrary. Let D be the dimension of the space of 4th order tensors,
and note that the right hand side of Eq. (4.3.33) is a sum of dyadic products of 2nd
order tensors. Therefore, for the right-hand side of Eq. (4.3.33) to be of full rank,
we see that M must be chosen to be at least as large as rD
2
s; for a problem in two
dimensions, M ě 2, while for a problem in 3 dimensions, M ě 5. Thus, it is seen that
the use of the more general polarizations , as given by Eq. (4.3.3), and associated
error functions defined by Eq. (4.3.7) makes it possible to generate estimates that
are fully stationary with respect to both Lprq and τ prq in expression (4.3.25). In
this context, it should be noted that this was not the case for earlier ‘second-order’
estimates (Ponte Castan˜eda, 1996, 2002) for nonlinear composites.
4.4 Additional Properties of the Stationary Vari-
ational Estimates
4.4.1 Calculation of effective behavior and field statistics
Upon substituting into Eq. (4.3.25) the stationary values of qεprqppq, pεprqppq,Lprq, and
τ
prq
ppq , as determined by Eqs. (4.3.9), (4.3.29) and (4.3.32), it can be shown that
ĂWNpεq “ Nÿ
r“1
cprq
Mÿ
p“1
β
prq
ppq
”
αprqwprqpqεprqppqq ` p1´ αprqqwprqppεprqppqqı . (4.4.1)
This follows from the fact that the method produces results that are stationary with
respect to both the trial fields Lpsq and τ psqppq . Therefore, any terms with linear de-
pendence on the trial fields, both in the expression for ĂWL, as well as in the error
functions, will cancel out, leaving only the evaluation of the nonlinear potential at
the specified critical points. Moreover, differentiating Eq. (4.3.25) with respect to ε,
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we have the macroscopic stress-strain relation
σ “ rLε` rτ , (4.4.2)
where rL and rτ are the effective elasticity tensor and eigenstress, respectively. This
again follows from the stationarity of the nonlinear estimate (4.3.25) with respect to
the trial fields Lpsq and τ psqppq , as well as stationarity with respect to the variables qεprqppq
and pεprqppq in the error functions (4.3.7). It now follows (Ponte Castan˜eda, 1996) from
this expression that the constitutive response of the nonlinear composite is exact to
second-order in the heterogeneity contrast provided that the estimate for the LCC is
also exact to second-order in the contrast. This will be the case, for example, for the
Willis estimates given in Section 4.8.
Now, in order to calculate the field statistics of the nonlinear composite, we use
a general procedure developed in Idiart and Ponte Castan˜eda (2007a), which gives
a way to calculate the nth moment of the stress or strain fields in the phases of
the nonlinear composite directly from the linear composite. The calculation is made
possible by considering a suitably perturbed local potential.
For example, in calculating the first moment of the strain field in phase r, we
consider the perturbed local nonlinear potential
wηpx, εq “
Nÿ
r“1
χprqpxqwprqpεq ` χprqpxqηprq ¨ ε, (4.4.3)
where ηprq is a constant, symmetric, second-order tensor, and wprq is the nonlinear
phase potential. Let ĂWηpεq be the homogenized potential associated to Eq. (4.4.3).
The result in Idiart and Ponte Castan˜eda (2007a) states that
εprq “ 1
cprq
BĂWηpεq
Bηprq
ˇˇˇˇ
ˇ
ηprq“0
. (4.4.4)
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Using this, we find that
ε
prq
L “
1
cprq
BĂWLηpεq
Bηprq
ˇˇˇˇ
ˇ
ηprq“0
, (4.4.5)
where ĂWLηpεq is the homogenized potential associated with the local potential
wLηpx, εq “
Nÿ
r“1
χprqpxqwprqL pεq ` χprqpxqηprq ¨ ε, (4.4.6)
and w
prq
L is the linear comparison potential as given by Eq. (4.3.2). Using Eqs. (4.4.3)
and (4.4.6) in both Eqs. (4.2.5) and (4.3.5), respectively, we find that
ĂWηpεq “ stat
Lpsq,τ psqppq
#ĂWLηpεq ` Nÿ
r“1
V prqpLprq, τ prqppq q
+
. (4.4.7)
Note that the perturbed terms cancel in the error functions, and so V prq is independent
of η. Differentiating with respect to ηprq, evaluating at ηprq “ 0, and using the
stationary values of τ
prq
ppq and L
prq, we see that
εprq “ 1
cprq
BĂWηpεq
Bηprq
ˇˇˇˇ
ˇ
ηprq“0
“ 1
cprq
BĂWLηpεq
Bηprq
ˇˇˇˇ
ˇ
ηprq“0
“ εprqL , (4.4.8)
that is, the phase averages over the strain field in the nonlinear composite can be
estimated directly from the phase averages of the strain field in the LCC. In fact, the
results in Idiart and Ponte Castan˜eda (2007a) can also be used to show that
xεb εyprq “ xεb εyprqL , (4.4.9)
and moreover, that the same results also hold for the stress fields, namely
σprq “ σprqL , and xσ b σyprq “ xσ b σyprqL . (4.4.10)
In the context of calculating the moments of the stress fields, we again perturb
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the potentials, but now with a term of the form wprqpε ´ ηprqq—see Idiart and
Ponte Castan˜eda (2007a).
4.4.2 Duality Results
Different applications of this procedure may necessitate an approximation of either
the macroscopic stress potential, or the macroscopic strain potential. We recall that,
in laying out the theory in the previous sections, we chose an LCC strain potential
of the form
w
prq
L pεq “
1
2
ε ¨ Lprqε` ε ¨ τ prq ` 1
4
τ prq ¨ pLprqq´1τ prq. (4.4.11)
Upon taking the Legendre transform, we find that the LCC stress potential is of
the form
u
prq
L pσq “
1
2
σ ¨Mprqσ ` σ ¨ γprq ` 1
4
γprq ¨ pMprqq´1γprq (4.4.12)
where γprq “ ´Mprqτ prq and Lprq “ pMprqq´1. The symmetry between the forms of
these two potentials, as we will see shortly, is precisely where the Symmetric FOSO
method gains an extra layer of duality relative to the previous (non-symmetric) FOSO
method (see Ponte Castan˜eda (2016)).
It is useful next to show the duality of the error functions qV prqppq and pV prqppq , as
functions of either Lprq and τ prqppq , or M
prq and γprqppq , respectively.
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Making use of the Legendre duality between w
prq
L and u
prq
L , we have
qV prqppq pLprq, τ prqppq q “ statqεprqppq
!
wprqpqεprqppqq ´ wprqL pqεprqppqq)
“ statqεprqppq
#
wprqpqεprqppqq ´ statqσprqppq
”qεprqppq ¨ qσprqppq ´ uprqL pqσprqppqqı
+
“ statqεprqppq
#
statqσprqppq
”
wprqpqεprqppqq ´ qεprqppq ¨ qσprqppq ` uprqL pqσprqppqqı
+
“ statqσprqppq
#
statqεprqppq
”
wprqpqεprqppqq ´ qεprqppq ¨ qσprqppqı` uprqL pqσprqppqq
+
“ statqσprqppq
!
u
prq
L pqσprqppqq ´ uprqpqσprqppqq) . (4.4.13)
Therefore, we define
qV prqppq pMprq,γprqppqq “ statqσprqppq
!
u
prq
L pqσprqppqq ´ uprqpqσprqppqq) , (4.4.14)
where u
prq
L is given in terms of Mprq and γprq by expression (4.4.12), and similarly
for pV prqppq pMprq,γprqppqq. Moreover, from Eq. (4.4.13) and the corresponding equation forpV prqppq pMprq,γprqppqq, we have that
pσprqppq “ BwprqBε ppεprqppqq, pεprqppq “ BuprqBσ ppσprqppqq,qσprqppq “ BwprqBε pqεprqppqq, qεprqppq “ BuprqBσ pqσprqppqq. (4.4.15)
Then, evaluating the Legendre transform of the approximation ĂWN of ĂW in
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Eq.(4.3.25), we obtain an approximation rUN of rU , as given by
rUNpσq “ stat
ε
!
σ ¨ ε´ĂWNpεq)
“ stat
ε
#
ε ¨ σ ´ stat
Lpsq,τ psqppq
#ĂWLpεq ` Nÿ
r“1
V prqpLprq, τ prqppq q
++
“ stat
Lpsq,τ psqppq
#
stat
ε
!
σ ¨ ε´ĂWLpεq)` Nÿ
r“1
V prqpLprq, τ prqppq q
+
“ stat
Mpsq,γpsqppq
#rULpσq ´ Nÿ
r“1
V prqpMprq,γprqppqq
+
, (4.4.16)
where we have made use of the duality between and pairs Lprq, τ prqppq and M
prq,γprqppq .
While an approximation for rUNpσq is attainable through duality, it is here that
we finally see the advantage of the symmetric choice of LCC potentials. If we start
with the representation
uprqpσq “ stat
γ
prq
ppq ,Mprq
!
u
prq
L pσq ´ V prqpMprq,γprqppqq
)
, (4.4.17)
then through arguments completely analogous to those in Proposition 1 and Propo-
sition 2, and upon carrying out the calculations above, as applied to the stress po-
tential, the estimate we obtain for rUpεq is precisely the Legendre dual calculated in
Eq. (4.4.16). As discussed in Ponte Castan˜eda (2016), this was not the case with the
previous (non-symmetric) FOSO method.
For completeness, we spell out the stationary conditions associated with the Sym-
metric FOSO stress formulation. The optimality conditions from the error functions
using the stress potentials are
Buprq
Bσ pqσprqppqq ´Mprqqσprqppq “ γprqppq “ BuprqBσ ppσprqppqq ´Mprqpσprqppq (4.4.18)
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while the stationary conditions with respect to Mprq and γprqppq can be combined to give
σ
prq
L “
Mÿ
p“1
β
prq
ppq
”
αprqqσprqppq ` p1´ αprqqpσprqppqı (4.4.19)
and
Cprqσ “ αprqp1´ αprqq
Mÿ
p“1
β
prq
ppq
´qσprqppq ´ pσprqppq¯b ´qσprqppq ´ pσprqppq¯
´
ÿ
1ďpăqďM
β
prq
ppqβ
prq
pqq
”
αprq
´qσprqppq ´ qσprqpqq¯` p1´ αprqq´pσprqppq ´ pσprqpqq¯ıb”
αprq
´qσprqppq ´ qσprqpqq¯` p1´ αprqq´pσprqppq ´ pσprqpqq¯ı . (4.4.20)
4.4.3 The Stress-Strain Relation
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Figure 4.1: (a): A one-dimensional depiction of the new ‘generalized secant’ lineariza-
tion scheme. (b): A two-dimensional cartoon depicting the choice of stationary points
in the symmetric FOSO method.
Figure 4.1a shows a one-dimensional picture of the new ‘generalized secant’ lin-
earization used in this work, as well as some of the other linearization schemes that
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have been used in the past, for comparison purposes. The nonlinear stress-strain curve
in phase r is represented by the continuous black curve. The ‘secant’ linearization
produces an approximation to the values of the stress at a given strain under the as-
sumption σprq “ BwprqBε pεprqq. However, this equality cannot hold, in general, due to the
fact that for a general nonlinear function wprq,
A
Bwprq
Bε pεq
Eprq ‰ BwprqBε pεprqq. Similarly,
the ‘tangent’ linearization uses the line tangent to the curve at εprq—albeit typically
implemented in incremental form—and suffers from the same limitation as the clas-
sical secant. On the other hand, the new method makes use of the first and second
moments of the fields in the phases—by means of variables pεprq and qεprq (or, alterna-
tively, dual variables pσprq and qσprq related to pεprq and qεprq by Eq. (4.4.15))—to define a
generalized secant linearization in such a fashion that the point defined by (εprq, σprq)
lies on this line. This produces a consistent approximation to the phase average strain,
since σprq “ @Lprqε` τ prqDprq “ Lprqεprq ` τ prq. Moreover, we find that the stress and
strain in the phase are distributed about σprq and εprq, as depicted schematically by
the curve below the strain axis and the curve to the left of the stress axis, respectively.
For clarity, it is worth mentioning that this depiction is completely symmetric, and
could alternatively be looked at from the perspective of applying some stress σprq and
looking to approximate the average strain εprq. For completeness, it should also be
mentioned in this context that the ‘variational’ bound (Ponte Castan˜eda, 1991) lies
on a ‘generalized secant’ line defined by the second moments of the fields (instead
of the first moments), while the ‘tangent second-order’ includes corrections to the
tangent also depending on the second moments (Ponte Castan˜eda and Suquet, 1998),
thus avoiding the undesirable restriction of the classical secant and tangent methods
(i.e., σprq “ BwprqpεprqqBε ).
Since the stress and strain fields are not one-dimensional, the picture depicted in
Figure 4.1a is incomplete. For this reason, we also provide in Figure 4.1b a cartoon
which elucidates the significance of the previously outlined stationary conditions. In
it, we see the value of the average strain εprq we wish to approximate, taken, without
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loss of generality, to lie on one axis in the space of deviatoric strains. Plotted next are
the critical points, pεi and qεi pi “ 1, 2q, of ∆wprq which are used to approximate the
value of εprq. In application, certain symmetries arise between these critical points;
for example, they often come in pairs, a fact which is represented here. Stationary
conditions (4.3.9) and (4.3.33) show that the location of the critical points is deter-
mined not only by the field fluctuations relative to the average strain, but also by
their positions relative to all other critical points.
4.4.4 Comparison with the non-symmetric FOSO
In applying the non-symmetric FOSO method of Ponte Castan˜eda (2016) to ap-
proximate the effective strain potential, the choice of LCC phase potentials was taken
to be
w
prq
L pεq “
1
2
ε ¨ Lprqε` ε ¨ τ prq, (4.4.21)
which gives dual stress potentials of the form
u
prq
L pσq “
1
2
σ ¨Mprqσ ` σ ¨ γprq ` 1
2
γprq ¨ pMprqq´1γprq. (4.4.22)
Note the asymmetry in the forms of the stress and strain potentials, as given by
the extra quadratic term in γprq for uprqL . We emphasize that upon carrying out
the calculations presented in Ponte Castan˜eda (2016), which were adopted in this
chapter, one can produce a fully optimized second-order estimate for the effective
strain potential, which is exact to second order in the heterogeneity. Moreover there
is no duality gap in that the estimate obtained for the effective strain potential using
an LCC as defined by Eq. (4.4.21) is exactly dual to the estimate obtained for the
effective stress potential using an LCC defined by Eq. (4.4.22). However, the forms
of the dual estimates are different, and this is why we refer to this method as being
‘non-symmetric.’
As a consequence, some of the stationary conditions used to determine the optimal
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values of Lprq and τ prq differ from the conditions spelled out in this chapter. For
example, as shown in Section 4.9, expression (4.9.4) for the covariance tensor is given
by only the first term in Eq. (4.3.33). Nonetheless, with respect to the optimal values
of the trial fields, Eq. (4.4.1) holds in the non-symmetric FOSO version. Also, the
macroscopic response is still given by Eq. (4.4.2), and it is still true that εprq “ εprqL
and xεb εyprq “ xεb εyprqL , etc.
Now, using the non-symmetric FOSO method to approximate the effective stress
potential, it is natural to choose
u
prq
L pσq “
1
2
σ ¨Mprqσ ` σ ¨ γprq, (4.4.23)
which gives dual strain potentials of the form
w
prq
L pεq “
1
2
ε ¨ Lprqε` ε ¨ τ prq ` 1
2
τ prq ¨ pLprqq´1τ prq. (4.4.24)
Once again, upon implementing the method, one will obtain estimates for the effective
stress potential which are fully stationary, and share all the properties mentioned
above, as they pertain to the homogenized response and the first and second moments
of the stress fluctuations.
It is here where the asymmetry of the LCC in the previous FOSO version becomes
an issue. This method produces two different estimates for, say, the effective strain
potential: one estimate is obtained using an LCC of the form (4.4.21), and another
is obtained by using Eq.(4.4.24). By contrast, the current symmetric FOSO method
produces only one result for the effective behavior. It is interesting to notice that
the choice Eq. (4.4.11) of LCC for the symmetric version is the average of Eqs.
(4.4.21) and (4.4.24). In general, the symmetric and asymmetric methods using Eq.
(4.4.11), or (4.4.21)/(4.4.24), respectively, will produce different results, although the
differences turn out to be relatively small. In addition, it should be noted that the
choice of critical points for the non-symmetric FOSO version is more constrained by
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symmetry requirements. The increased flexibility in the choice of critical points for
the symmetric FOSO method is expected to lead, in general, to a more robust set
of results. Therefore, it is not just that the symmetric FOSO method provides an
additional layer of duality, but also that it uses the given field statistics more fully
than its predecessor.
4.5 Application to two-phase, isotropic, power-law
viscoplastic material in plane strain
The general results of Section 4.3 are specialized to fibrous two-phase composites
with incompressible phases subjected to plane strain (or anti-plane strain) loading.
The infinitely long fibers are assumed to be aligned and perfectly bonded to the
matrix, and to have a circular cross-section with diameter much smaller than the
dimensions of the whole composite. Moreover, they are distributed with statistical
isotropy in the matrix phase. This assumption leads to transversely isotropic overall
properties for the composite. We denote the fibrous inclusions as phase 2, and the
matrix as phase 1; the inclusions occupy a region with volume fraction cp2q “ c, while
the matrix occupies a region with volume fraction cp1q “ 1´c. For simplicity, only de-
viatoric plane strain loading transverse to the fibers is considered, so that the problem
becomes two-dimensional, and the hydrostatic component of the macroscopic stress
vanishes. We assume further power-law phase potentials, so that the microscopic and
macroscopic strain potentials can be written in the form
wprqpεq “ σ
prq
0 ε0
m` 1
ˆ
εe
ε0
˙m`1
, and ĂW pσq “ rσ0ε0
m` 1
ˆ
ε¯e
ε0
˙m`1
(4.5.1)
and the stress potentials written as
uprqpσq “ σ
prq
0
n` 1
˜
σe
σ
prq
0
¸n`1
, and rUpσq “ rσ0
n` 1
ˆ
σ¯erσ0
˙n`1
, (4.5.2)
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where n “ 1{m (with 0 ď n ă 8) is the nonlinearity exponent, and σprq0 (r=1,2) andrσ0 are the phase and macroscopic flow stresses, respectively.
To implement the new method, we take the LCC to be characterized by a viscosity
tensor of the form
Lprq “ 2λprqE` 2µprqF, (4.5.3)
where E and F are the loading-dependent projection operators (Ponte Castan˜eda,
1996). We recall that
E “ 2
3ε2e
e¯b e¯, F “ K´ E, (4.5.4)
where e¯ is the deviatoric part of ε, and K is the standard 4th- order, isotropic, shear
projection tensor.
Use will be made of the Willis estimates (Ponte Castan˜eda and Willis, 1995)
to describe the effective behavior of the LCC. In this context, it should be noted
that the shape of the (transversely isotropic) fiber distribution and fiber cross-section
are both circular, and as a consequence, the Willis estimates will take the precisely
the same form as the Hashin-Shtrikman-Willis bounds (Willis, 1977) for two-phase
composites. It should be emphasized that only first- and second-order statistics of
the microstructure are used in these types of estimates. The first-order statistics are
characterized by the volume fraction of the phases, while the second-order statistics
are accounted for by a two-point probability function (which is assumed to be known
and is used implicitly in the estimates). The implementation of these estimates
for general two-phase linear composites is described in Section 4.8, where explicit
expressions are also given for the macroscopic constitutive relation and field statistics
(of the LCC).
Due to isotropy of the phases, and the statistical isotropy of the distribution of
inclusions in the transverse plane, it is reasonable to assume that the average strains
in the phases are aligned with the macroscopic applied strain, i.e. e¯prq “ εprqe
εe
e¯. Under
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this assumption, we note that
ε¯e “ p1´ cqε¯p1qe ` cε¯p2qe . (4.5.5)
The eigenstresses are taken to be of the form
τ prq “ 1
2
´
τ
prq
p1q ` τ prqp2q
¯
(4.5.6)
where symmetry requires that β
prq
ppq “ 12 for p “ 1, 2 and r “ 1, 2. For simplicity, we
also will take αprq “ 1
2
for r “ 1, 2 in what follows.
It is next useful to take up the notation in Ponte Castan˜eda (2016) by introduc-
ing ‘parallel’ and ‘perpendicular’ components (relative to the loading direction) ofqεprqppq, pεprqppq and τ prqppq . For example, we take ppεprqppqq‖ “ ´23 pεprqppq ¨ Epεprqppq¯1{2 and ppεprqppqqK “´
2
3
pεprqppq ¨ Fpεprqppq¯1{2, so that ppεeqprqppq “bppεprqppqq2‖ ` ppεprqppqq2K. We make use of the symmetry
of the problem by setting ppεprqp1qq‖ “ ppεprqp2qq‖ “ pεprq‖ , ppεprqp1qqK “ ´ppεprqp2qqK “ pεprqK , pqεprqp1qq‖ “
pqεprqp2qq‖ “ qεprq‖ , and pqεprqp1qqK “ ´pqεprqp2qqK “ qεprqK .
With these symmetries, we find that the components of τ
prq
ppq must satisfy pτ prqp1q q‖ “
pτ prqp2q q‖ ” τ prq‖ and pτ prqp1q qK “ ´pτ prqp2q qK ” τ prqK , where, from Eq. (4.3.9),
2σ
prq
0
3εm0
ppεprqe qm´1pεprq‖ ´ 2λprqpεprq‖ “ τ prq‖ “ 2σprq03εm0 pqεprqe qm´1qεprq‖ ´ 2λprqqεprq‖ (4.5.7)
2σ
prq
0
3εm0
ppεprqe qm´1pεprqK ´ 2µprqpεprqK “ τ prqK “ 2σprq03εm0 pqεprqe qm´1qεprqK ´ 2µprqqεprqK . (4.5.8)
Applying Eq. (4.3.33) yields
2
3
Cprqε ¨ E “
˜pεprq‖ ´ qεprq‖
2
¸2
,
2
3
Cprqε ¨ F “ ´qεprqK pεprqK , (4.5.9)
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while use of Eqs. (4.3.30) and (4.3.31) gives
ε¯prqe “ 12
´qεprq‖ ` pεprq‖ ¯ , 0 “ 12 ´qεprqK ` pεprqK ¯` τ
prq
K
4µprq
. (4.5.10)
Now, an important feature of the Willis estimates is that there are no field fluc-
tuations in the inclusion phase, so that Cp2qε “ O. Therefore pεp2qppq and qεp2qppq are de-
termined by means of the results in Proposition 1, i.e. pεp2qppq “ qεp2qppq “ εp2q, so thatpεp2q‖ “ qεp2q‖ “ εp2qe , pεp2qK “ qεp2qK “ 0, and τ p2q‖ “ τ p2qK “ 0. Thus, we find that the viscosity
tensor in the inclusion simplifies to Lp2q “ 2λp2qK, where
2λp2q “ 2µp2q “ 2σ
p2q
0
3pε0qm
`
εp2qe
˘m´1 “ 2σp2q0
3pε0qm
˜
εe ´ p1´ cqεp1qe
c
¸m´1
. (4.5.11)
With the use of Eqs. (4.5.7)-(4.5.11), together with expression (4.8.23) (from Sec-
tion 4.8.1) for the covariance of the fields in the matrix , we can solve for pεp1q‖ , qεp1q‖ , pεp1qK
and qεp1qK in terms of k and εp1qe to find that
pεp1q‖ “ εp1qe ´ `εp1qe ´ εe˘ k´1{4?2c ,
qεp1q‖ “ εp1qe ` `εp1qe ´ εe˘ k´1{4?2c ,
pεp1qK “ ´ `εp1qe ´ εe˘ k1{4?2c
¨˝ ?
∆`
´
ε
p1q
e ´ εe
¯
k3{4
?
2cε
p1q
e `
´
ε
p1q
e ´ εe
¯
k´1{4
‚˛1{2 ,
qεp1qK “ `εp1qe ´ εe˘ k1{4?2c
¨˝ ?
∆´
´
ε
p1q
e ´ εe
¯
k3{4
?
2cε
p1q
e ´
´
ε
p1q
e ´ εe
¯
k´1{4
‚˛1{2 ,
(4.5.12)
where ∆ “
´
ε
p1q
e ´ εe
¯2 pk3{2´ k´1{2q ` 2c´εp1qe ¯2. At this point, we are left with two
unknowns: the anisotropy ratio k “ λp1q
µp1q and the average von Mises equivalent strain
in the matrix, ε
p1q
e . These unknowns can be obtained from two nonlinear algebraic
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equations. The first, which reads
σ
p2q
0
σ
p1q
0
˜
1´ p1´ cqεp1qe {εe
c
¸m
“ 1
2
«`pεp1qe ˘m´1 pεp1q‖
˜
1´
c
2
c
k´1{4
¸
` `qεp1qe ˘m´1 qεp1q‖
˜
1`
c
2
c
k´1{4
¸ff
, (4.5.13)
is derived from the LCC estimate (4.8.22) (from Section 4.8.1) for ε
p1q
e . The second
comes from combining Eqs. (4.5.7) and (4.5.8):
´pεp1qe ¯m´1 pεp1q‖ ´ ´qεp1qe ¯m´1 qεp1q‖´pεp1qe ¯m´1 pεp1qK ´ ´qεp1qe ¯m´1 qεp1qK “ k
pεp1q‖ ´ qεp1q‖pεp1qK ´ qεp1qK . (4.5.14)
Once k and ε
p1q
e are determined, we can then calculate the effective flow stress from
Eq. (4.4.1). The result as a function of the nonlinearity n “ 1{m, fiber concentration
c, and heterogeneity contrast σ
p2q
0 {σp1q0 , is given by
rσ0
σ
p1q
0
“ 1´ c
2
»–˜pεp1qe
εe
¸m`1
`
˜pεp2qe
εe
¸m`1fifl` cσp2q0
σ
p1q
0
˜
1´ p1´ cqεp1qe {εe
c
¸m`1
. (4.5.15)
Alternatively, by means of the dual formulation for the stress potential, a second,
equivalent equation is obtained for the effective flow stress:
rσ0
σ
p1q
0
“
»–1´ c
2
»–˜pσp1qe
σ¯e
¸n`1
`
˜pσp2qe
σ¯e
¸n`1fifl` cσp2q0
σ
p1q
0
˜
σ
p1q
0
σ
p2q
0
1´ p1´ cqσ¯p1qe {σ¯e
c
¸n`1fifl´
1
n
(4.5.16)
where a separate set of nonlinear equations must be solved for k and σ¯
p1q
e , whilepσprq‖ , qσprq‖ , pσprqK , qσprqK pr “ 1, 2q can similarly be written as functions of the unknowns.
Both Eqs. (4.5.15) and (4.5.16) generate the same results, and as a consequence
of duality, the stress variables can be related to the strain variables. However, one
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must take care in choosing the appropriate sign when solving for the appropriate dual
variables. The sign convention is chosen so that duality relations (4.4.15) hold, which,
when applied in the current setting, read
pεprq‖pεprqe “
pσprq‖pσprqe ,
qεprq‖qεprqe “
qσprq‖qσprqe , pε
prq
Kpεprqe “ pσ
prq
Kpσprqe , qε
prq
Kqεprqe “ qσ
prq
Kqσprqe . (4.5.17)
We close this section by discussing the weight factors, β
prq
ppq and α
prq, which appear
in this method. As mentioned above, symmetry dictates the value of β
prq
ppq. In our
two-dimensional example, it was found that the critical points of the functions ∆wprq
came in pairs. This therefore necessitated the use of two eigenstresses τ
prq
p1q and τ
prq
p2q ,
to account for the 4 critical points which are located symmetrically about εprq, for
r “ 1, 2. It is necessary to give these pairs of points equal weight, and so the value
of β
prq
ppq “ 12 was chosen. As for the choice of αprq “ 12 , this decision was made for the
sake of simplicity. With this value, we were able to find explicit equations for the
components of pεprqppq and qεprqppq. As will be discussed later, while there is no condition yet
available to determine the ‘optimal’ value of αprq, it is possible that different values of
αprq could produce more accurate results for different specific microstructures (with
different higher-point statistics).
4.6 Results and Discussion
The results of the previous section will now be presented for specific values of
the material and microstructural parameters and compared to results obtained in
the literature for special types of microstructures, including infinite-rank sequential
laminates (LAM) (Idiart, 2008), as well as composite cylinder assemblages (CCA)
(Hashin and Rosen, 1964). It should be mentioned that, in this particular appli-
cation, the FOSO and LAM estimates agree in the linear limit (m “ 1), since the
sequentially laminated microstructures saturate the Hashin-Shtrikman bounds and
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therefore the Willis estimate. On the contrary, for nonlinear cases, the FOSO is not
expected to agree with the LAM estimates. This is because the LCC that would
be required to recover the LAM estimate would involve an infinite-rank sequentially
layered microstructure with different viscosities at each layering operation (cf. Eq.
(4.3.28)), while in this work we will restrict our attention only to two-phase LCCs.
As a consequence, the comparisons between the FOSO and LAM estimates will allow
us to gauge the approximations that are introduced by taking the phases of the LCC
to be constant (at least for this somewhat special type of microstructure).
On the other hand, the results for the CCA microstructures were obtained by
means of FFT full-field simulations (Idiart et al., 2006). For certain types of loading
conditions, such as anti-plane strain, it is known that, in the linear case, the CCA
model gives exact results that saturate the Hashin-Shtrikman bounds and therefore
the Willis estimates. However, for plane strain loading, the CCA is only an ap-
proximation for the Willis estimates. Moreover, the CCA model requires an infinite
number of sizes for the ‘composite cylinders’ to fill the entire domain. However, the
FFT calculations (Idiart et al., 2006) were carried out for an approximation of the
CCA making use of only three different composite-cylinder sizes. It is also for this
reason that the FFT results can only be regarded as approximations of the exact
CCA results, and therefore do not agree exactly with the FOSO estimates even in the
linear case. In addition, due to the need of taking ensemble averages of calculations
for several different realizations of the microstructure, as well as the fact that each
realization used a different total number of inclusions, the fiber concentration in each
calculation was never exactly the same (see Idiart et al. (2006)). Therefore, when
presenting results, the average fiber concentration, c “ 0.20626 was used; in order to
compare with the FFT results, this fiber concentration has been used in the FOSO
calculations as well as the LAM calculations (Idiart and Ponte Castan˜eda, 2007b).
In most instances, we will also include the ‘variational’ bounds of the Hashin-
Shtrikman (HS) type (Ponte Castan˜eda, 1991). The variational method, upon which
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the current method builds, makes use of an LCC in order to estimate the effective be-
havior of nonlinear composites. However, unlike the current method, the ‘variational’
method makes use of an LCC with isotropic phases, with properties determined by
suitable extremal conditions. While the choice of isotropy of the linear phase poten-
tials is much more restrictive, the ‘variational’ approach provides an upper bound
for the nonlinear estimates. In addition, we also include some results obtained by
means of the ‘tangent second-order’ (TSO) method, in order to illustrate how the
new FOSO method improves on earlier ‘second-order’ methods. The TSO method
was itself introduced (Ponte Castan˜eda, 1996) in an attempt to improve upon the
earlier ‘variational’ method. (Recall that the ‘variational” bounds are only exact to
first order in the contrast.) However, the lack of stationarity with respect to the
modulus tensor in the TSO method leads to difficulties in computing the field statis-
tics of the LCC, and also introduces a duality gap. For this reason, the estimates
obtained by applying the TSO method to the stress potential upσq (TSO(U)) are
different from those obtained by applying the TSO method to the strain potential
wpεq (TSO(W)). While the results of TSO(U) and TSO(W) for the effective behavior
agree in the weakly nonlinear case, this agreement deteriorates in the strongly non-
linear regime. This is due to the fact that the TSO method does not fully account for
the field fluctuations, which in general tend to become progressively more significant
with increasing nonlinearity.
We also include the Voigt-Reuss bounds for the effective behavior of the composite
(see Milton (2002b)). The Voigt bound is known to be an upper bound on the effective
behavior, while the Reuss bound is known to be a lower bound on the effective
behavior. In our application, we find that
ˆ
p1´ cqpσp1q0 q´
1
m ` cpσp2q0 q´
1
m
˙´m
“ σR0 ď rσ0 ď σV0 “ p1´ cqσp1q0 ` cσp2q0 . (4.6.1)
The results of this section are presented as functions of the nonlinearity m “ 1{n,
the fiber concentration c, and the heterogeneity contrast σ
p2q
0 {σp1q0 . The contrast can
132
be chosen for any value 0 ď σp2q0 {σp1q0 ď 8, where σp2q0 {σp1q0 “ 0 corresponds to void
inclusions (porous composites), and σ
p2q
0 {σp1q0 “ 8 corresponds to rigid particles. We
say that the composite is fiber-weakened when σ
p2q
0 {σp1q0 ă 1, while we call a composite
fiber-strengthened, or fiber-reinforced, when σ
p2q
0 {σp1q0 ě 1.
4.6.1 Fiber-Weakened Composites
In order to be able to compare with numerical results available from the literature,
all the results in this section will be for a heterogeneity contrast of σ
p2q
0 {σp1q0 “ 0.2.
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Figure 4.2: Effective flow stress rσ0 normalized by the flow stress of the matrix σp1q0
for fiber concentration c “ .20626, and contrast σp2q0 {σp1q0 “ .2, as a function of the
nonlinearity m. (a): Comparisons of the new second-order (FO-SO) estimates with
the Voigt upper bound, ‘tangent second-order’ (TSO) estimates, and ‘variational’
(VAR) bounds of the Hashin-Shtrikman type. (b): Comparison between new second-
order (FO-SO) estimates, Composite Cylinder Assemblage (CCA) results, and the
infinite-rank laminates (LAM).
In Figure 4.2a the various results for the normalized effective flow stress rσ0{σp1q0 are
plotted as functions of m. The FOSO estimates obey both the Voigt and variational
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(VAR) upper bounds of the HS type. Moreover, the FOSO results agree quite well
with both TSO results for weak to moderate nonlinearity, when the field fluctuations
are not expected to be significant. In the highly nonlinear range (0 ď m ď 0.2),
however, this agreement deteriorates, with the TSO(W) and TSO(U) results diverging
from each other, but with the FOSO remaining roughly in between the two. These
observations are consistent with the existence of a duality gap for the TSO estimates,
but no duality gap for the FOSO estimates.
In Figure 4.2b, we plot the FOSO results and compare them with the CCA results,
as well as the LAM results. All results are in close agreement for weak nonlinearities.
While the LAM and FOSO results agree exactly in the linear case pm “ 1q, we see
that the CCA results give slightly lower predictions. This is due in part to the fact
that, as mentioned earlier, the CCA results are merely approximations, having used
only a finite number of sizes of inclusions. In any case, the FOSO results always
tend to remain above the CCA results and below the LAM results. This becomes
especially apparent in the high-nonlinearity regime, where all estimates tend to show
a reduction in the effective flow stress with decreasing m.
Estimates for phase averages and standard deviations of the stress and strain
fields are given in Figure 4.3. As we see in Figure 4.3a, the FOSO estimates for
the average stresses in the phases match very closely with all other results. In fact,
it can be shown that in the porous limit, the FOSO estimate recovers the exact
result pσ¯p1qe {σ¯e “ 1{p1´ cq), and therefore it is not surprising that we have such
good agreement. We see also that all results seem to improve on the VAR results.
Figure 4.3b shows the standard deviation of parallel and perpendicular components
of the stress field in the matrix phase, SDp1qpσ‖q and SDp1qpσKq, respectively. (These
quantities are obtained by replacing σe by σ‖ and σK, respectively, in expression
(4.2.13)1.) We first note that the VAR results predict isotropic fluctuations for all
nonlinearities. This is due to the fact that the VAR method makes use of an isotropic
LCC. In fact, in this plane strain case, all results predict isotropic fluctuations in
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Figure 4.3: Statistics of the stress and strain fields for the case of fiber weakened
composites. (a): The equivalent average stress of the matrix σ¯
p1q
e and the fibers σ¯
p2q
e .
(b): The standard deviation of the ‘parallel’ and ‘perpendicular’ components of the
stress field in the matrix SDp1qpσ‖q and SDp1qpσKq. All results are normalized by σ¯e.
(c): The equivalent average stress of the matrix ε
p1q
e and the fibers ε
p2q
e . (d): The
standard deviation of the ‘parallel’ and ‘perpendicular’ components of the stress field
in the matrix.
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the linear limit. Upon entering the nonlinear regime, it can be seen that the FOSO,
CCA, and LAM methods give different predictions for the parallel and perpendicular
components of the stress fluctuations, which become more anisotropic as m decreases.
For nonlinearities as low as m “ 0.2, we see that all results for the parallel and
perpendicular stress fluctuations are in fairly close agreement. However, for stronger
nonlinearities, differences between the methods become more apparent, especially
for the parallel components. In fact, for m ď 0.5, while the FOSO results predict
a monotonically decreasing behavior for the parallel components, the CCA results
indicate to the contrary that the fluctuations parallel to the applied field tend to
reach a minimum value, and then start to increase again as mÑ 0. The LAM results
also predict this type of behavior, but the trend is less significant.
In Figure 4.3c, we have plotted the average equivalent strains in the matrix and
fibers. As with the average equivalent stress results, the FOSO, CCA, and LAM
all agree in the linear cases. As the nonlinearity increases, and m gets smaller,
all the results predict an increase (decrease) in the average equivalent strain in the
inclusions (matrix). In Figure 4.3d, we see that, consistent with CCA results, the
FOSO estimates predict a significant rise in the parallel (to the applied macroscopic
field) fluctuations of the strain fields in the matrix as m tends to zero (i.e., in the
ideally plastic limit). This prediction, along with those regarding the average strains,
are consistent with the notion of strain localization. As already discussed in Idiart
et al. (2006), in the limit as m goes to 0, the strain will tend to seek out the softer
fibers by localizing the deformation in the matrix along bands that tend to be aligned
with the applied field. Therefore, within the matrix, the strain tends to remain
parallel to the applied field, with smaller perpendicular fluctuations present. Thus,
the FOSO results seem to capture this strongly nonlinear behavior, consistent with
the CCA observations.
136
4.6.2 Fiber-Reinforced Composites
Again, in order to be able to compare with numerical results available from
the literature, all the results in this section will be for a heterogeneity contrast of
σ
p2q
0 {σp1q0 “ 5. The results for the effective flow stress, normalized by σp1q0 , are plotted
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Figure 4.4: Effective flow stress rσ0 normalized by flow stress of the matrix σp1q0 for
fiber concentration c “ .20626, and contrast σp2q0 {σp1q0 “ 5, as a function of the
nonlinearity m. (a): Comparisons of the new second-order (FO-SO) estimates with
the Reuss lower bound bound, ‘variational’ (VAR) estimates of the Willis type, and
‘tangent second-order’ (TSO) estimates. (b): Comparison of the new second-order
(FO-SO) estimates with the Composite Cylinder Assemblage (CCA) results, and the
infinite-rank laminates (LAM).
in Figure 4.4a. The FOSO results satisfy the Reuss lower bound, and the variational
upper bound, and match closely with the TSO(U) and TSO(W) estimates, which
exhibit a finite, but fairly small duality gap in this case. Figure 4.4b shows the FOSO
results plotted against the CCA and LAM results. Again, we find that the FOSO
estimates agree with the LAM results in the linear limit (m “ 1), which is consistent
with the fact that the two estimates reduce to the corresponding Hashin-Shtrikman
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estimate in this limit. On the other hand, the CCA results are found to be a bit
higher than the HS estimate in the linear case, which again is due to the fact that
these results are for approximations of the CCA microstructures. In addition, we
see that the FOSO results remain in between the CCA and LAM results, with one
exception: the ideally plastic limit. When m Ñ 0, the FOSO method predicts that
in fact strengthening in the matrix occurs, that is rσ0 ą σp1q0 . This behavior has not
been captured before by any second-order method, but is consistent with the notion
of shear banding. One could imagine that for a low fiber concentration, it would be
possible for a straight shear band to form in the softer matrix phase, avoiding any of
the more rigid fibers. However, for the fiber concentration of about 20% considered
here, it seems unlikely that such a flat plane would exist. Instead, the shear band
would be expected to curve around the strong fibers, leading to an overall behavior
for the composite that will be stiffer than the matrix. In other words, a finite en-
hancement of the effective flow stress should be produced by a relatively large volume
fraction of rigid fibers. This is consistent with the CCA results, but not with the
more idealized LAM model, which, by construction, does allow for such plane bands.
In turn, this again shows that, in the highly nonlinear limit, the effective behavior
becomes more sensitive to the specific microstructures—and microstructures with the
same first- and second-order statistics (e.g., the LAM and CCA) may exhibit effective
behaviors that are qualitatively different (as a consequence of the difference in the
microstructures beyond the two-point statistics).
Figure 4.5a shows the average equivalent stress plotted as a function of the non-
linearity. Note that, unlike in the fiber-weakened case, the stress in the inclusions is
larger than the stress in the matrix. In comparison with the effective behavior, the
FOSO results again tend to remain in-between the LAM and CCA results, except in
the ideally plastic limit. Figure 4.5b depicts the stress field fluctuations as a function
of m. It can be seen that, while the stress fluctuations are isotropic in the linear case,
they tend to become anisotropic as the nonlinearity increases—with the CCA and
138
0 0.2 0.4 0.6 0.8 1
m
0.6
0.8
1
1.2
1.4
1.6
1.8


 
  
FO-SO
CCA
LAM
VAR




(a)
0 0.2 0.4 0.6 0.8 1
m
0
0.1
0.2
0.3
0.4


 
  
FO-SO
CCA
LAM
VAR


(b)
0 0.2 0.4 0.6 0.8 1
m
0
0.5
1
1.5


 
  
FO-SO
CCA
LAM
VAR




(c)
0 0.2 0.4 0.6 0.8 1
m
0
0.2
0.4
0.6
0.8
1


 
  
FO-SO
CCA
LAM
VAR


(d)
Figure 4.5: Statistics of the stress and strain fields for the case of fiber weakened
composites. (a): The equivalent average stress of the matrix σ¯
p1q
e and the fibers σ¯
p2q
e .
(b): The standard deviation of the ‘parallel’ and ‘perpendicular’ components of the
stress field in the matrix. All results are normalized by σ¯e. (c): The equivalent
average stress of the matrix ε
p1q
e and the fibers ε
p2q
e . (d): The standard deviation of
the ‘parallel’ and ‘perpendicular’ components of the stress field in the matrix.
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FOSO generally becoming more strongly anisotropic than the LAM. However, the
FOSO predications for both the parallel and perpendicular stress fluctuations tend
to remain in between the corresponding CCA and LAM results, with the exception
once again of the ideally plastic limit. In this limit, the CCA results show a dramatic
reduction of the fluctuations in both the parallel and perpendicular directions, with
the fluctuations in the parallel direction nearly vanishing. On the other hand, the
FOSO and LAM results predict a less dramatic drop in the fluctuations parallel to
the applied field as m goes to 0.
Figure 4.5c shows the average equivalent strain plotted as a function of the non-
linearity. All methods are in very close agreement. Even at a finite contrast of 5, all
methods predict that the fibers tend to behave as rigid inclusions, with the average
strain field in the inclusion decreasing and eventually vanishing in the ideally plastic
limit. Figure 4.5d shows the strain fluctuations in the matrix. While isotropic in
the linear case, we see that all methods predict increasing anisotropy with decreas-
ing m, with the fluctuations showing their largest anisotropy in the ideally plastic
limit. As discussed above, strain localization into shear bands account for the in-
creased anisotropy of the parallel and perpendicular components of the strain fields.
In contrast with the fiber weakened case, the strain will now tend to localize in the
softer matrix, avoiding the more rigid fibers. The flow will accommodate the random
distribution of fibers by curving and bending around them. When such a maneuver
is necessary, the perpendicular component of the strain comes into play, which is why
we do not see a complete vanishing of the fluctuations in the perpendicular direction.
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4.7 Concluding Remarks
The goal of this work was twofold: to introduce a more symmetric formulation of
the new FOSO method, and to apply this formulation to a special class of two-phase
composites in order to compare with other results. As we saw, when applying the
earlier ‘non-symmetric’ FOSO method (Ponte Castan˜eda, 2016), there was a differ-
ence between starting with the strain- or stress-energy function. The new approach
outlined here makes the choice of formulation inconsequential. By introducing a more
symmetric choice of LCC potential, we can generate results that possess all the prop-
erties of the fully optimized method—and have an extra layer of duality in that one
formulation is precisely dual to the other. Moreover, due in part to a more gen-
eral use of the field fluctuations, we actually loosen the restrictions imposed by the
corresponding stationary conditions, leading to more freedom in the selection of the
stationary points.
For the application of the new (symmetric) FOSO method, we considered two-
dimensional power-law composites with microstructures consisting of statistically
isotropic distributions of circular inclusions in a matrix phase, and made use of the
Willis estimates (Ponte Castan˜eda and Willis, 1995) to characterize the macroscopic
response and field statistics of the appropriately chosen LCC. It is known that the
Willis estimates agree with the Hashin-Shtrikman (HS) bounds in this case, and for
that reason the FOSO estimates agree with the HS upper bound for the case of
fiber-weakened composites, as well as with the corresponding HS lower bound for
the case of fiber-reinforced composites, in the (trivial) linear limit as the nonlinearity
n “ 1{mÑ 1. For more general values of the nonlinearity, the FOSO estimates were
compared with the classical Voigt-Reuss bounds, as well as with the nonlinear bounds
of the HS type (Ponte Castan˜eda, 1991), and were found to satisfy all the bounds. In
addition, the FOSO estimates were also compared with (numerically) exact estimates
for two special types of particulate microstructures, namely, infinite-rank laminates
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(LAM) (Idiart, 2008) and composite cylinder assemblages (CCA) (Idiart et al., 2006),
and it was found that the FOSO results generally fall somewhere between the LAM
results and the CCA results.
It is interesting to remark that, in the linear case (and under plane-strain loading),
while the LAM and the CCA correspond to quite different microstructures, they have
very similar effective behaviors. In fact, under anti-plane strain, it can be shown that
the estimates agree exactly and saturate the HS bounds (Milton, 2002b). However,
as the results revealed, any agreement between the LAM and CCA methods for linear
and weakly nonlinear composites deteriorates in the strongly nonlinear regime. This
observation, coupled with the fact that the LAM and CCA results rely on the same
first- and second-order statistics for their microstructures, suggests that not only do
higher-order statistics play a role in determining the effective behavior of nonlinear
composites, but this role becomes more important with increasing nonlinearity. The
fact that the FOSO estimates lie more or less in between the two estimates is en-
couraging. However, in order to achieve more accurate results for highly nonlinear
behavior, it seems that more information about the microstructure is needed. As
the FOSO method can make use of any estimate for the LCC, one may try to use
the Beran-Milton three-point estimates. This was not attempted here, in particular,
because we are not aware of any numerical results for nonlinear composites with pre-
scribed three-point statistics. We simply suggest this as a possible starting point for
future research.
Finally, we turn to an issue that arises in the applications of the new second-
order method. Recalling from Remark Remark 1 that while the ‘exact’ version of the
estimate (4.3.28) is independent of the weight factors αprq, the value of the discretized
(approximate) version (4.3.25) used in applications is dependent on the αprq. In this
work, we have chosen the value of 1
2
out of convenience, and found that this choice
produces results which are in fairly good agreement with exact (or numerically exact)
estimates for two different types of microstructures. However, the choice of the αprq
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merits further investigation. It is reasonable to think that different values of αprq could
produce improved results for specific microstructures. While we have not been able to
find a general scheme to select the ‘optimal’ values of αprq for a specific microstructure,
it could be that, at the very least, empirical choices could be made for such values.
In other words, it is conceivable that different values of αprq could be used to obtain
better ‘fits’ with the LAM and CCA results. This is again something that will be
pursued in future work 1.
In any case, regardless of the specific choice of the αprq, the new FO-SO method
produces estimates for the macroscopic behavior and field statistics that agree quite
well with full-field simulations, at least from a qualitative point of view. Moreover,
the method is able to capture the consequences of complex physical phenomena, such
as strain localization and shear banding (see also Idiart (2008)). In future work, we
hope to apply the method to other cases, specifically three-dimensional applications,
to test the accuracy of the method in predicting behaviors consistent with available
experimental and numerical observations. Finally, we conclude by mentioning that the
above-mentioned ‘exact’ version of the FOSO method could also be exploited in the
context of full-field numerical simulations for nonlinear composites with completely
general types of microstructures. In particular, the FOSO approach making use of an
appropriately discretized LCC could be used to attempt to accelerate other numerical
schemes, such as FEM-based numerical methods.
1In Appendix A, it is found that αprq can be chosen so that the FOSO result recovers the exact
result in the weakly nonlinear limit. The optimal value of αprq depends on the volume fraction, but
is found to be close to .5
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4.8 Appendix I: General estimates for two-phase
linear composites with particulate microstruc-
tures
We consider a general two-phase composite made of two linear, isotropic phases
with strain potentials of the form
w
prq
L pεq “
1
2
ε ¨ Lprqε` τ prq ¨ ε` 1
4
τ prq ¨ `Lprq˘´1 τ prq. (4.8.1)
Making use of duality, we may also write the corresponding stress potential as
u
prq
L pσq “
1
2
σ ¨Mprqσ ` γprq ¨ σ ` 1
4
γprq ¨ `Mprq˘´1 γprq, (4.8.2)
where Mprq “ `Lprq˘´1 and γprq “ ´Mprqτ prq. Denoting gprq “ 1
2
γprq ¨ `Mprq˘´1 γprq
and f prq “ 1
2
τ prq ¨ `Lprq˘´1 τ prq, it is well known (see Laws (1973); Willis (1981)) that
we may write ĂWLpεq “ 1
2
ε ¨ rLε` rτ ¨ ε` 1
2
rf (4.8.3)
and rULpσq “ 1
2
σ ¨ rMσ ` rγ ¨ σ ` 1
2
rg, (4.8.4)
where rL, rτ and rf are the effective modulus, effective eigenstrain, and effective poten-
tial at zero stress, respectively, and rM, rγ and rg are their respective dual variables.
The values of these effective variables depend not only on the properties of the specific
phases, but also on the microstructure.
Making use of the estimates of Ponte Castan˜eda and Willis (Ponte Castan˜eda and
Willis, 1995) for two-phase composites with particulate microstructures, as well as
the Levin relations (Levin, 1967), letting ∆¨ “ p¨qp1q´p¨qp2q, and taking phase 1 to be
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the matrix phase, we can represent Eqs. (4.8.3) and (4.8.4) as
ĂWLpεq “ 1
2
ε ¨ xLy ε` xτ y ¨ ε` 1
2
`
ε` p∆Lq´1 ∆τ˘ ¨ ´rL´ xLy¯ `ε` p∆Lq´1 ∆τ˘` 1
2
f¯
(4.8.5)
and
rULpσq “ 1
2
σ¨xMyσ`xγy¨σ`1
2
`
σ ` p∆Mq´1 ∆γ˘¨´ rM´ xMy¯ `σ ` p∆Mq´1 ∆γ˘`1
2
g¯
(4.8.6)
respectively, where
rL “ Lp1q ` cp2q “cp1qPp1q ´ p∆Lq´1‰´1 , (4.8.7)rM “Mp1q ` cp2q “cp1qQp1q ´ p∆Mq´1‰´1 , (4.8.8)
f¯ “
2ÿ
r“1
cprq
1
2
τ prq ¨ `Lprq˘´1 τ prq, (4.8.9)
g¯ “
2ÿ
r“1
cprq
1
2
γprq ¨ `Mprq˘´1 γprq. (4.8.10)
Here, Pp1q “ 1
cp1q
`
Pi ´ cp2qPd
˘
, where Qp1q “ `Mp1q˘´1 ´ `Mp1q˘´1 Pp1q `Mp1q˘´1 is a
microstructural tensor related to the Eshelby tensor, which takes into account the
matrix properties, the shape and orientation of the inclusions, as well as the shape
and orientation of the distribution of the inclusions, through second-order tensors Zi
and Zd. We assume that the shape and orientation of the inclusions is the same as
the shape and orientation of the distribution of inclusions, so that Zi “ Zd ” Z,
implying that Pi “ Pd. Then, with Hp1qijklpξq “
”
L
p1q
ipkqξpξq
ı´1
ξjξl
ˇˇˇˇ
pijqpklq
, we can write
Pp1q “ 1
4pi det Z
ˆ
|ξ|“1
Hp1qpξq|Z´1ξ|´3dSpξq.
Now, we have the well known result (Bobeth and Diener, 1987; Parton and Bury-
achenko, 1990; Ponte Castan˜eda and Suquet, 1998) that, given phase potentials of
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the form (4.8.1) and (4.8.2),
xεyprq “ 1
cprq
BpĂWL ´ 12 rfq
Bτ prq , and xεb εy
prq “ 2
cprq
BpĂWL ´ 12 rfq
BLprq (4.8.11)
xσyprq “ 1
cprq
BprUL ´ 12rgq
Bγprq , and xσ b σy
prq “ 2
cprq
BprUL ´ 12rgq
BMprq . (4.8.12)
Using Eqs. (4.8.11) and (4.8.12), together with expressions (4.8.5) and (4.8.6) forĂWL and rUL, respectively, it can be shown that the phase averages of the strain and
stress are given by
εp1q “ ε` 1
cp1q
Y p∆Lε`∆τ q , εp2q “ ε´ 1
cp2q
Y p∆Lε`∆τ q , (4.8.13)
σp1q “ σ ` 1
cp1q
X p∆Mσ `∆γq , σp2q “ σ ´ 1
cp2q
X p∆Mσ `∆γq , (4.8.14)
where X “ p∆Mq´1
´ rM´ xMy¯ p∆Mq´1 and Y “ p∆Lq´1 ´rL´ xLy¯ p∆Lq´1.
It can also be shown that the covariance of the strain and stress fluctuations in
the phases are given by
Cp1qε “ ´ 1cp2q pε
p1q´ εq b pεp1q´ εq
´ 1
cp2q
“pPp1qq´1pεp1q´ εq‰ ¨ BPp1qBLp1q “pPp1qq´1pεp1q´ εq‰ ,
Cp2qε “ O, (4.8.15)
Cp1qσ “ ´ 1cp2q pσ
p1q´ σq b pσp1q´ σq
´ 1
cp2q
“pQp1qq´1pσp1q´ σq‰ ¨ BQp1qBMp1q “pQp1qq´1pσp1q´ σq‰ ,
Cp2qσ “ O (4.8.16)
In the above, quantities such as BPp1qBLp1q represent eight-order tensors and the products
in the last term of Eq. (4.8.15)1 should be interpreted as
“pPp1qq´1pεp1q´ εq‰
pq
BP p1qpqrs
BLp1q
“pPp1qq´1pεp1q´ εq‰
rs
(4.8.17)
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where repeated indices are summed over. The same convention holds when evaluation
the dot product in Eq. (4.8.16)1.
We note that in the case of rigid inclusions
εp1q “ 1
cp1q
ε, and rL “ Lp1q ` cp2q
cp1q
`
Pp1q
˘´1
, (4.8.18)
while in the case of porous inclusions
σp1q “ 1
cp1q
σ, and rM “Mp1q ` cp2q
cp1q
`
Qp1q
˘´1
. (4.8.19)
4.8.1 Willis estimates for 2D incompressible two-phase com-
posites
While it is often difficult to find an explicit representation for Pp1q, under the
assumptions made in this application, it can be shown that (see Ponte Castan˜eda
(1996))
Pp1q “ 1
2µp1q
?
kp?k ` 1qE`
1
2µp1qp?k ` 1qF. (4.8.20)
where k “ λp1q{µp1q is the anisotropy ratio of the homogenous reference medium.
Then
Qp1q “ 2λ
p1q
?
k ` 1E`
2µp1q
?
k?
k ` 1 F (4.8.21)
Using Eqs. (4.8.13)-(4.8.14), we find that the average equivalent strain and stress
in the matrix to be
εp1qe “
p?kµp1q ` λp2qqεe ´ cp2q2 τ p1q‖
µp1q
?
k ` cp2qλp1q ` cp1qλp2q , σ¯
p1q
e “
pλp1q ` λp2q?kqσ¯e ´ 2cp2qλp1qλp2qγp1q‖
xλy ` λp2q?k , (4.8.22)
where xλy “ cp1qλp1q ` cp2qλp2q, and both γp1q‖ and τ p1q‖ are determined from the appro-
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priate stationary conditions. Also, from Eqs. (4.8.15)-(4.8.16), we find
2
3
Cp1qε “
´
ε
p1q
e ´ εe
¯2 a
λp1qµp1q
cp2q
pLp1qq´1, 3
2
Cp1qσ “
´
σ¯
p1q
e ´ σ¯e
¯2
4cp2q
a
λp1qµp1q
pMp1qq´1, (4.8.23)
while C
p2q
σ “ Cp2qε “ O.
4.9 Appendix II: On applying the non-symmetric
FOSO method to a 2D example
We outline the general procedure for applying the non-symmetric FOSO method
to our 2D example. We illustrate the method by applying the produce to the stress
potential. We use the same symmetries as laid out in Section 4.5. The main difference
with the non-symmetric method arises from the way that the moments are calculated.
In general, the inner stationary conditions read
Buprq
Bσ pqσprqppqq ´Mprqqσprqppq “ γprqppq “ BuprqBσ ppσprqppqq ´Mprqpσprqppq (4.9.1)
for each r “ 1, . . . , N and each p “ 1, . . . ,M . The stationary conditions with respect
to γ
prq
ppq give
σprq “
Mÿ
r“1
β
prq
ppq
”
αprqqσprqppq ` p1´ αprqqpσprqppqı , (4.9.2)
0 “ αprqpqσprqppq ´ qσprqpqqq ` p1´ αprqqppσprqppq ´ pσprqpqqq, (4.9.3)
while
Cprqσ “ αprqp1´ αprqq
Mÿ
p“1
β
prq
ppq
´qσprqppq ´ pσprqppq¯b ´qσprqppq ´ pσprqppq¯ . (4.9.4)
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Taking M “ 2, βprqppq “ αprq “ 12 , these equations, reduce to
σ¯prqe “
qσprq‖ ` pσprq‖
2
, 0 “ qσprqK ` pσprqK , (4.9.5)
3
2
Cprqσ ¨ E “
˜pσprq‖ ´ qσprq‖
2
¸2
,
3
2
Cprqσ ¨ F “
˜pσprqK ´ qσprqK
2
¸2
. (4.9.6)
Combining the above, we find that
pσp1q‖ “ σ¯p1qe ` `σ¯p1qe ´ σ¯e˘ k1{4?
2cp2q
, (4.9.7)
qσp1q‖ “ σ¯p1qe ´ `σ¯p1qe ´ σ¯e˘ k1{4?
2cp2q
, (4.9.8)
pσp1qK “ `σ¯p1qe ´ σ¯e˘ k´1{4?
2cp2q
, (4.9.9)
qσp1qK “ ´ `σ¯p1qe ´ σ¯e˘ k´1{4?
2cp2q
. (4.9.10)
It remains to solve two equations for the unknowns k and σ¯
p1q
e . The first equation
comes from the LCC estimate (4.8.22)1 as given in Section 4.8.1:˜
σ
p1q
0
σ
p2q
0
σ¯e ´ cp1qσ¯p1qe
cp2q
¸n
“ 1
2
ppσp1qe qn´1pσp1q‖
˜
1`
c
2
cp2q
k1{4
¸
` 1
2
pqσp1qe qn´1qσp1q‖
˜
1´
c
2
cp2q
k1{4
¸
(4.9.11)
The second comes from combining the equations for the parallel and perpendicular
components of γ
prq
ppq obtained from Eq. (4.9.1), and reduce to
ppσeqn´1p?kpσp1q‖ ´ pσp1qK q “ pqσp1qe qn´1p?kqσp1q‖ ´ qσp1qK q. (4.9.12)
Once we have determined k and σ¯
p1q
e , we can compute the effective flow stress
using Eq. (4.5.16).
It is helpful to also outline the procedure for calculating the dual version of this
method. This introduces terms to the strain potentials that are quadratic in the τ
prq
ppq .
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The general stationary conditions with respect to τ
prq
ppq give by
εprq “
Mÿ
r“1
β
prq
ppq
”
αprqqεprqppq ` p1´ αprqqpεprqppqı , (4.9.13)
0 “ αprqpqεprqppq ´ qεprqpqqq ` p1´ αprqqppεprqppq ´ pεprqpqqq `Mprqpτ prqppq ´ τ prqpqq q. (4.9.14)
Interestingly enough, despite the presence of the extra term, we still find that
Cprqε “ αprqp1´ αprqq
Mÿ
p“1
β
prq
ppq
´qεprqppq ´ pεprqppq¯b ´qεprqppq ´ pεprqppq¯ . (4.9.15)
Taking M “ 2, βprqppq “ αprq “ 12 , these equations, again using the same symmetries as
outlined in Section 4.5 (as applied to strains) yield
εprqe “
qεprq‖ ` pεprq‖
2
, 0 “ qεprqK ` pεprqK
2
` τ
prq
K
2µprq
, (4.9.16)
2
3
Cprqε ¨ E “
˜pεprq‖ ´ qεprq‖
2
¸2
,
2
3
Cprqε ¨ F “
˜pεprqK ´ qεprqK
2
¸2
. (4.9.17)
Now, the symmetries of the problem give pτ prqp1q q‖ “ pτ prqp2q q‖ “ τ prq‖ and pτ prqp1q qK “
´pτ prqp2q qK “ τ prqK , while the stationary conditions from the error functions are the
same as Eqs. (4.5.7) and (4.5.8). Using results from Section 4.8.1, we find thatpεp2q‖ “ qεp2q‖ “ εp2qe , pεp2qK “ qεp2qK “ 0 and
2µp2q “ 2λp2q “ 2σ
p2q
0
3 pε0qm
˜
εe ´ cp1qεp1qe
cp2q
¸m´1
, (4.9.18)
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while
pεp1q‖ “ εp1qe ´ `εp1qe ´ εe˘ k´1{4?
2cp2q
, (4.9.19)
qεp1q‖ “ εp1qe ` `εp1qe ´ εe˘ k´1{4?
2cp2q
, (4.9.20)
pεp1qK “ ´ `εp1qe ´ εe˘ k1{4?
2cp2q
´
ε
p1q
e ´
c´
ε
p1q
e
¯2 ´ 2
cp2q
´
ε
p1q
e ´ εe
¯2?
kp1´ kq
2
?
k
, (4.9.21)
qεp1qK “ `εp1qe ´ εe˘ k1{4?
2cp2q
´
ε
p1q
e ´
c´
ε
p1q
e
¯2 ´ 2
cp2q
´
ε
p1q
e ´ εe
¯2?
kp1´ kq
2
?
k
. (4.9.22)
It then remains to solve two equations for k and ε
p1q
e . As in the case of the stress
formulation, the first is generated from the LCC estimate (4.8.22)1 for ε
p1q
e , as given
in Section 4.8.1, and reads
σ
p2q
0
σ
p1q
0
˜
εe ´ cp1qεp1qe
cp2q
¸m
“ `qεp1q˘m´1 ˆ1
2
qεp1q‖ ` k1{4?2pqεp1qK
˙
` `pεp1q˘m´1 ˆ1
2
pεp1q‖ ´ k1{4?2ppεp1qK
˙
,
(4.9.23)
while the second comes from combining Eqs. (4.5.7) and (4.5.8), and is given by
`pεp1qe ˘m´1 ´pεp1q‖ ´?kpεp1qK ¯ “ `qεp1qe ˘m´1 ´qεp1q‖ ´?kqεp1qK ¯ . (4.9.24)
Once k and ε
p1q
e are determined, we can use Eq. (4.5.15) to calculate the effective
flow stress.
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Chapter 5
Theoretical Aspects of Periodic
Homogenization and Post-Bifurcation
Analysis for Finite Elasticity
Abstract
In this chapter, we introduce the relevant tools needed to carry out our
analysis in the chapters to come. Some of the discussion is a review of well
founded results from the theory of the calculus of variations, as well as the the-
ory of homogenization, but we also present novel results regarding the rank-one
convexification procedure. The general framework for obtaining the effective
behavior of periodic hyperelastic composites is also introduced.
5.1 Introduction
A general framework for describing the macroscopic response of hyperelastic com-
posites undergoing finite strains was first given by Hill (1972), who made use of the
principal of minimum potential energy to define the effective potential through the
minimization of some energy functional. Due to physical requirements of objectiv-
ity and incompressibility, the stored-energy functions in (nonlinear) hyperelasticity,
which act as integrands of these energy functionals, are generally non-convex. In order
to make use of more realistic constitutive models, Ball (1977) introduced generalized
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notions of convexity, e.g. polyconvexity, that allowed for a more mathematically
rigorous variational formulation of hyperelasticity.
Due to the general nonconvexity of the energy potentials, it is possible for such
composites to undergo both microscopic and macroscopic instabilities. In order to
account for this, Braides (1985) and Mu¨ller (1987) made use of Γ-convergence to de-
rive expressions for the effective stored-energy function of composites whose phases
are modeled by more realistic non-convex constitutive responses. Building on these
works, Geymonat et al. (1993) carried out a rigorous analysis for the possible de-
velopment of instabilities in hyperelastic composites with periodic microstructures.
By consideration of the incremental (linearized) problem for the homogenized energy,
criteria were developed for the possible onset of microscopic instabilities, where the
one-cell periodic solution near the undeformed configuration gives way to lower energy
multi-cell solutions. The theory also allows for the onset of macroscopic instabilities,
i.e. instabilities which occur at an infinite wavelength.
One main goal of this thesis to extract the post bifurcation behavior of hyperelastic
composites after the onset of a macroscopic instability. The methodology we plan on
utilizing was first proposed by Avazmohammadi and Ponte Castan˜eda (2016). It
makes use of results from theory of the calculus of variations, as well as the abstract
theory of homogenization. Since this method will be used multiple times in this work,
we look to summarize it here. As such, Section 5.2 provides a review of the results
from the calculus of variations that are used extensively throughout the thesis. It
also includes novel results regarding the calculation of the rank-one convex envelope;
this quantity is needed in order to extract the post-bifurcation response. Section 5.3
discusses the general framework used in finding the effective behavior of hyperelastic
composites, as well as the method by which the relaxation is obtained. This chapter is
meant to supplement Chapter 5 and Chapter 6, and results stated here are referenced
throughout the next two chapters.
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5.2 Mathematical Preliminaries
In this section, we review some definitions and results that are needed in our
analysis (see Ball, 1977; Dacorogna, 1989, for more details). We also prove new
results that are helpful in interpreting our findings.
Definition 1:
A function W : Rdˆd Ñ R is polyconvex at F0 if there exists a convex function g that
depends on the vector T pF0q of all the minors of F0, such that W pF0q “ gpT pF0qq.
Remark 3:
In the case that d “ 2, W pF0q “ gpF0, detF0q where g : R5 Ñ R Y t`8u is convex,
while for d “ 3, W pF0q “ gpF0,F0˚ , detF0q where g : R19 Ñ RYt`8u is convex, and
F0˚ denotes the adjugate of F0.
Definition 2:
A function W : Rdˆd Ñ R is quasiconvex (in the sense of Morrey Jr. (1952)) if
W pF0q ď 1|D|
ˆ
D
W pF0 `∇ϕpxqqdx, (5.2.1)
for every constant F0, for every open bounded region D Ă Rd and for every ϕ P
W 1,80 pDq.
Definition 3:
A function W : Rdˆd Ñ R is said to be rank-one convex if for any t P p0, 1q and any
F1,F2 with rankpF1 ´ F2q ď 1,
W pp1´ tqF1 ` tF2q ď p1´ tqW pF1q ` tW pF2q. (5.2.2)
If the above inequality is strict for all t P p0, 1q and any F1,F2 with rankpF1´F2q ď 1,
then W is said to be strictly rank-one convex.
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Definition 4:
For W : Rdˆd Ñ R, the convex, polyconvex, quasiconvex, and rank-one convex enve-
lope (or the convexification, polyconvexification, etc., respectively) of a function W
are given by
CW pF q “ suptgpF q : g ď W, g is convexu, (5.2.3)
PW pF q “ suptgpF q : g ď W, g is polyconvexu, (5.2.4)
QW pF q “ suptgpF q : g ď W, g is quasiconvexu, (5.2.5)
RW pF q “ suptgpF q : g ď W, g is rank one convexu, (5.2.6)
respectively.
The next result is crucial in the arguments used to calculate the relaxation.
Theorem 1 (Theorem 5.3 (i) Dacorogna (1989)):
For a function taking finite values,
W convex ùñ W polyconvex ùñ W quasiconvex ùñ W rank-one convex.
(5.2.7)
In light of (5.2.7), we have
CW pF q ď PW pF q ď QW pF q ď RW pF q ď W pF q. (5.2.8)
We note here that if W takes values in the extended real numbers R Y t`8u,
polyconvexity implies both quasiconvexity and rank-one convexity, but quasiconvexity
does not generally imply rank-one convexity. In the cases of interest in this work,
W pF q ă 8 on some subset of R3ˆ3 which is determined by a condition on detF . By
appealing to the result of Conti (2008), it is known that quasiconvex function with
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such volumetric constraints are in fact rank-one convex. Therefore, the inequality
PW ď QW ď RW (5.2.9)
is still valid in such cases.
Rank-one convexity plays an important role in much of the analysis used in this
work, and therefore requires further discussion. Unlike quasiconvexity, rank-one con-
vexity can be interpreted as a local property. Since rank-one convexity of a function
W is equivalent to the convexity of the scalar function ϕptq “ W pF0 ` ta b bq, for
any a,b P Rd, and every F0, we can discuss local rank-one convexity, or rank-one
convexity at F0, by considering the convexity of W along all rank-one paths going
through F0.
Notation:
We write xt,F1,F2yF0 to signify that F0 “ p1´ tqF1` tF2 for t P p0, 1q and rankpF1´
F2q ď 1. In other literature, F0 is said to be the barycenter between F1 and F2.
Definition 5:
A function W : Rdˆd Ñ R Y t`8u is locally rank-one convex, or simply rank-one
convex at F0, if
W pF0q ď p1´ tqtW pF1q ` tW pF2q (5.2.10)
for any xt,F1,F2yF0 .
Replacing ď with ă provides the definition strict rank-one convexity at F0 More-
over, if W is locally rank-one convex at every F0, then W is rank-one convex, in the
usual sense of the definition.
Now, if W is twice continuously differentiable, then W is rank-one convex at F0
if and only if W satisfies the so called Legendre-Hadamard condition:
B2W pF0q
BFijBFkl aibjakbl ě 0 @ a, b. (5.2.11)
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In this setting, W is strictly rank-one convex at F0 if
B2W pF0q
BFijBFkl aibjakbl ą 0 @ a, b, (5.2.12)
a condition oftentimes referred to as the strong ellipticity condition.
Next, we provide a definition which allows for the description of the rank-one
connectedness of a set of tensors.
Notation:
For any I P N, we define the set ΛI to be
ΛI “ tλ “ pλ1, . . . , λIq : λi ě 0 and
Iÿ
i“1
λi “ 1u. (5.2.13)
Definition 6:
For I P N, λ P ΛI , and a collection of Fi P Rdˆd for 1 ď i ď I, we say that pλi,Fiq1ďiďI
satisfy pHIq if
(i) when I “ 2, then rankpF1 ´ F2q ď 1;
(ii) when I ą 2, then, up to a permutation, rankpF1 ´ F2q ď 1, and if, for every
2 ď i ď I ´ 1, we define$’&’%µ1 “ λ1 ` λ2, G1 “
λ1F1`λ2F2
λ1`λ2
µi “ λi`1, Gi “ Fi`1
(5.2.14)
then pµi,Giq1ďiďI´1 satisfy pHI´1q
Finally, we recall the result of Kohn and Strang (1986), which will play an impor-
tant roll in the construction of the relaxation.
Theorem 2:
Let W : Rdˆd Ñ R Y t`8u, and let g : Rdˆd Ñ R Y t`8u be a rank-one convex
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function such that
W pF q ě gpF q @F .
Define R0W “ W and, for each k P N define
Rk`1W pF q “ infxλ,F1,F2yF tp1´ λqRkW pF1q ` λRkW pF2qu . (5.2.15)
Then
RW pF q “ lim
kÑ8RkW pF q “ infkPNRkW pF q. (5.2.16)
We are now in a position to state and prove results that allow for a more com-
plete description of the relaxation in the case that it is obtained through a finite
number of laminations. We will use these results to better explain the nature of the
Kohn-Strang lamination procedure, thereby allowing us to fully describe the rank-one
convex envelope when it is obtained by a finite number of laminations. We start with
two definitions:
Definition 7:
Given a function W : Rdˆd Ñ RY t`8u, we define
R0pW q “ tF : W is strictly rank-one convex at F u . (5.2.17)
RkpW q “ tF : RkW is strictly rank-one convex at F u , k ě 1. (5.2.18)
When the argument of RkpW q is understood, we will simply write Rk. The next
result relates to the rank-one connected matrices needed when computing RkW from
Rk´1W in the Kohn-Strang formula.
Proposition 3:
Let F P R1, and suppose that the infimum in Eq. (5.2.15) which determines R1W pF q
is obtained at xt0,F1,F2yF . Then F1,F2 P R0.
Proof:
We note that if F P R1XR0, the infimum which determines R1W is trivially attained
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at F1 “ F2 “ F . To see this, we assume, by way of contradiction, that F1 ‰ F and
F2 ‰ F . Then
R1W pF q “ p1´ t0qW pF1q ` t0W pF2q ą W pF q (5.2.19)
which is a contradiction, since R1W ď W . Hence, F1 “ F2 “ F P R0. This also
shows that if F P R0, then R1W pF q “ W pF q. Now, suppose that F P R1zR0. By
the assumption made on xt0,F1,F2yF , we know that
R1W pF q “ p1´ t0qW pF1q ` t0W pF2q. (5.2.20)
Now, by way of contradiction, suppose that F1,F2 R R0. Then, we know that F1,F2 ‰
F P R0, and we can find xt1,G1,G2yF1 and xt2,H1,H2yF2 such that
p1´ t1qW pG1q ` t1W pG2q ď W pF1q,
p1´ t2qW pH1q ` t2W pH2q ď W pF2q. (5.2.21)
On the other hand, using the definition of R1W , we know that
R1W pF1q ď p1´ t1qW pG1q ` t1W pG2q,
R1W pF2q ď p1´ t2qW pH1q ` t2W pH2q. (5.2.22)
Upon combining Eqs. (5.2.20)-(5.2.22), we see that that
p1´ t0qR1W pF1q ` t0R1W pF2q ď R1W pF q. (5.2.23)
contradicting the fact that F P R1. Therefore we can conclude that F1,F2 P R0.
Corollary:
Let F P Rk, and suppose that the infimum in Eq. (5.2.15) which determines RkW pF q
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is obtained at xλk,F1,F2yF . Then F1,F2 P Rk´1.
Proof:
The proof proceeds exactly as it does for Proposition 3, mutatis mutandis.
In practice, Eqs. (5.2.15)-(5.2.16) prove to be more useful than Eq. (5.2.6), as it is
often possible to obtain, analytically, expressions for RkW . Moreover, if there exists
some K for which RKW is rank-one convex, then RKW “ RW . To gain a physical
insight into the motivation for Eq. (5.2.15), we note that, given any xλ,F1,F2yF0 , we
can find two vectors a,N such that
F2 ´ F1 “ abN, (5.2.24)
and
F0 “ p1´ λqF1 ` λF2 ùñ
$’&’%F1 “ F0 ´ λabNF2 “ F0 ` p1´ λqabN . (5.2.25)
Therefore, we can redefine
RkW pF0q “ inf
a,Nk,ck
tp1´ ckqRk´1W pF0 ´ ckabNkq
`ckRk´1W pF0 ` p1´ ckqabNkqu , (5.2.26)
which proves to be a more useful form for calculating RkW . Interpreted from the
perspective of continuum mechanics, we see that Eq. (5.2.24) relates to the jump
condition that must be satisfied by a deformation gradient at an interface boundary
with unit normal N. Thus Eq. (5.2.26) can be interpreted as the procedure by which
domains are formed. In the first iteration, two copies of the composite described by
the principal solution W are laminated together in a direction with normal N1. If F1
and F2 fail to be stable deformations, i.e. if F1,F2 R R0pW q, the composite breaks
up again in a second lamination procedure. When the process terminates, we are left
a material composed of copies of the principal solution laminated together in such
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a way as to support the original applied deformation F0. It is unknown, for d ě 2,
if RW can be obtained through a finite number of iterations. Furthermore, in the
search for the relaxation, there is no way to know, a priori, whether RW will in fact
turn out to be polyconvex.
If, however, RW is polyconvex, whereby QW “ RW , and if RW “ RkW for some
finite k, this final result allows for a more explicit representation of the relaxation.
Proposition 4:
Suppose that there exists a k such that RkW pF q “ RW pF q for all F . Then, for
F0 P Rk, there exists an integer I, and tensors Fi, where tλi,FiuIi“1 satisfy pHIq, and
such that
F0 “
Iÿ
i“1
λiFi, and RW pF0q “
Iÿ
i“1
λiW pFiq. (5.2.27)
Moreover, Fi P R0pW q.
Proof:
The proof follows by repeated use of Section 5.2. We prove the result only for the
case where k “ 2. The proof for general k follows by an analogous argument. Thus,
given F0 P R2, we may write
RW pF0q “ R2W pF0q “ p1´ µ2qR1W pH1q ` µ2R1W pH2q (5.2.28)
where rankpH1 ´H2q ď 1, F0 “ p1 ´ µ2qH1 ` µ2H2 and H1,H2 P R1. Applying
Proposition 3 to H1 and H2 gives the existence of ν1, ξ1, F1, F2, F3 and F4 such that
R1W pH1q “ p1´ ν1qW pF1q ` ν1W pF2q, (5.2.29)
R1W pH2q “ p1´ χ1qW pF3q ` χ1W pF4q, (5.2.30)
where rankpF1 ´ F2q ď 1, rankpF3 ´ F4q ď 1, H1 “ p1 ´ ν1qF1 ` ν1F2, H2 “ p1 ´
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ξ1qF3 ` ξ3F4 and Fi P R0. By taking
λ1 “ p1´ µ2qp1´ ν1q, λ2 “ p1´ µ2qν1, λ3 “ µ2p1´ χ1q, λ4 “ µ2χ1, (5.2.31)
we see that tλi,Fiu4i“1 satisfy pH4q, and Eq. (5.2.27) is satisfied.
5.3 Homogenization Framework for Hyperelastic
Composites
In the context of periodic homogenization, upon fixing the standard Cartesian
basis teiu, we start by introducing the unit cell Y0, which is composed of two homoge-
neous materials: a soft elastomeric matrix and stiffer elastomeric inclusion, denoted
by phase 1 and 2, respectively. These materials are assumed to be in a stress-free
state, and we fill R3 with a periodic repetition of Y0, and from this infinite medium,
we select some sufficiently large region Ω0, which in the homogenization limit can be
identified with a representative volume element (RVE) of the composite elastomer. If
we let Ω
prq
0 Ă Ω0 denote the regions occupied by phase r, then the distribution of the
phases can be determined by the Y0-periodically extended functions χ
prq
0 pr “ 1, 2q,
where χ
prq
0 pXq “ 1 if X lies in phase r and 0 otherwise. Moreover, we make use of
the notation x¨y to denote volume averages over the RVE and assume that the initial
volume fractions of the phases, cprq “
A
χ
prq
0
E
, are known.
Next, we define the deformation x : Ω0 Ñ Ω as a mapping from the undeformed
configuration, Ω0, to the deformed configuration, Ω. Such a deformation is charac-
terized by the deformation gradient F “ Grad x. As to preserve material impenetra-
bility, F is assumed to satisfy the constraint detF pXq ą 0 for every X P Ω0. The
constitutive behavior of each phase is determined by non-convex stored-energy func-
tions W prq. These functions are taken to be objective, so that W prqpQF q “ W prqpF q
for orthogonalQ. Other technical hypotheses, including smoothness and boundedness
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assumptions on W prq, will be discussed below.
The local stored-energy function of the hyperelastic composite can then be written
as
W pX,F q “ χp1q0 pXqW p1qpF q ` χp2q0 pXqW p2qpF q, (5.3.1)
so that the local constitutive relation for the composite is given by
S “ BWBF pX,F q, (5.3.2)
where S denotes the first Piola-Kirchhoff stress tensor. We also define the local
elasticity tensor of the composite by
LpX,F q “ B
2W
BF BF pX,F q. (5.3.3)
It was Hill (1972) who first provided a definition of the effective behavior of hyper-
elastic composites by appealing to the principle of minimum potential energy. More
robust definitions for hyperelastic composites with periodic microstructures, account-
ing for the non-convexity of the stored-energy functions, were developed by Braides
(1985) and Mu¨ller (1987) making use of Γ-convergence. In particular, Mu¨ller (1987)
obtained a representation formula for effective or homogenized stored-energy functionĂW . Thus, by letting
xWkpF q “ inf
ϕPW 1,p# pkY0q
1
|kY0|
ˆ
kY0
W pY ,F `GradϕpY qqdY , k “ 1, 2, ..., (5.3.4)
it follows that, under certain technical hypotheses on the domain of definition, as well
as coercivity and growth conditions on W pX, ¨q, the effective potential is given by
ĂW pF q “ inf
k
xWkpF q. (5.3.5)
In the definition of xWk, W 1,p# pkY0q corresponds to the Sobolev space of weakly dif-
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ferentiable functions with periodic boundary conditions on kY0. As such, in order
to calculate the effective potential, one must consider fluctuations about F which
are periodic over kY0, for every value of k. The use of the Sobolev space allows for
piecewise affine solutions that satisfy the equilibrium equations of hyperelasticity (in
some appropriately weak sense).
Noting that xF y “ F is the average deformation gradient over the RVE, it fol-
lows from the above definition of ĂW (assumed to be sufficiently smooth) that the
macroscopic first Piola-Kirchhoff stress S “ xSy is given by
S “ BĂWBF pF q. (5.3.6)
As W pX, ¨q need not be convex in expressions (5.3.4) to (5.3.5), this definition ofĂW allows for the possible development of “microscopic” instabilities, i.e. instabilities
at wavelengths on the scale of the unit cell (Geymonat et al., 1993). Before the onset
of any instability, the effective behavior of the composite can be fully characterized
by the solution on the unit cell Y0. We refer to the solution to Eq. (5.3.4) for
k “ 1 as the “principal” solution, and denote the corresponding effective potential
as xW “ xW1. Upon the initiation of a microscopic instability, the principal solution,
which is periodic on a single unit cell, gives way to solutions which are periodic on
N ˆM ˆ L “super-cells” at sufficiently large deformations. Physically, this is due to
the fact that solutions involving interactions between several unit cells may lead to
lower macroscopic energies.
The theory also predicts the possible development of “macroscopic” instabilities
corresponding to long-wavelength instabilities which are not periodic at finite wave-
lengths. As defined by Eq. (5.3.5), ĂW is quasiconvex, and hence rank-1 convex.
However, ĂW need not be strictly rank-1 convex. Indeed, Geymonat et al. (1993)
showed that long-wavelength instabilities, as indicated by the loss strong ellipticity
of the incremental modulus pL of the (one-cell periodic) principal solution xW , lead to
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the loss of strict rank-1 convexity of ĂW . By adopting rather strong hypotheses, the
authors showed that the instability analysis, which was carried out on the linearized
system (i.e. using the incremental moduli), would extend to the fully nonlinear set-
ting. In other words, it was assumed that homogenization and linearization commute.
It has been shown rigorously that commutability can hold in a neighborhood of F “ I
(Mu¨ller and Neukamm, 2011; Neukamm and Scha¨ffner, 2018). For larger deforma-
tions, however, xW may not even remain rank-1 convex (Barchiesi and Gloria, 2010),
in which case xW would only serve as an upper bound on ĂW . Moreover, there is no
physically motivated reason to adopt the hypotheses used by Geymonat et al. (1993)
to ensure commutability will hold for large deformations. Therefore, checking strict
rank-1 convexity of xW directly should give a more reliable estimate for stability than
using the tangent modulus tensor pL associated with xW to check for loss of strong
ellipticity (Avazmohammadi and Ponte Castan˜eda, 2016).
In order to avoid the possible development of instabilities within the homoge-
neous phases, we assume that the W prq pr “ 1, 2q are strictly polyconvex, and hence
strongly elliptic. Nonetheless, these assumptions do not preclude the possibility of
the aforementioned macroscopic instabilities of the composite, and a primary goal of
this work is to describe the effective response of periodic hyperelastic laminates after
the development of these macroscopic instabilities; this behavior will be referred to
as the “post-bifurcation,” or “relaxed” response. In general, it is not known a priori
whether the critical wavelength corresponding to the initiation of the first instability
will be finite or infinite; the former would indicate a microscopic instability, while
the latter, a macroscopic instability. In fact, for the examples considered by Tri-
antafyllidis and Maker (1985) and Geymonat et al. (1993), in the context of layered
materials, it was shown that such a determination depends on the choice of material
and geometric parameters (i.e., elasticities and volume fractions of the phases). Sim-
ilar observations have been made for more general periodic elastomeric composites
(Triantafyllidis et al., 2006; Michel et al., 2007, 2010; Bertoldi et al., 2008).
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In what follows, we assume that the primary mode of instability will be macro-
scopic. For the laminated composites to be considered in this work, this is known to be
the case when the volume fraction of the stiffer phase is sufficiently large (Triantafyl-
lidis and Maker, 1985; Geymonat et al., 1993). We also remark that composites with
random microstructures cannot accommodate microscopic instabilities, and hence all
instabilities will be macroscopic (Lopez-Pamies and Ponte Castan˜eda, 2006a; Michel
et al., 2007, 2010). Motivated by the findings of Furer and Ponte Castan˜eda (2018a),
who considered laminated composites under plane strain loading conditions, we an-
ticipate that the instability will then manifest itself via the formation of domains to
accommodate the applied deformation; such domains will exist on a scale much larger
than the unit cell, but still small compared to the composite itself. In order to estimate
the macroscopic energy ĂW in these cases, our approach, as proposed by Avazmoham-
madi and Ponte Castan˜eda (2016), is to calculate the quasiconvexification QxW of the
principal solution. Recall that QxW is defined as the largest quasiconvex function less
than or equal to xW . When xW takes finite values, QxW is given by (Dacorogna, 1989)
QxW pF q “ inf
ϕPW 1,p0 pDq
1
D
ˆ
D
xW pF `GradϕpY qqdY , (5.3.7)
which is independent of the domain D. We mention that, in general, Eq. (5.3.7) is
not guaranteed to hold when xW can be infinite. Nonetheless, under suitable growth
conditions, Conti and Dolzmann (2015) showed that Eq. (5.3.7) is still valid for
incompressible materials, i.e. for those materials which are finite so long as detF “ 1.
Since the homogenized energy ĂW is quasiconvex, it follows by taking the quasi-
convex envelopes of both sides of the inequality ĂW ď xW that
ĂW ď QxW. (5.3.8)
In general, we are unaware of any rigorous results that would ensure equality to hold
in Eq. (5.3.8). Certainly, since the quasiconvexification QxW would not account for
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periodic solutions on any super-cell, the inequality in Eq. (5.3.8) will be strict when
the primary mode of instability is microscopic; in this case, neither xW nor QxW can
be used to describe the macroscopic behavior beyond the initiation of the instability,
and the calculation of the effective energy must be carried out as in Eq. (5.3.5). On
the other hand, assuming that the primary mode of instability is macroscopic, we
anticipate that QxW will give a very good, and in some cases exact, estimate of ĂW
(see Avazmohammadi and Ponte Castan˜eda, 2016, for some further arguments on this
point). At the very least, the calculation of QxW will still provide an upper bound on
the effective energy ĂW that is tighter than that given by xW .
Unfortunately, the calculation of QxW is, in general, also a very difficult problem.
However, there is a well-established procedure (Ball, 1977; Kohn and Strang, 1986;
Dacorogna, 1989) that, when it works, can lead to QxW exactly. It is based on the
inequalities
PxW ď QxW ď RxW, (5.3.9)
where RxW and PxW are the rank-1 and polyconvex envelopes of xW , respectively.
The calculation of RxW is facilitated by the well-known formula of Kohn and Strang
(1986), and involves the iterative use of a generalized lamination procedure. Once RxW
is computed, if we can show that RxW is polyconvex, it would follow that RxW “ QxW .
Even if RxW is not polyconvex, it would still provide an upper bound for QxW . In this
context, it is important to recall that Eq. (5.3.9) holds strictly when xW takes finite
values. In the setting on incompressibility, it is possible for xW to take infinite values,
but this only occurs if detF ‰ 1. Nonetheless, it has been shown that quasiconvex
functions incorporating volumetric constraints are still rank-1 convex (Conti, 2008).
Therefore, the inequalities (5.3.9) for computing QxW still hold for incompressible
materials.
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5.4 Concluding Remarks
This chapter laid the groundwork for the next two chapters to come. Many of the
theorems and definitions stated here will be utilized quite often, and it was therefore
helpful summarize them separately. On the other hand, as we saw, by making use of
the methodology for obtaining the post-bifurcation by way of calculating the rank-
one convexification, we were able to prove that the quasiconvexification corresponds
to the formation of domains, within which the average deformation is stable. It will
therefore be of interest to confirm this finding when we apply our methodology.
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Chapter 6
Application to Neo-Hookean Hyperelastic
Laminates Under Plane-Strain Loading
Conditions
Abstract
This work is concerned with the characterization of the macroscopic re-
sponse of soft elastomeric composites following the onset of ‘macroscopic’ (long
wavelength) instabilities. For this purpose, the special case of laminated com-
posites made of two neo-Hookean phases of different stiffnesses subjected to
plane strain loading is considered. Indeed, it is known that the macroscopic re-
sponse of such elastic composites can lose strong ellipticity when the stiff layers
are subjected to sufficiently high compressive loads and their volume fraction is
large enough. However, their post-bifurcation response is not yet known. Here
it will be shown that the laminates can in fact lose (global) strict rank-one
convexity, and do so well before losing (local) strong ellipticity. This will be ac-
complished by first constructing the rank-one convexification of the ‘principal’
solution for the stored-energy function at finite strains. It will then be shown
that the rank-one convexification of the energy is polyconvex, and therefore
corresponds to the quasiconvexification or ‘relaxation’ of the energy. Conse-
quently, the post-bifurcation response corresponds to the formation of lamellar
or ‘striped’ domains, which, in turn, gives rise to ‘soft modes’ of deformation.
One important implication of this work for more general soft elastic composites
is that the commonly accepted practice of using loss of strong ellipticity to pre-
dict the onset of macroscopic instabilities can significantly overestimate their
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stability. Instead, the relaxation of the energy should be computed in order to
get more accurate (and conservative) estimates for their macroscopic stability,
as well as the correct post-bifurcation response.
6.1 Introduction
Reinforced elastomers are commonplace in numerous applications from tires and
conveyor belts to hoses and couplings. Examples include carbon-black-filled elas-
tomers, fiber-reinforced elastomers, fabric-reinforced rubbers and thermoplastic elas-
tomers (TPEs). Due to the pervasiveness of these and other elastomeric composites,
it is important to develop homogenization methods to describe their macroscopic con-
stitutive response accounting for the properties of their constituent phases and their
distribution, or microstructure. However, the characterization of such macroscopic or
homogenized behavior is complicated by the possible development of instabilities, in-
cluding microbuckling (Rosen, 1965). Moreover, it has been recognized recently that
these instabilities can be harnessed in numerous other applications, such as for the
development of artificial muscles in robotic applications, and for band-gap materials
in acoustic applications. Our objective in this work is to investigate the instabili-
ties and ‘post-bifurcation’ response of elastomeric composites in the simplest possible
context of neo-Hookean laminated elastomers, for which exact analytical estimates
are available for the ‘pre-bifurcation’ response.
The study of nonlinear elastic composites can be traced back to the work of Hill
(1972), who advanced a theoretical framework for estimating the macroscopic re-
sponse of such composites in the finite-strain regime, generalizing earlier work for in-
finitesimal strains. Building on this, Odgen (1978) proposed a variational formulation
and generated Voigt-type upper bounds for the macroscopic stored-energy function of
hyperelastic composites. This author also proposed Reuss-type lower bounds based
on a complementary energy principle that made use of rather strong convexity as-
sumptions for the stored-energy functions of the phases. However, the stored-energy
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functions in (nonlinear) hyperelasticity are generally non-convex, in particular, due
to the physical requirements of objectivity and incompressibility. By appealing to
generalized notions of convexity, such as polyconvexity (see next section for detailed
definitions), Ball (1977) was able to consider more realistic constitutive assumptions
and developed mathematically rigorous variational formulations for hyperelasticity.
In later work, Triantafyllidis and Maker (1985) considered hyperelastic laminates
with periodic microstructures and showed that such composites can undergo ‘micro-
scopic’ (finite wavelength) and ‘macroscopic’ (infinite wavelength) instabilities. In
addition, they showed that the latter instabilities correspond to the loss of ellip-
ticity of the homogenized macroscopic response of the laminates. Braides (1985)
and Mu¨ller (1987) made use of Γ-convergence to generate variational expressions for
the homogenized stored-energy function under realistic (non-convex) constitutive hy-
potheses for the constituent phases, thereby allowing for the possible development of
such instabilities in periodic hyperelastic composites. Also, improved bounds on the
homogenized stored-energy function of hyperelastic composites have been obtained
by Ponte Castan˜eda (1989) by exploiting the notion of polyconvexity.
A systematic investigation of the possible development of instabilities in hyper-
elastic composites with periodic microstructures has been carried out by Geymonat
et al. (1993). By consideration of the incremental (linearized) problem for the ho-
mogenized energy, criteria were developed for the possible onset of microscopic in-
stabilities, where the one-cell periodic solution near the undeformed configuration
gives way to lower energy multi-cell solutions. Consistent with the results obtained
by Triantafyllidis and Maker (1985) for laminates, it was also found that the long
wavelength (macroscopic) instabilities, corresponding to solutions involving large (in-
finite) numbers of cells, could often occur before the microscopic instabilities and are
captured by loss of ellipticity of the homogenized constitutive relation (Triantafyllidis
et al., 2006; Michel et al., 2007). For composites with random microstructures, there
are no corresponding simplifications for calculating the effective behavior vis-a-vis the
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unit cell problem in the periodic case, and the theory concerning instabilities is less
developed. However, it was argued by Lopez-Pamies and Ponte Castan˜eda (2006a,b)
that, while microscopic instabilities cannot be supported in such random systems,
macroscopic instabilities can still be detected by loss of ellipticity of the homogenized
response.
The question then becomes what is the post-bifurcation homogenized response
beyond such macroscopic instabilities—and how to compute it? Recently, Avazmo-
hammadi and Ponte Castan˜eda (2016) proposed a strategy to address this question.
In this context, it is recalled (Geymonat et al., 1993) that the homogenized stored-
energy function is quasiconvex and therefore rank-one convex, but not necessarily
strictly so. Therefore, the possible development of macroscopic instabilities is re-
lated to loss of strict rank-one convexity. Given an estimate for the homogenized
energy before the onset of a macroscopic instability, which we will refer to here as
the ‘principal’ solution, a corresponding estimate for the post-bifurcation response
can be obtained by computing the quasiconvexification of the principal estimate for
the energy, which we will refer to here as the ‘relaxation.’ Thus, Avazmohammadi
and Ponte Castan˜eda (2016) made use of the homogenization estimates of Lopez-
Pamies and Ponte Castan˜eda (2006a,b) for the principal solution for the energy of
elastomers reinforced by random distributions of aligned elliptical rigid fibers to ob-
tain the corresponding relaxation by first computing the rank-one convexification,
and then showing that it is polyconvex. This type of construction was pioneered by
Ball and James (1987) to describe solid-solid phase transformations in martensitic
materials (see also Bhattacharya, 2003). For the particular case considered by Avaz-
mohammadi and Ponte Castan˜eda (2016), the rank-one convexification turns out to
be a simple laminate, consisting of layers of the original composite material with al-
ternating orientation of the fibers. Thus, these authors provided an example where
the post-bifurcation response involved the formation of (lamellar) domains. Lamel-
lar domains have also been predicted theoretically (DeSimone and Dolzmann, 2000;
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Conti et al., 2002) in the context of liquid crystal elastomers, though the macroscopic
response of these materials is quite different. An important observation from the
work of Avazmohammadi and Ponte Castan˜eda (2016) is that macroscopic instabili-
ties may develop well before loss of (local) strong ellipticity, due to loss of global strict
rank-one convexity.
However, the example of Avazmohammadi and Ponte Castan˜eda (2016) made
use of an approximation for the homogenized (principal) response of the elastomer
reinforced by short fibers. In this work, we consider neo-Hookean laminates, for
which deBotton (2005) has provided an exact analytical estimates for the homogenized
(principal) response. As already mentioned, such hyperelastic laminates with periodic
microstructures are also found to undergo macroscopic instabilities and, furthermore,
these instabilities are triggered before any microscopic instabilities when the volume
fraction and stiffness of the stiffer phase are sufficiently large (Triantafyllidis and
Maker, 1985; Geymonat et al., 1993). Therefore, they provide an ideal test case for the
application of the above-mentioned strategy (Avazmohammadi and Ponte Castan˜eda,
2016) to generate estimates for the ‘relaxed’ energy describing the post-bifurcation
response beyond the onset of such macroscopic instabilities. Assuming for simplicity
plane strain loading conditions, in Section 6.2 we proceed with the calculation of the
‘principal’ solution for neo-Hookean laminates, and discuss the conditions under which
instabilities for this specific material model occur. In Section 6.3, the relaxation is
derived by first computing the rank-one convexification, and then by showing that it is
polyconvex—so that it corresponds to the quasiconvexification of the energy. Finally,
we conclude in Section 6.4 by showing some explicit results for specific values of the
various microstructural parameters (i.e. volume fraction, heterogeneity contrast) to
display, in particular, the ‘soft modes of deformation’ associated with the relaxed
solution, as well as by making comparisons with appropriate bounds.
Here we make use of standard notation in the continuum mechanics literature,
and let d “ 2 or d “ 3 be the dimension of the space, so that Rd is the usual real
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d´dimensional space. We fix the standard Cartesian basis teiu, with respect to which
vectors with Cartesian components ai or Ai are represented by bold letters a or A,
respectively. Second-order tensors with Cartesian components Fij are represented
by bold italic letters F , while fourth-order tensors with Cartesian components Lijkl
are denoted by barred letters L. Here i, j, k, l range from 1 to d. The Einstein
summation convention will be utilized, so that repeated indices are summed over. For
example, the product FX has Cartesian components FijXj. Given two vectors a,b,
the quantity abb is defined to be in second-order tensor with Cartesian components
aibj. We denote by Lin (Lin
`) the set of all second-order tensors (with positive
determinant).
6.2 Neo-Hookean laminates under plane-strain
(2D) conditions
Here, we consider a simple laminate consisting of two phases, which are layered
periodically in a direction with unit normal N0, in prescribed volume fractions c
prq
(r “ 1, 2). For simplicity, the phases are assumed to be incompressible Neo-Hookean
materials, with stored-energy functions of the form
W prqpF q “ µ
prq
2
trpF TF ´ Iq `KpdetF q, (6.2.1)
where µprq ą 0 represents the shear modulus of phase r, and where
KpJq “
$’&’%0, J “ 1,8 otherwise (6.2.2)
serves to enforce the incompressibility constraint. In addition, we restrict ourselves to
plane strain loading conditions, so that d “ 2 and the deformation gradient F P Lin`
has Cartesian components (with respect to the laboratory coordinates defined by
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teiu)
rFijs “
»–F11 F12
F21 F22
fifl . (6.2.3)
While it is generally very difficult to derive analytical expressions for the effective
macroscopic behavior of hyperelastic composites, for the special case of laminated
materials it is possible to derive, using a lamination formula similar to Eq. (5.2.26),
the following expression, due to deBotton (2005), for the ‘principal’ solution for the
homogenized stored-energy function:
xW pF q “ µ
2
trpF TF ´ Iq ` qµ´ µ
2
“pFN0q ¨ pFM0q‰2
|FM0|2 `KpdetF q, (6.2.4)
where M0 is a unit vector orthogonal to N0 (N0 ¨ M0 “ 0) in the plane of the
deformation, and
µ “ cp1qµp1q ` cp2qµp2q and qµ “ ˆ cp1q
µp1q
` c
p2q
µp2q
˙´1
(6.2.5)
represent, respectively, the arithmetic and harmonic means of the phase shear moduli.
By making use of the following alternative form of this estimate for xW ,
xW pF q “ qµ
2
|FN0|2 ` µ
2
`|FM0|2 ´ 2˘` µ´ qµ
2
1
|FM0|2 `KpdetF q, (6.2.6)
a straightforward calculation then shows that the average Cauchy stress T “ S F T
is given by
T “ qµ `FN0˘b`FN0˘`µ `FM0˘b`FM0˘´ µ´ qµ|FM0|4 `FM0˘b`FM0˘´pI, (6.2.7)
where p is an arbitrary hydrostatic pressure.
Next, we consider the application of the strong ellipticity condition in the context
of expression (5.2.12) for the incompressible laminate with stored-energy function xW .
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Thus, following Ogden (1997), strong ellipticity at F requires that
pLcijklpF qminjmknl “ F¯jpF¯lq B2xWBF¯ipBF¯kq pF qminjmknl ą 0, (6.2.8)
for all non-zero unit vectors m and n such that m ¨ n “ 0, which can be shown to
reduce to
qµ “pFN0q ¨ n‰2 ` µ “pFM0q ¨ n‰2 ´ pµ´ qµq“pFM0q ¨ n‰2|FM0|4
#
1´ 4
“pFM0q ¨m‰2
|FM0|2
+
ą 0.
(6.2.9)
For simplicity, we assume that N0 is aligned with e1 while M0 is aligned with
e2, where it is recalled that te1, e2u provide a Cartesian basis in the plane of the
deformation, and introduce (Avazmohammadi and Ponte Castan˜eda, 2016) the plane
strain invariants α and γ defined by
α “
c
I4
J¯
, and γ “
$’&’%
b
I1
J¯
´ I4
J¯
´ J¯
I4
F 11F 12 ` F 21F 22 ě 0,
´
b
I1
J¯
´ I4
J¯
´ J¯
I4
F 11F 12 ` F 21F 22 ď 0,
(6.2.10)
where I1 “ trpF TF q, I4 “ |FN0|2 and J¯ “ detpF q ą 0 are the corresponding
classical invariants. Then, using objectivity and incompressibility, and without loss
of generality, we can restrict our attention to deformation gradients of the form
“
F ij
‰ “
»–α γ
0 α´1
fifl , (6.2.11)
so that J¯ “ 1 and expression (6.2.4) for xW can be rewritten, in terms of α and γ, in
the form
xW pF q “ pΨpα, γq “ qµ
2
α2 ` µ
2
`
γ2 ` α´2 ´ 2˘` µ´ qµ
2
ˆ
α2
1` α2γ2
˙
. (6.2.12)
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Now, for the special case of pure shear loading (γ “ 0), the critical stretch αse at
which the composite first loses strong ellipticity (SE) is found to be given by
αse “
ˆ
1´ qµ
µ
˙´1{4
, (6.2.13)
which agrees exactly with the result of Triantafyllidis and Maker (1985). More gener-
ally, Eq. (6.2.9) can be used to show that xW satisfies the SE condition in the region
Sse, defined by
Sse “ t pα, γq P p0,8q ˆ R : α ă αse or α ě αse and |γ| ą γseu, (6.2.14)
where γse can be obtained, as a function of α, from the solution of an explicit equation,
which is omitted here due to its complexity and length.
(a) (b)
Figure 6.1: A three-dimensional depiction of the energy landscapes for the (a) ‘prin-
cipal’ and (b) ‘relaxed’ solutions for a fixed volume fraction of c “ cp2q “ 0.3 and
contrast of µp2q{µp1q “ 10. Corresponding curves of α vs. γ along which the ‘prin-
cipal’ solution loses both strong ellipticity and global (strict) rank-one convexity for
varying (c) contrasts and (d) volume fractions.
In order to visualize the ‘principal’ solution for the energy function, we show in
Figure 6.1a plots of pΨ, as defined by (6.2.12) in terms of the variables α and γ, for a
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fixed volume fraction of c “ cp2q “ 0.3 and contrast of µp2q{µp1q “ 10. It is observed
that pΨ exhibits a ‘crease’ in the vicinity of the γ “ 0 axis for α ą αse, where it can be
seen to lose convexity as a function of γ (for fixed α). Correspondingly, Figure 6.1c and
Figure 6.1d show (in dashed lines) plots of the onset of loss of strong ellipticity, which
occurs according to expression (6.2.14) when α ě αse and |γ| “ γse, for different
values of the moduli contrast and volume fractions, respectively. (The continuous
lines in Figure 6.1c and Figure 6.1d will be discussed further below in connection
with Figure 6.1b). Interestingly, we can see that the loss of strong ellipticity takes
place within the creased region, suggesting that the loss of rank-one convexity of xW
should be related to the loss of convexity of pΨ in the variables α and γ characterizing
the class of isochoric deformations.
6.3 Relaxation
As discussed earlier, our goal here is the calculation of the quasiconvexification
QxW of the ‘principal’ solution xW , which, at a minimum, will provide an upper bound
on the homogenized potential ĂW , and, in some cases, may even correspond exactly
to ĂW . In turn, the calculation of QxW will proceed in two steps: we will first compute
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RxW and then show that it is polyconvex. It should be recalled in this context that
while xW can take infinite values due to incompressibility constraint detF “ 1 in
(6.2.6), Conti (2008) has shown that quasiconvex functions with constraints on the
determinant are rank-one convex, and therefore the inequalities PxW ď QxW ď RxW
implicit in the above argument for computing QxW still hold.
We will calculate RxW by making use of Eq. (5.2.26) for RkxW for k “ 1, 2,
etc.. Since we do not know, a priori, how many iterations will need to be performed,
we will check, for each k, whether or not RkxW is in fact rank-one convex. Because
our underlying functions are smooth enough, this is accomplished by checking the
Legendre-Hadamard condition (5.2.12) as it pertains to RkxW . Once we find a k for
which RkxW is in fact rank-one convex, we can conclude that RkxW “ RxW . Thus,
we start by computing R1xW from Eq. (5.2.26) with k “ 1. However, because of
incompressibility, xW pF q returns an infinite value for F with detF ‰ 1, and, as noted
by deBotton (2005), we can restrict our attention to values of a and N1 in the infimum
such that
1 “ detpF ´ c1abN1q “ detF detpI ´ c1F´1abN1q “ p1´ c1F´1a ¨N1q, (6.3.1)
implying that F
´1
a K N1. Therefore, upon defining ω1 “ |F´1a| and M1 “ 1ω1F
´1
a,
we obtain the result that
R1xW pF q “ inf
ω1,c1,N1
!
p1´ c1qxW pF rI ´ c1ω1M1 bN1sq
`c1xW pF rI ` p1´ c1qω1M1 bN1sq) , (6.3.2)
where N1 ¨M1=0. Moreover, because of the assumption of plane strain conditions, we
can take N1 “ rcosϕ, sinϕsT , so that M1 “ rsinϕ,´ cosϕsT . Then, the expression
for R1xW reduces to a three-dimensional minimization problem in the scalar variables
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ω1, c1 and ϕ:
R1xW pF q “ inf
ω1,c1,ϕ
!
p1´ c1qxW pF rI ´ c1ω1M1 bN1sq
`c1xW pF rI ` p1´ c1qω1M1 bN1sq) . (6.3.3)
The stationary conditions corresponding the infimum in Eq. (6.3.3) can be solved
explicitly, and we find that
ω1 “ ´2γrc
α
c1 “ 1
2
ˆ
1´ γ
γrc
˙
, ϕ “ pi
2
, (6.3.4)
where
γrcpαq “ ˘α´1
dˆ
α
αse
˙2
´ 1 (6.3.5)
is associated with the condition that
BpΨ
Bγ pα, γrcpαqq “ 0. (6.3.6)
Thus, we find that, for a fixed α ě αse, γrc corresponds to the location of the
local minima of the corresponding cross-section of the function pΨ in Figure 6.1a. In
addition, as depicted in Figure 6.1, R1xW physically corresponds to a simple laminate
of two identical (anisotropic) phases, with the same energy function xW , but with
alternating orientations. Moreover, the ‘mesolayers’ in this laminate have volume
fractions c1 and 1´ c1 and are layered in the direction normal to N1. Recalling that
the minimizing angle above is ϕ “ pi
2
, we can see that N1 ¨ N0 “ 0, so that the
layering direction (in the reference configuration) in the rank-one lamination R1xW is
orthogonal to the layering direction in the original laminate (i.e., N1 “ M0).
It is also important to note that the average deformation gradient within the
mesolayers of type I and II, as given by F
pIq “ F rI ´ c1ω1M1 bN1s and F pIIq “
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Figure 6.1: A schematic for how the rank-one convex lamination procedure produces
the ‘mesolayers’. (a) Under the application of compression and shear, the composite
breaks up into ‘mesolayers’ to accommodate the deformation. (b) With each layer,
the original phases are subjected to a deformation which rotates these phases by an
amount of φpIq or φpIIq.
F rI ` p1´ c1qω1M1 bN1s in Eq. (6.3.2), have Cartesian components of the form
”
F¯
pI,IIq
ij
ı
“
»–α ˘γrc
0 α´1
fifl , (6.3.7)
and are therefore independent of γ. In addition, recalling
(Lopez-Pamies and Ponte Castan˜eda, 2009) that the rotation of the layers in a hy-
perelastic laminate is controlled by Nanson’s relation, it follows that the rotation of
the mesolayers of type I and II in the rank-one lamination R1xW is determined by
pF pIqq´TN0 and pF pIIqq´TN0, respectively. In the plane of the deformation, this cor-
responds to rotations by angles φpIq and φpIIq, respectively, as depicted in Figure 6.1b.
Next, observing from Eq. (6.3.4) that c1 “ 0 when γ “ ˘γrc, so that R1xW “ xW
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at γ “ ˘γrc, it follows that, in fact,
R1xW pF q “ pΨ˚˚pα, γq, (6.3.8)
where pΨ˚˚ is the convexification of the function pΨ, defined by (6.2.12), and is given
by
pΨ˚˚pα, γq “
$’&’%
pΨpα, γq, when pα, γq P Src,
qµ
2
α2 ` µpα´2se ´ 1q, when pα, γq P Scrc,
(6.3.9)
with
Src “ t pα, γq P p0,8q ˆ R : α ă αse or α ě αse and |γ| ą γrcu, (6.3.10)
so that Scrc corresponds to the set of values of α and γ where the function pΨ is no
longer globally convex. Note that, as a consequence, R1xW is independent of γ for
F P Scrc, and that
Src Ă Sse. (6.3.11)
Having obtained an analytical expression for R1xW in terms of F , it is easy to
show that R1xW is globally rank-one convex, and must therefore be equal to the rank-
one convex envelope of xW . To see this, we first consider the case where F P Src, so
that, from expressions (6.3.8) and (6.3.9), R1xW “ xW . In addition, it follows from
the inclusion (6.3.11) that xW—and therefore R1xW—must satisfy the (SE) condition
in Src, ensuring that R1xW satisfies the Legendre-Hadamard condition and is thus
locally rank-one convex (in fact, strictly so) everywhere inside Src. Next, we consider
the case where F P Scrc. Using the chain rule in expression (6.3.9)2, together with
expression (6.2.10)1, it can be shown that, for F P Scrc,
F jpF lq
B2R1xW pF q
BF ipBF kq minjmknl “ qµ “pFN0q ¨ n‰2 ě 0, (6.3.12)
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and hence R1xW is locally rank-one convex for every F , implying that it is glob-
ally rank-one convex, so that R1xW “ RxW . Thus, as depicted in Figure 6.1b, the
rank-one convex envelope of xW (which will be shown shortly to be identical to the
quasiconvexification QxW ) corresponds to the convexification of the function pΨ (in
the variables α and γ). However, we note that while RxW is globally rank-one convex,
it is not strongly elliptic, as can be seen by taking n orthogonal to FN0 in (6.3.12).
This result corresponds to the fact that the ‘push forward’ transverse shear moduluspLc1212—as defined by expression (6.2.8)—vanishes (i.e., pLc1212 “ 0) for all F P Scrc.
At this point, it is important to emphasize that—consistent with the inclusion
(6.3.11)—the principal solution xW loses global (strict) rank-one convexity before los-
ing (local) strong ellipticity. This can be seen in Figure 6.1c and Figure 6.1d, where
the values of γ for which the ‘principal’ solution xW loses strong ellipticity pγseq and
rank-one convexity pγrcq are plotted versus α. Figure 6.1c shows results for a fixed
volume fraction and varying contrasts, while Figure 6.1d does the same but for a fixed
contrast, and varying volume fractions. In both cases, we find that the ‘principal’
solution satisfies the (SE) condition and, hence, is (locally) stable for all α ă αse.
For values of α ě αse, the ‘principal’ solution is strongly elliptic and therefore locally
rank-one convex for all sufficiently large γ. However, as we approach the state of pure
shear pγ “ 0q, the ‘principal’ solution loses global rank-one convexity before losing
strong ellipticity. In fact, the only time that strong ellipticity and local rank-one
convexity are lost simultaneously is when α “ αse and γ “ γse “ γrc “ 0.
Having shown that RxW “ R1xW , we now look to show that RxW is polyconvex.
Toward that end, we first observe that RxW “ R1xW , as given by Eq. (6.3.8), can be
rewritten in the form
RxW pF q “ gpF q `KpdetF q, (6.3.13)
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where K is defined by (6.2.2),
gpF q “
$’&’%
qµ
2
|FN0|2 ` µ2
`|FM0|2 ´ 2˘` µ´qµ2 1|FM0|2 , if F P Src,qµ
2
|FN0|2 ` µpα´2se ´ 1q, if F P Scrc,
(6.3.14)
and where Src can also be rewritten explicitly in terms of F via
Src “
 
F : |FN0| ă αse or |FN0| ě αse and |FM0| ą α´1se
(
. (6.3.15)
Next, in order to show that RxW is polyconvex, we must show that RxW can be
written as a convex function of F and detF . Making use of Corollary 3.2 of the
work of Schro¨der and Neff (2003) for additive polyconvex functions and noting that
KpdetF q is a convex function in detF , it is seen that, in order to prove polyconvexity,
it suffices to show that gpF q is a convex function in F , which can be accomplished
directly by showing that the Hessian of g is positive semidefinite. A direct calculation
shows that, for any H ,
H ¨ B
2gpF q
BF BF H “ qµ|HN0|2 ` 4pµ´ qµq|FM0|6 “pFM0q ¨ pHM0q‰2
` µ
„
1´ 1pαse |FM0|q4

|HM0|2 (6.3.16)
if F P Src and
H ¨ B
2gpF q
BF BF H “ qµ|HN0|2 (6.3.17)
if F P Scrc. That the Hessian is positive semidefinite for F P Scrc is trivial from the
second expression above. On the other hand, for F P Src, it can be seen that every
term in the first expression for the Hessian is non-negative—including the last one
(since αse |FM0| ą 1). Therefore, g is a convex function of F , and it is concluded
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that RxW is polyconvex and
QxW pF q “ RxW pF q “ PxW pF q. (6.3.18)
Now, it is recalled from expression (5.3.8) that QxW is, in general, only an upper
bound for the homogenized energy ĂW of the hyperelastic laminate, and the question
then arises as to whether this bound can correspond exactly to the homogenized
energy and, if so, under which conditions. In this connection, it should be first
recalled from the work of Triantafyllidis and Maker (1985) that when the volume
fraction of the stiff layers is sufficiently small, the first instability is expected to
be a microscopic one (exhibiting a wavelength that is commensurate with the unit
cell size). Therefore, under such conditions, the actual post-bifurcation solutions is
expected to be one exhibiting microbuckling, and QxW would then not be equal to ĂW
(i.e., ĂW ă QxW ). On the other hand, when the volume fraction of the stiff layers is
sufficiently large, the first instability is a macroscopic one (exhibiting a wavelength
that is large compared to the unit cell size). In this case, it may be expected that the
long wavelength modes will indeed evolve into a pattern of lamellar domains, where
the lamellar domains are made up of a large (infinite) number of unit cells, but are still
small compared to the overall size of the RVE. In addition, because of the relaxation
process that is involved in this construction, it is reasonable that the ‘mesoscopic’
response of these lamellar domains should be captured by the principal solution xW
for the homogenized energy, and therefore we would conclude that ĂW “ QxW in this
case. (Note that Avazmohammadi and Ponte Castan˜eda (2016) have suggested that
the homogenized energy ĂW can also be estimated directly from QxW for a similar two-
dimensional problem consisting of aligned short rigid fibers distributed randomly in an
elastomeric matrix—where microscopic instabilities are excluded by the randomness
of the microstructures.) In any event, while this remains to be shown rigorously, in
the discussions that follow it will be assumed that the volume fraction of the stiff
layers is sufficiently large so that the homogenized energy is well approximated by
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the relaxation of the principal solution for the energy, that is,
ĂW pF q “ QxW pF q “ RxW pF q, (6.3.19)
where RxW is given by (6.3.13) and (6.3.14). In this case, it can be concluded that the
homogenized energy ĂW for the neo-Hookean laminates corresponds to the formation
of lamellar (or striped) domains. Thus, the macroscopic instabilities in this case do
not lead to shear localization, but to domain formation. Furthermore, it should be
emphasized that these instabilities are triggered by loss of global (strict) rank-one
convexity, which—depending on the loading—can take place well before loss of local
(strict) rank-one convexity (or strong ellipticity).
Finally, for completeness and use below, it is noted that the Cauchy stress asso-
ciated with the relaxed solution is still given by expressions (6.2.7) if F P Src, while
it is given by
T “ qµ `FN0˘b `FN0˘´ pI, if F P Scrc, (6.3.20)
where p is an arbitrary hydrostatic pressure.
6.4 Results and discussion
We present next the results of the previous sections for the homogenized energy
and associated stresses in more detail and investigate their dependence on mate-
rial and microstructural parameters. When present, a diamond pq represents the
point where the ‘principal’ solution loses global (strict) rank-one convexity, while a
circle p‚q represents the point where the solution first violates the (SE) condition.
Moreover, the ‘principal’ solution, represented by dashed curves, is provided for ref-
erence. Figure 6.2a shows various fixed-α cross-sections of the homogenized energyĂW pF q “ pΨ˚˚pα, γq for fixed volume fraction of the stiffer phase (c “ 0.3) and het-
erogeneity contrast (µp2q{µp1q “ 10). Note that, in each case, loss of global rank-one
186
-1.5 -1 -0.5 0 0.5 1 1.5

0
0.5
1
1.5
2
2.5
3
3.5
4
4.5

     =2
=1.6
=1.4
=1.2
(a)
-1.5 -1 -0.5 0 0.5 1 1.5

-80
-60
-40
-20
0
20
40
60
80
     
=2
=1.6
=1.4
=1.2
(b)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
    
=2
=1.6
=1.4
=1.2
(c)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0

    
=2
=1.6
=1.4
=1.2
(d)
Figure 6.2: Relaxed results for (a) the effective energy, (b) the rotation of the mesolay-
ers, (c) the volume fraction of the ‘mesolayer’, and (d) the amplitude factor associated
with the rank-one convexification. Results are plotted as a function of γ for a fixed
volume fraction c “ 0.3, contrast of µp2q{µp1q “ 10 and for various values of α. The
‘principal’ estimates are also included for comparison (dashed lines).
convexity occurs at the local minima of each cross section. Moreover, moving from
large values of |γ| towards γ “ 0, we see that the ‘principal’ solution always loses rank-
one convexity before strong ellipticity. Figure 6.2b shows the macroscopic rotation of
the domains. In the rank-one convex region (F P Src), the solution is macroscopically
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uniform and the rotation of the layers takes on a single value, which can be positive
or negative, depending on whether γ is negative or positive, respectively. On the
other hand, as illustrated in Figure 6.1b, the relaxed or post-bifurcation solution (for
F P Scrc) is no longer macroscopically uniform and forms lamellar domains at the
mesoscopic scale. These mesolayers undergo alternating rotations by equal and oppo-
site amounts, i.e. φpIq “ ´φpIIq. Thus in Figure 6.2b, the constant positive value of φ
corresponds to the rotation of ‘mesolayer’ II, while the corresponding negative value
corresponds to the rotation of ‘mesolayer’ I. Although the rotation of the mesolayers
remains constant for fixed α ą αse and |γ| ă γrc, the relaxed solution compensates
for the increased/decreased macroscopic shearing by changing the volume fractions
of the ‘mesolayers’. This change is linear, as depicted Figure 6.2c, and the solution in
the remaining ‘mesolayer’ agrees precisely with the ‘principal’ solution as the value
of c1 reaches 1 or 0. In Figure 6.2d, the amplitude factor ω1 is plotted as a function
of γ. Unlike c1, ω1 remains constant in the unstable region, with its value depending
only on α. Finally, it should be noted that the orientation of the layers in the relaxed
region for the principal solution, also shown (in dashed lines) in Figure 6.1b, varies
smoothly and is uniquely determined—just as for the corresponding layer orientation
in the rank-one convex region. On the other hand, the corresponding values of c1 and
ω1 are trivial (c1 “ 1 or 0 and ω1 “ 0) and are shown in dashed lines in Figure 6.2c
and Figure 6.2d, respectively, for reference.
Figure 6.3 shows the corresponding macroscopic stresses as functions of γ for
the same values of volume fraction (c “ 0.3) and contrast (µp2q{µp1q “ 10). On
account of the incompressibility of the composite, Figure 6.3a shows the results for
the difference in the normal Cauchy stress (T11 ´ T22). Note that—similar to the
results for the relaxed energy—the ‘principal’ solution also produces a ‘creased’ region
for the values of T11 ´ T22 for |γ| ă γrc and for each (depicted) fixed value of α.
Moreover, as α increases, the value of T11 ´ T22 for the ‘principal’ solution in the
creased region increases dramatically reaching a maximum at γ “ 0. As for the
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Figure 6.3: Relaxed results for the macroscopic (a) normal Cauchy stress difference
T11 ´ T22 and (b) Cauchy shear stress T12. Results are plotted as a function of γ for
a fixed volume fraction of c “ 0.3, contrast of µp2q{µp1q “ 10 and for various values of
α. The ‘principal’ solutions are also included for comparison (dashed lines).
relaxed solution, we see that T11 ´ T22 remains constant (and is much smaller that
the above-mentioned maximum) for fixed α and |γ| ă γrc. This is to be expected,
as the difference in the normal Cauchy stresses can be related to derivatives of the
effective energy with respect to α. Therefore, as the relaxed solution for the energy is
independent of γ, it is no surprise that the corresponding stresses are also independent
of γ. Figure 6.3b shows the relaxed results for the Cauchy shear stress (T12). It is
interesting to note that for all depicted values of α, the results for the relaxed shear
stress vanish identically for |γ| ă γrc. Similar to the normal stress difference, the
shear stress T12 can be related to derivatives of the effective energy with respect to γ.
Since, as depicted in Figure 6.1b and Figure 6.2a, the relaxed solution is constant in
γ for fixed α and |γ| ă γrc, derivatives with respect to γ will be zero. In connection
to Figure 6.1a, the vanishing of the shear stress is related to the fact that, as γ goes
from, say ´γrc to γrc, the composite breaks up into the ‘mesolayers’ with volume
fractions ranging from c1 “ 1 to c1 “ 0, respectively. In this way, the laminate
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accommodates the deformation by splitting the effect on the shearing component γ
between the two ‘mesolayers.’ In fact, the shear stress in one ‘mesolayer’ is equal and
opposite in sign to the shear stress in the other ‘mesolayer’ (as can be deduced from
Eq. (6.3.7)); hence the shear stresses cancel out. This phenomenon is analogous to
the Maxwell-type construction, but only for the shear stress.
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Figure 6.4: Relaxed results for the macroscopic stresses, and ‘mesolayer’ rotations,
for various values of the volume fraction c and a fixed contrast of µp2q{µp1q “ 10. (a)
and (b) depict results for pure-shear loading (γ “ 0q as a function of α. (c) and (d)
depict results plotted as a function of γ for a fixed value of α “ 2.
Figure 6.4 shows results for the stress measures associated with the relaxed so-
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lution, as well as for the corresponding ‘mesolayer’ rotation for a fixed value of the
stiffness ratio µp2q{µp1q “ 10 and for various values of the volume fraction of the stiffer
phase (c “ 0.01, 0.05, 0.15 and 0.3). In connection with these results, it should be
noted that, for the smaller values of c, microscopic instabilities leading to microbuck-
ling post-bifurcation responses would be expected to occur before any macroscopic
instabilities, and therefore the corresponding relaxed solutions shown in the figure
would only be upper bound estimates for the homogenized response in those cases.
Figures 6.4a and 6.4b depicts these results for pure shear loading as functions of α,
while Figures 6.4c and 6.4d show the corresponding results for transverse shear load-
ing as functions of γ. Figure 6.4a shows that the nominal stress difference measure
S “ pT11 ´ T22q{α initially (i.e., for small values of α) becomes stiffer with increasing
concentration. However, at α “ αse, the slope of the stress measure changes quite
abruptly leading to a softer response, which also becomes stiffer with increasing val-
ues of c. As shown in Figure 6.4b, the softening is triggered by a sudden change in
the layer orientation in the ‘mesolayers’ (only orientation I is shown in the figure).
Figure 6.4c shows results for the normal Cauchy stress difference T11´T22 and trans-
verse shear stress T12, as functions of γ, for a fixed value of α “ 2. Consistent with
earlier observations, it can be seen that, in the ‘relaxed’ region, T11 ´ T22 is constant
while T12 is zero. Note that larger volume fractions generally lead to higher stresses,
but not always. Figure 6.4d shows the corresponding constant rotations φp1q in the
layers for the various volume fractions. Beyond the relaxed region, the stresses in-
crease with the strain γ, and are stiffer for higher values of c. However, it is seen
from Figure 6.4d that, for large enough values of γ, the rotation of the ‘mesolayers’ is
the same regardless of volume fraction, consistent with the fact that the rotation of
the layers in the principal solution is controlled by the macroscopic deformation and
hence independent of c. Finally, it should be noted that macroscopic stresses in the
laminate tend to those in a homogeneous elastomer made up of the softer phase as
the volume fraction of the stiff layers tends to zero.
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Although not shown for brevity, it should be noted that very similar results are
obtained by fixing the volume fraction c and varying the contrast µp2q{µp1q. Noting
that µp2q{µp1q “ 1 (for any c) and c “ 0 (for any µp2q{µp1q) both correspond to
the special case of a homogeneous elastomer, the trends for a fixed value of c and
increasing values of µp2q{µp1q are very similar to the above-mentioned trends for a
fixed value of µp2q{µp1q and increasing values of c. This follows from the fact that
the dependence on the variables c and µp2q{µp1q appears only through µ and qµ, which
have similar dependence on both c and µp2q{µp1q.
It is also of interest to compare the new estimates for neo-Hookean laminates
with available bounds. As already mentioned, bounds of the Voigt and Reuss types
are available for hyperelastic composites. For the special case of interest here, these
bounds reduce to
qµ
2
`
α2 ` α´2 ` γ2 ´ 2˘ ď rΨpα, γq ď µ
2
`
α2 ` α´2 ` γ2 ´ 2˘ , (6.4.1)
where it is recalled that ĂW pF q “ rΨpα, γq. The upper (Voigt) bound is due to Odgen
(1978), while the lower bound is a refinement of the Reuss-type lower bounds obtained
by Ponte Castan˜eda (1989) exploiting polyconvexity. A proof of both of these bounds
is found in Section 6.6. Thus, Figure 6.5 presents a comparison of the ‘principal’ and
‘post-bifurcation’ or ‘relaxed’ estimates with the bounds (6.4.1) for the homogenized
energy as functions of α and γ. Interestingly, while both the principal and relaxed
solutions always satisfy the bounds, it can be seen that the bounds are saturated for
special values of α and γ. In particular, as can be seen in Figure 6.5a, the principal
solution attains the Voigt upper bound for γ “ 0 and all α, while the relaxed solution
is much closer to the Reuss lower bound for all α ě αse. Similar observations can be
made in Figure 6.5b for another fixed value of γ, although the Voigt bound is only
attained asymptotically as α tends to zero, while the Reuss bound is tangent to the
principal solution for a value of α greater than 1. Moreover, we find that, as indicated
by the black diamond, the principal solution and relaxed solution agree until α « 1.5,
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Figure 6.5: Comparison of the relaxed estimates for the homogenized energy rΨ with
the Voigt upper bound and Reuss-type polyconvex lower bound. Parts (a) and (b)
depict results for pure-shear loading (γ “ 0q and non-aligned loading (γ “ .6q, re-
spectively, as a function of α. Parts (c) and (d) depict results plotted as a function
of γ for fixed values of α “ 1 and α “ 1.8 (respectively). The principal solution is
also included for reference.
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at which point, the deformation, as determined by the pair pα, γq, falls into the region
Scrc. On the other hand, as can be seen in Figure 6.5c and Figure 6.5d, the plots for
fixed values of α show that the principal solution is tangent to the Reuss bound for
small values of γ (γ “ 0 for α “ 1, and γ „ 0.85 for α “ 1.8), while it tends to
the Voigt bound for large values of γ. In connection with Figure 6.5c, it should be
mentioned that, since α “ 1 ă αse, the principal solution never bifurcates to a lower
energy solution, and hence agrees exactly with the relaxed solution, regardless of the
value of γ. It should also be noted that, while closer to the Reuss bound than the
principal solution, the relaxed solution never violates the Reuss lower bound.
At this point, it is useful to make contact with the recent work of Avazmoham-
madi and Ponte Castan˜eda (2016) for composites consisting of aligned elliptical fibers
distributed randomly in an elastomer matrix, and also subjected to plane strain de-
formations. While the fibers in that work were taken to be rigid and discontinuous (in
the plane of the deformation)—in contrast with the stiff, but deformable continuous
layers in the present work—it is found that the results for both the instabilities and
the post-bifurcation macroscopic response are remarkably similar—provided that the
aspect ratio of the fibers in the earlier work and the stiffness of the stiffer layers in
the present work are both taken to be sufficiently large. In fact, it has been verified
that the results agree exactly in the limits as the aspect ratio of the elliptical fibers
in the earlier work tends to infinity (i.e., to layers) and as the shear modulus of the
stiff layers in the present work tends to infinity (i.e., become rigid). In this context, it
is important to emphasize, however, that while the results for the principal solution
of the earlier work (Avazmohammadi and Ponte Castan˜eda, 2016) for aligned ellipti-
cal fibers were based on the approximate ‘linear comparison’ variational estimates of
Lopez-Pamies and Ponte Castan˜eda (2006b), the results in the present work are based
on the exact homogenization estimates of deBotton (2005) for the principal solution.
Indirectly, this suggests that the ‘linear comparison’ homogenization method (Lopez-
Pamies and Ponte Castan˜eda, 2006a) should be quite accurate and could be used to
194
carry out similar investigations for more general classes of hyperelastic composites,
such as random distributions of aligned ellipsoidal particles (Avazmohammadi and
Ponte Castan˜eda, 2014a,b), for which exact analytical solutions would not otherwise
be possible.
In addition, it is also relevant to discuss here the possible effects of the constitutive
response of the phases on the relaxation. Indeed, the recent work of d’Avila M. P.
et al. (2016) for periodic hyperelastic laminates subjected to uniaxial compression
along the layers suggests that the constitutive behavior of the layers should have
crucial implications for the relaxed response of the laminates. In fact, these authors
have shown that, when at least one of the phases has a shear modulus that decreases
sufficiently fast with the strain (i.e., exhibits softening akin to deformation theory
of plasticity), the post-bifurcation (beyond loss of ellipticity) macroscopic response
of the laminate is ‘subcritical’ (decreasing stress and strain), leading to localization
of the deformation and to unstable response. On the other hand, for neo-Hookean
behavior for both phases, the post-bifurcation response is ‘supercritical’ (increasing
stress and strain) and therefore stable. While these authors did not compute the
relaxation of the energy (and therefore found no domain formation), restricting their
attention to uniaxial compression along the layers of the laminates, the solution for
the special case of neo-Hookean laminates can be shown to correspond exactly to the
solution in the ‘mesolayers’ of the rank-one convexification R1xW , as given by (6.3.8),
for the special case when γ “ 0. In addition, based on the results of Avazmohammadi
and Ponte Castan˜eda (2016) for fiber-reinforced elastomers with Gent-type behavior,
it would be expected that laminates consisting of Gent and other types of commonly
used constitutive models for elastomers, which tend to stiffen with stretch, would
exhibit a post-bifurcation response also leading to domain formation. In fact, Gent-
type laminates have been found (Lopez-Pamies and Ponte Castan˜eda, 2009) to lose
strong ellipticity in much the same way the neo-Hookean laminates, suggesting also
similar post-bifurcation responses.
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6.5 Concluding Remarks
The focus of this chapter has been on the ‘post-bifurcation’ response following
the onset of ‘macroscopic’ (long-wavelength) instabilities in soft hyperelastic com-
posites. For analytical simplicity, two-phase neo-Hookean laminates under general
plane strain loading conditions have been considered. Due to the existence of a sim-
ple expression for the ‘principal’ solution for the homogenized stored-energy function
of these materials, it was possible to derive a correspondingly simple analytical ex-
pression for the rank-one convex envelope RxW of the ‘principal’ solution xW . By
appealing to the notion of polyconvexity, it was also possible to show that RxW is in
fact quasiconvex and hence should correspond to the ‘relaxation’ of the energy ĂW—at
least when the volume fraction and stiffness of the stiffer layers is sufficiently large
to ensure that the first instability is a macroscopic one. In this connection, it should
be kept in mind that periodic laminates are also susceptible to ‘microscopic’ (finite
wavelength) instabilities leading to a microbuckling post-bifurcation response when
the volume fraction of the stiffer layers is small enough (Triantafyllidis and Maker,
1985; Geymonat et al., 1993). One important consequence of the results of this work
(cf. Figures 6.1c and 6.1d) is that global strict rank-one convexity can be lost prior
to local strict rank-one convexity (strong ellipticity). This strongly suggests that, in
general, ‘macroscopic’ instabilities in these hyperelastic laminates should correspond
to loss of global rank-one convexity and not to loss of strong ellipticity—as it has
been commonly assumed (Triantafyllidis and Maker, 1985; Geymonat et al., 1993).
It also suggests that the post-bifurcated macroscopic response takes place by the for-
mation of (stable) ‘lamellar domain’ microstructures—and not by shear localization.
In addition, it has been found that ‘soft’ modes of deformation are associated with
the development of these domain microstructures. However, unlike the ‘perfectly
soft’ (i.e., zero elastic moduli) modes of deformation associated with certain types of
shape-memory alloys (Ball and James, 1987; Bhattacharya, 2003) and liquid crystal
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elastomers (DeSimone and Dolzmann, 2000; Conti et al., 2002), the post-bifurcation
response of the neo-Hookean laminates is only perfectly soft in the shear direction
transverse to the layers, while it has a reduced but finite elasticity modulus in the
direction of compression along the layers.
Finally, it should be noted that the formation of domain microstructures should
also be possible following the onset of ‘macroscopic’ instabilities in hyperelastic com-
posites with more general periodic microstructures (Triantafyllidis et al., 2006; Michel
et al., 2007, 2010), as has also been found for composites with random microstructures
(Avazmohammadi and Ponte Castan˜eda, 2016). However, it should be kept in mind
that such macroscopic instabilities could also be excited in these more general peri-
odic composites well before loss of strong ellipticity, at least for some loading paths.
In fact, the same could also be the case for the microscopic instabilities; thus, it is
conceivable that periodic hyperelastic composites may find it energetically favorable
to transform from a solution that is periodic on one cell to a solution that is peri-
odic on multiple cells, before reaching the appropriate bifurcation condition based on
the incremental (linearized) elasticity problem, again at least for some loading paths.
Thus, caution should be exercised when making use of the incremental elasticity prob-
lem to generate estimates for the relaxation of the homogenized elastic energy—since
the linearization and homogenization procedures may not commute, in general, for
these materials with non-convex phase energies (contrary to what has been shown by
Geymonat et al. (1993) for convex energies). In any event, the formation of domain
microstructures after the onset of macroscopic instabilities is entirely consistent with
the formation of period solutions on N ˆM ˆ L ‘super-cells’ following the onset of
microscopic instabilities. Indeed, from this more general point of view, the post-
bifurcation response of hyperelastic composites with periodic microstructures would
alway corresponds to relaxation by domain formation, where the domain size is ei-
ther commensurate with the unit-cell size for the microscopic instabilities, or much
larger than the cell size for the macroscopic instabilities (assuming, of course, that the
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constitutive behavior of the constituent phases is consistent with a macroscopically
stable post-bifurcation response).
6.6 Appendix I: Derivation of the bounds on ĂW
In this appendix, we look to derive the lower and upper bounds on the relaxation
of a two phase, incompressible Neo-Hookean hyperelastic composite under general
plane-strain loading conditions. To do this, we must first consider a compressible
composite, and then take the limit as J “ detF Ñ 1. To set up the derivation of the
bounds, we suppose that our composite, which occupies some region Ω0, which we
take as our RVE, is comprised of two isotropic phases whose constitutive behavior is
governed by
W prqpF q “ µ
prq
2
p|F |2 ´ 2q ´ µprqpJ ´ 1q. (6.6.1)
Normally, the second term takes the form lnpJq, but as we will be interested in taking
the limit as J Ñ 1, and since
lnpJq “ lnp1` pJ ´ 1qq « pJ ´ 1q, (6.6.2)
we use the form given in Eq. (6.6.1). Now, the distribution of the phases is described
by the characteristic functions χprqpXq of each phase, whereby the local constitutive
behavior is given by
W pX,F q “ χp1qpXqW p1qpF q ` χp2qpXqW p2qpF q, (6.6.3)
and we assume that the initial volume fraction of the phases cprq “ xχprqy is known.
By using the definition of ĂW due to Hill (1972), we may write
ĂW pF q “ inf
F PKpF q
xW pX,F pXqqy, (6.6.4)
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where
KpF q “ tx : F “ Gradx, detF ą 0 in Ω0, and x “ FX on BΩ0u. (6.6.5)
Note that x “ FX P KpF q, and hence, we immediately arrive at the upper bound
ĂW pF q ď xW pX,F qy “ µ
2
p|F |2 ´ 2q ´ µpJ ´ 1q. (6.6.6)
In order to derive the lower bound, we modify the method used by
Ponte Castan˜eda (1989). This procedure relies on the notion of polyconvexity, and we
first require some definitions and results, which we take from Dacorogna (1989), and
specify to our particular case; we mention that the method we will lay out holds in
far more generality in higher dimensions. To start, consider a function f : R2ˆ2 Ñ R.
We define the polyconvex polar, fp : R2ˆ2 ˆ RÑ R as
fppS, pq “ sup
F
tS ¨ F ` pJ ´ fpF qu. (6.6.7)
We then define the polyconvex biconjugate of f as
fpppF q “ sup
S,p
tS ¨ F ` pJ ´ fppS, pqu. (6.6.8)
It then follows that if W is polyconvex, f “ fpp. An important hypothesis needed to
use this result is that W takes finite values. This is why we cannot simply assume
that our material is incompressible, since in that case, the stored energy functions
W prq are infinite whenever detF ‰ 1.
Next, let us define
K1pF q “ tx : F “ Gradx and x “ FX on BΩ0u, (6.6.9)
which is similar to KpF q, but we have removed the highly nonlinear constraint
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detF ą 0. Due to the inclusion K1pF q Ă KpF q, we see that
inf
F PK1pF q
xW pX,F pXqqy ď ĂW pF q. (6.6.10)
Now, as defined, W pX,F q is polyconvex, so we know that W “ W pp. Next, note
that for each X and F we have
S ¨ F ` pJ ´W ppX,S, pq ď W pX,F q (6.6.11)
for every S and p, where
W ppX,S, pq “ χp1qpXqpW p1qqppS, pq ` χp2qpXqqpW p2qqppS, pq, (6.6.12)
and where pW prqqppS, pq the polyconvex polar of W prq. Therefore, upon noting that
W p is independent of F , we see that
inf
F PK1pF q
txS ¨ F ` pJyu ´ xW ppX,S, pqy ď ĂW pF q. (6.6.13)
Upon considering S “ S and p “ p to be uniform, and owing to the fact that the
integrand in the first integral is a null Lagrangian, we find that
S ¨ F ` p J ´ xW ppX,S, pqy ď ĂW pF q. (6.6.14)
Upon denoting W
ppS, pq “ xW ppX,S, pqy, optimizing Eq. (6.6.14) over S and p, and
using Eq (6.6.8), we arrive at the lower bound
pW pqppF q ď ĂW pF q. (6.6.15)
We now proceed in calculating pW pqp. To start, we must calculate pW prqqp. Dropping
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the superscript r for the time being, we must therefore find
W ppS, pq “ sup
F
!
S ¨ F ` pJ ´ µ
2
|F | ` µJ
)
. (6.6.16)
The optimality conditions yield
S “ µF ´ pµ` pqF ˚, (6.6.17)
where F ˚ “ F´T detF . Now, in two dimensions, we recall that
fApλq “ detpλI ´ Aq “ λ2 ´ trpAqλ` detpAq (6.6.18)
is the characteristic polynomial of A, which, by the Cayley-Hamilton Theorem, has
the eigenvalues of A as its roots. As a consequence, it follows that a matrix satisfies
its own characteristic equation. As such,
0 “ C2 ´ I1C ` I3I, (6.6.19)
where C “ F TF , I1 “ trpCq “ |F |2 and I3 “ detpCq “ J2. Therefore, upon
multiplying Eq. (6.6.19) by C´1 and taking the trace, we find that
|F |2 “ |F ˚|2. (6.6.20)
We also record the fact that F ¨ F´T “ 2. Now, from Eq. (6.6.17), we find that
S ¨ F “ µ|F |2 ´ 2pµ` pqJ (6.6.21)
|S|2 “ pµ2 ` pµ` pq2q|F |2 ´ 4µpµ` pqJ (6.6.22)
detS “ pµ2 ` pµ` pq2qJ ´ µpµ` pq|F |2 (6.6.23)
where we used Eqs. (6.6.20) and (6.6.18) to obtain Eqs. (6.6.22) and (6.6.23), re-
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spectively. Moreover, Eqs. (6.6.22) and (6.6.23) may be used to find that
|F |2 “ 1
p2pp` 2µq2
`pµ2 ` pµ` pq2q|S|2 ` 4µpµ` pq detS˘ (6.6.24)
J “ 1
p2pp` 2µq2
`
µpµ` pqS|2 ` pµ2 ` pµ` pq2q detS˘ . (6.6.25)
Combining this all, and plugging back in Eq. (6.6.16), we find that
W ppS, pq “ ´ µ
2ppp` 2µq |S|
2 ´ µ` p
ppp` 2µq detS. (6.6.26)
It can be confirmed, as expected, that
W pppF q “ sup
S,p
tS ¨ F ` pJ ´W ppS, pqu “ W pF q. (6.6.27)
Upon defining
a0 “ a0ppq “
2ÿ
r“1
cprqµprq
ppp` 2µprqq , a1 “ a1ppq “
2ÿ
r“1
cprqpp` µprqq
ppp` 2µprqq , (6.6.28)
we have found that
W
ppS, pq “ ´a0ppq
2
|S|2 ´ a1ppq detS, (6.6.29)
and it therefore remains to calculate
pW pqppF q “ sup
S,p
tS ¨ F ` p J ´W ppS, pqu. (6.6.30)
It can be shown that
c0 “ µ p` 2µ
p1qµp2q
ppp` 2µp1qqpp` 2µp2qq (6.6.31)
c1 “ p
2 ` pµ` 2µp1qµp2qqµ´1qp` 2µp1qµp2q
ppp` 2µp1qqpp` 2µp2qq , (6.6.32)
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whereby
c1 ´ c0 “ p` 2µ
p1qµp2qqµ´1
pp` 2µp1qqpp` 2µp2qq , c1 ` c0 “
1
p
. (6.6.33)
The optimality conditions indicate that p ‰ ´2µprq for r “ 1, 2, else pW¯ pqppF q “ ´8,
and that
F “ ´a0S ´ a1S˚, (6.6.34)
J “ ´1
2
Ba0
Bp |S|
2 ´ Ba1Bp detS. (6.6.35)
Now, from Eq. (6.6.34), as above, we find that
S ¨ F “ ´a0|S|2 ´ 2a1 detS (6.6.36)
|F |2 “ pa20 ` a21q|S|2 ` 4a0a1 detS (6.6.37)
J “ a0a1|S|2 ` pa20 ` a21q detS. (6.6.38)
Note that in order to obtain an expression for pW pqp, it suffices to solve for |S|2, detS
and p in terms of |F |2 and J . Eqs. (6.6.37) and (6.6.38) constitute two equations in
the unknowns, which can be used to show that
|S|2 “ 1pa20 ´ a21q2
`pa20 ` a21q|F |2 ´ 4a0a1J˘ (6.6.39)
detS “ 1pa20 ´ a21q2
`´a0a1|F |2 ` pa20 ` a21qJ˘ . (6.6.40)
From this, we can immediately simplify our expression for pW pqppF q to read
pW pqppF q “ qµqµp` 2µp1qµp2q
„
µ p` 2µp1qµp2q
2
|F |2
´qµppq2 ` pµqµ` 2µp1qµp2qqp` 2qµµp1qµp2qqµ J

, (6.6.41)
The third equation, which is needed to determine p is obtained by combining Eqs.
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(6.6.35) and (6.6.38), leading to the requirement that
ˆ
a0a1 ` 1
2
Ba0
Bp
˙
|S|2 `
ˆ
pa20 ` a21q ` Ba1Bp
˙
detS “ 0. (6.6.42)
A rather tedious calculation reveals that Eq. (6.6.42) is equivalent to the condition
that
|S|2 ´ 2 detS “ 0, (6.6.43)
which, from Eqs. (6.6.37) and (6.6.38), it follows that |S|2 “ p2|F |2 and detS “ p2J .
However, in order for Eq. (6.6.43) to remain true, it must be that
p2p|F |2 ´ 2Jq “ 0. (6.6.44)
Since, in general, p|F |2 ´ 2Jq ě 0, with equality only in a few cases (for example
when F “ I), for our result to hold in general, we see that we require p “ 0. Using
this in Eq. (6.6.41), gives us our final result, namely that
pW pqppF q “ qµ
2
p|F |2 ´ 2q ´ pqµ´ 1qJ. (6.6.45)
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Chapter 7
Application to Neo-Hookean Hyperelastic
Laminates Under General 3D Loading
Conditions
Abstract
This paper deals with the stability and post-bifurcation response of rein-
forced hyperelastic composites under general loading conditions. It has long
been known that these types of materials can undergo both microscopic and
macroscopic instabilities. In the latter case, when the instability does not
result in material failure, the behavior of the composite after the onset of
the instability is less well understood. Recent work (Avazmohammadi and
Ponte Castan˜eda, 2016) indicates that it is possible for the “principal” solu-
tion, i.e. the solution before the onset of any instability, to bifurcate into a
lower energy solution via the formation of domains. These domains form on a
scale much larger than that of the heterogeneity, but still smaller than that of
the macroscopic specimen. This work is concerned with such domain formation
in Neo-Hookean laminates under general three-dimensional loading. In order to
obtain the post-bifurcation behavior, the quasiconvexification or relaxation of
the principal solution is computed explicitly. In addition, it is shown that the
macroscopic instabilities are triggered not by the loss of strong ellipticity, but
rather by the loss of global rank-1 convexity of the principal solution, which,
in general, happens first. The calculation also reveals that the relaxation re-
quires, in general, a rank-2 “laminate-within-a-laminate” microstructure and
allows for multiple “perfectly soft” modes of deformation.
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7.1 Introduction
Reinforced elastomers are an important class of composite materials in many
industrial applications. They include traditional types, such as fiber-reinforced elas-
tomers, but also thermoplastic elastomers (TPEs), which are a special class of block
copolymers consisting of “hard” (glassy or crystalline) and “soft” (rubbery) blocks
that self-assemble at the nanometer scale into a wide range of microstructures
(Fredrickson and Bates, 1996), including periodic arrangements of spherical particles
(Prasman and Thomas, 1998), cylindrical fibers (Honeker et al., 2000) and layers
(Cohen et al., 2000). Interestingly, highly oriented TPEs samples with layered and
cylindrical microstructures are known to undergo instabilities for certain special load-
ing configurations (Honeker et al., 2000). For example, highly oriented layered TPEs
subjected to large stretches perpendicular to the layers undergo instabilities lead-
ing to a relatively soft macroscopic mechanical response. These instabilities at the
macroscopic level are associated with the formation of “chevron” microstructures or
lamellar domains (see Fig. 8 of Cohen et al., 2000) at the microscopic scale—similar
to those observed in shape memory alloys.
This paper is concerned with the possible development of “material instabilities”
in reinforced elastomeric composites and, more specifically, with their homogenized
or macroscopic response beyond the onset of such instabilities. In particular, we
are interested in the response of the composite after loss of strong ellipticity of the
“principal” macroscopic response (or homogenized response before the onset of any
instabilities). In this context, it is useful to recall (e.g., Truesdell and Toupin, 1960)
that strong ellipticity is a sufficient condition for uniqueness of the elasticity bound-
ary value problem of place (for a material with uniform properties). For metals and
other materials exhibiting rate-independent plastic response, loss of strong ellipticity
typically leads to localization of the deformation into bands and eventual failure of
the material (Rice, 1976). For reinforced elastomeric composites, it has recently be
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shown (Avazmohammadi and Ponte Castan˜eda, 2016) that loss of strong ellipticity
can also lead to the formation of lamellar domains with associated “soft” (but sta-
ble) deformation modes. In this work, which builds on earlier work by Furer and
Ponte Castan˜eda (2018a) for plane strain loading of layered composites, the macro-
scopic response of such layered elastomeric composites is investigated under more
general three-dimensional loading conditions leading to loss of ellipticity of the prin-
cipal homogenized response.
A general framework for describing the macroscopic response of hyperelastic com-
posites undergoing finite strains was first given by Hill (1972). For hyperelastic com-
posites with periodic microstructures, mathematically rigorous formulations incor-
porating the possible development of instabilities were developed by Braides (1985)
and Mu¨ller (1987). These authors showed that the effective, or homogenized, stored-
energy function of the composite can be computed by considering solutions that are
periodic on multiple cells of the composite’s microstructure and choosing the one
that leads to the smallest overall energy. Exact results for the principal macroscopic
response of layered composites under specific loading conditions were obtained by
Triantafyllidis and Maker (1985). More significantly, these authors found that the
principal solution could become unstable either by microbuckling of the layers (see
also Rosen, 1965), or by long-wavelength buckling modes, which could be captured
by loss of ellipticity of the principal macroscopic response. Building on these ear-
lier works, Geymonat et al. (1993) considered more general periodic microstructures
and provided conditions under which such microscopic and macroscopic instabili-
ties can occur. In particular, they showed that the loss of strong ellipticity of the
incremental problem associated with the homogenized energy function generally cor-
responds to the onset of macroscopic or long-wavelength instabilities. Applications
to porous and rigidly reinforced elastomers with periodic microstructures were given
by Triantafyllidis et al. (2006), Michel et al. (2007) and Michel et al. (2010). For
the porous elastomers, Bertoldi et al. (2008) confirmed experimentally the existence
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of the microscopic instabilities and also characterized the post-bifurcation response,
which was found to exhibit soft modes of deformation. Bounds for hyperelastic com-
posites with more general random microstructures have been given by Odgen (1978)
and Ponte Castan˜eda (1989), while various estimates for the macroscopic response
and onset of instabilities for such more general microstructures have been developed
over the last 20 years (e.g., Ponte Castan˜eda and Tiberio, 2000; Lahellec et al., 2004;
deBotton, 2005; Lopez-Pamies and Ponte Castan˜eda, 2006a,b; deBotton et al., 2006;
Agoras et al., 2009a; Avazmohammadi and Ponte Castan˜eda, 2014a,b).
As already mentioned, this work is concerned with describing the effective response
of hyperelastic composite materials after the onset of macroscopic instabilities. For
this purpose, following Avazmohammadi and Ponte Castan˜eda (2016), we propose to
make use of the quasiconvexification, or relaxation, of the principal solution for the
energy, which can be viewed as a generalized Maxwell construction, where solutions
are interpreted as (minimizing) sequences of deformations whose energies converge
(in some appropriate sense) to a minimum value. The computation of the relaxation
is in general a very difficult problem, and it is usually only possible to compute upper
and lower bounds, as given by the rank-1 convexification and the polyconvexification,
respectively (Ball, 1977; Kohn and Strang, 1986; Dacorogna, 1989). This method-
ology was developed and utilized by Ball and James (1987) to describe solid-solid
phase transformations in martensitic materials. More recently, DeSimone and Dolz-
mann (2000, 2002) made use of this methodology to compute exactly the relaxation
of the energy for a class of nematic liquid crystal elastomers (LCEs). In fact, they
provided one of the first examples of the successful computation of the relaxation by
first computing the rank-1 convexification and then showing that it is identical to its
polyconvexification. In the context of hyperelastic composites, Avazmohammadi and
Ponte Castan˜eda (2016) investigated the class of two-dimensional fiber-reinforced
composites considered earlier by Lopez-Pamies and Ponte Castan˜eda (2006b), and
used their estimate for the principal homogenized response to generate a correspond-
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ing estimate for the relaxed energy, by first computing the rank-1 convexification
and then showing that it is polyconvex. In turn, in Chapter 6, we made use of the
same general approach—together with an exact estimate for the principal solution
for the homogenized energy function—to generate exact estimates for the relaxation
(or post-bifurcation) of the energy function for laminated composites subjected to
plane strain loading conditions. One important finding in these works was that the
principal solution generally loses global (strict) rank-1 convexity before loss of strong
ellipticity, which suggests that the estimates for the onset of macroscopic instabilities
based on loss of strong ellipticity of the principal solution (Geymonat et al., 1993)
are, in general, only upper bounds for such instabilities.
Our primary focus here is to calculate the relaxation of the homogenized energy
for a class of Neo-Hookean laminates under general three-dimensional loadings. Sec-
ondary to the calculation is an investigation of the relation between strict (global)
rank-1 convexity of the homogenized energy and loss of ellipticity. As such, the rest
of the paper is laid out as follows. Section 7.2 presents some basic results regarding
laminated elastomer composites: Section 7.2.1 provides a brief review of transversely
isotropic materials, and introduces new invariants that will turn out to be useful in the
calculation of the relaxation, while Section 7.2.2 recalls some results for the principal
solution. Then, Section 7.3 details the calculation of the relaxation, leading to the
analytical expression (7.3.41) for the quasiconvexification QxW in terms of the rank-1
convexification RxW , as given by (7.3.32) with (7.3.29). Finally, Section 7.4 describes
further the physical implications of the relaxation construction, and highlights the
distinguishing features of the relaxed energy. While some of the important defini-
tions relating to the calculus of variations are assumed to be known to the reader and
recalled in the text, a more complete discussion of the relevant concepts needed in
carrying out our analysis is given in Chapter 5.
We close the introduction by commenting on the notation that will be used in this
work. We fix the standard Cartesian basis teiu, with respect to which vectors with
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Cartesian components ai or Ai are represented by bold letters a or A, respectively.
Second-order tensors with Cartesian components Fij are represented by bold italic
letters F , while fourth-order tensors with Cartesian components Lijkl are denoted
by barred letters L. Here i, j, k, l range from 1 to 3. When appropriate, use will be
made of the standard notation in continuum mechanics literature. Specifically, the
Einstein summation convention will be utilized, so that repeated indices are summed
over. Given two vectors a,b, the scalar product a ¨ b is defined by aibi, while the
dyadic product abb is defined to be the (rank-1) second-order tensor with Cartesian
components aibj. Similarly, the inner product of two second-order tensors is given by
H ¨G “ trpHGT q “ HijGij.
7.2 Preliminary Results for Laminates
7.2.1 Transverse Isotropy
By construction, a laminated composite consisting of isotropic phases exhibits
transverse isotropy, where the direction of transverse isotropy, denoted by the unit
vector N, is normal to the layers and corresponds to the direction of lamination.
Therefore, it is helpful to discuss the invariants that will be used in describing the
constitutive behavior of these transversely isotropic materials.
Without loss of generality we take N “ e1, and choose e2 and e3 to be so that
teiu represents the standard Cartesian basis. Now, given a macroscopic deforma-
tion gradient F , we define the associated right Cauchy-Green tensor as C “ F TF ,
and consider the following set of independent transversely isotropic invariants (e.g.,
Steigmann, 2003):
I1 “ trpCq, I2 “ trpC˚q, I3 “ detpCq, I4 “ N ¨ pCNq, I5 “ N ¨ pC˚Nq, (7.2.1)
where C
˚ “ rdetpCqsC´T denotes the adjugate of C.
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In the context of the laminates of interest in this work, the invariants I4 and I5
have simple physical interpretations. Note that I4 “ N ¨ CN “ |FN|2, and hence,
by taking
λn “ |FN| “
a
I4, (7.2.2)
we see that I4 is related to λn, which represents the amount of stretch of a material
line element that is aligned with N in the undeformed configuration.
Next, we recall Nanson’s Formula:
nda “ F ˚NdA, (7.2.3)
where dA represents the area of a material surface element with unit normal N in the
undeformed configuration, while da represents the area of a material surface element
with unit normal n in the deformed configuration. Thus, it follows that
da
dA
“ |F ˚N| “
b
N ¨ pC˚Nq “aI5, (7.2.4)
whereby it is seen that I5 is related to the local change in area of a material surface
element with outward normal N in the undeformed configuration.
As noted by Ericksen and Rivlin (1954), the list of invariants I1, . . . , I5 is not
unique. In fact, as we will see later, the sets of invariants that are needed to provide
a concise description of the principal solution and relaxation of the incompressible
laminated composite are different, and it is useful to introduce such alternative sets
of invariants at this point. For this purpose, we define the symmetric (semi-positive
definite) tensor
D ” F F T ´ pFNq b pFNq, (7.2.5)
which, as shown in Section 7.6, is a transversely isotropic tensor function of F and
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can be diagonalized in the form
D “ d22 t2 b t2 ` d23 t3 b t3 (7.2.6)
where 0 “ d21 ă d22 ď d33 represent the eigenvalues of D, and where the set tt1, t2, t3u
are the corresponding eigenvectors, defined by
t1 “ 1?
I5
F
˚
N, t2 “ 1
d2
Fpe2, t3 “ 1
d3
Fpe3. (7.2.7)
Here, as described in Section 7.6, pe2,pe3 are orthogonal unit vectors (also orthogonal to
N “ e1), whose orientations depend on F . As also demonstrated in Section 7.6, d2 “
|Fpe2| and d3 “ |Fpe3| are transversely isotropic invariants of F and straightforward
calculations show that
d2 “
d
pI1 ´ I4q ´
apI1 ´ I4q2 ´ 4I5
2
, d3 “
d
pI1 ´ I4q `
apI1 ´ I4q2 ´ 4I5
2
,
(7.2.8)
with I1, I4 and I5 as defined above. Further note that
d22 ` d23 “ I1 ´ I4, d2d3 “
a
I5, (7.2.9)
and, since d2 ď d3, that d22 ď
?
I5 ď d23. Physically, d2 and d3 are the stretches
of material line elements respectively aligned with the pe2 and pe3 directions within
the layers. More precisely, D1{2 is a two-dimensional stretch tensor projected on the
plane of the layers, while d2 and d3 are the associated principal stretches. However,
in general, neither λn, nor d2, d3, are principal stretches.
In addition, we introduce invariants ψk pk “ 1, 2, 3q, defined by
cosψk “ tk ¨
ˆ
1
|FN|FN
˙
, (7.2.10)
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whereby ψk represents the angle between tk, defined in Eq. (7.2.7), and FN. In
particular, upon recalling (see Lopez-Pamies and Ponte Castan˜eda, 2009) that the
rotation of the layers in a hyperelastic laminate is controlled by Nanson’s formula,
it is seen that ψ1 is a measure of the amount of rotation of the layers in the current
configuration relative to the orientation of a material line element initially aligned
with the lamination direction N in the undeformed configuration.
It follows from expressions (7.2.7)1 and (7.2.10) that
cosψ1 “
c
I3
I4I5
“ detF
λnd2d3
, (7.2.11)
which, in the incompressible limit (detF “ 1), can be used to express λn in terms of
d2 and d3, i.e.,
λn “ 1
d2d3 cosψ1
. (7.2.12)
Due to the impenetrability constraint detF ą 0, we see that cosψ1 ą 0, implying
´pi
2
ă ψ1 ă pi2 . Since the vectors tk form an orthonormal basis, we find that
cos2 ψ1 ` cos2 ψ2 ` cos2 ψ3 “ 1, (7.2.13)
which implies only two of the three angles are independent. Note that if ψ1 “ 0, then
automatically ψ2 “ ψ3 “ pi2 , by Eq. (7.2.13). Moreover, since cosψ1 ą 0, ψ2 and
ψ3 cannot simultaneously take the value
pi
4
, and neither ψ2 nor ψ3 can ever take the
value 0.
As already noted, for the transversely isotropic materials, five invariants are re-
quired to completely describe F . As such, instead of using the classic transversely
isotropic invariants I1, . . . , I5, defined in Eq. (7.2.1), it is possible to alternatively use
d2, d3, λn, ψ1 and either ψ2 or ψ3. In terms of this choice of invariants, I1, . . . , I5 can
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be expressed as
I1 “ d22 ` d23 ` λ2n, I2 “ λ2npd22 sin2 ψ2 ` d23 sin2 ψ3q ` d22d23,
I3 “ λ2nd22d23 cos2 ψ1, I4 “ λ2n, I5 “ d22d23, (7.2.14)
where it is recalled that ψ1, ψ2 and ψ3 are related by (7.2.13). As shown in Propo-
sition 9 of Section 7.6, when F is such that the layers do not rotate relative to FN
(ψ1 “ 0), λn, d2 and d3 become the principal stretches. More generally, if ψ2 or ψ3
takes the value pi
2
, then d2 or d3 becomes a principal stretch.
Finally, for use in the proof of polyconvexity, we introduce the invariants i3 “?
I3 “ detpF q, i4 “ |FN| “ ?I4, i5 “ |F ˚N| “ ?I5, i6 “ d23, where we have
attempted to make the notation consistent (except for i6) with that of Steigmann
(2003). Further details on the derivation of these results involving the various in-
variants, as well as other useful properties, are given in Section 7.6. To close this
section, the above results for the sets of invariants that will be used going forward
are summarized in Table 7.1.
Set Description
pI1, I3, I4, I5q I1 “ trpCq, I3 “ detpCq, I4 “ N ¨ pCNq, I5 “ N ¨ pC˚Nq.
pλn, ψ1, d2, d3q
λn “
a
I4, cos
2 ψ1 “ I3
I4I5
,
d2,3 “
d
I1 ´ I4 ˘
apI1 ´ I4q2 ´ 4I5
2
.
pi3, i4, i5, i6q i3 “ detpF q, i4 “ |FN|, i5 “ |F ˚N|, i6 “ d23.
Table 7.1: This table summarizes the different sets of invariants, together with their
definitions, used in various parts of the paper. Note that I2 will not be needed and
is therefore omitted from the table.
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7.2.2 Principal solution xW
Here, we consider a simple laminate consisting of two phases, which are layered
in a direction with unit normal N, in prescribed volume fractions cprq (r “ 1, 2). For
simplicity, the phases are assumed to be incompressible Neo-Hookean materials, with
stored-energy functions of the form
W prqpF q “ µ
prq
2
trpF TF ´ Iq `KpdetF q, (7.2.15)
where µprq represents the shear modulus of phase r, and where
KpJq “
$’&’%0, J “ 1,8, J ‰ 1 (7.2.16)
serves to enforce the incompressibility condition.
For such laminated materials, the following expression, due to Agoras et al.
(2009b) (see also deBotton, 2005), for the “principal” solution for the homogenized
stored-energy function is known:
xW pF q “ µ
2
pI1 ´ 3q ´ µ´ qµ
2
`
I4 ´ I´15
˘`KpI3q, (7.2.17)
where
µ “ cp1qµp1q ` cp2qµp2q and qµ “ ˆ cp1q
µp1q
` c
p2q
µp2q
˙´1
(7.2.18)
represent, respectively, the arithmetic and harmonic means of the shear moduli.
A straightforward calculation shows that the average Cauchy stress T “ S F T is
given by
T “ µF F T ´ pµ´ qµqpFNq b pFNq ` pµ´ qµq
|F´TN|4
pF´TNq b pF´TNq ´ pI, (7.2.19)
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where p is an arbitrary Lagrange multiplier associated with incompressibility.
Next, we consider the application of the strong ellipticity condition for the lam-
inate with stored-energy function xW . However, due to incompressibility, the strong
ellipticity condition at F should be checked on the push-forward of the associated
elasticity tensor pL (Ogden, 1997), requiring that
F¯jpF¯lqpLipkqpF qminjmknl “ F¯jpF¯lq B2xW pF qBF¯ipBF¯kqminjmknl ą 0, (7.2.20)
for all non-zero unit vectors m and n such that m ¨ n “ 0. This condition can be
shown (Agoras et al., 2009b) to reduce to
µpn ¨ F F Tnq ´ pµ´ qµqrpFNq ¨ ns2
` pµ´ qµqrpF´TNq ¨ms2
|F´TN|4
#
4rpF´TNq ¨ ns2
|F´TN|2
´ 1
+
ą 0. (7.2.21)
To properly check whether xW is strongly elliptic at a given F , it is useful to introduce
the quantity pΛpF q “ inf
|n|“|m|“1
n¨m“0
F¯jpF¯lq
B2xW
BF¯ipBF¯kq pF qminjmknl, (7.2.22)
which is often referred to as the best ellipticity constant (Geymonat et al., 1993). The
constraints in the minimization problem defined in Eq. (7.2.22) are accounted for by
making use of Lagrange multipliers. By writing out the stationary conditions, these
multipliers can be solved for, and it can be shown that F
´T
N P spantn,mu, so that,
in particular, rpF´TNq ¨ms2 “ |F´TN|2 ´ rpF´TNq ¨ ns2. Therefore, we can write
pΛpF q “ inf
|n|“1
FpF ,nq, (7.2.23)
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where
FpF ,nq “ µpn ¨ F F Tnq ´ pµ´ qµqrpFNq ¨ ns2
` µ´ qµ
|F´TN|2
#
1´ rpF
´T
Nq ¨ ns2
|F´TN|2
+#
4rpF´TNq ¨ ns2
|F´TN|2
´ 1
+
. (7.2.24)
The minimization in Eq. (7.2.23) can be carried out numerically, but there are
some cases in which the calculation can be done explicitly. We discuss two such
special cases next. In what follows, we make use of the quantity rλ, defined by
0 ă rλ ” 1´ qµ
µ
ă 1. (7.2.25)
Pure Shear: In pure shear, the deformation gradient takes the form
F “ λne1 b e1 ` e2 b e2 ` λ´1n e3 b e3, (7.2.26)
and the laminate loses strong ellipticity when
λn “ λpsse “ rλ´1{4 ą 1, (7.2.27)
which corresponds to sufficiently large tension in the direction normal to the layers
and agrees with the result of Triantafyllidis and Maker (1985).
Axisymmetric Compression/Extension: For the case of axisymmetric
compression/extension, the deformation gradient takes the form
F “ λne1 b e1 ` λ´1{2n e2 b e2 ` λ´1{2n e3 b e3, (7.2.28)
and the Neo-Hookean laminate loses strong ellipticity under axisymmetric extension
when
λn “ λaxise “ rλ´1{3 ą 1, (7.2.29)
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which agrees exactly with the findings of Agoras et al. (2009b). Note that
1 ă λpsse ď λaxise , (7.2.30)
with equality if and only if µp1q Ñ µp2q (in which case λaxise “ λpsse Ñ 8).
7.3 Relaxation of the energy
7.3.1 Rank-1 convexification of xW
We calculate RxW by making use of the Kohn-Strang formula (Kohn and Strang,
1986). Thus, upon defining R0xW “ xW , and
RkxW pF q “ inf
a,Nk,ck
!
p1´ ckqRk´1xW pF ´ ckabNkq ` ckRk´1xW pF ` p1´ ckqabNkq),
(7.3.1)
for k “ 1, 2, ..., it follows that
RxW pF q “ lim
kÑ8Rk
xW pF q. (7.3.2)
As will be seen later, for the neo-Hookean laminates of interest here, it will be nec-
essary to perform two iterations of the lamination procedure to obtain the rank-1
convexification.
In addition, as will also be seen later, the relaxation of the energy of the laminate is
best expressed in terms of the invariants λn, ψ1, d2, d3, defined in the previous section
and listed in Table 7.1. For this reason, it is convenient to also rewrite the expression
for the principal solution of the energy xW in terms of these invariants. Thus, using
the identities (7.2.9), it can be readily shown that expression (7.2.17) for xW can be
alternatively written in the form
xW pF q “ qµ
2
λ2n ` g0pd2, d3q `Kpd2d3λn cosψ1q, (7.3.3)
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where
g0pd2, d3q “ µ
2
˜
d22 ` d23 ´ 3`
rλ
pd2d3q2
¸
, (7.3.4)
and the function K, defined by (7.2.16), serves to enforce the incompressibility con-
dition given by (7.2.12). Note that the result is symmetric in d2 and d3, as expected,
in spite of our labeling convention that d2 ď d3. Moreover, the principal solution
is written in this fashion because the relaxation procedure described below will only
affect the “hard” part of the energy defined by the function g0 and proportional to
µ. Indeed, the relaxation procedure will essentially correspond to the “softening” of
certain modes of deformation associated with g0 by the formation of suitably oriented
domains.
7.3.1.1 Calculation of R1xW
We start by making use of Eq. (7.3.1) with k “ 1. On account of incompressibility,xW pF q returns an infinite value for F with detF ‰ 1, and, as noted by deBotton
(2005) in his work on sequentially layered elastomers, we can restrict our attention
to values of a and N1 in the infima of Eq. (7.3.1) that satisfy
1 “ detpF ´ c1abN1q “ detF detpI ´ c1F´1abN1q “ p1´ c1F´1a ¨N1q, (7.3.5)
implying that pF´1aq ¨ N1 “ 0. Therefore, upon defining ω1 “ |F´1a| and M1 “
1
ω1
F
´1
a, we look to calculate
R1xW pF q “ inf
ω1,c1,N1,M1
|N1|“|M1|“1,N1¨M1“0
!
p1´ c1qxW pF rI ´ c1ω1M1 bN1sq
`c1xW pF rI ` p1´ c1qω1M1 bN1sq) . (7.3.6)
By construction, |M1| “ 1, and, without loss of generality, we have assumed that
|N1| “ 1. Then, the orthogonality constraint reduces the number of scalar unknowns
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needed to determine the optimal values of N1 and M1 down to three, which we
represent as the three angles φ1, θ1 and β1. As such, we look to solve the 5-dimensional
minimization problem
R1xW pF q “ inf
ω1,c1,φ1,θ1,β1
!
p1´ c1qxW pF rI ´ c1ω1M1 bN1sq
`c1xW pF rI ` p1´ c1qω1M1 bN1s) , (7.3.7)
where, with respect to the Cartesian basis teiu,
N1 “
»———–
cosφ1
sinφ1 cos θ1
´ sinφ1 sin θ1
fiffiffiffifl , M1 “ cos β1
»———–
´ sinφ1
cosφ1 cos θ1
´ cosφ1 sin θ1
fiffiffiffifl` sin β1
»———–
0
sin θ1
cos θ1
fiffiffiffifl . (7.3.8)
From the associated stationary conditions, we find that φ1 “ pi2 , and
tanp2θ1q “ 2C23
C33 ´ C22 , (7.3.9)
where Cij are the Cartesian components of C “ F T F . In particular, we observe that
N1 ¨N “ 0, so that the direction of lamination in this rank-1 lamination procedure
is orthogonal to the direction of lamination of the original layered material. It is
interesting to note that θ1 “ pθ, where pθ is given by Equation (7.6.8) in the definition
of the eigenvectors of D “ F F T ´ pFNq b pFNq. In fact, we have N1 “ pe2, while
tanpβ1q “ pFpe3q ¨ pFNq
d23
, (7.3.10)
ω1 “ ˘ 2
cospβ1q|F´Tpe2|2
barλd3|F´Tpe2|2 ´ d23, (7.3.11)
and
c1 “ 1
2
¨˝
1˘ pF
´T
Nq ¨ pF´Tpe2qbarλd3|F´Tpe2|2 ´ d23 ‚˛. (7.3.12)
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It is clear that from Eq. (7.3.7) that RxW pF q is not identically xW pF q so long as
c1 ‰ 0 or 1, or ω1 ‰ 0; in any of these cases, neither F rI ´ c1ω1M1 b N1s nor
F rI`p1´ c1qω1M1bN1s will equal F . Moreover, Eqs. (7.3.10)-(7.3.12) can be used
to show that the above requirement boils down to
0 ď c1p1´ c1qω21 “ 1
cos2pβ1q|F´Tpe2|2
´arλd3 ´ pd2d3q2¯ , (7.3.13)
where it is recalled that d2 has been assumed to be less than d3. It thus follows that,
in order for RxW pF q to be different from xW pF q, the condition
d2 ă
rλ1{4
d
1{2
3
(7.3.14)
must be satisfied.
Then, defining
g1pd2, d3q “ µ
2
˜
d23 ` 2
rλ1{2
d3
´ 3
¸
, (7.3.15)
it can be shown that the energy (7.3.6) of the rank-1 lamination can be expressed in
the form (cf. (7.3.3) with (7.3.4))
R1xW pF q “ qµ
2
λ2n ` gpd2, d3q `Kpd2d3λn cosψ1q, (7.3.16)
where
gpd2, d3q “
$’&’%g0pd2, d3q d2 ě
rλ1{4{d1{23 ,
g1pd2, d3q d2 ă rλ1{4{d1{23 . (7.3.17)
Having obtained an analytical expression for R1xW in terms of F , we now check
to see whether or not it is rank-1 convex. To do this, we simply check the Legendre-
Hadamard condition, as given by Eq. (7.2.20) (with the inequality ą replaced by ě),
as it pertains to R1xW . Clearly, in the region where R1xW pF q “ xW pF q, we know thatxW is rank-1 convex already. Therefore, R1xW is globally rank-1 convex if and only
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if its associated elasticity tensor pLR1 satisfies the Legendre-Hadamard condition for
d2 ă rλ1{4{d1{23 . We find that, in this region,
F¯jpF¯lqpLR1ipkqminjmknl “ qµrpFNq ¨ ns2 ` 3µ4 arλd´53
„
m ¨
ˆBd23
BF F
T
n
˙2
`
µ
2
´
1´
arλd´33 ¯ F¯jpF¯lq B2d23BF¯ipBF¯kqminjmknl, (7.3.18)
where expressions for
Bd23
BF as well as
B2d23
BF BF are given by Proposition 7 in Section 7.6.
Note that the first two terms are certainly always positive, as is the factor involving
B2d23
BF BF in the last term, on account of the convexity of the mapping F ÞÑ d23rF s (see
Section 7.6). However, the factor
´
1´
arλd´33 ¯ in the last term need not be positive.
In fact, by taking m “ t2 and n “ t3, and choosing F for which
d2 ă rλ1{4{d1{23 and d3 ă rλ1{6, (7.3.19)
the expression in Eq. (7.3.18) can be shown to reduce to
F¯jpF¯lqpLR1ipkqminjmknl “ qµrpFNq ¨ t3s2 ` µ´1´arλd´33 ¯ d43d23 ´ d22 , (7.3.20)
which is less than zero whenever rpFNq ¨ t3s2—an expression for which is given by
(7.6.49) in Section 7.6—is small enough. For definiteness, we remark that there exist
deformations satisfying Eq. (7.3.19) and rpFNq ¨ t3s2 “ 0. Hence, R1xW fails to be
rank-1 convex in this part of the domain, and we must perform (at least) a second
lamination procedure in order to find RxW .
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7.3.1.2 Calculation of R2xW
Following the sequential lamination procedure, and making use of Eq. (7.3.1),
with k “ 2, we now look to compute
R2xW pF q “ inf
ω2,c2,φ2,θ2,β2
!
p1´ c2qR1xW pF rI ´ c2ω2M2 bN2sq
`c2R1xW pF rI ` p1´ c2qω2M2 bN2sq) , (7.3.21)
where N2 and M2 are expressed in terms of φ2, θ2 and β2 in the same way as N1
and M1 are in terms of φ1, θ1 and β1 in Eq. (7.3.8). The stationary conditions reveal
that φ2 “ pi2 , which implies N2 ¨N “ 0. Moreover, for any choice of θ2 and β2, upon
defining
A1 “ rλ1{3pFM2q ¨ pFN2q ´ cospβ2qpF´TN2q ¨ pF´TNq, (7.3.22)
A2 “ rλ1{3|FM2|2 ´ cos2pβ2q|F´TN2|, (7.3.23)
we find that
ω2 “ ˘ 2
A2
b
A21 ` rrλ2{3 ´ pI1 ´ I4qrλ1{3 ` I5sA2 (7.3.24)
and
c2 “ 1
2
¨˝
1˘ A1b
A21 ` rrλ2{3 ´ pI1 ´ I4qrλ1{3 ` I5sA2 ‚˛. (7.3.25)
Eqs. (7.3.24)-(7.3.25) are direct consequences of the fact that
d3
“
F pI ´ c2ω2M2 bN2q
‰ “ d3 “F pI ` p1´ c2qω2M2 bN2q‰ “ rλ1{6. (7.3.26)
As was the case for R1xW, R2xW is not identically R1xW as long as c2 ‰ 0 or 1, or
ω2 ‰ 0. Analogous to Eq. (7.3.13), we find that this requirement reduces to
0 ď c2p1´ c2qω22 “
rλ2{3 ´ pI1 ´ I4qrλ1{3 ` I5
A2
, (7.3.27)
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where it is noted that the numerator rλ2{3´pI1´ I4qrλ1{3` I5 is nothing more than the
part of the characteristic polynomial of D that determines its nonzero eigenvalues,
evaluated at rλ1{3 (see Eq. (7.6.9) in Section 7.6 for details). Therefore, the first time
that this expression is identically zero is precisely when F is such that d3 “ rλ1{6. As
a consequence, it can be shown that the rank-2 lamination can be expressed in the
form
R2xW pF q “ qµ
2
λ2n ` grpd2, d3q `Kpd2d3λn cosψ1q, (7.3.28)
where (recall that d2 ď d3)
grpd2, d3q “
$’’’’’&’’’’’%
g0pd2, d3q d2 ě rλ1{4{d1{23 ,
g1pd2, d3q d2 ă rλ1{4{d1{23 and d3 ě rλ1{6,
g2pd2, d3q d3 ă rλ1{6.
(7.3.29)
and where
g2pd2, d3q “ 3µ
2
prλ1{3 ´ 1q. (7.3.30)
A simple calculation then shows that
F jpF lq
B2g2
BF ipBF kqminjmknl “ qµ “pFN0q ¨ n‰2 ě 0. (7.3.31)
Therefore, g2 is rank-1 convex whenever d2 ď d3 ă rλ1{6. Moreover, g1 is rank-1 convex
in the region where d2 ă rλ1{4{d1{23 and d3 ě rλ1{6 (see Eq. (7.3.18)), while g0pF q is
rank-1 convex when d2 ě rλ1{4{d1{23 . In conclusion, R2xW is rank-1 convex, and it must
therefore be the rank-1 convexification of the principal solution xW , so that
RxW pF q “ R2xW pF q “ qµ
2
λ2n ` grpd2, d3q `Kpd2d3λn cosψ1q, (7.3.32)
where gr is given by expressions (7.3.29). It should be remarked that the final ex-
pression for RxW is not symmetric in d2 and d3, due to the lack of symmetry of g1,
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as defined by (7.3.15). This is a consequence of the labeling convention that d2 ď d3.
However, it is clear from the derivation that an identical result would be obtained
with d2 and d3 interchanged, had d2 been assumed to be greater than d3. Therefore,
the result for RxW could be rewritten for general values of d2 and d3 by symmetrizing
gr, which would involve symmetrizing only g1 in d2 and d3, since g0 and g2 are already
symmetric.
We close this section by recording expressions for the Cauchy stresses associated
with RxW . A straightforward calculation gives
T “ qµpFNq b pFNq ` µT r ´ pI, (7.3.33)
where p is an arbitrary hydrostatic stress associated with the incompressibility con-
straint, and where
T r “
$’’’’’&’’’’’%
rλ
pd2d3q2 t1 b t1 ` d
2
2t2 b t2 ` d23t3 b t3, d2 ě rλ1{4{d1{23 ,´
d23 ´
arλd´13 ¯ t3 b t3, d2 ă rλ1{4{d1{23 and d3 ě rλ1{6,
0, d3 ă rλ1{6.
(7.3.34)
Written in this form, it is seen that the stress component qµpFNqbpFNq corresponds
to the “soft” part of the principal solution for the energy pqµ{2qλ2n, while T r corre-
sponds to the relaxation gr of the “hard” part of the energy g0, as given by expression
(7.3.29) and (7.3.4), respectively. It should be recalled that λn is related to the layer
in-plane stretches d2 and d3 by the incompressibility constraint λnd2d3 cosψ1 “ 1. In
connection with (7.3.34), it is seen that, with each lamination, there are fewer such
hard modes of deformation, and, in fact, after a second lamination procedure, none
are left. More specifically, the macroscopic Cauchy stress T is given by the “relaxed”
stress contribution T r superimposed on a (soft) uniaxial stress qµpFNq b pFNq (and
an arbitrary pressure associated with the incompressibility constraint). Moreover,
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the relaxed stress, which initially has three independent “hard” modes (in the un-
relaxed region), loses 2 such modes in the rank-1 lamination region and all 3 in the
rank-2 region. This means, for example, that in the rank-2 region, the relaxed stress
is identically zero, making all the components of the total stress vanish and leading
to perfectly soft (liquid-like) response—except for the uniaxial state associated with
pFNqbpFNq (and the arbitrary hydrostatic pressure). In particular, this also means
that the stress will be constant if the quantity FN is left unchanged; in other words,
the remaining deformation will be accommodated by changing the structure (e.g.,
the volume fractions) of the domains. This was also found to be the case for plane
strain loading, as was discussed by Furer and Ponte Castan˜eda (2018a). In fact, it
can be shown that Eqs. (7.3.28)-(7.3.29), and hence Eqs. (7.3.33)-(7.3.34), reduce
to the results obtained by Furer and Ponte Castan˜eda (2018a) for plane strain con-
ditions. It should also be noted that—just like the expression (7.3.32) for RxW—the
above expressions for T (specifically the part given by T r, which is valid for d2 ď d3)
can also be generalized for arbitrary values of d2 and d3 by symmetrizing the second
expression in (7.3.34) for T r with respect to d2 and d3.
7.3.2 Polyconvexity of RxW
To establish the polyconvexity ofRxW , we start by rewriting the expression (7.3.32)
together with (7.3.29), as functions of i3, i4, i5 and i6, as defined in Table 7.1. Indeed,
it is straightforward to see that
RxW pF q “ fpF q `KpdetF q “ wpi4, i5, i6q `Kpi3q, (7.3.35)
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where
wpi4, i5, i6q “$’’’’’&’’’’’%
w0pi4, i5, i6q “ qµ2 i24 ` µ2
´
i6 ` i25i´16 ` rλi´25 ´ 3¯ , i6 ď rλ´1i45,
w1pi4, i5, i6q “ qµ2 i24 ` µ2
ˆ
i6 ` 2
brλi´16 ´ 3˙ , rλ´1i45 ă i6 and rλ1{3 ď i6,
w2pi4, i5, i6q “ qµ2 i24 ` 3µ2
´rλ1{3 ´ 1¯ , i6 ă rλ1{3.
(7.3.36)
Now, Kpi3q is certainly convex in i3 “ detF . Therefore, by the result of Schro¨der
and Neff (2003) pertaining to additive polyconvex functions, it will then follow that
RxW is polyconvex provided that we can show that w is also polyconvex. On the
other hand, Proposition 10 states that fpF q “ wpi4, i5, i6q is polyconvex if w can be
shown to be a continuously differentiable function that is convex and nondecreasing
in each of its arguments.
It is easy to see that w0pi4, prλi6q1{4, i6q “ w1pi4, prλi6q1{4, i6q and w1pi4, i5, rλ1{3q “
w2pi4, i5, rλ1{3q, hence w is continuous. Next, by defining the operator
Dr¨s ÞÑ
”
B¨
Bi4 ,
B¨
Bi5 ,
B¨
Bi6
ıT
,
we calculate
Dw0 “
»———–
qµi4
µi5
´
i´16 ´ rλi´45 ¯
µ
2
`
1´ i25i´26
˘
fiffiffiffifl , Dw1 “
»————–
qµi4
0
µ
2
ˆ
1´
brλi´36 ˙
fiffiffiffiffifl , Dw2 “
»———–
qµi4
0
0
fiffiffiffifl .
(7.3.37)
First, we note that Dw0pi4, prλi6q1{4, i6q “ Dw1pi4, prλi6q1{4, i6q and
Dw1pi4, i5, rλ1{3q “ Dw2pi4, i5, rλ1{3q, so that w is continuously differentiable. To see
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that w is nondecreasing, it suffices to show that each entry of Dwk is non-negative,
for k “ 0, 1, 2. From Eqs. (7.3.36)-(7.3.37), we see that
Bw0
Bi5 ě 0 ðñ
rλ´1i45 ě i6,
Bw0
Bi6 ě 0 ðñ i6 ě i5,
Bw1
Bi6 ě 0 ðñ i6 ě
rλ1{3. (7.3.38)
Now, the first and third inequalities are always satisfied within the domains of
definition of w0 and w1, respectively, and the second inequality follows from the fact
that d22 ď
?
I5 ď d23. Therefore, w is nondecreasing.
It remains to show that w is a convex function. Since w2 is a quadratic function
of only i4 and is therefore clearly convex, we only need to look at the convexity of w0
and w1. To that end, we calculate that
D2w0pi4, i5, i6q “
»———–
qµ 0 0
0 µ
´
i´16 ` 3rλi´45 ¯ ´µi5i´26
0 ´µi5i´26 µi25i´36
fiffiffiffifl (7.3.39)
and
D2w1pi4, i5, i6q “
»———–
qµ 0 0
0 0 0
0 0 3µ
4
brλi´56
fiffiffiffifl . (7.3.40)
Now, all diagonal entries of D2w0 are non-negative and, moreover, detD
2w0 “
3µ2qµrλi´25 i´36 ě 0, so that D2w0 is positive semi-definite and w0 convex. The same
conclusion holds true for w1. It follows that wpi4, i5, i6q is convex and hence RxW
is polyconvex. Finally, from the arguments laid out at the end of Chapter 5 in
connection with the inequalities (5.3.9), it is concluded that
QxW “ RxW, (7.3.41)
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where RxW is given by Eqs. (7.3.28) and (7.3.29) or, equivalently by (7.3.35) and
(7.3.36).
7.3.3 Further properties of the relaxation construction
We now take a closer look at the implications of the relaxation construction. As
we see, depending on the value of F , the relaxation is obtained either via a single
lamination or by a-laminate-within-a-laminate microstructure, and results in the for-
mation of two or four types of domains, respectively. In the latter case, by letting
F
s ps “ I, . . . , IV q denote the average deformation gradient within each domain, we
find that there exist volume fractions cI , ¨ ¨ ¨ , cIV so that
F “ cIF I ` cIIF II ` cIIIF III ` cIVF IV , (7.3.42)
and
QxW pF q “ IVÿ
s“I
csxW pF sq. (7.3.43)
A similar result holds when QxW is obtained via a single lamination, in which case
there are only two average domain deformation gradients. Moreover, in either case,
although xW fails to be (strictly) rank-1 convex at F , it can be shown that xW will
be rank-1 convex at F
s
. We note further that such a decomposition is a direct
consequence of the fact that QxW “ RxW “ RkxW for some k.
Using the calculations from Section 7.3.1.1 and Section 7.3.1.2, we can derive
analytical expressions for F
s
to obtain further information about the relaxation. Once
domain formation has been initiated, we find that the average domain deformation
gradients are on the boundary of the set of deformations for which xW is (strictly)
rank-1 convex, so that
d2rF ss “
rλ1{4b
d3rF ss
, (7.3.44)
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for each s, where d2
“
F
s‰
and d3
“
F
s‰
denote the values of d2 and d3 evaluated at F
s
,
respectively. In fact, by considering the right Cauchy-Green tensor associated to each
domain, it can be shown that the domain deformations each share the same trans-
versely isotropic invariants Ik. In particular, they have the same principal stretches,
but do not share the same principal axes. As a consequence, we find that the energy
in each domain is the same, and is given by QxW pF q.
More can be said when the relaxation is obtained via the formation of a-laminate-
within-a-laminate microstructure. In this case, it has already been observed that the
lamination direction N2 in the rank-2 lamination procedure, satisfying N2 ¨N “ 0, is
not fully specified (θ2 is arbitrary, except that it cannot be equal to θ1). Therefore,
there are, in principle, infinitely many ways to form the domains, all of which will
lead to the same macroscopic response. Moreover, in relation to Eq. (7.3.44), we can
show that
d2rF ss “ d3rF ss “ rλ1{6, s “ I, . . . , IV, (7.3.45)
whereby F
s
are on the boundaries of the sets of deformations for which xW and
R1xW are (strictly) rank-1 convex. The derivation of these results can be found in
Section 7.9.
7.4 Discussion of the results
As we have seen, the relaxation can be completely described in terms of the in-
variants d2, d3, ψ1 and λn, where it is recalled that λn measures the stretch of material
line elements initially aligned with the layering direction, ψ1 measures the rotation
of the layers (relative to such material line elements), and d2 and d3 are the prin-
cipal stretches associated with the tensor D1{2, defined by (7.2.5), which is a two-
dimensional “projection” of the deformation on the plane of the layers. The analysis
carried out in the previous section revealed that all deformations fall into one of three
regimes, within which no laminations, a single, or a double lamination is required to
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obtain the relaxation. Moreover, the relaxed energy QxW “ RxW , as given by (7.3.32),
can be decomposed into two parts: one associated with the “soft” modes of defor-
mation that depends only on λn, and another associated with the “hard” modes of
deformation, defined by expression (7.3.29) for gr and depending on d2 and d3. By
observing the corresponding form of the Cauchy stress given by Eq. (7.3.34), it is
clear that with each lamination, additional “perfectly soft” modes of deformation be-
come activated, in such a way that the zeroth, first, and second order laminations can
be associated to different “states” or “phases” of the composite. Most interestingly,
from the conditions delineating these regimes, it is seen that deformations satisfying
the conditions
d2 “ d3 “ rλ1{6 (7.4.1)
correspond to some sort of “triple point,” where the 3 phases coexist.
In the rest of this section, we discuss results that are presented in Figure 7.1 and
have been calculated with a fixed heterogeneity contrast of µp2q{µp1q “ 10 and volume
fraction c “ 0.3. For ease of presentation, we eschew the convention previously made
that d2 ď d3 in favor of a more complete presentation where the results have been
extended symmetrically about the line d2 “ d3, in such a way that d2 can be either
larger or smaller than d3.
Figure 7.1a shows the “phase diagram” for the relaxed energy QxW . Regions in
which zero, single and double laminations are required are indicated by progressively
darker shades of gray. Furthermore, in this diagram, the important special cases of
plane strain and axisymmetric loadings are depicted by the dash-dot blue curve and
the dashed red curve, respectively. For simplicity, we discuss these results assuming
that d2 ď d3. (The discussion of the corresponding results for d2 ě d3 is identical
with d2 and d3 interchanged.) Thus, it is recalled that the principal solution xW loses
global rank-1 convexity when d2 “ rλ1{4{d1{23 and the relaxation is obtained by a rank-
1 laminate for d2 ă rλ1{4{d1{23 and d3 ě rλ1{6, while the rank-1 lamination R1xW loses
strict rank-1 convexity when d3 “ rλ1{6, and the relaxation is obtained by a double
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Figure 7.1: (a) Phase diagram of the relaxation construction showing in progressively
darker shades of gray the regions for which zero, single and double laminations are
required. Curves are also shown for the loss of ellipticity for values of ψ1 “ 0, pi6 , pi4 and
pi
3
(see discussion for more details). Energy landscape for (b) g0pd2, d3q (c) g1pd2, d3q
and (d) grpd2, d3q. Results are plotted in the d3 ´ d2 plane, and have been extended
symmetrically about the line d2 “ d3. The contrast is µp2q{µp1q “ 10 and the volume
fraction c “ 0.3.
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lamination when d3 ă rλ1{6.
Now, for plane strain loading conditions, d3 “ 1 ą rλ1{6 (since rλ ă 1) and
hence, as can be seen in Figure 7.1a, and consistent with the findings of Furer and
Ponte Castan˜eda (2018a), the relaxed solution exhibits a single family of lamellar
domains for d2 ă rλ1{4 or, equivalently, λn ą rλ´1{4, and double lamination is never
required. On the other hand, for axisymmetric loading, the principal solution gives
way directly to a rank-2 lamination, and the relaxed solution develops a “laminate-
within-a-laminate” microstructure with two families of domains, when d2 “ d3 ă rλ1{6
or, alternatively, when λn ą rλ´1{3. As such, the path corresponding to axisymmetric
extension in Figure 7.1a never intersects the region of single lamination. Of course,
for more general loadings, the principal solution would normally give way to a relaxed
solution with one set of layers for sufficiently small values of d2 and then to a relaxed
solution with two families of layers if d3 also becomes sufficiently small. In contrast,
for sufficiently large values of both d2 and d3, corresponding to loadings resulting
in elongations along both directions (along the layers of the neo-Hookean laminate),
QxW is identical to the principal solution, and no domain formation can take place.
Next, we would like to compare the predictions for loss of strong ellipticity, as de-
termined by expression (7.2.23) of Section 7.2.2, with the above-discussed conditions
for loss of (global) strict rank-1 convexity. For this purpose, it is useful to remark
that the loss of (global) strict rank-1 convexity coincides exactly with loss of strong
ellipticity for both pure shear loading conditions (i.e., λn “ rλ´1{4 “ λpsse « 1.123), as
well as for axisymmetric loading conditions (i.e., λn “ rλ´1{3 “ λaxise « 1.167). It is
recalled that, for these cases, the invariant angle ψ1 is exactly zero. To address what
happens for other more general loading conditions, some results are also presented in
Figure 7.1a for loss of strong ellipticity of the principal solution xW for the following
special class of loading conditions: ψ3 “ pi{2, so that ψ2 “ pi{2 ´ ψ1 when d2 ď d3
(and ψ2 “ pi{2, etc., when d3 ď d2), where ψ1 is allowed to take the fixed values
(0, pi{6, pi{4, pi{3). It is recalled that ψ2 and ψ3, which are defined by Eq. (7.2.10),
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correspond to the angle between FN and the eigenvectors t2 and t3 of D, respec-
tively. Thus, it is seen that strong ellipticity and strict rank-1 convexity are lost
simultaneously when ψ1 “ 0. (This case, of course, includes both aligned pure shear
and axisymmetric loading, but is more general.) For other values of ψ1, when the
layers rotate relative to the FN direction, loss of strong ellipticity takes place strictly
after loss of global (strict) rank-1 convexity, and this delay increases with the value
of the reorientation of the layers ψ1. This is entirely consistent with what was found
by Furer and Ponte Castan˜eda (2018a) for plane strain loadings of the neo-Hookean
laminates, where it was observed that strong ellipticity and strict rank-1 convexity
are lost simultaneously only for (aligned) pure shear loading. In fact, as shown in Sec-
tion 7.8 for completely general three-dimensional loadings, strong ellipticity and strict
rank-1 convexity are lost simultaneously whenever the smallest nonzero eigenvalue of
D1{2 is also a principal stretch. This turns out to be equivalent to the condition that
FN is perpendicular to the eigenvector of D corresponding to the smallest nonzero
eigenvalue; for example, when d2 ď d3, this happens when ψ2 “ pi{2. It is interesting
to note that this condition includes, but is not limited to, all those deformations for
which ψ1 “ 0, so that it is possible for loss of ellipticity and loss of rank-1 convex-
ity to occur simultaneously even when ψ1 ‰ 0. (Note that the results shown in the
figure—with d2 ď d3—are for ψ3 “ pi{2 and not for ψ2 “ pi{2.)
Finally, Figures 7.1b to 7.1d show results for the various parts of the soft energy
gr, namely, g0, g1 and g2, respectively; g0, corresponding to the principal solution, is
also included in the last two plots for reference. As can be seen in Figure 7.1b, for
large values of d2 and d3, g0 grows quadratically, while it exhibits singular behavior
as d2 and/or d3 approach 0. Upon undergoing the first lamination, it is observed
from Figure 7.1c that g1 is still singular at the origin, but can now accommodate
deformations for which either d2 or d3 becomes progressively smaller. (However, note
that λn grows as either d2 or d3 gets smaller, so that the total relaxed energy (7.3.32)
still blows up as d2 or d3 decrease toward zero.) Moreover, for a fixed value of d3,
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g1 is constant as a function of d2 for all values of d2 satisfying d2 ă rλ1{4{d1{23 and
d2 ă d3; the same is true for g1 as a function of d3 when d3 ă rλ1{4{d1{22 and d3 ă d2.
This indicates the existence of a soft mode of deformation. In fact, as can be seen
from Eq. (7.3.34), not one but two soft modes of deformation become activated in
this case. For small enough values of both d2 and d3, the relaxation then involves a
second lamination procedure. It can then be seen, from Figure 7.1d, that gr is no
longer singular at the origin. In fact, it is constant with respect to both d2 and d3 for
values that lie in the black square region of the phase diagram. As such, there are
no longer any hard modes associated with gr, although, once again, the total relaxed
energy (7.3.32) does blow up as d2 or d3 tend to zero, due to the fact that λn increases
as either d2 or d3 becomes smaller.
7.5 Concluding Remarks
In this work we set out to characterize the post-bifurcation behavior of reinforced
elastomeric composites undergoing macroscopic or long-wavelength instabilities under
general three-dimensional loading conditions. Thus, we were able to compute ana-
lytically the relaxation of the homogenized stored-energy function of a Neo-Hookean
laminate by means of the quasiconvexification QxW of the “principal” solution xW ,
as originally proposed by Avazmohammadi and Ponte Castan˜eda (2016). The cal-
culation involves the computation of the rank-1 convexification of xW , which is then
shown to be polyconvex, and indicates that the laminate can lower its energy by the
formation of domains, when subjected to sufficient compression of the stiff layers.
Different from the two-dimensional plane strain loading case considered by Furer
and Ponte Castan˜eda (2018a), where the neo-Hookean laminates can develop only
one family of lamellar or striped domains, we find that, for more general three-
dimensional types of loading involving sufficient compression of the layers along two
orthogonal directions (e.g., axisymmetric extension along the direction of lamination),
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the relaxation construction requires two sequential lamination procedures leading to
a “laminate-within-a-laminate” microstructure with two families of domains. This
more general type of microstructure allows for multiple “perfectly soft” (liquid-like)
modes of deformation—which are associated with the relaxation of the “hard” modes
of the principal solution that are controlled by the Voigt (or arithmetic) average of the
phase shear moduli—where the deformation can be accommodated solely by the rear-
rangement of the domain microstructure. However, this is only possible under certain
special loading configurations; more generally, the response of the neo-Hookean lam-
inates in the post-bifurcation regime is soft, but with a finite elasticity modulus that
is proportional to the Reuss (or harmonic) average of the phase shear moduli. As a
consequence of the different domains microstructures that are possible in these lami-
nated reinforced elastomers, we were led to the definition of distinct “phases” in the
deformation space exhibiting different behaviors with different number of perfectly
soft modes.
It is important to emphasize that, in our relaxation framework, the macroscopic
instabilities associated with the formation of domains are triggered, in general, by
loss of strict global rank-1 convexity of the principal homogenized solution—and not
by loss of strong ellipticity, which is a local condition typically occurring later. In
fact, Section 7.8 provides explicitly the special conditions under which strict rank-1
convexity and strong ellipticity are lost simultaneously for the laminates. We posit
that this new way of defining macroscopic instabilities is more robust and consistent
with the definition of the relaxation of the energy QxW than the use of loss of strong
ellipticity (of the incremental problem associated with the principal homogenized so-
lution), as proposed in the work of Geymonat et al. (1993). This is because (with our
definition) loss of strict global rank-1 convexity leads directly to domain formation,
whereas (with the earlier definition) loss of ellipticity in general takes place strictly af-
ter domain formation has begun (see the “phase diagram” in Figure 7.1a). As already
mentioned, the difference between these two definitions of macroscopic instabilities is
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due to the lack of commutativity of the homogenization and linearization procedures,
which was assumed in the work of Geymonat et al. (1993). One important mathe-
matical question that remains to be addressed rigorously is under which hypotheses
can the relaxation QxW be shown to correspond exactly to the homogenized energy
function ĂW , as defined by expression (5.3.5) together with (5.3.4), for the case when
the first instabilities are of the long-wavelength (k Ñ 8) or macroscopic type.
Although it may not be possible to compute analytically the exact principal solu-
tion for the homogenized stored-energy function of elastomeric composites with more
complex microstructures and more general constitutive models, approximate esti-
mates are already available for the principal homogenized solution in many cases, such
as, for example, continuous-fiber-reinforced elastomers (Agoras et al., 2009a,b) and
short-fiber-reinforced elastomers (Avazmohammadi and Ponte Castan˜eda, 2014a,b).
Moreover, it has been shown in these works that the principal homogenized solu-
tion loses strong ellipticity under appropriate three-dimensional loadings, suggesting
similar post-bifurcation responses by the formation of appropriate domain microstruc-
tures. While it may not be feasible to compute analytically the quasiconvexification
for these more complex energy functions, at the very least it should be possible to
compute their rank-1 convexification, which would provide an upper bound on the
relaxation. It remains to be seen whether such upper bound estimates correspond
exactly to the relaxation, as has been shown to be the case in this work for the
neo-Hookean laminates.
7.6 Appendix I: The tensor D
There exist some novel quantities that arise as a consequence of the relaxation
construction. In what follows, we give a full accounting of the properties of these
quantities, which are crucial in much of the analysis in this paper. These quantities
will be defined in terms of some tensor F , but when they appear in the rest of the
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paper, it will be understood that they are defined in terms of F , where appropriate.
Here, we take GLp3q to represent the set of invertible second-order tensors, while
GL`p3q represents the set of invertible second-order tensors with positive determinant.
SOp3q is the subset of orthogonal second-order tensors which have determinant 1. We
begin with the following definition.
Definition 8:
Given F P GLp3q, we define
D ”DrF s “ FF T ´ pFNq b pFNq. (7.6.1)
We will write D instead of DrF s when the dependence on F is understood. Note
that F ÞÑD is invariant under right multiplication of Q P G, where
G “ tQ P SOp3q : QN “ Nu (7.6.2)
represents the transversely isotropic symmetry group of the composite. Moreover,
D is a symmetric, semi-positive definite tensor, so any non-zero eigenvalues will be
positive. We now present the main result of this section.
Proposition 5:
Take te1, e2, e3u to be the standard Cartesian basis, and let F P GLp3q. By taking
N “ e1 “ pe1, there exists unit vectors pe2 and pe3 such that tpe1,pe2,pe3u is a basis of
R3, and tF ˚N,Fpe2,Fpe3u are mutually orthogonal. Moreover,
D “ Fpe2 b Fpe2 ` Fpe3 b Fpe3, (7.6.3)
which can alternatively be written in the form (7.2.6) in terms of its eigenvalues
0 “ d21 ă d22 ď d23 and its eigenvectors tt1, t2, t3u; in this context, |Fpei| “ di for
i “ 2, 3 and satisfy (7.2.8), while the eigenvectors are defined by expressions (7.2.7).
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Proof:
The proof is constructive and, to begin, we consider a new basis tpeiu, where
pe1 “ N, pe2 “ cosppθqe2 ´ sinppθqe3, pe3 “ sinppθqe2 ` cosppθqe3, (7.6.4)
for some pθ to be determined later. Therefore,
I “ pe1 b pe1 ` pe2 b pe2 ` pe3 b pe3 ùñ I ´NbN “ pe2 b pe2 ` pe3 b pe3. (7.6.5)
Now, since D “ F pI ´NbNqF T , Eq. (7.6.5) gives us Eq. (7.6.3).
As defined, it is clear that
DpF ˚Nq “ 0, (7.6.6)
whereby d21 “ 0 is the eigenvalue corresponding to the eigenvector F ˚N. Moreover,
Eq. (7.6.3), along with the fact that, clearly, pF ˚Nq ¨ pFpeiq “ 0 for i “ 2, 3, suggest
that, if
pFpe2q ¨ pFpe3q “ 0, (7.6.7)
then F ˚N,Fpe2, and Fpe3 would represent an orthogonal basis of eigenvectors of D,
with the eigenvalue 0 “ d21 ă d22 ď d23, respectively, where di “ |Fpei| for i “ 2, 3. By
taking pθ “ 1
2
arctan
ˆ
2C23
C33 ´ C22
˙
, (7.6.8)
a straightforward calculation reveals that Eq. (7.6.7) is satisfied. Here, Cij are the
components of the right Cauchy-Green tensor C “ F TF . Then, by either calculating
directly |Fpei|, or by making use of the fact that the characteristic polynomial of D
takes the form
pDpωq “ ωpω2 ´ pI1 ´ I4qω ` I5q, (7.6.9)
we find that d2 and d3 are given as in Eq. (7.2.8).
We comment here that Eq. (7.2.9), which states that d2d3 “ ?I5, can be de-
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rived from a purely geometric argument as well. Recall that material line elements
transform with F , while material surface elements transform according to Nanson’s
Formula (cf. Eq. (7.2.3)). In the undeformed configuration, N lies perpendicular to
the layers. Since tN,pe2,pe3u are mutually orthogonal, the material area element with
sides parallel to pe2 and pe3 lies completely in the plane of the layers in the undeformed
configuration. Moreover, since pe2 ¨ pe3 “ 0, this material area element is rectangular.
As discussed above, we have
d2 “ |Fpe2|, and d3 “ |Fpe3|, (7.6.10)
so that d2 and d3 represent the stretches of material line elements aligned with pe2
and pe3, respectively. Since tF ˚N,Fpe2,Fpe3u are also mutually orthogonal, and since
F ˚N is perpendicular to the layers in the deformed configuration, we see that Fpe2
and Fpe3 still lie perpendicular to one another in the plane of the layers in the de-
formed configuration. Therefore, the material area element with sides parallel to pe2
and pe3 and with normal N in the undeformed configuration has sides parallel to Fpe2
and Fpe3 and has normal F ˚N, in the deformed configuration. As in the undeformed
configuration, this material area element is also rectangular in the deformed configu-
ration, due to the fact that pFpe2q ¨ pFpe3q “ 0. On the one hand, the change in area
of the such a material area element is equal to the change in length times the change
in width, and is found to be |Fpe2||Fpe3| “ d2d3. On the other hand, from Nanson’s
Formula, the change in area is given directly by
?
I5 “ |F ˚N|. Hence, we have Eq.
(7.2.9).
We now present our next result, which is helpful in proving polyconvexity of the
rank-one convex envelope.
Proposition 6:
The mapping F ÞÑ d23rF s is convex.
Proof:
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Upon defining the Rayleigh-Ritz quotient of a symmetric tensor A as
RApxq “ x ¨Ax
x ¨ x , (7.6.11)
it is known that if λmaxpAq denotes the largest eigenvalue of A, then
λmax “ max
x‰0 RApxq. (7.6.12)
A straightforward calculations shows that for any 0 ă t ă 1 and any F ,G P GLp3q
with F ‰ G
DrtF ` p1´ tqGs “ tDrF s ` p1´ tqDrGs ´ tp1´ tqDrF ´Gs. (7.6.13)
Therefore, we see that
RDrtF`p1´tqGspxq “ tRDrF spxq ` p1´ tqRDrGspxq ´ tp1´ tqRDrF´Gspxq,
ď tRDrF spxq ` p1´ tqRDrGspxq, (7.6.14)
having used the fact that DrF ´Gs is positive semi-definite. Since d23 is the largest
eigenvalue of D, taking the maximum over all x ‰ 0, Eq. (7.6.12) allows us to
conclude that
d23rtA` p1´ tqBs ď td23rAs ` p1´ tqd23rBs, (7.6.15)
and hence the mapping A ÞÑ d23rAs is convex.
These next results give the derivatives of d22 and d
2
3 with respect to F , and are
needed in deriving expressions for the stresses of the relaxation.
Proposition 7:
Given d22 and d
2
3 as defined above, we have
Bd22
BF “ 2pFpe2q b pe2, Bd23BF “ 2pFpe3q b pe3, (7.6.16)
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while, upon defining
Pijkl “ 1
d23 ´ d22 rF
pe2 b pe3 ` Fpe3 b pe2sijrFpe2 b pe3 ` Fpe3 b pe2skl, (7.6.17)
we have that, for p “ 2, 3,
B2d2p
BFijBFkl “
$’&’%2δikppepqjppepql, when
pθ “ pi
4
,
2 pδikppepqjppepql ` p´1qp`1Pijklq , otherwise. (7.6.18)
Proof:
To start, we note that
BDpq
BFij “ δippFqj ´NjpFNqqq ` δiqpFpj ´NjpFNqpq
“ δippF´1Dqjq ` δiqpF´1Dqjp. (7.6.19)
Next, we recall (Magnus, 1985) that if λ is an eigenvalue of a tensorA with corre-
sponding unit eigenvector u, (i.e. that Au “ λu, |u| “ 1), then
Bλ
BA “ ub u. (7.6.20)
Thus, upon using the chain rule, we find that
Bd23
BFij “
Bd23
BDpq
BDpq
BFij
“
„
1
|Fpe3| pFpe3qp 1|Fpe3| pFpe3qq
 “
δippF´1Dqjq ` δiqpF´1Dqjp
‰
“ 2
d23
pFpe3qipF´1DFpe3qj
“ 2pFpe3qipF´1Fpe3qj
“ 2pFpe3qippe3qj, (7.6.21)
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having used the fact, in the third line, that |Fpe3| “ d3. A similar calculation gives
the result for
Bd22
BF , mutatis mutandis.
To calculate the second derivatives of the eigenvalues, we start by assuming thatpθ ‰ pi
4
, and we note that Bpe3Bpθ “ pe2 while Bpe2Bpθ “ ´pe3. Therefore, upon differentiating
the equation
pFpe2q ¨ pFpe3q “ 0, (7.6.22)
with respect to F , we see that
0 “ pFpe2q b pe3 ` pFpe3q b pe2 ` BpθBF `|Fpe2|2 ´ |Fpe3|2˘ , (7.6.23)
so that
Bpθ
BF “
1
d23 ´ d22 rpF
pe2q b pe3 ` pFpe3q b pe2s . (7.6.24)
Use of the chain rule yields
Bppe3qp
BFkl “
Bppe3qp
Bpθ BpθBFkl “ ppe2qp BpθBFkl . (7.6.25)
Therefore, directly from Eq. (7.6.21), we have that
B2d23
BFijBFkl “ 2
˜
δikppe3qjppe3ql ` rFpe2 b pe3 ` Fpe3 b pe2sij BpθBFkl
¸
“ 2`δikppe3qjppe3ql
1
d23 ´ d22 rF
pe2 b pe3 ` Fpe3 b pe2sijrFpe2 b pe3 ` Fpe3 b pe2skl˘.
(7.6.26)
If pθ “ pi
4
, then |Fpe2|2 “ |Fpe3|2, and so from Eq. (7.6.23),
0 “ pFpe2q b pe3 ` pFpe3q b pe2. (7.6.27)
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Therefore, while Eq. (7.6.24) becomes indeterminate, we can make use of the first
line of Eq. (7.6.26) to obtain the result (7.6.18) with p “ 3. A similar calculation
gives Eq. (7.6.18) with p “ 2.
As an immediate consequence of Eq. (7.6.18), we see that for any tensor H ,
B2d23
BFijFklHijHkl “ 2
"
|Hpe3|2 ` 1
d23 ´ d22 rpF
pe2q ¨ pHpe3q ` pFpe3q ¨ pHpe2qs2* ě 0,
(7.6.28)
which serves as a second proof of convexity of d23 as a function of F .
We now state a result that eases the computation of d2 and d3 for “plane-strain”
loading conditions. We recall that:
Definition 9:
A tensor F P GLp3q is a plane-strain load with respect to the unit vector N if the
corresponding right Cauchy-Green tensor C “ F TF has 1 as an eigenvalue with
corresponding eigenvector v satisfying v ¨N “ 0.
Proposition 8:
Suppose F P GLp3q is a plane-strain load with respect to the unit vector N. Then
d2 “ mint1,
a
I5u, d3 “ maxt1,
a
I5u (7.6.29)
Proof:
As C is symmetric positive definite, we can find an orthonormal basis of eigenvectors
v1,v2,v3 with corresponding eigenvalues λ1, λ2, λ3. Due to the plane-strain load
hypothesis, we have, without loss of generality, λ3 “ 1, so that N ¨ v3 “ 0. Using the
fact that each eigenvalue must satisfy
λ3 ´ I1λ2 ` I2λ´ I3 “ 0, (7.6.30)
we find that
1´ I1 ` I2 ´ I3 “ 0. (7.6.31)
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Moreover, with respect to the eigenvalues, we have
I1 “ λ1 ` λ2 ` 1, I2 “ λ2λ3 ` λ2 ` λ3, I3 “ λ2λ3. (7.6.32)
Using Eq. (7.6.31) and the Cayley-Hamilton Theorem, we see that C must satisfy
C3 ´ I1C2 ` I2C ` I3I “ pC ´ IqpC2 ´ pI1 ´ 1qC ` I3Iq “ 0 (7.6.33)
ùñ C3 ´ pI1 ´ 1qC2 ` I3C “ C2 ´ pI1 ´ 1qC ` I3I (7.6.34)
Multiplying both sides of Eq. (7.6.34) by C´1, and then taking the inner product
with NbN, we find that
|CN|2 ´ pI1 ´ 1qI4 ` I3 “ I5 ` 1´ pI1 ´ I4q. (7.6.35)
Since N ¨ v3 “ 0, we can write
N “ v1pv1 ¨Nq ` v2pv2 ¨Nq, (7.6.36)
which, along with the fact that |N| “ 1, implies that
1 “ pv1 ¨Nq2 ` pv2 ¨Nq2. (7.6.37)
Using Eq. (7.6.36), along with the fact that vi are eigenvectors or C shows that
CN “ λ1v1pv1 ¨Nq ` λ2v2pv2 ¨Nq, (7.6.38)
which can be used to show that
I4 “ λ1pv1 ¨Nq2 ` λ2pv2 ¨Nq2, (7.6.39)
|CN|2 “ λ21pv1 ¨Nq2 ` λ22pv2 ¨Nq2. (7.6.40)
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Combining Eqs. (7.6.32), (7.6.37) and (7.6.39), we see that
|CN|2 ´ pI1 ´ 1qI4 ` I3 “ λ21pv1 ¨Nq2 ` λ22pv2 ¨Nq2
´ pλ1 ` λ2q
`
λ1pv1 ¨Nq2 ` λ2pv2 ¨Nq2
˘` λ1λ2
“ λ1λ2
`
1´ pv1 ¨Nq2 ´ pv2 ¨Nq2
˘
“ 0. (7.6.41)
Therefore, by Eq. (7.6.35), we have
I1 ´ I4 “ I5 ` 1, (7.6.42)
so that apI1 ´ I4q2 ´ 4I5 “ |I5 ´ 1|. (7.6.43)
The result then follows by using Eqs. (7.6.42) and (7.6.43) in the formulae for d2 and
d3, as given in Eq. (7.2.8).
We close this section with a final result which shows that d2, d3, and λn correspond
to the principal stretches for certain types of loading. Before stating and proving the
result, we first recall that if λi is a principal stretch, then there exists some unit vector
ui, which defines the principal direction associated to λi, such that
Uui “ λiui, (7.6.44)
where F “ RU , with U being the right-stretch tensor. Moreover, upon defining the
characteristic polynomial of C “ U 2 as
pCpλq “ λ3 ´ I1λ2 ` I2λ´ I3, (7.6.45)
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then, by the Cayley-Hamilton theorem, fCpλ2i q “ 0 and
I1 “ λ21 ` λ22 ` λ23, I2 “ λ21λ22 ` λ21λ23 ` λ22λ23, I3 “ pλ1λ2λ2q2. (7.6.46)
We also recall that the invariant ψ1 is defined by
cosψ1 “ t1 ¨
ˆ
1
|FN|FN
˙
“ detF|F ˚N||FN| . (7.6.47)
Although not needed in the body of the text, and assuming that d2 ‰ d3, one can
also show that
cospψ2q “ t2 ¨
ˆ
1
|FN|FN
˙
“
d
d22p|CN|2 ´ I24 q ` I3 ´ I4I5
λ2npd42 ´ I5q , (7.6.48)
cospψ3q “ t3 ¨
ˆ
1
|FN|FN
˙
“
d
d23p|CN|2 ´ I24 q ` I3 ´ I4I5
λ2npd43 ´ I5q . (7.6.49)
We note that, by the Cayley-Hamilton Theorem, C satisfies its own characteristic
polynomial, pCpCq “ 0. As such, the term |CN|2 can be shown to be related to the
invariants I1, . . . , I5 through by equation
|CN|2 “ I1I4 ` I5 ´ I2. (7.6.50)
We now present our final result.
Proposition 9:
1. If ψ2 or ψ3 takes the value
pi
2
, then d2 or d3 is a principal stretch.
2. The invariants d2, d3 and λn are the principal stretches of U if and
only if ψ1 “ 0.
Proof:
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1. Note that
pCpλq “ λ3 ´ I1λ2 ` I2λ´ I3
“ λpλ2 ´ pI1 ´ I4qλ` I5q ´ pI4λ2 ´ pI2 ´ I5qλ` I3q
“ pDpλq ´ pI4λ2 ´ pI2 ´ I5qλ` I3q, (7.6.51)
where pD is the characteristic polynomial of D, as defined by Eq. (7.6.9).
Therefore, upon using Eqs. (7.6.48)-(7.6.50), together with the fact that
pDpd2kq “ 0, a straightforward calculation reveals that
pCpd2kq “ λ2npI5 ´ d4kq cos2pψkq for k “ 2, 3. (7.6.52)
It then follows directly that, for k “ 2 or 3, if ψk “ pi2 , d2k satisfies the charac-
teristic polynomial of C, implying that dk is a principal stretch.
2. First suppose that λn, d2 and d3 are principal stretches. Use of Eq. (7.6.46)3
shows that
I3 “ λ2nd22d23 “ I4I5, (7.6.53)
which, from the definition of ψ1, implies that ψ1 must equal 0.
Now, suppose that ψ1 “ 0. Due to the fact that ψ1, ψ2 and ψ3 satisfy
cos2pψ1q ` cos2pψ2q ` cos2pψ3q “ 1, (7.6.54)
it must be that ψ2 “ ψ3 “ pi2 , which from the first part of this proposition,
implies that d2 and d3 are principal stretches. It then follows from Eqs. (7.6.47)
and (7.6.46)3 that λn is the third principal stretch.
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7.7 Appendix II: A polyconvexity result
Here, we provide a polyconvexity result for transversely isotropic functions that
makes use of the previous convexity result for i6 “ d23 in F (Proposition 6), together
with known corresponding convexity results for i4 and i5 (see Table 7.1). The result
is a variant of a polyconvexity result of Steigmann (2003) for transversely isotropic
functions and makes use of similar arguments.
Proposition 10:
Suppose that there exists a continuously differentiable function w : R`ˆR`ˆR` Ñ R,
which is convex, and nondecreasing in each of its arguments, such that f : GL`pdq Ñ
R can be written as
fpF q “ wpi4pF q, i5pF ˚q, i6pF qq, (7.7.1)
where i4, i5 and i6 are defined in Table 7.1. Then, the function f is polyconvex.
Proof:
To see this, we follow closely the proof of Steigmann’s, and start by writing
∆i4, ∆i5, ∆i6 to mean i4p∆F q, i5p∆F ˚q, i6p∆F q. It has been proven (Steigmann,
2003) that F ÞÑ i4 and F ˚ ÞÑ i5 are convex, and as shown above (Proposition 6),
F ÞÑ i6 is convex. Therefore,
∆i4 ě Bi4BF ¨∆F , ∆i5 ě
Bi5
BF ˚ ¨∆F
˚
, ∆i6 ě Bi6BF ¨∆F . (7.7.2)
Since w is convex, and nondecreasing in each of its arguments, so that in particular
its first order partial derivatives are all non-negative, we find that
fpF `∆F q “ wpi4 `∆i4, i5 `∆i5, i6 `∆i6q,
ě wpi4, i5, i6q ` BwBi4 ∆i4 `
Bw
Bi5 ∆i5 `
Bw
Bi6 ∆i6,
ě fpF q `
ˆBw
Bi4
Bi4
BF `
Bw
Bi6
Bi6
BF
˙
¨∆F ` BwBi5
Bi5
BF ˚ ¨∆F
˚
. (7.7.3)
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It then follows from the work of Ball (1977) that Eq. (7.7.3) implies that f is poly-
convex. Indeed, Eq. (7.7.3), which is of the same form as Eq. (4.7) in Theorem 4.4
(Ball, 1977), is a necessary and sufficient conditions for polyconvexity.
7.8 Appendix III: Loss of strict rank-one convexity
vs. strong ellipticity
In this section, we look to characterize the deformations for which strict rank-one
convexity of the principal solution xW is lost prior to strong ellipticity. In particular,
we will provide a condition under which strict rank-one convexity and strong ellipticity
are lost simultaneously.
Before proceeding, we recall that, due to the polar decomposition theorem, the
average deformation gradient can be written as F “ RU , where R is a rotation,
and U is a positive definite second order tensor. As discussed in Section 7.6, U is
often referred to as the right-stretch tensor, and is related to the right Cauchy-Green
tensor via C “ U 2. Moreover, the eigenvectors of U are called principal stretches,
while the correspond eigenvectors are called principal axes. Finally, in what follows,
we uphold the convention set forth in Section 7.6 that d2 ď d3. With this, we can
state and prove our result.
Proposition 11:
Strong ellipticity and strict rank-one convexity of the principal solution xW are lost
simultaneously whenever the smallest nonzero eigenvalue ofD1{2 is a principal stretch.
In all other cases, strict rank-one convexity is lost prior to strong ellipticity.
Proof:
To start, we assume that F is such that
d2 “ rλ1{4d´1{23 ùñ d22 “ rλpd2d3q2 , (7.8.1)
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i.e. that xW has just lost strict rank-one convexity.
Recall that xW is strongly elliptic whenever
pΛpF q “ inf
|n|“1
FpF ,nq ą 0, (7.8.2)
where F is given by Eq. (7.2.24). A simple manipulation reveals that
FpF ,nq “ n ¨ pT0nq ´ µ
rλ
pd2d3q2 p1´ 2pn ¨ t1q
2q2, (7.8.3)
where
T0 “ qµpFNq b pFNq ` µ˜ rλpd2d3q2 t1 b t1 ` d22t2 b t2 ` d23t3 b t3
¸
. (7.8.4)
Note that T0 is nothing more than the determinate part of the Cauchy stress of the
principal solution (see Eqs. (7.3.33) and (7.3.34)). Now, by letting
qT0 “ rλpd2d3q2 t1 b t1 ` d22t2 b t2 ` d23t3 b t3, (7.8.5)
we see that
pΛpF q ě inf
|n|“1
n ¨ pT0nq ´ µ
rλ
pd2d3q2 sup|n|“1p1´ 2pn ¨ t1q
2q2,
ě qµ inf
|n|“1
ppFNq ¨ nq2 ` µ inf
|n|“1
n ¨ p qT0nq ´ µ rλpd2d3q2 sup|n|“1p1´ 2pn ¨ t1q2q2,
(7.8.6)
where equality holds precisely when the optimal value of n is the same for each
optimization. It is easy to see that
sup
|n|“1
p1´ 2pn ¨ t1q2q2 “ 1, (7.8.7)
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and is attained by n “ t1 or n P tt1uK. Moreover, it is clear that
inf
|n|“1
ppFNq ¨ nq2 “ 0, (7.8.8)
and is attained by n P tFNuK. Finally
inf
|n|“1
n ¨ p qT0qn “ d22 “ rλpd2d3q2 , (7.8.9)
is attained by n P spantt1, t2u “ tt3uK. This follows from the fact that since qT0 is
symmetric, this optimization is nothing more than the smallest eigenvalue of qT0, and
is attained by the corresponding eigenvector. qT0 is already diagonalized (with respect
to the basis tt1, t2, t3u), so Eq. (7.8.1) implies Eq. (7.8.9), for this choice of F .
Combining Eq. (7.8.6)-(7.8.9), it follows that pΛpF q ě 0, and moreover that
pΛpF q “ 0, (7.8.10)
precisely when the optimal value of n is the same for all three optimizations. In
other words, strong ellipticity and strict rank-one convexity are lost simultaneously
whenever there exists a unit vector n for which Eqs. (7.8.7)-(7.8.9) are obtained
simultaneously. This condition can be written as
`tt1u Y tt1uK˘X tFNuK X tt3uK ‰ H. (7.8.11)
Now, we recall from Section 7.6, Eqs. (7.6.47)-(7.6.49), that
ppFNq ¨ t1q2 “ I´15 , (7.8.12)
ppFNq ¨ t2q2 “ λ2n cos2pψ2q, (7.8.13)
ppFNq ¨ t3q2 “ λ2n cos2pψ3q, (7.8.14)
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which, together with the associative and distributive properties of intersections and
unions, can be used to simplify the condition in Eq. (7.8.11). Since I5 ą 0, Eq.
(7.8.12) implies that ppFNq ¨ t1q ą 0, and hence tt1u X tFNuK “ H. As such, we
only need to look at whether tt1uK X tFNuK X tt3uK is nonempty. In fact, since the
only unit vector which lies in tt1uKXtt3uK is t2, the condition in Eq. (7.8.11), which
ensures that strong ellipticity and strict rank-one convexity are lost simultaneously,
is equivalent to
tt2u X tFNuK ‰ H. (7.8.15)
From Eq. (7.8.13), this is equivalent to requiring that ψ2 “ pi2 , which, from Proposi-
tion 9, is equivalent to d2, the smallest nonzero eigenvector of D
1{2, being a principal
stretch of U , and hence the first part of the result is proven. On the other hand,
when d2 is not a principal stretch, whereby ψ2 ‰ pi2 , there can be no equality in
Equation (7.8.10), and we conclude that xW will remain strongly elliptic.
7.9 Appendix IV: Further results for the proper-
ties of the relaxation construction.
Here, we provide a complete derivation for the results discussed in Section 7.3 of
the paper. In particular, we prove a result that describes the behavior of the do-
mains formed during the relaxation construction. We recall that for certain values of
F , QxW is obtained either via a single lamination, or by a-laminate-within-a-laminate
microstructure. In order to discuss these situations, it is helpful to first define
A
p1q
rks “ I ´ ckωkMk bNk, Ap2qrks “ I ` p1´ ckqωkMk bNk, (7.9.1)
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where
Mk “ ´ cospβkq
»———–
1
0
0
fiffiffiffifl` sinpβkq
»———–
0
cospθkq
´ sinpθkq
fiffiffiffifl , Nk “
»———–
0
sinpθkq
cospθkq
fiffiffiffifl . (7.9.2)
(7.9.3)
Now, θ2 and β2 can be chosen arbitrarily, so long as θ2 ‰ θ1, while, upon defining
A1 “ rλ1{3pFM2q ¨ pFN2q ´ cospβ2qpF´TN2q ¨ pF´TNq, (7.9.4)
A2 “ rλ1{3|FM2|2 ´ cos2pβ2q|F´TN2|, (7.9.5)
we have
ω2 “ ˘ 2
A2
b
A21 ` rrλ2{3 ´ pI1 ´ I4qrλ1{3 ` I5sA2 (7.9.6)
and
c2 “ 1
2
¨˝
1˘ A1b
A21 ` rrλ2{3 ´ pI1 ´ I4qrλ1{3 ` I5sA2 ‚˛. (7.9.7)
On the other hand,
N1 “ pe2, M1 “ ´ cospβ1qN` sinpβ1qpe3, (7.9.8)
with pe2 and pe3 given by
pe2 “ cospθ1qe2 ´ sinpθ1qe3, pe3 “ sinpθ1qe2 ` cospθ1qe3, (7.9.9)
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and
tanpβ1q “ pFpe3q ¨ pFNq
d23
, (7.9.10)
ω1 “ ´2
cospβ1q|F´Tpe2|2
barλd3|F´Tpe2|2 ´ d23, (7.9.11)
c1 “ 1
2
¨˝
1´ pF
´Tpe2q ¨ pF´TNqbarλd3|F´Tpe2|2 ´ d23 ‚˛, (7.9.12)
as applied to FA
piq
r2s, for i “ 1, 2, if a double lamination is required, or as applied just to
F , when a single lamination is required. In going forward, we denote the dependence
of an invariant on its argument by using square brackets, so that I1 calculated for
FA
p1q
r1s is denoted by I1
”
FA
p1q
r1s
ı
. The invariant corresponds to F when no arguments
appears. We will always assume that d2 ă d3, and will comment briefly at the end
of the proof how to handle the case when d2 “ d3. For reference, we also recall that
I4 “ λ2n and
QxW pF q “ qµ
2
λ2n ` grpd2, d3q `Kpd2d3λn cosψ1q, (7.9.13)
where
grpd2, d3q “
$’’’’’&’’’’’%
g0pd2, d3q d2 ě rλ1{4{d1{23 ,
g1pd2, d3q d2 ă rλ1{4{d1{23 and d3 ě rλ1{6,
g2pd2, d3q d3 ă rλ1{6,
(7.9.14)
and where
g0pd2, d3q “ µ
2
˜
d22 ` d23 `
rλ
pd2d3q2 ´ 3
¸
, (7.9.15)
g1pd2, d3q “ µ
2
˜
d23 ` 2
rλ1{2
d3
´ 3
¸
, (7.9.16)
g2pd2, d3q “ 3µ
2
prλ1{3 ´ 1q. (7.9.17)
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Also, xW pF q “ qµ
2
λ2n ` g0pd2, d3q `Kpd2d3λn cosψ1q (7.9.18)
Finally, throughout this section, we rely on the basic facts that
pa ¨ bq2 “ |a|2|b|2 ´ |aˆ b|2, (7.9.19)
|pFaq ˆ pFbq|2 “ |F ˚paˆ bq|2. (7.9.20)
With this, we are ready to state and prove our result.
Proposition 12:
1. Suppose that
d2 ď rλ1{4d´1{23 and rλ1{6 ď d3. (7.9.21)
Then, there exists cI , cII , F
I
and F
II
such that cI ` cII “ 1,
F “ cIF I ` cIIF II , (7.9.22)
QxW pF q “ cIxW pF Iq ` cIIxW pF IIq. (7.9.23)
Moreover, for s “ I, II,
d2
“
F
s‰ “ rλ1{4b
d3
“
F
s‰ , (7.9.24)
xW pF sq “ QxW pF q, (7.9.25)
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and
I1
“
F
s‰ “ I1 `
arλd3 ´ I5
d23
, (7.9.26)
I2
“
F
s‰ “ I2 `
arλd3 ´ I5
d23
´
d23 `
“`
FN
˘ ¨ t3‰2¯ , (7.9.27)
I3
“
F
s‰ “ 1, (7.9.28)
I4
“
F
s‰ “ I4, (7.9.29)
I5
“
F
s‰ “arλd3. (7.9.30)
2. Suppose that
d3 ă rλ1{6. (7.9.31)
Then, there exists cI , . . . , cIV , F
I
, . . . ,F
IV
such that cI ` cII ` cIII ` cIV “ 1,
F “ cIF I ` cIIF II ` cIIIF III ` cIVF IV , (7.9.32)
QxW pF q “ cIxW pF Iq ` cIIxW pF IIq ` cIIIxW pF IIIq ` cIVxW pF IV q. (7.9.33)
Moreover, for s “ I, . . . , IV ,
d2
“
F
s‰ “ d3 “F s‰ “ rλ1{6, (7.9.34)xW pF sq “ QxW pF q, (7.9.35)
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and
I1
“
F
s‰ “ 2rλ1{3 ` I4, (7.9.36)
I2
“
F
s‰ “ rλ2{3 ` rλ1{3I4 ` rλ´1{3, (7.9.37)
I3
“
F
s‰ “ 1, (7.9.38)
I4
“
F
s‰ “ I4, (7.9.39)
I5
“
F
s‰ “ rλ2{3. (7.9.40)
Remark 4:
Interestingly, in the latter case, we can find the principle stretches of U
s
analytically;
here U
s
is the corresponding right stretch tensor associated to F
s
. From the Cayley-
Hamilton Theorem, we know that the principal stretches, which we denote λ1 ă λ2 ă
λ3, must satisfy the equation
0 “ λ6 ´ I1
“
F
s‰
λ4 ` I2
“
F
s‰
λ2 ´ I3
“
F
s‰
“ λ6 ´ p2rλ1{3 ` I4qλ4 ` prλ2{3 ` rλ1{3I4 ` rλ´1{3qλ2 ´ 1
“ pλ2 ´ rλ1{3qpλ4 ´ pI4 ` rλ1{3qλ2 ` rλ´1{3q. (7.9.41)
Therefore, the principal stretches are
λ1 “
gffeI4 ` rλ1{3 ´bpI4 ` rλ1{3q2 ´ 4rλ´1{3
2
, (7.9.42)
λ2 “ rλ1{6, (7.9.43)
λ3 “
gffeI4 ` rλ1{3 `bpI4 ` rλ1{3q2 ´ 4rλ´1{3
2
. (7.9.44)
Proof:
Before proceeding, we record the following identities which will be useful going
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forward
|F´Tpe2|2 “ d23pI2 ´ I5q ´ pI4I5 ` 1q
d23 ´ d22 , (7.9.45)
|F´Tpe3|2 “ pI4I5 ` 1q ´ d22pI2 ´ I5q
d23 ´ d22 , (7.9.46)
pFM1q ¨ pFN1q “ ´ cospβ1qpFNq ¨ pFpe2q, (7.9.47)
|FM1|2 “ cos
2pβ1q|F´Tpe2|2
d23
, (7.9.48)
“pFNq ¨ pFpe2q‰ ”pF´TNq ¨ pF´Tpe2qı “ d23 `d22p|CN|2 ´ I24 q ` 1´ I4I5˘
d23 ´ d22 . (7.9.49)
We know that from the Cayley Hamilton Theorem
I5 “ I2 ´ I1I4 ` |CN|2. (7.9.50)
We also prove the following identity:
“pFNq ¨ pFpe2q‰ d23 ` ”pF´TNq ¨ pF´Tpe2qı “ 0. (7.9.51)
To do this, we use the various properties of d2 and d3, as outlined in Appendix A, and
make use of Eqs. (7.9.19) along with Eqs. (7.9.45)-(7.9.50). Therefore upon square
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the left hand side of Eq. (7.9.51), find that
“pFNq ¨ pFpe2q‰2 d43 ` 2 “pFNq ¨ pFpe2q‰ ”pF´TNq ¨ pF´Tpe2qı d23
`
”
pF´TNq ¨ pF´Tpe2qı2
“ d43
´
I4d
2
2 ´ |F´Tpe3|2¯` 2d43 `d22p|CN|2 ´ I24 q ` 1´ I4I5˘d23 ´ d22 ` I5|F´Tpe2|2 ´ d23
“ 2I5
`
d23p|CN|2 ´ I24 ` I2 ´ I5q ´ I4pd43 ` I5q
˘
d23 ´ d22
“ ´2I5I4 pd
4
3 ´ pI1 ´ I4qd23 ` I5q
d23 ´ d22
“ 0. (7.9.52)
1. Now, from Eq. (7.9.21), we know that
QxW pF q “ p1´ c1qxW pFAp1qr1sq ` c1xW pFAp2qr1sq (7.9.53)
which, upon letting cI “ 1´c1, cII “ c1, F I “ FAp1qr1s and F
II “ FAp2qr1s , proves
Eq. (7.9.22).
From Eq. (7.9.2), it is clear that A
pkq
r1sN “ N, and hence
I4
“
F
s‰ “ I4, (7.9.54)
for s “ I, II. Next we claim that
I5
“
F
s‰ “arλd3, (7.9.55)
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for s “ I, II. To see this, we take s “ I, and calculate directly
I5rF Is “ I5 ` 2c1ω1 cospβ1qpF´TNq ¨ pF´Tpe2q ` c21ω21 cospβ1q2|F´Tpe2|2
“ I5 `
arλd3|F´Tpe2|2 ´ rpF´TNq ¨ pF´Tpe2qs2 ´ d23
|F´Tpe2|2
“ I5 ` p
arλd3 ´ I5q|F´Tpe2|2
|F´Tpe2|2
“
arλd3. (7.9.56)
An identical calculations holds for F
II
. Similarly, upon letting
∆ “
barλd3|F´Tpe2|2 ´ d23, (7.9.57)
we find directly that
I1
”
F
I
ı
“ I1 ´ 2c1ω1pFM1q ¨ pFN1q ` c21ω21|FM1|2
“ I1 ´ 2rpFNq ¨ pF e2qs|F´Tpe2|2
´
∆´
”
pF´TNq ¨ pF´Tpe2qı¯
`
∆2 `
”
pF´TNq ¨ pF´Tpe2qı2 ´ 2 ”pF´TNq ¨ pF´Tpe2qı∆
d23|F´Tpe2|2
“ I1 `
arλd3 ´ I5
d23
, (7.9.58)
having used Eq. (7.9.51). The same holds for F
II
. Therefore, recalling that
d22 ` d23 “ I1 ´ I4 and pd2d3q2 “ I5, Eq. (7.9.54) and (7.9.58) combine to give
I1
“
F
s‰´ I4 “F s‰ “ d23 `
arλ
d3
, (7.9.59)
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for s “ I, II. From Eq. (7.9.56), this implies that
d3
“
F
s‰ “
gffeI1 “F s‰´ I4 “F s‰`b`I1 “F s‰´ I4 “F s‰˘2 ´ 4I5 “F s‰
2
“ d3,
(7.9.60)
which, in combination with the fact that and the fact that pd2
“
F
s‰
d3
“
F
s‰q2 “
I5
“
F
s‰
shows Eq. (7.9.24). Moreover
xW `F s˘ “ qµ
2
I4
“
F
s‰` µ
2
˜`
d2
“
F
s‰˘2 ` `d3 “F s‰˘2 ` rλ`pd2 “F s‰ d3 “F s‰q˘2 ´ 3¸
“ qµ
2
I4 ` µ
2
˜
d23 ` 2
arλ
d3
´ 3
¸
“ QxW pF q. (7.9.61)
Since detF “ detApkqr1s “ 1 it is obvious that I3
“
F
s‰ “ 1 for s “ I, II. It
therefore remains only to calculate I2
“
F
s‰
. To do this, we make use of Eq.
(7.9.50), and note that a direction calculation yields
|pF sqTF sN|2 “ |CN|2 `
´arλd3 ´ I5¯ |F´Tpe2|2
d43
, (7.9.62)
from which it follows that
I2
“
F
s‰ “ I2 `
arλd3 ´ I5
d23
´
d23 `
“pFNq ¨ pt3q‰2¯ . (7.9.63)
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2. Now, from Eq. (7.9.31), we know that
QxW pF q “ p1´ c1qR1xW pFAp1qr2sq ` c2R1xW pFAp2qr2sq
“ p1´ c2q
´
p1´ c1,1qxW pFAp1qr2sAp1qr1,1sq ` c1,1xW pFAp1qr2sAp2qr1,1sq¯
` c2
´
p1´ c1,2qxW pFAp2qr2sAp1qr1,2sq ` c1,2xW pFAp2qr2sAp2qr1,2sq¯ . (7.9.64)
Upon letting cI “ p1´ c2qp1´ c1,1q, cII “ p1´ c2qc1,1, cIII “ c2p1´ c1,2q, cIV “
c2c1,2, and
F1 “ FAp1qr2sAp1qr1,1s, F2 “ FAp1qr2sAp2qr1,1s, F3 “ FAp2qr2sAp1qr1,2s, F4 “ FAp2qr2sAp2qr1,2s,
(7.9.65)
Eq. (7.9.32) follows directly. Here, c1,1 for example, is used to indicate that
the value of c1,k is given by Eq. (7.9.12), with F replaced by FA
pkq
r2s , for k “
1, 2. Many of the calculations carried out here are identical to those in the
case considered above, expect the invariants in the expressions are, at times,
evaluated not at F , but at FA
pkq
r2s . Now, from the results derived in Section
4.1.2, we know that
d3
”
FA
pkq
r2s
ı
“ rλ1{6. (7.9.66)
for k “ 1, 2. Therefore, using Eq. (7.9.55), we find that
I5
“
F
s‰ “arλd3 ”FApkqr2sı “ rλ2{3, (7.9.67)
for s “ I, . . . , IV . Since Apkqr2sN “ Apkqr1sN “ N, it follows immediately that
I4
“
F
s‰ “ I4. (7.9.68)
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Using Eq. (7.9.58), we note that
I1
“
F
s‰ “ I1 ”FApkqr2sı`
arλd3 ”FApkqr2sı´ I5 ”FApkqr2sı
d3
”
FA
pkq
r2s
ı2
“ rλ1{3 ` rλ´1{3 ´rλ1{3I1 ”FApkqr2sı´ I5 ”FApkqr2sı¯ . (7.9.69)
Since d3
”
FA
pkq
r2s
ı
must satisfy the equation
d3
”
FA
pkq
r2s
ı4 ´ ´I1 ”FApkqr2sı´ I4 ”FApkqr2sı¯ d3 ”FApkqr2sı2 ` I5 ”FApkqr2sı “ 0,
(7.9.70)
we find that
I1
“
F
s‰ “ 2rλ1{3 ` I4, (7.9.71)
for s “ I, . . . , IV . From all of this, we may conclude that
d2
“
F
s‰ “ d3 “F s‰ “ rλ1{6, (7.9.72)
which, in particular, also shows that
d2
“
F
s‰ “ rλ1{4b
d3
“
F
s‰ (7.9.73)
and
xW `F s˘ “ qµ
2
I4
“
F
s‰` µ
2
˜`
d2
“
F
s‰˘2 ` `d3 “F s‰˘2 ` rλ`pd2 “F s‰ d3 “F s‰q˘2 ´ 3¸
“ qµ
2
I4 ` 3µ
2
´rλ1{3 ´ 1¯
“ QxW pF q. (7.9.74)
The same argument used in the first part of the proof shows that I3
“
F
s‰ “ 1,
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and Eq. (7.9.63), as it pertains to FA
pkq
r2s , can be used to show that
I2
“
F
s‰ “ rλ2{3 ` rλ1{3I4 ` rλ´1{3. (7.9.75)
Note that d2 “ d3 whenever pθ “ pi4 . In these cases, the same results still hold,
but the analysis needed to show this must be done without the use of the identities
in equations Eq. (7.9.45)-(7.9.49). Instead, such quantities can be calculated directly
by taking pθ “ pi
4
.
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Chapter 8
Theoretical Aspects of Periodic
Homogenization and Post-Bifurcation
Analysis for Magneto-Elastic Systems
Abstract
Magneto-elastic materials have attracted significant attention in recent years
due to their ability to undergo large strains upon the application of a magnetic
field. While such behavior has been seen experimentally, there still lacks a
complete mathematical framework capable of describing magneto-elastic sys-
tems from a theoretical point of view. In this work, we look to build towards
such a mathematical theory for determining the effective response, or relax-
ation, of magneto-elastic composites. We provide a rigorous treatment of the
preliminaries needed to do so from the perspective of the calculus of variations
and homogenization. We also describe the methodology by which the effective
behavior of such a composite can be estimated in the event that it undergoes
an instability and provide results that will allow for such a calculation.
8.1 Introduction
A theoretical treatment of magneto-elasticity from the perspective of continuum
mechanics was developed in the works of Truesdell and Toupin (1960), Tiersten
(1964), and Maugin and Eringen (1972) and has since been extended by Bustamante
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et al. (2008), Dorfmann and Ogden (2004), Kankanala and Triantafyllidis (2004), and
Steigmann (2004). Most of these treatments are indeed concerned with the contin-
uum scale, and are less suited for describing a “microscopic” theory of magnetism
(Brown, 1966), which can account for magnetic domain formation in ferromagnetic
materials. Nonetheless, a continuum description of magneto-elasticity is useful when
looking to model inhomogeneous materials on a macroscopic scale. Moreover, it is
sufficient for capturing possible unstable behavior due the existence of microscopic
and macroscopic instabilities.
Much progress has been made in determining the stability of homogeneous
magneto-elastic systems. The well known conditions ensuring stability for purely
mechanical systems, namely the Legendre-Hadamard condition and the associated
strong ellipticity condition, have been generalized to the magneto-elastic setting by
appealing to principles of minimum potential energy (Kankanala and Triantafyllidis,
2004), or by making use of incremental formulations of the equilibrium equations
(Otte`nio et al., 2008; Destrade and Ogden, 2011). Much less exists in the way of
results regarding stability of magneto-elastic composite materials. Certainly, the
results mentioned above can be used to test stability of the homogenized energy
density, but it is only recently that research has been conducted to test the interplay
between micro- and macroscopic instabilities (see Bertoldi and Gei, 2011; Rudykh
et al., 2014, in the context of layered electro-elastic and magneto-elastic materials);
in particular, rigorous results akin to those of Geymonat et al. (1993) are lacking.
The sparsity of investigations into the stability of magneto-elastic composites co-
incides with only a recent advancement in obtaining estimates for the macroscopic
response, or relaxation. Galipeau and Ponte Castan˜eda (2013); Ponte Castan˜eda
and Galipeau (2011) proposed methods for obtaining the effective response of mag-
netorheological elastomers with random microstructures, while materials with peri-
odic microstructures have been considered both in the context of electro-elasticity
(Ponte Castan˜eda and Siboni, 2012), as well as magneto-electro-elasticity (Miehe
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et al., 2015a,b). However, to our knowledge, few rigorous results like those of Mu¨ller
(1987) and Braides (1985) for purely mechanical systems exist (see Pisante, 2004;
Conti et al., 2018, for an example in the context of micromagnetics, and magnetic-
shape-memory polymers, respectively). Moreover, we are unaware of a theory that
can predict the macroscopic response of such composites after the onset of an insta-
bility.
The purpose of this work is to provide a basis for a more robust treatment of
determining the macroscopic response of magneto-elastic composite materials. This
requires, in part, a generalization of many of the well-known tools from the calculus of
variations that have been used successfully for purely mechanical systems. Moreover,
we aim to provide a methodology by which the “principal” solution, i.e. the solution
before the onset of an instability, as well as the post-bifurcation behavior, of the
magneto-elastic materials can be estimated. As such, the rest of this chapter will be
organized as follows. In Section 8.2, we provide a rigorous extension of the generalized
notions of convexity that are crucial in developing a complete variational formulation
of finite magneto-elasticity. We define the notions of polyconvexity, quasiconvexity,
and rank-one convexity in the magneto-elastic setting and prove one of the main
results of this work:
polyconvexity ùñ quasiconvexity ùñ rank-one convexity. (8.1.1)
This section also contains additional results that will be necessary for analyzing the
stability of magneto-elastic composites. In Section 8.3, we provide a framework for
computing the homogenized potential, or relaxation, of a periodic magneto-elastic
composite. We then introduce the methodology by which one can estimate the relax-
ation in the case where the composite has undergone a macroscopic instability. This
method relies on the ansatz that macroscopic instabilities are triggered by the loss
of strict rank-one convexity of the principal solution, and result in the formation of
domains which exist on a length scale larger than the unit cell (of the associated mi-
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crostructure), but smaller than the material sample. It is here that results obtained
in the previous section will be necessary for carrying out any further analysis. We
mention that much of what is proven here is done so in anticipation of considering a
specific physical model and applying our analysis to describe its behavior. We choose
however to keep this work self contained, and an application of these results will
appear in a future work.
We close the introduction by discussing the notation to be used in this chapter.
The real n´dimensional space is denoted by Rn, with the scalar product u ¨ v, and
norm |u|2 “ u ¨ u. We denote the set of n ˆ n matrices by Rnˆn, and endow it
with the usual inner product F ¨ G “ trpFGT q, and norm }F }2 “ F ¨ F . When
it exists, we define the adjugate matrix of F P Rnˆn by F ˚ “ pdetF qF´T . We
fix the standard Cartesian basis teiu, with respect to which vectors with Cartesian
components bi or Bi are represented by bold letters b or B, respectively. Second-
order tensors with Cartesian components Fij are represented by bold italic letters F .
Here i, j, k, l range from 1 to n. Given two vectors a,b, the dyadic product a b b is
defined to be the second-order tensor with Cartesian components aibj. As the primary
goal of this chapter is to facilitate the description of magneto-elastic composites, we
will take the primary variables of a function W : Rnˆn ˆ Rn Ñ R to be F and
B, where the former represents the deformation gradient, and the latter represents
the magnetic induction field (in the undeformed configuration). Standard notation
from the calculus of variations will be used, as well as some basic notation regarding
Sobolev spaces. We refer those unfamiliar with these concepts to Dacorogna (1989).
8.2 Generalized Notions of Convexity
The notions of polyconvexity, quasiconvexity, and rank-one convexity, as they per-
tain to purely mechanical situations, have been deeply investigated and are well un-
derstood. In what follows, we lay the framework for the development of a rigorous
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treatment of the calculus of variations when there is functional dependence on both
first and second order tensors that are independent of one another. In particular,
we consider the case when W : RnˆN ˆ Rn Ñ R with W “ W pF ,Bq where, when
viewed from the perspective of magneto-elasticity, the second-order tensor F “ ∇u
corresponds to the deformation gradient, and the first-order tensor, i.e. the vector, B
corresponds to the induction magnetic field (in the undeformed configuration). We
start by defining the extended notions of convexity, and restrict ourselves to the case
where N “ n.
Definition 10:
1. A function W : Rnˆn ˆ Rn Ñ R is polyconvex if there exists a convex function
g : Rτpn,nq`2n Ñ R such that
W pF ,Bq “ gpT pF q,B,FBq (8.2.1)
for every F P Rnˆn, B P Rn, where T : Rnˆn Ñ Rτpn,nq is the vector of all sˆ s
minors of F , and where
τpn, nq “
nÿ
s“1
ˆ
n
s
˙2
. (8.2.2)
2. A function W : Rnˆn ˆ Rn Ñ R is quasiconvex if
W pF ,Bq ď 1|D|
ˆ
D
W pF `∇ϕpxq,B`∇ˆ φpxqqdx (8.2.3)
for every bounded domain D Ă Rn, every F P Rnˆn, B P Rn and ϕ,φ P
W 1,80 pD;Rnq.
3. A function f : Rnˆn ˆ Rn Ñ R is rank-one convex at pF ,Bq if
W pλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q ď λW pF1,B1q ` p1´ λqW pF2,B2q
(8.2.4)
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for every λ P r0, 1s, F1,F2 P Rnˆn, B1,B2 P Rn, such that rankpF1´F2q ď 1 and
pB1´B2q P kerpF1´F2q and where F “ λF1`p1´λqF2, B “ λB1`p1´λqB2.
If W is rank-one convex at every pF ,Bq, we say that W is (globally) rank-one
convex. Moreover, replacing “ď” with “ă” defines strict rank-one convexity.
A generalization of polyconvexity was first seen in the work of Fonseca et al.
(1994), but in the context of materials whose constitutive behavior was determined
by the deformation gradient and a scalar chemical potential. A similar generalization
was given by Rogers (1988), who used it to prove existence results similar to those
of Ball (1977). The definition of polyconvexity given above is consistent with the
one given by Silhavy´ (2018) and Ortigosa and Gil (2016b,a), who both considered
electro-magneto-elastic materials. In fact Silhavy´ (2018) proved that the definition is
optimal, in the sense that it accounts for all the possible combinations of F and B
that satisfy a sufficient condition for a generalization of weak lower semicontinuity.
In contrast, Miehe et al. (2015a) considered a less general definition of polyconvexity
that makes use of only T pF q and B. When n “ 3, f is polyconvex if there exists a
convex function g : R25 Ñ R such that
W pF ,Bq “ gpF ,F ˚, detF ,B,FBq, (8.2.5)
while for n “ 2, f is polyconvex if there exists a convex function g : R9 Ñ R such
that
W pF ,Bq “ gpF , detF ,B,FBq. (8.2.6)
The generalization of quasiconvexity is rather straightforward, and has appeared
in the other works (e.g., Kankanala and Triantafyllidis, 2004). Like in the purely
mechanical context (Ball, 1977), the definition can be given a physical interpretation
as well. Consider a homogeneous material occupying some domain D, in the absence
of any body force. Then W is quasiconvex if the state of uniform strain and uniform
induction magnetic field are an absolute minimizer of the total energy. In defining
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rank-one convexity, the requirement that pB1 ´B2q P kerpF1 ´ F2q can also be un-
derstood from a physical point of view. Consider two regions D1, D2 Ă D, whose
boundaries intersect along an interphase with unit normal N. Let Fi,Bi be the de-
formation gradient and induction magnetic field, respectively, in region i. Kinematics
require that Fi satisfy F1´F2 “ abN, for some vector a, while Gauss’ Law implies
that pB1 ´ B2q ¨ N “ 0. Therefore, we see that pB1 ´ B2q P kerpF1 ´ F2q, and
hence, the requirements made in defining rank-one convexity allow for consistency in
modeling physical problems.
Next, we recall the following lemma:
Lemma 1 (Lemma 5.5 Dacorogna (1989)):
Let F P Rnˆn and T pF q be defined as above.
1. For every F1,F2 P Rnˆn with ranktF1 ´ F2u ď 1 and for every λ P r0, 1s, then
T pλF1 ` p1´ λqF2q “ λT pF1q ` p1´ λqT pF2q. (8.2.7)
2. For every bounded domain D Ă Rn, every F P Rnˆn, ϕ P W 1,80 pD;Rnq
T pF q “ 1|D|
ˆ
D
T pF `∇ϕpxqqdx. (8.2.8)
With the lemma, we are able to prove the first major result, which is analogous
to the result for purely mechanical systems.
Theorem 3:
1. Let W : Rnˆn ˆ Rn Ñ R, then
W convex ùñ W polyconvex ùñ W quasiconvex ùñ W rank-one convex.
(8.2.9)
272
2. Let W : Rnˆn ˆ Rn Ñ R, then
W polyconvex ùñ W rank-one convex. (8.2.10)
Proof:
1. W convex ùñ W polyconvex:
This implication is trivial.
W polyconvex ùñ W quasiconvex:
By polyconvexity, there exists a convex function g such that
W pF ,Bq “ gpT pF q,B,FBq. We must show that for every F P Rnˆn, B P
Rn, ϕ,φ P W 1,80 pD;Rnq, Eq. (8.2.3) holds. Since C80 pD;Rnq Ď W 1,80 pD;Rnq is
dense, it suffices to check this condition for ϕ,φ P C80 pD;Rnq. By making use
Jensen’s inequality, we see that
1
|D|
ˆ
D
W pF `∇ϕpxq,B`∇ˆ φpxqqdx
“ 1|D|
ˆ
D
gpT pF `∇ϕpxqq,B`∇ˆ φpxq, rF `∇ϕpxqsrB`∇ˆ φpxqsqdx
ě g
ˆ
1
|D|
ˆ
D
T pF `∇ϕpxqqdx, 1|D|
ˆ
D
B`∇ˆ φpxqdx,
1
|D|
ˆ
D
rF `∇ϕpxqsrB`∇ˆ φpxqsdx
˙
.
(8.2.11)
Now, from (8.2.8), we see that
1
|D|
ˆ
D
T pF `∇ϕpxqqdx “ T pF q. (8.2.12)
On the other hand, since φ “ 0 on BD, the integral of ∇ ˆ φ vanishes, due to
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the divergence theorem. Finally, we note that
1
|D|
ˆ
D
rF `∇ϕpxqsrB`∇ˆ φpxqsdx
“ 1|D|
ˆ
D
pFB` r∇ϕpxqsB` F r∇ˆ φpxqs ` r∇ϕpxqsr∇ˆ φpxqsq dx
“ FB, (8.2.13)
having made use of the divergence theorem, the fact that φ “ ϕ “ 0 on the
boundary, as well as the fact that ∇ ¨ r∇ ˆ φpxqs “ 0. Therefore, we are left
with
1
|D|
ˆ
D
W pF `∇ϕpxq,B`∇ˆ φpxq, rF `∇ϕpxqsrB`∇ˆ φpxqsqdx
ě gpT pF q,B,FBq
“ W pF ,Bq, (8.2.14)
from which we can conclude that W is quasiconvex.
f quasiconvex ùñ f rank-one convex:
Let λ P r0, 1s, F1,F2 P Rnˆn, B1,B2 P Rn, such that rankpF1 ´ F2q ď 1 and
pB1 ´ B2q P kerpF1 ´ F2q. For any bounded set D, fix  ą 0. By making
use of the same arguments in Lemmas 3.10 and 3.11 of Chapter 3 (Dacorogna,
1989), as well as the approximation lemmas given by Dacorogna and Fonseca
(2002), we can construct functions ϕ,φ P W 1,80 pD;Rnq, for which that there
exist D1, D2 Ă D with D1 XD2 “ H, and
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||D1| ´ λ|D|| ď , ||D2| ´ p1´ λq|D|| ď ,
∇ϕ “
$’&’%p1´ λqpF1 ´ F2q for x P D1,´λpF1 ´ F2q for x P D2, (8.2.15)
∇ˆ φ “
$’&’%p1´ λqpB1 ´B2q for x P D1,´λpB1 ´B2q for x P D2,
}∇ϕ}8 ď K, }∇ˆ φ}8 ď L,
where K depends only on F1 and F2, and where L depends only on B1 and B2.
By quasiconvexity, we know that for this particular choice of ϕ and φ, that
W pλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q ď
1
|D|
ˆ
D
W pλF1 ` p1´ λqF2 `∇ϕpxq, λB1 ` p1´ λqB2 `∇ˆ φpxqqdx.
(8.2.16)
On the other hand, we note that
λF1 ` p1´ λqF2 `∇ϕpxq “
$’&’%F1 for x P D1,F2 for x P D2, (8.2.17)
and
B1 ` p1´ λqB2 `∇ˆ φpxq “
$’&’%B1 for x P D1,B2 for x P D2. (8.2.18)
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Therefore,
1
|D|
ˆ
D
W pλF1 ` p1´ λqF2 `∇ϕpxq, λB1 ` p1´ λqB2 `∇ˆ φpxqqdx
“ 1|D|
ˆ
D1
W pF1,B1qdx` 1|D|
ˆ
D2
W pF2,B2qdx
` 1|D|
ˆ
D´pD1YD2q
W pλF1 ` p1´ λqF2 `∇ϕpxq, λB1 ` p1´ λqB2 `∇ˆ φpxqqdx
“ |D1||D| W pF1,B1q `
|D2|
|D| W pF2,B2q ` I. (8.2.19)
Now, by (8.2.15), we see that
|D1|
|D| W pF1,B1q `
|D2|
|D| W pF2,B2q ď λW pF1,B1q ` p1´ λqW pF2,B2q `
2
|D| .
(8.2.20)
On the other hand, since ∇ϕ and ∇ˆ φ are essentially bounded, and W only
takes finite values, we see that
|I| ď C |D ´ pD1 YD2q||D| ď
2C
|D| , (8.2.21)
where C is some constant independent of |D|. Thus, since  was chosen arbi-
trarily, we can conclude, from (8.2.16)-(8.2.21) that
W pλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q ď λW pF1,B1q ` p1´ λqW pF2,B2q.
(8.2.22)
2. Using (8.2.7), and noting that for every λ P r0, 1s, F1,F2 P Rnˆn, B1,B2 P Rn,
such that rankpF1 ´ F2q ď 1 and pB1 ´B2q P kerpF1 ´ F2q, we have
rλF1 ` p1´ λqF2srλB1 ` p1´ λqB2s “λF1B1 ` p1´ λqF2B2
´ λp1´ λqpF1 ´ F2qpB1 ´B2q
“λF1B1 ` p1´ λqF2B2, (8.2.23)
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which, from the polyconvexity of f , implies that
W pλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q
“ gpT pλF1 ` p1´ λqF2q, λB1 ` p1´ λqB2, rλF1 ` p1´ λqF2srλB1 ` p1´ λqB2sq
“ gpλT pF1q ` p1´ λqT pF2q, λB1 ` p1´ λqB2, λF1B1 ` p1´ λqF2B2q
ď λgpT pF1q,B1,F1B1q ` p1´ λqgpT pF2q,B2,F2B2q
“ λW pF1,B1q ` p1´ λqW pF2,B2q. (8.2.24)
Given Definition 10, we now generalize the notion of the various convex envelopes.
Definition 11:
Let W : Rnˆn ˆ Rn Ñ R. Then
CW “ suptg : g ď W, g is convexu, (8.2.25)
PW “ suptg : g ď W, g is polyconvexu, (8.2.26)
QW “ suptg : g ď W, g is quasiconvexu, (8.2.27)
RW “ suptg : g ď W, g is rank one convexu, (8.2.28)
are the convex, polyconvex, quasiconvex, and rank-one convex envelope respectively
(or the convexification, polyconvexification, etc., respectively) of W .
We comment that the definition of PW and RW hold when W takes values in
the extended real numbers. Also, in light of Theorem 3, we have the following result.
Proposition 13:
Let W : Rnˆn ˆ Rn Ñ R. Then
CW ď PW ď QW ď RW ď W. (8.2.29)
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Proof:
The result follows trivially as a corollary to Theorem 3 and Definition 11.
8.2.1 Further Properties of Rank-One Convex Functions
As will be discussed in Section 8.3, the method by which we plan to calculate the
post-bifurcation behavior of magneto-elastic composites relies on calculating the rank-
one convex envelope of the principal solution of the homogenized energy. Therefore,
we present results that will facilitate this calculation. We start with by introducing
notation related to the “rank-one compatibility” of a set of second- and first-order
tensors pFi,Biq, and recall that for I P N
ΛI “ tλ “ pλ1, . . . , λIq : λi ą 0,
Iÿ
i“1
λi “ 1u. (8.2.30)
Definition 12:
We say pλi,Fi,Biq1ďiďI satisfy pHIq if
1. I “ 2, ranktF1 ´ F2u ď 1 and pB1 ´B2q P kertF1 ´ F2u
2. I ą 2, then, up to permutation, ranktF1´F2u ď 1 and pB1´B2q P kertF1´F2u,
and upon defining, for 2 ď i ď I$&% µ1 “ λ1 ` λ2, G1 “ λ1λ1`λ2F1 ` λ2λ1`λ2F2, C1 “ λ1λ1`λ2B1 ` λ2λ1`λ2B2,µi “ λi`1, Gi “ Fi`1, Ci “ Bi`1,
pµi,Gi,Ciq1ďiďI´1 satisfy pHI´1q.
With this definition, we have the following:
Proposition 14:
Let W : Rnˆn ˆ Rn Ñ R. The following are equivalent.
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1. W is rank-one convex.
2. For every pλi,Fi,Biq1ďiďI which satisfy pHIq
W
˜
Iÿ
i“1
λiFi,
Iÿ
i“1
λiBi
¸
ď
Iÿ
i“1
λiW pFi,Biq. (8.2.31)
Proof:
2. ùñ 1. : By taking I “ 2, (8.2.31) is precisely the definition of rank-one convexity.
1. ùñ 2. : We proceed via induction on I. Rank-one convexity of W implies
(8.2.62) holds for I “ 2. Thus, we assume that the result holds for I ´ 1. Suppose
pλi,Fi,Biq1ďiďI satisfy pHIq. Then, by defintionˆ
λ1 ` λ2, λ1F1 ` λ2F2
λ1 ` λ2 ,
λ1B1 ` λ2B2
λ1 ` λ2
˙ď
pλi,Fi,Biq3ďiďI (8.2.32)
satisfy pHI´1q, and so by the induction hypothesis
W
˜
Iÿ
i“1
λiFi,
Iÿ
i“1
λiBi
¸
“ W
˜
λ1F1 ` λ2F2
λ1 ` λ2 `
Iÿ
i“3
λiFi,
λ1B1 ` λ2B2
λ1 ` λ2 `
Iÿ
i“3
λiBi
¸
ď pλ1 ` λ2qW
ˆ
λ1F1 ` λ2F2
λ1 ` λ2 ,
λ1B1 ` λ2B2
λ1 ` λ2
˙
`
Iÿ
i“3
λiW pFi,Biq
ď
Iÿ
i“1
λiW pFi,Biq, (8.2.33)
where we used the fact that f is rank-one convex to go from the the penultimate to
the last line.
The next result gives two representation formulae for the pointwise calculation of
the rank-one convex envelope. The first relates to Proposition 14, while the second
is a generalization of the well known Kohn-Strang lamination formula (Kohn and
Strang, 1986).
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Theorem 4:
Let W : Rnˆn ˆ Rn Ñ R. Let g : Rnˆn ˆ Rn Ñ R be rank-one convex such that
W pF ,Bq ě gpF ,Bq @F P Rnˆn, B P Rn. (8.2.34)
Part 1:
RW pF ,Bq “ inf
$&%
řI
i“1 λiW pFi,Biq : λ P ΛI , F “
řI
i“1 λiFi, B “
řI
i“1 λiBi
pλi,Fi,Biq1ďiďI satisfy pHIq
,.- .
(8.2.35)
Part 2: Let R0W “ W , and for every k ě 0, define
Rk`1W pF ,Bq “ inf
$’’’&’’’%
λRkW pF1,B1q ` p1´ λqRkW pF2,B2q :
F “ λF1 ` p1´ λqF2, B “ λB1 ` p1´ λqB2
ranktF1 ´ F2u ď 1, pB1 ´B2q P kertF1 ´ F2u
,///.///- . (8.2.36)
Then
RW pF ,Bq “ lim
kÑ8RkW pF ,Bq “ infk RkW pF ,Bq. (8.2.37)
Before proceeding, we’ll require the following lemma:
Lemma 2:
Suppose that for λ P ΛI , µ P ΛJ , pλi,Fi,Biq1ďiďI satisfy pHIq and pµj,Gj,Cjq1ďjďJ
satsify pHJq. Let F “ řIi“1 λiFi, B “ řIi“1 λiBi, G “ řJj“1 µjGj, C “ řJj“1 µjCj,
and suppose that ranktF ´Gu ď 1, pB´Cq P kertF ´Gu. Then for any 0 ă t ă 1
pptλi,Fi,Biq, pp1´ tqµj,Gj,Cjqq1ďiďI, 1ďjďJ satisfy pHI`Jq. (8.2.38)
Proof:
We proceed via induction on I ` J , and note that the proof follows closely that for
the result when Bi, Cj “ 0. The case of I ` J “ 2 is trivial, since this implies
that I “ J “ 1, whereby Eq. (8.2.38) is equivalent to the hypotheses of the lemma.
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Therefore, we assume that the result holds for all n ě I ` J ´ 1. Now for n “ I ` J ,
we assume, without loss of generality, that I ě 2. Then,
rankpF1 ´ F2q ď 1, and pB1 ´B2q P kertF1 ´ F2u (8.2.39)
and upon letting$&% ν1 “ λ1 ` λ2, H1 “ λ1F1`λ2F2λ1`λ2 , D1 “ λ1B1`λ2B2λ1`λ2 ,νi “ λi`1, Hi “ Ai`1, Di “ Bi`1,
for 2 ď i ď I ´ 1, it follows that pνi,Hi,Diq1ďiďI´1 satisfy pHI´1q. Moreover, taking
H “
I´1ÿ
i“1
νiHi “ F , and D “
I´1ÿ
i“1
νiDi “ B, (8.2.40)
we see that ranktG´Hu ď 1 and pC´Dq P kertG´Hu, so that by the induction
hypothesis,
pptνi,Gi,Ciq, pp1´ tqµj,Hj,Djqq1ďiďI´1, 1ďjďJ satisfy pHI`J´1q. (8.2.41)
Combining this with the Eq. (8.2.39) yields the desired result.
Proof (Theorem 4):
Part 1: Let
R1W pF ,Bq “ inf
$&%
řI
i“1 λiW pFi,Biq : λ P ΛI , F “
řI
i“1 λiFi, B “
řI
i“1 λiBi
pλi,Fi,Biq1ďiďI satisfy pHIq
,.- .
(8.2.42)
We aim to show that R1W “ RW , with RW defined by Eq. (8.2.28) as the supre-
mum over all rank-one convex functions less than W . Since g ď W is rank-one
convex, we can make use of Proposition 14 to show for any F “ řIi“1 λiFi, B “
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řI
i“1 λiBi, pλi,Fi,Biq1ďiďI satisfying pHIq,
gpF ,Bq “ g
˜
Iÿ
i“1
λiFi,
Iÿ
i“1
λiBi
¸
ď
Iÿ
i“1
λigpFi,Biq ď
Iÿ
i“1
λiW pFi,Biq. (8.2.43)
Hence, gpF ,Bq ď R1W pF ,Bq which implies that the infimum on the right hand side
of Eq. (8.2.42) will be bounded away from ´8.
Next, we look to show that R1W is rank-one convex. Now, let F ,G,B and C be
such that ranktF ´Gu ď 1, pB ´ Cq P kertF ´Gu. Then, for every  ą 0, there
exists and I, J, pλi,Fi,Biq1ďiďI which satisfy pHIq, pµj,Gj,Cjq1ďjďJ which satisfy
pHJq, with F “ řIi“1 λiFi, B “ řIi“1 λiBi, G “ řJj“1 µjGj, C “ řJj“1 µjCj, so
that
Iÿ
i“1
λiW pFi,Biq ď R1W pF ,Bq ` ,
Iÿ
j“1
µjW pGj,Cjq ď R1W pG,Cq ` . (8.2.44)
(8.2.45)
Making use of Lemma 2, we find that
R1W ptF ` p1´ tqG, tB` p1´ tqCq ď
Iÿ
i“1
tλiW pFi,Biq `
Iÿ
j“1
p1´ tqµjW pGj,Cjq
ď tR1W pF ,Bq ` p1´ tqR1W pG,Cq ` .
(8.2.46)
Since  is arbitrary, we can conclude that R1f is rank-one convex.
Now, since R1W ď W is rank-one convex, by definition, R1W ď RW . To show
the reverse inequality, fix F and B and let  ą 0. Then, we can find pλi,Fi,Biq1ďiďI
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satisfying pHIq with F “ řIi“1 λiFi, B “ řIi“1 λiBi such that
Iÿ
i“1
λiW pFi,Biq ď R1W pF ,Bq ` . (8.2.47)
Therefore, the rank-one convexity of RW ď W implies that
RW pF ,Bq ď
Iÿ
i“1
λiRW pFi,Biq
ď
Iÿ
i“1
λiW pFi,Biq
ď R1W pF ,Bq ` . (8.2.48)
Since  is arbitrary, we can conclude that RW ď R1W , and therefore the two must
be equal.
Part 2:
By making the trivial choice of F1 “ F2 “ F , B1 “ B2 “ B, we see that
R1W pF ,Bq ď W pF ,Bq. In a similar fashion, we find that in fact
Rk`1W pF ,Bq ď RkW pF ,Bq @ k ě 1. (8.2.49)
We define
R2W pF ,Bq ” lim
kÑ8RkW pF ,Bq “ infk RkW pF ,Bq, (8.2.50)
and as above, look to show that R2W “ RW . It is clear that g ď Rk`1W , and
therefore, we can conclude that
´8 ă R2W pF ,Bq (8.2.51)
In order to prove the result, we will first show that RW ď R2W , and then show
R2W is rank-one convex. It will then follow from the definition in (8.2.28) that
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R2W ď RW , and hence the two must be equal.
To that end, suppose that some arbitrary function h is rank-one convex. It is
always the case that R1h ď h. On the other hand, for any  ą 0, there exists
λ,F1,F2,B1 and B2 such that ranktF1 ´ F2u ď 1, pB1 ´B2q P kertF1 ´ F2u, and,
hpλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q
ď λhpF1,B1q ` p1´ λqhpF2,B2q
ď R1hpλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q ` , (8.2.52)
having used the rank-one convexity of h. Since  is arbitrary, it follows that h “ R1h.
This proof can be iterated, mutatis mutandis, to show that if h is rank-one convex,
h “ Rkh for every k, and hence that h “ R2h. Upon replacing h with RW , we find
that
RW “ R2pRW q ď R2W. (8.2.53)
It now remains to show that R2W is rank-one convex. To that end, for any
F1,F2,B1,B2 such that ranktF1 ´ F2u ď 1, pB1 ´ B2q P kertF1 ´ F2u, and for any
 ą 0, there exists an I and J such that
R2W pF1,B1q ě ´`RiW pF1,B1q, (8.2.54)
R2W pF2,B2q ě ´`RjW pF2,B2q, (8.2.55)
for every i ą I, j ą J . We assume, without loss of generality, that i ą j, whereby
from Eq. (8.2.49), RiW pF2,B2q ď RjW pF2,B2q. Combining this with Eqs. (8.2.54)
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and (8.2.55), we see that for any 0 ď λ ď 1
λR2W pF1,B1q ` p1´ λqR2W pF2,B2q
ě ´` λRiW pF1,B1q ` p1´ λqRiW pF2,B2q
ě ´`Ri`1W pλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q
ě ´`R2W pλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q. (8.2.56)
Since  is arbitrary, we conclude that in R2W is rank-one convex, and the proof is
complete.
We close this section by presenting results that allow for the generalization of
the Legendre-Hadamard condition, and also plays an important role in checking for
rank-one convexity of functions which lack sufficient smoothness.
Proposition 15:
A function W : Rnˆn ˆ Rn Ñ R is rank-one convex if and only if the function
ϕ : R2 Ñ R, as defined by
ϕpt, sq “ W pF ` tmb n,B` snKq (8.2.57)
is convex for any choice of n,m and nK, where n ¨ nK “ 0.
Proof:
Let λ P p0, 1q, t1, t2, s1, s2 P R and n,m,nK P Rn where n ¨nK “ 0, be arbitrary. Upon
letting Fi “ F `timbn and Bi “ B`sinK for i “ 1, 2 we see that ranktF1´F2u “ 1
and pB1 ´B2q P kerpF1 ´ F2q. Moreover, we find that
ϕpλt1 ` p1´ λqt2, λs1 ` p1´ λqs2q “ W pλF1 ` p1´ λqF2, λB1 ` p1´ λqB2q,
(8.2.58)
λϕpt1, s1q ` p1´ λqϕpt2, s2q “ λW pF1,B1q ` p1´ λqW pF2,B2q. (8.2.59)
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Therefore, we see that ϕ is convex if and only if W is rank-one convex.
In the case that W is only continuously differentiable, we first define
gpF ,B, t, s,n,m,nKq “W pF ` tmb n,B` snKq ´W pF ,Bq
´ tm ¨
ˆBW pF ,Bq
BF n
˙
´ sBW pF ,BqBB n
K. (8.2.60)
It is not hard to see that
gpF ,B, t, s,n,m,nKq “ ϕpt, sq ´ ϕp0, 0q ´∇ϕp0, 0q ¨
»–t
s
fifl (8.2.61)
Then, generalizing the work of Dacorogna and Haiberly (1998), we have the following
result.
Proposition 16:
A continuously differentiable function function W : Rnˆn ˆ Rn Ñ R is rank-one
convex if and only if
inf
t,s,n,m,nK
gpF ,B, t, s,n,m,nKq “ 0, @pF ,Bq. (8.2.62)
Proof:
We first note that since W is continuously differentiable, so too is ϕ. Clearly,
gpF ,B, 0, 0,n,m,nKq “ 0, and hence we must prove that W is rank-one convex if
and only if g is nonnegative. To that end, from Proposition 15, W is rank one-convex
if and only if ϕ is convex if and only if
ϕpt1, s1q ě ϕpt2, s2q `∇ϕpt2, s2q ¨
»– t1 ´ t2
s1 ´ s2
fifl @ t1, t2, s1, s2 P R. (8.2.63)
In fact, ϕ is convex if and if Eq. (8.2.63) holds for all t “ t1, s “ s1 and t2 “ s2 “ 0;
this follows replacing F and B with F 1 “ F ` t1m b n, B1 “ B ` s1nK. Hence, in
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light of Eq. (8.2.61), the result follows.
Finally, we consider the case when W is twice continuously differentiable, and
provide a generalization to the well known Legendre-Hadamard condition. This gen-
eralization can also be derived independently by appealing to the incremental equi-
librium equations of magneto-elasticity (Destrade and Ogden, 2011; Kankanala and
Triantafyllidis, 2004).
Proposition 17:
Suppose that W is twice continuously differentiable. Then W is rank-one convexity
if and only if
D2ϕpt, sq “
»– B2WBFijBFklminjmknl B2WBFijBBkminjnKk
B2W
BBiBFjkn
K
i mjnk
B2W
BBiBBjn
K
i n
K
j
fifl
pF`tmbn,B`snKq
(8.2.64)
is positive semidefinite.
Proof:
This result follows immediately from Proposition 15.
By requiring that D2ϕ be positive definite, we obtain a necessary and sufficient
condition for W to be strictly rank-one convex.
8.3 Homogenization in Finite Magneto-Elasticity
We now turn our attention to the problem of describing the effective proper-
ties of magneto-elastic composites under finite strain and arbitrary magnetic field.
The general idea for defining the effective behavior of such composites, which we
give below, is not new, and has been considered in the context of magneto-elasticity
(Ponte Castan˜eda and Galipeau, 2011), electro-elasticity (Ponte Castan˜eda and Si-
boni, 2012; Ortigosa and Gil, 2016b,a), as well as magneto-electro-elasticity (Miehe
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et al., 2015a,b). After presenting the basic definition of the effective behavior, or
relaxation, we consider the steps that would need to be taken in order to prove the
validity of such a definition. From there, we focus on the issue of unstable behavior
under finite magneto-elastic loadings, and introduce a methodology, which has been
used used successfully in the purely mechanical context (Furer and Ponte Castan˜eda,
2018a, 2019; Avazmohammadi and Ponte Castan˜eda, 2016), for describing the be-
havior of magneto-elastic composites after the onset of an instability. We skip a full
review of the basics of magneto-elastostatics, and refer the interested reading to the
work of Dorfmann and Ogden (2014).
Consider a material occupying some region Ω0 in the undeformed configuration,
and assume that this material is heterogenous, whereby there are N homogeneous
phases, occupying regions Ω
prq
0 pr “ 1, . . . , Nq that partition Ω0. Each phase is de-
scribed by an energy density W prq, which determines the constitutive response of
phase r. In particular, for our purposes, we suppose that W prq “ W prqpF ,Bq, where
F denotes the deformation gradient, and B denotes the induction magnetic field in
the undeformed configuration. Upon letting χ
prq
0 denote the characteristic function of
phase r, we see that the local energy density of the composite is given by
W pX,F ,Bq “
Nÿ
r“1
χ
prq
0 pXqW prqpF ,Bq. (8.3.1)
Then the local first Piola-Kirchoff stress S, and local true magnetic field H , are given
by
S “ BWBF , and H “
BW
BB , (8.3.2)
respectively. At this point, it is helpful to recall that in the absence of any body
forces, current density, or electric field, and in the (quasi-)static limit, S, B and H
must satisfy the equilibrium equations, Gauss’ Law, and Ampere’s Law, respectively.
In other words,
∇ ¨ S “ 0, ∇ ¨B “ 0, ∇ˆH “ 0. (8.3.3)
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While the microstructure, as described through χ
prq
0 , can be random, in what
follows, we consider the case where it is periodic, and identify the unit cell Y0
to this microstructure. For a treatment of the homogenized response of magneto-
elastic composites with random microstructures, we refer the reader to the work of
Ponte Castan˜eda and Galipeau (2011) in the current setting of magneto-elasticity
and Ponte Castan˜eda and Siboni (2012) in the mathematically equivalent context
of electro-elasticity. Following the work of Miehe et al. (2015a), who based their
extensions on the findings of Mu¨ller (1987), we define
xWkpF ,Bq “ inf
uPKk
inf
APHk
1
|kY0|
ˆ
kY0
W px,F `∇upxq,B`∇ˆApxqqdx, (8.3.4)
where
Kk “ tu : u is periodic on kY0u , (8.3.5)
and
Hk “ tA : ∇ ¨A “ 0 and A is periodic on kY0u . (8.3.6)
The condition that ∇ ¨A “ 0 ensures a unique solution to the Euler-Lagrange equa-
tions, and is referred to in the literature as the Coulomb gauge. We then define the
effective potential, or relaxation, via
ĂW pF ,Bq “ inf
k
xWkpF ,Bq. (8.3.7)
In order to rigorously establish Eq. (8.3.7), it would first be necessary to more
precisely define Kk and Hk. In the purely mechanical context, Kk is usually taken to
be a subspace of the Sobolev space of weakly differentiable functions with periodic
boundary conditions; indicentally, Mu¨ller (1987) showed that one can equivalently
consider functions that vanish on the boundary. The integrability of these functions
is determined by the associated growth and coercivity conditions imposed on the
potential W . One major complication in determining the proper functional setting
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is the use of the vector potential A. Indeed, Hk will need to be a function space
that allows for integrability and (weak) differentiability not only of A, but of ∇ ˆ
A. For purely magnetic systems, it often suffices to consider A,∇ ˆ A P L2pΩ0q
(Wellander, 2001, 2002; Serrano, 2011), but due to the need to consider terms of the
form p∇uqp∇ ˆ Aq, this may be overly restrictive. On the other hand, the use of
the vector potential means that Gauss’ Law, Eq. (8.3.3)2, is satisfied, in some weak
sense, a priori, and moreover, that the Euler-Lagrange equations associated with the
variational problems defined in Eq. (8.3.4) correspond to the equilibrium equations,
Eq. (8.3.3)1, and Ampere’s Law, Eq. (8.3.3)3.
With the proper function space set, it would be possible to describe the topology
over which weak (sequential) lower semicontinuity of functionals of the form
Ipu,Aq “
ˆ
Ω
W px,∇upxq,∇ˆApxqqdx (8.3.8)
could be defined. Moreover, with such a topology, a straightforward generalization
of Γ´convergence, a necessary ingredient in proving (8.3.7), could be obtained. In
particular, suppose that we have fixed our function space F , which consists of elements
of the form pu,Aq. We’ll let á denote weak convergence with respect to the topology
of F , and define the following:
Definition 13:
A functional I on F is weakly lower semicontinuous if and only if for any pu,Aq P F
such that pu,Aq á pu,Aq as Ñ 0,
lim inf
Ñ0 Ipu
,Aq ě Ipu,Aq. (8.3.9)
Definition 14:
Let tIu be a family of functionals on F . Then tIuą0 is Γ´convergent to I with
respect to the weak topology of F if the following two conditions hold:
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1. If pu,Aq á pu,Aq as Ñ 0, then
lim inf
Ñ0 I
pu,Aq ě Ipu,Aq. (8.3.10)
2. For every pu,Aq P F there exists pu,Aq á pu,Aq such that
Ipu,Aq “ lim
Ñ0 I
pu,Aq. (8.3.11)
By construction, the Γ´limit of a sequence of functionals is weakly lower semi-
continuous (Braides, 1985). In the purely mechanical context, this is necessary and
sufficient for the integrand of the Γ´limit to be quasiconvex (Morrey Jr., 1952; Ball,
1977). A generalization of this result for magneto-elastic materials is beyond the scope
of this work, but has been proven in other multi-physical settings (Conti et al., 2018).
Indeed, the equivalence between weak lower semicontinuity of an integral functional
and the quasiconvexity of its integrand has been extended to include cases where the
admissible fields satisfy certain linear differential constraints. Thus, the Coulomb
gauge, as well as the fact that F “ ∇u, can be treated within the framework of
A´quasiconvexity (Fonseca and Mu¨ller, 1999), and the related A´B´quasiconvexity
(Dacorogna and Fonseca, 2002). Moreover, in this context of A´quasiconvexity,
Braides et al. (2000) provided a homogenization results similar to the one given above,
and consistent with the results of Mu¨ller (1987). As such, we anticipate that ĂW , the
integrand of the Γ´limit of the sequence of functionals associated with xWk, will be
quasiconvex in the sense of Definition 10. By the results of Section 8.2, this then im-
plies that ĂW is rank-one convex, but not necessarily strictly so. Now, for F close to
the identity, and |B| small, assuming that each W prq is strictly polyconvex, we expect
that the minimization problem in Eq. (8.3.4), with k “ 1, will have a unique solution
(see Rogers, 1988; Silhavy´, 2018, for proofs of existence to such variational problems),
and hence the relaxation ĂW will correspond to this one-cell period solution. Indeed,
this is known to be the case when B “ 0 (Mu¨ller and Neukamm, 2011; Neukamm and
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Scha¨ffner, 2018), and we call this the “principal” solution, and denote the effective
energy associated with it by xW .
On the other hand, under finite magneto-elastic effects, by the definition of ĂW , it
is possible that solutions that are periodic on N ˆM ˆ L “super-cells” may exhibit
lower energy than the energy of the principal solution, whereby ĂW is given by xWk
for some k ą 1. This behavior corresponds to the initiation of instability, and which
point xW will only serve to provide an upper bound on ĂW . In the purely mechanical
context, Geymonat et al. (1993) showed rigorously that the composite can indeed
develop these “microscopic” instabilities. The development of “macroscopic” insta-
bilities, corresponding to long-wavelength instabilities that are not periodic at finite
wavelengths, is also possible, and Geymonat et al. (1993) showed that they can be
detected by the loss strong ellipticity of the incremental moduli of the (one-cell peri-
odic) principal solution. Moreover, such instabilities lead to the loss of strict rank-one
convexity of ĂW .
Both types of instabilities have been predicted theoretically for magneto-elastic
materials (Destrade and Ogden, 2011; Rudykh and Bertoldi, 2013), and in the equiv-
alent context of electro-elasticity (Siboni et al., 2014; Rudykh and deBotton, 2011;
Bertoldi and Gei, 2011). The onset of microscopic instabilities has been studied by
making use of Bloch-Floquet type analyses (see Bertoldi and Gei, 2011; Rudykh et al.,
2014, for examples in the context of electro-elasticity), while the onset of macroscopic
instabilities has been attributed to failure of the generalized strong ellipticity con-
dition, where the (electro-)magneto-elastic moduli are calculated from the principal
solution xW (Rudykh and Bertoldi, 2013; Goshkoderia and Rudykh, 2017). In address-
ing the interplay between microscopic and macroscopic instabilities, Bertoldi and Gei
(2011) and Rudykh et al. (2014) made use of layered electro-elastic composites, for
which the principal solution can be calculated analytically. Consistent with the find-
ings of Geymonat et al. (1993) and Triantafyllidis and Maker (1985) in the purely
mechanical context, it was found that microscopic stability implies macroscopic sta-
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bility, and moreover, when the volume fraction of the stiffer phase is large enough,
the primary mode of instability has infinite wavelength, and hence corresponds to a
macroscopic instability.
We are interested in the case when the first instability is macroscopic. When the
instability does not result in material failure, we anticipate that the composite will
break up into domains in order to accommodate the combined loading from F and B.
Such domain formation has been predicted for both fiber-reinforced (Avazmohammadi
and Ponte Castan˜eda, 2016) and layered (Furer and Ponte Castan˜eda, 2018a, 2019)
elastomers under purely mechanical loading, and can be described in those settings
by means of the quasiconvexification of the principal solution. Moreover, as discussed
in these works, the onset of a macroscopic instability will, in general, be initiated
not by the loss strong ellipticity condition, but rather by the loss of strict rank-one
convexity of the principal solution. This is related to the fact that, under finite
strain, linearization and homogenization do not commute (Mu¨ller and Neukamm,
2011; Neukamm and Scha¨ffner, 2018). As this will remain true in the more complex
magneto-elastic setting, it is clear that using the magneto-elastic moduli associated
with xW to predict the behavior of ĂW will overestimate stability; checking strict rank-
one convexity of xW directly will give a more reliable estimate.
When the primary mode of instability is macroscopic, we look to calculate ĂW
after the onset of such an instability. As mentioned above, in order to account for
the formation of domains on a scale larger than that of the unit cell, but still small
compared to the material sample, we turn our attention to the quasiconvexification
QxW of the principal solution. As ĂW is quasiconvex and since ĂW ď xW , then from the
definition of the quasiconvex envelope we know that
ĂW ď QxW ď xW, (8.3.12)
and we anticipate that QxW will give an accurate description of the post-bifurcation
behavior, and in certain cases, correspond directly to ĂW . In particular, we look to
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calculate RxW by making use of Part 2 of Theorem 4. If we can show that RxW
is polyconvex, then by Proposition 13, and Equation (8.2.27), it will follow that
RxW “ QxW .
8.4 Concluding Remarks
In this work, we set out to provide rigorous generalizations to concepts that arise
in the calculus of variations, so that the same machinery used in describing the macro-
scopic behavior of hyperelastic composites under purely mechanical loads could be
reformulated to allow for the description of these composites undergoing magneto-
elastic loading. Having proved that the notions of “weak” convexities generalize
accordingly, we generalized the methodology for assessing the stability of periodic
magneto-elastic composites based on strict rank-one convexity, as well as for extract-
ing the post-bifurcation behavior once the composite has undergone a macroscopic
instability. Some of the arguments rely on assumptions which need to be investigated
further (e.g. that the relaxation is in fact quasiconvex), but the conclusions drawn
are all consistent in that they agree with the well established results in the case that
B “ 0.
In future work, we plan on using the results obtained here to guide our calcu-
lation of the post-bifurcation behavior of magneto-elastic composites by way of the
quasiconvexification of the principal solution. This requires, in particular, the eval-
uation of rank-one convex envelope by making use of the generalized Kohn-Strang
lamination formula. Based on the findings for purely mechanical systems (Furer and
Ponte Castan˜eda, 2018a; Avazmohammadi and Ponte Castan˜eda, 2016), we antici-
pate that, at least for certain loading conditions, the relaxation will be obtained via
the formation of lamellar domains, as indicated by the construction set forth here for
computing the quasiconvex envelope.
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Chapter 9
Application to Neo-Hookean
Magneto-Elastic Laminates Under
Plane-Strain Loading Conditions
Abstract
In Chapter 8, we provided the tools needed for obtaining estimates on the
relaxation of magneto-elastic composites under finite strain. In particular, we
introduced a methodology for calculating the post-bifurcation behavior of such
systems after the onset of a macroscopic instability by means of the quasicon-
vexification of the principal solution, i.e. the solution prior to the instability.
This work is concerned with applying these tools to obtain estimates for the
post-bifurcation behavior of a two-phase magnetically active laminate under
plane-strain loading conditions and a magnetic field in the plane of deforma-
tion. We obtain bounds on the post-bifurcation behavior, and in certain cases,
we are able to compute the quasiconvexification explicitly. We then apply the
bounds to the two specific cases where the magnetic field is applied both par-
allel and perpendicular to the layers, and investigate the physical implications
on the relaxation construction. In particular, we find that the magneto-elastic
coupling can cause sufficient compression of the layers, leading to an instabil-
ity. The laminate then forms lamellar domains in order to accommodate such
unstable magneto-elastic loading.
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9.1 Introduction
Magneto-elastic composites refer, in general, to a class of composite materials that
can undergo deformations due to coupled magneto-elastic loading. Magnetorheolog-
ical elastomers (MRE’s) are a well known examples of magneto-elastic composites,
and are materials consisting of magnetically susceptible particles embedded in an
elastomeric matrix. These materials have sparked a recent flurry of investigations
due in part to their ability to undergo finite strains, making them prime candidates
for use as smart materials.
Nearly all continuum-based models of magneto-elasticity rely on the use of an
energy density that is a function of the deformation gradient F , as well as one of
any of the magnetic variables associated with the system; in particular, constitutive
models that make use of B,H, M, the induced magnetic field, true magnetic field,
and magnetization, all in the undeformed configuration, as well as their counterparts
in the deformed configuration, have all been considered (see, e.g., Bustamante et al.,
2008; Dorfmann and Ogden, 2004; Kankanala and Triantafyllidis, 2004; Miehe et al.,
2015a; Steigmann, 2004). However, many of these works deal with homogeneous
magneto-elastic composites, whereas it has been seen experimentally that much of
the exotic macroscopic behavior displayed by these materials is strongly tied to the
underlying microstructure.
Motivated by this, researchers have sought to understand the effective response
of magneto-elastic composites by making use of homogenization. When finite strain
effects are taken into account, homogenization even in the purely mechanical case
is a very difficult problem. For one, the dependence on F of the energy density
is non-convex, leading to the possible development of both microscopic and macro-
scopic instabilities (Geymonat et al., 1993). In some cases, homogenization methods
in the magneto-elastic context have been proposed by using of a variety of simpli-
fying assumptions (e.g. Yin and Sun, 2006; Borcea and Bruno, 2001, for particles
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aligned in chains, and in small strain limit, respectively). For large deformations,
Ponte Castan˜eda and Galipeau (2011) provided a homogenization-based model for
obtaining the effective response of MRE’s that itself relied on a “partial-decoupling”
approximation.
In looking to model magneto-elastic composites undergoing large strains, one
must always be aware of the potential for unstable behavior. There have been
a number studies, both experimental and theoretical, that seek to generalize the
work of (Geymonat et al., 1993) to the magneto-elastic context (e.g. Galipeau and
Ponte Castan˜eda (2013); Rudykh and Bertoldi (2013); Kankanala and Triantafyllidis
(2004). See Ponte Castan˜eda and Siboni (2012); Bertoldi and Gei (2011) for an anal-
ogous treatment in the context of electro-elasticity). Such studies, as well as those
conducted in the related context of electro-elasticity, have found that magneto-elastic
materials do indeed undergo both microscopic and macroscopic instabilities. Many of
the methods used for checking stability of the composite are based on a generalized
strong ellipticity condition as applied to the incremental magneto-elastic moduli of
the principal solution. However, it has been seen recently, in the purely mechanical
context, that use of the incremental magneto-elastic moduli tends to overestimate
the stability of the composite Avazmohammadi and Ponte Castan˜eda (2016); Furer
and Ponte Castan˜eda (2018a, 2019). Moreover, as in the purely-mechanical context,
very little work has been done to describe the behavior of magneto-elastic composites
after the onset of an instabilities.
Chapter 8 introduced an extension of a method, originally proposed by Avazmo-
hammadi and Ponte Castan˜eda (2016), for extracting the post-bifurcation behavior of
a magneto-elastic composite after the onset of a macroscopic instability. The method
relies on the computation of QxW , the quasiconvex envelope of the principal solutionxW . Much of the theoretical machinery on which this methodology is based has roots
in the calculus of variations and homogenization theory. In this work, we are inter-
ested in the application of these results to the model problem. We forgo a full review
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of the relevant results used in this chapter and refer to interested reader to Chapter 8.
As indicated by the findings in Chapters 6 and 7 in the purely mechanical context,
the calculation of QxW is greatly facilitated by the existence of a (semi-)analytical
expression for xW . The estimates for xW obtained using the model of Ponte Castan˜eda
and Galipeau (2011) are rather complicated, and in testing this methodology for
the first time, we look to apply it to a system for which estimates on xW are more
tractable; in particular, we will consider a two-phase laminated composite, a material
for which the estimates for xW can be given exactly. As such, the rest of this work
will be laid out as follows. Section 9.2 gives a brief review of the continuum theory
of magneto-elasticity, and discusses the extension of the strong ellipticity condition
for magneto-elastic materials. Section 9.3 provides preliminary results regarding the
magneto-elastic laminate under plane-strain loading conditions to be studied in this
work, and introduces the invariants that will be used in studying them. In Sec-
tion 9.4, the bounds on the quasiconvexification of the principal solution are derived,
and then compared to assess their reliability. Finally, Section 9.6 provides an anal-
ysis of the physical implications of the relaxation construction by investigating the
post-bifurcation response of the laminate under a range of loading conditions.
Throughout this work, we make use of standard notation in the continuum me-
chanics literature. We fix the standard Cartesian basis teiu, with respect to which
vectors with Cartesian components ai or Ai are represented by bold letters a or A,
respectively. Second-order tensors with Cartesian components Fij are represented by
bold italic letters F , while fourth-order tensors with Cartesian components Lijkl are
denoted by barred letters L. Here i, j, k, l range from 1 to 2. The Einstein summation
convention will be utilized, so that repeated indices are summed over. For example,
the product FX has Cartesian components FijXj. Given two vectors a,b, the quan-
tity abb is defined to be in second-order tensor with Cartesian components aibj. We
denote by Lin (Lin`) the set of all second-order tensors (with positive determinant).
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9.2 Magneto-Elasticity
In this section, we will review the theory of finite magneto-elasticity from the
perspective of continuum mechanics. We consider a magneto-elastic body in a stress
free configuration, and will refer to this state as the reference, or Lagrangian, config-
uration, and denote the region in space occupied by this body as Ω0 Ă R2. Under
the combined action of mechanical and magnetic loading, material at a point X P Ω0
will move to a new point x P Ω, where Ω is the current, or Eulerian, configuration.
This defines a mapping x : Ω0 Ñ Ω, which is assumed to be continuous, (weakly)
differentiable, and one-to-one. Now, the deformation is characterized by the defor-
mation gradient tensor F “ Gradx. To ensure no interpenetration of the material,
we require that
J “ detF ą 0. (9.2.1)
Moreover, while x is continuous, F may be discontinuous across material interfaces.
However, Hadamard’s compatibility condition (Gurtin et al., 2010) requires that
rrF ss “ a bN, where N is the unit vector normal to the interface in the reference
configuration, and a is an arbitrary vector.
We let ρ0 and ρ be the material densities in the reference and deformed configu-
rations, respectively. Conservation of mass requires that
ρ0 “ ρJ. (9.2.2)
It is next useful to introduce two notions of stress. For the Lagrangian description of
stress, we use the first Piola-Kirchhoff stress S. The Eulerian counterpart of stress
is the total Cauchy stress T , which is related to S by S “ JTF´T . Conservation
of angular momentum requires that T “ T T , which implies SF T “ FST . If f0 and
f are the mechanical body forces in the undeformed and deformed configurations,
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respectively, then the stresses are assumed to satisfy the equilibrium equations
DivS ` ρ0f0 “ 0, (9.2.3)
or
divT ` ρf “ 0. (9.2.4)
Like F , S (or T ) may exhibit discontinuities, but they are still required to satisfy
the jump conditions rrSssN “ 0 (or rrT ssn “ 0), where N (or n) denotes the normal
to the interface in the undeformed (deformed) configuration. These conditions arise
from the mass and momentum balance equations.
The equations of magnetostatics are usually written in Eulerian form in terms of
the magnetic induction field b and the (true) magnetic field h. Assuming that the
current density j “ 0, these fields satisfy Gauss’ and Ampere’s laws
divb “ 0, and curlh “ 0, (9.2.5)
respectively. Like F , these fields may be discontinuous across a material interface,
but nonetheless must satisfy the jump conditions
rrbss ¨ n “ 0, and rrhss ˆ n “ 0. (9.2.6)
It is also useful to introduce the (Eulerian) magnetization m, which is related to b
and h via
b “ µ0ph`mq, (9.2.7)
where µ0 is the magnetic permeability of a vacuum. We remark that equations in
(9.2.5) are nothing more than the time independent Maxwell equations in the absence
of an electric field.
It will prove more helpful to describe these equations in the Lagrangian form.
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Following Dorfmann and Ogden (2004); Kankanala and Triantafyllidis (2004), we
have that
DivB “ 0, and CurlH “ 0 (9.2.8)
where
B “ JF´1b, and H “ F Th (9.2.9)
are the Lagrangian counterparts to b and h, respectively. The corresponding jump
conditions in the reference configuration become
rrBss ¨N “ 0, and rrHss ˆN “ 0. (9.2.10)
In order to describe the constitutive behavior of a magneto-elastic material, we
choose an energy formulation based on the deformation gradient F and the magnetic
induction field in the reference configuration B, as proposed by Dorfmann and Ogden
(2004). As such, the constitutive behavior of the magneto-elastic phases, at constant
temperature and ignoring dissipative effects, is characterized by energy-density func-
tion W prq “ W prqpF ,Bq, and defined by
S “ BW
prq
BF pF ,Bq, and H “
BW prq
BB pF ,Bq. (9.2.11)
When the phases are incompressible, the first Piola-Kirchhoff takes the form
S “ BW
prq
BF pF ,Bq ´ pF
´T , (9.2.12)
where p is an arbitrary Lagrange multiplier associated with the incompressibility
condition detF “ 1. These potentials are assumed to satisfy the property of mate-
rial frame indifference, so that for Q P Orth`, and any F and B, W prqpQF ,Bq “
W prqpF ,Bq. Therefore, using the polar decompositions theorem to write F “ RU ,
we see that W prqpF ,Bq “ W prqpU ,Bq.
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As laid out above, the Cauchy stress T includes contributions from both the
mechanical and magnetic body forces. Indeed, it is known (Dorfmann and Ogden,
2004; Kankanala and Triantafyllidis, 2004; Dorfmann and Ogden, 2014) that, in the
context of incompressible materials, that the total Cauchy stress T can be written as
T “ σ ` TM ` pm ¨ bqI´ bbm´ pI, (9.2.13)
where σ is a measure of the stress, p is the pressure associated with the incompress-
ibility condition, and
TM “ 1
µ0
bb b´ 1
2µ0
|b|2 I (9.2.14)
is the Maxwell stress. The symmetry of T requires that σ `m b b be symmetric.
Moreover, recalling Eq. (9.2.7), we can write
T “ σ ` bb h` µ0
2
p|m|2 ´ |h|2qI. (9.2.15)
We note that σ will in general depend both of F and B, and going forward, we define
Tmag ” bb h` µ0
2
p|m|2 ´ |h|2qI (9.2.16)
The problem of the existence and regularity of solutions to the equilibrium equa-
tions has been studied extensively in the purely mechanical context Ball (1977); Mu¨ller
(1987); Dacorogna (1989); Geymonat et al. (1993). Moreover, conditions on the
(purely mechanical) energy potential that ensure smooth solutions are well known; in
particular, strong ellipticity of the energy potential ensures that any solution to the
equilibrium equation will be continuous. There has been progress made in establish-
ing generalizations of the strong ellipticity condition in the case of magneto-elasticity.
One approach appeals to the principle of minimum potential energy, and uses a vari-
ational formulation to derive the equilibrium equations and jump conditions outlined
above. In particular, the equilibrium equations are nothing more than the Euler-
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Lagrange equations of the energy functional. In order to ensure that the solution is a
minimizer, one then checks to see whether the second variation of the functional, when
evaluated at a solution to the Euler-Lagrange equations, is positive (semi-)definite.
Kankanala and Triantafyllidis (2004) introduced one such variational principle by
consider an free energy function that depends on the deformation gradient F and
the (Lagrangian) magnetization M. By appealing to the positive-definiteness of the
second variation, and making use of the Fourier transform, they derived sufficient
pointwises conditions for their definition of “quasiconvexity,” which is similar to the
one given in Chapter 8 and ensures the existence of continuous solutions. Other gen-
eralizations, some even in the case of electro-magneto-elasticity, have been derived
from variational formulations as well, and all rely on the positive definiteness of ei-
ther the second variation of the energy functional or the generalized Hessian of the
associated energy potential (see Ortigosa and Gil, 2016a; Miehe et al., 2015b, and
references therein for examples).
Another approach for establishing conditions that ensure the existence of continu-
ous solutions is to appeal directly to the equilibrium equations, but in their incremen-
tal form. Destrade and Ogden (2011) derived a generalization of the strong ellipticity
condition when the energy potential W is a function of F and B. This condition,
which was derived for an incompressible material, takes the same form of the con-
dition derived by Kankanala and Triantafyllidis (2004). In particular, Destrade and
Ogden (2011) showed that solutions will remain continuous so long as
m ¨
´´xQc ´ xRcxEc´1xRcT¯m¯ ą 0 @n, m such that |n| “ |m| “ 1, and m ¨ n “ 0.
(9.2.17)
Here
Qcikpnq “ Lcipkqnpnq, and Rcikpnq “M cijknj, (9.2.18)
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where
Lcijkl “ B
2W
BFipBFkqFjpFlq, M
c
ijk “ B
2W
BFipBBqFjpF
´1
qk , and E
c
ij “ B
2W
BBpBBqF
´1
pi F
´1
qj ,
(9.2.19)
are the push forward of the magnetoelastic moduli, and xp¨q “ Ip¨qI where I “
I ´nbn. By making use of the same analysis as Destrade and Ogden (2011), it can
be shown that an equivalent generalized strong ellipticity condition is given by
´
m ¨ pxQcmq¯´nK ¨ pxEcnKq¯´ pnK ¨ xRcTmq2 ą 0
@n,m,nK such that |n| “ |m| “ |nK| “ 1, and m ¨ n “ nK ¨ n “ 0.
(9.2.20)
An exactly analogous expression has been found by Rudykh and Bertoldi (2013), who
studied stability in the context of laminated composites. Making use of the general
homogenization framework of Ponte Castan˜eda and Galipeau (2011), Galipeau and
Ponte Castan˜eda (2013) have also made use of an expression akin to Eq. (9.2.20) to
study the stability of magneto-elastic composites with more general microstructures.
In particular, they considered composites with a random distribution of ellipsoidal
inclusions; upon taking taking the limit as the aspect ratio of these inclusions tends to
infinity, their results recover the exact results for the laminate considered by Rudykh
and Bertoldi (2013), and the one to be considered in this work. In connection to the
theory presented in Chapter 8, Eq. (9.2.20) is equivalent to the condition that W is
strictly rank-one convex, when interpreted in the context of incompressibility.
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9.3 Principal Solution for a two-phase
Neo-hookean magneto-elastic laminate
Here, we consider a simple laminate consisting of two isotropic phases, which are
layered periodically in a direction with unit normal N0, and in prescribed volume
fractions cprq (r “ 1, 2). For simplicity, the phases are assumed to be incompressible,
Neo-Hookean materials, with stored-energy functions of the form
W prqpF ,Bq “ µ
prq
2
trpF TF ´ Iq ` χ
prq
2µ0
|FB|2 `KpdetF q, (9.3.1)
where µprq ą 0 represents the shear modulus of phase r, χprq ą 0 is a measure of the
magnetic permeability of phase r, µ0 is the magnetic permeability of free space, and
where
KpJq “
$’&’%0, J “ 1,8 otherwise (9.3.2)
serves to enforce the incompressibility constraint. The parameter χprq used in this
work can be related to the more traditional measure of permeability via χprq “
pµprqm q´1, where µprqm ą 0 is a measure of the relative magnetic permeability of phase
r. Note that the first Piola-Kirchoff stress and true magnetic field in the undeformed
configuration in phase r are given by
Sprq “ µprqF ` χ
prq
µ0
pFBq bB´ pF´T , Hprq “ χ
prq
µ0
F TFB, (9.3.3)
respectively. Recall that p is an arbitrary hydrostatic pressure account for incompress-
ibility. It then follows that the Cauchy-Stress and true magnetic field the deformed
configuration in phase r are respectively given by
T prq “ µprqFF T ` χ
prq
µ0
pFBq b pFBq ´ pI, hprq “ χ
prq
µ0
b, (9.3.4)
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where it is recalled that b “ FB is the induction field in the deformed configuration
(c.f. Eq. (9.2.9) with J “ 1). Therefore, we see that the magnetic constitutive
response of the phases is linear, and when χprq “ 1, the magnetization in phase r is
zero.
Now, upon letting M0 perpendicular to N0, Bertoldi and Gei (2011); Rudykh and
Bertoldi (2013) showed that the principal solution for the effective response of the
laminate takes the form
xW pF ,Bq “ GpF ,Bq `KpdetF q, (9.3.5)
where
GpF ,Bq “µ
2
trpF TF ´ Iq ` χ
2
|F B|2 ` qµ´ µ
2
“pFN0q ¨ pFM0q‰2
|FM0|2
` qχ´ χ
2
“pF Bq ¨ pFM0q‰2
|FM0|2 . (9.3.6)
Here,
µ “ cp1qµp1q ` cp2qµp2q and qµ “ ˆ cp1q
µp1q
` c
p2q
µp2q
˙´1
(9.3.7)
represent, respectively, the arithmetic and harmonic means of the phase shear moduli,
and
χ “ pcp1qχp1q ` cp2qχp2qqµ´10 and qχ “ ˆ cp1qχp1q ` cp2qχp2q
˙´1
µ´10 (9.3.8)
represent, respectively the the arithmetic and harmonic means of the phase perme-
ability measures; note that we have included the factor µ´10 in defining χ and qχ.
Upon making use of the Cayley-Hamilton Theorem, as well as incompressibility,
Eq. (9.3.6) can be written in an alternative form
GpF ,Bq “ qµ
2
|F N0|2 ` µ
2
`|F M0|2 ´ 2˘` qχ
2
|F B|2 ` rµ` rχpB ¨N0q2|F M0|2 , (9.3.9)
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where rµ “ µ ´ qµ and rχ “ χ ´ qχ. A straightforward calculation then shows that the
average Cauchy stress T “ S F T is given by
T “qµ `FN0˘b `FN0˘` µ `FM0˘b `FM0˘` qχ `F B˘b `F B˘
´ rµ` rχpB ¨N0q2|FM0|4 `FM0˘b `FM0˘´ pI, (9.3.10)
where p is an arbitrary hydrostatic pressure. The average magnetic field H in the
undeformed configuration is given by
H “ qχCB` pχ´ qχqpB ¨N0q|FM0|2 N0, (9.3.11)
where C “ F TF denotes the right Cauchy-Green tensor. It then follows that average
magnetic field h in the current configuration is
h “ qχb` pχ´ qχqpb ¨ pF´TN0qq|FM0|2 F´TN0, (9.3.12)
which shows that the macroscopic magnetic constitutive response of the laminate will
be linear precisely when
b ¨ F´TN0 “ pB ¨N0q “ 0. (9.3.13)
Moreover, keeping in mind the definitions of χ and qχ from Eq. (9.3.8), we see that
the average magnetization in the current configuration is given by
m “
ˆ
1
µ0
´ qχ˙b´ pχ´ qχqpb ¨ pF´TN0qq|FM0|2 F´TN0. (9.3.14)
In order to account for the magneto-elastic interactions fully, we also introduce the
magnetic torque τ , which, as discussed by Galipeau and Ponte Castan˜eda (2013), can
be related to mˆ b. Keeping in mind the relationsh ip between m, b. and h, we see
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that
τ “ bˆ h. (9.3.15)
On the other hand, and in connection to the discussion above, we note that the
average total Cauchy stress T has contributions from both mechanical and magnetic
forces. Part of the contribution to T comes from a term of the form
T
mag “ bb h` µ0
2
p|m|2 ´ |h|2qI, (9.3.16)
(c.f. Eqs. (9.2.15)-(9.2.16)), which is certainly nonsymmetric. Note then that τ is
the axial vector corresponding to the antisymmetric second-order tensor pTmagq ´
pTmagqT , whereby τ can be thought of as a measure of the asymmetric of Tmag. As
the cross product of b and h, it is also related to the orientation of h relative of b.
In the plane-strain setting, the cross product is interpreted as a ˆ b “ a1b2 ´ a2b1,
with ai and bi representing the Cartesian components of a and b, respectively.
As mentioned earlier ,we will consider only plane-strain loading in the e1´e2 plane
and assume that B is applied in the plane of deformation. In order to describe the
deformation gradient F , we make use of the set of transversely isotropic invariants
that were introduced in Chapter 7. Under plane-strain loading, and recalling that each
phase is taken to be incompressible, F can be described by the invariants tλn, d, ψu.
Here
λn “ |FN0|, (9.3.17)
correspond to the amount of stretch of a material line element initially aligned with
N0 in the undeformed configuration, while
d “ |F ˚N0|, (9.3.18)
where F
˚ “ pdetF qF´T denotes the adjugate of F . We recall that (Lopez-Pamies
and Ponte Castan˜eda, 2009) the rotation of the layers in a hyperelastic laminate is
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controlled by Nanson’s relation:
nda “ F ˚N0dA. (9.3.19)
As such, F
˚
N0 denotes the normal to the layers in the deformed configuration, and
d “ |F ˚N0| corresponds to the local change in area of a material surface element
with unit normal N0 in the undeformed configuration. Finally ψ is given by the
relationship
cospψq “ 1
λnd
pFN0q ¨ pF ˚N0q (9.3.20)
whereby ψ is the angles between FN0 and F
˚
N0. By definition, ´pi2 ă ψ ă pi2 , and
upon noting that pFN0q ¨ pF ˚N0q “ detF , we see that, in the incompressible limit,
λn, d and ψ must satisfy the incompressibility condition
cospψqλnd “ 1. (9.3.21)
For simplicity, we assume that N0 is aligned with e1 while M0 is aligned with e2.
With respect to this choice, we write
B “ B
»———–
cospβq
sinpβq
0
fiffiffiffifl “
»———–
Bx
By
0
fiffiffiffifl , (9.3.22)
where B “ |B| is the magnitude of the average induction magnetic field, and β is
used to describe its orientation in the e1 ´ e2 plane. Throughout the rest of the
paper, we will mostly work with B and β, but note that at times, we interchange
this with Bx and By, mostly for expositional ease. As depicted in Figure 9.1a, we
see that, with this choice, Bx corresponds to the component of B aligned with N0,
and perpendicular to the layers, while By corresponds to the component of B aligned
with the layers themselves.
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Now, upon using the fact that in plane-strain
|F M0| “ |F ˚N0|, (9.3.23)
it follows directly from Eq. (9.3.9) that xW can be wriitten in terms of λn, d, ψ,Bx
and By via xW pF ,Bq “ pΨpd, ψ,Bx, Byq `Kpλnd cospψqq, (9.3.24)
where
pΨpd, ψ,Bx, Byq “qµ` qχB2x
2
1
d2 cos2pψq `
µ` qχB2y
2
d2
` rµ` rχB2x
2
1
d2
` qχBxBy tanpψq ´ µ. (9.3.25)
Note that one could alternatively write pΨ as a function of, say, d, λn, Bx and By by
making use of the incompressibility condition.
In order to facilitate the discussion to follow, we look now to represent certain
quantities in terms of the invariants we have just introduced. To start, we note that
the orientation of b, relative to te1, e2u, which we denote by the angle βb, can be
written asf
tanpβbq “
tanpβq
λ2n ` tanpβq tanpψq , (9.3.26)
while the orientation of h, as predicted by the principal solution, which we denote by
the angle βh, is given by
tanpβhq “ tanpβbq
ˆ qχ tanpβq ´ rχλ2n cos2pψq tanpψqqχ tanpβq ` rχλ2n cos2pψq tanpβbq
˙
. (9.3.27)
and is calculated using Eq. (9.3.12). Making use of Eq. (9.3.14), we find that the
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principal solution gives an estimate for the torque that can be written as
τ “ pqχ´ χqB2
2
`
λ2n cos
2pβq sinp2ψq ` sinp2βq˘ (9.3.28)
“ pqχ´ χqB2 cos2pβq tanpψ ` βbq
d2
. (9.3.29)
Finally, keeping in mind the incompressibility of the material, we record expressions
for the two determinate measures of the stress. The first is the normal stress difference,
which can be written as
T 11 ´ T 22 “ qµλ2n ` ptan2pψq ´ 1qλ´2n ˆµ´ rµd4
˙
` τ sinp2ψq ` Tmag11 ´ Tmag22 ,
T
mag
11 ´ Tmag22 “ B
2
sinp2βqpcotpβbq cotpβhq ´ 1q
4λ2n
`
2qχ tanpβq ´ rχλ2n sinp2ψq˘ ,
(9.3.30)
while the second is the shear stress, which can be written as
T 12 “ tanpψq
λ2n
ˆ
µ´ rµ
d4
˙
´ τ sin2pψq ` Tmag12 .
T
mag
12 “ B
2
sinp2βq cotpβbq
4λ2n
`
2qχ tanpβq ´ rχλ2n sinp2ψq˘ . (9.3.31)
Before proceeding, and in order to make contact with available results for purely
mechanical loading conditions, we recall the alternative plane strain invariants α and
γ, proposed by Avazmohammadi and Ponte Castan˜eda (2016), and used in Chapters 6
and 7. These invariants are related to λn, d and ψ via the relations
α “ λn, γ2 “ d2 sin2pψq “ tan
2pψq
λ2n
, (9.3.32)
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and the Cartesian components of F can be written as
rF ijs “
»–λn γ
0 λ´1n
fifl “
»–λn d sinpψq
0 λ´1n
fifl “
»–λn λ´1n tanpψq
0 λ´1n
fifl . (9.3.33)
As such, we see that from Eq. (9.3.33), the amount of rotation of the layers, as
measured by F
˚
N0, is given by ´ψ. We also record the following expression for the
principal solution as written in terms of λn, γ, Bx and By (c.f. Eq. (9.3.25)):
xW pF ,Bq “ pΦpλn, γ, Bx, Byq `KpdetF q, (9.3.34)
where
pΦpλn, γ, Bx, Byq “qµ` qχB2x
2
λ2n `
µ` qχB2y
2
pλ´2n ` γ2q
` rµ` rχB2x
2
1
λ´2n ` γ2 ` qχBxByλnγ ´ µ. (9.3.35)
To close this section, we look to apply the generalized loss of strong ellipticity
condition, as given by Eq. (9.2.20), to the principal solution xW . The full details are
given in Section 9.9. Now, under pure-shear loading pψ “ 0), with B “ 0, as shown
in Chapter 6, strong ellipticity is lost precisely when λn reaches the critical value of
λmese “
ˆ
1´ qµ
µ
˙´1{4
. (9.3.36)
This is exactly the result of Triantafyllidis and Maker (1985). More generally, us-
ing the analysis in Section 9.9, it can be shown that under pure-shear loading, the
principal solution is strongly elliptic so long as
inf
θ
fpλn, Bx, By, θq ą 0, (9.3.37)
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where
fpλn, Bx, By, θq “ f2pBx, By, θqλ4n ` f1pBx, By, θqλ2n ` f0pBx, By, θq, (9.3.38)
with
f2pBx, By, θq “ qµqχ cos2pθq ´ χprµ` rχB2xq sin2pθq ` rχpµ` χBxq sin2pθq cos2pθq
` rµrχ sin2p2θq sin2pθq ` qχrµ sin2p2θq, (9.3.39)
f1pBx, By, θq “ ´qχrχBxBy sinp2θq sin2pθq, (9.3.40)
f0pBx, By, θq “ µqχ sin2pθq ` rχpµ` qχB2yq sin4pθq. (9.3.41)
We define λse to be the smallest value of λn for which
inf
θ
fpλse, Bx, By, θq “ 0. (9.3.42)
We mention that the angle θ characterizes the vector n that arises in calculating the
strong ellipticity condition (9.2.20). In general, computing λse must be carried out
numerically. However, there are two cases in which λse can be given explicitly. In
particular, when By “ 0, we find that Eq. (9.3.37) is first violated when λn takes the
value
λxse “ λmese
˜
1` pχ´ qχqB2xpµ´ qµq
¸´1{4
. (9.3.43)
On the other hand, when Bx “ 0, Eq. (9.3.37) is first violated when λn takes the
value
λyse “ λmese
˜
1` qχpχ´ qχqB2y
χµ
¸1{4
. (9.3.44)
Both of these results agree exactly with the expressions found by Rudykh and Bertoldi
(2013), and reduce to the λmese as B Ñ 0, as expected.
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Figure 9.1: (a) A visualization of the laminated microstructure. (b) A schematic
for how the rank-one convex lamination procedure produces the lamellar domains.
The construction is depicted for the specific case of pure-shear and a magnetic field
perpendicular to the layers, and shows how the composite breaks up into layers to
accommodate the deformation.
9.4 Post-bifurcation estimates: Upper and Lower
Bounds
In this section, we will apply the methodology proposed Chapter 8 to our two-
dimensional sample problem. The procedure is as follows. We first look to calculate
the rank-one convexification RxW of the principal solution. We do so by making use
of the results that states that, upon setting R0xW “ xW , and for every k ě 0, defining
Rk`1xW pF ,Bq “ inf
$’’’&’’’%
λRkxW pF1,B1q ` p1´ λqRkxW pF2,B2q :
F “ λF1 ` p1´ λqF2, B “ λB1 ` p1´ λqB2
ranktF1 ´ F2u ď 1, pB1 ´B2q P kertF1 ´ F2u
,///.///- , (9.4.1)
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it follows that
RxW pF ,Bq “ lim
kÑ8Rk
xW pF ,Bq “ inf
k
RkxW pF ,Bq. (9.4.2)
It is helpful to spell out the result in more detail by consider the case of k “ 1. To
start, for a fixed F , we consider c1,F1,F2,B1,B2 which satisfy
F “ p1´ c1qF1 ` c2F2, and B “ p1´ c1qB1 ` c1B2 (9.4.3)
as well as
rank pF1 ´ F2q ď 1, and pB1 ´B2q P kertF1 ´ F2u. (9.4.4)
Now, Eq. (9.4.4)1 implies that there exist two vectors a,N1 P R2, such that
F1 ´ F2 “ abN1. (9.4.5)
We assume, without loss of generality, that |N1| “ 1, and parametrize N1 by some
angle φ1, so that N1 “ rcospφ1q, sinpφ1qsT . Therefore, we can use Eq. (9.4.3)1 to write
F1 “ F ´ c1abN1, (9.4.6)
F2 “ F ` p1´ c1qabN1. (9.4.7)
Due to the incompressibility constraint, whereby xW pF q “ 8 if detF ‰ 1, as first
noted by deBotton (2005), we can restrict ourselves to values of a and N1 satisfying
1 “ detpF1q
“ detpF ´ c1abN1q
“ detpF q detpI ´ c1pF´1aq bN1q
“ 1´ c1pF´1aq ¨N1. (9.4.8)
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Therefore, pF´1aq ¨ N1 “ 0. Upon letting ωme1 “ |F´1a|, it is clear from the form
of N1 that F
´1
a “ ωme1 M1 where M1 “ rsinpφ1q,´ cospφ1qsT . Finally, taking into
account Eqs. (9.4.3)2 and (9.4.4)2, it follows that
B1 “ B´ c1ωmag1 M1, (9.4.9)
B2 “ B` p1´ c1qωmag1 M1. (9.4.10)
Therefore, at least in two dimensions, R1xW can be obtained from the solution to a
four dimensional minimization problem defined by
R1xW pF ,Bq “ inf
ωme1 ,ω
mag
1 ,c1,φ1
!
p1´ c1qxW pF rI ´ c1ωme1 M1 bN1s,B´ c1ωmag1 M1q
`c1xW pF rI ` p1´ c1qωme1 M1 bN1s,B` p1´ c1qωmag1 M1q) , (9.4.11)
Written in this way, we see that Eq. (9.4.11) represents a lamination procedure, in
which materials, both of whose properties are determined by xW , are layered in the
direction defined by N1. For later use, it is helpful to also define
F
pIq
1 “ F rI ´ c1ωme1 M1 bN1s, F pIIq1 “ F rI ` p1´ c1qωme1 M1 bN1s, (9.4.12)
B
pIq
1 “ B´ c1ωmag1 Mk, BpIIq1 “ B` p1´ cqωmag1 M1, (9.4.13)
whereby F
pqq
1 and B
pqq
1 denote the average deformation gradient and induction mag-
netic field, respectively, in phase q pq “ I, IIq.
The hope is that there exists a K for which RkxW pF ,Bq is rank-one convex. It
would then follow that RxW “ RKxW . Once RxW has been calculated, we then aim
to prove that it is polyconvex, i.e. that it can be written as a convex function of
F , detF , B and F B. Then, due to the result that
PxW ď QxW ď RxW, (9.4.14)
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and by definition of the various convex envelopes, it will follow that RxW “ QxW .
The method laid out above for computing QxW relies on a major, as yet un-
stated, assumption: that RxW can be computed (semi-)analytically. In order to check
for polyconvexity, it is necessary to have some knowledge of how RxW depends on
F , detF , B and F B. As we will see, due to the added complexity of the coupling
between F and B, it is not possible, in general, to obtain an analytical expression
for R1xW . While we can still confirm that R1xW is rank-one convex numerically, and
hence corresponds to RxW , without any knowledge of even the general form of RxW ,
it becomes untenable to check for polyconvexity. Therefore, we have no way of ob-
taining an estimate for PxW from RxW . However, if we can find a polyconvex function
satisfying PLxW ď xW , then, by definition of the polyconvex envelope as the supremum
over all polyconvex lower bounds on xW , it follows that PLxW ď PxW . Combining this
with Eq. (9.4.14), we will have
PLxW ď QxW ď RxW. (9.4.15)
As such, the rest of this section will be dedicated to calculating the upper and lower
bounds in Eq. (9.4.15). PLxW will be obtained by exploiting the rank-one lamination
procedure, while RxW will be obtained by using this procedure directly. In what
follows, we denote the set of pF ,Bq for which xW is (strictly) rank-one convex and
polyconvex by Src and Spc, respectively.
9.4.1 Lower bound on QxW via polyconvexity
Consider the new function defined by
|W pF ,Bq “ xW pF ,Bq ´ qχ
2
|F B|2. (9.4.16)
It is clear that |F B|2 is polyconvex, and hence rank-one convex. Therefore,
R1r|F B|2s “ Rr|F B|2s “ |F B|2, so that, in evaluating R1xW using Eq. (9.4.11), we
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have
R1|W pF ,Bq ` qχ
2
|F B|2 ď R1
„|W pF ,Bq ` qχ
2
|F B|2

“ R1xW pF ,Bq ď xW pF ,Bq.
(9.4.17)
Proceeding mutatis mutandis, it then follows that
Rk|W pF ,Bq ` qχ
2
|F B|2 ď RkxW pF ,Bq ď xW pF ,Bq, (9.4.18)
from which we may conclude, using Eq. (8.2.37) that
R|W pF ,Bq ` qχ
2
|F B|2 ď RxW pF ,Bq ď xW pF ,Bq. (9.4.19)
Therefore, if we can show that R|W pF ,Bq is polyconvex, then R|W pF ,Bq ` qχ
2
|F B|2,
as the sum of two polyconvex functions, will be polyconvex, less than or equal to xW ,
and hence will correspond to our polyconvex lower bound
PLxW pF ,Bq “ R|W pF ,Bq ` qχ
2
|F B|2 ď PxW ď QxW (9.4.20)
As such, we look to apply the rank-one convexification procedure to |W . The
stationary conditions corresponding to the infimum in Eq. (9.4.11), as applied to |W ,
can be solved for explicitly, and yield
φ1 “ pi
2
, c1 “ 1
2
˜
1´ d sinpψqapλxseq´2 ´ λ´2n
¸
, ωme1 “
2
apλxseq´2 ´ λ´2n
λn
, ωmag1 “ 0,
(9.4.21)
where λxse is given by Eq. (9.3.43). With Eq. (9.4.21), we find that
R1|W pF ,Bq “ hpF ,B,F Bq `KpdetF q (9.4.22)
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where
hpF ,B,F Bq “
$’’&’’%
qµ
2
|FN0|2 ` µ2
`|FM0|2 ´ 2˘` rµ`rχB2x2 1|FM0|2 when pF ,Bq P Spclqµ
2
|FN0|2 ` µ
ˆb
prµ`rχB2xq
µ
´ 1
˙
when pF ,Bq P Scpcl
,
(9.4.23)
and where
Spcl “
 pd,Bxq : d ą pλxseq´1( . (9.4.24)
Therefore, Spcl is independent of λn, ψ and By. Note that we have suppressed the
dependence of λxse on Bx for compositional ease. It is interesting to note that when
B “ 0, PLxW is precisely the quasiconvexification of the principal solution in the
purely mechanical case, as found in Chapter 6.
While we can check directly whether R1|W is rank-one convex, since polyconvexity
implies rank-one convexity, it suffices to check if it is polyconvex. Moreover, if R1|W
turns out to be polyconvex, then we can simultaneous conclude that R1|W “ R|W “
P|W . Now, it is clear that KpdetF q is convex in detF , so checking whether R1|W
is polyconvex amounts to checking whether h is polyconvex. To do this we calculate
the generalized Hessian of h, given by
D2h “
»———–
hF ,F hF ,B hF ,F B
hB,F hB,B hB,F B
hF B,F hF B,B hF B,F B
fiffiffiffifl , (9.4.25)
and check that it is positive semi-definite; here hp¨q “ BhBp¨q . For any second order tensor
A, and any first order tensors a and b, we let p “
”
A a b
ıT
, so that, with a slight
abuse of notation, the positive semi-definiteness of D2h is equivalent to showing that
the inequality
p ¨ rD2hsp ě 0 (9.4.26)
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holds. By making use of the calculation carried out in Section 9.8, we find that
p ¨ rD2hsp “ qµ|AN0|2 ` 4pµ´ qµq
d6
rpFM0q ¨ pAM0qs2
` pχ´ qχq
d2
“pa ¨N0qd2 ´ 2rpFM0q ¨ pAM0qspB ¨N0q‰2
` µ “1´ pλxsedq´4‰ |AM0|2, (9.4.27)
when pF ,Bq P Spcl, and
p ¨ rD2hsp “ qµ|AN0|2 ` pχ´ qχqpλxseq6pa ¨N0q2 (9.4.28)
when pF ,Bq P Scpcl. Positive semi-definiteness of D2h is clear in the latter case, while
in the former, all terms except the last in Eq. (9.4.27) are nonnegative for all pF ,Bq.
However, r1´ pλxsedq´4s is also nonnegative so long as pF ,Bq P Spcl, and hence, D2h
is positive definite in both Spcl and Scpcl, from which we can conclude that R1|W is
polyconvex.
9.4.2 Upper bound on QxW via RxW
We now look to compute RxW directly, which, like above, we do by starting with
R1xW . Now, in general, we can write
R1xW pF ,Bq “
$’&’%
xW pF ,Bq when pF ,Bq P Src,
W pF ,Bq when pF ,Bq P Scrc,
(9.4.29)
where
W pF ,Bq “ p1´ c1qxW pF pIq1 ,BpIq1 q ` c1xW pF pIIq1 ,BpIIq1 q, (9.4.30)
and where F
pqq
1 and B
pqq
1 , for q “ I, II, as defined by Eqs. (9.4.12)-(9.4.13), are deter-
mined from the stationary conditions associated with Eq. (9.4.11). It is interesting
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to note that if we let
S
pqq
1 “ B
xW pF pqq1 ,Bpqq1 q
BF , H
pqq
1 “ B
xW pF pqq1 ,Bpqq1 q
BB , (9.4.31)
for q “ I, II, the stationary condition with respect to ωme1 reads
c1p1´ c1qrFM1s ¨ rpSpIIq1 ´ SpIq1 qN1s “ 0 (9.4.32)
while the stationary condition with respect to ωmag1 reads
c1p1´ c1qpHpIIq1 ´HpIq1 q ¨M1 “ 0 (9.4.33)
As N1 represents the normal to a material interphase (between phases I and II),
we note that the stationary conditions with respect to ωme1 and ω
mag
1 are nothing
more than the jump conditions for the tractions and true magnetic field across the
interphase, respectively. Upon differentiating R1xW with respect to either F or B,
and using again the stationary conditions, we find that the average first Piola-Kirchoff
stress of the rank-one lamination R1xW is given by
S1 “ BR1
xW pF ,Bq
BF
“ p1´ c1qSpIq1 ` c1SpIIq1 ` c1p1´ c1qωme1 rpSpIIq1 ´ SpIq1 qN1s bM1 ´ pF´T ,
(9.4.34)
while the average true magnetic field (in the reference configuration) of the rank-one
lamination R1xW is given by
H1 “ BR1
xW pF ,Bq
BB “ p1´ c1qH
pIq
1 ` c1HpIIq1 . (9.4.35)
As mentioned earlier, explicit analytical expressions for R1xW are not available in
most cases. In fact, R1xW can be evaluated analytically only when B “ BxN0, in
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which case
R1xW pF , BxN0q “ PLxW pF , BxN0q. (9.4.36)
Therefore, we can conclude that
R1xW pF , BxN0q “ RxW pF , BxN0q “ QxW pF , BxN0q. (9.4.37)
In all other cases, we still need to check whether R1xW is rank-one convex in order
to determine whether or not R1xW “ RxW . This can certainly be done by checking the
generalized loss of ellipticity condition on R1xW as outlined in Section 9.2. However,
this would require taking two derivatives of R1xW . Such computations can be done
numerically, but the results are unreliable due in large part to the sensitivity in
determining the optimal values for φ1, c1, ω
me
1 , and ω
mag
1 .
The method by which we will check rank-one convexity exploits the fact that once
φ1, c1, ω
me
1 , and ω
mag
1 are determined, expressions for the first derivatives of R1xW
are readily available via Eqs. (9.4.34) and (9.4.35). Upon taking into account plane
strain and incompressibility conditions, we first define N “ rcospθq, sinpθqsT , M “
rsinpθq,´ cospθqsT , and
gpF ,B, t, s, θq “ R1xW pF rI ` tMbNs ,B` sMq ´R1xW pF ,Bq
´ t `FM˘ ¨˜BR1xW pF ,BqBF N
¸
´ sBR1xW pF ,BqBB M. (9.4.38)
Then, by making use of a result proven in Chapter 8, it follows that R1xW is rank-one
convex if and only if
inf
t,s,θ
gpF ,B, t, s, θq “ 0, for allF and B. (9.4.39)
Since xW is already known to be rank-one convex in Src, we can restrict our
attention to pF ,Bq P Scrc. Therefore, in checking whether R1xW is rank-one convex,
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we start by fixing pF ,Bq P Scrc, and calculate the optimal values of ϕ1, c1, ωme1 , and
ωmag1 that determine both R1xW pF ,Bq, as well as its derivatives. It then remains to
check that g ě 0 for every value of t, s, θ. As such, one must also calculate R1xW at
pF rI ` tMbNs ,B ` sMq for every value of t, s, θ, which, due to the sensitivity of
the numerical scheme in determining φ1, c1, ω
me
1 , and ω
mag
1 , and the large parameter
space, proves to be a painstaking process. However, we can greatly reduce the range
of values of t, s and θ we need to check by making use of the lower bound obtained
in the previous subsection. In particular, upon defining
gLpF ,B, t, s, θq “ PLxW pF rI ` tMbNs ,B` sMq ´R1xW pF ,Bq
´ t `FM˘ ¨˜BR1xW pF ,BqBF N
¸
´ sBR1xW pF ,BqBB M, (9.4.40)
we see that g ě gL for every pF ,B, t, s, θq. Since PLxW is known analytically we only
need to calculate numerically the associated values of φ1, c1, ω
me
1 , and ω
mag
1 in order
to determine gL. Then, if gL ě 0, R1xW will be rank-one convex, and we can restrict
our attention to checking that g ě 0, which is more computationally challenging,
only for those values of t, s and θ for which gL fails to be positive. In doing so, we
find that gL remains positive for large values of t and s, and it is only for smaller
values that we must rely on g to check rank-one convexity. In fact, we find that when
s “ t “ 0, g “ 0 and for all other values, g ą 0. Therefore, we conclude that R1xW is
rank-one convex, and hence R1xW “ RxW .
9.5 Further results for the relaxation bounds
Using the results from Section 9.4.1 and Section 9.4.2, we have
PLxW pF ,Bq ď QxW pF ,Bq ď RxW pF ,Bq. (9.5.1)
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We now look to use these bounds to characterize QxW . This, in part, will involve
studying the stability of the laminate; we will compare predictions for the onset of in-
stabilities as indicated by loss of strict rank-one convexity, loss of strong ellipticity, as
well as the predictions associated with PLxW . We also look to investigate the behavior
of QxW directly, and see how tight of a bound Eq. (9.5.1) provides. Before proceeding,
we note that that all results in the remainder of this work will be calculated for a
fixed value of shear contrast ratio of µp2q{µp1q “ 10, fixed volume fraction c “ 0.3 and
a permeability contrast ratio of χp2q{χp1q “ .2 With the former two values, we note
that λmese « 1.1225.
9.5.1 Phase Diagrams
As discussed earlier, we expect that loss of strict-rank one convexity will gives a
better estimate for stability than the use of the generalized strong ellipticity condition.
To confirm this, we look to characterize the set Src. We do so by computing the
smallest values of d “ drc for which the infimum in Eq. (9.4.11) is identically xW .
Generally, one can define Src as a function of pd, ψ,Bx, Byq, or equivalently as a
function of pd, ψ,B, βq; recall that once d and ψ are given, then λn is calculated by
making use of the incompressibility condition dλn cospψq “ 1. When β “ 0, then Src
can be written explicitly in terms of only d and Bx “ B via
Src|B“BxN0 “
 pd,Bq : d ą pλxseq´1( , (9.5.2)
where the dependence of λxse on B has been suppressed. This result is similar to what
was found in the purely mechanical context in Chapters 6 and 7. When β ‰ 0, we
find that Src depends on d, ψ,B and β. In what follows, we look to compute drc for
various values of ψ,B and β, and compare them with dse, the value of d for which the
principal solution first loses strong ellipticity. For this discussion, the dependence of
drc and dse on B will we characterized in terms of B and β, and, for fixed values of
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β, we will present a “phase diagram” in the B ´ d plane that will indicate the stable
and unstable regions, as predicted by loss of strict rank-one convexity. For loading
conditions located in the stable regions, RxW “ xW , whereby no domain formation
occurs.
In representing the critical values of d, ψ,B and β for which strict rank-one con-
vexity (or strong ellipticity) is lost, we choose to write drc (or dse) as a function of
pψ,B, βq in order to make contact with available results in purely mechanical con-
text. However, in general the conditions for loss of strict rank-one convexity (or
strong ellipticity) can be thought of as conditions that are satisfied by d, ψ,B and β,
simultaneously.
In general, drcpψ,B, βq ‰ drcp´ψ,B, βq, and equality holds only when β “ 0 or
pi
2
. This is due to the fact that pΨpd, ψ,B, 0q and pΨpd, ψ,B, pi
2
q are even functions in d,
where we recall that pΨ is defined by Eq. (9.3.25). We also recall that (see Chapter 6)
dmerc ” drcpψ, 0, 0q “ pλmese q´1. (9.5.3)
Hence, the condition drc ă dmerc implies that the composite is stabilized by the presence
of the magnetic field: a larger compressive load along the layers is needed to induce a
macroscopic instability than in the absence of the magnetic field (recall that d „ λ´1n ).
Figure 9.2 presents phase-diagrams in the B ´ d plane, for various values of β. In
particular, the values of β used in Figure 9.2a-Figure 9.2d are 0, pi
6
, pi
3
and pi
2
, respec-
tively. The solid black curves represent values for which (strict) rank-one convexity
is lost, and the dashed black curves, representing values for which strong ellipticity is
lost, are included for comparison. Stable regions are also indicated by lighter shades
of gray.
When ψ “ 0, d “ λ´1n and therefore we define
λrc “ λrcpB, βq ” pdrcp0, B, βqq´1 (9.5.4)
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as the value of λn for which xW first loses strict rank-one convexity under pure-shear
loading; λrc will also depend on the microstructure through the volume fraction c and
the anisotropy ratios µp2q{µp1q and χp2q{χp1q, and λse is defined similarly. In comparing
results for pure-shear loading we find that
λxse ď λrcpB, βq ď λsepB, βq ď λyse. (9.5.5)
All of these values converge to λmese in the limit as B Ñ 0, and for B ‰ 0, equality
between λrc and λse holds only when β “ 0 (in which case both equal λxse as given
by Eq. (9.3.43)) or when β “ pi
2
(in which case both equal λyse as given by Eq.
(9.3.44)). Therefore, even in pure-shear loading, when B is neither aligned with nor
perpendicular to the layers, strict rank-one convexity is lost prior to strong ellipticity;
this was not so in the purely mechanical case.
For more general plane strain loading, we start by noticing that, as depicted
in Figure 9.2a, and consistent with our findings, when β “ 0, the value of drc is
independent of ψ, and the laminate remains stable so long as d is located above the
curve d “ pλxseq´1. Moreover, we find that drcpψ,B, 0q ą dsepψ,B, 0q for any ψ ‰ 0.
Therefore, just as in the purely mechanical context (see Chapters 6 and 7), strict
rank-one convexity is lost prior to strong ellipticity. In fact, the discrepancy between
the two increases with increasing ψ. This trend is seen throughout Figure 9.2. Note
also that drcpψ,B, 0q ą drcpψ, 0, 0q “ dmerc for every value of ψ. Hence, a magnetic
field perpendicular to the layers will always have a destabilizing effect. This point
will be discussed further in the next section
When β ‰ 0, drc has an explicit dependence on ψ which we capture by plotting
curves for various values of ψ for which strict rank-one convexity is lost. Therefore, in
Figure 9.2b-Figure 9.2d, upon fixing ψ, the laminate is stable so long as d lies above
curve corresponding to that value of ψ. We have indicated stable regions for different
values of ψ using various lighter shades of gray, while the dark gray region always
corresponds to unstable loading conditions. Note that the dependence of drc on ψ
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increases as β increases. In Figure 9.2b, such a dependence is barely noticeable, and
we again find that dse
`
ψ,B, pi
6
˘ ă drc `ψ,B, pi6 ˘, whereby (strict) rank-one convexity
is lost prior to strong ellipticity. Similar to what was seen when B is perpendicular to
the layers, the magnetic field with β “ pi
6
has a destabilizing effect on the laminate.
Also, it is interesting to note that while drcpψ, ¨, pi6 qmonotonically increases, dsepψ, ¨, pi6 q
does not. In Figure 9.2c, we find that the laminate is still destabilized by the presence
of the magnetic field, however, the effect is less so. In fact, we find that, in general,
drcpψ,B, ¨q is a decreasing function, and that there is a certain value of β˚ for which
drcpψ,B, βq ă dmerc , @β ą β˚, whereby the magnetic field can stabilize the laminate.
Such a value of β˚ will depend on the microstructural parameters as well as ψ and B.
In Figure 9.2c, we also begin to see the role that ψ plays on stability. In particular,
it is seen that drcp¨, B, βq is a decreasing function, whereby rotating the layers tends
to stabilize the laminate. This trend is best seen in Figure 9.2d. Moreover, we find
that drc
`
ψ,B, pi
2
˘ ă dmerc for all values of ψ, whereby a magnetic field aligned with the
layers stabilizes the laminate.
With a better understanding of how Src behaves, we now look to compare Src and
Spcl. In addition to providing a second estimate for stability, this comparison will also
give us an initial indication as to how tight the bound is. As we saw above, Spcl can
be written completely in terms of d and Bx “ B cospβq via Eq. (9.4.24). Moreover,
PLxW pF , BN0q “ RxW pF , BN0q, from which we can conclude that QxW pF , BN0q “
RxW pF , BN0q. Therefore, as we see in Figure 9.3a, the phase diagram for PLxW in
this case is identical to that of RxW .
To see how Src and Spcl compare for β ‰ 0, we present in Figure 9.3b-Figure 9.3d
the phase diagrams of RxW and PLxW in the B ´ d plane. Results are presented for
β “ pi
6
, pi
3
and pi
2
in Figure 9.3b, Figure 9.3c and Figure 9.3d, respectively. As in
Figure 9.2, when β ‰ 0, drc depends on ψ, and we recall that, for a fixed value of ψ,
the laminate is stable, and no domain formation is required, so long as d ą drc. On
the other hand Spcl is independent of ψ, and hence there is only one curve for a given
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(d)
Figure 9.2: Phase diagrams for xW in the B´d plane, depicting regions of stability as
indicated by loss of strict rank-one convexity. The phase diagrams are presented for
fixed values of β equal to (a) 0, (b) pi
6
, (c) pi
3
, and (d) pi
2
. Values of dse, depicted by the
dashed curves, are included as well. In Figure 9.2b-Figure 9.2d, curves corresponding
to values of drc for fixed ψ are shown. Regions where the principal solution remains
strictly rank-one convex are located above such curves. Results are depicted for a
fixed shear contrast ratio of µp2q{µp1q “ 10, fixed volume fraction c “ 0.3 and a
permeability contrast ratio of χp2q{χp1q “ .2.
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(d)
Figure 9.3: Phase diagrams for xW in the B´d plane, depicting regions of stability as
indicated by loss of strict rank-one convexity. The phase diagrams are presented for
fixed values of β equal to (a) 0, (b) pi
6
, (c) pi
3
, and (b) pi
2
. Values of dpcl, depicted by
the red dashed-dot curves are included as well. Results are depicted for a fixed shear
contrast ratio of µp2q{µp1q “ 10, fixed volume fraction c “ 0.3 and a permeability
contrast ratio of χp2q{χp1q “ .2.
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value of β; when d ă dpcl, PLxW “ xW . As we see, for β ‰ 0, drc ă dpcl for all values
of ψ. However, as depicted in Figure 9.3b, the difference between drc and dpcl is small
when β is small. As β increases, drc and dpcl begin to differ more drastically, due to
the fact that dpcl is independent of the component of B parallel to the layers. Indeed,
as we see, the larger the value of β, the larger the discrepancy is between drc and
dpcl; this indicates that the difference between RxW and PLxW will tend to increase as
well. Simultaneously, the difference between drc and dpcl is largest when ψ “ 0, and
decreases as ψ Ñ pi
2
.
From this analysis, we can expect our bounds to be tight for small values of
β, and to a lesser extent when both β and ψ are large. We mention that when
β “ pi
2
, dpcl “ pλmese q´1. It is clear from Figure 9.3d that drcpψ,B, pi2 q ď pλmese q´1 for
all ψ and B (and with equality when B “ 0), and as such, there are a range of
loading conditions for which RxW predicts no domain formation, i.e. RxW “ xW , while
PLxW differs from xW . It follows then that dpcl serves as bound on the stability of the
laminate, in that, for a given B, xW will remain strictly rank-one convex, so that no
domain formation is necessary, so long as d ą dpcl.
9.5.2 Relaxation Estimates
Before proceeding with a direct comparison of RxW and PLxW , we comment on
how our results will be presented. As above, we will analyze the dependence on B
by varying B and β. On the other hand, when looking at how our results behave for
different mechanical loading conditions, we will continue to consider dependence on
λn, but for more general plane-strain loading conditions, upon fixing λn, it will be
most convenient to instead look at the dependence on γ, as introduced at the end of
Section 9.3. In fact, this will be true for the remainder of this work. We choose to
vary γ in lieu of d since it is more closely related to the amount of rotation of the
layers, and hence it is easier to interpret our results from a physical perspective later
on. Moreover, the effect of the rank-one convexification procedure is more clearly seen
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by plotting results as a function a γ. Finally, it allows us to more readily connect
with the results of Chapter 6, which are presented as a function of γ. For reference,
we recall that γ “ d sinpψq.
A straightforward calculation reveals that, in terms of λn, γ, B and β, for a fixed
value of λn ą λxse, PLxW begins to differ from xW when γ reaches the value of
γpcl “ γpclpλn, B, βq “ ˘
apλxseq´2 ´ λ´2n , (9.5.6)
where it is recalled that λxse is a function of Bx “ B cospβq and is defined by Eq.
(9.3.43). As for rank-one convexity, we find that there are in general, two distinct
values of γ at which the principal solution loses strict rank-one convexity. This follows
from the fact that pΦ, as given by Eq. (9.3.35), has a linear term in γ, and is hence
an odd function in γ. We denote these two points as γr˘c, and find that in general
γr`c ‰ γr´c. Like γpcl we take γr˘c “ γr˘cpλn, B, βq as a function of λn, B and β. Since
d2 “ γ2 ` λ´2n , it is clear that
γ˘rcpλn, B, βq ě 0, @ λn ě λrcpB, βq, (9.5.7)
with equality precisely when λn “ λrcpB, βq. From Eq. (9.5.6), we see that the same
is true for γpcl, which equals zero when λn “ λxse.
Now, pΦ, as defined in Eq. (9.3.35) is not, in general, a convex function in γ. While
this nonconvexity as a function of γ is not equivalent to the lack of rank-one convexity
of xW as a function of pF ,Bq, the two are related, and therefore, as mentioned above,
the effect of the rank-one convexification is most clearly seen by plotting results as a
function of γ. As such, we will fix λn and B and compare PLxW and RxW , for varying
values of β, as a function of γ. We also include results of xW for comparison. Upon
fixing, λn “ 1.6 and B “ 5, one finds that
λxse “ λrcp5, 0q « .7806, λyse “ λrc
´
5,
pi
2
¯
« 1.3724. (9.5.8)
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Therefore, using from Eq. (9.5.5), it follows that for all β P `0, pi
2
˘
, λrcp5, βq ă 1.6,
so that γr˘c and γpcl will differ from 0, whereby PLxW and RxW will differ from xW .
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(d)
Figure 9.4: Comparison between xW,PLxW and RxW , for (a) β “ 0, (b) β “ pi6 , (c)
β “ pi
3
and (d) β “ pi
2
. Results are plotted for a fixed shear contrast of µp2q{µp1q “ 10,
permeability measure contrast of χp2q{χp1q “ 0.2 volume fraction c “ 0.3, λn “ 1.6
and B “ 5.
We are now in a position to proceed with the comparison of the bounds, and do so
in Figure 9.4. Points where xW begins to differ from RxW and PLxW are indicated by
black circles and red diamonds, respectively. As we saw in Section 9.4.2, PLxW “ RxW
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when β “ 0, and hence, in Figure 9.2a, RxW corresponds to QxW . As anticipated,
we see that as β increases, so too does the difference between PLxW and RxW . For
β “ pi
6
, the difference between the upper and lower bounds is hard to distinguish, and
hence the bounds give a very accurate approximation to QxW . It is only for large
enough values of β that we see a significant difference between PLxW and RxW . This
is due to the fact that Spcl is independent of By “ B sinpβq, and hence, as β Ñ pi2 ,
PLxW is unable to fully account for the effects of the component of B parallel to the
layers. We recall that the stabilizing effect of the applied magnetic field increases as
β increase. It is therefore interesting to note that QxW , which lies somewhere between
RxW and PLxW , is better predicted in situations when B destabilizes the laminate.
On the other hand, as β increases, the difference between RxW and xW decreases, and
as we see in Figure 9.4d, the difference between xW and RxW is smallest.
We also look to compare the behavior of these bounds near the points where they
transition back to xW . In particular, in Figure 9.5, we compare the behavior of RxW
and PLxW as γ approaches γr˘c and ˘γpcl, respectively. In Figure 9.5a and Figure 9.5b,
we consider the case when β “ pi
6
. As we see, while the relative distance between ´γr´c
and ´γpcl is larger than that between γr`c and γpcl, the behaviors of RxW and PLxW are
similar, in that their difference is small, and they approach γr˘c{˘γpcl at a similar rate.
However, as we see in Figure 9.5c and Figure 9.5d where β “ pi
3
, the behavior of the
two bounds is qualitatively different depending on whether γ is positive or negative.
Indeed, near γr`c and γpcl, the difference between RxW and PLxW remains relatively
small, and both functions approach these points at approximately the same rate. In
contrast, near ´γr´c and ´γpcl, the difference between the two bounds is larger, and
only diminishes very close to ´γpcl. As discussed above, this difference is due both
to the explicit dependence of pΦ on γ and β, as well as the anisotropy of the laminate
itself. Finally, when β “ pi
2
, we see from Figure 9.5e and Figure 9.5f that RxW and
PLxW behave very differently as they transition back to xW . Due to the symmetry
of pΦ in this case, both RxW and PLxW are even functions in γ and symmetric about
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γ “ 0, and hence Figure 9.5e and Figure 9.5f depict the same varied behavior. In
fact, RxW and xW behave more similarly than RxW and PLxW .
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Figure 9.5: Comparison between xW,PLxW and RxW , near the points ´γr´c and γr`c for
(a) and (b) β “ pi
6
, (c) and (d) β “ pi
3
, and (e) and (f) β “ pi
2
, respectively. Results
are plotted for a fixed shear contrast of µp2q{µp1q “ 10, permeability measure contrast
of χp2q{χp1q “ 0.2 volume fraction c “ 0.3, λn “ 1.6 and B “ 5.
In summarizing what we have seen from Figure 9.2-Figure 9.5, we anticipate the
difference, both quantitative and qualitative, between RxW and PLxW to increase with
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Figure 9.5: Continued
increasing β. Yet, depending on the values of λn and B considered, this difference
will remain small for values of β ď pi
3
. The range of values of β for which these
bounds remain sufficiently tight will also depend on the microstructural parameters
(i.e. c, µp2q{µp1q, and χp2q{χp1q), but we can conclude that RxW gives a very accurate
description of QxW for small to moderate values of β (and is exact for β “ 0). Interest-
ingly, in the cases where B destabilizes the composite, the difference between xW and
RxW is larger, and yet our bounds on QxW are tighter. As β increases, and B begins to
stabilize the composite, the difference between xW and RxW decreases. Although the
difference between the bounds increases for large values of β, as we have seen, unlike
PLxW, RxW is more sensitive to the component of B parallel to the layers, and we
therefore anticipate that RxW will give a better estimate on QxW than PLxW in these
cases. In fact, although RxW and PLxW differ more as β Ñ pi2 , the relative magnitude
of such a difference is smallest in this case. The region between PLxW and xW within
which both QxW and RxW lie is therefore rather narrow, indicating that RxW is still,
in this case, a good approximation to QxW . As such, in the next subsection, we will
use RxW to estimate the post-bifurcation behavior of the composite, and discuss the
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physical implications which arise as a result of the rank-one lamination procedure.
Before proceeding, we make one final comment regarding our bounds. By con-
struction, PLxW represents a lower bound on PxW . As we have seen, there are certain
loading conditions for which RxW “ xW while PLxW ă xW . If PLxW does in fact corre-
spond to the polyconvex envelope of xW , then, from what we have seen above, there
are loading conditions for which xW is rank-one convex but not polyconvex; this also
implies that RxW would fail to be polyconvex. While RxW and QxW can still coincide,
confirming this would require checking that RxW is quasiconvex directly, a difficult, if
not impossible, task. Nonetheless, if PLxW “ PxW , and RxW “ QxW this would imply
that QxW fails to be polyconvex. We note that, in the purely mechanical context,
there do exist cases in which the homogenized potential loses polyconvexity (Braides,
1994) and therefore such findings in regards to QxW are fully consistent with the
theory.
9.6 Physical implications of the rank-one convexi-
fication
As we have seen in Chapters 6 and 7 in the purely mechanical context, sufficient
compression along the stiff layers will trigger an instability. Recalling that λn is
directly related to the amount of compression of the layers, once λn ě λrc, the com-
posite will form domains to accommodate the load. The mechanism of the instability
in the current magneto-elastic setting is still compression along the layers, but as we
have seen above, instabilities can either be promoted, or inhibited, by the application
of a magnetic field, depending on its orientation.
Now, if the layers are free to rotate, then on average, they will always tend to
align themselves with the applied magnetic field. However, in addition to the applied
magnetic field, the composite is also subjected to an average macroscopic deforma-
tion gradient F . As F fully determines the rotation of the layers of the laminate
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(Lopez-Pamies and Ponte Castan˜eda, 2009), its prescription can result in a nonzero
macroscopic magnetization that is unaligned with the applied magnetic field (in the
current configuration), which gives way to magneto-elastic contributions to T ; part
of these contributions are due to magnetically induced torque. We comment that,
having chosen N0 “ e1, a smaller value of T 11 ´ T 22 indicates less compression along
the layers. Moreover, T 11 ´ T 22 ą 0 corresponds to overall compressive loading,
while T 11 ´ T 22 ă 0 indicates tensile loading. Thus, under certain loading condi-
tions, the contributions to T from the magneto-elastic coupling can create sufficient
compression to initiate an instability.
With all of this in mind, we now take a look at the physical implications of the
rank-one convexification procedure, and show how the laminate behaves after the
onset of a macroscopic instability. We will consider the two extreme cases, namely
when B is perpendicular to and aligned with the layers. We once again recall that all
results have been calculated for a fixed value of shear contrast ratio of µp2q{µp1q “ 10,
fixed volume fraction c “ 0.3 and a permeability contrast ratio of χp2q{χp1q “ .2
To help visualize the results, we have included in Figure 9.1b a schematic of the
post-bifurcation response of the laminate under combined magneto-elastic loading
conditions. Upon losing strict rank-one convexity, the laminate finds stability in the
formation of domains which appear in the figure as layers with alternating orienta-
tions. Each domain, denoted Layer I and Layer II, are subjected to F
pqq
1 and B
pqq
1
for q “ I, II, and the constitutive response in the domain is characterized by xW ;
this is a consequence of the rank-one convexification procedure, defined through Eqs.
(9.4.29)-(9.4.30). As shown in Figure 9.1b, the domains are rotated by angles which
we denote here as ϕpIq and ϕpIIq. Note that these angles, in general, are different from
the angle ψ. In the two cases to be considered below, it turns out that ϕpIq “ ´ϕpIIq,
and we denote the macroscopic rotation of layers by ϕ. Due to the form of F as
given by Eq. (9.3.33), it turns out that ψ “ ´φ, but more generally, ψ is related to,
but not exactly, the rotation of the layers. Now, for magnetic fields with β ‰ 0 or
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β ‰ pi
2
, it is possible for ϕpIq ‰ ´ϕpIIq. Moreover, in the schematic above, the direc-
tion of lamination, which we recall is defined through the angle φ1, as introduced at
the beginning of Section 9.4, has been taken to be equal to pi
2
. While this is true for
β “ 0, it is not more generally. Nonetheless, the schematic gives a general sense of the
post-bifurcation response, and is meant to aid in the understanding of the laminates
behavior.
Before proceeding it is helpful to recall the following expressions given previously
in Section 9.3:
tanpβbq “
tanpβq
λ2n ` tanpβq tanpψq , (9.6.1)
tanpβhq “ tanpβbq
ˆ qχ tanpβq ´ rχλ2n cos2pψq tanpψqqχ tanpβq ` rχλ2n cos2pψq tanpβbq
˙
, (9.6.2)
τ “ pqχ´ χqB2
2
`
λ2n cos
2pβq sinp2ψq ` sinp2βq˘ (9.6.3)
T 11 ´ T 22 “ qµλ2n ` ptan2pψq ´ 1qλ´2n ˆµ´ rµd4
˙
` τ sinp2ψq ` Tmag11 ´ Tmag22 ,
(9.6.4)
T
mag
11 ´ Tmag22 “ B
2
sinp2βqpcotpβbq cotpβhq ´ 1q
4λ2n
`
2qχ tanpβq ´ rχλ2n sinp2ψq˘ , (9.6.5)
T 12 “ tanpψq
λ2n
ˆ
µ´ rµ
d4
˙
´ τ sin2pψq ` Tmag12 , (9.6.6)
T
mag
12 “ B
2
sinp2βq cotpβbq
4λ2n
`
2qχ tanpβq ´ rχλ2n sinp2ψq˘ . (9.6.7)
We also recall that ψ “ arctanpλnγq.
9.6.1 B perpendicular to the layers
When B “ BN0, we know that QxW pF , BN0q “ PLxW pF , BN0q, and the re-
laxation construction is nearly identical to the purely mechanical case considered in
Chapter 6. However, there are major differences in how an instability can be initi-
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ated. We know from Chapter 6 that under purely mechanical loading, the laminate
is stable when F “ I. However, as depicted in Figure 9.2a, when β “ 0, λrcpB, 0q “
pdrcp0, B, 0qq´1 can be made less than one for large enough values of B, whereby pure
shear loading with a value of λn ď 1 triggers an instability. In particular, using Eq.
(9.3.43), it follows that λrcpB, 0q “ 1 ðñ B “
b qµrχ , which, for the values of the
parameters given above, is approximately 2.1177. Hence, when F “ I, and β “ 0, we
find from Eq. (9.6.1) that βb “ 0, while
βh “
pqχ´ χq tanpψq
χ` qχ tan2pψq , (9.6.8)
and therefore is zero when ψ “ 0 (as is the case when F “ I). As such, when F “ I,
i.e. λn “ 1, γ “ 0, one finds that
T 11 ´ T 22 “ Tmag11 ´ Tmag22 “ χB2 ą 0 (9.6.9)
so long as B ‰ 0. Hence, a magnetic field perpendicular to the layers produces
compression, even in the absence of any mechanical stresses; this phenomenon is
often referred to as magnetostriction. Moreover, so long as B is large enough, this
compression is sufficient to cause an instability, indicating once again that a magnetic
field perpendicular to the layers will destabilize the composite.
We now present results in Figure 9.6, for the energy, the rotation of the domain
layers, the normal stress difference, and true magnetic field intensity (in the current
configuration) of QxW under pure-shear loading conditions and compare them with
the predictions of xW . In each figure, results are included for different values of B. As
mentioned above, when F “ I, a value of B « 2.1177 is large enough for xW to lose
strict rank-one convexity. It is at this point that there is sufficient compression along
the layers, and the composite finds stability via the formation of domains. While
under pure-shear loading there is no macroscopic rotation of the layers, there is in
fact a drastic rotation of the domain layers, as depicted in Figure 9.6b; in this plot,
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Figure 9.6: Comparison of (a) the energy, (b) the rotation of the domains, (c) the
normal stress difference, and (d) the true magnetic field intensity in the current
configuration, under pure-shear loading conditions with β “ 0. The principal solution,
depicted by the dashed curve, is included for comparison. Results are plotted for a
fixed shear contrast of µp2q{µp1q “ 10, permeability measure contrast of χp2q{χp1q “ 0.2
volume fraction c “ 0.3.
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only the rotations of one domain is shown, with the other domain rotating in an equal
and opposite amount. We see that ϕ ă 0 after the onset of an instability. Note that
as λn increases, the layers tend to rotate more. It is also interesting to note that, for
a fixed value of λn, ϕ increases as B increases. This indicates that the layers within
the domains tend to become more aligned with B as its intensity increases.
Now, this layer rotation is accompanied by a decrease in overall energy, as shown
in Figure 9.6a. Although QxW and xW are both increasing functions in λn, QxW grows
at a slower rate. As the normal stress difference T 11´T 22 under pure shear, depicted
in Figure 9.6c, can be related to the derivative of QxW {xW with respect to λn, we
see that the domain formation associated with the lamination procedure leads to a
reduction in the normal stress difference relative to the estimate given by xW , resulting
in a softening effect. This softening is connected to softening in |h|, as depicted in
Figure 9.6d.; the decrease in |h| decreases the contribution of Tmag11 ´Tmag22 to T 11´T 22
(c.f. Eq. (9.6.4)). We mention also that due to the destabilizing nature of a magnetic
field perpendicular to the layers, domain formation occurs earlier as B increases,
whereby λrcpB, 0q is an increasing function, as we have seen in Figure 9.2a.
Due to the fact that macroscopic instabilities can be initiated with F “ I and a
magnetic field perpendicular to the layers (in the undeformed configuration), it is of
interest to investigate the post-bifurcation behavior under simple shear, when F can
be written as
F “
»–1 γ
0 1
fifl . (9.6.10)
These results are presented in Figure 9.7, where, in each figure, we have included
results for different values of B. Note that for λrcp2, 0q ă λn “ 1, whereby the
laminate remains strictly rank-one convex for all values of γ. On the other hand, for
the values of B ą 2, the results show how the compressive nature of a magnetic field
perpendicular to the layers is accommodated. Like in the purely mechanical context,
once λn ě λrc, xW can regain stability by applying sufficient shear perpendicular to
341
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

0
5
10
15
20
25
30
   
 
 
        
	
	
   	
	
  
(a)
-1.5 -1 -0.5 0 0.5 1 1.5

-60
-40
-20
0
20
40
60

 
 
 
 
        
	
	
   	
	
  
(b)
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

0
5
10
15
20
25
30
35
40
45
50
55
    
 
 
 
 
        
	
	
   	
	
  
(c)
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

-8
-6
-4
-2
0
2
4
6
8
 
 
 
 
 
        
	
	
   	
	
  
(d)
Figure 9.7: Comparison of (a) the energy, (b) the rotation of the layers (c) the normal
stress difference, (d) the shear stress, (e) the true magnetic field intensity in the
current configuration, and (f) the magnitude of the torque, under plain-strain loading
conditions for β “ 0. The principal solution, depicted by the dashed line, is included
for comparison. Results are plotted for a fixed shear contrast of µp2q{µp1q “ 10,
permeability measure contrast of χp2q{χp1q “ 0.2 volume fraction c “ 0.3, and λn “ 1.
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Figure 9.7: Continued
the layers, as measured by γ; in particular, no domain formation occurs so long as
γ ą |γrc|. As mentioned above, for β “ 0, the relaxation construction is nearly
identical to the purely mechanical case. Indeed, as we see in Figure 9.7a, QxW is
obtained from xW by the convexification in the variable γ. Recalling that the value of
λn “ 1 has been fixed, it is interesting to see that an increase in B has the same effect
on the energy as an increase in λn does in the purely mechanical case (see Figure 6.2a
in Chapter 6). This is related to the fact that increasing λn and B leads to an increase
in the overall compression of the layers; the latter does so through magnetostriction.
Now, the Maxwell-type construction associated with QxW is accompanied by a
rotation of the domain layers, as depicted in Figure 9.7b. Note that in this case,
the domains rotate in equal and opposite amounts, forming a herring-bone structure.
The rotation of the domains is shown in Figure 9.7b, whereby, and in reference to
Figure 9.1b, the rotation of Layer I corresponds to the constant curve at a positive
value of ϕ, while the rotation of Layer II corresponds to the constant curve at the
negative value of ϕ. As in the case of pure shear, this construction results in softening
in both the normal stress difference and the magnitude of true magnetic field (in the
deformed configuration), as seen in Figure 9.7c and Figure 9.7e, respectively. In
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looking at Figure 9.7d and Figure 9.7f, we see that there is also a softening in T 12
and τ . It can be shown that when β “ 0, Tmag12 “ τ . Therefore, from Eq. (9.6.6),
the softening in T 12 is facilitated both by the softening in τ as well as mechanical
softening that comes as a direct consequence of the domain formation; the latter
occurs in the same way as was seen in the purely mechanical context in Chapter 6.
9.6.2 B parallel to the layers
Here, we consider the case where B “ BM0. From Eqs. (9.6.1)-(9.6.3), we find
that when β “ pi
2
, then βb “ βh “ pi2´ψ, and τ “ 0. In other words, when B is parallel
to the layers in the undeformed configuration, the true magnetic field h is aligned
with b and therefore so too is the magnetization m (in the current configuration).
As a result, there are no torques on the system as predicted by xW , and h will remain
aligned with the layers regardless of the amount of shear applied. Moreover, the
term proportional to τ in the expression for the normal stress difference (c.f. Eq.
(9.6.4)) will also vanish, lowering the normal stress difference, thereby reducing the
compression of the layers; this is consistent with the stabilizing effects of a magnetic
field parallel to the layers.
To start, we compare in Figure 9.8 the energy, the rotation of the domain layers,
the normal stress difference, and true magnetic field intensity (in the current config-
uration) of RxW and xW under pure-shear loading conditions. In Figure 9.8a, we see
that, once xW loses strict rank-one convexity, RxW begins to differ from xW , and while
both functions increase as a function of λn, RxW does so at a slower rate. This is
similar to what was seen above, and indicates a softening behavior. Simultaneously,
we find that the domain formation leads to an increase in the overall magnetic field
intensity, as depicted in Figure 9.8d; this is in contrast to the case of β “ 0. Both
of these changes are achieved by a sudden rotation of the domain layers, as seen in
Figure 9.8b. Note that while the rotation is more gradual than when β “ 0, for a
fixed value of λn, ϕ is still an increasing function in B. In this case however, this
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Figure 9.8: Comparison of (a) the energy, (b) the rotation of the domains, (c) the
normal stress difference, and (d) the true magnetic field intensity in the current con-
figuration, under pure-shear loading conditions with β “ pi
2
. The principal solution,
depicted by the dashed curve, is included for comparison. Results are plotted for a
fixed shear contrast of µp2q{µp1q “ 10, permeability measure contrast of χp2q{χp1q “ 0.2
volume fraction c “ 0.3.
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tends to stabilize the laminate. Keeping in mind Figure 9.1b, when β “ 0, ϕ ă 0, and
as B increases, ϕ increase towards a value of 0, bringing the domain layers more into
alignment with B. In the current case, ϕ ą 0, and as B increases, ϕ increases towards
a value of pi
2
, also bringing the domain layers more into alignment with B. That this
has a stabilizing effect when β “ pi
2
and not for β “ 0 can be best understood by
simply noting that the less the domains rotate, the less overall compression there is
on the laminate.
We now consider more general plane strain loading conditions. Throughout Fig-
ure 9.9, a value of λn “ 1.6 is used. For the material parameters considered,
λrcpB, pi2 q “ 1.6 when B « 7.9584, at which point xW “ RxW . Therefore, when
B ă 7.9584, λn ě λrc, whereby xW is no longer strictly rank-one convex. Thus, if
γ P p´γr´c, γr`cq, whereby the layers of the laminate have not rotated enough to accom-
modate the large compression, the composite will undergo a macroscopic instability,
and break up into domains. We recall that since pΦpλn, γ, B, pi2 q is an even function
in γ, γr´c “ γr`c. Also, we have included results for B “ 8, a value large enough to
completely stabilize the laminate, whereby RxW “ xW @γ, and no domain formation
occurs.
As we see in Figure 9.9a, RxW is no longer given as the convexification of xW
in the variable γ. Upon the initiation of an instability, the composite breaks into
domains via the formation of the rotated domain layers, as see in Figure 9.9b. Unlike
when β “ 0, we see here that the amount of rotation is not only not constant, but
non-monotonic, indicating that, as one goes from γ “ ´γrc to γ “ γrc, the domain
will rotate in one direction reaching a minimum (in magnitude) value of ϕ, and
then begin rotating in the other direction. Now, along with the layer rotation, the
domain formation leads to a decrease in total normal stress difference, which we see
in Figure 9.9c, thereby alleviating the compression of the layers. In fact, for B “ 6,
domain formation converts compressive forces into tensile ones, whereby the normal
stress difference predicted by xW is positive for small values of γ, while RxW predicts a
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Figure 9.9: Comparison of (a) the energy, (b) the rotation of the layers, (c) the
normal stress difference, (d) the shear stress, (e) the true magnetic field intensity in
the current configuration, and (f) the magnitude of the torque, under plain-strain
loading conditions for β “ pi
2
. The principal solution, depicted by the dashed line, is
included for comparison. Results are plotted for a fixed shear contrast of µp2q{µp1q “
10, permeability measure contrast of χp2q{χp1q “ 0.2 volume fraction c “ 0.3, and
λn “ 1.6.
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Figure 9.9: Continued
negative normal stress difference. Note that this dramatic change in stress behavior
also affects the shear stresses, as depicted in Figure 9.9d. In the purely mechanical
case, as well as when β “ 0, RxW has a completely soft mode of deformation, whereby
T 12 “ 0 in the region where xW fails to be (strictly) rank-one convex. However, for
β “ pi
2
, while T 12 decreases in magnitude and relative to the predictions given by xW
upon the formation of domains, it is always nonzero for γ ‰ 0. Note also that for
B ‰ 0, the sign of the shear stresses predicted by xW and RxW can be different for
certain values of γ.
We recall that when β “ pi
2
, h and b are always aligned and therefore the mag-
netically induced torques, as predicted by the principal solution, are identically zero.
However, we find that RxW predicts a sharp increase in the magnitude of the mag-
netic torque, as depicted in Figure 9.9f. The existence of a magnetic torque coincides
with an increase in the overall magnetic field intensity, as depicted in Figure 9.9e;
this is to be expected, as τ can be related |h|. Interestingly, and in connection to
the non-monotonic nature of ϕ, we find that the torque reaches a maximal value
precisely when the domain layers begin to rotate in the opposite direction. These
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results indicate that, as a consequence of the rotation of the domains in order accom-
modate the large compression, the layers within the domains become unaligned with
the magnetic field, leading to a nonzero macroscopic magnetic torque. In connection
to the schematic depicting the domain formation in Figure 9.1b, this torque can be
thought of as a result of the herring-bone structure, whereby the layers within the
domain look to realign themselves with M0.
9.7 Concluding Remarks
In this work, we sought to apply the recent methodology introduced in Chapter 8
for describing the post-bifurcation response of magneto-elastic composites to a model
problem. We considered, for analytical ease, a simple laminate consisting of two
isotropic neo-Hookean phases that both have linear magnetic responses. Due to the
increased complexity of the magneto-elastic coupling, we were unable to obtain an
analytical expression for QxW for general magneto-elastic loading conditions; such
analytical expressions are only available when the average induction magnetic field
is perpendicular to the layers (in the undeformed configuration). Nonetheless, our
results still shed light on the behavior of the magneto-elastic laminate both before
and after the onset of a macroscopic instability.
The first important conclusion drawn here is that, like in the purely-mechanical
context, strict rank-one convexity, in the generalized magneto-elastic setting, of the
principal solution is generally lost prior to strong ellipticity, as measured by the gen-
eralized strong ellipticity condition that makes use of the incremental magneto-elastic
moduli of the principal solution. In fact, only under pure-shear loading with a mag-
netic field parallel and perpendicular to the layers (in the undeformed configuration)
are strong ellipticity and strict rank-one convexity lost simultaneously. For more gen-
eral loading, rank-one convexity can be lost significantly earlier than strong ellipticity.
While QxW is only known for certain loading conditions, the bounds obtained in
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this work remain rather tight so long as the magnetic field is not too aligned with
the layers in the undeformed configuration. Even still, the difference between xW and
RxW decreases as B comes into alignment with the layers, whereby RxW can give an
accurate prediction of QxW for all loading conditions. Now, as we saw, a magnetic
field perpendicular to the layers tends to destabilize the composite. It is therefore
interesting that our knowledge of QxW is best in these destabilized states.
In investigating the behavior of the laminate, we found that the mechanism of
instability, namely sufficient compression along the layers, can either be promoted or
inhibited, depending on the orientation of the applied magnetic field. In particular,
the component of the magnetic field perpendicular to the layers has a magnetostrictive
effect, whereby an instability can be initiated by applying a smaller value of λn
(relative to the value in the purely mechanical case) in the presence of a magnetic field
applied perpendicular to layers of the laminate. In fact, we found that a macroscopic
instability can be triggered just by prescribing such a magnetic field, and taking
F “ I. Such instabilities resulted in the formation of lamellar domains, and the
construction was found to be similar to that in the purely mechanical case. In all
cases, stability can be regained through the application of sufficient shear, and the
relaxation not only induces mechanical softening, but can also lead to an increase or
decrease in the macroscopic magnetic response, depending on the orientation of B.
The model used in this work was, admittedly, simple; this choice was made due
to the fact that analytical estimates for the principal solution greatly simplify the
calculation ofRxW . In particular, our constitutive model is unable to capture magnetic
saturation effects, and is therefore most accurate only when the magnitude of the
magnetic field is small. Moreover, use of a neo-Hookean potential for the purely
mechanical response of the layers cannot capture strain locking behavior. As such, it
is of interest going forward to obtain estimates for the principal solution of magneto-
elastic composites with more complex material behavior and microstructures; the
FOSO method discussed in Chapter 4 would certainly be capable of obtaining such
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estimates. From there, we hope to then obtain corresponding estimates for the post-
bifurcation response. Certainly, such calculations would be heavily computation, but
it should still be possible to, at least numerically, extract RxW , which will still be
a better estimate on the relaxation than xW , and would account for the onset of an
instability.
9.8 Appendix I: Derivatives of hpF ,Bq
A straightforward calculation shows that, when pF ,Bq P Spcl,
Bh
BF “ qµpFN0q bN0 `
˜
µ´
`rµ` rχpB ¨N0q2q˘
|FM0|4
¸
pFM0q bM0 (9.8.1)
and
Bh
BB “
rχpB ¨N0q
|FM0|2 N0. (9.8.2)
Therefore, we find that
A ¨ B
2h
BF BF A “ qµ|AN0|2 ` 4prµ` rχpB ¨N0q2q|FM0|6 rpFM0q ¨ pAM0qs2
` µ “1´ pλxse|FM0|q´4‰ |AM0|2, (9.8.3)
A ¨ B
2h
BF BBa “ a ¨
B2g
BBBF A “ ´
2rχpB ¨N0q
|FM0|4 pa ¨N0qrpFM0q ¨ pAM0qs, (9.8.4)
a ¨ B
2h
BBBBa “
rχ
|FM0|2 pa ¨N0q
2. (9.8.5)
For pF ,Bq P Scpcl, we have Bh
BF “ qµpFN0q bN0 (9.8.6)
and
Bh
BB “ rχpλxseq2pB ¨N0qN0 (9.8.7)
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It follows then that
A ¨ B
2h
BF BF A “ qµ|AN0|2, (9.8.8)
A ¨ B
2h
BF BBa “ a ¨
B2g
BBBF A “ 0, (9.8.9)
a ¨ B
2h
BBBBa “
rχrµ
µ
pλxseq6pa ¨N0q2. (9.8.10)
9.9 Appendix II: Loss of Strong Ellipticity of xW
We look to apply the generalized strong ellipticity condition to xW , whereby we
check that
´
m ¨ p pQmq¯´nK ¨ p pEcpnqnKq¯´ pnK ¨ pRTmq2 ą 0
@n,m,nK such that |n| “ |m| “ |nK| “ 1, and m ¨ n “ nK ¨ n “ 0,
(9.9.1)
where pQ, Ec and pR are defined by Eqs. (9.2.18) and (9.2.19), as applied to xW .
Therefore, we start by calculating the associated magnetoelastic moduli. As the
incompressibility condition is enforced by making use of the push-forward of the
moduli, we only need to take derivatives of the finite part of xW , as given in Eq.
(9.3.9). We find that
BxW
BF “ qµFN0 bN0 ` µFM0 bM0 ` qχF BbB´ rµ` rχpB ¨N0q2|FM0|4 FM0 bM0,
(9.9.2)
BxW
BB “ qχCB` rχpB ¨N0q|FM0|2 N0, (9.9.3)
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where C “ F TF is the right Cauchy-Green tensor. It then follows that the push-
forward of the magnetoelastic moduli, as defined by Eq. (9.2.19), are given by
Lcijkl “ δik
`qµpFN0q b pFN0q ` µpFM0q b pFM0q ` qχpF Bq b pF Bq˘
` rµ` rχpB ¨N0q2q|FM0|6 pFM0qjpFM0ql `4pFM0qipFM0qk ´ δik|FM0|2˘ , (9.9.4)
M cijk “ qχpδikpF Bqj ` pF Bqiδjkq ´ 2rχpB ¨N0q|FM0|4 pFM0qipFM0qjpF´TN0qk, (9.9.5)
so that the corresponding acoustic tensors, as defined by Eq. (9.2.18) take the form
Qcpnq “  qµrpFN0q ¨ ns2 ` µrpFM0q ¨ ns2 ` qχrpF Bq ¨ ns2 (9.9.6)
´ rµ` rχpB ¨N0q2|FM0|4 rpFM0q ¨ ns2(I
` 4rµ` rχpB ¨N0q2|FM0|6 rpFM0q ¨ ns2 `FM0˘b `FM0˘ , (9.9.7)
Rcpnq “ qχIpF B ¨ nq ` qχpF Bq b n´ 2 rχpB ¨N0q|FM0|4 rpFM0q ¨ nspFM0q b pF´TN0q,
(9.9.8)
Ec “ qχI ` rχ|FM0|2 pF´TN0q b pF´TN0q. (9.9.9)
Due to the plane-strain conditions, n, nK and m can be restricted to 2 dimensions.
Therefore, the orthogonality conditions n ¨ nK “ n ¨m “ 0 along with the constraint
that each vector has unit length, imply that nK “ m. Therefore, in order to check
strong ellipticity, we introduce the generalized best ellipticity constant (Geymonat
et al., 1993) pΛpF ,Bq “ inf
n,m
n¨m“0, |n|“|m|“1
FpF ,B,n,mq, (9.9.10)
where
FpF ,B,n,mq “
´
m ¨ pxQcmq¯´m ¨ pxEcmq¯´ pm ¨ xRcTmq2. (9.9.11)
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We recall that xp¨q “ pIp¨qpI, where pI “ I ´ nb n. Upon plugging Eqs. (9.9.7)-(9.9.9)
into Eq. (9.9.11), and using the fact that pFM0q ¨ n “ pF´TN0q ¨m, we find that
FpF ,B,n,mq “
m ¨
ˆ„ pQcme ´ rχpB ¨N0q2|FM0|4 pF´TN0q b pF´TN0q

m
˙ˆqχ` rχppFM0q ¨ nq2|FM0|2
˙
` qχrχppFM0q ¨ nq2|FM0|2
ˆ
pF Bq ¨ n` 2pB ¨N0qpFM0 ¨mq|FM0|2
˙2
, (9.9.12)
where pQcme is the acoustic tensor (in the current configuration) associated with the
purely mechanical problem and is given by (see Chapter 6)
pQcme “ "qµrpFN0q ¨ ns2 ` µrpFM0q ¨ ns2 ´ rµ|FM0|4 rpFM0q ¨ ns2
*
I
` 4 rµ|FM0|6 rpFM0q ¨ ns2 `FM0˘b `FM0˘ . (9.9.13)
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Chapter 10
Closure
This thesis presents a number of results from studying problems in nonlinear
homogenization. Each group of chapters is concerned with a specific topic (i.e. linear
comparison methods, hyperelasticity, and magneto-elasticity), and can be considered
independently. Before summarizing the findings of the various parts of the thesis,
as well as discussing future avenues for continued research, it is important to discuss
what this thesis, in its entirety, has shown as it pertains most generally to the study
of nonlinear homogenization. As we have seen, convexity, or the lack thereof, plays a
major role. While convexity can be utilized directly to obtain bounds and ensure that
solutions remain “well behaved,” a lack of it leads to a much richer set of problems
that require more sophisticated tools in order to solve them. This also highlights the
importance that the physics of the underlying system to be modeled plays; physical
considerations may necessitate a constitutive model that makes use of a non-convex
energy potential.
We end this thesis by discussing the chapters individually. In Chapters 2 and 3,
we started by investigating the VHS bounds, and in particular, we showed that these
nonlinear bounds are optimal. While they provide rigorous bounds on the class of sta-
tistically isotropic microstructures, we exploited the degeneracy of the linear bounds
to show that the VHS bounds are optimal instead over the class of anisotropic non-
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linear composites with linearly isotropic response. This degeneracy means that linear
bounds do not rely on higher order statistical information of the underlying mi-
crostructure. In particular, the same bounds that hold for random, or periodic, linear
materials can be attained by a finite-rank laminate, a material whose microstructure
is neither random, nor periodic. Therefore, in order to improve on these bounds,
it would be necessary to somehow exclude these undesirable microstructures, a pri-
ori. While it would still be preferable to generate bounds by making use of an LCC,
this degeneracy may be difficult to overcome within the context of linear comparison
bounds.
Having seen how VHS bounds failed to fully utilize all available information from
the LCC, in Chapter 4, we introduced the FOSO method, which can be used to
generate estimates on the effective response of nonlinear materials. The method is
based on estimates of Ponte Castan˜eda (2016), and both yield fully optimized results
that are exact to second-order in the heterogeneity contrast of the system. The
difference between the two lies in the form of the potential used to characterize the
LCC. The symmetric FOSO version works in such a way that the results are the same
regardless of the formulation one starts with (i.e. a strain based versus a stress based
formulation); this was not the case with the previous FOSO method. Moreover, the
symmetric FOSO version is in some sense more robust, as there is more freedom in
the choice of stationary points. In application, the FOSO method is able to predict
complex physical phenomena, and is in good agreement with available experimental
and computational results. One issue that requires further consideration is the choice
of the parameter αprq. In the application section, we chose a value of αprq “ 1
2
out
of convenience, but we are unaware of a systematic way for choosing it in general.
Recent results suggest that the optimal choice may coincide with the value for which
the FOSO method agrees with the weakly nonlinear limiting behavior of the system
(see Appendix A).
In Chapters 5 to 7, we turned out attention to investigating the mechanism of
356
instability in reinforced elastomers, and obtaining estimates for the post-bifurcation
behavior in the event that the composite undergoes a macroscopic instability. Chap-
ter 5 was concerned with the theoretical framework for answering such questions, and
provided some novel results with regards to the calculation of the rank-one convex
envelope of a function, and the implications such a construction has on the relax-
ation construction. The methodology for extracting the post-bifurcation behavior
of a elastomeric system was introduced by Avazmohammadi and Ponte Castan˜eda
(2016), and taken up here to calculate the quasiconvexification QxW of the principal
solution of a two-phase laminate consisting of isotropic neo-Hookean phases. A full
set of results was obtained for plane-strain loading, in Chapter 6, as well as for more
general three-dimensional loading, in Chapter 7. In both cases, it is found that, upon
sufficient compression along the layers, the composite finds stability via the forma-
tion of domains. This domain formation leads to soft modes of deformation. The
calculation in Chapter 7 required the creation of a new set of transversely isotropic
invariants that are more physically relevant than the classical I1, . . . , I5 invariants.
From a mathematical perspective, it is still of interest to determine under what con-
ditions can one conclude that ĂW “ QxW . From an engineering point of view, we
also would like to study systems with more complex microstructures and constitutive
behavior. It is here that the FO-SO method could be utilized to obtain estimates for
the principal solution of such systems. These estimates are necessary to study the
onset of instabilities, as well as to extract the post-bifurcation response. However, for
more complex systems, estimates for QxW would most likely be numerical.
We concluded our work in Chapters 8 and 9, where we looked to generalize the
results of the previous three chapters towards the setting of magneto-elasticity. In
Chapter 8, we were indeed able to rigorously extend the tools from the calculus of
variations to the magneto-elastic setting. While we argue that ĂW (which is defined
in the periodic context using a definition generalizing the one given by Mu¨ller (1987)
for purely mechanical composites) is quasiconvex, this fact remains to be proven, and
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is a possible direction for future work. We then applied the results of Chapter 8 in
Chapter 9 to the same neo-Hookean laminate under plane-strain we considered in
Chapter 6, but with the added assumption that each phase is magnetically suscepti-
ble. Due to the added complexity of the coupled magneto-elastic response, we were
unable to obtain general analytical estimates for QxW ; we were only able to do so for
specific loading conditions. We were also unable to obtain analytical results for RxW .
Nonetheless, we obtained a complete numerical description of RxW , which we used to
estimate the post-bifurcation response. We found that the mechanism of instability
was, like in the purely mechanical context, related to the compression along the lay-
ers. However, such compression can arises either from purely mechanical effects, or
from magnetostrictive effects arising from the magneto-elastic coupling. In particular,
magnetic fields applied perpendicular to the layers have a destabilizing effect, and can
induce instabilities on their own. The post-bifurcation response is again marked by
domain formation, and while there is mechanical softening as a result, depending on
the orientation of the applied magnetic field, the post-bifurcation magnetic response
is either increased (when the magnetic field is parallel to the layers), or decreased
(when the magnetic field is perpendicular to the layers). In going forward, like in
the purely mechanical context, it is of interest to consider more complex physical
systems. From what we have seen for the simple laminate, there is little hope of
obtaining analytical results, but numerical results themselves should be sufficient for
a full understanding of the post-bifurcation response.
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Appendix A
Weakly Nonlinear Composite Cylinder
Assemblage
Abstract
In this chapter, we consider Hashin’s composite cylinder assemblage (CCA)
when both phases are taken to be nonlinear. It is known, for linear phases, that
the cylindrical inclusion can be added to the effective medium without perturb-
ing the macroscopic fields. We show that, in the limit of weak nonlinearity, the
same property is maintained. We also compare the corrections predicted by
various other bounds and estimates.
A.1 Effective Behavior of Nonlinear CCA
We consider a cylindrical material occupying some region Ω0 Ă V0, embedded in
an effective medium, where V0 denotes the region occupied by this effective medium.
The cylinder’s axis is taken to be aligned in the ez direction, and we consider the
circular cross section of the cylinder, centered at the origin. In the ex´ ey plane, the
circular material is composed of a core phase, denoted as phase 1, with inner radius
ri surrounded by a shell phase, denoted as phase 2. The entire core-shell material has
a total radius of ro, so that c “
´
ri
ro
¯2
denotes the total volume fraction of core phase
(i.e. phase 1), and we let Ω
prq
0 Ă Ω0 denote the region occupied by phase r. The local
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behavior of the material is described by the energy potential
wpx,Eq “
2ÿ
r“1
χprqpxqwprqpEq (A.1.1)
where χprq denote the characteristic function of phase r, so that χprqpxq “ 1 if x P Ωprq0
and 0 otherwise. As such, the local current density j is given by
j “ BwpEqBE . (A.1.2)
We look to determine whether we can embed this material into the effective
medium in such a way as to not alter the macroscopic effective behavior. Put another
way, we look to determine whether this embedded material can be added in such a
way as to not perturb the macroscopic fields. If this is possible, then we can iterate
this process, continually replacing the effective medium with the core-shell inclusion,
until the entire space is filled. We are then left with a two phase composite with the
core phase acting as the inclusion phase, and the shell phase acting as the matrix
phase. By letting x¨y denote the volume average over Ω0, it follows that
rwpEq “ min
EPKpEq
xwpx,Epxqqy, (A.1.3)
where
KpEq “ tE : E “ ´∇φ, in Ω0, and φ “ ´E ¨ x, on BΩ0u, (A.1.4)
denotes the set of admissible electric field potentials. Since the composite consists of
copies of Ω0 of varying size, each of which has the same effective property, we only
need to look at the effective behavior over Ω0 itself. It can then be shown that the
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average current density j is given by
j “ B rwBE . (A.1.5)
Solving Eq. (A.1.3) is the same as solving the associated boundary value problem
defined by $’&’%∇ ¨ jpxq “ 0 x P Ω0φpxq “ ´E ¨ x x P BΩ0 (A.1.6)
where it is recalled that j is defined through the constitutive relation (A.1.2). Any
solution to Eq. (A.1.6) must also satisfy
rrjss ¨ n “ 0, rrφss “ 0 (A.1.7)
across any material interphase, where n denotes the unit normal to such an interphase.
A.2 Weakly Nonlinear Limit
To apply the above construction, we consider the case where wprq is isotropic, and
takes the form
wprqpEq “ 
prq
m` 1 |E|
m`1 (A.2.1)
where E “ |E| represents the magnitude of E, prq denotes the conductivity of phase
r, and 0 ď m ď 8 represents the nonlinearity. Then, the local current density is
given by
j “ pxq|E|m´1E, (A.2.2)
where
pxq “ p1qχp1qpxq ` p2qχp2qpxq. (A.2.3)
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Since each wprq is homogeneous of degree m ` 1 in E, the effective potential rw will
be as well. Assuming that the effective response is also isotropic, we can write the
effective potential as rwpEq “ r
m` 1E
m`1
, (A.2.4)
where E “ |E|, and r defines the effective conductivity. While the CCA construction
is not anticipated, in general, to hold for any nonlinearity m, we are interested in the
case when m “ 1 ` δ and δ ăă 1. We note that the CCA construction works in
linear case (m “ 1) and moreover, the effective behavior of the composite is known
to saturate the Hashin-Shtrikmann bounds on the effective conductivity of two-phase
isotropic composites.
Now, from Eqs. (A.1.3) and (A.2.4), it follows that
r|E|2`δ
2` δ “ xwpx,E
˚qy, (A.2.5)
where E˚ “ ´∇φ is the solution to Eq. (A.1.6). We take E “ Eex, so that r corre-
sponds to the effective transverse conductivity. We assume that r can be expanded
via r “ r0 ` r1δ `Opδ2q, (A.2.6)
so that φ takes the form
φ “ φ0 ` φ1δ `Opδ2q, (A.2.7)
which implies that
E˚ “ E0 ` E1δ `Opδ2q (A.2.8)
where Ei “ ´∇φi. From this, we find that
|E˚|2 “ |E0|2 ` 2E1 ¨ E0δ `Opδ2q. (A.2.9)
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Using the identity
d
dx
“
fpxqgpxq‰ “ fpxqgpxqˆdgpxq
dx
logpfpxqq ` gpxq
fpxq
dfpxq
dx
˙
, (A.2.10)
it follows from Eq. (A.2.2) that
j “ j0 ` j1δ `Opδ2q, (A.2.11)
where,
j0 “ pxqE0, j1 “ pxqpE1 ` E0 logpE0qq. (A.2.12)
Therefore, expanding Eq. (A.2.5) and equating terms of order δ, we have
r0E2 “ xpxq|∇φ0|2y, (A.2.13)
pr1 ` r0 logpEqqE2 “ Bpxq „2p∇φ0q ¨ p∇φ1q ` 1
2
|∇φ0|2 log
`|∇φ0|2˘F . (A.2.14)
Hence, in order to obtain the first-order correction r1, we must find the solutions
φ0 and φ1 to the boundary value problem defined by Eq. (A.1.6). We now adopt the
cylindrical coordinate basis ter, eθ, ezu. For reference, we note that ex “ cospθqer ´
sinpθqeθ, while ey “ sinpθqer ` cospθqeθ. We assume that φ does not vary in the ez
direction, and therefore we can treat this problem in two-dimensions. In this setting,
we note that
Ω
p1q
0 “ tpr, θq : 0 ď r ď ri, θ P r0, 2pisu , (A.2.15)
Ω
p2q
0 “ tpr, θq : ri ď r ď ro, θ P r0, 2pisu . (A.2.16)
Moreover, at each level of the perturbation, we assume that
φkpr, θq “
$’&’%φ
p1q
k pr, θq 0 ď r ď ri
φ
p2q
k pr, θq ri ď r ď ro
. (A.2.17)
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for k “ 0, 1, 2, . . . .
A.2.1 Solution to 0th order
Starting with the zeroth order term, Eqs. (A.1.6)-(A.1.7) can be used to show
that $’’’’’’&’’’’’’%
∆φ
prq
0 “ 0, r “ 1, 2,
φ
p1q
0 pri, θq “ φp2q0 pri, θq,
j
p1q
0 pri, θq ¨ er “ jp2q0 pri, θq ¨ er,
φ
p2q
0 pro, θq “ ´Er0 cospθq,
(A.2.18)
where, from Eq. (A.2.12)1,
j
prq
0 “ ´prq∇φprq0 . (A.2.19)
Eq. (A.2.18)1 corresponds to the equilibrium equation, Eqs. (A.2.18)2-(A.2.18)3 cor-
respond to the jump conditions, and Eq. (A.2.18)4 enforces the boundary condition.
From Eq. (A.2.18)1, it follows that φ
prq
0 take the form
φ0pr, θq “
$’&’%
`
a1r ` b1r
˘
cospθq 0 ď r ď ri`
a2r ` b2r
˘
cospθq ri ď r ď ro.
(A.2.20)
Note that in general,
ϕpr, θq “
8ÿ
n“1
pgnrn ` hnr´nq cospnθq (A.2.21)
satisfies ∆ϕ “ 0, but for simplicity, we choose to only consider the first term of the
sum. Continuity of φ0 at the origin requires that b1 “ 0, while continuity at ri implies
that
a1ri cospθq “
ˆ
a2ri ` b2
ri
˙
cospθq. (A.2.22)
As would be done in analyzing a complete power series expansion of the form in Eq.
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(A.2.21), we multiply Eq. (A.2.22) by cospθq, and integrate from 0 to 2pi to find that
a1 “ a2 ` b2
r2i
. (A.2.23)
.
Now, from Eq. (A.2.20), we find that
E0pr, θq “ ´
$’&’%a1pcospθqer ´ sinpθqeθq 0 ď r ď ri`a2 ´ b2r2 ˘ cospθqer ´ `a2 ` b2r2 ˘ sinpθqeθ ri ď r ď ro. (A.2.24)
Therefore, Eq. (A.2.18)3 implies that
p1qa1 “ p2q
ˆ
a2 ´ b2
r2i
˙
, (A.2.25)
while Eq. (A.2.18)4 yields
a2 ` b2
r2o
“ ´E. (A.2.26)
Eqs. (A.2.23),(A.2.25), and (A.2.26) constitute a system of linear equations, which
can be solved to give
a1 “ ´2
p2qE
pp1q ` p2qq ´ cpp1q ´ p2qq , (A.2.27)
a2 “ ´p
p1q ` p2qqE
pp1q ` p2qq ´ cpp1q ´ p2qq , (A.2.28)
b2 “ r
2
i pp1q ´ p2qqE
pp1q ` p2qq ´ cpp1q ´ p2qq . (A.2.29)
Substituting into Eq. (A.2.13), we find that
r0 “ p2q pp1q ` p2qq ` cpp1q ´ p2qqpp1q ` p2qq ´ cpp1q ´ p2qq , (A.2.30)
which is exactly the Hashin-Shtrikman result. To check that the addition of such an
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inclusion does not perturb the macroscopic fields to zeroth order, we must check that
the current density satisfies the continuity condition rrj0pro, θqss ¨ er “ 0. Indeed, we
find that
j0pro, θq ¨ er “ ´p2q
ˆ
a2 ´ b2
r2o
˙
cospθq “ r0E cospθq “ pr0Eq ¨ er “ j0 ¨ er (A.2.31)
A.2.2 Solution to 1st order
We now move to the first-order equations, which, using Eqs. (A.1.6)-(A.1.7), read
as $’’’’’’&’’’’’’%
∆φ
prq
1 ` p∇φ
prq
0 q¨D2φprq0 p∇φprq0 q
|∇φprq0 |2
“ 0, r “ 1, 2,
φ
p1q
1 pri, θq “ φp2q1 pri, θq,
j
p1q
1 pri, θq ¨ er “ jp2q1 pri, θq ¨ er, ,
φ
p2q
0 pro, θq “ 0,
(A.2.32)
where rD2φprq0 qsij “ pφprq0 qq,ij, and where from Eq. (A.2.12)2
j
prq
1 “ ´prq
ˆ
∇φprq1 ` 12∇φ
prq
0 log
´
|∇φprq0 |2
¯˙
. (A.2.33)
We note that Eq. (A.2.32)4 arises from the fact that to first order in δ, the average
electric field is simply E, i.e. there is no correction.
A straightforward calculations shows that p∇φp1q0 q ¨D2φp1q0 p∇φp1q0 q “ 0, and so
∆φ
p1q
1 “ 0. (A.2.34)
Upon enforcing continuity of φ1 at the origin, we find that
φ
p1q
1 “ c1r cospθq, 0 ď r ď ri. (A.2.35)
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On the other hand, it can be shown that
φ
p2q
1 pr, θq “
ˆ
c2r ` d2
r
˙
cospθq ´ φ
p2q
0
4
logp|∇φp2q0 |2q. (A.2.36)
Following a similar analysis as above, we find that c1, c2 and d2 must satisfy the
equations
c1 ´
ˆ
c2 ` d2
r2i
˙
“ 
p2qE
D
”
logp|a2|q ` z
2
ı
, (A.2.37)
p1qc1 ´ p2q
ˆ
c2 ´ d2
r2i
˙
“ 
p2qE
D
„
2p2q
ˆ
p1q logp|a1|q ´ 
p2qz
2
˙
´ p1q
´
logp|a2|q ` z
2
¯
,
(A.2.38)
c2 ` d2
r2o
“ ´E
2
”
logp|a2|q ` cz
2
ı
, (A.2.39)
where
z “ 
p1q ´ p2q
p1q ` p2q , τ “
2p2q
p1q ` p2q , and D “ p
p1q ` p2qq ´ cpp1q ´ p2qq, (A.2.40)
and where use was made of the integrals derived in Appendix A.5. Solving this system
of equations, we find that
c1 “ p1´ cqE
D
„
2p2q
D
ˆ
p1q logpτq ´ p
p1q ´ p2qq
2
˙
` 
p2qz
2

, (A.2.41)
c2 “ ´E
D
„
2cp2q
D
ˆ
p1q logpτq ´ p
p1q ´ p2qq
2
˙
` p
p1q ` p2qq
2
´
logp|a2|q ` cz
2
¯
,
(A.2.42)
d2 “ r
2
iE
D
„
2p2q
D
ˆ
p1q logpτq ´ p
p1q ´ p2qq
2
˙
` p
p1q ´ p2qq
2
´
logp|a2|q ` cz
2
¯
.
(A.2.43)
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Plugging into Eq. (A.2.14), we obtain the first-order correction for r, as given by
r1 “r0 log „ pp1q ` p2qqpp1q ` p2qq ´ cpp1q ´ p2qq

`
cp2q
ppp1q ` p2qq ´ cpp1q ´ p2qqq2
ˆ
4p1qp2q log
„
2p2q
p1q ` p2q

` p1´ cqpp1q ´ p2qq2
˙
.
(A.2.44)
Moreover, it can be readily checked that,
j1pro, θq ¨ er “ pr1 ` r0 logpEqqE cospθq, (A.2.45)
i.e., to first order, the addition of such an inclusion to the effective medium does not
perturb the fields. Therefore, Eq. (A.2.44) corresponds to an exact result, to first
order in the nonlinearity, for the effective conductivity of the CCA.
A.2.3 Further Properties of Weakly Nonlinear Response
In solving the equilibrium equations directly, we now have access to information
about the local fields in the composite. This allows us to calculate the first and second
moments of the electric fields and current densities in the phases. In calculating the
moments, by letting x¨yprq denote the volume average integral over phase r, we define,
for example
E
prq “ xE ¨ exyprq, and xE2yprq “ xpE ¨ exq2yprq. (A.2.46)
so that the fluctuations are defined as
CprqE “ xE2yprq ´ pEprqq2. (A.2.47)
Taking into account Eq. (A.2.8) we see that
CprqE “ CprqE0 ` δCprqE1 `Opδ2q (A.2.48)
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where
CprqE0 “ xE
2
0yprq ´ pEprq0 q2, and CprqE1 “ 2
”
xpE0 ¨ exqpE1 ¨ exqyprq ´ pEprq0 qpEprq1 q
ı
.
(A.2.49)
Similar expressions are obtained for Cj0 and Cj1 .
The first observation to make is that both the electric field and current density
are uniform in the inclusion phase, to first order. Therefore, the corresponding fluc-
tuations will vanish. Starting with the moments of the field to zeroth order, we find
that
E
p1q
0 “ 2
p2qE
pp1q ` p2qq ´ cpp1q ´ p2qq , and E
p2q
0 “ p
p1q ` p2qqE
pp1q ` p2qq ´ cpp1q ´ p2qq ,
(A.2.50)
j
p1q
0 “ 2
p1qp2qE
pp1q ` p2qq ´ cpp1q ´ p2qq , and j
p2q
0 “ 
p2qpp1q ` p2qqE
pp1q ` p2qq ´ cpp1q ´ p2qq ,
(A.2.51)
Cp1qE0 “ 0, and Cp2qE0 “
pE ´ Ep2q0 q2
2c
, (A.2.52)
Cp1qj0 “ 0, and Cp2qj0 “
pj ´ jp2q0 q2
2c
. (A.2.53)
As expected, we see that
cE
p1q
0 ` p1´ cqEp2q0 “ E, (A.2.54)
while
cj
p1q
0 ` p1´ cqjp2q0 “ r0E “ j0. (A.2.55)
Using Eqs. (A.2.35) and (A.2.36), it is a straightforward matter to show that
E
p1q
1 “ ´p1´ cqED
„
2p2q
D
ˆ
p1q logpτq ´ p
p1q ´ p2qq
2
˙
` 
p2qz
2

(A.2.56)
E
p2q
1 “ ´ c1´ cE
p1q
1 , (A.2.57)
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which implies that
cE
p1q
1 ` p1´ cqEp2q1 “ 0 (A.2.58)
confirming that there is no correction to the average electric field. From a lengthier
calculation, we obtain that
Cp1qE1 “ 0, and Cp2qE1 “
pE ´ Ep2q0 q2
24c
pz2pc2 ` c` 1q ´ 6q ´ E
p2q
1 pE ´ Ep2q0 q
c
.
(A.2.59)
Finally, upon recalling that j
prq
1 “ prqpEprq1 ` Eprq0 logpEprq0 qq, we have
j
p1q
1 “ ´
p1qE
D
ˆ
2p1´ cqp2q
D
„
p1q logpτq ´ p
p1q ´ p2qq
2

`p1´ cq
p2qz
2
´ 2p2q log
ˆ
2p2qE
D
˙˙
, (A.2.60)
j
p2q
1 “ 
p2qE
D
„
2cp2q
D
„
p1q logpτq ´ p
p1q ´ p2qq
2

`
p1qcz
2
` pp1q ` p2qq log
ˆpp1q ` p2qqE
D
˙
, (A.2.61)
so that
p1´ cqjp1q1 ` cjp2q1 “ pr1 ` r0 logpEqqE “ j1, (A.2.62)
as anticipated. As for the second moments, we have
Cp1qj1 “ 0, and Cp2qj1 “
pj0 ´ jp2q0 q2
24c
p6´ z2pc2 ` c` 1qq ` pj0 ´ j
p2q
0 qpj1 ´ jp2q1 q
c
.
(A.2.63)
A.3 Comparison with Estimates and Bounds
Suquet and Ponte Castan˜eda (1993) derived an exact result for the effective con-
ductivity of a two-phase composite to second order in the heterogeneity. It was found
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that r “ xy ´ δ ` 1
2δ
ˆ
1´ 1?
δ ` 1
˙ px2y ´ xy2q
0
, (A.3.1)
where p1q “ 0 and p2q “ 0 ` ∆. A straightforward calculation reveals that the
expansion of r0 ` δr1, to second order in ∆, coincides with the expansion of Eq.
(A.3.1) to first order in δ, and is given by
r « xy ´ px2y ´ xy2q
20
ˆ
1´ δ
4
˙
. (A.3.2)
Next, we compute the first-order correction of some available estimates and bounds
and compare them the exact solution obtained above. For simplicity, we will con-
sider the cases of perfectly insulating inclusions pp1q Ñ 0q; the case of perfectly
conducting inclusions pp1q Ñ 8q can be treated similarly. In particular, we will
compare with the rigorous nonlinear variational bounds (VAR) (Ponte Castan˜eda,
1992b), tangent second order estimates (TSO(W) and TSO(U)) (Ponte Castan˜eda,
1996; Ponte Castan˜eda and Kailasam, 1997), the fully optimized second order esti-
mates (FOSO) (Ponte Castan˜eda, 2016; Furer and Ponte Castan˜eda, 2018b), as well
as the exact results for infinite-rank laminated microstructures (LAM) (Idiart and
Ponte Castan˜eda, 2013).
To start, we note that when p1q Ñ 0, the exact result for the correction simplifies
to r1
p2q
“ cp1´ cqp1` cq2 ´
p1´ cq logp1` cq
1` c . (A.3.3)
As shown in Appendix A.6, the effective conductivity of the infinite-rank laminate
agrees with the exact result to first order in the nonlinearity. In consider the nonlinear
variational bounds of the Hashin-Shtrikman type (VAR), as proposed by
Ponte Castan˜eda (1992b), we have
rV AR
p2q
“ 1´ cp1` cqpm`1q{2 (A.3.4)
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so that
B
Bm
rV AR
p2q
ˇˇˇˇ
m“1
“ ´ p1´ cq
2p1` cq logp1` cq. (A.3.5)
Next, we consider the tangent second order bounds of Ponte Castan˜eda and
Kailasam (1997). By making use of duality, this method gives two estimates. One
estimate, which we denote TSO(W), corresponding to using an energy principle based
on the electric field, while the other, denoted TSO(U), corresponds to using an energy
principle based on the current density. The former is preferable when 0 ď m ď 1,
while the latter is used for 1 ď m ď 8. The estimates can be written as
rTSOpW q
p2q
“ p1´ cq
ˆ
1` pm´ 1qc
2p?m` cq
˙ˆ ?
m?
m` c
˙m
, (A.3.6)
while rTSOpUq
p2q
“ p1´ cq
ˆ
1` pm` 1qc
2m3{2
˙´m
. (A.3.7)
Remarkably, both estimates predict
B
Bm
rTSOpW q
p2q
ˇˇˇˇ
m“1
“ BBm
rTSOpUq
p2q
ˇˇˇˇ
m“1
“ BBm
rTSO
p2q
ˇˇˇˇ
m“1
“ cp1´ cqp1` cq2 ´
p1´ cq logp1` cq
1` c ,
(A.3.8)
which is the same as the exact correction for the CCA microstructure.
As discussed by Ponte Castan˜eda (2016), the original version of the FOSO method
yields two estimates, depending on whether one starts with the “u-formulation,”
which we denote by FOSO(U) and corresponds to the formulation in terms of the
current density, or the “w-formulation,” which we denote by FOSO(W) and corre-
sponds to the formulation in terms of the electric field. This lack a symmetry is due to
the specific choice for the energy potential of the linear comparison composite (LLC)
that is used to determine the effective response of the corresponding nonlinear poten-
tial. By using a more symmetric choice for the potential of the LCC, we introduced
in Chapter 4 the fully symmetric FOSO method, which predicts the same effective
response whether one starts with the u-formulation, or the w-formulation.
372
In implementing any version of the FOSO method, one must choose a value for
the weight-factor 0 ă α ă 1. Out of convenience, Ponte Castan˜eda (2016) chose
a value of α “ 0.5, and in Chapter 4, we used the same value, and suggested that
the “optimal” value of α would depend, among other things, on the microstructure,
nonlinearity, and properties of the phases. In what follows, we will also be interested
in studying the effect that the choice of α has on the estimate. Now, in the case of
at hand, when p1q Ñ 0, it is known that
j
p2q “ j
1´ c. (A.3.9)
Then, upon using the u-formulation,
rFOSO
p2q
“ p1´ cq
”
stat
k
!
p1´ αqpjn`1 ` αqjn`1)ı´1{n
“ p1´ cq
”
stat
k
fpkpnq, nq
ı´1{n
. (A.3.10)
Here, k “ kpnq is the anisotropy ratio of the LCC, and the optimal value k˚ is
determined as a solution to the equation
Bfpk˚pnq, nq
Bk “ 0. (A.3.11)
The form of fpk, nq is different depending on whether one uses the FOSO(U) method
or the symmetric FOSO method. In the former case, we have
pj “bpj2‖ ` pj2K, qj “bqj2‖ ` qj2K,
pj‖ “ 1`c α
1´ α
c
c
2
k1{4, qj‖ “ 1´c1´ α
α
c
c
2
k1{4,
pjK “c α
1´ α
c
c
2
k´1{4, qjK “ ´c1´ α
α
c
c
2
k´1{4. (A.3.12)
To implement the symmetric FOSO version, one takes pj‖ and qj‖ as in Eq. (A.3.12).
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The expressions for pjK and qjK are more complicated, and therefore have been excluded,
but we mention that pjK and qjK satisfy the equations
pjKqjK ´ppj‖ ´ qj‖q ` kp1´ 2αqppj‖ ` qj‖q¯´ 2k ´p1´ αqqj‖pj2K ´ αpj‖qj2K¯ “ 0, (A.3.13)
4αp1´ αqpjKqjK ` p1´ 2αq´p1´ αqpj2K ´ αqj2K¯` c
2
?
k
“ 0, (A.3.14)
and are chosen in just a way that qjK ă pjK. In either case, we make use of Eq. (A.2.10),
as well as the fact that BBm “ ´m´2 BBn to find
B
Bm
rFOSO
p2q
“ p1´ cq BBm rfpk
˚pnq, nqs´1{n
“ ´p1´ cq
m2
B
Bn rfpk
˚, nqs´1{n
“ ´p1´ cq
m2
rfpk˚, nqs´1{n
„
logpfpk˚, nqq
n2
´ 1
nfpk˚, nq
ˆBfpk˚, nq
Bk
Bk˚
Bn `
Bfpk˚, nq
Bn
˙
(A.3.15)
We mention that the derivative with respect to n is the last line is taken with k˚ held
fixed, while the term Bfpk
˚,nq
Bk vanishes on account of Eq. (A.3.11). Using the fact that
k˚p1q “ 1 and fp1, 1q “ p1` cq, we find that
B
Bm
rFOSO
p2q
ˇˇˇˇ
m“1
“ p1´ cqp1` cq2
”
p1´ αqpj 2 logppjq ` αqj 2 logpqjqı´ 1´ c
1` c logp1` cq,
(A.3.16)
where pj and qj are given as in Eq. (A.3.12), with k “ 1. It can be shown that
when k “ 1, the expressions for pjK and qjK using either the FOSO(U) method or the
symmetric FOSO method are identical, and hence they will give the same first-order
correction. Moreover, it is clear that this correction will agree with the exact result
374
when α is chosen as to satisfy the equation (c.f. Eqs. (A.3.3) and (A.3.16))
2c “ p1´ αq
ˆ
1`?2c
c
α
1´ α `
αc
1´ α
˙
log
ˆ
1`?2c
c
α
1´ α `
αc
1´ α
˙
` α
˜
1`?2c
c
1´ α
α
` p1´ αqc
α
¸
log
˜
1`?2c
c
1´ α
α
` p1´ αqc
α
¸
.
(A.3.17)
The implementation of the w-formulation, which we spell out next, is a bit more
complicated, as the average electric field in the phases are unknown. Nonetheless,
it can be shown that an estimate for the effective conductivity can equivalently be
estimated via
rFOSO
p2q
“ p1´ cq stat
k,E
p2q
!
p1´ αq pEm`1 ` α qEm`1)
“ p1´ cq stat
k,E
p2q
gpkpmq, Ep2qpmq,mq, (A.3.18)
where E
p2q
is the average electric field in the matrix phase. The optimal values of k˚
and E
p2q˚
are then determined via the equations
Bgpk˚, Ep2q˚,mq
Bk “ 0,
Bgpk˚, Ep2q˚,mq
BEp2q
“ 0. (A.3.19)
As above the form of gpk,Ep2q,mq is different depending on whether one uses the
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FOSO(W) method or the symmetric FOSO method. In the former case, we have
pE “bpE2‖ ` pE2K, qE “bqE2‖ ` qE2K,
pE‖ “ Ep2q ´ pEp2q ´ 1qc α
1´ α
k´1{4?
2c
, qE‖ “ Ep2q ` pEp2q ´ 1qc1´ α
α
k´1{4?
2c
,
pEK “ ´pEp2q ´ 1qc α
1´ α
k1{4?
2c
, qEK “ pEp2q ´ 1qc1´ α
α
k1{4?
2c
, (A.3.20)
while in the latter case, pE‖ and qE‖ are the same, while pEK and qEK are again related
through
pEK qEK ´kp pE‖ ´ qE‖q ` p1´ 2αqp pE‖ ` qE‖q¯´ 2´p1´ αq qE‖ pE2K ´ α pE‖ qE2K¯ “ 0,
(A.3.21)
4αp1´ αq pEK qEK ` p1´ 2αq´p1´ αq pE2K ´ α qE2K¯` pEp2q ´ 1q2?k2c “ 0,
(A.3.22)
and chosen so that qEK ă pEK.
Once again, when m “ 1, so that k “ 1, the expressions are the same whether
one uses the FOSO(W) or symmetric FOSO method. Moreover, using the fact that
E
p2q˚p1q “ p1 ` cq´1, it can be shown that the w-formulation leads to the same
correction as the u-formulation, and the value of α needed to recover the exact result
is still given by Eq. (A.3.17).
A.4 Results and Discussion
We are now in a position to begin to compare the results from the various bounds
and estimates described above. We start by comparing the correction r1, normalized
by p2q, as a function of c in Figure A.1a. The exact result, which is recovered by the
TSO method and the infinite-rank laminate, is depicted by the solid black curve. Note
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that the variational bound, depicted by the solid red curve, does not recover the exact
result for any value of 0 ă c ă 1. This is related to the fact that, as was shown in
Chapter 2-Chapter 3, the variational bound, while rigorously bounding all composites
with statistically isotropic microstructures (like the CCA), is in fact optimal over the
larger class of nonlinear anisotropic composites that have linearly isotropic response.
We also present estimates on the correction from the FOSO method for various fixed
values of α. As we see, the correction is very sensitive to the choice of α, and
interestingly is not symmetric about α “ 0.5, in that he results for α “ 0.75 and
α “ 0.25 are drastically different.
Note that the curve corresponding to α “ 0.5 is close to the exact result, but it
only agrees in the limit as c “ 0 and c “ 1, in which case the correction is 0; this is
due to the fact that in these extreme cases, the composite is either entirely phase 2 or
entirely phase 1, so that r is either p2q or p1q, respectively. In Figure A.1b, we have
plotted, as a function of c, the value of α for which the estimate for the first-order
correction r1 as predicted by the FOSO methods recovers the exact result. Indeed,
the value of α is different for every choice of c. Nonetheless, we see that the choice
of α “ 0.5 considered in Chapter 4 was reasonable, in that the exact value is never
far from this choice. We note that these values of α are correct only in the perfectly
insulating case. We expect the value of α to also depend on the properties of the
phases, and so when p1q ‰ 0, the curve will certainly look different.
Next, we look at the effect α has on not just the weakly nonlinear behavior, but
also the behavior for large nonlinearities. Such a comparison is done in Figure A.2
where, for a fixed value of c “ 0.2, the effective conductivity is plotted as a function
of nonlinear m. We have included results for the variational bounds (VAR), depicted
as the solid red curve, tangent second-order estimates (TSO(U) and TSO(W)), de-
picted as the solid and dashed blue curves, the asymmetric FOSO methods (FOSO(U)
and FOSO(W)), depicted as the dashed and dashed-dot black curves, the symmetric
FOSO method, depicted as the solid black curve, as well as what we have called the
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Figure A.1: (a) A comparison of the first-order correction r1, normalized by p2q. (b)
The value of α for which the estimate of r1 as given by the FOSO method agrees with
the exact result. Both results are given as a function of the volume fraction c of the
inclusion phase.
first-order approximation on the effective conductivity, by which we mean the line
r0
p2q
` pm´ 1q r1
p2q
, (A.4.1)
which is depicted by the solid green curve. We recall that in the current setting
r0
p2q
“ 1´ c
1` c, and
r1
p2q
“ cp1´ cqp1` cq2 ´
p1´ cq logp1` cq
1` c . (A.4.2)
The pair of figures Figures A.2a and A.2b and Figures A.2c and A.2d show, respec-
tively, the effective conductivity for both the entire range of nonlinearities as well as
for weak nonlinearities, for α “ 0.5 and the value of α for which the FOSO estimate
recovers the exact result in the weakly nonlinear limit; for the value of c “ 0.2 con-
sidered, α « .51. We note that the order that the different methods appear in each
legend corresponds to the value the method predicts at m “ 0. In particular, the
topmost entry in the legend is the method predicting the largest value of the effec-
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Figure A.2: Estimates for the effective conductivity with α equal to (a)-(b) 1
2
and
(c)-(d) the value for which the FOSO method gives the exact correction. Results are
presented as a function of the nonlinear m with a fixed volume fraction c “ 0.2 of the
perfectly insulating phase.
tive conductivity at m “ 0, while the bottommost entry in the legend is the method
predicting the smallest value at m “ 0.
As was seen in Chapter 4, the FOSO estimate always lies somewhere between
the FOSO(U) and FOSO(W) estimates. This trend holds regardless of the value of
α, and in looking at the results in Figures A.2a and A.2c, we find that for large
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nonlinearities, the effect of changing α is hard to distinguish, but there are in fact
some telling differences. A careful inspection reveals that for m “ 0, when α “ 0.5,
the FOSO method predicts a value of the effective conductivity slightly above 0.65,
while for α « .5178, the FOSO method predicts a value of the effective conductivity
slightly below 0.65. Also, we see in Figure A.2a that the FOSO(U) method and the
TSO(W) method are rather close for values of .5 ď m ď 1, while in Figure A.2c, this
agreement continues up to m « 0.2. Finally, the FOSO(U) estimate crosses above the
TSO(W) estimate for 0.3 ă m ď 1 in Figure A.2a for α “ 0.5, but remains always
below it in Figure A.2c when α « .5178.
Once we look more closely at the weakly nonlinear behavior in Figure A.2b and
Figure A.2d, we see how dramatic a difference the choice of α makes. As expected, in
both figures, the TSO estimates, which give the exact weakly nonlinear behavior, lie
tangent to the first-order approximation in the limit as mÑ 1. The FOSO methods
only due so in Figure A.2d when α is chosen appropriately. In Figure A.2b, we
see that all the FOSO estimates lie above the TSO(W) estimate, which, given their
behavior for larger nonlinearities (c.f. Figure A.2a), indicates that they all cross the
TSO(W) estimate at some intermediate values of m. On the other hand, when α is
chosen so that the FOSO methods agree with the exact result in the weakly nonlinear
limit, we see in Figure A.2d that the FOSO(U) and TSO(W) appear to agree, as do
the FOSO(W) and TSO(U), even for nonlinearities up to m “ .8. Moreover, the
FOSO method tends to lie directly in between. Now, in connection to the comments
made above, in every case, the VAR bound is too stiff, even for weak nonlinearities.
The FOSO and TSO methods both assume that the underlying microstructure of the
composite was statistically isotropic. That the VAR bound is optimal over a much
larger class of composites explains this discrepancy.
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A.5 Appendix I: Integrals
At various points above, certain integrals must be evaluated analytically. Here,
we derive them.
We look to compute
Ip “
ˆ 2pi
0
logpa2 ` 2ab cosp2θq ` b2q cospp2θqdθ, (A.5.1)
where 0 ă b ă a. Ip is used above for p “ 0, 1, 2. First, we note that
logpa2 ` 2ab cosp2θq ` b2q “ logpa2 ` b2q ` log
ˆ
1` 2ab cosp2θq
a2 ` b2
˙
“ logpa2 ` b2q ´
8ÿ
n“1
p´1qn
n
ˆ
2ab cosp2θq
a2 ` b2
˙n
, (A.5.2)
where the power series converges uniformly, since
ˇˇˇ
2ab cosp2θq
a2`b2
ˇˇˇ
ă 1 for every θ P r0, 2pis.
Therefore, we may integrate term by term to find that
Ip “ 2pi logpa2 ` b2q ´
8ÿ
n“1
p´1qnCn`p
n
ˆ
2ab
a2 ` b2
˙n
(A.5.3)
where
Cn “
ˆ 2pi
0
cosnp2θqdθ (A.5.4)
Now, we can show by induction that
Cn “
$’&’%0 n “ 2k ´ 12pi p2kq!p2kk!q2 n “ 2k @k ě 1 (A.5.5)
For k “ 1, it is clear that
C1 “
ˆ 2pi
0
cosp2θqdθ “ 1
2
sinp2θq|2piθ“0 “ 0. (A.5.6)
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Upon integrating by parts, we find that
C2 “ 1
2
sinp2θq cosp2θq|2piθ“0 `
ˆ 2pi
0
sin2p2θqdθ “
ˆ 2pi
0
sin2p2θqdθ (A.5.7)
Therefore
2C2 “
ˆ 2pi
0
psin2p2θq ` cos2p2θqqdθ “ 2pi ùñ C2 “ pi. (A.5.8)
Assuming the result holds for all n1 ă n, we note that in general, integration by parts
yields
Cn “ n´ 1
2
sinp2θq cosn´2p2θq|2piθ“0 ` pn´ 1q
ˆ 2pi
0
sin2p2θq cosn´2p2θqdθ
“ pn´ 1q
ˆ 2pi
0
sin2p2θq cosn´2p2θqdθ
“ pn´ 1qpCn´2 ´ Cnq, (A.5.9)
which gives us the recursive relation
Cn “ n´ 1
n
Cn´2. (A.5.10)
Therefore, if n is odd, Cn will be proportional to C1 “ 0. On the other hand, if
n “ 2k, then
C2k “ 2k ´ 1
2k
C2k´2
“ pi p2k ´ 1qp2k ´ 3q ¨ ¨ ¨ p3q
2kp2k ´ 2q ¨ ¨ ¨ 4
“ 2pi2kp2k ´ 1qp2k ´ 2q ¨ ¨ ¨ p3qp2qp2kq2p2k ´ 2q2 ¨ ¨ ¨ p4q2p2q2
“ 2pi p2kq!p2kk!q2 , (A.5.11)
which proves Eq. (A.5.5).
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By repeated multiplication, it is a simple matter to confirm that for any |x| ą 1,
acoshpxq “ logpx`?x2 ´ 1q “ logp2xq ´
8ÿ
n“1
p2nq!
p2nn!q2
x´2n
2n
, (A.5.12)
while it is known that
?
x2 ´ 1 “ ´
8ÿ
n“0
p2nq!
p2nn!q2
x´2n`1
2n´ 1 . (A.5.13)
Therefore, using Eqs. (A.5.3),(A.5.5),(A.5.12) and (A.5.13), we find that
I0 “ 4pi logpaq, (A.5.14)
I1 “ 2pib
a
, (A.5.15)
I2 “ pi
ˆ
2 logpaq ´ b
2
2a2
˙
. (A.5.16)
It is also necessary to evaluate another set of integrals. The first is
I 1 “
ˆ 2pi
0
cos2pθqpb` a cosp2θqq
a2 ` 2ab cosp2θq ` b2 dθ (A.5.17)
By taking z “ eiθ, we find that
I 1 “
ˆ
γ
fpzqdz (A.5.18)
where γ is the contour which traces out the boundary of the circle |z| “ 1 in the
complex plane, and
fpzq “ pz
2 ` 1q2pabz4 ` 2b2z2 ` abq
8iz3pabz4 ` pa2 ` b2qz2 ` abq . (A.5.19)
ote that fpzq has a pole of order 3 at z “ 0, and simple poles at z “ ˘i
b
b
a
, ˘iaa
b
.
Since 0 ă b ă a, the only poles satisfying |z| ă 1 are z “ 0 and z “ ˘i
b
b
a
. Therefore,
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by the Residue Theorem,
I 1 “ 2pii
«
Respf, 0q ` Res
˜
f, i
c
b
a
¸
` Res
˜
f,´i
c
b
a
¸ff
. (A.5.20)
Now
Respf, 0q “ 1
2
lim
zÑ0
d2
dz2
rz3fpzqs “ b
2 ` 2ab´ a2
8iab2
, (A.5.21)
Res
˜
f, i
c
b
a
¸
“ lim
zÑi
?
b
a
pz ´ i
c
b
a
qfpzq “ pa´ bq
2
16iab2
, (A.5.22)
Res
˜
f,´i
c
b
a
¸
“ lim
zÑ´i
?
b
a
pz ` i
c
b
a
qfpzq “ pa´ bq
2
16iab2
. (A.5.23)
Hence
I 1 “ pi
2a
. (A.5.24)
We also need to calculate
J 1 “
ˆ 2pi
0
cos2pθqpb2 ` 2ab´ a2 ` 2a2 cosp2θqq
a2 ` 2ab cosp2θq ` b2 dθ
“ pb2 ´ a2q
ˆ 2pi
0
cos2pθq
a2 ` 2ab cosp2θq ` b2dθ ` 2a
ˆ 2pi
0
cos2pθqpb` a cosp2θqq
a2 ` 2ab cosp2θq ` b2 dθ
“ pb2 ´ a2qJ2 ` 2aI 1. (A.5.25)
In a similar fashion,
J2 “ 2pii
«
Respg, 0q ` Res
˜
g, i
c
b
a
¸
` Res
˜
g,´i
c
b
a
¸ff
, (A.5.26)
where
gpzq “ pz
2 ` 1q2
4izpabz4 ` pa2 ` b2qz2 ` abq . (A.5.27)
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Upon simplifying, we find that
J2 “ pi
apa` bq , (A.5.28)
from which it follows that
J 1 “ pib
a
. (A.5.29)
By making use of the integrals above, we see that
ˆ 2pi
0
cos2pθqpb´ a` 2a cosp2θqq
a2 ` 2ab cosp2θq ` b2 dθ “ 2I
1 ´ pa` bqJ2 “ 0. (A.5.30)
The last integral we need to calculate it
K 1 “
ˆ 2pi
0
cosp2θq cos2pθqpb´ a` 2a cosp2θqq
a2 ` 2ab cosp2θq ` b2 dθ. (A.5.31)
The same procedure yields
K 1 “ 2pii
«
Resph, 0q ` Res
˜
h, i
c
b
a
¸
` Res
˜
h,´i
c
b
a
¸ff
, (A.5.32)
where
hpzq “ pz
2 ` 1q2pz4 ` 1qpaz4 ` pb´ aqz2 ` aq
8iz5pabz4 ` pa2 ` b2qz2 ` abq . (A.5.33)
We find that
Resph, 0q “ 1
4!
lim
zÑ0
d4
dz4
rz5hpzqs “ a
3 ´ a2b` ab2 ` b3
8iab3
, (A.5.34)
Res
˜
h, i
c
b
a
¸
“ lim
zÑi
?
b
a
pz ´ i
c
b
a
qhpzq “ ´pa´ bqpa
2 ` b2q
16iab3
, (A.5.35)
Res
˜
h,´i
c
b
a
¸
“ lim
zÑ´i
?
b
a
pz ` i
c
b
a
qhpzq “ ´pa´ bqpa
2 ` b2q
16iab3
. (A.5.36)
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Therefore, we conclude that
K 1 “ pi
2a
. (A.5.37)
A.6 Appendix II: Weakly Nonlinear Infinite-Rank
Laminate
The effective transverse conductivity for an infinite rank laminate can by found
by solving the Hamilton-Jacobi equation
rwtpE, tq `HpE, rw, rwtq “ 0,
rwpE, 0q “ wp1qpEq, (A.6.1)
for t P r0,´ logpcqs, where
HpE, rw, jq “ rw `max
a
xan ¨ j´ wp2qpE` anqyν , (A.6.2)
and where ν represents the reduced H-measure. For statistically isotropic composites
with phase potentials of the form (A.2.1), the effective material has a potential of the
form (A.1.3). Letting r “ p1q
p2q , and y “ rp2q , we find that y solves
yt ` hpyq “ 0, yp0q “ r (A.6.3)
where, for a given nonlinearity m, hpxq “ hmpxq is given by
hmpxq “ x` 1
2pi
ˆ 2pi
0
“pm` 1qxa˚ cospϕq ´ p1` 2a˚ cospϕq ` pa˚q2qpm`1q{2‰ dϕ
(A.6.4)
where a˚ satisfies
x cospϕq ´ pa˚ ` cospϕqqp1` 2a˚ cospϕq ` pa˚q2qpm´1q{2. (A.6.5)
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Noting that dy “ ByBt dt “ ´hpyqdt, Eq. (A.6.3), can be used to show that y must
satisfy ˆ y
r
dx
hpxq “ logpcq. (A.6.6)
We look to find the first-order correction to y “ r
p2q by assuming that
y “ r0
p2q
` r1
p2q
δ `Opδ2q “ r0
p2q
` r1
p2q
pm´ 1q `Oppm´ 1q2q, (A.6.7)
so that r1
p2q
“ ByBm
ˇˇˇˇ
m“1
. (A.6.8)
We first note that
a˚p1q ” a˚|m“1 “ py ´ 1q cospϕq ùñ h1pyq “
y2 ´ 1
2
. (A.6.9)
Carrying out the integral in Eq. (A.6.6) and simplifying shows that the infinite rank
laminate predicts the same behavior as the CCA in the linear limit, with r0 taking
the same value as in Eq. (A.2.30).
Using Leibniz’s rule, upon differentiating Eq. (A.6.6), we find that
By
Bm
1
hmpyq “
ˆ y
r
Bhmpxq
Bm
h2mpxqdx, (A.6.10)
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where
Bhm
Bm “
1
2pi
ˆ 2pi
0
B
Bm
“pm` 1qxa˚ cospϕq ´ p1` 2a˚ cospϕq ` pa˚q2qpm`1q{2‰ dϕ
“ 1
2pi
ˆ 2pi
0
xa˚ cospϕq
´ 1
2
p1` 2a˚ cospϕq ` pa˚q2qpm`1q{2 log “p1` 2a˚ cospϕq ` pa˚q2q‰
` pm` 1q “x cospϕq ´ pa˚ ` cospϕqqp1` 2a˚ cospϕq ` pa˚q2qpm´1q{2‰ Ba˚Bmdϕ
“ 1
2pi
ˆ 2pi
0
xa˚ cospϕq
´ 1
2
p1` 2a˚ cospϕq ` pa˚q2qpm`1q{2 log “p1` 2a˚ cospϕq ` pa˚q2q‰ dϕ, (A.6.11)
having used Eq. (A.6.5). Recalling Eq. (A.6.9), and using Eq. (A.6.10), we find that
r1
p2q
“ 2ppr0{p2qq2 ´ 1qˆ r0{p2q
r
Bhmpxq
Bm
ˇˇˇ
m“1
px2 ´ 1q2 dx, (A.6.12)
where
Bhmpxq
Bm
ˇˇˇˇ
m“1
“ 1
2pi
ˆ 2pi
0
xpx´ 1q cos2pϕq
´ 1
2
logrsin2pϕq ` x2 cos2pϕqspsin2pϕq ` x2 cos2pϕqqdϕ. (A.6.13)
By letting a “ x`1
2
and b “ x´1
2
,
sin2pϕq ` x2 cos2pϕq “ x
2 ` 1
2
` x
2 ´ 1
2
cosp2ϕq
“ a2 ` 2ab cosp2ϕq ` b2. (A.6.14)
Therefore, using the values of I0 and I1 in Appendix A.5, we find that
Bhmpxq
Bm
ˇˇˇˇ
m“1
“ x
2 ´ 1
4
´ x
2 ` 1
2
log
„
x` 1
2

. (A.6.15)
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Returning to Eq. (A.6.12), we see that
r1
p2q
“
˜ˆ r0
p2q
˙2
´ 1
¸ˆ r0
p2q
r
1
2px2 ´ 1q ´
x2 ` 1
px2 ´ 1q2 log
„
x` 1
2

dx. (A.6.16)
Upon evaluating this integral and simplifying, we find that the expression for r1{p2q
is identical to the one obtained for the CCA in Eq. (A.2.44).
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