Estimating the true density in highdimensional feature spaces is a well-known problem in machine learning. We propose a new implicit generative model based on autoencoders, whose training is guaranteed to converge to the global minimum of the objective function. This is achieved by using an appropriate family of kernel functions in the regularizer. Furthermore, we analyze the behaviour of the proposed model in the case of finite number of samples and provide an upper bound on the generalization error achieved by this global minimum. The theory is corroborated by extensive experimental comparisons on synthetic and real-world datasets against several approaches from the families of generative adversarial networks and autoencoderbased models.
Introduction
Deep generative models, like generative adversarial networks and autoencoder-based models, represent very promising research directions for solving the problem of density estimation. Each of these families have their own limitations. On one hand, generative adversarial networks are difficult to train due to the mini-max nature of the optimization problem. On the other hand, autoencoder-based models, while more stable to train, often produce samples of lower quality compared to GANs.
This work considers autoencoders-based models, thus contributing towards reducing the performance gap between generative adversarial networks and autoencoders. In particular, we improve over the recent Wasserstein autoencoders [Tolstikhin et al., 2018] . We show that a possible source of inoptimality is due to the presence of local minima in the objective function. This problem can be overcome by using a particular family of kernel functions, called Coulomb kernels, which allows us to have a theoretical guarantee on the global convergence of training. Furthermore, we provide an upper bound on the generalization error performance of the optimal solution, highlighting the fact that generalization strongly depends on the capacity of the encoding and decoding functions. The whole theory is validated through extensive experimental analysis on a variety of synthetic and real-world datasets by comparing the proposed model with several state-of-theart methods, including generative adversarial networks and autoencoder-based models. A huge effort is made to publish the code and ensure that all experiments, including the ones of competitors, are reproducible.
The contributions of the paper can be summarized as follows:
• We provide a principled model whose training is guaranteed to converge to the global minimum of the objective function.
• We investigate theoretically the behaviour of the model for the case of finite number of samples and provide an upper bound on the generalization error performance.
The remainder of the paper is organized as follows. We begin with Section 2, by formulating the optimization problem, analyzing the properties of its objective function and then providing a bound on the estimation error.
We review the literature of recent generative models in Section 3 and finally we discuss the experimental evaluation in Section 4.
Formulation and theoretical analysis
This section deals with the problem of density estimation. The goal is to estimate the unknown density function p X (x), whose support is defined by Ω x ⊂ R d .
We consider two continuous functions f : Ω x → Ω z and g : Ω z → Ω x , where Ω z ⊆ R h and h is equal to arXiv:1802.03505v4 [cs. LG] 19 Oct 2018 the intrinsic dimensionality of Ω x . Furthermore, we consider that g(f (x)) = x for every x ∈ Ω x , namely that g is the left inverse for f on domain Ω x . In this work, f and g are neural networks parameterized by vectors γ and θ, respectively. f is called the encoding function, taking a random input x with density p X (x) and producing a random vector z with density q Z (z), while g is the decoding function taking z as input and producing the random vector y distributed according to q Y (y). Note that, p X (x) = q Y (y), since y = g(z) = g(f (x)) = x for every x ∈ Ω x . This is already a density estimator, but it has the drawback that in general q Z (z) cannot be written in closed form. Now, define p Z (z) an arbitrary density with support Ω z , that has a closed form. 1 Our goal is to guarantee that q Z (z) = p Z (z) on the whole support, while maintaining g(f (x)) = x for every x ∈ Ω x . This allows us to use the decoding function as a generator and produce samples distributed according to p X (x). Therefore, the problem of density estimation in a high-dimensional 1 In this work we consider p Z (z) as a uniform density on the hypercube [−1, 1] h .
feature space is converted into a problem of estimation in a lower dimensional vector space, thus overcoming the curse of dimensionality.
The objective of our minimization problem is defined as follows:
where
is a positive definite kernel and λ > 0 is a factor used to weight the relative importance of the two addends. Note that the first term in (1) reaches its global minimum when the encoding and the decoding functions are invertible on support Ω x , while the second term in (1) is globally optimal when q Z (z) equals p Z (z) (see the supplementary material for a recall of its properties). Therefore, the global minimum of (1) satisfies our initial requirements and the optimal solution corresponds to the case where
Analysis of training convergence
Note that the choice of kernel function is of fundamental importance for ensuring the convergence of training to the global minimum of (1). In fact, global convergence is achieved only for kernel functions, which are solutions of the following Poisson equation (see Theorem 2 in [Hochreiter and Obermayer, 2005] ):
where δ(·) is the delta function and ∇ z is the Laplacian operator computed on z. The solution of (2) can be written in closed form (see the supplementary material for its derivation), namely:
where S h is the surface area of a h-dimensional unit ball.
2 These functions are known as Coulomb kernels.
The first important property from (3) is that Coulomb kernels represent a generalization of Coulomb's law to any h-dimensional Euclidean space. 3 In effect, the regularizer in (1) represents the energy function of an electrostatic system living in R h . Samples from p Z (z) and samples from q Z (z) can be interpreted as positive and negative charged particles, respectively, while the Coulomb kernels induce some global attraction and repulsion forces between them. As a consequence, the minimization of the regularizer in (1), with respect to the location of the negative charged particles, allows to find a low energy configuration where the negative particles balance the effects of the positive ones.
The second important property is that kernel functions, different from the ones in (3), are not the solutions of the Poisson equation and therefore may introduce other local optima.
In order to have an intuitive understanding of these two properties, we analyze the effects of using Gaussian and Coulomb kernels on two simple monodimensional cases (h = 1). The first example consists of three positive particles, located at −4, 0 and 4, and a single negative particle, that is allowed to move freely. In this case, p Z (z) = δ(z + 4) + δ(z) + δ(z − 4) and q Z (z) = δ(z − z 1 ), where z 1 represents the variable location of the negative particle. Figure 1 (a) and Figure 1 (b) represent the plots of the regularizer in (1) evaluated at different z 1 for the Gaussian and the Coulomb kernels, respectively. It is evident that the Gaussian kernel introduces new local optima and the negative particle is attracted locally to one of the positive charges without being affected by the remaining ones. On the contrary, the Coulomb kernel has only a single minimum. This minimal configuration is the best one, if one consider that all positive particles exert an attraction force on the negative one. As a result the Coulomb kernel induces global attraction forces. The second example consists of the same three positive particles and a pair of free negative charges. In this case, q Z (z) = δ(z − z 1 ) + δ(z − z 2 ), where z 1 , z 2 are the locations of the two negative particles. The solution of the Poisson equation guarantees the convergence to the global minimum of the regularizer in (1) and other alternatives, like the Gaussian kernel, cannot have this property due to the presence of new local optima that makes the optimization strongly dependent from the initial conditions. The result of [Hochreiter and Obermayer, 2005] is also valid for our whole objective (1), since its first addend does not depend on the kernel choice.
It is worth mentioning that these theoretical results are valid when the optimization is performed on the function space, namely when minimizing with respect to f and g. In reality, the training is performed on the parameter space of neural networks, which may introduce local optima due to their non-convex nature. Nevertheless, a recent theoretical result shows that for deep and wide neural networks, which are the most common networks used in practice, almost all local minima in the parameter space are global minima [Nguyen and Hein, 2016] . This implies that for deep and wide networks gradient-based minimization of our objective in (1) is guaranteed to converge to the global optimum.
Finite sample analysis
The integrals in (1) cannot be computed exactly since p X (x) is unknown and q Z (z) is not defined explicitly. As a consequence, we use the unbiased estimate of (1) as a surrogate for optimization, namely:
are three finite set of samples drawn from p X (x), p Z (z) and q Z (z), respectively. Note that the first term in (4) corresponds to the reconstruction error on training data. Therefore, our model can be considered as an autoencoder. Based on this fact and on the chosen kernel, we refer to our model as Coulomb autoencoder (CouAE).
The following theorem provides a lower bound for the objective in (4) and a probabilistic bound on the estimation error between L(f, g) and L(f, g) (proof in the supplementary material). Theorem 1. Given the objective in (4), h > 2, Ω z a compact set,
d for positive scalar M , and a symmetric, continuous and positive definite kernel
where u) are the kernel density approximations of p Z (u) and q(u).
(c) If the reconstruction error x−g(f (x)) 2 can be made small ∀x ∈ Ω x , such that it can be bounded by a small value ξ. Then, for any s, u, v, t > 0
Statement (b) of Theorem 1 provides an equivalent formulation of the objective in (4). This highlights the fact that L(f, g) is always greater than −λ(K/N + K/S).
Note that S can be made arbitrarily larger than N , since S is the number of samples generated from p Z (z). Consequently, our empirical objective is always larger than −λK/N , which approaches zero for large number of training samples. In such case, the most influential terms are the reconstruction error and I( p Z , q Z ). Therefore, our global minimum consists in the solution with the minimum reconstruction error on the training data and in the best match between the kernel density approximations p Z (z) and q Z (z).
Statement (c) provides a probabilistic bound on the estimation error between L(f, g) and L(f, g). The bound consists of four terms which vanish when both N and S are large. It is important to mention that, while the last three terms can be made arbitrarily small, by choosing appropriate values for s, u, v and λ, the first term depends mainly on on the value of ξ, namely on the capacity of the encoding and the decoding networks. It is evident that by increasing the capacity of the networks, ξ can be decreased, thus improving the generalization performance of our model.
In Algorithm 1, we provide the complete procedure of CouAE.
Related work
The most promising research directions for implicit generative models are generative adversarial networks (GANs) and autoencoder-based models.
Algorithm 1 CouAE, our proposed algorithm. In all experiments η = 0.0001, β 1 = 0.5, β 2 = 0.9 Input: N mini-batch size, η learning rate. Input: γ 0 inital parameter vector for f , θ 0 initial parameter vector for g. repeat
GANs [Goodfellow et al., 2014] cast the problem of density estimation as a mini-max game between two neural networks, namely a discriminator, that tries to distinguish between true and generated samples, and a generator, that tries to produce samples similar to the true ones, to fool the discriminator. They have the reputation of being difficult to train and also require careful design of network architectures [Radford et al., 2015] . Some of the most known issues are (i) the problem of vanishing gradients [Arjovsky and Bottou, 2017] , which happens when the output of the discriminator is saturated, because true and generated data are perfectly classified, and no more gradient information is provided to the generator, (ii) the problem of mode collapse [Metz et al., 2017] , which happens when the samples from the generator collapse to a single point corresponding to the maximum output value of the discriminator, and (iii) the problem of instability associated with the failure of convergence, which is due to the intrinsic nature of the mini-max problem. Some of the most effective solutions to reduce the problem of vanishing gradients consists of using a differe nt objective for the generator, called the − log D alternative [Goodfellow et al., 2014] , enforcing the matching of features in the hidden layers of the discriminator between generated and true data [Salimans et al., 2016] , incorporating multiple discriminators [Durugkar et al., 2017] or adding instance noise [Arjovsky and Bottou, 2017] . To reduce the problem of mode collapse and more generally the problem of instability, authors in [Mescheder et al., 2017b ] add a regularizer to the objective function, enforcing a consensus between the discriminator and the generator. Metz et al. [Metz et al., 2017] update the generator based on an unrolled version of the discriminator. The work of [Karras et al., 2018] introduces a sort of curriculum in the training of GANs, by progressive growing network capacities. Nevertheless, all these strategies have either poor theoretical motivation or they are guaranteed to converge only locally.
GANs can be formulated also as a divergence minimization problem. The seminal paper of Goodfellow et al. [Goodfellow et al., 2014] shows the connection of the objective function with the Jensen Shannon divergence. Authors [Nowozin et al., 2016] extend the analysis to a broader families of divergences, called f −divergences. They compare the different measures from this class and then provide some experimental insights on which divergence to choose for natural images. The work of [Arjovsky et al., 2017] defines some pathological examples, for which many divergences, including the Jensen Shannon, yield to suboptimal solutions for the generator, and therefore proposes to use the Wasserstein distance. A heuristic based on weight clipping is used to constrain the critic/discriminator to lie in the class of 1−Lipschitz functions. The follow-up paper of [Gulrajani et al., 2017] substitutes this heuristic with a gradient penalty.
Another research direction for GANs consists on using integral probability metrics [Müller, 1997] as optimization objective. In particular, the maximum mean discrepancy [Gretton et al., 2008] can be used to measure the distance between p X and q Y and train the generator network. The general problem is formulated in the following way:
In generative moment matching networks [Li et al., 2015 , Dziugaite et al., 2015 F is a RKHS, which is induced by the Gaussian kernel. One drawback of these models is due to the fact that no maximization is performed over F and the resulting solutions are suboptimal. Another limitation is that the similarity scores associated with the kernel function are directly computed in the sample space. Therefore, the performance degrades as the dimensionality of the feature space increases [Ramdas et al., 2015] . The work of [Li et al., 2017] introduces an encoding function to represent data in a more compact way and distances are computed in the latent representation, thus solving the problem of dimensionality. Authors [Mroueh et al., 2017] propose to extend the maximum mean discrepancy and include also covariance statistics to ensure better stability. The work in [Tolstikhin et al., 2018] generalizes the computation of the distance between the encoded distribution and the prior to other divergences, thus proposing two different solutions: the first one consists of using the Jensen-Shannon divergence , showing also the equivalence to adversarial autoencoders, and the second one consists of using the maximum-mean discrepancy. The choice of the kernel function in this second case is of fundamental importance to ensure the global convergence of gradient-descent algorithms. As we have already shown in previous section, suboptimal choices of kernel function, like the ones used by the authors, introduce local optima in the function space and therefore do not have the same convergence property of our model.
There exist other autoencoder-based models that are inspired by the adversarial game of GANs. Authors [Chen et al., 2016] add an autoencoder network to the original GANs for reconstructing part of the latent code.
The identical works of [Donahue et al., 2017] and [Dumoulin et al., 2017] propose to add an encoding function together with the generator and perform an adversarial game to ensure that the joint density on the input/output of the generator agrees with the joint density of the input/output of the encoder. They prove that the optimal solution is achieved when the generator and the encoder are invertible. In practice, they fail to guarantee the convergence to that solution due to the adversarial nature of the game. Authors [Srivastava et al., 2017] extend the previous works by explicitly imposing the invertibility condition. They achieve this by adding a term to the generator objective that computes the reconstruction error on the latent space. Adversarial autoencoders [Makhzani et al., 2013] are similar to these approaches with the only differences that the estimation of the reconstruction error is performed in the sample space, while the adversarial game is performed only in the latent space. It is important to mention that all of these works are based on a mini-max problem, while our method solves a simple minimization problem, for which it is possible to achieve global convergence. Variational autoencoders (VAEs) [Kingma and Welling, 2013, Rezende et al., 2014] represent another family of autoencoder-based models. The framework is based on minimizing the KullbackLeibler (KL) divergence between the approximate posterior distribution defined by the encoder and the true prior p Z (which consists of a surrogate for the negative log-likelihood of training data). Practically speaking, the stochastic encoder used in variational autoencoders is driven to produce latent representations that can be similar among different input samples, thus generating conflicts during reconstruction. A deterministic encoder could ideally solve this problem, but unfortunately the KL divergence is not defined for such case. There are several variations for VAEs. For example, the work in [Mescheder et al., 2017a] proposes to use the adversarial game of GANs to learn better approximate posterior distributions in VAEs. Neverth eless, the method is still based on a mini-max problem.
The most related work to ours is the one proposed 
Experiments
Our proposed solution is compared against 4 autoencoder-based models, namely Variational Autoencoders (VAE) [Kingma and Welling, 2013, Rezende et al., 2014] , Adversarial Autoencoders (AAE) [Makhzani et al., 2013] , Adversarial Variational Bayes with Adaptive Contrast (AVB-AC) [Mescheder et al., 2017a] and Wasserstein Autoencoders (WAE) [Tolstikhin et al., 2018] .
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We also provide the comparison with 4 recent generative adversarial networks, namely Coulomb GAN (CouGAN) [Unterthiner et al., 2018] , the improved version of Wasserstein GAN (WGAN) [Gulrajani et al., 2017] , Bidirectional GAN (BiGAN) [Donahue et al., 2017] and Variational Encoder Enhancement to GANs (VEE) [Srivastava et al., 2017] .
We make a huge effort in implementing and comparing all approaches on different synthetic and real-world 5 Note that WAE-GAN is equivalent to AAE.
datasets. In particular, we use two synthetic datasets to simulate low and high dimensional feature spaces and two real datasets, namely Stacked-MNIST and CIFAR-100. The code to replicate all experiments, including the ones of competitors, will be made available upon acceptance.
Grid dataset
We start by comparing the approaches on a twodimensional dataset consisting of 25 isotropic Gaussians placed according to a grid (see Figure 3 (a)), and call it the grid dataset [Lim and Ye, 2017] . The training dataset contains 500 samples generated from the true density.
Following the methodology of other works (see for example [Lim and Ye, 2017, Unterthiner et al., 2018] ), we choose fully connected MLPs with two hidden layers (128 neurons each) in encoder, decoder and discriminator networks and set h = 2. All models are trained for two million iterations using Adam optimizer. In our model, the initial range of λ is defined over a grid that allows to have same the order of magnitude between the recosntruction and the regularizer terms in our objective after the first training epoch. The final λ is the solution achieving the lowest value of training objective.
6 For other models, we strictly follow the details of the original papers. It is important to mention that we observe poor performance in VEE and better results are obtained by applying batch normalization to all hidden layers (results without batch normalization and details of simulations are available in the supplementary material). Models are evaluated qualitatively by visually inspecting generated samples and quantitatively by computing the log-likelihood on test data. To compute log-likelihood, we first apply kernel density estimation using a Gaussian kernel on 10 5 generated samples 7 and then evaluate the log-likelihood on 10 4 test samples from the true distribution. Results are averaged over 10 repetitions. Figure 3 shows samples generated by all models, while 
Low dimensional embedding dataset
The second dataset consists of ten 10 dimensional isotropic Gaussians embedded in a 1000 dimensional vector space and we call it the low dimensional embedding dataset. We generate 500 samples from the true density to train all models.
The methodology is similar to the one of previous dataset. 8 The main difference is in the evaluation. Due to the difficulty of visualizing samples in high dimensions, we propose to use a classifier 9 to count the number of samples generated by the models for each mode. This evaluation procedure allows to only detect the presence of mode collapse. It is important to mention that this procedure can be fooled by specific pathological cases, like memorization of training samples. Therefore, we use log-likelihood on test data to assess the quality of the learnt distribution. The other differences are in the use of batch normalization for BiGAN and AAE, which lead to better performance. We experience high instability when training CouGAN and also convergence failures. Figure 4 shows the histograms of generated samples obtained by all models. Note that BiGAN and VEE are affected by mode collapse. Table 1 provides loglikelihood scores. Our model achieves the best perfor-6 In this set of experiments, λ = 1e7. 7 Bandwidth is selected from a set of 10 values logarithmically spaced in [10 −3 , 10 1.5 ]. 8 In this set of experiments, λ = 1. 9 Consisting of a MLP with two hidden layers of 256 and 128 neurons each and trained on an infinitely large dataset sampled from the true density for 1000 iterations and using Adam with learning rate equal to 0.001. mance, meaning that it is able to better estimate the underlying true density.
Stacked-MNIST
The third dataset is created by stacking random digits from the MNIST dataset on top of each other to produce colored images [Srivastava et al., 2017] . This creates a ground truth density with 1000 classes.
The methodology is similar to the one of previous dataset.
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We use the MLP network from [Cireşan et al., 2010] as encoder, decoder and discriminator networks (see supplementary material for further details and simulations). We train all models up to 1000 epochs with batch size equal to 128. We visualize both generated samples and nearest neighbors in the latent space, to understand the quality of the learnt representation and see whether semantic consistency is preserved in the neighborhood of samples. Furthermore, we use Frechet Inception Distance (FID) [Heusel et al., 2017 ] to quantitatively assess the visual quality. Similarly to the previous case, we use batch normalization for BiGAN, VEE and AAE. Figure 5 shows the generated samples of each model. Note that BiGAN and VEE fail to learn the true distribution, while VAE and AVB-AC suffer from mode collapse. CouGAN seems to generate more diverse samples, but with very strong artifacts. Only CouAE, WAE and AAE are able to learn a good approximation of the true density, as confirmed by the FID scores in Table 1 . Figure 6 shows nearest neighbors for true data. It is worth to mention that AAE does not preserve semantic consistency in the representation. In fact, for a small perturbation of the latent representation the output image can completely change its semantic content. Instead our model and WAE are capable to fulfill this property.
CIFAR-100
The fourth dataset consists of real-world images from CIFAR-100. In these experiments, we use deep MLP networks with around 3000 hidden neurons per layer (see supplementary material for further details). All models are trained up to 6000 epochs, using batch size equal to 128. 11 We use batch normalization for BiGAN, VEE and AAE. As before, we evaluate the performance of the models by visual inspecting the generated samples and by computing FID (nearest neighbors are shown in the supplementary material).
11 In this set of experiments, λ = 100.
Figure 7: Visualization of generated samples from different models on CIFAR-100. Figure 7 shows the generated samples of each model. Note that BiGAN, COUGAN and AAE fail to learn the true distribution, while AVB-AC generates a large number of duplicated images (see for example the images of mountains). From a qualitative point of view, VEE, WGAN and WAE produce more distorted samples with respect to VAE and CouAE. Table 2 provides the FID scores for these experiments. CouAE clearly outperforms the other models by a large quantity. Therefore, there is a clear advantage in using our objective function coupled with the Coulomb kernel.
Conclusions
We propose a new implicit generative model that is guaranteed to converge to the global minimum of the objective function. We have also analyzed the behaviour of the model for finite number of samples. A Properties of regularizer in (1)
(a) [Nachman, 1950] there exists a unique Hilbert space H of real-valued functions over Ω z , for which k is a reproducing kernel. H is therefore a Reproducing kernel Hilbert Space (RKHS).
is the maximum mean discrepancy between p Z (z) and q Z (z).
(c) [Gretton et al., 2008] Let H be defined as in (b), then MMD(p Z , q Z ) = 0 if and only if p Z (z) = q Z (z).
Proof. (a) follows directly from the Moore-Aronszajn theorem [Nachman, 1950] . Now we prove statement (b). For the sake of notation compactness, define J .
Note that the second equality in (5) follows from the fact that k(z,z ) = r(z), r(z ) H for a unique r ∈ H, 12 where ·,· H is the inner product of H. If we define
13 then (5) can be rewritten in the following way:
Notice that
12 This is a classical result due to the Riesz representation theorem.
13 Their existence can be guaranteed assuming that µp Z 2 H < ∞ and µq 2 H < ∞. In other words,
Substituting this result into (6) concludes the proof of the statement.
Statement (c) is equivalent to Theorem 3 in [Gretton et al., 2008] .
B Solution of the Poisson equation
Proof. It is important to mention that the solution of the Poisson equation is an already known mathematical result. Nonetheless, we provide here its derivation, since we believe that this can provide useful support for the reading of the article. Recall that for a given
is the Poisson equation. Note that we are looking for kernel functions that are translation invariant, namely satisfying the property k(z, z ) =k(z − z ). Therefore, the solution of (7) can be obtained (i) by considering the simplified case where z = 0 and then (ii) by replacing z with z − z to get the general solution.
Therefore, our aim is to derive the solution for the following case:
Consider that ∀z = 0 (8) is equivalent to
Now assume that Γ(z) = v(r) for some function v : R → R and r . = z . Then, we have that ∀i = 1, . . . , h
By using (9) and (10), we get the following equation:
whose solution is given by v (r) = b/r h−1 for any scalar b = 0. By integrating this solution, we obtain that:
and by choosing c = 0 (without loosing in generality), we get that
Note that this is the solution of the homogeneous equation in (9). The solution for the nonhomogeneous case in (8) can be obtained by applying the fundamental theorem of calculus for h = 1, the Green's theorem for h = 2 and the Stokes' theorem for general h (we skip here the tedious derivation, but this result can be easily checked by consulting any book of vector calculus for the Green's function). Therefore,
In other words,
and after replacing z with z − z , we obtain our final result.
C Proof of Theorem 1
Recall that our objective is given by:
Therefore, we want to prove the following theorem:
In order to prove property (c), we first derive the statistical bounds for the two addends in (2), and then combine these results in the final bound.
Consider the reconstruction error term in (2) and define
By considering ξ x a random variable, we can apply the Hoeffding's inequality (see Theorem 2 in [Hoeffding, 1963] ) to obtain the following statistical bound:
where t is an arbitrary small positive constant.
We can then proceed to find the bound for the other terms in (15). In particular, using the one-sample and two sample U statistics in [Hoeffding, 1963] (see pag. 25), we obtain the following bounds:
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