Abstract-Properties of automaton counter machines are considered. The set of reachability states of any automaton one counter machine is proved to be a semilinear set. An algorithm for constructing this set is described. In addition, the reachability sets of any reversal bounded automaton counter machine and any flat automaton counter machine are also semilinear. machines with three counters and the problem of the reachability of a nonzero vector of counter values for automaton four counter machines (however, the problem of reachability of the zero vector for arbitrary automaton counter machines is decidable). The problems of finiteness and reachability for automaton two counter machines remain open. It has been shown that there exist automaton three counter machines with a reachability set that is not semilinear [21] . Whether the reachability set of any automaton two counter machine is semilinear remains an open issue. Because, for automaton three counter machines, the reachability set is not semilinear and the study of two counter machines still has not brought to either a positive or negative result, it remains to consider the case of automaton one counter machines. In addition, apart from weakening conditions for system classes related to the reduction of the number of counters, one often investigates classes of reversal bounded counter systems [6, 8] .
INTRODUCTION
In recent years, modeling and analysis of computer systems (software and hardware) have increasingly used approaches associated with the verification of systems with an infinite number of states. For auto matic verification, we propose and study models (systems with an infinite number of states) of different classes, among which we can mention counter machines, systems with unreliable data transfer channels, push down automata, time automata, etc. There is many verification software (such as FAST [3] , LASH [12] , and TREX [1] ) based on the formalism of counter systems as a finite automaton extended with the help of operations over integer variables (counters).
One of the major subjects of verification (particularly, counter systems) is the problem of the reachabil ity of a given state of a system. It is well known that, for Minsky counter machines [22] , which constitute the most powerful class of counter systems, allowing an unconditional increase of the counter value by unity and an unconditional decrease by unity down to zero (if the counter value is zero, a transition to an alternative state occurs), the problem of reachability is undecidable even for merely two counters. In view of this, to solve the problem of reachability, different weakened counter systems were proposed: nondeter ministic transitions, zero check impossibility, limitations on the number of counters, etc. For example, vector addition systems with states or Petri nets can be regarded as a special "weak" class of counter machines, where the machines with nondeterministic transitions cannot perform zero checking, for which the problem of reachability is decidable [15] .
Another important (but more general) subject is the problem of constructing a set of reachable states of a given system. Earlier, several classes of counter systems with a semilinear reachability set were found. For example, for Petri nets, the following subclasses with a semilinear reachability set were specified: BPP networks (BPP means basic parallel processes) [4] , cyclic Petri nets [2] , stable Petri nets [14] , regular Petri nets [17] , and two dimensional vector addition systems with states [7] . The fact that the reachability set is semilinear makes it possible to state that the problem of the reachability of a given state is decidable (as well as that the classical problems of inclusion and equivalence of reachability sets) because, for example, each of these problems can be easily given by a Presburger arithmetic formula on the basis of the resulting final representation of the reachability set (it is well known that Presburger arithmetic is decidable; i.e., there exists an algorithm deciding whether any formula in Presburger arithmetic is true [16] ).
This study considers the properties of the class of automaton counter machines [11, 20] that "lie in the basis" (are modeled with the help) of communicating coloring automata, which were introduced in [10, 19] as a tool for modeling the transfer of different type data between the components of a distributed sys tem. The main difference of this formalism from others is that the data control is shifted to transition arcs. In automaton counter machines, each transition is fixed nondeterministically in line with local control states and independent of the manipulated data.
It is well known [11, 20] that, for automaton counter machines, the problems of inclusion and equiv alence are undecidable, as well as the problem of the finiteness of the reachability set for automaton machines with three counters and the problem of the reachability of a nonzero vector of counter values for automaton four counter machines (however, the problem of reachability of the zero vector for arbitrary automaton counter machines is decidable). The problems of finiteness and reachability for automaton two counter machines remain open. It has been shown that there exist automaton three counter machines with a reachability set that is not semilinear [21] . Whether the reachability set of any automaton two counter machine is semilinear remains an open issue.
Because, for automaton three counter machines, the reachability set is not semilinear and the study of two counter machines still has not brought to either a positive or negative result, it remains to consider the case of automaton one counter machines. In addition, apart from weakening conditions for system classes related to the reduction of the number of counters, one often investigates classes of reversal bounded counter systems [6, 8] .
In this study, we show that the reachability set of automaton one counter machines is semilinear. Because automaton counter machines over one step during the execution can increase or decrease the counter values by merely unity, it will suffice for the construction of the reachability set of an automaton one counter machine to find the minimum and maximum counter values or show that it is unbounded. We will make the problem somewhat complicated. Following [7] , we propose an algorithm for construct ing the set of reachability of counter values in each local state of the machine; i.e., for each local state, we construct a (semilinear) set of counter values reachable in this local state.
In [6] , a special class of extended n counter reversal bounded machines was investigated. Its authors showed that the reachability set of machines of this class is a semilinear set. Because, this class of machines evidently involves the class of automaton reversal bounded counter machines, all the positive results (including the semilinearity of the reachability set) can be extended to the latter subclass of counter machines. However, in [6, 8] , it was shown that the problem of deciding whether an arbitrary n counter Minsky machine is reversal bounded is undecidable. In [6] , it is stated, for example, that, for vector addi tion systems with states, the above mentioned problem is decidable. Whether this problem is decidable for an arbitrary automaton counter machine is an open problem. However, studies [5, 13] actually yield that, if the control graph of any automaton n counter machine does not contain nested loops (i.e., the autom aton counter machine is "flat"), the reachability set of such a machine is semilinear.
MAIN CONCEPTS AND DEFINITIONS
An abstract counter machine M is a set of elements (v 0 , q 0 , Q, X, →, T), where X = {x 1 , …, x m } is a finite set of counters, Q = {q 1 , …, q n } is a finite set of states, q 0 is the initial state, q n is the final (terminal) state, v 0 is the vector of the initial values of the counters, T is a finite set of action labels corresponding to the expression (transformation) of the counters, →⊆ Q \ {q n } × T × Q is the relation of the transitions, and the notation' is used for denoting the rule of transition (q, t, q') ∈→. An automaton counter machine (AM) is an abstract counter machine where the transition from one configuration to another can be one of the following types (for'): 
ple, the transition rules corresponding to the expressions x i := x i + min(x j , 1) and x i := x i 1 can be rewrit ten, respectively, as Let L ⊆ ‫ގ‬ n be an arbitrary set of vectors. The vector p ∈ ‫ގ‬ n is called a period of the set L if, for any r ∈ L, the vector r + p also belongs to L.
Let C and P be subsets of the set ‫ގ‬ n , and ᏸ(C; P) be the set of all the vectors of ‫ގ‬ n that can be expressed as c + p 1 + … + p m , where c ∈ C and p 1 , …, p m is some (possibly, empty) sequence of vectors of P:
Then, the sets C and P are called the system of preperiods and the system of periods, respectively, of the set ᏸ(C, P).
Thus, ᏸ(C, P) is the set of all x of the set ‫ގ‬ n , such that x = c + where c ∈ C, p 1 , …, p m ∈ P, and k 1 , …, k m ∈ ‫.ގ‬ If the set C consists exactly of a single element (i.e., C = {c}), we write ᏸ(c; P) for convenience instead of ᏸ(C; P).
The set ᏸ ⊆ ‫ގ‬ n is called linear if ᏸ = ᏸ(c; P), where the system of transitions is finite, P = {p 1 , …, p r }, and the system of preperiods consists exactly of a single element c; i.e., C = {c}. In this case, we write ᏸ(c;
Whenever it is said that the set ᏸ(C; P) is linear, it is meant that P is finite. A subset of the set ‫ގ‬ n is called semilinear if it is a union of a finite number of linear sets. For example, let c 1 , c 2 , p 1 , …, p m , q 1 , …, q r ∈ ‫ގ‬ n ; then, the set is a semilinear subset of the set ‫ގ‬ n .
The union of a finite number of semilinear subsets of the set ‫ގ‬ n also is a semilinear set. Furthermore, the class of semilinear sets is close with respect to the operations of intersection and complement [7, 18] .
3. AUTOMATON ONE COUNTER MACHINES By a short path, we call the set of transitions in an automaton one counter machine 1cAM (of some configuration) without repeating states except that the states of the first and last configurations of this exe cution coincide.
Let us note that there exist merely a finite number of short paths. A short positive path is a short path with a positive difference between the values of the first and last configuration of the path.
By a bad configuration on the path, we call a configuration with a zero counter value derived from another zero configuration through the transition with the expression x := x + min(x, 1) or x := x 1.
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A good path is a path that contains no bad configurations. The tree -(1cAM) constructed with the help of this algorithm contains at each vertex detailed infor mation about those configurations that can be generated by the automaton one counter machine 1cAM from the initial configuration.
Lemma 1 (König's lemma [9]). Let T be a root tree where each vertex has a finite number of descendants and there is no infinite path originating from the root. Then, T is a finite tree.

Lemma 2. The algorithm for constructing the tree -(1cAM) will always stop. The tree -(1cAM) is finite and efficiently computable.
Proof. Let us suppose that the algorithm will never stop. All the operations within a loop have a finite time of execution; therefore, the only remaining possibility is that the loop itself will never stop. With every newly passed loop, new vertices of the tree are processed and created. Consequently, in this case, an infi nite tree is constructed. Because the tree for the vertex has a finite degree of branching (due to the fact that each set A c is finite), there should be an infinite path in the tree (according to König's lemma). Let us show that all the paths in the tree are finite, which, in turn, will mean that the algorithm will necessarily stop.
Let us assume the contrary: there exists an infinite path along the vertices of the tree -(1cAM): {[c i , q i , ] | i = 0, 1, …}. We note immediately that this infinite path cannot contain an infinite number of "bad" vertices corresponding to bad zero configurations because we deal with only a finite number of labels of the form [0, q, A 0 ] (due to the fact that the set A 0 is nulled when a "bad" vertex is generated and only good short paths of the configuration (q, 0) are considered when new elements are added to A 0 ), where q ∈ Q; otherwise, two vertices with the same label will necessarily meet on an infinite path, which will satisfy the condition of the path's finiteness. Consequently, the infinite path after some time will have no "bad" ver tices.
Thus, in view of this fact and by the construction of the tree on an infinite path, starting with some index j ≥ 0, we have an infinite sequence of vertex labels {[c i , fact that the condition = is satisfied for all i ≥ k; i.e., the set will remain unchanged. To this end, we use the idea of proving Lemma 1.4 described in [7] . Without loss of generality in reasoning, we suppose the set contains some element a. Then, the space ‫ގ‬ is divided into a finite number of equiv alence classes modulo a. Because the element a should be contained in each set , i ≥ k, we have the ). However, this satisfies the condition of the path's finiteness; i.e., the vertex [c m , q, ] must be marked as a processed leaf (have a marking). Because the set of states Q of the machine 1cAM is finite, in view of the above discussion, we come to a contradiction.
There can be no infinite path and all the branches of the tree -(1cAM) are finite, which means that the algorithm will always stop.
Let -q = ∪ᏸ(c; A c ), where the union is performed with respect to all the vertices [c, q, A c ] of the tree -(1cAM) for a given state q.
Lemma 3.
The set -q is semilinear and efficiently computable. Proof. Because -(1cAM) is a finite tree, the validity of this proposition follows from the previous lemma.
The following lemma shows that the algorithm constructs exactly the reachability set of the automaton one counter machine 1cAM. ] be the label of the tree root and u be an arbitrary element of the set . Then, the element u is either the difference of the short positive path (admissible for c 0 ) from the state q 0 to q 0 or the value obtained as u = (k 1 u 1 + … + k m u m ) + v, where v < 0 is the difference of a good short nonpositive path from q 0 to q 0 , u i ∈ , and (k 1 , …, k m ) ∈ ‫ގ‬ m is a minimal set such that u > 0. In the latter case, when the path corresponding to the element u 1 is passed k 1 times, and so on up to the time when the path corresponding to u m is passed k m times, the path corresponding to v can be passed. It follows from here that the path for u (u > 0) also is admissible from the configuration (q 0 , c 0 ). In both cases, the counter value c 0 + u is reachable in the state q 0 and we have (1) There is not a single transition applicable to the configuration (q', c'). This is a contradiction. We obtain that concurrently R q ⊆ -q and -q ⊆ R q for all q ∈ Q, which yields that R q = -q for all q ∈ Q.
This completes the proof of the lemma.
Theorem 1. For any automaton one counter machine, the set of reachable counter values is semilinear and efficiently computable.
The validity of this main theorem follows immediately from the preceding two lemmas.
Corollary 1. The problem of reachability problems of R inclusion and R equivalence are decidable for automaton one counter machines.
A c 0 -q 0 .
