Introduction
Because of the explosive evolution of very large scale integration and the increase of systems speed, mixedsignal devices_ testing becomes increasingly complex and expensive. Analog-to-digital converters (ADC), a fundamental element of any mixed-signal system, is characterized by two different kinds of parameters which cannot be obtained by a single test. First, the static parameters (offset, gain errors and non-linearity) related to the ADC transfer function are measured by the histogram-based test procedure [5] . Then, a fast Fourier transform (FFT) test technique [7] is used to evaluate the dynamic performances (SFDR, SINAD, THD).
Actually, every static parameter has not the same importance and in many cases the evaluation of integral nonlinearity is enough. But, as long as the resolution of ADCs and the specified accuracy are increasing, the histogrambased method used to evaluate INL can lead to very long test times. For instance, considering a 14-bit ADC, the test can take several seconds, which is unacceptable in an industrial environment.
Consequently, in the past few years, many published papers have developed alternative methods and tried to integrate them onto the chip to propose an optimal builtin self test (BIST) architecture. The authors in [11] and [9] present a very attractive BIST application for analog and mixed-signal circuits. But this technique can_t be applied to the test of ADC, because it is only usable on analog signal.
An attractive idea is to use the link between static and dynamic parameters. In particular, INL strongly influences the dynamic performances through harmonic generation. The information given by the spectral analysis could thus be used to extract INL values with a shorter testing time. This method requires much less samples than the histogram-based one, thus the time for processing, so the test time, can be significantly shortened. Two very different approaches can be used to evaluate the relationship between static and dynamic specifications: a) a statistical approach proposed in [2] consists in detecting devices whose one of functional parameter is overrun specifications, but this kind of statistical method is not viable in a BIST context; b) an analytical approach that consists in identifying the Fourier coefficients obtained with the classical FFT, with the parameters that describe the INL curve. Most of proposed techniques are based on polynomial interpolation of INL [1, 3, 10, 12] , a more recent one [6] is based on the Fourier series expansion of the INL.
In this paper we focus on the analytical approach and our objective is to choose the best technique for fitting the INL and investigate if the implantation in a BIST architecture is possible.
In the second section INL fitting methods are described. The third section is dedicated to the comparison of the test methods based on polynomial fitting or on Fourier series expansion. Then, the last section describes an optimization of the algorithm based on Fourier series expansion to help implementation.
Methods for INL Extraction from Spectral Analysis
As mentioned above, the technique consists in determining an analytic expression of the relation between some spectral information of the converted signal and the integral non-linearity. Indeed, INL is closely related to the different harmonics of the converted signal for a sine wave as stimulus. In order to define this analytic expression the idea is to describe the INL with function g based on a well-known mathematical form defined with a i coefficients:
Based on this function g, we have to find the direct relationship between the a i coefficients and the harmonic amplitudes in the converted signal as illustrate by the following equation:
where A is the correlation matrix, S 0 is the amplitude of the fundamental and S i the amplitude of ith harmonic. The first step of these kinds of technique consists thus in choosing the mathematical form allowing the best fit of the INL.
Polynomial Fitting Technique
The more used technique is the polynomial fitting method [2, 9, 10, 12] . This technique consists in describing the INL (or the transfer function of the ADC) as an n-order polynomial:
where x = 0...2 N j1 is the digital output code of the N-bit converter. In [3, 10] , an low order polynomial is proposed. In [3] , the wobbling technique is used to stabilize the harmonic bins during the correlation phase between polynomial coefficients and harmonic amplitudes. In [10] , to identify the polynomial coefficients a piece-wise approximation is used to reduce the processing and thus optimize the hardware resources needed to plan on integrating it. The methods described in [1, 12] are based on high order polynomial. The extraction on the polynomial coefficients is performed by identification on the output signal spectrum [12] or using an analytical expression based on Chebychev polynomials [1] .
All of these methods are based on polynomial interpolation. Obviously, the higher the degree of the polynomial, the more accurate the fitting is. In Section 3, we evaluate the efficiency of this kind of interpolation for a real INL measured by the histogram-based test procedure.
Discrete Fourier Series Expansion
More recently, a method based on discrete Fourier series has been proposed [6] . A curve must be periodic to be expressed with a discrete Fourier series. In order to make the INL periodic, we use an extension of INL curve given by the following equations:
is the digital output code of the converter.
The periodic extension of the INL function leads to the following expression of the discrete Fourier series expansion:
The coefficients a k and b k can be computed from the kth complex Fourier coefficient c k given by
where Re[c k ] and Im[c k ] are respectively the real and imaginary parts of the complex Fourier coefficient c k .
The expression of the relationship between the Fourier coefficients a k , b k of the INL interpolation and spectral components of the converted signal, which is more complex than in the case of polynomial interpolation, will be described in the following.
Fitting Methods vs Real INL
The methods presented in the previous section are based on an INL interpolation by a polynomial or a discrete Fourier series expansion. Before further optimization of the technique, we have to choose the best interpolation technique to fit a real INL.
Comparison between the Two Fitting Methods
Our objective is to compare the INL measured by the histogram-based test technique and the estimated INL obtained by interpolation. The techniques proposed in [1, 3, 10, 12] are validated on low resolution ADC or with additional noise to smooth the INL. In this study, we focus on real 12-bit ADC TDA8769 from NXP [4] .
In order to compare estimation methods based on polynomials or Fourier series expansion in terms of hardware resource requirements, we consider N/2 complex coefficients (that correspond to N/2 real and N/2 imaginary coefficients) to compare with a Nth-order polynomial interpolation. We have conducted several experiments varying the values of N. Secondly, when the number of coefficients increases we can observe a great change of efficiency of the two interpolation techniques. The polynomial interpolation only fits the smooth INL variations due to low order harmonics whereas the Fourier series expansion, also gives a good estimation the sharp variations of the INL curve.
Indeed, with a brief analysis, a Nth-order polynomial has only a maximum of N-1 local extremes that corresponds to a limited number of possible sharp variations. In contrast, a Fourier series with N/2 complex coefficients is composed (by definition) with N sine waves with different amplitude and phase and the sum of these sine waves allowing a larger variety of possible variations.
To conclude, polynomial model allows a good representation in the case of a smooth curve but because the actual INL curves have sharp transitions, for ADC testing, the Fourier series expansion seems to be the best solution to evaluate precisely the datasheet specifications: INL max and INL min . In the following section we make a deep evaluation of this technique.
Quantitative Evaluation of Fitting Technique Based on Discrete Fourier Series
We have seen that fitting techniques based on discrete Fourier series achieve significantly better results than the method based on polynomials. Now, we have to evaluate precisely the estimation error for a real INL. Figure 2 shows the INL measured by histogram-based test technique on the TDA8769 converter and estimated with a very long discrete Fourier series (800 complex coefficients). From a superficial observation, the INL seems to fit perfectly the measured INL, but when we zoom in the curve (Fig. 2) , we can observe that in spite of we use a very long Fourier series the estimated INL cannot follows all INL sharp variations. This might involve a large error on the estimated maximal value of INL needed for the test. In our study case, the standard deviation is as low as 0.12 LSB but the error on estimated maximal value of the INL is quite large. The Table 1 Figure 3 gives the results of measured and estimated INL for 100 successive test procedures.
We can observe that when we take into account the measurement uncertainty, the estimated INL is globally inside the tolerance measurement. Now, if we focus on the maximal values of INL we obtained results given in Table 2 .
The Fourier series expansion acts as an averaging of the histogram-based measurements. In other words, the Fourier series expansion offers a better repeatability of the INL estimation than the measurement itself by the histogram-based test. 
Fourier Series Expansion Based Test

Theory
The technique described in [6] consists in finding the analytic expression linking the interpolated INL based on Fourier series with the spectral information of the converted signal. Let us consider a sine wave as stimulus:
where f 0 is the frequency, V 0 the amplitude, q 0 the initial phase and V DC is the offset of the input signal. Now, if we consider the sampled signal Bseen^by the ADC, we obtain the following expression.
where
V FS the full scale amplitude of the converter, J is the number of cycles and M the number of samples. After conversion through ADC, we obtain the distorted signal s(n):
INL (x) is the Fourier series expansion (Eq. 5) of the INL. This equation can be expressed as following:
where S h is the theoretical amplitude of the hth harmonic. The analytic expression of S h depends whether h is even or odd:
where J p (x) is the Bessel function of the pth order
and
To reach the maximum dynamic range, V DC = V FS /2, thus a 2 = p, and Eq. 13 can be simplified. This gives the following expression:
According to the Eq. 16 the analytical expression linking the interpolated INL with the spectral information of the converted signal can be expressed as follows: 
We do not want to describe the theory more in detail. Our objective is to evaluate the feasibility of the integration of this technique in terms of hardware resource requirements.
Optimization
An INL BIST architecture based on the Fourier series expansion technique involves a pre-processing of the T À1 KMAX and the storage of this matrix. Then, we have to extract spectral bins by FFT processing and perform the multiplication with T
À1
KMAX matrix. The two main hardware requirements are thus the FFT processing (or equivalent) and the storage of the matrix T À1 KMAX on-chip. In this study we only focus on the memory issue.
If we consider a Fourier series expansion of INL with 800 complex coefficients and using 800 spectral bins that correspond to the 800 first harmonics of the converted signal, the matrix T KMAX would be composed of 641,200 different terms to be stored in N-bit words. This corresponds to an unacceptable memory size for a BIST solution.
Our objective is to simplify the matrix together with preserving the estimation accuracy. In practice, we take care to keep the estimated INL inside the measurement uncertainty of the histogram-based test.
Size Reduction of T
À1
Kmax Matrix. The first step of the matrix optimization concerns its size defined by the number of harmonics (H max ) and the number of coefficients (K max ) in the Fourier series expansion.
As described in Section 3, the more Fourier series coefficients you use for the INL estimation, the better results you get. But the estimation also depends directly on the number of harmonics used in the spectrum of the ADC output signal. In practice, we have only access to the harmonics with frequency lower than the Nyquist frequency. In this study, we consider a number of 250 harmonics, which is quite realistic.
In this context, we have conducted several experiments varying the values of K max and H max from 70 to 250. Fig.  4 gives the estimation and measurement with the related uncertainty versus couples H max = K max .
As expected, we can observe that the estimation of the INL is not included in the measurement uncertainty for low number of considered coefficients. But from these results we can conclude that the value H max = K max = 110 is enough in terms of estimation accuracy for a test application. This corresponds to 111 Â 221 matrix and 12,100 coefficients to be stored. In comparison to the initial situation, it is a significant reduction. But the memory size also depends on the size of stored words.
Size Reduction of Stored Words.
Until now, all the computations were performed with floating point number with 64-bit IEEE double precision. In embedded circuitry context, we can use only fixed decimal with N-bit resolution. In order to reduce the memory size we have to optimize N, the length of used words. In the same way as previously, we search the limit value for which the estimated INL are beyond the measurement uncertainties. Fig. 5 shows the positive and negative extreme value of INL according to word size from 4 bits to 32 bits.
We can observe that only 8-bit word is needed to store the matrix. Thus finally, we need to store 12,100 words of 8 bits.
In practice, because we use low precision words, very few different values are needed in our process. It might be possible to store only this value and to use additional process to decompress these data for the INL estimation procedure. In our case study, there are only 126 different values in the matrix. So, in an extreme case, we need a very small memory of 126 words of 8 bits to store values needed for the INL estimation from the spectral analysis of the ADC output signal.
Conclusion
We have shown that the polynomial fitting technique does not allow an efficient estimation of INL in the case of real medium or high resolution converter. We are presently in the process of validating the matrix simplification on several types (resolution, architecture) of real ADCs and we investigate what is the most appropriate solution for an on-chip extraction of spectral characteristics from a temporal ADC output signal.
