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APERIODIC ORDER AND SPHERICAL DIFFRACTION, II:
THE SHADOW TRANSFORM AND THE DIFFRACTION FORMULA
MICHAEL BJÖRKLUND, TOBIAS HARTNICK, AND FELIX POGORZELSKI
ABSTRACT. We introduce and study model sets in commutative spaces, i.e. homogeneous
spaces of the formG/K where G is a (typically non-abelian) locally compact group andK is a
compact subgroup such that (G,K) is a Gelfand pair. Examples include model sets in hyper-
bolic spaces, Riemannian symmetric spaces, regular trees and generalized Heisenberg groups.
Continuing our work from [6] we associate with every regular model set inG/K a Radon mea-
sure onK\G/K called its spherical auto-correlation. We then define the spherical diffraction of
the regular model set as the spherical Fourier transform of its spherical auto-correlation in the
sense of Gelfand pairs. The main result of this article ensures that the spherical diffraction of a
uniform regular model set in a commutative space is pure point. In fact, we provide an explicit
formula for the spherical diffraction of such a model set in terms of the automorphic spectrum
of the underlying lattice and the underlying window. To describe the coefficients appearing in
this formula, we introduce a new type of integral transform for functions on the internal space
of the model set. This integral transform can be seen as a shadow of the spherical Fourier trans-
form of physical space in internal space and is hence referred to as the shadow transform of the
model set. To illustrate our results we work out explicitly several examples, including the case
of model sets in the Heisenberg group.
1. INTRODUCTION
1.1. Background and overview
This article is a continuation of [6], in which we introduced model sets in (typically non-
abelian) locally compact second countable (lcsc) groups G and developed a theory of auto-
correlation for such model sets. Here, we consider model sets in homogeneous spaces of the
form X = G/K, where G is a lcsc group and K < G is a compact subgroup. The theory of
auto-correlation for such model sets can be developed in close analogy with the group case,
leading to a notion of auto-correlation measure, which is a linear functional on the convolu-
tion algebra H(G,K) of bi-K-invariant compactly supported continuous functions on G.
Of particular interest is the case where H(G,K) is a commutative algebra under convo-
lution. In this case, the pair (G,K) is called a Gelfand pair, and the homogeneous space
X = G/K is called a commutative space (see e.g. [33, 11, 12, 15]). Typical examples of commu-
tative spaces include (real, complex or quaternion) hyperbolic spaces of arbitrary dimension,
and more generally Riemannian symmetric spaces of non-compact type, but also (vertex sets of)
regular trees. Connected commutative spaces associatedwith amenable lcsc groups are closely
related to nilmanifold pairs, a typical example being given by the Heisenberg group and its
higher-dimensional counterparts. All of the commutative spaces listed above admit model
sets, and there is a well-developed Fourier theory for commutative space, which allows one in
particular to associate with every positive-definite continuous linear functional on H(G,K)
its spherical Fourier transform, which is a Radon measure on a certain “dual” locally compact
space formed by positive-definite spherical functions.
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In the classical case where G is abelian and K is the trivial group, the Fourier transform
of the auto-correlation measure of a model set in X = G admits a physical interpretation as
the diffraction measure of the underlying model set, and the study of this measure is the main
subject of the diffraction theory of model sets as developed further e.g. in [13, 22, 26, 23, 31,
30, 3, 2]. Yves Meyer [25] showed that the diffraction measure of a regular model set is a pure
point measure, an observation which is related to the appearance of sharp Bragg peaks in
the diffraction picture. In fact, Meyer’s diffraction formula describes the diffraction measure
completely in terms of the automorphic spectrum of the underlying lattice and the Fourier
transform of the underlying window with respect to the internal variables of the model set.
If (G,K) is a Gelfand pair, then we can define the spherical diffraction of a regular model set
in the commutative spaceX = G/K as the spherical Fourier transform of its auto-correlation
measure. Unlike the classical case, this is no longer a Radon measure on a topological group,
but rather a Radon measure on the dual of the commutative space X (i.e. the space of
positive-definite spherical functions of the pair (G,K)). Despite this difference, it is natu-
ral to ask in which generality spherical diffraction is pure point. One may also ask whether
there is a general spherical diffraction formula for model sets in commutative spaces, which
would specialize to Meyer’s formula in the classical case.
It turns out that the answer to these questions depends crucially on whether the regular
model set under consideration is uniform or non-uniform. (Recall that the existence of non-
uniformmodel sets is a non-abelian phenomenonwith no counterpart in the classical theory.)
In the present article, we focus on the diffraction theory of uniform regular model sets. We
show that the spherical diffraction of a uniform regular model set is a pure point Radon mea-
sure. We also provide a general formula for this diffraction measure, and work out several
special cases in some detail.
As in the classical case, the support of the diffraction measure is closely related to the
automorphic spectrum of the underlying lattice, whereas the coefficients are related to the
underlying window. However, there is no longer a notion of Fourier transform for the inter-
nal space of the model set, and thus the computation of these coefficients requires a new type
of integral transform for functions on internal space. This integral transform can be seen as a
“shadow” of the spherical Fourier transform on physical space, transported to internal space
by means of the underlying lattice; we thus refer to it as the shadow transform. If G is totally-
disconnected andK a compact open subgroup, the shadow transform reduces essentially to a
version of the Hecke-correspondence, whereas in the classical case, it is related to the Fourier
transform of the internal space. In accordance with this case, the coefficients in the spher-
ical diffraction formula are in general given by the shadow transform of the (characteristic
function of the) underlying window.
Although we do not develop the spherical diffraction theory of non-uniform model sets
in the present article, we would like to mention that our proof of the diffraction formula can
in principle be generalized to this case. The main difference is that in the non-uniform case
the automorphic spectrum of the underlying lattice is non-discrete, and thus the spherical
diffraction measure will no longer be pure point. Defining the shadow transform and de-
riving the diffraction formula in the case of continuous spectrum requires some care, and is
beyond the scope of the present article. Still we would like to emphasize that the phenome-
non of pure point diffraction, which was the main motivation to study model sets as models
for quasi-crystals, is directly connected to uniformity of the underlying lattice and is not at
all a general phenomenon in model sets beyond the abelian case.
We now describe the results of this article in more details.
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1.2. Model sets in commutative spaces and their spherical auto-correlation
Let G be a lcsc group and K < G a compact subgroup. We equip X := G/K with the
quotient topology with respect to the canonical quotient map pi : G → G/K and refer to the
image of a (regular, uniform) model set1 in G under pi as a (regular, uniform) model set in X.
The space C(X) of closed subsets of X is a compact metrizable G-space with respect to the
Chabauty-Fell topology, and we define the hull of a model set inX as the corresponding orbit
closure. In analogy with the group case [6, Thm. 1.1], we establish the following result in
Corollary 2.13:
Proposition 1.1 (Punctured hulls of regular model sets). Let P be a regular model set in G/K
with hull YP . Then Y ×P = YP \ {∅} admits a unique G-invariant probability measure ν, which is
also the unique µ-stationary measure for any admissible probability measure µ on G. Moreover, if P
is uniform, then YP = Y ×P is a compact minimal G-space.
This allows us to define the auto-correlation of P in terms of the measure ν as follows:
Given f ∈ Cc(G/K) we denote by Pf : YP → R the periodization of f as given by
Pf(Q) :=
∑
x∈Q
f(x).
Then there is a unique linear functional η(2)ν on Cc((G/K)2), called the second correlation of ν
such that
η(2)ν (f1 ⊗ f2) =
∫
YP
Pf1 · Pf2 dν (f1, f2 ∈ Cc(G/K)).
This linear functional is G-invariant and thus descends to a positive-definite continuous lin-
ear functional ηP on Cc(K\G/K) ∼= Cc(G\(G/K)2), which we refer to as the spherical auto-
correlation of the regular model set P .
If (G,K) is moreover a Gelfand pair, then the corresponding spherical Fourier transform
associates with ηP a Radon measure η̂P on the space S+(G,K) of positive-definite spherical
functions of this Gelfand pair (see Lemma 3.9). We then refer to η̂P as the spherical diffraction
measure of P .
1.3. Approximation of the spherical auto-correlation for Gelfand pairs
As in the group case, one is interested in approximation formulas for the spherical auto-
correlation. If one assumes again that (G,K) is a Gelfand pair, then the existence of such
approximation formulas can be established under very general conditions, using spectral
methods. To state the general result, let (Ft) be a sequence of K-invariant compact subsets
of G/K of positive Haar measure, and let (βt) be the associated sequence of probability mea-
sures on G defined by
βt(ρ) =
1
mG(Ft)
∫
Ft
ρ(s) dmG(s), for ρ ∈ Cc(G).
We call (Ft) a good approximation sequence for the model set P if it is weakly admissible in
the sense of [6, Def. 5.1] (which is a very mild regularity condition) and for every positive-
definite spherical function ω 6= 1 in the automorphic spectrum of the underlying lattice we
have limt→∞ β̂t(ω) = 0. In Theorem A.2 we establish the following approximation result:
1We remind the reader that (regular, uniform) model sets in G were defined in [6, Def. 2.6]. In the sequel we
assume that the reader is familiar with the basic terminology and main results from [6].
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Theorem 1.2 (Approximation of the spherical auto-correlation of a model set). Let P ⊂ G/K
be a regular model set and let (Ft) be a good approximation sequence for P . Then the spherical auto-
correlation ηP ∈ R(K\G/K) is given by
ηP (f) = lim
t→∞
1
mG(Ft)
∑
x∈P0∩Ft
∑
y∈P0
f(x−1y) (f ∈ Cc(K\G/K)).
There are plenty of examples of good approximation sequences. In the amenable case,
every weakly admissible Følner sequence is a good approximation sequence. In the non-
amenable case, the spectral condition can be more subtle. On the one hand, if G is a semisim-
ple Lie group with maximal compact subgroup K , then the spectral condition holds auto-
matically by the Howe–Moore theorem, hence every weakly admissible sequence is a good
approximation sequence. On the other hand, for general non-amenable groups the spectral
condition can fail in quite dramatic ways. To illustrate this, consider a regular tree T of even
valency ≥ 30. As explained in Subsection A.4, one can construct a model set P0 in T using
simple lattices in products of trees as constructed by Burger and Mozes [7, 8]. A weakly ad-
missible family (Fn)n∈N of subsets of T is given by balls of radius n ∈ N around some fixed
origin. In Proposition A.12 we establish:
Proposition 1.3 (Balls are bad approximation sequences in trees). The sequence (Fn)n∈N is not
a good approximation sequence, and there exists a compactly supported radial function f ∈ Cc(T )
such that the sequence
1
mG(Fn)
∑
x∈P0∩Fn
∑
y∈P0
f(x−1y)
does not converge.
On the other hand it is an immediate consequence of the work of Lubotzky and Mozes [24]
that the subsequence (F2n)n∈N of balls of even radius is a good approximation sequence. In
fact, the failure of the spectral condition is caused by the presence of a sign character in the
automorphic spectrum of Burger–Mozes lattices. This can be seen as a variant of the Nevo-
Stein phenomenon [28], which has no counterpart in the classical theory of abelian model
sets.
1.4. The shadow transform associated with a uniform cut-and-project scheme
We now turn towards the spherical diffraction formula for uniform regular model sets in
commutative spaces. Compared with the classical case, the main new ingredient is the so-
called shadow transform. To define this transform, let (G,H,Γ) be a cut-and-project scheme in
the sense of [6, Def. 2.3], and let K < G be a compact subgroup such that (G,K) is a Gelfand
pair. Denote by S+(G,K) the space of positive-definite spherical functions associated with
(G,K). If Γ < G × H is uniform, then there exists a countable subset ΩΓ ⊂ S+(G,K) such
that L2((G×H)/Γ)K decomposes over the Hecke algebra H(G,K) := Cc(K\G/K) as
L2((G ×H)/Γ)K =
⊕̂
ω∈ΩΓ
L2((G ×H)/Γ)Kω ,
where L2((G×H)/Γ)Kω is the correspondingweight space of weight ω, and where we assume
that L2((G × H)/Γ)Kω 6= {0} for all ΩΓ. Under this assumption, ΩΓ is uniquely determined
and called the spherical automorphic spectrum of Γwith respect to (G,K).
In the above setting, the shadow transform associated with every function r ∈ Cc(H) a
function Sr : ΩΓ → R. The following characterization is established in Corollary 4.8. Here,
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given a function F ∈ Cc(G ×H) we denote by PΓF ∈ Cc((G ×H)/Γ) its periodization over
the uniform lattice Γ.
Theorem 1.4. There exists a unique map S : Cc(H) → Map(ΩΓ,R≥0) such that for all r ∈ Cc(H)
and d f ∈ H(G,K),
‖PΓ(f ⊗ r)‖22 =
1
covol(Γ)2
∑
ω∈ΩΓ
Sr(ω) · |fˆ(ω)|2.
It turns out that the shadow transform extends continuously to a certain exponentially
weighted L2-space (with weight depending on Γ). This allows one to extend the shadow
transform to all compactly supported bounded measurable functions. In particular, if W ⊂
H is a compact subset, the the shadow transform of its characteristic function χW is well-
defined.
Since the understanding of the shadow transform is key to the understanding of the spher-
ical diffraction formula, we provide several explicit computations of shadow transforms in
Section 5. Several instances of the shadow transform have been studied before in the lit-
erature: When K is trivial and G and H are abelian, then the shadow transform is closely
related to the Fourier transform of H . On the other hand, if G is totally-disconnected and K
is a compact-open subgroup, then the shadow transform is closely related to the associated
Hecke correspondence (see Subsection 5.6). In these cases, the kernel of the shadow transform
is always trivial, but we do not know whether this holds in general. Note that r ∈ Cc(H) lies
in the kernel of the shadow transform if and only if the periodization of f ⊗ r over Γ vanishes
for every f ∈ H(G,K).
1.5. The spherical diffraction formula for a uniform regular model set
We now come to the main result of this article, the spherical diffraction formula. As in the
previous subsection we assume that (G,H,Γ) is a uniform cut-and-project scheme, and that
K < G is a compact subgroup such that (G,K) is a Gelfand pair, and we denote by ΩΓ the
spherical automorphic spectrum of Γ with respect to (G,K). We consider a regular uniform
model set P in X = G/K associated to (G,H,Γ) with underlying window W0 ⊂ H . The
following formula is established in Theorem 4.10.
Theorem 1.5 (Spherical diffraction formula for uniform regular model sets). The spherical
diffraction of the uniform regular model set P is given by
η̂P =
1
covol(Γ)2
∑
ω∈ΩΓ
SχW0(ω) · δω.
In particular, P has pure point spherical diffraction.
To illustrate this theorem, let us work out a special case. An important source of exam-
ples of Gelfand pairs comes from certain isometry groups of 2-step nilpotent Lie groups. In
Subsection 5.4, we establish explicit formulas for the spherical diffraction of a large class of
regular uniformmodel sets in such groups. In what follows, we specialize these results to the
case of Heisenberg groups.
Let us begin by introducing some notation. For every positive integer p, denote by 〈·, ·〉p the
standard Hermitian inner product onCp and define a skew-symmetric 2-cocycle βp : (Cp)2 →
R by
βp(z, w) = Im(〈z, w〉p).
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Then the (2p+1)-dimensional Heisenberg groupH2p+1(R) is defined as the central extension
Cp ⊕βp R, and U(p) acts by automorphisms on H2p+1(R) by acting on Cp by the standard
representation and acting trivially on the center. We fix positive integers p and q and define
G := H2p+1(R)⋊ U(p), K := U(p) and H := H2q+1(R).
By [33, Theorem 13.2.4] the pair (G,K) is a Gelfand pair. Now let
∆ < Cp × Cq and Ξ < R× R
be lattices (which are automatically uniform). We assume that
βp(z1, z2) + βq(w1, w2) ∈ Ξ, for all (z1, w1), (z2, w2) ∈ ∆,
and that∆ and Ξ project densely onto both factors and injectively to the respective first factor.
For example, one can take p = q and
∆ = {(a+ b
√
2, a− b
√
2) | a, b ∈ Z[i]p} and Ξ = {(c+ d√2, c− d√2) | c, d ∈ Z}.
Now for every pair of lattices (∆,Ξ) satisfying the conditions above, the subgroup
Γ :=
{(
(z, s, e), (w, t)) ∈ G×H | (z, w) ∈ ∆, (s, t) ∈ Ξ} < G×H
is a uniform lattice, and (G,H,Γ) is a cut-and-project scheme. We are going to compute the
spherical diffraction of model sets associated with this cut-and-project scheme with respect
to the Gelfand pair (G,K).
Let us briefly describe the space of positive-definite spherical functions of the Gelfand
pair (G,K), see e.g. [33, Chapter 13] for details. There are two types of positive-definite
spherical functions, distinguished by triviality or non-triviality of the central character of
the corresponding irreducible spherical representations. On the one hand, if η1 ∈ Ĉp is a
character, then a positive definite spherical function [η1] on G is given by the normalized
Bessel function
[η1] : G→ C, [η1](q1, z1, k) :=
∫
K
η1(k(q1))dmK(k),
which depends only on theK-orbitKη1 of η1 in Q̂1. The positive definite spherical functions
of non-trivial central character are more complicated to describe. Given a non-trivial charac-
ter χ1 ∈ R̂ \ {1} we say that a continuous function ωo : Cp → R is (K,χ1)-spherical if ωo ⊗ χ1
is positive definite on Cp ⊕βp R and∫
K
ωo(z1 + k(z1))χ1(β1(z1, k(z2)) dmK(k) = ωo(z1)ωo(z2), for all z1, z2 ∈ Cp.
Then ωo ⊗ χ1 is a positive-definite spherical function with central character χ1. All (K,χ1)-
spherical functions can be explicitly expressed in terms of Laguerre functions on Cp, see e.g.
[33, Proposition 13.2.11]; we shall not reproduce these formulas here as they are quite tech-
nical. Let us just remark that for every non-trivial character χ1 there are countably infinitely
many different (K,χ1)-spherical functions.
To state the diffraction formula, we introduce the following notation: If L is a closed sub-
group of either Cp × Cq or R × R, we denote by L⊥ its annihilator, i.e. the set of characters
which vanish on L. In particular we have lattices
∆⊥ < Ĉp × Cq ∼= Ĉq × Ĉq and Ξ⊥ < R̂× R ∼= R̂× R̂,
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and we denote by ∆⊥1 < C
p and Ξ⊥1 < R̂ their projections onto the respective first factors.
Given η1 ∈ Ξ⊥1 we define
[η1]
(2) := {η2 ∈ Ĉq | ∃k ∈ K : (k.η1, η2) ∈ ∆⊥
}
,
and observe that this depends only on the Bessel function [η1] and not on the character η1. Fi-
nally, given χ2 ∈ R̂, we define the χ2-twisted convolution ψ1∗χ2ψ2 of two integrable functions
ψ1, ψ2 : C
q → C by
(ψ1 ∗χ2 ψ2)(w) =
∫
Cq
ψ1(w
′)ψ2(w − w′)χ2(βq(w′, w)) dmCq (w′),
and given a bounded measurable function r : H → C and a character χ2 ∈ R̂ we define
rχ2 : C
q → C
rχ2(z) =
∫
R
r(z, t)χ2(−t) dt,
in particular r1(z, t) =
∫
R r(z, t) dt.
Theorem 1.6 (Spherical diffraction formula for model sets in the Heisenberg group). Let
P ⊂ G/K = H2p+1(R) be a regular uniform model set associated with the cut-and-project scheme
(G,H,Γ) above, and with underlying windowW0 ⊂ H .
(i) The automorphic spectrum of Γ decomposes as ΩΓ = Ω1Γ ⊔ Ω2Γ, where
Ω1Γ =
{
[η1] | η1 ∈ ∆⊥1
}
,
and
Ω2Γ =
{
ωo ⊗ χ1 | χ1 ∈ Ξ⊥1 and ωo is (K,χ1)-spherical
}
.
(ii) The diffraction of P is of the form
η̂P =
∑
[η1]∈Ω1Γ
SχWo([η1])
covol(Γ)2
· δ[η1] +
∑
ωo⊗χ1∈Ω2Γ
SχWo(ωo ⊗ χ1)
covol(Γ)2
· δωo⊗χ1 . (1.1)
(iii) For [η1] ∈ Ω1Γ the coefficient of δ[η1] in (1.1) is given by
SχWo([η1])
covol(Γ)2
=
∑
η2∈([η1])(2)
|̂(χW0)1(η2)|2.
(iv) For ωo ⊗ χ1 ∈ Ω2Γ the coefficient of δωo⊗χ1 in (1.1) is given by
SχWo(ωo ⊗ χ1)
covol(Γ)2
= sup
ψ
∣∣∣ ∑
(δ1,δ2)∈∆
ωo(δ1)(ψ
∗ ∗χ2 (χW0)χ2)(δ2)
∣∣∣2,
where χ2 is the unique character such that χ1 ⊗ χ2 ∈ Ξ⊥ and the supremum is taken over all
ψ ∈ Cc(Cq) such that∑
(δ1,δ2)∈∆
ωo(δ1)(ψ
∗ ∗χ2 ψχ2)(δ2) = 1/‖ωo‖2L2(Cp).
A more general version of this theorem is proved in Subsection 5.4.
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1.6. Organization of the article
This article is organized as follows: In Section 2 we define and study model sets in ho-
mogeneous spaces and their spherical auto-correlation. In Section 3 we review the necessary
background on Gelfand pairs and spherical Fourier transforms and use it to define the spher-
ical diffraction of a model set in a commutative space. Section 4 is the heart of this article.
Here we first show existence of the shadow transform and use it to establish the spherical
diffraction formula. Section 5 is devoted to examples. Most notably, we work out the case of
the Heisenberg group in some detail and explain the relation between the shadow transform
and the Hecke correspondence in the totally-disconnected case. The appendix is devoted to
the proof of the approximation theorem for the spherical auto-correlation (Theorem 1.2) and
the discussion of examples and non-examples of good approximation sequences.
1.7. Notational conventions
The following notational conventions will be applied throughout this article:
All function spaces are complex-valued and all inner products are anti-linear in the first
variable. Given a locally compact space X we denote by Cc(X), C0(X) and Cb(X) the func-
tion space of compactly supported continuous functions, continuous functions vanishing at
infinity and continuous bounded functions respectively.
Given a group G and a function f : G → C we denote by f¯ , fˇ and f∗ respectively the
functions on G given by
f¯(g) := f(g), fˇ(g) := f(g−1) and f∗(g) := f(g−1).
Given an action of G on a set Z we define a G-action on complex-valued functions on Z by
g.f(z) := f(g−1.z). Moreover we denote by ZG ⊂ Z the subset of G-invariants.
If (X, ν) is a measure space and f, g ∈ L2(X, ν), then we denote by
〈f, g〉X := 〈f, g〉(X,ν) :=
∫
X
f¯ · g dν
the L2-inner product. Given a subset A ⊂ X we denote by χA its characteristic function.
IfG is a locally compact, second countable group, thenwe denote bymG some fixed choice
of left-Haar measure on G (normalized to total mass 1 in the compact case). We then denote
by C(G), O(G) and K(G) the sets of closed, open and compact subsets of G respectively. We
also denote by e the identity element of G and by U(G) = Ue(G) the identity neighbourhood
filter of G.
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2. AUTO-CORRELATION OF MODEL SETS IN PROPER HOMOGENEOUS SPACES
2.1. Spaces of closed subsets of proper homogeneous spaces
Throughout this section we reserve the letter G to denote a lcsc group. Given a compact
subgroup K < G we denote by pi : G → G/K the canonical projection map, and equip G/K
with the coresponding quotient topology. Then G/K is a metrizable locally compact space,
and pi is a propermap, whence we refer toG/K as a proper homogeneous space ofG. We observe
that since K is compact, the projection pi is a closed map. Indeed, if A ⊂ G is closed, then
AK = pi−1(pi(A)) is a product of a closed and a compact set, hence closed.
Given a lcsc space Z we denote by C(Z) the collection of all closed subsets of Z , which
we always equip with the Chabauty–Fell topology. We remind the reader that this topology is
generated by the basic open subsets
UV = {P ∈ C(Z) | P ∩ V 6= ∅} and UC = {P ∈ C(Z) | P ∩C = ∅},
where V and C range over all open, respectively compact subsets of Z .
For the rest of this section we fix a lcsc groupG and a compact subgroupK and denote by
pi : G → G/K the canonical projection map. Since pi is closed, it induces a map pi∗ : C(G) →
C(G/K), A 7→ pi(A), which is moreover surjective, since A = pi∗(pi−1(A)) for all A ∈ C(G/K).
Proposition 2.1. Let G be a lcsc group andK < G a compact subgroup.
(i) The map pi∗ : C(G)→ C(G/K) is continuous.
(ii) The map pi∗ : C(G)→ C(G/K) is closed.
In particular, the topology on C(G/K) coincides with the quotient topology with respect to pi∗.
Proof. Note firstly that since pi is surjective, two subsets of G/K intersect non-trivially if and
only if their pre-images intersect non-trivially in G. Thus if V ⊂ G/K is open and C ⊂ G/K
is compact, then we have
pi−1∗ (UV ) = {Q ∈ C(G) | pi(Q) ∩ V 6= ∅} = {Q ∈ C(G) | QK ∩ pi−1(V ) 6= ∅}
= {Q ∈ C(G) | Q ∩ pi−1(V )K−1 6= ∅},
pi−1∗ (U
C) = {Q ∈ C(G) | Q ∩ pi−1(C)K−1 = ∅}.
Secondly, observe that pi−1(V ) is open, since pi is continuous, and thus
V˜ := pi−1(V )K−1 =
⋃
k∈K
pi−1(V )k−1
is open. Similarly, pi−1(C) is compact, since pi is proper, and thus C˜ := pi−1(C)K−1 is compact
as the product of two compact sets. We thus have established that
pi−1∗ (UV ) = UV˜ and pi
−1
∗
(
UC
)
= U C˜ ,
which implies (i), and (ii) follows from (i) and compactness of C(G). 
Since the action of G on C(G) by left-multiplication is jointly continuous we deduce:
Corollary 2.2. The action of G on C(G/K) is jointly continuous. 
Given a closed subset Λ ⊂ G, respectively P ⊂ G/K, we denote by XΛ, respectively YP ,
the corresponding orbit closure in C(G), respectively C(G/K), i.e.
XΛ := G.Λ ⊂ C(G) and YP := G.P ⊂ C(G/K). (2.1)
Following our terminology in [6] we refer toXΛ and YP as the hulls of Λ and P respectively.
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Remark 2.3. Every subset Λ ⊂ G gives rise to a family of “orbits” (Λx)x∈G/K in G/K given
by
Λx := {g.x | g ∈ Λ} ⊂ G/K.
In studying these orbits we will focus on the orbit Λo = pi(Λ) through the basepoint o := eK.
This is justified by the fact that the orbit ΛgK is just the image of Λ under the projection
G → G/(gKg−1), hence varying the basepoint amounts to replacing K by a conjugate, and
thus every theorem about Λo applies also to arbitrary orbits.
Corollary 2.4. Given Λ ⊂ G, the closed quotient map pi∗ : C(G) → C(G/K) restricts to a closed
quotient map piΛ : XΛ → YΛo .
Proof. By Proposition 2.1 the restriction of pi∗ to XΛ is continuous, and by Corollary 2.2 the
image of XΛ is given by YΛo . Since XΛ is compact the map piΛ is closed, hence a quotient
map. 
Combining this observation with Remark 2.3 we deduce that all the hulls YΛx of orbits of
Λ are quotients of the hullXΛ of Λ.
2.2. FLC sets in proper homogeneous spaces
In [6] we defined a subset Λ ⊂ G to have finite local complexity (FLC) provided Λ−1Λ is
locally finite. We extend this definition to subsets of proper homogeneous spaces as follows:
Definition 2.5. A subset P ⊂ G/K has G-finite local complexity (or G-FLC for short) if there
exists an FLC subset Λ ⊂ G such that P = pi(Λ).
As in the group case, the G-FLC condition guarantees that all elements of the hull are
locally finite with uniform constants:
Proposition 2.6 (Finiteness properties of sets in the hull of an FLC set). If P ⊂ G/K is a G-
FLC set, then every Q ∈ YP has G-FLC. Moreover, for every pre-compact set C ⊂ G/K there exists
NC > 0 such that for all Q ∈ YP ,
|Q ∩ C| < NC . (2.2)
Proof. Fix an FLC subset Λ ⊂ G such that P = pi(Λ). By Corollary 2.4 the hull YP is a quotient
of XΛ. In particular, every Q ∈ YP is of the form Q = pi(Ξ) for some Ξ ∈ XΛ. By [5, Prop.
4.5] every element of XΛ has FLC, and for every pre-compact subset C ′ ⊂ G there exists a
constantMC′ such that
|Ξ ∩ C ′| < MC′ for all Ξ ∈ XΛ.
The former implies that every Q = pi(Ξ) ∈ YP has G-FLC, and if we define NC := Mpi−1(C)
for every pre-compact subset C ⊂ G/K, then the latter implies that for everyQ = pi(Ξ) ∈ XΛ
we have
|Q ∩C| = |pi(Ξ) ∩ C| ≤ |Ξ ∩ pi−1(C)| ≤Mpi−1(C) = NC . 
2.3. The correlation measures of a measure on the hull of an FLC set
Let P ⊂ G/K be a G-FLC subset with hull Y = YP ⊂ C(G/K). By (2.2), there exists for
every pre-compact subset C ⊂ G/K a constantNC such that
|Q ∩ C| < NC for all Q ∈ Y.
In particular, if f ∈ Cc(G/K) and Nf := Nsupp(f), then |Q ∩ supp(f)| < Nf and thus the sum
Pf(Q) :=
∑
x∈Q
f(x)
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is finite for every Q ∈ Y . We refer to Pf : YP → R as the periodization of f along P . If we
want to stress the dependence on P we sometimes also write PP f instead of Pf .
Proposition 2.7 (Properties of the periodization). For every G-FLC subset P ⊂ G/K the follow-
ing hold:
(i) For every f ∈ Cc(G/K) the periodization Pf : YP → R is continuous.
(ii) For every pre-compact subset C ⊂ G/K there exists a constant αC > 0 such that for every
f ∈ Cc(G/K) with supp(f) ⊂ C we have
‖Pf‖∞ ≤ αC · ‖f‖∞.
(iii) The image P(Cc(G/K)) of the periodization map separates points in YP \ {∅}.
Proof. If K = {e} this is deduced from [5, Prop. 4.5] in [5, Cor. 4.7, Prop. 5.1, Prop. 5.3 and
Prop. 5.4]. Proposition 2.6 generalizes [5, Prop. 4.5] to the case of arbitrary K . The rest of the
proof then proceeds literally as in the caseK = {e}. 
From (ii) we deduce:
Corollary 2.8. Let ν be a probability measure on YP . Then for every n ≥ 1 there exists a unique
Radon measure η(n)ν on (G/K)n such that
η(n)ν (f1 ⊗ · · · ⊗ fn) =
∫
YP
Pf1 · · · Pfn dν (f1, . . . , fn ∈ Cc(G/K)). 
As in the group case, the measures η(n)ν are called the correlation measures of ν, and as in [6,
Prop. 4.4] one deduces from Proposition 2.7.(iii) that these determine ν provided ν does not
charge the empty set, i.e. ν(YP ∩ {∅}) = 0.
2.4. The auto-correlation of an invariant measure on the hull of an FLC set
Let again P ⊂ G/K be a G-FLC set and assume that there exists a G-invariant probability
measure ν on the punctured hull Y ×P := YP \ {∅}. By G-equivariance of the periodization
map it then follows that all the correlation measures η(n) are invariant under the diagonal
left-action ofG on (G/K)n. In particular, η(2) is aG-invariant Radonmeasure onG/K×G/K.
From now on we assume that G is unimodular (as is the case in the examples of model
sets we are interested in here). Then, as in [6, Sec. 4.3] we can identify Radon measures on
G/K×G/K with right-K×K-invariant Radonmeasures onG×G, and similarly G-invariant
Radon measures on G/K × G/K with Radon measures on G\(G/K × G/K). Note that we
have a homeomorphism
ι : G\(G/K ×G/K)→ K\G/K, ι([g1K, g2K]) = Kg−11 g2K,
and hence we can further identify G-invariant Radon measures on G/K ×G/K with Radon
measures onK\G/K via ι.
Definition 2.9. The Radon measure ην on K\G/K corresponding to η(2)ν via ι is called the
auto-correlation of ν.
If ν happens to be the unique G-invariant measure on Y ×P , then ηP := ην depends only on
P . In this situation we also refer to ηP as auto-correlation of the FLC set P .
Remark 2.10. If f ∈ Cc(G/K) then we define f∗ ∈ Cc(K\G) by
f∗(Kg) = f(g−1K).
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Given f1, f2 ∈ Cc(G/K) the convolution f∗1 ∗f2 then defines a function inCc(K\G/K), and the
set of all such convolutions is dense in Cc(K\G/K). The auto-correlation ην is thus uniquely
determined by the values it takes on such convolutions, and as in [6, Prop. 4.8] one shows
that
ην(f
∗
1 ∗ f2) = η(2)ν (f1 ⊗ f2).
It thus follows that ην is the unique Radon measure onK\G/K satisfying
ην(f
∗ ∗ f) = ‖Pf‖L2(ν) (f ∈ Cc(G/K)). (2.3)
In particular, ην is positive-definite in the sense that ην(f∗ ∗ f) ≥ 0 for all f ∈ Cc(G/K).
Proposition 2.11 (Auto-correlation of FLC subsets in G vs. auto-correlation of their orbits).
Let Λ ⊂ G be an FLC subset and let P := pi(Λ) ⊂ G/K. Let νΛ be a G-invariant probability measure
on X×Λ and let νP := pi∗νΛ be the corresponding G-invariant probability measure on Y
×
P . Then the
auto-correlation of νΛ and νP are related by the formula
ηνP = ηνΛ |Cc(K\G/K).
Proof. Denote by PΛ : Cc(G) → C(XΛ) and PP : Cc(G/K) → C(YP ) denote the respective
periodization maps and let pi∗ : Cc(G/K) → Cc(G), respectively pi∗ : XΛ → YP denote the
pullback, respectively push-forward, with respect to pi : G → G/K. Then by definition, for
all f ∈ Cc(G/K)
pi∗ ◦ PΛ ◦ pi∗(f) = PP (f)
We deduce that if f1, f2 ∈ Cc(G/K) and fˆi := pi∗fi ∈ Cc(G), then
η(2)νΛ (fˆ1 ⊗ fˆ2) =
∫
XΛ
PΛfˆ1 · PΛfˆ2 dνΛ
=
∫
YP
PPf1 · PP f2 dpi∗νΛ = η(2)νP (f1 ⊗ f2).
The proposition follows by taking G-invariants. 
2.5. Auto-correlation of regular model sets in proper homogeneous spaces
We remind the reader that (regular, uniform) model sets in Gwere defined in [6, Def. 2.6].
Definition 2.12. An orbit in G/K of a (regular, uniform) model set in G is called a (regular,
uniform) model set in G/K.
By [5, Prop. 2.13] every model set inG, and thus also every model set inG/K, has finite lo-
cal complexity. Moreover, the punctured hull of such model sets admits a uniqueG-invariant
probability measure, hence the auto-correlation of model sets is well-defined. For model sets
inG this property was established in [6], and it carries over to the general case, just as unique
stationarity and minimality of the hull do:
Corollary 2.13 (Unique stationarity/ergodicity and minimality of the hull). Let P be a regular
model set in a proper homogeneous spaceG/K of a lcsc groupG. Then Y ×P = YP \{∅} admits a unique
G-invariant probability measure ν, which is also the unique µ-stationary measure for any admissible
probability measure µ on G. Moreover, if P is uniform, then YP is minimal.
Proof. By [6, Thm. 1.1] the hull of a regular (uniform) model set in G has the analogous
properties. In view of Corollary 2.4 it thus remains to show only that if X is a uniquely
stationary (respectively minimal) G-space and pi : X → Y is a G-equivariant quotient map,
then also Y is uniquely stationary (respectively minimal). For this we observe that if µ is
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an admissible probability measure on G and ν is a µ-stationary probability measure on Y ,
then the set of all probability measures on X which project to ν is compact, non-empty and
invariant under convolution by µ, hence contains a µ-stationary probability measure by the
Kakutani fixpoint theorem. Thus every µ-stationary probability measure on Y is the push-
forward of a µ-stationary probability measure onX, and hence unique stationarity descends
from X to Y . The fact that minimality descends is obvious. 
In [6, Thm. 1.3] we established a general formula for the auto-correlation of a general reg-
ular model set in G. By Proposition 2.11 we obtain a similar formula for the auto-correlation
of a regular model set in G/K which we record here for ease of reference. Given a cut-
and-project scheme (G,H,Γ) (see [6, Def.2.3]) over G we denote by YΓ := (G × H)/Γ the
corresponding parameter space, equipped with its Haar probability measure. Assume now
that Λ ⊂ G is a regular model set constructed from (G,H,Γ) with window W0 ⊂ H and let
P := pi(Λ) ⊂ G/K. Finally, denote by PΓ the periodization over Γ.
Corollary 2.14 (Auto-correlation formula for regular model sets in G/K). Let P ⊂ G/K be the
regular model set constructed from the quadruple (G,H,Γ,W0) as above. Then the auto-correlation
of P is uniquely determined by the formula
ηP (f
∗ ∗ f) = ‖PΓ(f ◦ pi ⊗ χW0)‖2L2(YΓ) (f ∈ Cc(G/K)).
3. SPHERICAL DIFFRACTION
3.1. Gelfand pairs and commutative spaces
LetG be a lcsc group andK < G be a compact subgroup. According to [33, Thm. 9.8.1] the
following properties of the pair (G,K) are equivalent:
(G1) The Hecke algebra H(G,K) := Cc(K\G/K) of bi-K-invariant compactly supported con-
tinuous functions on G is commutative under convolution.
(G2) The Banach algebra L1(K\G/K) of bi-K-invariant absolutely Haar-integrable function
classes on G is commutative under convolution.
(G3) The measure algebraM(K\G/K) of finite bi-K-invariant complex-valued measures on
G is commutative under convolution.
(G4) The G-representation L2(G/K) is multiplicity free.
(G5) If V is an irreducible unitary G-representation and V K < V denotes the subspace of
K-invariants, then dimV K ≤ 1.
Definition 3.1. The pair (G,K) is called a Gelfand pair if it satisfies the equivalent properties
(G1)–(G5) above. In this case, the corresponding proper homogeneous space G/K is called a
commutative space.
Our basic reference concerning Gelfand pairs and commutative spaces are [33, 16]. For the
remainder of this section, (G,K) denotes a Gelfand pair and pi : G → G/K denotes the
canonical projection.
3.2. Spherical functions and spherical representations
Recall that a spherical representation of a Gelfand pair (G,K) is a unitary G-representation
(V, piV ) such that V K 6= {0}. Positive-definite spherical functions provide a convenient parametriza-
tion of the irreducible spherical representations, and can be used to explicitly decompose
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spherical representations into irreducibles. We briefly review both concepts in this subsec-
tion and introduce some relevant notation. The material of this subsection is fairly standard
and can be found in [33, 11, 12, 15].
Definition 3.2. (1) A Radon measure m on G is called a (G,K)-spherical measure if it is
bi-K-invariant and restricts to a (not necessarily continuous) algebra homomorphism
m : H(G,K)→ C.
(2) A continuous function ω : G→ C is called a (G,K)-spherical function if the associated
Radon measuremω defined by
mω(f) :=
∫
G
f(x)ω(x−1) dmG(x)
is a (G,K)-spherical measure.
(3) A measurable function ω : G→ C is called positive definite if∫
G
∫
G
ω(x−1y)f(x)f(y)dmG(x)dmG(y) ≥ 0 (f ∈ Cc(G)). (3.1)
We denote by S(G,K), Sb(G,K) respectively S+(G,K) the spaces of spherical, bounded
spherical, respectively positive-definite spherical functions of the Gelfand pair (G,K).
Lemma 3.3 (Properties of spherical functions). (i) A bi-K-invariant continuous function ω :
G→ C is (G,K)-spherical if and only if ω 6= 0 and∫
K
ω(xky)dmK(k) = ω(x)ω(y) (x, y ∈ G, k ∈ K). (3.2)
Equivalently, ω(e) = 1 and ω is a joint eigenfunction for the Hecke algebra, i.e. for every f ∈
H(G,K) there exists λω(f) ∈ C such that f ∗ ω = λω(f)ω.
(ii) If ω ∈ Sb(G,K), thenmω extends to a linear functional on L1(K\G/K), and the map ω → mω
provides an identification between Sb(G,K) and the Gelfand spectrum of the Banach algebra
L1(K\G/K).
(iii) Every measurable positive-definite function agrees almost everywhere with a continuous positive-
definite function. A continuous function ω : G→ C is positive definite if and only if
n∑
i=1
n∑
j=1
αiαj ω(x
−1
i xj) ≥ 0 (n ∈ N, α1, . . . , αn ∈ C, x1, . . . , xn ∈ G),
and in this case ω∗ = ω and ‖ω‖∞ ≤ ω(e).
(iv) A function ω ∈ Sb(G,K) is positive-definite if and only if the associated Radon measure mω is
positive-definite, i.e. mω(f∗ ∗ f) ≥ 0 for all f ∈ Cc(G).
(v) If ρ : G → C is a continuous bi-K-invariant function which satisfies f ∗ ρ = mω(f) · ρ for all
f ∈ H(G,K), then ρ = ρ(e) · ω.
Proof. (i) [11, Prop. 6.1.5 and 6.1.6] and [33, Thm. 8.2.6]. (ii) [11, Thm. 6.1.7] and [33, Thm.
8.2.7]. (iii) [11, Thm. 5.1.6, Rem. 5.1.7 and Lemma 5.1.8]. (iv) [33, Thm. 8.4.8] (v) [33, Thm.
8.2.6]. 
Remark 3.4. It follows from (ii) that Sb(G,K) carries a natural locally compact Hausdorff
topology given by pointwise convergence of the associated functionals on the Hecke algebra.
By [33, Prop. 9.2.9] the subset S+(G,K) ⊂ Sb(G,K) is closed, hence inherits a locally compact
topology. This topology coincideswith the restriction of theweak-∗-topology onL∞(G) to the
subset S+(G,K) ⊂ Sb(G,K), see [11, Sec. 6.4]. In the sequel we will always equip S+(G,K)
with this locally compact topology
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Let now (V, piV ) be an irreducible spherical representation of (G,K). By characterization
(G5) of a Gelfand pair we have dimV K = 1 and thus there exists a unit vector v ∈ V K ,
which is unique up to multiplication by a complex number of norm 1. In particular, the
bi-K-invariant matrix coefficient
ωV : G→ C, ωV (g) := 〈v, piV (g).v〉 (3.3)
depends only on the representation (V, piV ). It turns out that ωV ∈ S+(G,K), and that themap
(V, piV ) 7→ ωV defines a bijection between unitary equivalence classes of irreducible spherical
representations and positive definite spherical functions [33, Thm. 8.4.8], whose inverse we
denote by ω 7→ [(Vω, piVω )].
Let now (W,ρ) be an arbitrary spherical representation of (G,K). Then ρ extends to a
representation of the measure algebraM(G) which we denote by the same letter ρ, and the
action of the abelian subalgebraM(K\G/K) preserves the subspaceWK ofK-invariant vec-
tors. By restriction we also obtain representations of L1(K\G/K) and H(G,K) on WK by
bounded linear operators. Explicitly the latter representation is given by
ρ : H(G,K)→ B(WK), pi(f).v =
∫
G
f(g) · (pi(g).v) dmG(g).
Concerning this representation of the Hecke algebra, we have the following well-known di-
rect integral decomposition.
Lemma 3.5 (Spherical decomposition). Let (W,ρ) be a spherical representation of (G,K).
(i) There exists a Radon measure νW on S+(G,K) such that, asH(G,K)-representations,
WK =
∫ ⊕
S+(G,K)
Vω dνW (ω),
where Vω is the irreducible spherical representation corresponding to ω.
(ii) The measure νW is unique up to equivalence in the sense of [15, Thm. 7.32]. In particular, the
atoms and the support of νW depend only onW .
(iii) ω ∈ supp(νW ) if and only if Vω is weakly contained inW , and ω is an atom of νW if and only if
Vω is isomorphic to a subrepresentation ofW .
(iv) The representation W is completely reducible if and only if νW is purely atomic. In this case,
WK =
⊕
ω∈supp(νW )
Wω,
withWω =W [Vω]K , whereW [Vω] denotes the Vω-isotopic component ofW . Explicitly,
Wω = {w ∈W | ∀µ ∈ M(G,K) : ρ(µ).w = µ(ω) · w}.
Proof. The lemma is a consequence of the general representation theory of postliminal C∗-
algebras as developed e.g. in [12]. To see that this theory applies, one observes that if (G,K)
is a Gelfand pair, then G is automatically of type I (see e.g. [9, Thm. 2.2]), and hence its
group C∗-algebra is postliminal ([12, Thm. 9.1]). In particular we can write every unitary
G-representation (W,ρ) uniquely (up to equivalence) as a direct integral of irreducible uni-
tary representations over the unitary dual Ĝ of G (see e.g. [15, Thm. 7.32], [12, Thm. 8.6.6]).
It follows that the H(G,K)-representation (WK , ρ) decomposes uniquely as a direct integral
over the spherical part of the unitary dual, which we can identify with S+(G,K) by identify-
ing each irreducible spherical representation with the associated spherical function. Then the
remaining statements of the lemma follow from [12, Prop. 8.6.8]. 
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Definition 3.6. The measure νW is called the spherical spectral measure and its support
spec(G,K)(W ) := supp(νW ) ⊂ S+(G,K)
is called the spherical spectrum of the spherical representation (W,ρ).
3.3. The spherical Fourier transform of a positive-definite measure
We can now define our main object of interest.
Definition 3.7. The spherical Fourier transform of the Gelfand pair (G,K) is defined as the
composition
F : L1(K\G/K)→ C0(Sb(G,K))→ C0(S+(G,K)), f 7→ f̂ ,
where the map L1(K\G/K) → C0(Sb(G,K)) is the Gelfand transform of the Banach algebra
L1(K\G/K) and the secondmap is given by restriction to the subspace S+(G,K) ⊂ Sb(G,K).
Note that by definition,
f̂(ω) = mω(f) =
∫
G
f(x)ω(x−1) dmG(x) (f ∈ L1(K\G/K), ω ∈ S+(G,K))). (3.4)
As in the abelian case, we have the usual Plancherel and inversion formulas.
Lemma 3.8 (Plancherel formula). There exists a unique positive Radon measure µG,K on S+(G,K)
with the following properties.
(i) If f ∈ H(G,K) and f̂ ∈ L1(S+(G,K), µG,K) then
f(g) =
∫
S+(G,K)
f̂(ω)ω(g) dµG,K(ω).
(ii) If f ∈ L1(K\G/K) ∩ L2(K\G/K), then f̂ ∈ L2(S+(G,K), µG,K) and ‖f‖2 = ‖f̂‖2.
(iii) F extends to a bijective isometry L2(K\G/K)→ L2(S+(G,K), µG,K).
The measure µG,K is called the Plancherel measure of the Gelfand pair (G,K).
We can extend the spherical Fourier transform to positive definite Radon measures on
K\G/K. Here a Radon measure η on K\G/K is called positive definite if η(f∗ ∗ f) ≥ 0 for
every f ∈ Cc(G,K). The following lemma is due to Godement [16] .
Lemma 3.9 (Spherical Fourier transform of positive definite measures). For every positive defi-
nite Radon measure η onK\G/K there exists a unique positive Radon measure η̂ on S+(G,K) such
that the following hold.
(i) If f ∈ H(G,K), then f̂ ∈ L2(S+(G,K), η̂).
(ii) The image F(H(G,K)) is dense in L2(S+(G,K), η̂).
(iii) For all f1, f2 ∈ H(G,K) we have
η(f∗1 ∗ f2) = 〈f̂1, f̂2〉L2(S+(G,K),η̂) =
∫
S+(G,K)
f̂1(ω) · f̂2(ω) dη̂(ω).
The measure η̂ is called the spherical Fourier transform of the measure η.
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3.4. Spherical auto-correlation and spherical diffraction
Let now P ⊂ G/K be a FLC subset and let ν be a G-invariant probability measure on
Y ×P ⊂ C(G/K). We then refer to the auto-correlation ην ∈ R(K\G/K) as the spherical auto-
correlation. By Remark 2.10 the measure ην is positive-definite, hence its spherical Fourier
transform η̂ν is well-defined.
Definition 3.10. The spherical Fourier transform η̂ν of the spherical auto-correlation ην is
called the spherical diffraction of ν. If ν is the only G-invariant probability measure on Y ×P ,
then η̂P := η̂ν is also called the spherical diffraction of P .
Note that by Corollary 2.13 the spherical diffraction of a model set in a commutative space
is well-defined. The remainder of this article is devoted to the study of the spherical diffrac-
tion of such model sets.
4. THE SPHERICAL DIFFRACTION FORMULA FOR UNIFORM MODEL SETS
Throughout this section (G,K) denotes a Gelfand pair and (G,H,Γ) a uniform cut-and-
project scheme (see [6, Def.2.3]). In particular, Γ is a uniform lattice in G × H . We denote
by Y the parameter space Y := YΓ := (G × H)/Γ and by mY the (G × H)-invariant proba-
bility measure on Y . Moreover, P denotes a uniform regular model set in G/K constructed
from (G,H,Γ) using a window W0 ⊂ H (see (see [6, Def.2.6])). We are going to show that
the spherical diffraction measure η̂P is pure point and compute an explicit formula for this
diffraction in terms of the automorphic spectrum of the underlying uniform lattice.
4.1. Complete reducibility
Consider first the unitary G-representation obtained as the restriction of the unitary (G ×
H)-representation L2(Y ) = L2(Y,mY ) to G.
Lemma 4.1. The unitary G-representation L2(Y ) is completely reducible with countable multiplici-
ties.
Proof. Since Γ is cocompact in G × H , the (G × H)-representation L2(Y ) is completely re-
ducible with finite multiplicities (see e.g. [33, Thm. 7.2.5]). Since (G,K) is a Gelfand pair, the
group G is of type I (see e.g. [9, Thm. 2.2]). Consequently, every irreducible unitary repre-
sentation (G ×H)-representation is of the form V ⊠W where V is an irreducible unitary G-
representation,W is an irreducible unitaryH-representation and V ⊠W is isomorphic to the
completed tensor product of V andW with (G×H)-action given by (g, h).(v ⊗w) = gv⊗ hw
(see e.g. [15, Thm. 7.25]). In this situation, if (wi)i∈I is a Hilbert space basis of W then, as
G-representations,
V ⊠W |G ∼=
⊕̂
i∈I
V ⊗ C · wi ∼=
⊕̂
i∈I
V.
Note that I is countable, since L2(Y ) and hence W are separable. We deduce that, as G-
representations, each V ⊠ W and thus also L2(Y ) are completely reducible with countable
multiplicities. 
Recall from Definition 3.6 the definition of the spherical spectrum spec(G,K) of a spherical
representation. For the special case of the representation L2(Y ) we introduce the following
notation.
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Definition 4.2. The spherical automorphic spectrum of Γ is
ΩΓ := spec(G,K)(L
2(Y )) ⊂ S+(G,K).
Corollary 4.3. The spherical automorphic spectrum ΩΓ ⊂ S+(G,K) is countable, and L2(Y )K
decomposes as
L2(Y )K =
⊕̂
ω∈ΩΓ
L2(Y )Kω , (4.1)
where each of the eigenspaces
L2(Y )Kω = {g ∈ L2(Y )K | ∀f ∈ H(G,K) : f ∗ g = f̂(ω) · g}
is of countable dimension. 
4.2. Weighted L2-spaces
By Struble’s theorem [10, Thm. 2.B.4] every lcsc group admits a right-admissible metric, i.e.
a proper, right-invariant metric which induces the given topology. We now fix admissible
metrics dG and dH on G and H respectively and define an admissible metric d = dG×H on
G×H by
d((g1, h1), (g2, h2)) := dG(g1, g2) + dH(h1, h2). (4.2)
Then there exists a real number α > 0 such that∑
γ∈Γ
e−αd(γ,e)/2 <∞,
and we fix such an α once and for all. We then set
C := C(dG, dH ,Γ, α) :=

∑
γ∈Γ
e−αd(γ,e)/2

1/2 .
We also fix left-Haar measuresmG andmH on G andH and setmG×H := mG ⊗mH .
Definition 4.4. GivenM ∈ {G,H,G×H}we define α-weighted L2-norms ‖ · ‖2,α on Cc(M) by
‖f‖2,α :=
(∫
M
|f(m)|2 · eα·dM (m,e) dmM (m)
)1/2
, (f ∈ Cc(M)).
We then define the α-weighted L2-space L2α(M) ⊂ L2(M) as the closure of Cc(M) in the corre-
sponding ‖ · ‖2,α-norm.
Proposition 4.5 (Properties of weighted L2-norms). The weighted L2-spaces and L2-norms have
the following properties:
(i) If f ∈ L2α(G) and r ∈ L2α(H), then f ⊗ r ∈ L2α(G×H) and
‖f ⊗ r‖2,α = ‖f‖2,α · ‖r‖2,α.
(ii) If F ∈ L2α(G×H), then PΓF ∈ L2(Y ) and
‖PΓF‖2,α ≤ C‖F‖2,α.
In particular, if f ∈ L2α(G) and r ∈ L2α(H), then PΓ(f ⊗ r) ∈ L2(Y ) and
‖PΓ(f ⊗ r)‖2 ≤ C‖f‖2,α‖r‖2,α.
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Proof. (i) This is immediate from (4.2). (ii) Let us abbreviateM := G×H . We first note that if
F1, F2 ∈ L2α(M), then for allm ∈M we have
|(F1 ∗ F2)(m)| ≤
∫
M
|F1(y)| |F2(y−1m)| dmM (y)
=
∫
M
|F1(y)| eαd(y,e)/2 |F2(y−1m)|e−αd(e,y−1)/2 dmM (y)
≤
(∫
M
|F1(y)|2 eαd(y,e) dmM (y)
)1/2( ∫
M
|F2(y−1m)|2 e−αd(e,y−1e) dmM (y)
)1/2
≤
(∫
M
|F1(y)|2 eαd(y,e) dmM (y)
)1/2( ∫
M
|F2(y−1m)|2 e−αd(m,y−1m) dmM (y)
)1/2
= ‖F1‖2,α
( ∫
M
|F2(y)|2 eα(−d(m,y)+d(m,e)−d(m,e)) dmM (y)
)1/2
≤ ‖F1‖2,α e−αd(m,e)/2
(∫
M
|F2(y)|2 eαd(e,y) dmM (y)
)1/2
= e−αd(m,e)/2‖F1‖2,α‖F2‖2,α,
i.e. |(F1 ∗ F2)(m)| ≤ e−αd(m,e)/2‖F1‖2,α‖F2‖2,α. We thus deduce that
‖PΓF‖2 =
∫
M/Γ
∣∣∑
γ∈Γ
F (mγ)
∣∣2 dmM/Γ(mΓ)
=
∑
γ∈Γ
∫
M
F (m)F (mγ) dmM (m)
=
∑
γ∈Γ
∫
M
F (m−1)F (m−1γ) dmM (m)
=
∑
γ∈Γ
(F ∗ ∗ F )(γ) ≤
(∑
γ∈Γ
e−αd(γ,e)/2
)
‖F‖22,α,
and thus ‖PΓF‖ ≤ C · ‖F‖2,α. 
4.3. The shadow transform
Recall from (4.1) that L2(Y )K admits a spectral decomposition
L2(Y )K =
⊕̂
ω∈ΩΓ
L2(Y )Kω .
Given ω ∈ ΩΓ we write
piω : L
2(Y )K → L2(Y )Kω
for the orthogonal projection. Let now f ∈ H(G,K) ⊂ L2α(G)K×K and r ∈ L2α(H). By
Proposition 4.5 we then have PΓ(f ⊗ r) ∈ L2(Y ), and since the K action commutes with the
H-action on Y we have
PΓ(f ⊗ r) ∈ L2(Y )K .
We can thus decompose PΓ(f ⊗ r) as
PΓ(f ⊗ r) =
∑
ω∈ΩΓ
piω(PΓ(f ⊗ r)),
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and in particular we obtain
‖PΓ(f ⊗ r)‖22 =
∑
ω∈ΩΓ
‖piω(PΓ(f ⊗ r))‖22. (4.3)
It turns out that one can separate the dependencies on f and r on the right hand side of this
equation:
Proposition 4.6 (Existence of the shadow transform). For every r ∈ L2α(H) there exists a unique
function r˜ : ΩΓ → L2(Y ) such that r˜(ω) ∈ L2(Y )ω and
piω(PΓ(f ⊗ r)) = f̂(ω) · r˜(ω)
covol(Γ)
for all f ∈ H(G,K)
Proof. Fix r ∈ L2α(H) and ω ∈ ΩΓ. We need to show that there exists r˜(ω) ∈ L2(Y )Kω such that
covol(Γ) · 〈PΓ(f ⊗ r), ψ〉 = f̂(ω) · 〈r˜(ω), ψ〉 for all f ∈ H(G,K) and ψ ∈ L2(Y )Kω .
Fix ψ ∈ L2(Y )Kω and let ψ˜ be the lift of ψ to a right Γ-invariant bounded function class on
G×H . We define
φ(g, h) :=
∫
K
ψ˜(gk, h) dmK (k),
wheremK denotes theHaar probability measure onK . Sinceψ is an eigenfunction ofH(G,K),
ψ˜ is continuous in the G-variable. We can thus find a Borel representative ψ˜0 of the class ψ˜,
which is continuous in the first variable. Using such a representative we then define for every
h ∈ H a function φh : G→ C by
φh(g) :=
∫
K
ψ˜0(gk, h) dmK (k).
The functions φh depend on this choice of representative, but φ(g, h) = φh(g) for mG ⊗mH -
almost all pairs (g, h). For every h ∈ H the function φh is continuous (by continuity of ψ˜0
in the G-variable), bi-K-invariant (by K-invariance of ψ˜0) and satisfies f ∗ φh = f̂(ω) · φh
for every f ∈ H(G,K) (since ψ˜ and thus also ψ˜0 satisfy this property). It then follows from
Lemma 3.3.(v), that φh is a complex multiple of ω. Consequently, there exists a measurable
function cψ : H → C such that
φ(g, h) = cψ(h) · ω(g).
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Note that cψ is essentially bounded, since ψ˜ and hence φ(g, h) are. Now let f ∈ H(G,K), so
that in particular f is right-K-invariant. Using that ω∗ = ω (see Lemma 3.3) we compute
covol(Γ) · 〈PΓ(f ⊗ r), ψ〉 =
∫
G×H
f(g) · r(h) · ψ˜(g, h) dmG(g)dmH(h)
=
∫
G×H
(∫
K
f(gk−1) dmK(k)
)
r(h) · ψ˜(g, h) dmG(g)dmH (h)
=
∫
G×H
f(g) · r(h) ·
(∫
K
ψ˜(gk, h) dmK (k)
)
dmG(g)dmH (h)
=
∫
G×H
f(g) · r(h) · φ(g, h) dmG(g)dmH (h)
=
∫
G×H
f(g) · r(h) · cψ(h) · ω(g) dmG(g)dmH (h)
=
∫
G
f(g)ω∗(g−1)dmG(g) ·
∫
H
r(h) · cψ(h)dmH (h)
= f̂(ω) · 〈r, cψ〉H .
By Riesz’ representation theorem it remains to show only that the linear functional
λr : L
2(Y )Kω → C, ψ 7→ 〈r, cψ〉H
is continuous. This follows from the fact that the linear map
ψ 7→ cψ(h) · ω(g) = φ(g, h) =
∫
K
ψ˜(gk, h) dmK (k)
is bounded for almost every pair (g, h). 
Definition 4.7. Wedefine the shadow transform S : L2α(H)→ Map(ΩΓ,R) by Sr(ω) := ‖r˜(ω)‖22,
where r˜ is as in Theorem 4.6.
Corollary 4.8 (Defining property of the shadow transform). The shadow transform S : L2α(H)→
Map(ΩΓ,R) is the unique map with the property that for all r ∈ L2α(H) and f ∈ H(G,K) we have
‖PΓ(f ⊗ r)‖22 =
1
covol(Γ)2
∑
ω∈ΩΓ
Sr(ω) · |fˆ(ω)|2 (4.4)
Proof. From (4.3) and Proposition 4.6 we obtain for all r ∈ L2α(H) and f ∈ H(G,K),
‖PΓ(f ⊗ r)‖22 =
∑
ω∈ΩΓ
‖piω(PΓ(f ⊗ r))‖22 =
∑
ω∈ΩΓ
‖f̂(ω) · r˜(ω)‖22
covol(Γ)2
=
∑
ω∈ΩΓ
Sr(ω) · |fˆ(ω)|2
covol(Γ)2
.
Conversely, (4.4) determines each Sr(ω). 
Corollary 4.9 (Kernel of the shadow transform). Let r ∈ L2α(H). Then the following are equiva-
lent:
(i) r is contained in the kernel of the shadow transform, i.e. Sr = 0.
(ii) PΓ(f ⊗ r) = 0 for all f ∈ H(G,K).
Proof. Both conditions are equvialent to r˜ = 0, where r˜ is as in Proposition 4.6. 
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4.4. Pure-point spherical diffraction for uniform regular model sets
We can now give a formula for the spherical diffraction of a uniform regular model set
P ⊂ G/K associatedwith a uniform cut-and-project scheme (G,H,Γ). We denote byW0 ⊂ H
the window of P and by χW0 the characteristic function ofW0. Note that χW0 ∈ L2α(H), and
hence the shadow transform SχW0 is defined.
Theorem 4.10 (Spherical diffraction formula). Let P ⊂ G/K be a uniform regular model set. Then
the spherical diffraction η̂P is pure point. More precisely, if P can be constructed from the uniform
cut-and-project scheme (G,H,Γ) with windowW0 ⊂ H , then
η̂P =
1
covol(Γ)2
∑
ω∈ΩΓ
SχW0(ω) · δω. (4.5)
Proof. The proof is based on three ingredients: Firstly, if f ∈ H(G/K), then by Lemma 3.9.(iii),
η̂P (|f̂ |2) = ηP (f∗ ∗ f)
Secondly, by Corollary 2.14 for every f ∈ H(G/K) we have
ηP (f
∗ ∗ f) = ‖PΓ(f ⊗ χW0)‖22.
Thirdly, by (4.4) applied to r = χW0 we have
‖PΓ(f ⊗ χW0)‖22 =
1
covol(Γ)2
∑
ω∈ΩΓ
SχW0(ω) · |fˆ(ω)|2.
Combining these three ingredients we obtain
η̂P (|f̂ |2) = 1
covol(Γ)2
∑
ω∈ΩΓ
SχW0(ω) · |fˆ(ω)|2 =

 1
covol(Γ)2
∑
ω∈ΩΓ
SχW0(ω) · δω

 (|f̂ |2).
Since the functions of the form f∗ ∗ f with f ∈ H(G,K) span a dense subset of H(G,K) the
theorem follows. 
Note that the fact that the diffraction is pure point is a direct consequence of complete
reducibility of L2(Y )K over H(G,K). For non-uniform lattices this property fails, and hence
non-uniform regular model sets do not have pure point diffraction.
In order to obtain more explicit formulas for the spherical diffraction one has to compute
the shadow transform of the window more explicitly. We provide several examples in the
next section. In particular, we will see that in the abelian case, Theorem 4.10 reduces to [2,
Thm. 9.4], which in its essence goes back to the pioneering work of Meyer [25].
5. EXAMPLES OF DIFFRACTION FORMULAS
5.1. Abelian examples: Meyer’s formula
Let us briefly explain how the spherical diffraction formula (Theorem 4.10) reduces to
Meyer’s diffraction formula in the classical case where G and H are abelian and K = {e}
is the trivial subgroup. Denote by Ĝ and Ĥ the dual groups of G and H respectively, and
identify the dual group of G×H with Ĝ× Ĥ . If we denote by
Γ⊥ := {(ξ1, ξ2) ∈ Ĝ× Ĥ | ∀(γ1, γ2) ∈ Γ : ξ1(γ1)ξ2(γ2) = 1} < Ĝ× Ĥ
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the dual lattice of Γ and by piĜ : Ĝ × Ĥ → Ĝ the projection onto the first coordinate, then
S+(G,K) = Ĝ and
ΩΓ = piĜ(Γ
⊥) ⊂ Ĝ.
Note that this automorphic spectrum is actually in bijection with Γ⊥ by the following stan-
dard result (see [27, p.19]).
Lemma 5.1. If Γ projects injectively to G and densely to H , then Γ⊥ projects injectively to Ĝ and
densely to Ĥ .
Proof. If χ ∈ Γ⊥ is contained in the kernel of the projection to Ĝ, i.e. χ = χ1 ⊗ χ2, then χ2 is
trivial on the projection of Γ toH , hence on all ofH by continuity, and thus χ = 1. Moreover,
since Γ projects injectively toG, the mapH → (G×H)/Γ is injective, and hence the dual map
Γ⊥ → H⊥ has dense image. 
In particular, given χ1 ∈ piĜ(Γ⊥) there is a unique χ
(2)
1 ∈ Ĥ such that χ1 ⊗ χ(2)1 ∈ Γ⊥. Now
we choose Haar measuresmG on G andmH on H and denote by covol(Γ) the covolume of Γ
with respect tomG ⊗mH . Given f ∈ L1(G) ∩ L2(G) we denote by
f̂(χ1) :=
∫
G
f(g)χ1(g
−1)dmG(g)
the Fourier transform of f with respect tomG, and we denote by the same symbol the Fourier
transform with respect tomH . For f ∈ Cc(G) and r ∈ Cc(H) the Poisson summation formula
yields
‖PΓ(f ⊗ r))‖2 =
∑
(γ1,γ2)∈Γ
(f∗ ∗ f)(γ1)(r∗ ∗ r)(γ2) =
∑
(ξ1,ξ2)∈Γ⊥
|fˆ(ξ1)|2|rˆ(ξ2)|2,
hence we deduce from Corollary 4.8 that for r ∈ Cc(H) and χ1 ∈ ΩΓ we obtain
Sr(χ1) = covol(Γ)2 · |rˆ(χ(2)1 )|2.
By a density argument, the same formula holds for all r ∈ L2α(H). In particular, the diffraction
formula (4.5) specializes to
η̂P =
∑
(ξ1,ξ2)∈Γ⊥
|χˆW0(ξ2)|2 · δξ1 , (5.1)
which is Meyer’s formula.
Even more concretely, if we assume that G = Rn, H = Rm the we can identify Ĝ ∼= Rn,
Ĥ ∼= Rm via e2piiλ ↔ λ. Under this identification,
Γ⊥ = {(ξ1, ξ2) ∈ Rn × Rm | (ξ⊤1 , ξ⊤2 ) · Γ ⊂ Z},
and in (5.1) the Fourier transform χˆW0 is just the classical Fourier transform.
5.2. General structure of model sets in amenable Lie groups
Before we compute further examples, we discuss the general structure of model sets in
commutative spaces associated with amenable Lie groups. There are plenty of examples of
cut-and-project schemes (G,H,Γ) with G amenable, but requiring in addition that G is part
of Gelfand pair (G,K) with K compact is a rather restrictive condition. For example, in the
case of connected Lie groups we have the following:
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Proposition 5.2 (Cut-and-project schemes of amenable Lie groups). Let (G,H,Γ) be a cut-and-
project scheme, where G and H are Lie groups and G is amenable and part of a Gelfand pair (G,K)
withK compact, G/K simply-connected and G acting effectively on G/K. Then the following hold:
(i) G = N ⋊ L, where L is compact and contains K , and N is either abelian or 2-step nilpotent.
(ii) If piG(Γ) is contained in N , then H is either abelian or 2-step nilpotent and Γ is uniform.
Proof. (i) is an immediate consequnce of Vinberg’s decomposition theorem [33, Thm. 13.3.20].
If piG(Γ) < N , then piG(Γ) and thus Γ are 2-step nilpotent. But then also H is 2-step nilpotent
since it contains the dense 2-step nilpotent subgroup piH(Γ), and thus Γ is cocompact by [29,
Thm. 2.1]. 
In the situation of Proposition 5.2 the possible pairs (G,L) appearing in (i) can actually be
classified; these are called nilmanifold pairs (see [33, Sec. 13.4]). If we assume additionally that
piG(Γ) < N , then we obtain a full classification of all possible triples (G,H,Γ). Namely,H has
to be a 2-step nilpotent Lie group, and these are well-known. Then Γ has to be a lattice in the
nilpotent Lie groupN ×H , and hence arises from a rational basis of the Lie algebra ofN ×H
by the construction described in [29, Remark after Thm. 2.12].
If we drop the condition that piG(Γ) < N then we can no longer classify the corresponding
cut-and-project sets. Note that if we drop the assumption that G and H are connected, then
we can no longer even guarantee that Γ is uniform. In fact, there exists a cut-and-project
scheme (G,H,Γ) and a compact subgroupK < G such that G andH are compact-by-abelian
(in particular amenable), (G,K) is a Gelfand pair and Γ is non-uniform, see [6, p. 8] which is
based on [4, Example 3.5] due to Bader, Caprace, Gelander and Monod. This shows that we
are very far from classifying the possible cut-and-project sets in a commutative space G/K
with G a general lcsc amenable group.
For now, let us focus on the cut-and-project sets described in Proposition 5.2. In fact, we
will consider the special case whereK = L and piG(Γ) is contained in N . This means that Γ is
of the form
Γ =
{
((γ1, e), γ2) ∈ (N ⋊K)×H : (γ1, γ2) ∈ Γo
}
,
where Γo < N ×H is a lattice in N ×H , and N and H are either both abelian or both 2-step
nilpotent. Moreover, we can identify a bi-K-invariant function f on G with the correspond-
ing K-invariant functions fo on N given by f(n, k) = fo(n). In particular, we obtain an
identification
H(G,K)→ Cc(N)K , f 7→ fo.
Given f ∈ H(G,K) and r ∈ L2α(H), we have
‖PΓ(f ⊗ r)‖2 =
∑
(γ1,γ2)∈Γo
(f∗o ∗ fo)(γ1)(r∗ ∗ r)(γ2). (5.2)
Starting from this formula one can now compute the shadow transform of the cut-and-project
scheme (G,H,Γ). The details of this computation depend very much on whether N and H
are abelian or 2-step nilpotent, the abelian case being much easier.
5.3. Virtually abelian examples
Keeping the notation of the previous subsection, we now turn to the case where N and
H are abelian. In this case, the shadow transform can again be computed using the Poisson
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summation formula, starting from (5.2). More precisely, denoting by Γ⊥o the dual lattice of Γo
in N̂ × Ĥ as in the abelian case, the Poisson summation formula yields∑
(γ1,γ2)∈Γo
(f∗o ∗ fo)(γ1)(r∗ ∗ r)(γ2) =
∑
(ξ1,ξ2)∈Γ⊥o
|fˆo(ξ1)|2|rˆ(ξ2)|2.
Given a character ξ1 ∈ N̂ we denote by [ξ1] the positive-definite spherical function [ξ1] : G→
C given by
[ξ1](n, k) :=
∫
K
ξ1(k
′(n))dmK(k
′).
We then have an identification
K\N̂ → S+(G,K), Kξ1 → [ξ1].
In the case where N ∼= Rn, the functions [ξ1] are just normalized Bessel functions, hence we
refer to the functions [ξ1] as Bessel type functions in general. The automorphic spectrum of Γ is
then given by
ΩΓ = {[ξ1] | (ξ1, ξ2) ∈ Γ⊥}.
By Lemma 5.1 for every ξ1 ∈ piN̂ (Γ⊥) there is a unique ξ2 with (ξ1, ξ2) ∈ Γ⊥. Given Kξ1 ∈ ΩΓ
let us denote by (Kξ1)(2) the set of all ξ2 such that (k.ξ1, ξ2) ∈ Γ⊥ for some k ∈ K . Then
Sr(K.ξ1) = covol(Γ)2
∑
ξ2∈(Kξ1)(2)
|r̂(ξ2)|2.
Thus the diffraction formula (4.5) specializes to
η̂P =
∑
[ξ1]∈ΩΓ

 ∑
ξ2∈(Kξ1)(2)
|χ̂W0(ξ2)|2

 δ[ξ1],
which can be seen as a version of the “spherical Poisson summation formula” [1] for regular
model sets.
5.4. Virtually nilpotent examples
We now turn to the case of virtually nilpotent Lie groups. We will make a number of
simplifying assumptions. More precisely, our setting and notation will be as follows:
Convention 5.3. Throughout this subsection we will work in the following setting:
(1) Q1, Q2, Z1, Z2 are abelian lcsc groups, written additively.
(2) βi : Q2i → Zi are skew-symmetric bi-homomorphisms, which give rise to 2-step nilpo-
tent lcsc groups Ni := Qi ⊕βi Zi.
(3) K is a compact group acting by automorphisms on Q1 and leaving β1 invariant; thus
K acts on N1, fixing the center.
(4) Set G := N1 ⋊ K , H := N2, and N := N1 × N2, Q := Q1 × Q2, Z := Z1 × Z2. Then
G×H = N ⋊K andN = Q⊕β Z , where β : Q2 → Z is given by β((p1, p2), (q1, q2)) :=
β1(p1, q1) + β2(p2, q2).
(5) ∆ < Q, Ξ < Z are lattices which project injectively to the respective first factor and
densely onto both factors, and β(∆,∆) ⊂ Ξ. Consequently, ΓN := ∆ ⊕β Ξ is a lattice
in N with the same properties, and if we set
Γ := ΓN ⋊ {e} < N ⋊K = G×H,
then (G,H,Γ) is a uniform cut-and-project scheme. As before we set Y := (G×H)/Γ.
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(6) Finally, we assume that (G,K) is a Gelfand pair.
(7) We will also assume an exponential decay condition (EDC) on positive-definite spherical
functions of non-trivial central character, which we define in Definition 5.7 below.
Example. The conditions of Convention 5.3 are satisfied for example in the case where N1 =
N2, and N1 is the real Heisenberg groups, K is the maximal compact subgroup of the outer
automorphism group of N1 and ΓN is the group of Z[
√
2]-points of the Heisenberg group,
embedded into N1 ×N2 by the two different real embeddings of Z[
√
2].
A crucial consequence of our assumptions is that since K preserves β1, the subgroup Z is
central in G ×H , and Z1 is central in G. The latter observation implies that positive definite
spherical functions of (G,K) which are trivial on Z1 correspond to spherical functions of
the virtually abelian Gelfand pair (Q1 ⋊ K,K), which can be described as in the previous
subsection. More precisely, every character η1 ∈ Q̂1 gives rise to a positive definite spherical
function [η1] on G given by
[η1](q1, z1, k) :=
∫
K
η1(k
′(q1))dmK(k
′),
which depends only on the K-orbit Kη1 of η1 and vanishes on the center Z1 of G, hence
descends to a positive definite spherical function onQ1 ⋊K . As in the virtually abelian case,
we refer to these positive-definite functions as Bessel type functions.
As in the abelian case we denote by ∆⊥ ⊂ Q̂ and Ξ⊥ ⊂ Ẑ the dual lattice of ∆ and Ξ
respectively. From assumption (5) and Lemma 5.1 we deduce:
Lemma 5.4. ∆⊥ projects injectively to Q̂1 and densely to Q̂2. Similarly, Ξ⊥ projects injectively to
Ẑ1 and densely to Ẑ2. 
To describe the spectral decomposition of L2(Y )K explicitly, we introduce the following
notations.
Definition 5.5. (i) Given χ ∈ Ẑ we denote by L2(Q,∆, χ) the space of measurable func-
tions h : Q→ C satisfying
h(q1, q2) = h(q1 + δ1, q2 + δ2)χ1(β1(q1, δ1))χ2(β2(q2, δ2)) for all (δ1, δ2) ∈ ∆ (5.3)
and |h| ∈ L2(Q/∆).
(ii) Given χ1 ∈ Ẑ1 we denote by ΩK,χ1(Q1) the space of all (K,χ1)-spherical functions, i.e. all
continuous functions ωo : Q1 → C satisfying ωo(0) = 1 and∫
K
ωo(x+ k(y))χ1(β1(x, k(y)))dmK(k) = ωo(x)ωo(y) for all x, y ∈ Q1, (5.4)
and for all f ∈ Cc(N1),∫
N1
∫
N1
ωo(q2 − q1)χ1(−β1(q1, q1))f(q1, z1)f(q2, z2) dmN1(q1, z1)dmN1(q2, z2) ≥ 0. (5.5)
(iii) Given χ = χ1 ⊗ χ2 ∈ Ξ⊥ and ωo ∈ ΩK,χ1(Q1) we denote by L2(Q,∆, χ, ωo) the space of
all h ∈ L2(Q,∆, χ) which satisfy∫
K
χ1(β1(x1, k(q1)))h(x1 − k(q1), x2)dmK(k) = ωo(−q1) · h(x1, x2).
We will also identify characters of Q1 with homomorphisms N1 → S1 vanishing on the
center.
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Proposition 5.6. The spectral decomposition of L2(Y )K is given as follows.
(i) Every ω ∈ ΩΓ is either a Bessel type function of the form ω = [η1] for some η = η1⊗η2 ∈ ∆⊥ or
of the form ω(q1, z1, k) = ωo(q1)χ1(z1) for some χ = χ1⊗χ2 ∈ Ξ⊥ \{1} and ωo ∈ ΩK,χ1(Q1).
(ii) If ω = [η1] for some η = η1 ⊗ η2 ∈ ∆⊥, then L2(Y )Kω = iY (
⊕
C · η′), where the sum is take
over all η = η′1 ⊗ η′2 ∈ ∆⊥ with η′1 ∈ Kη1.
(iii) If ω(q1, z1, k) = ωo(q1)χ1(z1) for some χ = χ1 ⊗ χ2 ∈ Ξ⊥ \ {1} and ωo ∈ ΩK,χ1(Q1), then
there is an isomorphism
jχ : L
2(Q,∆, χ, ωo)→ L2(Y )Kω , h 7→ F (5.6)
given by
F ((q1, z1, k), (q2, z2)) = h(k
−1(q1), q2)χ1(z1)χ2(z2).
We postpone the proof of Proposition 5.6 to the following subsection. From the proposition
one obtains immediately that
ΩΓ ⊆ {[η1] | ∃η = η1 ⊗ η2 ∈ ∆⊥} ∪
⋃
χ=χ1⊗χ2∈Ξ⊥\{1}
{ωo ⊗ χ1 | ωo ∈ ΩK,χ1(Q1)} (5.7)
In general, the inclusion on (5.7) may be proper, since for ω as in (iii) it may happen that
L2(Y )Kω = {0}. We will later provide a sufficient condition (EDC) which guarantees that each
of these spaces is infinite-dimensional, and hence that equality holds in (5.7). This condition
will be satisfied in the Heisenberg example above.
Let now f ∈ H(G,K) and r ∈ L2α(H), where α is chosen as in Subsection 4.2 and let
F := PΓ(f ⊗ r). By Proposition 4.5 we have F ∈ L2(Y )K , and the latter space decomposes as
L2(Y )K =
⊕̂
ω∈ΩΓ
L2(Y )Kω , (5.8)
where ΩΓ is given by (5.7) above. If for every ω ∈ ΩΓ we denote by Fω the projection of F to
L2(Y )Kω , then by (4.4)
covol(Γ)2 ·
∑
ω∈ΩΓ
‖Fω‖2 =
∑
ω∈ΩΓ
Sr(ω) · |fˆ(ω)|2,
and thus, since the Fourier transforms of functions in H(G,K) separate points in ΩΓ, we
conclude that for every ω ∈ ΩΓ we have
|fˆ(ω)|2 · Sr(ω) = covol(Γ)2 · ‖Fω‖2. (5.9)
Thus in order to compute the shadow transform, we have to compute the norms ‖Fω‖2. If
ω = [η1] for some η1 ⊗ η2 ∈ Ξ⊥, then we argue exactly as in the virtually abelian case. Thus if
we denote by (Kη1)(2) the set of all η2 such that (k.η1, η2) ∈ Ξ⊥ for some k ∈ K , then
Sr([η1]) = covol(Γ)2 ·
∑
η2∈(Kη1)(2)
|r̂1(η2)|2 (r ∈ L2α(H)),
where r1(·) =
∫
Z2
r(·, z2) dmZ2(z2), and the Fourier transform is taken with respect to the Q2-
variable.
It remains to compute the shadow transform Sr(ω) for ω of the form
ω(q1, z1, k) = ωo(q1)χ1(z1)
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for some χ = χ1 ⊗ χ2 ∈ Ξ⊥ \ {1} and ωo ∈ ΩK,χ1(Q1). We fix such an ω once and for all and
observe that, by definition,
F ((q1, z1, k), (q2, z2)) = PΓ(f ⊗ r)((q1, z1, k1), (q2, z2)
= PΓN (f ⊗ r)((k−1(q1), z1), (q2, z2))
=
∑
(δ1,δ2)∈∆
∑
(ξ1,ξ2)∈Ξ
f(k−1(q1) + δ1, z1 + ξ1 + ω1(k
−1(q1), δ1))
· r(q2 + δ2, z2 + ξ2 + ω2(q2, δ2)).
In order to compute the norm of the projection Fω for ω as above we need to construct a dense
subspace of L2(Y )Kω ∼= L2(Q,∆, χ, ωo). We would like to construct such a dense subspace by
suitable periodizations, but for these periodizations to converge we need to assume sufficient
decay of certain spherical functions.
Definition 5.7. TheGelfand pair (G,K) satsfies the exponential decay condition (EDC) provided
for every χ1 ∈ Ẑ1 \ {1} there exists α > 0 such that ΩK,χ1(Q1) ⊂ L2α(Q1).
Remark 5.8. Let us briefly discuss why the condition EDC holds for Gelfand pairs associated
to real Heisenberg groups. For simplicity, let us assume that
Q1 = C
p ∼= R2p and Z1 = R and β1(z, w) = Im(〈z, w〉),
where 〈·, ·〉 denotes the standard Hermitian inner product on Cp, and K = U(p). By [33,
Proposition 13.2.2], for every non-trivial central character χ1 on Z1 there exists a real polyno-
mial L and a positive constant c such that each (K,χ1)-spherical function on Q1 satisfies
|ωo(q1)| ≤ L(‖q1‖2)e−c‖q1‖2 , for all (q1, t1) ∈ N1,
where ‖ · ‖ denotes the Hermitian norm on Cp. In particular, ωo belongs to L2α(Q1) for every
α > 0.
From now on we assume that (G,K) satisfies (EDC).
Lemma 5.9. Let χ ∈ Ξ⊥ \ {1} and ωo ∈ ΩK,χ1(Q1).
(i) There is a well defined map Pωo : Cc(Q2) → L2(Q,∆, χ, ωo) which sends ψ ∈ Cc(Q2) to the
function
hψ(q1, q2) :=
∑
(δ1,δ2)∈∆
ωo(q1 + δ1)ψ(q2 + δ2)χ1(β1(q1, δ1))χ2(β2(q2, δ2))
(ii) The map Pωo from (i) has dense image.
Proof. (i) Note that by Lemma 5.4 the assumption χ 6≡ 1 implies χ1 6≡ 1 and thus ωo ∈ L2α(Q1)
by EDC. If ψ ∈ Cc(Q2) then ψ ∈ L2α(Q2), and thus |hψ| ∈ L2(Q/∆) by Proposition 4.5. By
construction,
hψ(q1, q2) = hψ(q1 + δ1, q2 + δ2)χ1(β1(q1, δ1))χ2(β2(q2, δ2))
and thus hψ ∈ L2(Q,∆, χ). It is straight-forward to check that actually hψ ∈ L2(Q,∆, χ, ωo).
(ii) Suppose that the image of Pωo is not dense. Then, by Hahn-Banach’s Theorem, there
exists some non-zero h ∈ L2(Q,∆, χ, ωo) such that
〈h, hψ〉 = 0, for all ψ ∈ Cc(Q2),
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which translates to∫
Q
h(q1, q2)ωo(q1)ψ(q2) dmQ(q1, q2) = 0, for all ψ ∈ Cc(Q2).
We conclude that there exists a conull subsetQ′2 ⊂ Q2 such that∫
Q1
h(q1, q2)ωo(q1) dmQ1(q1) = 0, for all q2 ∈ Q′2.
We want to show that this leads to a contradiction. Firstly, since ∆ is countable, we may
without loss of generality assume that Q′2 is invariant under the projection of ∆ to Q2. In
particular, since h ∈ L2(Q,∆, χ, ωo), we see that for all q2 ∈ Q′2 and (δ1, δ2) ∈ ∆,
0 =
∫
Q1
h(q1, q2 + δ2)ωo(q1) dmQ1(q1)
=
∫
Q1
h(q1 − δ1 + δ1, q2 + δ2)ωo(q1) dmQ1(q1)
=
∫
Q1
h(q1 − δ1, q2)χ(β((q1, q2), (δ1, δ2)))ωo(q1) dmQ1(q1),
and thus ∫
Q1
h(q1 − δ1, q2)χ1(β1(q1, δ1))ωo(q1) dmQ1(q1) = 0.
We note that the function
τh(t) =
∫
Q1
h(q1 − t, q2)χ1(β1(q1, t))ωo(q1) dmQ1(q1)
is continuous on Q1, and satisfies τh(δ1) = 0 for all (δ1, δ2) ∈ ∆. By assumption the set all
possible δ1 is dense in Q1, and thus∫
Q1
h(q1 − t, q2)χ1(β1(q1, t))ωo(q1) dmQ1(q1) = 0, for all t ∈ Q1.
In particular, since ωo is K-invariant and β1(s, t) = −β1(−t,−s) for all s, t ∈ Q1, this implies
that ∫
Q1
( ∫
K
h(−t− k(−q1), q2)χ1(β1(−t,−k(q1)) dmK(k)
)
ωo(q1) dmQ1(q1) = 0
for all t ∈ Q1. Since h ∈ L2(Q,∆, χ, ωo), the inner integral equals h(−t, q2)ω(q1) for all t, and
thus
h(−t, q2)
∫
Q1
|ωo(q1)|2 dmQ1(q1) = 0, for all (t, q2) ∈ Q1 ×Q′2.
We conclude that h = 0 in L2(Q,∆, χ, ωo), and this contradiction finishes the proof. 
If we denote by jχ : L2(Q,∆, χ, ωo)→ L2(Y )Kω the isomorphism from (5.6), thenwe deduce
that the subset
{jχ(hψ) ∈ L2(Y )Kω | ψ ∈ Cc(Q2)} ⊂ L2(Y )Kω
is dense. In particular, for F = PΓ(f ⊗ r) as above we have
‖Fω‖ = sup
{〈F, jχ(hψ)〉 | ‖jχ(hψ)‖ = 1, ψ ∈ Cc(Q2)}. (5.10)
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To compute the inner products involved in this expression we introduce the following nota-
tions. Given a function h ∈ Cc(N2)we define
hχ2(q2) =
∫
Z2
h(q2, z2)χ2(−z2) dmZ2(z2),
and given two functions h1, h2 ∈ Cc(Q2)we define their χ2-twisted convolution by
(h1 ∗χ2 h2)(x) =
∫
Q2
h1(x− y)h2(y)χ2(β2(y, x)) dmQ2(y) (x ∈ Q2).
Then we have:
Lemma 5.10. Let F = PΓ(f ⊗ r) as above. Then for all ψ ∈ Cc(Q2) we have
〈F, jχ(hψ)〉 = f̂(ω)
∑
(δ1,δ2)
ωo(δ1)(ψ
∗ ∗χ2 rχ2)(δ2)
and
‖jχ(hψ)‖2 = ‖ωo‖2L2(Q1)
∑
(δ1,δ2)
ωo(δ1)(ψ
∗ ∗χ2 ψχ2)(δ2).
Proof. We prove the first formula, the proof of the second formula being similar. One checks
that ωo(−q) = ωo(q), and thus
〈F, jχ(hψ)〉 =
∑
(δ1,δ2)∈∆
∫
Q
∫
Z
f(q1, z1)r(q2, z2)ωo(−q1 − δ1) ·
ψ(q2 + δ2)χ((z1, z2) + β((q1, q2), (δ1, δ2)) dmQ(q1, q2) dmZ(z1, z2).
Note that since f is assumedK-invariant and β1 is skew-invariant we have by (5.4),∫
Q1
f(q1, z1)ωo(−q1)χ1(β1(q1, δ1)) dmQ1(q1)
=
∫
Q1
f(q1, z1)
(∫
K
ωo(k(−q1)− δ1)χ1(β1(k(q1), δ1)) dmK(k)
)
dmQ1(q1)
=
∫
Q1
f(q1, z1)
(∫
K
ωo(k(q1)− δ1)χ1(β1(δ1, k(q1))) dmK(k)
)
dmQ1(q1)
=
∫
Q1
f(q1, z1)ωo(−δ1)ωo(q1) dmQ1(q1).
Comparing this to
f̂(ω) =
∫
Q1
∫
Z1
f(q1, z1)ωo(−q1)χ1(−z1) dmQ1(q1)dmZ1(z1).
we observe that
〈F, jχ(hψ)〉 = f̂(ω)
∑
(δ1,δ2)
φo(−δ1) ·
·
∫
Z2
∫
Q2
r(q2, z2)ψ(q2 + δ2)χ2(β2(q2, δ2))χ2(−z2) dmQ2(q2) dmZ2(z2)
The double integral can be rewritten as∫
Q2
ψ∗(−δ2 − q2)rχ2(q2)χ2(β2(q2, δ2)) dmQ2(q2) = (ψ∗ ∗χ2 rχ2)(δ2),
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and thus the formula follows. 
From (5.9) and (5.10) we now deduce that
Sr(ω) = covol(Γ)2 · sup
ψ
∣∣∣∑
∆
ωo(δ1)(ψ
∗ ∗χ2 rχ2)(δ2)
∣∣∣2,
where the supremum is taken over all ψ ∈ Cc(Q2) such that∑
∆
ωo(δ1)(ψ
∗ ∗χ2 ψχ2)(δ2) = 1/‖ωo‖2L2(Q1).
This finishes our computation of the coefficients in the spherical diffraction formula for model
sets associated with the cut-and-project set (G,H,Γ). Specializing to the case of real Heisen-
berg groups we obtain Theorem 1.6.
5.5. Proof of the spectral decomposition in the virtually nilpotent case
This subsection is devoted to the proof of the spectral decomposition ofL2(Y )K as stated in
Proposition 5.6. We first observe that as anN -modulewe can identifyL2(Y )K withL2(N/ΓN )
via the isomorphism
iY : L
2(N/ΓN )→ L2(N ⋊K/(ΓN ⋊ {e}))K = L2(Y )K , F˜ 7→ F, (5.11)
given by F (q, z, k) := F˜ (k−1(q), z). In particular, this isomorphism is Z-equivariant.
Given χ ∈ Ẑ we denote by L2(Y )Kχ the subspace of central character χ. Since the action
ofH(G,K) on L2(Y )K is completely reducible and commutes with the action of Z , the space
L2(Y )K decomposes as a direct sum over the L2(Y )Kχ , which we can identify by iY with the
subspace L2(N/ΓN )χ ⊂ L2(N/ΓN ) of the same central character. If χ 6∈ Ξ⊥, then clearly
L2(N/ΓN )χ = {0} and thus
L2(Y )K =
⊕
χ∈Ξ⊥
L2(Y )Kχ =
⊕
χ∈Ξ⊥
iY (L
2(N/ΓN )χ).
Lemma 5.11. For every χ ∈ Ẑ there is an isomorphism
iχ : L
2(Q,∆, χ)→ L2(N/ΓN )χ, (5.12)
which sends h ∈ L2(Q,∆, χ) to the function f given by
f((q1, z1), (q2, z2)) = h(q1, q2)χ1(z1)χ2(z2). (5.13)
Proof. By definition f ∈ L2(N/ΓN ) is contained in L2(N/ΓN )χ iff it satisfies the identity
f((q1, z1 − w1), (q2, z2 − w2)) = χ1(w1)χ2(w2)f((q1, z1), (q2, z2)).
for almost all q1 ∈ Q1, q2 ∈ Q2, w1, z1 ∈ Z1, w2, z2 ∈ Z2, which implies that the product
χ1(z1)
−1χ2(z2)
−1f((q1, z1), (q2, z2)) is almost surely independent of z1 and z2, i.e.
f((q1, z1), (q2, z2)) = h(q1, q2)χ1(z1)χ2(z2)
Right-ΓN -invariance of f amounts to the condition
h(q1, q2) = h(q1 + δ1, q2 + δ2)χ1(β1(q1, δ1))χ2(β2(q2, δ2)) ((δ1, δ2) ∈ ∆)
or h. In particular, |h| descends to Q/∆. Moreover, square-integrability of f implies that
|h| ∈ L2(Q/∆), hence h ∈∈ L2(Q,∆, χ). Conversely, if h ∈ L2(Q,∆, χ), then the function f
given by (5.13) is contained in L2(N/ΓN )χ. 
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For the trivial character χ ≡ 1, Lemma 5.11 specializes to the statement that
L2(Q,∆, 1) = L2(Q/∆).
The decomposition of the latter is now exactly as in the virtually abelian case (Subsection 5.3),
and this establishes Part (ii) of Proposition 5.6.
Now assume that χ = χ1 ⊗ χ2 ∈ Ξ⊥ \ {1}. By Lemma 5.4 we then have χ1 6= 1, hence Part
(i) of Proposition 5.6 follows from the following lemma:
Lemma 5.12. A function ω : G = (Q1 ⊕β1 Z1) ⋊ K is a positive-definite spherical function if and
only if is of the form ω(x, z, k) = ωo(x)χ1(z) for some character χ1 ∈ Ẑ1 and some ωo ∈ ΩK,χ1(Q1)
Proof. Recall that every positive-definite spherical function ω is the matrix coefficient of an
irreducible spherical representation (Vω, piω), i.e.
ω(g) = 〈v, piω(g)v〉
for a unit vector v ∈ V Kω . Denote by χ1 ∈ Ẑ the central character of piω, i.e. the restriction of pi
to the center Z1, and denote by ωo the restriction of ω to Q1. Since v isK-invariant we obtain
ω(q, z, k) = 〈v, piω(q)piω(z)piω(k)v〉 = 〈v, piω(q)χ1(z)v〉 = 〈v, piω(q)v〉χ1(z) = ωo(q)χ1(z).
Thus every ω ∈ S+(G,K) is of the form ω(x, z, k) = ωo(x)χ1(z) for some character χ1 ∈ Ẑ1
and a continuous function ωo : Q1 → C. Recall from Proposition 3.3 that ω ∈ S+(G,K) if
and only if ω is bi-K-invariant and satisfies ω(e) = χ1(e) = 1, (3.2) and (3.1). The latter three
conditions for ω are equivalent to ωo = e, (5.4) and (5.5) for ωo respectively. Finally, bi-K-
invariance of ω amounts to K-invariance of ωo. The latter, however, follows automatically
from (5.4) by choosing x = 0. The lemma follows. 
Only Part (iii) of Proposition 5.6 remains to show. Let us denote by
jχ : L
2(Q,∆, χ)→ L2(Y )Kχ
the isomorphism arising as the composition of the isomorphisms iχ : L2(Q,∆, χ)→ L2(N/ΓN )χ
from (5.12) and iY : L2(N/ΓN )χ → L2(Y )Kχ from (5.11).
Proposition 5.13. Given χ = χ1 ⊗ χ2, the weights appearing in the decomposition of L2(Y K)χ are
of the form ω(x, z, k) = ωo(x)χ1(z) for some ωo ∈ ΩK,χ1(Q1). If ω is of this form, then
j−1χ (L
2(Y )Kω ) = L
2(Q,∆, χ, ωo).
Proof. Let h ∈ L2(Q,∆, χ) and let f ∈ L2(N/ΓN )χ be the image of h under the isomorphism
iχ from (5.12). Assume that f ∈ L2(N/ΓN )χ is an eigenfunction of the Hecke algebra, i.e.
there exists ω ∈ S+(G,K) such that for all ρ ∈ Cc(N1)K ,∫
N1
ρ(n1)f(n
−1
1 m1,m2)dmN1(n1) = mω(ρ)f(m1,m2) (m1 ∈ N1,m2 ∈ N2). (5.14)
It then follows from Lemma 5.12 that ω(x, z, k) = ωo(x)χ1(z) for some ωo ∈ ∆K,χ1(Q), and
it remains to show only that f satisfying(5.14) is equivalent h ∈ L2(Q,∆, χ, ωo). If we write
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m1 = (x1, t1) andm2 = (x2, t2), then the left-hand side of (5.14) is given by∫
N1
ρ(n1)f(n
−1
1 m1,m2)dmN1(n1)
=
∫
Q1
∫
Z1
ρ(q1, z1)f((x1 − q1, t1 − z1 + β1(x1, q1)), (x2, t2)) dmZ1(z1) dmQ1(q1)
=
∫
Q1
∫
Z1
ρ(q1, z1)h(x1 − q1, x2)χ1(t1 − z1 + β1(x1, q1))χ2(t2) dmZ1(z1) dmQ1(q1)
= χ1(t1)χ2(t2) ·
∫
Q1
χ1(β1(x1, q1))h(x1 − q1, x2)
(∫
Z1
ρ(q1, z1)χ1(−z1) dmZ1(z1)
)
dmQ1(q1).
In terms of theK-invariant function
ρχ1(q1) :=
∫
Z1
ρ(q1, z1)χ1(−z1) dmZ1(z1)
this can be written as∫
N1
ρ(n1)f(n
−1
1 m1,m2)dmN1(n1) = χ1(t1)χ2(t2)·
∫
Q1
χ1(β1(x1, q1))h(x1−q1, x2)ρχ1(q1) dmQ1(q1).
On the other hand, the right-hand side of (5.14) can be written as
mω(ρ)f(m1,m2) =
∫
G
ρ(x)ω(x−1)dmG(x) · h(x1, x2)χ1(t1)χ2(t2)
= χ1(t1)χ2(t2) ·
∫
Q1
∫
Z1]
ρ(q1, z1)ω(−q1,−z1) dmZ1(z1) · dmQ1(q1)
= χ1(t1)χ2(t2) ·
∫
Q1
ωo(−q1)ρχ1(q1) dmQ1(q1)h(x1, x2),
and thus (5.14) is equivalent to∫
Q1
χ1(β1(x1, q1))h(x1 − q1, x2) · ρχ1(q1) dmQ1(q1) =
∫
Q1
ωo(−q1) · h(x1, x2) · ρχ1(q1) dmQ1(q1).
Now two functions integrate against a dense set ofK-invariant functions, if and only if their
averages along K-orbits agree, and thus (5.14) is equivalent to h ∈ L2(Q,∆, χ, ωo). This
finishes the proof. 
5.6. Totally disconnected examples: Shadow transform vs. Hecke correspondence
In the case where G is a totally disconnected lcsc group and K < G is a compact open
subgroup, the shadow transform is closely related to a classical object in harmonic analysis,
the so-called Hecke correspondence, which we recall briefly.
For this letG be a totally-disconnected lcsc group,K < G a compact open subgroup so that
(G,K) is a Gelfand pair,H another lcsc group and Γ < G×H a lattice with dense projections
ΓG < G and ΓH < H such that Γ → ΓG is an isomorphism. We will normalize the Haar
measures on G and H such that mG(K) = covol(Γ) = 1. For the moment we do not assume
that Γ is uniform.
Since ΓG is dense in G and K is open, the multiplication map K × ΓG → G is onto. We
denote by g 7→ (kg, γg) a fixed Borel section of this map. As before we denote by τ : ΓG → H
the map τ(g) = pH(p−1G (g)).
Proposition 5.14 (Hecke correspondence). Let ΓK := ΓG ∩K and Γ0 := τ(ΓK) < H .
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(i) Γ0 < H is a lattice, which is uniform if and only if Γ is uniform.
(ii) The map j : K\(G × H)/Γ → H/Γ0 given by j([g, h]) := hτ(γ−1g )Γ0 is a homeomorphism
with inverse given by i : H/Γ0 → K\(G×H)/Γ, hΓ0 7→ K(e, h)Γ.
(iii) i and j induce mutually inverse isomorphisms of H-representations
i∗ : L2(Y )K → L2(H/Γ0) and j∗ : L2(H/Γ0)→ L2(Y )K .
(iv) The Hecke algebra H(G,K) acts on L2(H/Γ0) via
T (ρ)(f)(hΓ0) =
∫
G
ρ(g)f(τ(γg)hΓ0) dmG(g) (ρ ∈ H(G,K), f ∈ L2(H/Γ0)).
Proof. We first prove (ii). Observe first that for all (g, h) ∈ G×H ,
K(g, h)Γ = K(kgγg, h)Γ = K(γg, h)Γ = K(e, hτ(γg)
−1)Γ.
This shows that the map pi : H → K\G × H/Γ given by pi(h) := K(e, h)Γ is onto. Now
assume that pi(h1) = pi(h2). Then
∃k ∈ K, γ ∈ ΓG : (e, h1) = k(e, h2)(γ, τ(γ)) = (kγ, h2τ(γ)) (5.15)
This implies that kγ = e, hence k = γ−1 ∈ ΓK and thus h1 ∈ h2Γ0. Conversely, if h1 ∈ h2Γ0
then (5.15) holds. Thus pi factors through H/Γ0 and defines a continuous bijection i as in the
proposition with inverse j. Now note that H acts on K\(G ×H)/Γ, since it commutes with
K , and that i is H-equivariant. It follows that i is open, whence i and j are mutually inverse
homeomorphisms. This proves (ii) and shows in particular that Γ0 is of finite covolume,
respectively cocompact in H if and only if Γ < G × H has the corresponding property. To
show (i) it thus remains to show only that Γ0 is discrete. However, for every compact subset
W ⊂ H we have
Γ0 ∩W = τ(ΓK) ∩W = τ(pG((K ×W ) ∩ Γ)),
which is finite by discreteness of Γ. This finishes the proof of (i) and provides us with a unique
H-invariant probability measure mH/Γ0 on H/Γ0. Now (ii) yields an H-equivariant isomor-
phism i∗ : Cc(Y )K → Cc(H/Γ0), and under this identification the H-invariant measure mY
on Y must correspond tomH/Γ0 , hence we deduce that (iii) holds. In particular, H(G,K) acts
on L2(H/Γ0) via
T (ρ)(f) := i∗(piY (ρ).(j
∗f)) (ρ ∈ H(G,K), f ∈ L2(H/Γ0)).
Writing out the definitions of i∗, j∗ and piY explicitly we end up with (iv). 
Example. Themost classical examples of aHecke correspondence is given byG := PGL2(Qp),
K := PGL2(Zp), H := PGL2(R) and Γ := PGL2(Z[1/p]) sitting diagonally inside G ×H . In
this case, ΓK = PGL2(Z) and thus
Λ2 := H/Γ0 = PGL2(R)/PGL2(Z)
can be identifiedwith the space of homothety classes of lattices in R2. Here the Hecke algebra
H(G,K) is generated by the single element
ρ0 := χKgpK ∈ H(G,K), where gp :=
(
p
1
)
,
and the action of the Hecke algebra on Λ2 is determined by
T (ρ0)f(Λ) =
∑
[Λ:Λ′]=p
f(Λ′).
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While Example 5.6 concerns a non-uniform lattice, here we are interested in the case of a
uniform lattice Γ < G × H . In this case, Γ0 is cocompact in H , and we can decompose the
representation (L2(H/Γ0), T ) ofH(G,K) as
L2(H/Γ0) =
⊕
ω∈ΩΓ
L2(H/Γ0)ω,
whereL2(H/Γ0)ω ⊂ L2(H/Γ0) denotes theH(G,K)-eigenspace ofweight ω. Given a function
r ∈ Cc(H), we denote by PΓ0r ∈ Cc(H/Γ0) ⊂ L2(H/Γ0) its periodization over Γ0 and by
PΓ0rω the projection of the latter onto L2(H/Γ0)ω.
Proposition 5.15 (Shadow transform vs. Hecke correspondence). Let r ∈ Cc(H/Γ0) and denote
by j∗ : L2(H/Γ0)→ L2(Y )K the Hecke correspondence. Then
Sr(ω) = covol(Γ)2 · ‖j∗(PΓ0rω)‖22.
Proof. We recall from Proposition 4.6 that Sr(ω) = ‖r˜(ω)‖22, where r˜ satisfies
f̂(ω) · r˜(ω)
covol(Γ)
= piω(PΓ(f ⊗ r)) (5.16)
for every f ∈ H(G,K). Now observe that χK is a two-sided identity inH(G,K), and thus for
all h ∈ H(G,K) and ω ∈ S+(G,K),
χ̂K(ω) · ĥ(ω) = χ̂K ∗ h(ω) = ĥ(ω),
and hence χ̂K(ω) = 1. We can thus apply (5.16) with f := χK and obtain
r˜(ω)
covol(Γ)
= piω(PΓ(χK ⊗ r)),
and thus
Sr(ω) = covol(Γ)2 · ‖piω(PΓ(χK ⊗ r))‖2.
Now for (g, h) ∈ G×H we have
PΓ(χK ⊗ r)((g, h)Γ) =
∑
γ∈ΓG
χK(gγ)r(hτ(γ)) =
∑
γ∈ΓG
χK(kgγgγ)r(hτ(γ))
=
∑
γ∈ΓG
χK(γgγ)r(hτ(γ)) =
∑
γ∈γgΓG
χK(γ)r(hτ(γ
−1
g )τ(γ))
=
∑
γ∈ΓG
χK(γ)r(j([g, h])τ(γ)) =
∑
γ∈ΓK
r(j([g, h])τ(γ))
= PΓ0(r ◦ j)((g, h)Γ) = j∗(PΓ0r)((g, h)Γ),
hencePΓ(χK⊗r) = j∗(PΓ0r). Finally, byH(G,K)-equivariance of theHecke-correspondence,
we have
r˜(ω) = piω(j
∗(PΓ0r)) = j∗(piω(PΓ0r)) = j∗(PΓ0rω),
and the proposition follows. 
Corollary 5.16 (Spherical diffraction formula for a compact-openK). In the situation of Propo-
sition 5.15 the spherical diffraction η̂P of the model set P in G/K associated with the cut-and-project
scheme (G,H,Γ) and windowW0 is given by
η̂P =
∑
ω∈ΩΓ
‖piω(PΓ0χW0)‖2H/Γ0 · δω.

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APPENDIX A. APPROXIMATION OF THE SPHERICAL AUTO-CORRELATION
A.1. Statement of the approximation theorem
Throughout this appendix we consider the following situation. (G,K) is a Gelfand pair, Λ
a regular model set (not necessarily uniform) in G associated with a cut-and-project scheme
(G,H,Γ) and a windowW0 ⊂ H . We then denote by P ⊂ G/K is the corresponding model
set in G/K and by by ν the unique G-invariant measure on Y ×P . By definition, the spheri-
cal auto-correlation of P is given by ηP := ην . The goal of this appendix is to provide an
approximation formula for ηP under rather general circumstances.
We will identify compact subsets of G/K with right-K-invariant subset of G, and K-
invariant (i.e. radial) subsets of G/K with bi-K-invariant subsets of G. Given a sequence
(Ft) of compact subsets of G of positive measure we denote by (βt) the associated sequence
of probability measures on G defined by
βt(ρ) =
1
mG(Ft)
∫
Ft
ρ(s) dmG(s), for ρ ∈ Cc(G).
Definition A.1. Let (Ft) be a sequence of K-invariant compact subsets of G/K of positive
Haar measure. Then (Ft) is called a good approximation sequence for Γ with respect to the
Gelfand pair (G,K) if
(GAS1) (Ft) is weakly admissible in the sense of [6, Def. 5.1];
(GAS2) the associated sequence (βt) of bi-K-invariant Borel probability measures onG satis-
fies
lim
t→∞
β̂t(ω) = 0 for all ω ∈ spec(G,K)(L2((G×H)/Γ)) \ {1}.
Theorem A.2 (Approximation of the spherical auto-correlation of a model set). Let P ⊂ G/K
be the regular model set associated with (G,H,Γ,W0) and let (Ft) be a good approximation sequence
for Γ with respect to the Gelfand pair (G,K). Then the spherical auto-correlation ηP ∈ R(K\G/K)
is given by
ηP (f) = lim
t→∞
1
mG(Ft)
∑
x∈P0∩Ft
∑
y∈P0
f(x−1y) (f ∈ H(G,K)).
A.2. Reduction to a pointwise ergodic theorem
We now turn to the proof of Theorem A.2. Let G,K,H,Γ,Λ, P be as above and fix a good
approximation sequence (Ft) for Γ with respect to the Gelfand pair (G,K) with associated
sequence (βt) of bi-K-invariant Borel probability measures on G.
We recall from Proposition 2.11 that ηP = ηΛ|H(G,K). In view of [6, Thm. 5.3], Theorem A.2
will thus follow if we can establish that the Hecke algebra H(G,K) is generic with respect to
ν and (Ft) in the sense of [6, Def. 5.2], i.e. that
ην(f
∗
1 ∗ f2) = lim
t→∞
1
mG(Ft)
∫
Ft
Pf1(s−1Λ)Pf2(s−1Λ) dmG(s) for all f1, f2 ∈ H(G,K).
This condition can be rephrased as a pointwise ergodic theorem for the parameter space Y :=
(G×H)/Γ as follows.
Definition A.3. A sequence (βt) of bi-K-invariant Borel probability measures on G is called
pointwise good with respect to (K,Y ) if
lim
t→∞
∫
G
h(g−1.y) dβt(g) =
∫
Y
hdmY for all h ∈ Cb(Y )K and y ∈ Y .
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Lemma A.4 (Genericity criterion). Let (Ft) be a sequence of K-invariant compact subsets of G/K
of positive Haar measure, and let (βt) the corresponding sequence of probability measures on G.
If the sequence (βt) is pointwise good with respect to (K,Y ), then H(G,K) is generic with respect
to ν and (Ft), and thus Theorem A.2 holds.
Proof. Denote by β : XΛ → Y the periodization map from [6, Thm. 3.1] and let y0 := β(Λ) ∈
Y . We recall from [6, Thm. 4.11 and Lemma 4.12] that for f ∈ Cc(G) we have
Pf(P ) = PΓ(f ⊗ χW0)(β(P )). (A.1)
Now let f1, f2 ∈ H(G,K). Then by (A.1) and G-equivariance of β we have
Pf(s−1Λ) = PΓ(fj ⊗ χW0)(β(s−1Λ)) = Pf(s−1y0) (s ∈ G),
and hence if we define a function h : Y → C by
h(y) := PΓ(f1 ⊗ χW0)(y)PΓ(f2 ⊗ χW0)(y),
then by definition of the measures βt we obtain
lim
t→∞
1
mG(Ft)
∫
Ft
Pf1(s−1Λ)Pf2(s−1Λ) dmG(s)
= lim
t→∞
1
mG(Ft)
∫
Ft
PΓ(f1 ⊗ χW0)(s−1.y0)PΓ(f2 ⊗ χW0)(s−1.y0)dmG(s)
= lim
t→∞
1
mG(Ft)
∫
Ft
h(s−1.y0)dmG(s) = lim
t→∞
∫
G
h(g−1.y0) dβt(g).
If we now assume that (βt) is pointwise good, then unravelling the definition of hwe obtain
lim
t→∞
1
mG(Ft)
∫
Ft
Pf1(s−1Λ)Pf2(s−1Λ) dmG(s)
= lim
t→∞
∫
G
h(g−1.y0) dβt(g) =
∫
Y
h dmY
= 〈PΓ(f1 ⊗ χW0),PΓ(f2 ⊗ χW0)〉Y = ην(f∗1 ∗ f2),
which shows that H(G,K) is generic with respect to ν and (Ft). 
A.3. From the spectral condition to the pointwise ergodic theorem
We keep the notation of the previous subsection. In order to finish the proof of Theorem
A.2 it remains to show only that every sequence (βt) of bi-K-invariant probability measures
on G satisfying the spectral condition (GAS2) from Definition A.1 above is pointwise good
with respect to (K,Y ). By a classical argument (recalled in Proposition A.6 below), Condition
(GAS2) implies that the sequence (βt) satisfies a spherical mean ergodic theorem. Thework of
Gorodnik and Nevo [17, 18, 19, 20, 21] investigates in great generality underwhich conditions
one can sharpen mean ergodic theorems for (possibly non-amenable) groups into pointwise
statements. Specializing some of their ideas to the setting at hand we will show that in our
setting the mean ergodic theorem implies the desired pointwise statement, thereby finishing
the proof of Theorem A.2.
Let us start by formulating the mean ergodic theorem which is implied by the spectral
condition (GAS2).
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Definition A.5. Let (Y, ν) be a G-probability space. A sequence (βt) of bi-K-invariant Borel
probability measures on G is called weakly ergodic with respect to (K,Y ) if for every f ∈
L2(Y )K the functions
Ft(y) :=
∫
G
f(s−1y) dβt(s)
converge to the constant function
∫
Y f dmY with respect to the weak topology in L
2(Y ) as
t→∞.
With this terminology understood, the classical mean ergodic theorem for Gelfand pairs
can be formulated as follows.
Proposition A.6. Let (Y, ν) be an ergodic G-probability space and let (βt) be a sequence of bi-K-
invariant Borel probability measures on G . Then the following are equivalent.
(i) (βt) satisfies the spectral condition (GAS2).
(ii) (βt) is weakly ergodic with respect to (K,Y ).
To keep our exposition self-contained, we recall the well-known proof.
Proof. We consider the subrepresentationW := L2o(Y ) ⊂ L2(Y ). Then
spec(G,K)(L
2(Y )) \ {1} ⊂ supp(νW ) ⊂ spec(G,K)(L2(Y ))
and since (Y, ν) is ergodic, the trivial representation is not contained inW , and thus νW ({1}) =
0 by Lemma 3.5. Observe that (ii) is equivalent to the condition
〈piW (βt)f1, f2〉L2(Y ) → 0 (f1, f2 ∈ L2o(Y )K),
which by polarization is equivalent to
lim
t→∞
〈f, piW (βt)f〉 = 0 (f ∈ L2o(Y )K). (A.2)
Under the isomorphism
WK ∼=
∫ ⊕
S+(G,K)
VωdνW (ω)
the function f corresponds to a vector field (fω) on supp(νW ) and we have
piW (βt).(fω) = (β̂t(ω) · fω).
Thus (A.2) is equivalent to lim β̂t(ω) = 0 for νW -almost all ω, or equivalently, νL2(Y,ν)-almost
all ω ∈ spec(G,K)(L2(Y )) \ {1}. This shows that (i) and (ii) are equivalent. 
At this point we have reduced the proof of Theorem A.2 to the following purely ergodic
theoretic statement:
TheoremA.7 (Weak ergodicity implies pointwise goodness). If a sequence (βt) of bi-K-invariant
Borel probability measures on G is weakly ergodic with respect to (K,Y ), then it is pointwise good
with respect to (K,Y ).
The proof of Theorem A.7 is based on two lemmas. The first one is just a convenient
reformulation of Definition A.5.
LemmaA.8. Suppose that ν is a bounded positive Borel measure on Y which is absolutely continuous
with respect to mY with a square-integrable density. If (βt) is weakly ergodic with respect to (K,Y ),
then βˇt ∗ ν → mY in the vague topology.
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The second ingredient is the following continuity result, which is known in various related
forms and which we state and prove here for ease of reference.
Lemma A.9. Let ψ ∈ Cc(G × H) be non-negative and fix y ∈ Y . Then the bounded non-negative
measure ν on Y , defined by
ν(f) = (ψ ∗ δy)(f) =
∫
G
∫
H
ψ(g, h)f((g, h).y) dmG(g)dmH(h) for f ∈ Cc(Y ),
is absolutely continuous with respect tomY with a bounded density.
Proof. It suffices to prove the lemma when y = (e, e)Γ. We begin by noting that ν is uniquely
determined by its values at functions f of the form
f((g, h)Γ) =
∑
γ∈Γ
F ((g, h)γ), where F ∈ Cc(G×H),
and a straightforward calculation shows that if f has this form, then
ν(f) =
∫
G
F (g, h)ρψ((g, h)Γ) dmG(g) dmG(h) =
∫
Y
f(y)ρψ(y) dmY (y),
where
ρψ((g, h)Γ) =
∑
γ∈Γ
ψ((g, h)γ).
This shows that ν is absolutely continuous with respect tomY with density ρψ . To prove that
this density is bounded, we obtserve that
|ρψ((g, h)Γ)| ≤ ‖ψ‖∞ · | supp(ψ) ∩ (g, h)Γ|
Since Γ has finite local complexity and supp(ψ) is compact, the right-hand side is uniformly
bounded (see e.g. [5, (2.1)]). 
Proof of Theorem A.7. Given a non-negative ψ ∈ Cc(G ×H) and a bounded positive measure
ν on Y , we define a new bounded positive measure ψ∗ν on Y by
ψ∗ν(φ) := ν(ψˇ ∗ φ).
With this notation we have to show that for every y ∈ Y the sequence (βˇt)∗δy converges to
mY in the vague topology. Note that the set {(βˇt)∗δy} is vaguely sequentially pre-compact
in the space of all sub-probability measures. It thus suffices to show that every vague limit
point ν coincides withmY .
Thus assume that ν is a sub-probability measure given by ν = lim (βˇtn)∗δy for some sub-
sequence (tn) and note that ν is automatically K-invariant. We have to show that ν = mY .
For this it suffices to show that ρ∗ν = mY for every probability density ρ ∈ Cc(G ×H)K , for
then we can extract an approximate identity (ρn) of such functions and conclude that
ν = lim
n→∞
(ρn)∗ν = mY .
Thus let ρ ∈ Cc(G ×H)K be a probability density and f ∈ Cc(Y ). Observe that βˇt commutes
with Cc(H) since the G and H actions commute, and thus, by commutativity of the Hecke
algebra, the βˇt commute with every ρ ∈ Cc(G × H)K with respect to convolution. We thus
have
ρ∗ν(f) = lim
n→∞
ρ∗((βˇtn)∗δy)(f) = limn→∞
(ρ ∗ βˇtn)∗δy(f)
= lim
n→∞
(βˇtn ∗ ρ)∗δy(f) = limn→∞ (ρ∗δy)(βtn ∗ f).
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By Lemma A.9, ρ∗δy is absolutely continuous with respect to mY with a bounded (hence
square-integrable) density. By Lemma A.8, we conclude that the last limit above is equal to
mY (f), which finishes the proof. 
This finishes the proof of Theorem A.2.
A.4. Examples of good approximation sequences
In order to apply Theorem A.2 we need to construct good approximate sequences in the
lcsc groups we are interested in. The existence of such sequences depends very much on the
class of groups in question. As we will see, many amenable and all semisimple groups admit
plenty of good approximate sequences, but for very different reasons (existence of Følner sets
vs. mixing).
As for amenable groups, we have already pointed out in [6] that every weakly admissible
Følner sequence is a good approximation sequence. We do not knowwhether every amenable
groups admits such a sequence, but many examples of interest do.
In the semisimple case, the existence of good approximation sequences is guaranteed by
the Howe–Moore theorem, as we will explain next. Recall first that if G is a semisimple real
Lie group, then all maximal compact subgroups of G are conjugate, and if K is any such
subgroup, then (G,K) is a Gelfand pair. Similarly, if G is a semisimple group over a non-
Archimidean local field, then we can construct a Gelfand pair (G,K) by choosing K to be a
vertex stabilizer of the associated Bruhat-Tits building. Generalizing both cases, if G is an S-
adic semisimple group in the sense of [4], then we obtain a Gelfand pair (G,K) by choosing
K to be the product of the maximal compact subgroups of the Archimedean local factors and
the vertex stabilizers of the Bruhat-Tits buildings associated with the non-Archimedean local
factors. For these Gelfand pairs we have:
Proposition A.10 (Good approximation sequences in semisimple groups). Let G be a S-adic
semisimple group, Γ < G a lattice and K < G as above. Then every weakly admissible sequence (Ft)
is a good approximation sequence for Γ with respect to the Gelfand pair (G,K).
Proof. Every ω ∈ S+(G,K) \ {1} is a matrix coefficient for some non-trivial irreducible spher-
ical representation V of G. Since V is irreducible and non-trivial, it does not contain any
fixed vectors, hence its matrix coefficients decay by the (S-adic version of the) Howe–Moore
theorem. 
PropositionA.10 is related to the fact that theG-action on Y ismixing, a phenomenonwhich
does not occur in the abelian case. To illustrate further the connection between good approx-
imation sequences in non-amenable groups and mixing, we consider a class of examples of
model sets in (automorphism groups of) trees.
Let T = Td be a d-regular tree, o ∈ T a vertex, G := Aut(T ) the full automorphism group
andK := Stab(o). ThenK is a maximal compact subgroup ofG, and (G,K) is a Gelfand pair
(see [14] for a discussion of these Gelfand pairs). G contains a topologically simple subgroup
G0 of index 2, which contains K (see [32]). If we fix a bi-partite coloring of the vertices of T ,
then G0 can be defined as the subgroup of coloring preserving automorphisms of T . By [24],
G0 has the Howe–Moore property.
Let us briefly explain how to construct model sets in G0 using the results from [7, 8].
Given d ∈ N we denote by Sd the permutation group on d letters and let F < Sd be a
2-transitive subgroup, e.g. the alternating group Ad. As explained in [7, Sec. 3.2] one obtains
a subgroup U(F ) < Aut(Td) called the universal group of F . Roughly speaking, U(F ) consists
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of those automorphisms of Td which on each vertex link induce a permutation from F with
respect to some fixed legal coloring, and different colorings lead to conjugate subgroups of
Aut(Td). If d1, d2 are large even integers (d1 ≥ 30 and d2 ≥ 38 is sufficient), then Burger and
Mozes construct in [8, Thm. 6.3] a lattice
Γ1 < U(Ad1)× U(Ad2) < Aut(Td1)×Aut(Td2)
with the following properties. The projections of Γ1 into U(Ad1) and U(Ad2) are dense, Γ1 is
torsion-free, cocompact and admits a finite index simple subgroup Γ.
Proposition A.11 (Model sets of Burger–Mozes type). Let d ≥ 30 be an even integer, G :=
Aut(Td), G0 < G the index 2 subgroup, H := U(A38) and Γ as above. Then Γ is a simple cocompact
lattice in G0 ×H , and (G,H,Γ) and (G0,H,Γ) are model set triples.
Proof. By [8, Thm. 6.3], Γ1 is cocompact and projects densely intoH ; the finite index subgroup
Γ inherits these properties. The projection of Γ to G is non-trivial, since it has finite index in
the projection of Γ1 which is dense in U(Ad1). Since Γ is simple, the projection is injective and
the finite index subgroup Γ ∩ (G0 ×H) coincides with Γ, i.e. Γ is contained in G0 ×H . 
We now discuss approximation sequences for Γ. Observe that bi-K-invariant subsets in
G correspond via the projection pi : G → G/K = T to radial subsets of T . Thus the most
obvious sequence of bi-K-invariant sets in G is (Ft := pi−1(Bt(o)))t∈N, and these are easily
seen to be weakly admissible. Similarly, the sets (Ft,0) := (Ft ∩G0) form a weakly admissible
sequence in G0. Since G0 has the Howe-Moore property we deduce as in the Lie group case
that the sequence (Ft,0) is a good approximation sequence for Γ with respect to (G0,K). On
the other hand we have:
Proposition A.12 (Nevo–Stein phenomenon for model sets of Burger–Mozes type). The se-
quence (Ft) is not a good approximation sequence for Γ with respect to (G,K), but the sequence (F2t)
is.
The second part of the proposition is immediate from the Howe-Moore property of G0.
The reason for the failure of the spectral property in the former case is a lack of mixing:
Lemma A.13. The action ofG on Y = (G×H)/Γ is not mixing. In fact,G0 does not act ergodically.
Proof. If G0 acted ergodically on Y , then Γ would have to act ergodically on (G/G0) × H
by the duality principle. However, a finite index subgroup of Γ preserves the open subset
{e} × H ⊂ (G/G0) × H . Since Γ is simple and infinite, this finite index subgroup coincides
with Γ, contradicting ergodicity. 
Proof of Proposition A.12. The Hecke algebra H(G,K) is generated by a single element σ1,
hence spherical functions ω are determined by σ̂1(ω). Explicitly, σ1 is the characteristic func-
tion of the clopen subset pi−1(S1(o)), where S1(o) ⊂ T denotes the 1-sphere around o. The sign
function ω0 ∈ S+(G,K) is the unique positive definite spherical function with σ̂1(ω0) = −1.
Let now G0 as in Lemma A.13. We deduce from the proposition that there exists a non-
zero function f0 ∈ L2o(Y )G0 . Since K < G0, the Hecke algebra H(G,K) acts on L2(Y )G0 =
L2((G/G0)×H/Γ), and σ1∗σ1 acts trivially onL2(Y )G0 . Thus if we define f := f0−σ1∗f0, then
σ1 ∗ f = −f , and thus the sign function ω0 is contained in the spectrum of L2o((G × H)/Γ).
Since β̂t(ω0) 6→ 0 for the sequence (βt) associated to (Ft), the sequence (Ft) is not a good
approximation sequence for Γ. 
The proposition shows in particular that the spectral condition in the approximation theo-
rem is not always satisfied automatically in the non-amenable case and can be rather subtle.
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