Keyphrase extraction from documents is useful to a variety of applications such as information retrieval and document summarization. This paper presents an end-to-end method called DivGraphPointer for extracting a set of diversified keyphrases from a document. DivGraphPointer combines the advantages of traditional graph-based ranking methods and recent neural network-based approaches. Specifically, given a document, a word graph is constructed from the document based on word proximity and is encoded with graph convolutional networks, which effectively capture document-level word salience by modeling long-range dependency between words in the document and aggregating multiple appearances of identical words into one node. Furthermore, we propose a diversified point network to generate a set of diverse keyphrases out of the word graph in the decoding process. Experimental results on five benchmark data sets show that our proposed method significantly outperforms the existing state-of-the-art approaches.
INTRODUCTION
Keyphrase extraction from documents is useful in a variety of tasks such as information retrieval [20] , text summarization [34] , and question answering [24] . It allows to identify the salient contents from a document. The topic has attracted a large amount of work in the literature.
Most traditional approaches to keyphrase extraction are unsupervised approaches. They usually first identify the candidate keyphrases with some heuristics (e.g., regular expressions), and then rank the candidate keyphrases according to their importance in the documents [14] . Along this direction, the state-of-the-art algorithms are graph-based ranking methods [25, 30, 43] , which first construct a word graph from a document and then determine the importance of the keyphrases with random walk based approaches such as PageRank [5] . By constructing the word graph, these methods can effectively identify the most salient keyphrases. Some diversification mechanisms have also been investigated in some early work [4, 27] to address the problem of over-generation of the same concepts in keyphrase extraction. However, these methods are fully unsupervised. They rely heavily on manually designed heuristics, which may not work well when applied to a different type of document. In experiments, we also observe that the performance of these methods is usually limited and inferior to the supervised ones.
Recently, end-to-end neural approaches for keyphrase extraction have been attracting growing interests [29, 46, 47] . The neural approaches usually studied keyphrase extraction in the encoderdecoder framework [39] , which first encodes the input documents into vector representations and then generates the keyphrases with Recurrent Neural Networks (RNN) [31] or CopyRNN [13] decoders conditioned on the document representations. These neural methods have achieved state-of-the-art performance on multiple benchmark data sets with end-to-end supervised training. The end-to-end training offers a great advantage that the extraction process can Session 8C: Summarization and Information Extraction SIGIR '19, July 21-25, 2019 , Paris, France adapt to the type of documents. However, compared to the unsupervised graph-based ranking approaches, existing end-to-end approaches only treat documents as sequences of words. They do not benefit from the a more global graph structure that provides useful document-level word salience information such as long-range dependencies between words, as well as a synthetic view on the multiple appearances of identical words in the document. Another problem of these end-to-end methods is that they cannot guarantee the diversity of the extracted key phrases: it is often the case that several similar keyphrases are extracted. Therefore, we are seeking an approach that can have the advantage of modeling documentlevel word salience, generating diverse keyphrases, and meanwhile be efficiently trained in an end-to-end fashion.
In this paper, we propose an end-to-end approach called DivGraphPointer for extracting diversified keyphrases from documents. Specifically, given an input document, we first construct a word graph from it, which aggregates identical words into one node and captures both the short-and long-range dependency between the words in the document. Afterwards, the graph convolutional neural network [22] is applied to the word graph to learn the representations of each node, which effectively models the word salience. To extract diverse keyphrases from documents, we propose a diversified pointer network model [42] over the word graph, which dynamically picks nodes from the word graph to construct the keyphrases. Two diversity mechanisms are proposed to increase the diversity among the generated keyphrases. Specifically, we employ a coverage attention mechanism [40] to address the over-generation problem in keyphrase extraction at lexical level and a semantic modification mechanism to dynamically modify the encoded document representation at semantic level. Figure 1 illustrates our approach schematically. The whole framework can be effectively and efficiently trained with back-propagation in an end-to-end fashion. Experimental results show that our proposed DivGraphPointer achieves state-of-the-art performance for keyphrase extraction on five benchmarks and significantly outperforms the existing supervised and unsupervised keyphrase extraction methods.
The contribution of this paper is twofold:
• We propose a graph convolutional network encoder for keyphrase extraction that can effectively capture documentlevel word salience.
• We propose two complementary diversification mechanisms that help the pointer network decoder to extract diverse keyphrases.
RELATED WORK
The most traditional keyphrase extraction method is based on Tf-Idf [37] : It identifies words that appear frequently in a document, but do not occur frequently in the entire document collection. These words are expected to be salient words for the document. The same idea can be applied on a set of keyphrase candidates identified by some syntactic patterns [9, 17] . However, the drawback of this family of approaches is that each word (or phrase) is considered in isolation. The inherent relations between words and between phrases are not taken into account. Such relations are important in keyphrase extraction.
To solve this problem, approaches based on word graphs have been proposed. In a word graph, words are connected according to some estimated relations such as co-occurrences. A graph-based extraction algorithm can then take into account the connections between words. The TextRank algorithm [30] was the first graphbased approach for keyphrase extraction. Given a word graph built on co-occurrences, it calculates the importance of candidate words with PageRank. The importance of a candidate keyphrase is then estimated as the sum of the scores of the constituent words. Following this work, the DivRank algorithm [27] was proposed to balance the importance and diversity of the extracted keyphrases. The TopicRank algorithm [4] was further proposed for topic-based keyphrase extraction. This algorithm first clusters the candidate phrases by topic and then chooses one phrase from each topic, which is able to generate a diversified set of keyphrases. In TopicRank, a complete topic graph is constructed to better capture the semantic relations between topics. The graph-based document representation can effectively model document-level word salience. However, these methods are fully unsupervised: the way that keyphrases are identified from a word graph is designed manually. Such a method lacks the flexibility to cope with different types of documents. In our proposed methods, we will use an end-to-end supervised training in order to adapt the extraction process to documents. In experiments, this also yields better performance.
Indeed, end-to-end neural approaches to keyphrase extraction have attracted a growing attention in recent studies. Zhang et al. [46] treated keyphrase extraction as a sequence labeling task and proposed a model called joint-layer RNN for extracting keyphrases from Twitter data. Meng et al. [29] first proposed an encoderdecoder framework for keyphrase extraction. However, their RNNbased encoder and decoder treat a document as a sequence and ignore the correlation between keyphrases. Afterwards, Zhang et al. [47] further proposed a CNN-based model for this task. The copy mechanism [13] is employed to handle the rare word problem in these encoder-decoder approaches, which allows to copy some words from the input documents. All the above approaches are based on word sequences, which inherit the well known problem that only local relations between words can be coped with. Compared to them, our model encodes documents with graphs, which are able to model more global document-level word salience.
Deep graph-based methods have been used for other tasks. They are also relevant to our work. For example, Yasunaga et al. [45] proposed to use graph convolutional networks to rank the salience of candidate sentences for document summarization. Marcheggiani and Titov [26] studied encoding sentences with graph convolutional neural networks for semantic role labeling. Bastings et al. [2] studied graph convolutional encoders for machine translation. In this paper, we target a different task. This is the first time that graph convolutional neural networks are used for keyphrase extraction.
Diversity is an important criterion in keyphrase extraction: it is useless to extract a set of similar keyphrases. Diversity has been studied in IR for search result diversification [6, 35] . Two main ideas have been used: selecting results that are different from those already selected; or selecting a set of results that ensure a good coverage of topics. In keyphrase extraction, there are also a few attempts to deal with diversity. Similar to our work, Zhang and Xiao [48] and Chen et al. [7] also employed a coverage mechanism to Session 8C: Summarization and Information Extraction SIGIR '19, July 21-25, 2019, Paris, France Figure 1 : Illustration of our encoder-decoder architecture for keyphrase extraction. In this example, the document is a sequence of words, namely, d = ⟨x 1 , x 2 , x 3 , x 4 , x 2 ⟩, and we have generated the first keyphrase y 1 = ⟨x 2 , x 3 ⟩. We are predicting y 2 2 , the second word for keyphrase y 2 , which will be selected from the nodes within the graph and the ending token $ for a keyphrase. Note that multiple appearances of x 2 in the document is aggregated into only one node in the constructed word graph. (Better viewed in color) address the diversification problem. Chen et al. [7] further proposed a review mechanism to explicitly model the correlation between the keyphrases. However, their approaches are different from ours in multiple ways. First, this paper focuses on keyphrase extraction, while their approaches focus on keyphrase generation, which also requires generating keyphrases that cannot be found in the document. Furthermore, we use a hard form of coverage attention mechanism that penalizes the attention weight by one-hot vectors, while they used the same form in machine translation as the original paper [40] . We believe that in the keyphrase extraction task where source and target share the same vocabulary, a hard coverage attention could avoid the error propagation of attentions. Moreover, by directly applying the coverage attention on the word graph, we efficiently penalize all appearances of identical words. Finally, the review mechanism was employed in the decoding phase of RNN in Chen et al. [7] , while our context modification mechanism modifies the initial semantic state of RNN. We expect that our context modification and coverage attention mechanisms can explicitly address the over-generation problem in keyphrase extraction at both semantic level and lexical level, and thus are complementary to each other. In contrast, the review mechanism and the coverage mechanism used in Chen et al. [7] provide both an attentive context, which tend to play a similar role and are somehow duplicated.
DEEP GRAPH-BASED DIVERSIFIED KEYPHRASE EXTRACTION
Our Diversified Graph Pointer (DivGraphPointer) is based on the encoder-decoder framework. We first construct a graph from a document from word adjacency matrices and encode the graph with the Graph Convolutional Networks (GCN) [22] . Afterwards, based on the representation of the graph, we generate the keyphrases one by one with a decoder. Note that during the generation process, we restrict the output to the nodes of the graph. In other words, we only extract words appearing in the documents. Figure 1 presents an illustration of the DivGraphPointer framework.
Graph Convolutional Network Encoder
In this part, we present our graph-based encoders. Traditional unsupervised graph-based ranking approaches for keyphrase extraction have shown promising performance at estimating the salience of words, which motivated us to develop deep graph-based encoders. Compared to sequence-based encoders such as RNN and CNN, graph-based encoders have several advantages. For example, graphbased encoders can explicitly leverage the short-and long-term dependency between words. Moreover, while the sequence-based encoders treat different appearances of an identical word independently, the graph representation of document naturally represents the identical word at different positions as a single node in the word graph. In this way, the graph-based encoding approaches can aggregate the information of all appearances of an identical word when estimating its salience, and thus employ a similar idea as in Tf-Idf [37] and PageRank [5] methods: important words tend to be more frequent in the document and widely linked with other important words.
3.1.1 Graph Construction. Our model represents a document by a complete graph in which identical words are nodes and edges are weighted according to the strength of the structural relations between nodes. Instead of manually designing and extracting connections between words (e.g. based on co-occurrence weights), we rely on the basic proximity information between words in the sentences, and let training process learn to use it. The basic assumption is that the closer two words in a sentence, the stronger their relation.
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Specifically, we construct a directed word graph from the word sequences of a document in both directions. The adjacency matrices are denoted as: ← − A and − → A . We assume that two words are related if they appear close to each other in a document. This extends the traditional adjacency relation to a more flexible proximity relation. The strength of the relation between a pair of words depends on their distance. Specifically, similar to [4] , we define the weight from word w i to word w j in the two graphs as follows:
where P(w i ) is the set of the position offset p i of word w i in the document. The function relu(·) = max(·, 0) aims to filter the unidirectional information and help the graph-based encoder focusing on the order of the sequence. In order to stabilize the iterative message propagation process in graph convolutional network encoder, we normalize each adjacency matrix
, whereÃ = A + I N is the adjacency matrix A with self-connections, andD = jÃi j is the degree matrix. The purpose of this re-normalization trick [22] is to constrain the eigenvalues of the normalized adjacency matrices ← − A , − → A close to 1. Such a graph construction approach differs from the one used in TextRank [30] that captures the co-occurrence in a limited window of words.
A forms a complete graph where all nodes are interconnected. As stated in [4] , the completeness of the graph has the benefit of providing a more exhaustive view of the relations between words. Also, computing weights based on the distances between offset positions bypasses the need for a manually defined parameter such as window size.
3.1.2 Graph Convolutional Networks. Next, we encode the nodes with multi-layer Graph Convolutional Networks (GCNs) [22] . Each graph convolutional layer generally consists of two stages. In the first stage, each node aggregates the information from its neighbors; in the second stage, the representation of each node is updated according to its current representation and the information aggregated from its neighbors. Given the node representation matrix H l in the l-th layer, the information aggregated from the neighbors, denoted as f l (H l ), can be calculated as follows:
which aggregates the information from both the neighbors defined in the two matrices and the node itself. Here,
Once the information from the neighbors are aggregated, inspired by He et al. [15] and Gehring et al. [11] , we updated the node representation with a residual Gated Linear Unit (GLU) activation:
where σ is the sigmoid function and ⊗ is the point-wise multiplication. д l is another function defined in a similar way as f l , which is used as the gating function of the information collected from the neighbors. H 0 is initialized with the pretrained word embedding matrix, and the residual connection is omitted in its activation. The representation of the entire graph (or the document representation) c is then obtained by averaging the aggregation of the last layer's node representations f L (H L ), where L denotes the total number of GCN layers.
Based on the encoded document representation c, we propose a decoder, named DivPointer, to generate summative and diverse keyphrases in the next section.
Diversified Pointer Network Decoder
In this part, we introduce our approach of keyphrase extraction based on the graph representation. Most previous end-to-end neural approaches select keyphrases independently during the decoding process. However, ignoring the diversity among phrases may lead to multiple similar keyphrases, undermining the representativeness of the keyphrase set. Therefore, we propose a DivPointer Network with two mechanisms on semantic level and lexical level respectively to improve the diversity among keyphrases during the decoding process.
Pointer Network.
The decoder is used to generate output keyphrases according to the representation of the input document. We adopt a pointer network [42] with diversity enabled attentions to generate keyphrases. A pointer network is a neural architecture to learn the conditional probability of an output sequence with elements that are discrete tokens corresponding to positions in the original data space. The graph nodes corresponding to words in a document are regarded as the original data space of the pointer network in our case.
Specifically, the pointer decoder receives the document representation c as the initial state h 
where y (i) t −1 denotes the node representation of the word y (i) t −1 that keyphrase y (i) generated at the previous step. h t is the hidden state of an RNN. The word y (i) t is then selected with a pointer network according to certain attention mechanism based on h (i)
where x j is the node representation of x j taken from H L and v T , W h , W x , and b are parameters to be learned. We can then obtain the pointer distribution on the nodes by normalizing {e (i) t, j }:
exp(e
With this distribution, we can select a word with the maximum pointer probability as y
t from the graph nodes. However, the attention mechanism above is merely built on the global hidden state, namely the document representation c. Diversity among the generated keyphrases can hardly be addressed
without taking the previously generated keyphrases into consideration in the decoding process. Two mechanisms aiming at achieving diversity among keyphrases generated are introduced in the following sections.
Context Modification.
During the decoding process, the document representation c is the key to maintain a global semantic context for each word to be generated. However, the constant context may lead to generating similar keyphrases repeatedly, which hurts the representativeness of the generated keyphrase set in reality. Therefore, we propose to update the context h
0 dynamically based on the previously generated keyphrases y (1:i−1) while decoding the words for the i t h phrase y (i) , as follows:
where we introduce the average representation of the previous generated keyphrases y (1:i−1) into the model to learn a updated context. 0 are initialized accordingly. We find the modified context helps the pointer network to focus on the keyphrases with different meanings yet to come. Therefore, it can solve the over-generation problem in the previous deep generation models.
Coverage Attention.
In addition to the context modification mechanism, we also adopt the coverage mechanism to enhance diversity among keyphrases on lexical level. Coverage mechanism has been well investigated in machine translation [40] , search result diversification [35] and document summarization [36] . When the criterion is used in a neural network, it generally maintains a coverage vector to keep track of the attention history. More specifically, they directly use the sum of previous alignment probabilities as the coverage for each word in the input.
Since keyphrases are usually short and summative, their meanings are more sensitive to the term replacement than those of sentences or documents. Based on this observation, we propose a coverage attention on lexical level with the help of one-hot representations of the previously generated keyphrases. Specifically, we use the sum of the one-hot vectors of the previously generated keyphrases as a coverage representation.
where c (i) j is the coverage value of the j t h node for the i t h keyphrase and o (i) t, j is the j th element of the t t h one-hot vector in the i t h keyphrase. It is 1 if the t t h generated word is the j t h node in the graph, 0 otherwise.
The coverage representation is then incorporated into the attention mechanism of our DivPointer network as follows:
j + b) Note that our coverage attention mechanism differs from the original form [40] that was designed for machine translation. The reason for the change is that in the keyphrase extraction task, the source and the target share the same vocabulary. So a hard coverage attention could avoid the error propagation of attentions to similar words. Instead, the soft attention distribution cannot precisely represent the previous generated keyphrases.
TRAINING AND DECODING
In both training and decoding, the $ symbol is added to the end of the keyphrases to help learn to stop adding more words. The whole model is trained to maximize the log-likelihood of the words in the keyphrases according to the given input document. Specifically, the training objective is defined as below:
where D is the number of document and K d is the number of keyphrases in each document. p(y (i) ) is the generative probability of the i t h keyphrase given the previous generated keyphrases and the context c. For simplicity, we omit the conditional notation here.
is the k t h keyphrase in the d t h document, which is also conditioned on y (d,1:k −1) and the context of the d t h document. The order of the keyphrases for the same document are randomly shuffled in each epoch of training. We use Adam [21] with a mini-batch size of n = 256 to optimize model parameters, with an initial learning rate α 1 = 0.002 in the first 6,000 steps and α 2 = 0.0002 in the rest steps. A gradient clipping clip = 0.1 is applied in each step. We also use early-stop in the training with a validation dataset. Model parameters are initialized by normal distributions [12] . Dropouts [38] are applied on the word embedding with dropout rate p = 0.1 and on the GCN output with dropout rate p = 0.5 to reduce over-fitting. We also apply batch normalization [18] after the last graph convolutional layers to accelerate the training process.
In the decoding, we generate keyphrases based on the negative log generative probability of candidate keyphrases, with a beamsearch in window size = 100 and search depth = 5. In practice, we find that the model tends to generate short keyphrases when using the negative log-likelihood as the keyphrase scores. Therefore, we propose a simple keyphrase length penalization, where we normalize the score of candidate keyphrase y by its length |y|:
where s(y) = − log p(y) is the original score (negative log probability) ands is the normalized score. α is the length penalty factor, where larger α tends to generate shorter keyphrases, and smaller α generates longer keyphrases.
EXPERIMENTS 5.1 Experimental Setting
Data. We use the data set Kp20k [29] for training. Kp20k contains a large amount of high-quality scientific metadata in the computer science domain from various online digital libraries [28] . We follow the official setting of this dataset and split the dataset into training Table 1 : Statistics of five datasets. We use the original training data from the Inspec, SemEval, and Krapivin data sets as validation data to select the best length penalty factor α.
(527,830 articles), validation (20,000 articles) and test (20,000 articles) data. We further test the model trained with KP20k on four widely-adopted keyphrase extraction data sets including Inspec [17] , NUS [32] , SemEval-2010 [19] and Krapivin [23] . Following [29] , we take the concatenation of the title and the abstract as the content of a paper for all these datasets. No text pre-processing steps are conducted. In this paper, we focus on keyphrase extraction. Therefore, only the keyphrases that appear in the documents are used for training and evaluation. Table 1 provides the statistics on the number of papers, the average number of keyphrases and the corresponding average keyphrase length for each benchmark datasets.
Model Setting. A 3-layer Gated Recurrent Unit (GRU) [8] is used as the RNN recurrent function. The dimension of both the input and the output of GRU is set to 400, while the word embedding dimension is set to 300. The number of GCN layers is empirically set to 6. The length penalty factor α is selected according to the validations on different data sets. All the other hyper-parameters are the same when we evaluate our different models on different datasets. The word embeddings (or the node embeddings) are fixed to the pre-trained fastText model [3] , which is trained on Wikipedia 2017, UMBC web-base corpus and statmt.org news dataset (16B tokens). It breaks words into sub-words, which can help handle the problem of out-of-vocabulary (OOV).
Baseline. We compare our models with four supervised algorithms: RNN [29] , CopyRNN [29] , CNN [47] , and CopyCNN [47] . Considering that the unsupervised ranking-based methods motivate our proposed graph-based encoder solution, we also compare our models with four well-known unsupervised algorithms for keyphrase extraction including Tf-Idf [37] , TextRank [30] , SingleRank [43] , ExpandRank [43] .
We also compare several different variants of our algorithms. We compare with the method of encoding documents with 2-layer bi-directional LSTM [16] and decoding the keyphrases with pointer networks, marked as SeqPointer. We also compare with the method with graph-based encoder and vanilla pointer decoder, marked as GraphPointer. No diversity mechanisms are used during decoding for both SeqPointer and GraphPointer. The hyper-parameters of these two models are also selected according to the validation data.
Evaluation. Following the literature, the macro-averaged precision, recall and F1 measures are used to measure the overall performance. Here, precision is defined as the number of correctlypredicted keyphrases over the number of all predicted keyphrases; recall is computed as the number of correctly predicted keyphrases over the total number of data records, and F1 is the harmonic average of precision and recall.
Besides the set-based metrics, we also evaluate our models with a rank-based metric, Normalized Discounted Cumulative Gain (NDCG) [44] . Since most keyphrase extraction models' output is sequential, we believe that the rank-based metric could better measure the performance of those models.
In the evaluation, we apply Porter Stemmer [33] to both target keyphrases and predicted keyphrases when determining the match of keyphrases and match of the identical word. The embedding of different variants of an identical word are averaged when fed as the input of graph-based encoder.
Results
The performance of different algorithms on five benchmarks are summarized in Table 2 . For each method, the table presents the performance of generating 5 and 10 keyphrases with respect to F1 measure. We also include the truncated NDCG measure of generating 10 keyphrases in the table. The best results are highlighted in bold. We can see that for most cases (except RNN and CNN), the supervised models outperform all the unsupervised algorithms. This is not surprising since the supervised models are trained endto-end with supervised data. The RNN model and CNN do not perform well on nearly all datasets (e.g., Inspec, NUS, SemEval, and Krapivin). The reason is that they cannot generate words that are not in the vocabulary (OOV words) during the decoding process, while in this paper we only allow to generate words appeared in the given documents. This problem is addressed by the SeqPointer model, which utilizes the pointer network to copy words from the source text, and hence the performance is significantly improved. We can also see such phenomenon on CopyCNN.
Comparing SeqPointer and CopyRNN, we can observe that SeqPointer outperforms CopyRNN on all data sets. This could be due to the fact that generation mechanism interferes with the copy mechanism in CopyRNN. Implementation details could also contribute to the performance difference. For example, we utilize fastText as word embedding to handle the OOV problem, while Meng et al. [29] randomly initialize their word embeddings. Moreover, We use a length penalty mechanism to solve the problem of short phrase generation, while Meng et al. [29] applied a simple heuristic by preserving only the first single-word phrase and removing the rest. We also use different hidden dimension, learning rate, dropout rate, beam depth, and beam size settings.
By replacing the RNN encoder with the graph convolutional network encoder, the performance of GraphPointer is further improved. This shows that although sequence-based encoders are effective Table 2 : The performance of keyphrase extraction on five benchmarks. The results of the former six methods are taken from [28] and the results of CNN and CopyCNN are taken from [47] . The significance levels (** 0.01, * 0.1) between different methods (GraphPointer v.s SeqPointer, DivGraphPointer v.s GraphPointer) are also provided.
Inspec
Krapivin Table 3 : Effectiveness of encoding documents as graphs with graph convolutional neural networks.
at capturing sequential information such as word order and adjacency, such sequential information is not sufficient in the keyphrase extraction task. It turns out that the long-term dependency and information aggregation are more important for precisely extracting keyphrases.
Our proposed model DivGraphPointer achieves the best performance by modeling document-level word salience during the encoding process (the graph encoder), and increasing the diversity of keyphrases during decoding with diversified pointer networks.
Model Analysis
We further conducted a detailed analysis of the proposed DivGraphPointer model. We take two data sets Inspec and Krapivin as examples. Table 7 : The performance of DivGraphPointer w.r.t. the length penalty factor α.
Effectiveness of Encoding
The results on Inspec and Krapivin are summarized in Table  3 . First, we can see that encoding documents as graphs significantly outperforms the SeqPointer, which encodes documents with bi-directional RNN, especially when more GCN layers are used. Especially, we notice that even 1-layer GCN can outperform RNN encoder on some metrics. This shows that the graph-based representation are very suitable for the keyphrase extraction task and demonstrates the effectiveness of graph-based encoder in aggregating information of multiple appearances of identical words and modeling long-term dependency.
Increasing the number of layers will increase the performance in the beginning. If too many layers are used, the performance will decrease due to over-fitting. In all our other experiments, we choose the number of graph convolutional layers as six by balancing the effectiveness and efficiency of the graph convolutional networks.
Diversity
Mechanism. Next, we investigate the effectiveness of the proposed diversity mechanisms: context modification and coverage attention. We compare the following DivGraphPointer variants: (1) with neither of them, (2) with only context modification, (3) with only coverage attention and (4) with both of them . Here we also set the length penalty factor α = 1. The results are presented in Table 4 .
We can see that the performance of adding context modification significantly improves comparing to the vanilla pointer networks. The results of adding coverage attention are mixed. On the Krapivin data set, the performance improves while on the Inspec data set, the performance decreases. The performance of adding both mechanism are very robust, significantly better than vanilla pointer networks. This shows that the coverage attention and context modification focus on lexical-level and semantic-level duplication problem, respectively, thus are complementary to each other.
We also provide the Average Index of Coincidence (AIC) [10] of the extracted keyphrases from GraphPointer and DivGraphPointer in Table 5 . AIC represents the probability of the identical words appearing in the extracted keyphrases. A smaller AIC indicates smaller redundancy. We can find that our proposed mechanism is very effective in improving keyphrase diversity. We also observe that this effect is more significant for top 5 keyphrases than top 10 Figure 2 : A sub-graph on keyphrase words of the full word graph for the document in Figure 6 . The edge width is proportional to the edge weight.
keyphrases. It shows that the diversification mechanism tends to take effect at the begin of the keyphrase extraction process.
Length Penalty
Factor. Fianlly, we investigate how the length penalty factor α affects the performance of the DivGraphPointer. Results with different values of length penalty factor α are presented in Table 7 . Results show that the length penalty factors affect the model performance significantly. Either a small value of α (e.g., α=0), which tends to generate long phrase, or a big value of α (e.g., α = 100), which tends to generate short phrases, yields inferior results. The best choice of α is between 0 and 1 for Inspec and between 1 and 5 for Krapivin, which indicates that both extreme cases -totally normalization α = 0 or no normalization α = 100 -are not good choices.
Case Analysis
Finally, we present a case study on the results of the keyphrases extracted by different algorithms. Table 6 presents the results of CopyRNN [29] and different variants of our algorithms. "Model-α" means that the length penalty factor α is used in the evaluated model. We also visualize a sub-graph on the words that appear in the keyphrases for clear illustration of encoding phase of graph-based methods. From the figures, we have the following observations:
(1) The diversity mechanism is quite effective to increase the diversity of the generated keyphrases. For example, "Copy-RNN" generates five similar keyphrases, which all contain the word "noise", "GraphPointer-100" generates four such keyphrases, while "DivGraphPointer-100" and "DivGraphPointer-1" only generates two. (2) The length penalty factor α can efficiently control the granularity of generated keyphrases. For example, the keyphrase with only a single word "coherence" ranks the first in "DivGraphPointer-100", but only ranks the sixth in "DivGraphPointer-1", when the same trained model is used.
(3) The graph-based encoders can better estimate the salience of words by their relations. For example, "high-rise building" and "rectangular room" are highly relevant in the word graph, and thus are selected by the "GraphPointer" model, while "CopyRNN" finds "sound pressure", which appears only once and only weakly connected to other keyphrases. The strong connection between "traffic" and "noise" also explains why the graph-based methods rank "traffic noise" higher than true keyphrase "traffic noise transmission" or "traffic noise prediction methods".
CONCLUSIONS AND FUTURE WORK
In this paper, we propose an end-to-end method called DivGraphPointer for extracting diverse keyphrases. It formulates documents as graphs and applies graph convolutional networks for encoding the graphs, which efficiently capture the document-level word salience by modeling both the short-and long-range dependency between words in documents and aggregate the information of multiple appearances of identical words. To avoid extracting similar keyphrases, a diversified pointer network is proposed to generate diverse keyphrases from the nodes of the graphs. Experiments on five benchmark data sets show that our proposed DivGraphPointer model achieves state-of-the-art performance, significantly outperforming existing state-of-the-art supervised and unsupervised methods. Our research can be extended in many directions. To begin with, currently our diversified pointer network decoders extract keyphrase in an auto-regressive fashion. We could further leverage reinforcement learning to address the exposure bias as well as consequent error propagation problem in the sequential generation process. Moreover, our graph convolutional network encoder aggregates the word relation information through manually designed edge weights based on proximity at present. We would like to further explore utilizing graph attention networks (GATs) [41] to dynamically capture correlation between words in word graph. Finally, utilizing linguistic information when constructing edges in word graphs to ease keyphrase extraction is also an interesting future direction.
