Automatic speaker recognition (ASR) is a stepping-stone technology towards semantic multimedia understanding and benefits versatile downstream applications. In recent years, neural network-based ASR methods have demonstrated remarkable power to achieve excellent recognition performance with sufficient training data. However, it is impractical to collect sufficient training data for every user, especially for fresh users. Therefore, a large portion of users usually has a very limited number of training instances. As a consequence, the lack of training data prevents ASR systems from accurately learning users acoustic biometrics, jeopardizes the downstream applications, and eventually impairs user experience.
INTRODUCTION
Within the last couple of years, voice has become one of the most ever-growing media through which people interact with their devices. For instance, over 47 million people in the United States own a smart home device while 23% of the Britons have a voicecontrollable digital assistant at home in 2018 [7, 14] . To ignite the interactions between smart devices and their owners, automatic speaker recognition (ASR) plays an important role to determine the speaker identity based on a short piece of audio. Moreover, the capability of ASR comes with a wide range of applications, such as biometric authentication [23] , forensics [10] , and personalized services in electronics [13] . In particular, the text-independent ASR with only acoustic information is the most general and non-trial task, which can be used in everyday situations. In text-independent ASR, an arbitrary utterance from one of the known speakers in training set will be given and the system needs to identify which speaker the utterance belongs to.
Deep learning-based ASR methods are gaining popularity due to strong model capacities and superior performance [4, 9, 17, 35] . Most incremental improvements in existing deep learning methods rely on the use of deeper and more complex models with massive training data. More specifically, there are two inherent limitations for existing approaches. First, increasing model complexity is not always desirable in practice because of the greater costs of computation and storage. It thus becomes expensive to get such methods deployed in smart devices to provide offline services. Second, acquiring sufficient labeled training data for all speakers is impractical [21] while the lack of training supports can lead to worse generalization and high vulnerability to tiny perturbations for existing deep learning-based ASR methods [3, 38] . Hence, developing effective techniques for ASR with limited training data remains a daunting task.
To achieve remarkable performance with limited training data, meta-learning is one of the most promising approaches to comprehensively utilize the limited training instances. More specifically, meta-learning systematically observes how machine learning approaches perform on a wide range of similar learning tasks, and then learns to learn new tasks more efficiently [31] . In particular, few-shot learning is a contemporary meta-learning approach that introduces an auxiliary meta-learning phase to generalize and share transferable knowledge across tasks. To learn from extremely limited data, one type of few-shot learning, based on metric learning, looks to light-parametric models, which learn a distance metric among training instances rather than myriad model parameters [33] .
More precisely, the essential knowledge can be learned and memorized by reasoning the distance metric between instances in a support module and a query module. Instances in the support module are labeled instances, thereby serving as references. Based on the reference instances, the query instances are then able to conduct reasoning. Finally, metric-learning-based few-shot learning models can be optimized by iterative comparisons between support and query instances such that instances from the same speaker are embedded as close to each other as possible in the hidden space and as far as possible from instances of the other speakers.
To comprehensively exploit the training instances, an alternative way is to generate augmented data based on the training set. Different from conventional methods that separately augment data apart from the training process, we construct augmented data automatically by leveraging adversarial training. In particular, we construct dynamic perturbations at the embedding level to form adversarial examples. These adversarial examples are formed by applying small but intentional perturbations to inputs from the dataset. Specifically, these adversarial examples can be treated as ultimate data augmentation as specific perturbations are created to best fool the model. Accordingly, the model trained in an adversarial manner can not only learn from the original static training data but also improve based on the dynamically constructed perturbed data. As a result, adversarial training significantly improves the robustness of ASR models and achieves out-of-instance generalization while the robustness is crucial for the security-sensitive ASR task. In a nutshell, data augmentation through adversarial training provides another effective solution to thoroughly utilize the training instances and train models resistant of nuisance perturbations to achieve high generalizations in both training and test.
In this paper, we study the problem of speaker identification with a shortage of training data. In essence, we address the data deficiency issue by applying few-shot learning and adversarial training. To be more specific, the main contributions of this work are as follows:
• Different from conventional neural network-based methods, which rely on the availability of a sufficient amount of training data to achieve high identification performance, we model it as a few-shot learning problem to conquer the data deficiency. • To further improve the generalization of the model, we employ adversarial training. Adversarial examples serve as dynamic augmented data, the optimization of which results in a more generalized and robust speaker recognition system. • We present a comprehensive empirical evaluation of our approach on a real-world dataset. The experimental results show that our approach, AFEASI, significantly outperforms 11 conventional baseline methods in speaker recognition.
PROBLEM STATEMENT
In this section, we formally define the objective of this work and summarize the notations in this paper. Given a short piece of audio x and its mel frequency cepstral coefficients (MFCCs) m x as features, the goal of this paper is to recognize the speaker identity y among a set of known speakers. In particular, in this work we focus on text-independent automatic speaker identification by leaning from limited pieces of training audios. To better explain the proposed method, Table 1 lists the main notations in this paper. 
METHODOLOGY
In this section, we discuss how to identify speakers by learning from limited training data. To achieve this goal, we strive to thoroughly utilize the limited instances during training by leveraging few-shot learning and adversarial training.
Framework Overview
In this paper, a metric-learning-based few-shot learning pipeline is applied to perform N -shot learning for previously rare speakers. More precisely, the model is capable of recognizing a previously rare speaker after having examined only N examples, where N is a small number. Figure 1 shows the framework of AFEASI that performs speaker identification by conducting N -shot, K-way classification tasks with a support set of K different speakers and N training audio instances for each speaker in the support set. In addition, a set of query audio instances is given for prediction. Note that although Figure 1 shows only one query instance for illustration simplicity, AFEASI can cope with multiple query audio instances. For each audio instance x, AFEASI first extracts the mel frequency cepstral coefficients (MFCCs) [37] 1 as acoustic features m x , thereby deriving a fixed-length vector as the audio embedding E x with an embedding layer. Based on the embeddings of audio instances, an aggregated embedding is constructed as the representative for each speaker in the support module. AFEASI then optimizes the distances between the embeddings of the query instances and the representatives of the corresponding speakers so that the representatives can be applied to recognize the speaker identity. The process of the optimization can be summarized as finding a distance metric into a space in which instances of the same speaker are embedded as close to each other as possible and as far as possible from instances of the other speakers. To further comprehensively utilize the training data, we introduce dynamic adversarial perturbations on the query instances to enhance the generalization of AFEASI through improving its robustness against unseen instances. To better visualize this part, adversarial learning is highlighted in red in the framework.
Embedding Representation Learning
In this section, we discuss how to construct an embedding given a piece of audio x i .
We first convert the audio signal into frequency domains by constructing the mel frequency cepstral coefficients (MFCCs) [37] as acoustic features, which is denoted as m x i . A 2D-convolutional layer is first utilized to extract informative features from the raw MFCC. Then the resulting feature maps are fed into an activation layer to introduce non-linearity. We further employ residual shortcut connection [11] to derive the representations for the audio MFCC. Equation 1 summarizes the key operations as follows:
where Relu(·) and Conv 1 (·) are the activation layer and the 2Dconvolutional layer, respectively. To comprehensively distill the local features, we repeat the above residual-based covolutional operations for H times as:
where C h is the feature maps at the h-th convolutional layer. Finally, the embedding E x i can be constructed by flattening the feature maps C H at the H -th convolutional layer, thereby serving as the representation of the input audio x i .
Representative Embedding Construction
As shown in the support module of the framework, for each speaker, we aim to derive a representative embedding, which summarizes the acoustic biometric of the speaker. We develop an aggregation attention layer to learn the importance weights across each audio embedding of a particular speaker. Formally, the aggregation attention layer can be represented as follows:
where W and b are the parameters for computing the attention weights α i . Each audio embedding E x i is first fed into a one-layer neural network. Its output, together with the context vector c, are further utilized to generate the importance weight α i for each audio embedding E x i through a softmax function. The aggregated embedding E R is calculated as a weighted sum of the audio embeddings based on the learned importance weights.
Few-Shot Learning
In this section, we discuss how to model the speaker identification task as a few-shot learning problem. A metric learning-based few-shot learning framework is employed in this work, which is composed of two modules, i.e., a support module and a query module. As shown in Figure 1 , we first randomly sample a set of speakers from the training set as the start to construct the support module.
For each speaker in the support module, we further randomly sample k pieces of his audio instances and derive the corresponding MFCCs. These MFCCs are further fed into an embedding layer so we can use a fixed length vector to represent each audio instance.
To comprehensively represent the acoustic feature of a speaker, we utilize the attention mechanism to aggregate his acoustic embeddings. In the query module, we randomly select a piece of audio from a speaker, which is one of the speakers in the support module. We feed it into the embedding layer to derive the audio embedding. We then compare the distances between the query embedding and all the representative embeddings in the support module. The distances then are utilized to measure the relegation distribution over all speakers int support module. Model is optimized by such iterative comparisons and reasoning between the support and query modules.
In the comparisons and reasoning, we seek to separate audio embeddings in such a way that embeddings from different speakers are far from each other and embeddings from the same speaker are as close as possible in the hidden space. We achieve this by leveraging metric learning. In particular, the predicted probability of query q belonging to speaker k is given by:
where d(q, R k ) is the euclidean distance between the embedding E q of query q and the representative embedding E R k of speaker k. The loss function is then defined as the cross entropy between the predictions and the ground truth.
where д(y k |q) is probability that q goes to speaker k, which can be derived from the ground truth, and S denotes a set of audio representatives in the support module.
Adversarial Training
The goal of employing adversarial training is to allow the identification system not only get optimized by the instances in the training data, but also be robust to unseen adversarial perturbations. To enhance the robustness, we enforce the model to perform consistently well even when the adversarial perturbations are presented. To achieve this goal, we further optimize the model to minimize the objective function with the perturbed parameters. Formally, we define the objective function with adversarial examples incorporated as:
where ∆ denotes the perturbations on the query instances, ϵ ≥ 0 controls the magnitude of the perturbations, and Θ denotes the model parameters. In this formulation, the adversarial term L(S, q + ∆ adv |Θ) can be treated as a model regularizer, which stabilizes the identification performance. We use λ to control the strength of the adversarial regularizer, where the intermediate variable ∆ maximizes the objective function to be minimized by Θ. The training process can be expressed as playing a minimax game:
where the learning algorithm for model parameters Θ is the minimizing player, and the procedure to derive perturbations ∆ acts as the maximizing player, which aims to identify the worst-case perturbations against the current model. The two players alternately play the game until convergence. Constructing Adversarial Perturbations. Given a support set S and a query q, the problem of constructing adversarial perturbations ∆ adv is formulated as maximizing
whereΘ denotes a set of current model parameters. As it is difficult to get the exact optimal solutions of ∆ adv , we employ the fast gradient method proposed in [8] , a common choice in adversarial training [12, 18, 19, 22] , to estimate ∆ adv . The idea is to approximate the objective function around ∆ as a linear function. To maximize the approximated linear function, we need to move towards the gradient direction of the objective function with respect to ∆. With the max-norm constraint ∥∆∥ ≤ ϵ, we approximate ∆ adv as:
Learning Model Parameters. We now consider how to learn model parameters Θ. The local objective function to minimize for a query q given a support set S is as follows:
where ∆ adv is obtained from Equation 10 . We can obtain the SGD update rule for Θ:
where η denotes the learning rate. Algorithm 1 summarizes the training process. In each training step, we randomly construct support set S and a query q. We then construct adversarial perturbations and optimize model parameters in a sequential order. The training involves multiple training steps and stops until reaching a certain number of training epochs. The parameters achieving the best performance on the validation dataset are utilized for evaluations.
EXPERIMENTS
In this section, we conduct extensive experiments on a real-world dataset to evaluate the performance of AFEASI.
Datasets and Experimental Settings
The experiments are conducted on the LibriSpeech dataset 2 . The audio data is derived from reading audio books from the LibriVox project. Table 2 shows the statistics of the dataset.
We follow [1] to extract acoustic features from the raw audios. We convert all audio to streams at a 22 kHz sampling rate for consistency. The spectrograms are then generated by sliding window protocol by a hamming window. The width of the hamming window is 25 ms with a step size 10 ms. To remove the duplicated spectrograms coefficients, we further conduct discrete cosine transform. As a convention, 20 coefficients are kept at each time step as the acoustic features for the following speaker identification. The mel frequency cepstral coefficients (MFCCs) are constructed from the raw audio input without any pre-processing such as silence removal etc.
For each speaker, we randomly shuffle his/her audios. 80% of the audios are used to construct the training data. 10% are used for validation and the remaining 10% are used as the test data for evaluation. Table 3 shows the main parameters and their default values to tune in the experiments.
Comparative Baselines
To evaluate the performance of AFEASI, the following eleven methods are adopted as baselines, including seven conventional neural network-based methods, one few-shot learning-based method, one waveform-based method, and two variants of AFEASI. Conventional neural network-based methods:
• 1D-CNN. Multiple layers of 1D-CNN are utilized to construct audio embeddings from MFCCs, where the convolution is conducted along the time dimension. Global average pooling [20] is employed for aggregation before feeding into an output layer, where neutrons are equal to the total speakers for identification. • Self-attention (SA) also seeks to extract audio embeddings by studying the frequency dynamics along the time dimension. More precisely, the self-attention technique [32] is utilized, where the same MFCC is considered as the input, query, and value matrices. Finally, the average of the fused vectors via self-attention operations serves as the audio embedding. • Attentive self-attention (A-SA) first utilizes the self-attention technique [32] to fuse the acoustic vectors at different time steps. A weighted sum of the fused vectors over all time steps serves as the audio embedding.
Few-shot learning-based method:
• Prototypical network (PN) [1] adopts 2D-CNN as the building block to construct audio embeddings and applies prototypical loss [29] to learn from limited training data.
Raw waveform-based method:
• Sincnet (SC) [24] identifies speakers by directly training on the raw waveform of audios.
AFEASI variants:
• AFEASI s differs from AFEASI in the choice of perturbation injections and only injects noises into audio instances in the support module. • AFEASI b injects noises into audio instances in both support and query modules.
Among the eleven baseline methods, the 1D-CNN, 2D-CNN, LSTM, A-LSTM, A-CRNN, SA, and A-SA differ in how to construct the audio embedding representation from the MFCCs. The CNN based methods employ convolutional operations to extract the local informative and discriminative features from MFCCs. The LSTM, A-LSTM, SA, and A-SA methods depend on investigating the dependencies of MFCC intensities at different time steps to construct audio embedding representations. The A-RCNN method utilizes both CNN and RNN to extract acoustic features and form audio embeddings. For these seven methods mentioned above, the constructed audio embeddings are further fed into the prediction blocks to yield speaker recognition. We include these seven methods as baselines to investigate which one of them is the most effective in extracting discriminative acoustic features from MFCCs in the context of ASR. PN utilizes 2D-CNN as the building block to construct audio embedding representations. It differs from the first seven baselines in how to conduct predictions. It utilizes metric learning to boost ASR performance. Sincnet differs from all baselines in the sense that it learns from the raw waveform of audios rather than from MFCCs. AFEASI s and AFEASI s are variants of AFEASI. They differ in where adversarial noises are injected. All parameters in these baselines are best tuned utilizing grid search.
Identification Performance
In this section, we evaluate the performances of AFEASI against different baseline methods. We adopt accuracy as the evaluation metric. Given a set of test audio instances, the accuracy acc is:
In this section, we investigate which technique is more effective on extracting informative acoustic biometric features from MFCCs. In particular, we compare 3 types of different methods, i.e., CNN, LSTM, and self-attention-based methods. Moreover, we also investigate the effectiveness of attention mechanisms on acoustic feature constructions. To further investigate how effective to directly identify speakers based on raw waveform of audios, we further include SC into the comparisons. To comprehensively compare these techniques on speaker identification, we vary the length of the audio instances from 1 second to 9 seconds with 2 seconds as the step size. Table 4 shows the corresponding performances on LibriSpeech. While the top seven rows show the performances of methods based on MFCCs, last row shows the performance of SC, which is waveform-oriented.
For MFCC-oriented methods, we have five observations. First, the longer the instance, the higher accuracy each method can achieve. It applies to all seven methods with different embedding construction strategies. It makes sense because the longer each audio instance, the richer acoustic information we have collected from each instance. Training, supported by rich acoustic information, contributes to high accuracy. The second observation is that the SA method achieves the worst accuracy performance on all different duration settings. The SA method depends on feature fusions to learn inter-dependent feature representations. However, a piece of audio, especially a short one, could contain a notable portion of silence which do not contain any distinguishing information. Feature fusions with such uninformative and misleading features lead to defective accuracy performance. The third observation is that all methods, except SA, work well when instances are 3 seconds long or longer than that. It demonstrates that audios with at least 3 seconds might be informative enough to construct a speaker's acoustic biometric. Moreover, by comparing LSTM with A-LSTM and A-CRNN, we also notice that it benefits the accuracy performance by adding an attention layer, especially when the audio instance is relatively short. When each instance is only 1 second long, the accuracy of the LSTM method is only 0.8650. By distinguishing important information at different time steps, A-LSTM and A-CRNN improve the accuracy to 0.8848 and 0.9198, respectively. Analogously, we find similar performance improvement when comparing SA with A-SA. The last observation is that the accuracy performance of LSTM, A-LSTM, SA, and A-SA are more sensitive to short audios than CNN-based methods. For example, when each instance is only 1 second long, the accuracy of these methods are only 0.8650, 0.8848, 0.7537, and 0.7886, respectively. It can be explained by the silence in the audio instances. When the audio instance is very short, each instance contains limited informative acoustic features. Therefore, short audio instances are more vulnerable to noises such as silence.
In such scenarios, the frequency dynamics over time captured by LSTM and self-attention-based methods are less reliable and robust than the local features captured by CNN-based methods. The raw waveform-based method, SC, does not work very well generally compared with MFCC-based methods. SC skips the construction of MFCC, which involves fast Fourier transform and other hard-tolearn procedures, to learn speaker identification. It is still a daunting task since raw waveform-based methods are deemed to require a huge amount of training data in order to achieve success.
Performance with Limited Training Data
In this section, we investigate the performance of all methods when facing a shortage of data for training. In order to make instant identification response, we fix the length of each audio instance to 3 seconds. We vary the total number of training instances per speaker from 20 to 60. If the total training instances per speaker is only 20 and each instance is 3 seconds long, there are only 60 seconds audios used for training for each speaker. When we relax the number of training instances per speaker to 40 and 60, 120 seconds and 180 seconds long cumulative audios will be used for training per speaker, respectively. Figure 2 shows the accuracy performance for all methods on different settings. We observe that the fewer training instances we have for a speaker, the lower accuracy we achieve for all methods. For example, when we have 180 seconds long training instances for a speaker, the accuracy of 1D-CNN can reach as high as about 0.9493. However, when the training instances are reduced to 120 and 60 seconds per speaker, the accuracy is only 0.9398 and 0.8645, respectively. We observe a similar performance drop for 2D-CNN, LSTM, A-LSTM, SA, A-SA, and SC. These observations demonstrate that the strong discriminative power of deep learning models significantly depends on the availability of a sufficient amount of training data. When only limited instances are provided for training, the performance might be far from expectations. Without applying few-shot learning mechanisms, 1D-CNN achieves the best accuracy performance on the three settings. This results from its simple network structure design, which is light-parameter dependent. The prototypical network, a metric-learning-based few-shot leaning method, achieves slightly higher accuracy. Its accuracy reaches about 0.93 as 60 seconds training instances are present for training per speaker. The high accuracy performance demonstrates the advantage of adopting few-shot learning, which fully utilizes the limited instances during training. Among all methods, AFEASI and its variants achieve the highest accuracy on all three settings, especially when the training instances are limited. Its accuracy is as high as about 0.95 for the setting of 60 seconds per speaker. This demonstrates the effectiveness of adopting attentive few-shot learning and adversarial learning when training from limited data.
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Accuracy 70% 75% 80% 85% 90% 95% 100% 60s 120s 180s Figure 2 : The accuracy of each method with different total training data per speaker on LibriSpeech. 
Perturbation Injection Choice
In this section, we investigate and compare the effectiveness of different choices for injecting adversarial perturbations. AFEASI only injects perturbations into query instances. AFEASI s only injects perturbations into support instances, while AFEASI b injects dynamic perturbations into both query and support instances. The last three groups of Figure 2 show the accuracy performance of AFEASI and its two variants on different settings. We observe that injecting adversarial perturbations into query instances only is effective enough to enhance identifications. For example, as training instances are as limited as 60 seconds per speaker. The accuracy of AFEASI, AFEASI b , and AFEASI s are all as high as and close to 0.955. While injecting perturbations into only query instances allows us to quickly generate adversarial examples during training, as compared to generating noises in support instances or both query and support instances. Therefore, in this work we choose to inject perturbations into only query instances in consideration of computational efficiency.
Effectiveness of Adversarial Training
In this section, we compare the effectiveness of data augmentation between conducting adversarial training and applying conventional audio augmentation methods.
To conduct conventional data augmentation, we inject random Gaussian noises to raw audios with different parameters τ that controls the intensity of injected noises. Formally, the augmented audio piece x au can be represented as x au = x + τ N д , where x and N д are the original audio and the Gaussian noise, respectively. Finally, AFEASI gaussian denotes the conventional approach by replace the adversarial training with the participation of augmented data injected by Gaussian noises. In addition, we use AFEASI − to indicate the method simply removing adversarial training from AFEASI and evaluate the impact of adversarial training. Table 5 shows the performance comparisons among AFEASI − , AFEASI gaussian , and AFEASI. We observe that data augmentations Figure 3 : Parameter sensitivity studies on LibriSpeech by injecting Gaussian noises help address the data shortage issue. For example, the accuracy of AFEASI − is 0.9411 for the 60-seconds setting. When setting τ to 1e − 5 and 1e − 4, the accuracy of AFEASI gaussian improves to 0.9498 and 0.9841, respectively. However, the effectiveness of such data synthesis is sensitive to the setting of the weighting factor τ . For example, when τ is set to 1e − 3 and 1 − e2, heavier noises are injected into the raw audios. The injected noises obscure the raw informative signals and lead to worse accuracy performance. This could make it challenging to select a good τ in practice since it only helps with a narrow range of effective settings. In addition, we notice that AFEASI still achieves the highest accuracy performance over all three settings. This demonstrates that intentional adversarial noises are more helpful in improving identification performance.
Sensitivity Study
In this section, we examine how different choices of parameters influence the performance of AFEASI. Except for the parameter being tested, we set other parameters at the default values (see in Table 3 ). Figure 3 shows the evaluation results as a function of one selected parameter when fixing others. Figure 3a shows the accuracy performances of AFEASI when we change the learning rate. It may get stuck to local optimal and lead to sub-optimal performance when the learning rate is either too small or too large. In this work, we set it as 0.01 with the consideration of the performance. Figure 3b shows the effect of varying ϵ, which controls the magnitude of the perturbations. AFEASI in general is not sensitive to the setting of ϵ and it achieves high accuracy performance with a wide range of ϵ from 0.0001 to 0.1. Figure 3c shows the performance of AFEASI when choosing different number of speakers in a training episode. We observe that AFEASI is not strictly sensitive to this parameter and it always achieves accuracy performance as high as around 0.95 for all settings with the parameter is larger than 25. Figure 3d shows the performance change via choosing different number of instances per speaker as references in the support module. We observe that the more instances we select to generate the speaker's acoustic biometric embedding as references, the higher accuracy we can achieve during the test in general. We also notice that the increase of accuracy performance saturates as the number of shots increases more than 6. This is because: at the beginning, a larger value of the shot number N brings a stronger representation power to express speaker's acoustic characteristic, but the further increase of shot number might only provide limited and repeated information.
Household Deployment
One notable application of ASR is to enable personalized services at different households. In such scenarios, audio-enabled devices, such as Echo Dot and Google Home, only need to serve several peoples in a household. Therefore, we may not have to include all the speakers as identification candidates. This could not only reduce the computation cost during inference and respond more quickly, but also significantly improve the identification accuracy. All these benefits depend on the flexibility of the identification model to accommodate only a portion of users as speaker candidates. All conventional deep learning methods mentioned in the baseline section fail to achieve this, since the output layer of these models is fixed with the number of neurons equal to the number of total speakers. AFEASI solves the issue by learning distance metric among different speaker candidates. The speaker with the smallest distance to the query instance among all candidates yields the prediction. In this way, AFEASI can enable fast and efficient speaker identification by considering only a small set of candidate speakers.
RELATED WORK
In this section, we discuss related works on automatic speaker recognition and few-shot learning.
Automatic Speaker Recognition
Most state-of-the-art solutions are based on the i-vector representation of speech segments [5] , which contributed to significant improvements over the Gaussian Mixture Model-Universal Background Models (GMM-UBMs) [26] . Deep learning has shown remarkable success in speaker identification tasks recently. Deep speaker [17] takes filter bank coefficients as inputs, utilizes residual networks to extract audio embeddings, and employs triplet loss as the loss function to optimize the neural network. VGGVox [4] takes spectrograms as inputs. CNN based residual network is designed to extract audio embeddings. Contrastive loss is employed to optimize the training pairs in the network with pre-training using softmax classification. However, the number of training pairs can grow quadratically with the size of the dataset and elaborate pair selection heuristics are needed to make the training on large datasets feasible. Another Resnet-based model uses additive margin softmax [34] classification loss to improve the recognition accuracy in [35] and [9] . SincNet [24] utilizes convoluational neural networks to learn speaker recognition from raw audios. [1] is the most relevant work, which leverages prototypical network to conduct speaker recognition from limited training data.
The proposed method, AFEASI, differs from the above work by focusing on speaker identification by learning from limited instances. AFEASI leverages metric-learning few-shot learning to achieve competitive performance with limited training instances. In addition, adversarial training is adopted to improve the generalization and robustness of identification model.
Few-shot Learning
Recent deep learning-based few-shot learning approaches fall into three main categories: (1) metric-based approaches [15, 29, 30, 33] , which try to learn a generalized distance metric. (2) model-based approaches [27] , which use recurrent network with internal or external memory. (3) optimization-based approaches [25] , which optimize model parameters explicitly for fast learning. Our model is most related to metric-based approaches.
A siamese neural network is utilized to conduct one-shot image classification in [15] . The siamese neural network is composed of two twin networks and their outputs are jointly trained on top of a similarity function to learn the relationship between pairs of data points. The Matching Network [33] makes classification predictions by comparing the input samples with a small labeled support set. The relation network [30] is similar to the siamese network, but differs by choosing a CNN to capture the relationship rather than a simple L1 distance. The prototypical network [29] defines a prototype vector to represent each class. The prototype vector is calculated as the mean vector of the support data samples in each class, without any differential weighting mechanisms.
Previous few-shot learning research mainly focuses on vision learning [6] , text classification tasks [39] , or entity predictions on knowledge graphs [36] . To the best of our knowledge, this work is the first research utilizing adversarial few-shot learning on ASR.
CONCLUSION
In this work, we study the problem of speaker identification with limited training data. To cope with the data deficiency issue, we utilize few-shot learning, which allows us to comprehensively utilize the limited training instances. In addition, to further enhance the generalization and robustness of the speaker identification model, we perform adversarial learning. Comprehensive experiments on a real-world dataset demonstrate a significant performance improvement of AFEASI with comparisons to eleven baseline methods.
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