Recommendation plays an increasingly important role in our daily lives. Recommender systems automatically suggest items to users that might be interesting for them. Recent studies illustrate that incorporating social trust in Matrix Factorization methods demonstrably improves accuracy of rating prediction. Such approaches mainly use the trust scores explicitly expressed by users. However, it is often challenging to have users provide explicit trust scores of each other. There exist quite a few works, which propose Trust Metrics to compute and predict trust scores between users based on their interactions. In this paper, first we present how social relation can be extracted from users' ratings to items by describing Hellinger distance between users in recommender systems. Then, we propose to incorporate the predicted trust scores into social matrix factorization models. By analyzing social relation extraction from three wellknown real-world datasets, which both: trust and recommendation data available, we conclude that using the implicit social relation in social recommendation techniques has almost the same performance compared to the actual trust scores explicitly expressed by users. Hence, we build our method, called Hell-TrustSVD, on top of the state-ofthe-art social recommendation technique to incorporate both the extracted implicit social relations and ratings given by users on the prediction of items for an active user. To the best of our knowledge, this is the first work to extend TrustSVD with extracted social trust information. The experimental results support the idea of employing implicit trust into matrix factorization whenever explicit trust is not available, can perform much better than the state-of-the-art
INTRODUCTION
The explosive growth of available information brings forth the "information overload "problem. Recommender Systems (RS) are information filtering systems that deal with the problem of information overload by filtering vital information fragment out of large amount of dynamically generated information according to user's preferences, interest, or observed behavior about item [15] . Recommender systems help users with item selection and purchasing decisions based on users' tastes and preferences using a variety of information gathering techniques [2] . Accurate recommendations enable users to quickly locate desirable items without being overwhelmed by irrelevant information [39] . Generally, there are two variants of recommendation approaches: Content based and Collaborative Filtering (CF) based approaches [1, 30] . The basic idea of the content based approach is to use properties of an item to predict a user's interests towards it [39] .
The key idea of collaborative filtering is to use the feedback from each individual user [39] . CF approaches can be further grouped into model-based CF and neighborhood-based CF [32] . Neighborhood based CF approaches use user-item ratings stored in the system to directly predict ratings for new items [39] . In contrast, model-based CF approaches use user-item ratings to learn a predictive model. The general idea is to model the user-item interactions with factors representing latent features of users and items in the system, such as the preference class of users and the category class of items. One of the most accurate approaches was found to be Matrix Factorization (MF). The most basic approach to matrix factorization is Singular Value Decomposition (SVD), however numerous more sophisticated approaches have been developed [18, 4, 17] . [38] and [3] show that incorporating trust (social relation) into recommender systems has demonstrated potential to improve recommendation performance, and to help mitigate some well-known issues, such as data sparsity and cold start [6] . A social recommender system improves on the accuracy of the traditional RS by taking social interests and social trusts between users in an social network as additional inputs [24, 21] . Due to stable and long-lasting social bindings, people are more willing to share their personal opinions with their friends, and typically trust recommendations from their friends more than those from strangers and vendors [39] . Social trust between a pair of friends may be established based on explicit feedback of user concerning user (e.g., by voting), or it may be inferred from implicit feedback (e.g., the frequency and quantity of interaction/communication/email exchanges between them) [31, 36] .
To the best of our knowledge, most of the existing social recommendation methods assume that the user preferences may be influenced by a number of explicit social friends [29, 26, 34] . However, the reliance on social connections may restrict the application of trust-based approaches to other scenarios where social networks are not available or supported [33] . It is often very challenging to have users giving trust scores of each other. Even these publicly available datasets for trust usually provide trust relations in binary format (0/1), and as stated in the literature, because of privacy concerns [4] . In addition, the potential noise and weaker social ties (than trust) in social networks can further hinder the generality of these approaches [33] . In contrast, in implicit relations social networks, we can only get a user's positive behaviors from the history of what he/she has clicked, purchased or connected, but never know to what degree he/she likes and what does not he/she like [10] . This is also true in the context of real life scenarios. People often tend to share and interact with people they trust. Nevertheless, it is still an open problem how to compute and predict trust between users more accurately and effectively [4] .
Our approach focuses on CF-based social RSs, since collaborative filtering was found to lead to very accurate recommendations in the literature and most existing social recommender systems are CF-based [18, 16, 26] . Jamali and Ester [16] explored a model-based approach for item recommendation in social networks, employing matrix factorization techniques, by incorporating the mechanism of trust propagation into their model. In MF-based social recommendation approaches, user-user social trust information is integrated with user-item feedback history (e.g., ratings, clicks, purchases) as to improve the accuracy of traditional MF-based RSs, which only factorize user-item feedback data [39] . Such trust-aware approaches are developed based on the phenomenon that friends often influence each other by recommending items. However, even the best performance reported by the recent work [9, 3] can be inferior to that of other state-of-the-art models which are merely based on user-item ratings. To investigate this phenomenon, we conduct an empirical trust analysis based on three well-known publicly available datasets (FilmTrust[?], Epinions[?], and Ciao[?]).
In this paper, we build a new recommendation model on top of state-of-the-art models where both the explicit user-item ratings and implicit social relation involved to improve the accuracy of rating prediction. To the authors' knowledge, our work is the first to extract implicit social relation from ratings-only datasets (trust data is not available) and use in social-based recommendation models. Experimental results on the real-world datasets of recommender systems demonstrate that our approach achieves significantly better accuracy than other counterparts as well as other wellperforming recommendation models (ten approaches in total). It should also be noted that in this work, based on the similarity concept, we assume the trust relations are bidirectional and equal in both directions.
The rest of the paper is organized as follows: in Section 2, we summarize the related work and present a brief review of the existing methods. The problem definition and our proposed approach is presented in Section 3. Section 4 presents experimental evaluation of the proposed method with the discussions on the results. Finally, we conclude by giving an overview of further work in Section 5.
RELATED WORK
Trust-aware recommender systems have been widely studied, given that social trust provides an alternative view of user preferences other than item ratings [5] . Yuan et al. [41] found that trust networks are small-world networks where two random users are socially connected in a small distance, indicating the implication of trust in recommender systems. [37] presented a contextual social network model that takes into account both participants' personal characteristics and mutual relations and proposed a new probabilistic approach, SocialTrust, to social context-aware trust inference in social networks.
[11] proposed a multi-view clustering based on Euclidean distance by combination both similarity view and trust relationships that is including explicit and implicit trusts. Hu et al. [13] proposed a recommendation framework named MR3, which jointly modeled users' rating behaviors, social relationships, and review comments. Liu et al. [22] proposed a novel social recommendation method, namely Probabilistic Relational Matrix Factorization (PRMF), which aims to learn the optimal social dependency between users to improve the recommendation accuracy.
There are two main recommendation tasks in recommender systems, namely item recommendation and rating prediction, and our work focuses on the rating prediction task. Matrix factorization technique, because of achieving higher accuracy and better alleviate the data sparsity issue, is a widely-used recommendation method in model-based CF [20] . Trust-aware model-based MF approaches assume that users' preferences are similar to or influenced by their trusted users [9] . The intuition behind is that social friends share similar preferences and influence each other by recommending items. It has been shown that such additional side information among users is useful to deal with the concerned issues and thus to improve recommendation performance [33] .
Specifically, Guo et al. [7] clustered users by multi-views of similarity and trust, in order to resolve the relative low accuracy and coverage issues of clustering-based recommendations. Ma et al. [25] proposed a social regularization method (SoRec) by considering the constraint of social relationships. The idea is to share a common user-feature matrix factorized by ratings and by trust. Ma, King, and Lyu [24] proposed a social trust ensemble method (RSTE) to linearly combine a basic matrix factorization model and a trust-based neighborhood model together. They proposed SoReg method that the active user's user-specific vector should be close to the average of her trusted neighbors, and use it as a regularization to form a new matrix factorization model [26] . In this method, the authors worked based on the assumption that the user preferences may only be influenced by explicit friends. In the approach proposed in [23] , the social relationship information was not fully considered, and, essentially this approach suffers from the limitation that it cannot fuse the explicit and implicit friendship relation.
Jamali and Ester [16] built a new model (SocialMF) on top of SoRec by reformulating the contributions of trusted users to the formation of the active user's user-specific vector rather than to the predictions of items. Zhu et al. [43] proposed a graph Laplacian regularizer to capture the potentially social relationships among users, and form the social recommendation problem as a low-rank semidefinite problem. Zhang et al. proposed a social recommendation method in [42] , which the authors utilize as trust network information in the experimental process. Yang et al. [38] proposed a hybrid method (TrustMF) that combines both a truster model and a trustee model from the perspectives of trusters and trustees, that is, both the users who trust the active user and those who are trusted by the user will influence the user's ratings on unknown items. Tang et al. [35] considered both global and local trust as the contextual information in their model, where the global trust is computed by a separate algorithm. [40] took into consideration both the explicit and implicit interactions among trusters and trustees in a recommendation model.
Huang et al. [14] and [34] , only used the social context information, such as tagging and did not incorporate the situation of implicit friendship between users. Fang, Bao, and Zhang [3] stressed the importance of multiple aspects of social trust. They decomposed trust into four general factors and then integrate them into a matrix factorization model. [29] focused on the leverage of the hidden social relations between users. Accordingly, they have investigated the power of link prediction techniques to extract the implicit friendship and incorporated it with explicit friendship into probabilistic matrix factorization to improve the recommendation accuracy. Guo et al. [8] extended SVD++ with social trust information and proposed TrustSVD, a trustbased matrix factorization technique. However, it is also noted that even the latest work [8] can be inferior to other well-performing ratings-only models. All these works have shown that a matrix factorization model regularized by trust outperforms the one without trust. That is, trust is helpful in improving predictive accuracy.
However, there are certain drawbacks among the previous studies. In contrast to the incorporation of the explicit friendship relation, there may be implicit correlations between users based on rating matrix. But, the majority of the literature on social recommendation ignores the role of the implicit friendship relation in boosting the accuracy of the recommendations specially whenever explicit trust is not available [29] . In this paper, our method differs from the previous work because we present how social relation can be extracted from users' ratings to items by describing Hellinger distance between users in recommender systems and propose to incorporate the predicted trust scores into social matrix factorization models for improving recommendation performance. In this paper, due to better accuracy in rating prediction compared to the similar works, we take Guo [8] work as a baseline to verify the effectiveness of our method.
PROPOSED METHOD
As we know, Recommender System is one of the most important systems that can be modeled by the bipartite networks in which two types of nodes are users and items. In this paper, we want to take user ratings (or any other user behavior) to extract implicit social relation based on what users with similar behavior liked or purchased. The extracted social relation can indicate behavioral similarity between two users in the recommender system.
The first step is measuring the behavioral similarity for each pair of nodes in the bipartite network. We want to choose a proper distance measure as base metric, because the similarity measures are in some sense the inverse of the distance metrics. We use one type of f-divergence metrics [?], called Hellinger distance (aka Bhattacharyya distance), that was introduced by Ernst Hellinger in 1909 [28] to quantify the similarity between two probability distributions [27] . This measure is based on a well-defined mathematical metric [?] . Now, we apply this metric to bipartite networks using degree distribution of neighbors of each node for measuring the similarity of the nodes on one side of the bipartite network. Let Li be number of x's neighbors with degree of i. Suppose the vector Lx = (l1, . . . , l∆) be the non-normalized distribution of Li for all adjacent neighbors of x. We introduce the Hellinger distance between two nodes, x and y, on one side of the bipartite network as follows:
where the f-divergence of Lx from Ly measures the difference between two probability distributions Lx and Ly, and the function d(x, y) represents the normalized form of this difference. Now, we generate an N × N distance matrix (N is the number of nodes in users side of bipartite network). According to the well-defined metric features and the ability of mapping to Euclidean space, we can form social relations based on how close nodes are to each other. It means that any pair of nodes in the matrix with a less distance can be formed one tie (i.e. link, edge) by specific neighborhood radius. So, we can consider ties between nodes as the Hellinger distance between two nodes is lesser than special threshold and make a new social network between users. But taking into account an appropriate threshold is extremely important to address in the next subsection.
As a result, we have edge list of implicit social relations between users part of recommender systems and we can employ this edge list into MF social recommendation techniques for evaluation of our extracted social relation in user rating prediction.
Find Desired Threshold
To earn the required global threshold, the likelihood of distance between different users on the network can be used. We assume that the distribution of the two users' distance can be modeled in terms of set of unknown parameters θ. Suppose that d1, d2, . . . , dn are independent random selection of the elements in the obtained distance matrix. If we want to find the threshold for each individual user on the network, we can do random selection of the distances only on same row of the user; in this work, we supposed distances are independent of each other and we choose di's randomly from the whole network. P (D|θ) is the probability density of D (distances), given the distribution parameter θ which is defined as:
We assume the distances between nodes are coming from a Normal distribution, where µ and σ 2 are specific parameters of this distribution function, then the maximum likelihood estimators of the mean and the variance of the normal distribution will be [12] :
Thus, the estimator µ is equal to the sample mean and the estimator σ 2 is equal to the unadjusted sample variance. Accordingly, our desired threshold value will be dependent to the density of the social graph of users to extract social information. It means that the distinction between sparse and dense social graphs is rather vague, and depends on the context. A dense graph is a graph in which the number of edges is close to the maximal number of edges. The opposite, a graph with only a few edges, is a sparse graph. For finding threshold in the bipartite graph, we define the graph density, α as follows:
where E[deg] is the desirable variable of expected value of degrees of social graph nodes and M is the number of nodes in the other side of bipartite graph (The maximum number of edges for each user node). So, to determine the threshold for extracting social edges, we convert normal distribution of distances between nodes to a standard normal and find the corresponding probability. It means that for the threshold T , we have:
where Φ(d) is the normal distribution function which gives the probability that a standard normal variate assumes a value in the interval [0, d]. Now, we can use inverse of cumulative distribution function of the standard normal distribution, Φ −1 (d), for finding our favorite threshold (depending on the amount of density in the extracted social graph). As a result, after finding the own desired threshold value, if the distance value are less than the threshold amount, friendship and trust edge can formed in new social network by using the distances for all users.
Matrix Factorization: A Basic Model
In general, in recommender systems, we have a set of users {u1, . . . , uN } and set of items {i1, . . . , iM }. The rating matrix R = [Ru,i]N×M provide the ratings given by users to items. Therefore, Ru,i is the rating of user u to item i. The recommender system's task is then to predict rating of user u to item i whenever Ru,i is unknown. For clarity, we pre-serve symbols u, v for users, and i, j for items. Let Iu denote the set of items rated by user u.
Rating scores are the explicit user feedback and Matrix Factorization (MF) is a state-of-the-art recommender method to exploit this rating information [13] . MF techniques have gained popularity and become the standard recommender approaches due to their accuracy and scalability [20] . The goal of matrix factorization is to learn latent features , and subsequently, to employ them for making rating predictions [18] . Let pu and qi be a L-dimensional latent feature vectors of user u and item i, respectively. The essence of matrix factorization is to find two low-rank matrices: user-feature matrix P ∈ R L×N and item-feature matrix Q ∈ R L×M that can adequately recover the rating matrix R, i.e., R ≈ P T Q, where P T is the transpose of matrix P . Hence, the rating on item j for user u can be predicted by the inner product of user-specific vector pu to item-specific vector qj, i.e., ru,j = q T j pu. In this regard, the main task of recommendations is to predict the ratingru,j as close as possible to the ground truth ru,j. Formally, we can learn the user-and item-feature matrices by minimizing the following loss (objective) function [9] :
and the predicted ratings is:
where || . ||F denotes the Frobenius norm, and regularization parameter λ controls over-fitting. The rating mean is captured by µ; bu and bj are rating biases of pu and of qj . The L-dimensional feature vectors pu and qj represent preferences for user u and characteristics for item j, respectively. The dot products p T u qj capture the interaction or match degree between users and items [13] .
Social Recommender System
In this paper, we follow the basic idea of matrix factorization method in social recommender systems to learn the latent features of both users and items more precisely when trust information between users is not available. Now, based on proposed method in [8] , we assume that Tu,v denotes the trust value between users u and v. Therefore, matrix T = [Tu,v]N×N represent all trust scores between users, where Tu is the set of users trusted by user u. Note that T can be asymmetric in general. We denote pu and wv as the L-dimensional latent feature vectors of truster u and trustee v, respectively. We limit the trusters in the trust matrix and the active users in the rating matrix to share the same user-feature space in order to bridge them together. Hence, we have truster-feature matrix P L×N and trustee-feature matrix W L×N . By employing the low-rank matrix approximation, we can recover the trust matrix by T ≈ P T W . Thus, a trust relationship can be predicted by the inner product of a truster-specific vector and a trusteespecific vectortu,v = w T v pu [9] . Our model, called Hell-TrustSVD, is built on top of a state-of-the-art model known as TrustSVD proposed by Guo et al [8] . The Hell-TrustSVD model exploits trust scores to learn the latent features more precisely. The rationale behind TrustSVD is adopt a distinct strategy that the popular users and items should be less penalized, and cold-start users and niche items (those receiving few ratings) should be more regularized. Therefore, the loss function to be minimized as follows:
where Uj, Ui are the set of users who rate items j and i, respectively; and (Hell-T ) + v is the set of users who trust user v that extracted by Hellinger distance as we mentioned before. Since the active user has rated a number of items and specified other users as trustworthy, the penalization on user-specific vector pu takes into account both cases.
EXPERIMENTAL EVALUATION

Dataset Description
The experiments are performed on five real-world datasets: . FilmTrust consists of 35,497 ratings given by 1,508 users to 2,071 movies. On Ciao dataset, we have 280,391 ratings given by 7,375 users to 99,746 items. On Epinions dataset, there are 664,824 ratings given by 40,163 users to 139,738 items. MovieLens-100K contains 100,000 ratings given by 943 users to 1,682 movies and MovieLens-1M includes 1,00,000 ratings given by 6,040 users to 3,706 movies. The densities of the rating matrices on these datasets are 6.30% for MovieLens-100K, 4.47% for MovieLens-1M, 1.14% for FilmTrust, 0.03% for Ciao, and 0.051% for Epinions. Moreover, on FilmTrust, Ciao and Epinions datasets, we have observed 1,853 , 111,781 and 487,183 social relationships between users. The densities of the social relation matrices are 0.042% for FilmTrust, 0.23% for Ciao and 0.029% for Epinions.
For each dataset, we use 5-fold cross-validation for learning and testing. Specifically, we randomly split each data set into five folds and in each iteration four folds are used as the training set and the remaining fold as the test set. Five iterations will be conducted to ensure that all folds are tested. The average test performance is given as the final result.
Evaluation Metric
The performances of the recommendation algorithms are evaluated by two most popular metrics: mean absolute error (MAE) and root mean square error (RMSE). The definitions of MAE and RMSE are as follows:
where Ntest is the number of test ratings, ru,i denotes the observed rating in the testing data, andru,i is the predicted rating. Smaller values of MAE and RMSE indicate better predictive accuracy.
Comparing Method
Two kinds of approaches are compared with our proposed method (Hell-TrustSVD): (1) Baselines (only ratings are available) models: GlobalAvg, UserAvg, ItemAvg, Slope-One, UserKNN, ItemKNN, RegSVD, BiasedMF and SVD++ [18] ; (2) Trust-based models: SoRec [25] , SoReg [26] , TrustMF [38] and TrustSVD [8] .
Parameter Setting
The optimal experimental settings for each method are determined either by our experiments or suggested by previous works. The settings are: (1) SoRec: the number of latent features d = 5 for SoRec-1 and d = 10 for SoRec-2, and λc = 1.0, 0.01, 1.0 corresponding to FilmTrust, CiaoDVD and Epinions respectively; (2) SoReg: the number of latent features d = 5 for SoReg-1 and d = 10 for SoReg-2, and β = 0.1 for the all; (3) TrustMF: : the number of latent features d = 5 and λt = 1 for all and Tr, Te and T (resp.); (4) TrustSVD: the number of latent features d = 5 for TrustSVD-1 and d = 10 for TrustSVD-2, and λ = 0.1, λt = 0.9 for FilmTrust, λ = 0.6, λt = 0.5 for Epinions, andλ = 0.5, λt = 1.0 for CiaoDVD.
Specifically, the optimal experimental settings for baselines and ratings-only state-of-the-art models is shown in tables 1 and 2.
Comparison with Other Models
In first experiment we want to examine accuracy of extracted social relations compared to explicit social relations and trust information. Thus, three recommender datasets that their trust and social information between users are available, has been considered, and by using some of the most popular social recommender models, the comparison between the actual and extractive trust data sets has done. Figure 1 shows that social matrix factorization models based on extracted social data are quite similar to the results of models using explicit trust for each series of social recommender datasets. As the Figure shows, the models on implicit trust inferred Hellinger distance can perform as accurate as the models with explicit trust. Regarding our research question in Section 1, we may safely conclude that the implicit trust can be incorporated into the social matrix factorization whenever explicit trust is not available. Moreover, the results in Figure 1 conform to the results that said TrustSVD was selected as the best candidate for inferring trust scores. Therefor, it indicates that social information obtained from Hellinger distance method for estimating similarity of users behavior, has a good performance in social recommender models. Now for evaluating proposed approach for recommendations data sets that social data are not available and there are only users' ratings, we do an experiment for these categories. The experimental results are presented in ments are small, Koren [19] has pointed out that even small improvements in MAE and RMSE may lead to significant differences of recommendations in practice. One more observation from Tables 1 and 2 that the performance of Hell-TrustSVD when d = 5 is very close to that when d = 10, indicating the reliability of our approach with respect to the feature dimensionality. We ascribe this feature to the consideration of both the explicit and implicit influence of ratings and trust in a unified recommendation model.
In conclusion, the experimental results indicate that our approach Hell-TrustSVD outperforms the other methods in predicting more accurate ratings in only ratings recommender dataset, and that its performance is reliable with different number of latent features. As shown in Figure 1 , this method of extraction social relationships, has the ability of adding to all kinds of social recommender model as well.
Impact of Social Threshold T
As described in Section 3.1, our model has a threshold T , which this amount is dependent on parameter E[deg] that indicates the impact of social graph density in the extracting social trust edge. To analyze how sensitive our model 
CONCLUSION AND FUTURE WORK
We presented a novel trust-based recommendation approach, called Hell-TrustSVD, to mitigate the research gap between user similarity and trust concepts in recommender systems. Specifically, we first extracted the behavioral representation between users based on only ratings data and explore social edges. Then, we incorporated these inferred trust scores into a matrix factorization method in social recommender system. Indeed, we combine a user's influence to other users trusting the user, and that to other users trusted by the user, where their trust information is utilized to update the user latent feature vectors. We conducted comparisons with state-of-the-art approaches. The results show that the Hell-TrustSVD with implicit trust performs in ways similar to the TrustSVD using explicit trust. A clear advantage of this result is that, since we often have no trust scores explicitly given by users in social networks, we can overcome this problem by using implicit (or inferred) trust scores and incorporate them into the recommender.
For future work, we aim to define and infer trust scores taking into account context data of users rather than their ratings only and extend our model by considering other properties (i.e. trust weight) of trust networks to further improve recommendation accuracy. We also want to evaluate additional dimensions of recommendation quality, such as diversity, novelty or serendipity and improve the proposed model by considering both the influence of trusters and trustees.
