Csiszár's channel coding theorem for multiple codebooks is generalized allowing the codeword lengths differ across codebooks. Also in this case, for each codebook an error exponent can be achieved that equals the random coding exponent for this codebook alone, in addition, the overload detection failure probability tends to 0. This is proved even for sender and receiver not knowing the channel. As a corollary, a substantial improvement is obtained when the sender knows the channel.
I. INTRODUCTION
The discrete memoryless channel (DMC) coding theorem of [5] analyzes the performance of a codebook library of several constant composition codebooks consisting of codewords of the same length. The rate and the type of the codewords may be different for each codebook. The number of codebooks is subexponential in the codeword length. Before message transmission, the sender chooses the codebook he will use, the receiver is unaware of this choice. It is shown that simultaneously for each codebook the same error exponent can be achieved as the random coding exponent of this codebook alone. Similar models have been analyzed recently in the context of random access communication, see [12] , [15] , [8] (typically for multiple access scenarios, not entered here), and unequal error protection, see for example [2] and [16] . This paper generalizing [5] considers codebook libraries where not only the rate and type but also the codeword length may vary across codebooks, thus our model is in between fixed and variable length coding. Our model appears natural for communication situations where a channel is used alternatingly for transmitting messages of different kinds such as audio, data, video etc. In particular, the freedom of using codebooks of different wordlengths admits to taylor error probability bounds and delays to possibly different requirements of different message kinds, such as transmitting more sensitive messages via longer codewords (thereby decreasing error probability even when the error exponent is fixed).
We are aware of only one prior work extending results in [5] in a direction like here, by [1] on joint source-channel coding error exponent for variable length codes, in a non-universal setting. Its main similarity with this paper lies in the definition of error event. The topic of the paper is also connected (see [10] for details) to the area of strong asynchronism, see [14] and [13] , and even more to [17] concerning error exponents.
For channels with positive zero-error capacity, the above model does not provide mathematical challenges. Indeed, in that case (as noted also in [5] ) prior to each message transmission the sender can communicate his codebook choice over the channel without error, using codewords of length o(n). This reduces the model to the standard case of a single codebook. In the more common case of zero error capacity equal to 0, no such simple strategy is available.
It is not obvious what to mean by decoding error in our model. By the definition we adopt, the j'th message is correctly decoded if the decoder correctly assigns this message to the time slot where the corresponding codeword is sent, including correct identification of the codeword boundaries. The receiver is not required to learn that this message has been sent as the j'th one (taking care of the possibility that at previous instances erroneously less or more messages have been decoded than actually sent).
Our main result, Theorem 1, extends the mentioned result in [5] to this scenario under the technical assumption that no codeword is shorter than a constant times the length n of the largest codeword. Since even in the standard case of a single codebook with codewords of type P , a positive error exponent is achievable only for rate R < I(P, W ), it is desirable that when this condition fails, the decoder can report that reliable decoding is not possible. This feature is present in [12] and [8] (but not in [5] ). In [12] and [8] , addressing multiple access scenarios, the term collision detection is used, in our one-sender context we will use the term overload detection. As part of the main result, our decoder is shown suitable also for overload detection: When the chosen codebook has codeword type P and rate R ≥ I(P, W ), decoding failure is reported with probability approaching 1, though here we do not obtain exponential speed of convergence (for more on this see Remark 2). Let us empasize that in Theorem 1 neither the codebook library nor the decoder depends on the channel.
A corollary of the main theorem improves the result when the sender knows the channel while maintaining the universality of the decoder. The improvement leads to exponent also for overload detection failure probability, and shows that for each message kind the maximum of the random coding error exponent over the possible input distributions (i.e., the random coding exponent of the channel) is achievable. Even the special case of this corollary for transmitting messages of a single kind is of interest, see Remark 3.
All universal channel coding results rely on packing lemmas asserting the existence of a codebook (or several codebooks) satisfying certain condtions that do not involve channel transition probabilities but admit to bound error probabilities for any DMC (with a suitable decoder not depending on the channel). For standard block coding and also for the multiple codebook model in [5] , a packing lemma suffices that bounds for each possible joint type of two sequences of length n, the number of codeword pairs having this joint type (see [4] , Problems 10.2, 10.31). Our model with codebooks of different wordlengths requires a more complex packing lemma. Instead of individual joint types, subtype sequences as in [6] and [7] have to be considered, and the concept of (l, q) arrays defined in Section II is needed. Our main technical result, Lemma 1 provides bounds, for each subtype sequence compatible with an (l, q) array, on the number of collections of codewords that, when arranged in an (l, q) array, have the given subtype sequence. In the proof of Lemma 1 the new concept of γindependent sequences is used to handle the possibility of coincidences among the codewords in the array. In addition to a more complex packing lemma, also a more complex decoder is needed: a two-stage generalization of the universal decoder of [5] is introduced to meet the challenges of estimating the boundaries of the codewords and avoid error propagation.
This paper is an abbreviated version of [9] . Due to the space constraint, proofs are not included here, they can be found in [9] (with a different numbering of equations).
II. NOTATION
The set {1, 2, . . . , M} is denoted by [M ]. All alphabets are finite and log denotes logarithm to the base 2. The notation follows [5] , [6] and [7] whenever possible. For example, probability distributions are denoted by P or V , the set of all distributions, respectively n-types on X is defined by P(X ) and P n (X ), and T n P denotes the type class of P ∈ P n (X ).
the entropy, conditional entropy and mutual information etc. when the random variables X,X, Y have joint distribution V = VX XY . If a multivariate distribution, say VX XY ∈ P(X × X × Y) is given then V X , VX X , V Y |X etc. will denote the associated marginal or conditional distributions. The empirical mutual information
The concatenation of an n 1 -type V 1 ∈ P n1 (X ) and an n 2 -
The concatenation of more than two types is defined similarly. If V 1 , V 2 , . . . , V k are n 1 , n 2 , . . . , n k -types, respectively, the concavity of the entropy implies that
The difference of the left and right hand sides of (2) is denoted by J(V 1 , V 2 , . . . , V k ). It is a Jensen-Shannon divergence if k = 2, and a generalized Jensen-Shannon divergence otherwise, in the sense of [3] and [11] . The definition of concatenation and (generalized) Jensen-Shannon divergence of n i -types (i ∈ [k]) assumes that n 1 , ..., n k are specified, though suppressed in the notation. III. MODEL AND MAIN THEOREM The sender has a codebook library with multiple constant composition codebooks. The codewords' length and type are fixed within codebooks, but can vary from codebook to codebook, subject to a bound on permissible codeword length ratios.
given parameters. A codebook library with the above parameters, denoted by A, consists of constant composition codebooks
In the sequel, n will be referred to as maximum length.
The parameters in Definition 1 will depend on n, except for the constant c, but this dependence will be suppressed for brevity. In some cases the depedence of M on n will be emphasized by writing M n .
... The transmitter continuously sends messages to the receiver through a DMC W : X → Y that may be unknown to the sender and receiver. Before sending a message, the transmitter arbitrarily chooses one codebook of the library. This choice is not known to the receiver, who is cognisant only of the codebook library. The transmitter's choices are described by an in-
In the sequel, h will be referred to as codebook schedule. To each fixed codebook schedule h there corresponds a sequence B 1 , B 2 , . . . of mutually independent random messages, where B j is uniformly distributed on [N hj ]. To transmit B j = b, the encoder assigns to it the b'th codeword of the codebook of index h j . The transmission of this message starts at instance s j = j−1 i=1 l hi + 1, depending 2017 IEEE International Symposium on Information Theory (ISIT) on the codebook schedule but not on the actual messages. Note that although the paper works with deterministic schedules, Theorem 1 below covers also scenarios where the schedule h is random.
A decoder is defined as a mapping of infinite channel output sequences y = y 1 , y 2 , . . . into decoder output sequences
, or dash -, or the symbol f. Decoder output o t = (h, b) means the decision that t has been the starting instance of a message transmission using the h'th codebook, i.e., t = s j for some j with h j = h, and the transmitted message has been B j = b. The symbol f means failure declaration. The dash symbol has only a formal role of marking time, each decoder output of form (h, b) is followed, by definition, by l h − 1 dashes.
When a message sequence B 1 , B 2 ,... is transmitted using codebook schedule h, and a decoder as above is applied to the corresponding channel output sequence Y 1 , Y 2 ,..., let O 1 , O 2 ,..., be the sequence of decoder outputs. The probability of decoding error for the j'th message Err h j is defined by
This error probability can not be small when the employed codebook has codeword type and rate with R ≥ I(P, W ). In that case a good decoder should detect overload, outputting f with probability close to 1. When R hj ≥ I(P hj , W ) the probability of erroneously not detecting overload Edf h j is defined by
Theorem 1. For each n let codebook library parameters as in Definition 1 be given with c fixed and 1 n logM n → 0 as n → ∞. Then there exist a sequence ν n (|X |, |Y|, M n , c) with 1 n log ν n → 0 such that the codebook library provided by Lemma 1 and the universal decoder specified in Section V with appropriately chosen η n (|X |, |Y|, M n , c) yield for all codebook schedule h and index j (i) Err h j ≤ ν n · 2 −l h j Er(R h j ,P h j ,W ) , where E r (R, P, W ) is the random coding error exponent function., i.e., it equals
The universal decoder in the proof of Theorem 1 does not use the whole channel output sequence to determine o t but only y t and the preceding 2n − 2 and the subsequent 2n−2 output symbols. This can be seen to imply that the error events in (3) (or in (4)) corresponding to message transmission indices j 1 , j 2 are independent if |j 1 − j 2 | is large.
Remark 2. For overload detection failure probability, Theorem 1 asserts only convergence to 0, perhaps not exponentially fast. An argument similar to [8] , Appendix C suggests that under reasonable assumptions this convergence is really not exponentially fast. An exponentially small overload detection failure probability could be achieved by replacing the threshold η n → 0 in (10) by a positive constant, but at the expense of decreasing the decoding error probability exponents and perhaps declaring overload also when decoding would be possible. This problem can be overcome if the sender knows the channel, see Section VI.
IV. (l, q)-ARRAY AND γ-INDEPENDENT SEQUENCES
The next combinatorial construction helps to formulate our key Lemma 1 and is used substantially in the proofs. Let a positive integer g, a (g + 1)-tuple of positive integers l = (l, l 1 , l 2 , . . . , l g ), a non-negative integer q and a collection of sequences (x, x 1 , . . . , x g ) withx ∈ Xl, x 1 ∈ X l 1 , x 2 ∈ X l 2 , . . . , x g ∈ X l g be given. The sequencesx, x 1 , . . . , x g are arranged in a two-row array as in Figure 2 , i.e.,x is placed in the first row and x 1 , . . . , x g are placed consecutively in the second row so that the second row ends by q symbols after the first one. This configuration is referred to as (l, q)-array in the sequel. It will be assumed that the first row is completely covered by the second one and has a nonempty overlap with both x 1 and x g , in other words that
Note that the second inequality in (6) trivially holds if g = 1.
...
... ... An (l, q)-array is divided into subblocks according to the starting and ending positions of the sequencesx, x 1 , . . . , x g (see Fig. 2 ). For technical reasons, we assume artificially that in the degenerate case of q = 0 there is a 0-length last block and in case ofl = g i=1 l i − q there is a 0-length first block. Then the number of the subblocks is always equal to g + 2.
Their lengths, determined by l and q, will be denoted by n 1 , . . . , n g+2 . Note that q = n g+2 . For 2 ≤ i ≤ g + 1, the i'th subblock consists of parts both in the first and the second row, let V i ∈ P ni (X × X ) denote their joint type. The first and last subblocks are contained in one row, their types are V 1 ∈ P n1 (X ) and V g+2 ∈ P n1 (X ). The subblock types V i will be often represented via dummy random variables, withX referring to the first and X to the second row. When V i = VX X i , VX i and V X i are the types of the parts of the i'th subblock in the first resp. second row. In the degenerate case when n 1 = 0 or n g+2 = 0, let V 1 resp. V g+2 be a dummy symbol regarded as the type of the empty sequence.
Given l = (l, l 1 , l 2 , . . . , l g ) and q satisfying (6), each sequence V = (V 1 , . . . , V g+2 ) of types V 1 ∈ P n1 (X ), V i ∈ P n1 (X × X ), i = 2, . . . , g + 1, and V g+2 ∈ P ng+2 (X ), where n 1 , . . . , n g+2 are the subblock lengths determined by (l, q), will be called a subtype sequence compatible with (l, q). For V compatible with (l, q), and sequencesx ∈ Xl, x i ∈ X l i , i = 1, . . . , g let 1 l,q V (x; x 1 , . . . , x g ) denote the indicator function equal to 1 ifx, x 1 , . . . , x g arranged in (l, q) array has subtype sequence V, and otherwise 0.
The set of collections of sequences (x, x 1 , . . . , x g ) with 1 l,q V (x; x 1 , . . . , x g ) = 1, i.e., for which the corresponding (l, q)-array has subtype sequence V, will be denoted by T l,q V . Note that the types of sequencesx, x 1 , . . . , x g with (x, x 1 , . . . , x g ) ∈ T l,q V are uniquely determined as concatenations of marginals of the types V i .
The following concept is used in the proof of our packing lemma (Lemma 1).
Definition 2.
A sequence x ∈ X l will be called γ-independent if its initial and final parts of length r have empirical mutual information less than γ, for each (log l) 2 ≤ r ≤ l − 1. The set of γ-independent sequences in T l P is denoted by T l P (γ). Note that in [9] the mutual information condition is required only for (log l) 2 ≤ r ≤ l 2 . It is shown under that definition that if γ l log l → ∞ as l → ∞ then T l P (γ l ) ≥ 1 2 |T l P |, for each P ∈ P l (X ) when l is large enough, not depending on P . In a new version of [9] (in preparation), the same is proved under Def. 2.
V. PROOF OF THE MAIN THEOREM
The next packing lemma provide the appropriate codebook library. We emphasize that the same codebook library works simultaneously for all codebook schedules h.
Given codebook library parameters as in Def. 1, for any g + 1-tuple k = (k, . . . , k g ) of codebook indices (integers in [M ]) and nonnegative integer q satisfying
corresponding to (6), we will consider (l(k), q) arrays where l(k) = (lk, . . . , l kg ). Note that (7) implies g ≤ 2 c + 1. Let V k,q,n denote the family of those subtype sequences V = (V 1 , ...V g+2 ) compatible with (l(k), q) for which the types of sequencesx and x 1 , . . . ,
Lemma 1. For each n let codebook library parameters as in Definition 1 be given with c fixed and 1 n logM n → 0 as n → ∞. Then there exist a sequence ν n (|X |, M n , c) with 1 n log ν n → 0 and for each n a codebook-library A with the given parameters such that for each sequence k = (k, k 1 , . . . , k g ) consisting of codebook indices, nonnegative integer q satisfying (7) and each subtype sequence
In (8) the summation sign with the comma denotes standard summation except in the case of g = 1,k = k 1 ,q = 0 when the summation forâ in [Nk] 
Proof: The complete proof can be found on page 5 and pages 19-24 of [9] , it is based on random selection of the codewords of A i from the sets T l i P i (γ n ) with γ n = (log n) − 1 2 . We note that in the new version of [9] mentioned after Def. 2, the proof has been substantially simplified using the current stronger concept of γ-independent sequences. The adavantage of selecting the codewords as γ n -independent sequences is that it facilitates dealing with arrays containing some codeword more than once.
Proof of Theorem 1: Lemma 1 provides the appropriate codebook library A. We define the following decoder. Assume that decoding related to symbols y 1 , . . . , y t−1 is already performed (i.e., o 1 , o 2 , . . . , o t−1 are already defined) and now instance t is analyzed. In the first stage of decoding the decoder tries to find indicesh,b which uniquely maximize
If the decoder successfully finds a unique maximizerh,b, the second stage of decoding starts.
Let η n → 0 as n → ∞. In the second stage if
and for all h, b and d ∈ {t − l h + 1, . . . , t− 1} ∪ {t + 1, . . . , t+ lh − 1} the maximum of (9) is strictly larger than
the decoder decodes xh b as the codeword sent in the window [t, t+lh−1], i.e., o t becomes equal to (h,b), and o t+i becomes equal to dash -., i ∈ [lh − 1]. Then the decoder jumps to the instance t + lh, where the same but shifted procedure is performed. If in the first stage the maximum is not unique or in the second stage at least one of the required inequalities is not fulfilled, the decoder outputs o t = f and goes to instance t+1. It is shown on pages 12-16 of [9] that the codebook library provided by Lemma 1 and this decoder with appropriately chosen η n (|X |, |Y|, M n , c) fulfill Theorem 1.
VI. CHANNEL KNOWN BY THE SENDER
In this section we outline a substantial improvement when the channel is known to the sender (it remains unknown to the receiver). Intuitively, supposing there are M kinds of messages, with a given rate and codeword length for each of them, the improvement will be based on an extended codebook library that contains several codebooks with different types for each message kind. From the codebooks available for a given message kind, the sender will chose the one whose type maximizes the random coding exponent for the actual channel, or if that maximum is 0, the sender will use a one-codeword codebook just indicating the message kind.
Formally, let a sequence of codebook library parameters be given as in Theorem 1, except for the prescribed types, i.e., let c ∈ (0, 1] be fixed, for each n let M n with 1 n log M n → 0, l 1 , l 2 , . . . , l M with cn ≤ l i ≤ n for all i ∈ [M ] and rates {R i , i ∈ [M ]} be given. We construct a sequence of codebook library parameters as follows. c remains unchanged. Instead of i ∈ [M ], the codebook indices will be triplets (i, P, s), where i ∈ [M ], P ∈ P l i (X ) and s ∈ {0, 1}. Let the length, type and rate of the codebook indexed by triplet (i, P, s) be equal to l (i,P,s) = l i , P (i,P,s) = P and R (i,P,s) = R i · s, respectively. As the number of triplets (i, P, s) remains subexponential in n we can apply Theorem 1 with this modified sequence of codebook library parameters. The codebook library provided by Theorem 1 contains two codebooks corresponding to each i and type P , one with the rate R i and one with rate 0, i.e., consisting of only one codeword. This codebook library will be referred to as extended codebook library.
An infinite message kind schedule k = (k 1 , . . . , k j . . . ), k j ∈ [M ], specifies for each j the kind of message k j to be transmitted at time j. Relying on the channel knowledge, the sender constructs a codebook schedule h(k, W ) = (h 1 (k 1 , W ), . . . , h j (k j , W ), . . . ) as follows.
For each i ∈ [M ] let E i r (R, W ) be equal to max P ∈P l i (X ) E r (P, R, W ), where E r (P, R, W ) is defined in (5) . Note that maximization for all P ∈ P(X ), rather than only for l i -types, gives the standard random coding exponent E r (R, W ) of the channel. Thus, when n and hence l i > cn is large, E i r (R, W ) differs only negligibly from E r (R, W ). , 0) otherwise. This means that in each transmission j, the sender uses the optimal input distribution with the given rate. Moreover, when reliable message detection is not possible with the given rate, a 0-rate codebook is used for which the exponent E kj r (0, W ) is positive, for each channel W of positive capacity. In accordance with this codebook schedule construction, we supplement the decoder used in the proof of Theorem 1. If the output of the decoder is the only codeword in the codebook indexed by (i, P, 0) for some i ∈ [M ] and P ∈ P l i (X ) then the decoder reports overload and supplements it with declaring that the receiver wanted to send a message of i'th kind but the channel has not supported it. Altogether, the next corollary follows from Theorem 1 (i) (part (ii) of Theorem 1 is not used).
