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A LANDAU–GINZBURG MIRROR THEOREM
WITHOUT CONCAVITY
JE´RE´MY GUE´RE´
Abstract. We provide a mirror symmetry theorem in a range of cases where
the state-of-the-art techniques relying on concavity or convexity do not apply.
More specifically, we work on a family of FJRW potentials named after Fan,
Jarvis, Ruan, and Witten’s quantum singularity theory and viewed as the
counterpart of a non-convex Gromov–Witten potential via the physical LG/CY
correspondence. The main result provides an explicit formula for Polishchuk
and Vaintrob’s virtual cycle in genus zero. In the non-concave case of the
so-called chain invertible polynomials, it yields a compatibility theorem with
the FJRW virtual cycle and a proof of mirror symmetry for FJRW theory.
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0. Introduction
In the last two decades, mirror symmetry has been a central statement in theo-
retical physics and a fundamental driving force for several developments in mathe-
matics. For instance it can be phrased mathematically as a prediction on Gromov–
Witten invariants, namely the intersection numbers attached to curves traced on
a Calabi–Yau variety. In this form, it has been proven in a vast range of concrete
cases: the most famous example provides a full computation of the genus-zero in-
variants enumerating rational curves on the quintic threefold [21, 29]. Even in this
case, it is often pointed out how we still lack a complete computation in higher
genus (only the genus-one case was completely proven by Zinger [35]).
But even in genus zero the problem of computing Gromov–Witten invariants
of projective varieties is far from being completely solved; indeed, most known
techniques focus on computing Gromov–Witten invariants attached to cohomology
classes which lie in the so-called ambient part of cohomology: the restriction to
classes from the ambient projective space. For the quintic threefold, working with
ambient cohomology classes turns out to determine the entire theory; however, in
general, this scheme covers only a tiny portion of quantum cohomology. Remark-
ably, even the ambient cohomology classes may pose problem as soon as we work
with orbifolds.
It is interesting to notice that these gaps in Gromov–Witten computation all
arise from the same phenomena: as we argue below, certain positivity or negativ-
ity conditions named convexity and concavity are not always satisfied, making the
virtual cycle1 challenging to compute. In genus one, this difficulty was overcome
by Zinger after a great deal of hard work, but we still lack a comprehensive ap-
proach for higher genus. Guided by the frame of ideas of mirror symmetry and
the Landau–Ginzburg/Calabi–Yau correspondence, we switch to the quantum the-
ory of singularities introduced by Fan, Jarvis, and Ruan [17, 18] based on ideas of
Witten [34] (FJRW theory). Single non-concave quantum invariants were inferred
from concave ones using tautological relation (e.g. using WDVV equation as in
[16, 17, 26]), but so far no systematic approach tackling directly the virtual cycle
has been taken. Polishchuk and Vaintrob recently opened the way to an algebraic
computation: their construction [32] of a virtual cycle is given by applying the
Chern character to a universal object, the fundamental matrix factorization.
In this paper we build upon this work an effective method for computing this
algebraic cycle in genus zero. In a range of non-concave singularities — the so-
called chain potentials — we provide a systematic computation of the genus-zero
intersection numbers within Givental’s quantum Riemann–Roch formalism. We
also prove a compatibility theorem between Polishchuk and Vaintrob’s cycle and
FJRW virtual cycle. Altogether, we end with a mirror symmetry theorem for
1It is a crucial cycle of the moduli space of the theory, since Gromov–Witten invariants are
intersection numbers of cohomological classes against the virtual cycle.
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FJRW theory. By casting this non-concave computation within Givental formalism,
this paper takes a step forward in FJRW theory computing the virtual cycle and
ultimately quantum invariants even beyond ambient cohomology. Next step would
be to seek an extension of this genus-zero non-concave result to higher genus, and
possibly to Gromov–Witten theory.
0.1. Non-convexity in genus zero. Consider a degree-d hypersurface X within
the projective space Pd−1. Convexity holds in genus-g if for every stable map
f : C → Pd−1, from a genus-g curve C, we have H1(C, f∗O(d)) = 0 (see [11, Ex-
ample B]). When satisfied, this condition allows us to deduce the Gromov–Witten
theory of X from the known Gromov-Witten theory of Pd−1 via the quantum Lef-
schetz principle [13]. For Calabi–Yau hypersurfaces, the condition holds in genus-
zero as soon as the ambient projective space is Gorenstein, which is of course
always the case for ordinary projective spaces. But convexity can fail in genus-zero
for (Calabi–Yau) hypersurfaces in the orbifold setting, as the weighted projective
space P(w1, . . . , wN ) is Gorenstein if and only if wj divides
∑
k wk for all j. Coates
et al discuss extensively the possibility of stable genus-zero maps with nontrivial
obstruction in “The Quantum Lefschetz Hyperplane Principle Can Fail for Positive
Orbifold Hypersurfaces” [12].
∀ j , wj |
N∑
k=1
wk ∃ j s.t. wj 6 |
N∑
k=1
wk
P(w1, . . . , wN ) is Gorenstein P(w1, . . . , wN ) is not Gorenstein
Convexity holds in genus-zero Convexity can fail in genus-zero
for CY hypersurfaces in P(w) for CY hypersurfaces in P(w)
0.2. Invertible polynomials. Berglund–Hu¨bsch’s and Krawitz’s treatment [2,25]
of hypersurfaces via the so-called invertible polynomials provides illuminating ex-
amples of non-Gorenstein ambient space. Invertible polynomials are characterized
for having as many monomials as variables
W (x1, . . . , xN ) = x
m1,1
1 · · ·x
m1,N
N + · · ·+ x
mN,1
1 · · ·x
mN,N
N
and are naturally encoded by an invertible matrix of exponents EW = (mk,j). In
this way W is quasi-homogeneous with respect to a unique choice of the weights,
and we further impose non-degeneracy: ∂W (x)/∂xj = 0, ∀j =⇒ xj = 0, ∀j.
Thus, the zero locus {W = 0} in the corresponding weighted projective space is a
smooth (stack-theoretic) hypersurface and is Calabi–Yau as soon as the degree of
W equals the sum of the weights. These polynomials were completely classified by
Kreuzer and Skarke [28] as Thom–Sebastiani sums2 of terms of type Fermat, chain
or loop
(a) xa+1;
(b) xa11 x2 + · · ·+ x
ac−1
c−1 xc + x
ac+1
c with c ≥ 2;
(c) xa11 x2 + · · ·+ x
al−1
l−1 xl + x
al
l x1 with l ≥ 2.
Clearly, if only Fermat terms occur, the weights wj divide the degree d. On the
other hand, the Gorenstein condition may fail when chain terms appear, consider
for instance the chain polynomial W = x21x2 + x
3
2x3 + x
5
3x4 + x
10
4 x5 + x
11
5 with
weights (4, 3, 2, 1, 1) and degree 11.
2A Thom–Sebastiani sum is a sum of terms with disjoint sets of variables.
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Under the Calabi–Yau assumption, these polynomials allow an explicit and ele-
mentary construction of the (conjectural) mirror, by Berglund–Hu¨bsch [2] and by
Krawitz [25]:
{W = 0}
A-side
B-side
[{W∨ = 0}/SL(W∨)]
where the quotient on the B-side is a stack quotient, W∨ is the invertible polyno-
mial encoded by the transposed matrix (EW )
T = (mj,k) and SL(W
∨) is a group
containing automorphisms of W∨ of determinant 1, see Remark 1.1. Since mirror
symmetry yields explicit Gromov–Witten theory predictions, these examples are
ideal for developing new techniques in non-convex cases.
0.3. LG/CY correspondence. As mentioned above, precisely as in Witten [34,
§3.1], we look at Calabi–Yau via singularities; namely we pass from a Calabi–
Yau (CY) hypersurface {W = 0} ⊂ P(w) to the Landau–Ginzburg (LG) model
W : CN → C whose monodromy around the origin is given by the group µd = 〈j〉
of order d generated by the grading element
j := diag(exp(2iπw1/d), . . . , exp(2iπwN/d)).
This quantum theory of singularities was recently introduced under the name
of FJRW theory by Fan, Jarvis, and Ruan [17, 18] building upon Witten’s ini-
tial analytic construction [34]. Polishchuk and Vaintrob have provided in [32] an
algebro-geometric counterpart. The compatibility between [17] and [32] is only
partly proven, for instance for simple singularities [32, Theorem 7.6.1] or for invari-
ants with so-called narrow entries [3, Theorem 1.2]. In Theorem 3.25, we establish
it also for (almost) every invertible polynomials with the maximal group of sym-
metries.
This paper is the first proof of one of the numerous conjectures beyond concav-
ity casted by Chiodo and Ruan [9] within the unified framework of global mirror
symmetry, made precise in the case of Fermat polynomials by Chiodo, Iritani, and
Ruan [6]. In this framework the above LG/CY correspondence is pictured as the
mirror of the pencil deforming {W∨ = 0} along a weighted projective line P(d, 1).
More precisely, we show mirror symmetry at the point t = 0 for every chain poly-
nomial. We hope this technique will shed new light on other non-convex cases that
occur systematically in the global mirror symmetry conjecture.
GW theory of CY
{W = 0}
FJRW theory of LG
W : [CN/µd]→ C
A-side
B-side
t =∞ [{W∨ − t ·
∏
xj = 0}/SL(W
∨)] t = 0
Figure 1. Global Mirror Symmetry.
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0.4. Landau–Ginzburg side and concavity, a change of perspective. The
FJRW theory of W : [CN/µd] → C is radically different from the GW theory of
{W = 0}, but they have some aspects in common. For instance, the dichotomy
between ambient cohomology classes and primitive cohomology classes for {W = 0}
emerges also on the LG side. Usually referred as states, the cohomology classes of
an LG model are cohomology classes (relative to the Milnor fiber) of the inertia
stack
I[CN/µd] =
⊔
0≤m<d
[Fix(CN , jm)/µd],
where Fix(·, γ) is the fixed point set with respect to γ. The counterpart of ambi-
ent classes simply corresponds to narrow states: cohomology classes on the zero-
dimensional sectors of the inertia stack. The remaining higher dimensional sectors
produce the counterpart to primitive cohomology: broad states (see [8]).
Remark 0.1. The entire paper deals with FJRW theory of invertible polynomials
W together with the maximal group of symmetries Aut(W ); we only present the
theory with µd to mention LG/CY correspondence. Nevertheless, in genus zero
and as far as each broad state involved comes from the theory with Aut(W ), the
theory with maximal group embodies theories with smaller groups such as µd. But
in general, there are other broad states that we do not know how to treat.
Interestingly, the counterpart of the convexity (H1 = 0) of Gromov–Witten
theory is the concavity (H0 = 0) of FJRW theory. More precisely, the geometric
object considered by FJRW theory ofW : [CN/µd]→ C is an n-pointed curve C with
a line bundle L such that L⊗d ≃ ωC,log := ωC(σ1 + · · ·+ σn), where σ1, . . . , σn are
the marked points. Using the weights of W , we define line bundles L1 := L
w1 , . . . ,
LN := L
wN . Concavity in genus-g means
H0(C,Lj) = 0 , ∀j,
for every genus-g objects.
∀ j , wj | d ∃ j s.t. wj 6 |d
Concavity holds in genus-zero Concavity always fails in genus-zero
for polynomial singularities with for polynomial singularities with
weights (w1, . . . , wN ) and degree d weights (w1, . . . , wN ) and degree d
0.5. An invertible limit to the Euler class. The virtual cycle is central to
FJRW theory. It is a well-defined cycle whose construction is non-trivial, but, at
least when restricted to narrow states, it provides in a very special case the answer
to a natural algebro-geometric question which is open in general: what is an Euler
class of a push-forward of a vector bundle?
In FJRW theory, we are confronted with the following situation. Consider a
family of curves π : C → S over a smooth and proper base S, together with universal
line bundles L1, . . . ,LN satisfying certain algebraic relations. We set E := L1 ⊕
· · · ⊕ LN . Under the concavity assumption, the sheaf R
1π∗E is a vector bundle
and the push-forward R0π∗E vanishes. Therefore we define the virtual cycle as the
Poincare´ dual of the Euler class of the vector bundle R1π∗E , that is
cvir := ctop(R
1π∗E).
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Without concavity, we have to deal with both R0π∗E and R
1π∗E , and none of them
is a vector bundle in general. Remarkably, the condition L⊗d ≃ ωπ,log on the uni-
versal line bundle gives us the opportunity to extend the definition of Euler class to
the K-theoretic element R•π∗E , in a way that respects the multiplicative property
3
of Euler class. Namely, we use Polishchuk–Vaintrob’s algebraic class, revisited as
the cohomology of a recursive complex (see Definition 3.1) and computed as the
limit of a specific characteristic class, that we now explain.
For a vector bundle V on S and a parameter t ∈ C, let us define the class
(1) ct(V ) := Ch(λ−tV
∨) · Td(V ) ∈ H∗(S) [t] ,
where λ−t denotes the λ-ring structure of K-theory according to [19], that is
λtV :=
∑
k≥0
ΛkV · tk ∈ K0(S) [t] .
The classes λtV and ct(V ) are invertible in K
0(S)[[t]] and in H∗(S)[[t]] and, by
[19, Proposition 5.3], we have
lim
t→1
ct(V ) = ctop(V ).
For two vector bundles A and B, we define the function ct : K
0(S)→ H∗(S)[[t]] by
(2) ct(B −A) :=
ct(B)
ct(A)
= Ch
(
λ−tB
∨
λ−tA∨
)
·
TdB
TdA
∈ H∗(S)[[t]],
and the limit t→ 1 generally diverges, since the class ctop is not invertible.
Remark 0.2. The class ct(V ) differs from the equivariant Euler class of V appear-
ing in previous similar approaches to quantum cohomology, as in [13]. In terms of
the roots α1, . . . , αv of the vector bundle V , the class ct(V ) is
4
ct(V ) =
v∏
k=1
eαk − t
eαk − 1
· αk, for t 6= 1.
We state straight away the main technical result of the paper in the case of a
chain polynomial with narrow states. We refer to Theorem 3.21 for a complete
statement, including broad states and other invertible polynomials.
Theorem 0.3 (See Theorem 3.21). In the narrow sector and for a chain polynomial
W = xa11 x2 + · · ·+ x
aN−1
N−1 xN + x
aN+1
N , the following limit converges and equals the
genus-zero virtual class
cvir = lim
t→1
N∏
j=1
ctj (−Rπ∗(Lj))
with tj := t
(−a1)···(−aj−1).
3The multiplicative property ctop(V +W ) = ctop(V ) · ctop(W ) is the starting point of coho-
mological field theory, namely the factorization property.
4Strictly speaking, the class ct(·) is defined for t 6= 1 in terms of Chern characters via the
formula (66). Indeed, the power series (2) has only a radius of convergence equal to 1 and the
formulas (2) and (66) coincide for |t| < 1, by Lemma 3.18.
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When broad entries are involved, Theorem 3.21 still bears information on the
computation of Polishchuk and Vaintrob’s algebraic class. In general, the com-
patibility with FJRW virtual class is still an open question, but we proved it for
(almost) every invertible polynomials with the maximal group of symmetries.
Theorem 0.4 (See Theorem 3.25). Let us consider invertible polynomials with no
monomials of the form xay + y2 or xay + y2x. For every such polynomials with
maximal group of symmetries and in every genus, Polishchuk and Vaintrob’s alge-
braic class coincides with Fan–Jarvis–Ruan–Witten virtual class, up to a rescaling
of the broad sector.
0.6. Mirror symmetry. We go further and compute a big I-function for chain
polynomials with maximal group of symmetries, see Theorem 4.2. In particular,
we prove mirror symmetry for Calabi–Yau chain polynomials, see Theorem 4.4.
Let W be a chain polynomial
W = xa11 x2 + · · ·+ x
aN−1
N−1 xN + x
aN+1
N ,
with weights (w1, . . . , wN ) and degree d. The mirror polynomial W
∨ is defined by
W∨ = ya11 + y1y
a2
2 + · · ·+ yN−1y
aN+1
N ,
with different weights and degree in general, [2, 25]. We look at two local systems.
On the B-side, the local system is given by the primitive cohomology of the
fibration [{W∨ − t ·
∏
xj = 0}/SL(W
∨)]t → ∆
∗ over a pointed disk ∆∗ ⊂ C around
0, together with the Gauss–Manin connection ∇B . Then, we have a sub-local
system (EB ,∇B) attached to the Picard–Fuchs equation[
td
N∏
j=1
wj−1∏
c=0
(
wj
d
t∂
∂t
+ c)−
d∏
c=1
(
t∂
∂t
− c)
]
· f(t) = 0.
of the polynomial W∨, see e.g. [20, 31]. Observe that the integers wj and d in the
Picard–Fuchs equation are the weights and the degree of the polynomial W . A
fundamental solution of the Picard–Fuchs equation is given by the I-function (98).
On the A-side, we take the trivial vector bundle given by the state space over
itself, equipped with a connection ∇A induced by genus-zero FJRW invariants.
This local system can be entirely recovered5 by the J-function
J(h,−z) = −zej + h+
∑
n≥0
l≥0
∑
γ1,...,γn,γ˜
∈Aut(W )
〈eγ1 , . . . , eγn , τl(eγ˜)〉0,n+1
hγ1 · · ·hγn
n!(−z)l+1
eγ˜ ,
where h =
∑
hγeγ is the decomposition of an element of the state space on a basis
and eγ˜ is dual to eγ˜ via the pairing of the state space.
Theorem 0.5 (See6 Theorem 4.4). Let W be a Calabi–Yau chain polynomial and
∆∗ be a sufficiently small pointed disk of C around 0. There exists an explicit
embedding τ of the pointed disk ∆∗ into the state space of FJRW theory, such that
we have an isomorphism of local systems
τ∗(EA,∇A) ≃ (EB ,∇B)
5The J-function is a fundamental solution of the scalar differential equation from the local
system, see [24, Definition 4.6.].
6Precisely, we prove in Theorem 4.4 that the I-function is proportional to the restriction of the
J-function to τ(∆∗). The embedding τ is called the mirror map.
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over ∆∗, where (EA,∇A) is the local system over τ(∆∗) entirely determined by the
restriction of the J-function to h ∈ τ(∆∗).
0.7. Structure of the paper. In Sect. 1, we reformulate Kreuzer’s and Krawitz’s
explicit description [25,27] of the state space of invertible polynomials using a nat-
ural bookkeeping device of decorated graphs, and we describe the moduli space
of W -spin curves. In Sect. 2, we present Polishchuk–Vaintrob’s construction [32]
of their algebraic class for the quantum singularity theory. In Sect. 3, we intro-
duce the notion of a recursive complex which in several cases allows us to compute
Polishchuk–Vaintrob’s class, see Theorem 3.21. We also check the compatibility
(Theorem 3.25) between this class and FJRW virtual class for (almost) every in-
vertible polynomials in every genus. In Sect. 4, we cast our computation within
Givental’s quantization formalism to obtain the big I-function (95) and we prove the
mirror symmetry statement (Theorem 4.4) for FJRW theory of chain polynomials.
Acknowledgement. The author is extremely grateful to his Ph.D. supervisor
Alessandro Chiodo for motivating discussions and invaluable advice on this paper.
He thanks Yongbin Ruan and Alexander Polishchuk for encouraging him to look for
a compatibility Theorem 3.25. A special thank to Polishchuk for his illuminating
talks on matrix factorizations and the discussions that followed. Dimitri Zvonkine’s
remarks and suggestions have been very helpful. It is a pleasure to acknowledge
Hiroshi Iritani for a fruitful discussion on mirror symmetry formalism. He is also
extremely grateful to the reviewers for very interesting and helpful comments to
enhance the readability of the paper and to suggest him to add Theorem 4.2.
Finally, he thanks his wife Sole`ne Molle for her constant support in this work.
1. Quantum singularity theory
Any Landau–Ginzburg (LG) orbifold carries a cohomological field theory, first
introduced by Fan–Jarvis–Ruan [17,18] inspired by Witten [34]. We have two moti-
vations to focus on invertible polynomials with diagonal automorphisms: there is a
complete description of the state space and a definition for the (conjectural) mirror
LG orbifold. In Sect. 1.2, we encode any invertible polynomial into an oriented
graph; in Sect. 1.3, we write a basis of the state space by means of decorations on
such graph. In Sect. 1.4, we introduce the moduli space of W -spin curves and the
quantum singularity theory.
1.1. Conventions and notations. With respect to FJRW theory, two cohomo-
logical classes have been recently introduced: the FJRW virtual class by Fan, Jarvis,
and Ruan [17, 18] on one side and an algebraic class by Polishchuk and Vaintrob
[32] on the other side. Fan, Jarvis, and Ruan view this class analytically and fol-
low Witten’s initial sketched idea [34] formalized for A-singularities by Mochizuki
[30]. Polishchuk and Vaintrob provide an algebraic construction generalizing their
previous construction and that of Chiodo [4] in the A-singularity case. So far, little
is known on the compatibility between these two approaches: Faber, Shadrin, and
Zvonkine’s work [15] may be regarded as a check of compatibility of all approaches
in the A-singularities case, Polishchuk and Vaintrob push forward this check to all
simple singularities in [32]. Chang, Li, and Li prove the match when only narrow
entries occur in [3, Theorem 1.2]. Theorem 3.25 establishes the compatibility for
(almost) every invertible polynomials with maximal group of symmetries.
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Both cycles lead to cohomological field theories, see [17, Theorem 4.1.8] for the
FJRW virtual cycle and [32, Sect. 5] for Polishchuk and Vaintrob’s cycle. Therefore,
we also call Polishchuk and Vaintrob’s class a virtual class and denote it by cPVvir ,
while cFJRWvir stands for the FJRW virtual class. Quantum invariant with the upper-
script PV (resp. FJRW) refers to an intersection number against cPVvir (resp. c
FJRW
vir ).
We work in the algebraic category and over C. All stacks are proper Deligne–
Mumford stacks; we use also the term “orbifold” for this type of stacks. We denote
orbifolds by curly letters, e.g. C is an orbifold curve and the scheme C is its coarse
space. We recall that vector bundles are coherent locally free sheaves and that the
symmetric power of a two-term complex is the complex
Symk ([A→ B]) = [SymkA→ Symk−1A⊗B → . . .→ A⊗ Λk−1B → ΛkB]
with morphisms induced by A→ B.
All along the text, the index i varies from 1 to n and refers exclusively to the
marked points of a curve whereas the index j varies from 1 to N and corresponds
to the variables of the polynomial. We represent tuples by overlined notations,
e.g. γ = (γ(1), . . . , γ(n)), or by underlined notations, e.g. p = (p1, . . . , pN).
1.2. Landau–Ginzburg orbifold. Let w1, . . . , wN be coprime positive integers
and letW be a quasi-homogeneous polynomial of degree d with weights w1, . . . , wN .
For any λ, x1, . . . , xN ∈ C, we have
W (λw1x1, . . . , λ
wNxN ) = λ
dW (x1, . . . , xN ).
We call charges of the polynomial W the rational numbers qj := wj/d for all j.
The group of diagonal automorphisms of the polynomial W consists of diagonal
matrices diag(λ1, . . . , λN ) satisfying
W (λ1x1, . . . , λNxN ) =W (x1, . . . , xN ) for every (x1, . . . , xN ) ∈ C
N .
We write Aut(W ) for this group; it contains the grading element: the matrix
(3) j := diag(e2iπq1 , . . . , e2iπqN ) , qj :=
wj
d
of order d. Any subgroup containing this matrix is called admissible.
We say that a quasi-homogeneous polynomial W is non-degenerate if it has an
isolated singularity at the origin and if its weights are uniquely defined. Then the
dimension of the Jacobian ring
QW := C [x1, . . . , xN ] / (∂1W, . . . , ∂NW )
is finite over C and so is the group Aut(W ). As a stack, the zero locus {W = 0}
of a non-degenerate polynomial W is a smooth hypersurface within the weighted
projective space P(w1, . . . , wN ). By the adjunction formula, its canonical bundle
vanishes when d = w1 + · · ·+wn. Under this condition we refer to W as a Calabi–
Yau polynomial.
Remark 1.1. Under the Calabi–Yau condition, the group SL(W ) of diagonal au-
tomorphisms with determinant 1 is admissible and we set SL(W ) := SL(W )/〈j〉.
Definition 1.2. A Landau–Ginzburg (LG) orbifold is a pair (W,G) with W a
non-degenerate (quasi-homogeneous) polynomial and G an admissible group. We
regard (W,G) as a morphism W :
[
CN/G
]
→ C where
[
CN/G
]
is a quotient stack.
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Consider a non-degenerate polynomial
W (x1, . . . , xN ) = c1x
m1,1
1 · · ·x
m1,N
N + · · ·+ cRx
mR,1
1 · · ·x
mR,N
N ,
and write EW := (mk,j) for the matrix of exponents. For R = N , this matrix is
invertible (the weights are uniquely defined), hence we have the following definition.
Definition 1.3 (Berglund–Hu¨bsch, [2]). An invertible polynomial is a non-degenerate
(quasi-homogeneous) polynomial with as many variables as monomials.
Up to a change of coordinates of CN , we may assume c1 = · · · = cN = 1, so that
an invertible polynomial is determined by the matrix of exponents. According to
Kreuzer–Skarke [28], every invertible polynomial is a Thom–Sebastiani (TS) sum of
invertible polynomials, with disjoint sets of variables, of the following three types
(4)
Fermat: xa+1
chain of length c : xa11 x2 + · · ·+ x
ac−1
c−1 xc + x
ac+1
c (c ≥ 2),
loop of length l : xa11 x2 + · · ·+ x
al−1
l−1 xl + x
al
l x1 (l ≥ 2).
Let us point out to the reader our non-standard choice for the exponent of Fermat
polynomial and for the last exponent of chain polynomials. This choice will become
clear in the next paragraph. Once for all, we assume
(5) every diagonal entry of EW is greater or equal to 2.
This is a slight restriction, especially for Calabi–Yau polynomials, where only the
polynomials xy + yk are excluded.
We attach to the invertible polynomial W an oriented graph ΓW (possibly con-
taining loops, i.e. oriented edges starting and ending at the same vertex), whose
vertices v1, . . . , vN , in one-to-one correspondence with the variables, are decorated
by a positive integer via fW : vj 7→ aj as follows. Given an index j, there is a unique
index t(j), possibly equal to j, such that
x
aj
j xt(j) is a monomial of W ;
we draw an arrow from vj to vt(j), set fW (vj) := aj and say that vt(j) follows vj .
There is a bijection between connected components and the terms of the TS sum.
a6
a7a8
a9
a10 a11
s(6) = 11
t(6) = 7
loop
a2 a3 a4 a5
s(2) = −∞ t(5) = 5
chain
a1
Fermat
As a consequence, it is convenient to write any invertible polynomial as
(6) W = xa11 xt(1) + · · ·+ x
aN
N xt(N)
and to define a sort of going-back function
(7)
s : {1, . . . , N} → {−∞, 1, . . . , N}
k 7→
{
j if t(j) = k and j 6= k,
−∞ otherwise.
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1.3. State space. We focus on the LG orbifold (W,Aut(W )) where W is an in-
vertible polynomial, and we give a basis of the state space. This case embodies
the relevant information for the LG mirror symmetry Theorem 4.4 for Calabi–Yau
hypersurfaces of chain-type. In genus zero, it also determines the Aut(W )-invariant
part of the LG orbifold (W,G) for an arbitrary admissible group G.
Following the established FJRW terminology, for any γ ∈ Aut(W ) there is a
dichotomy between broad and narrow variables (or vertices), where the set of broad
variables is
(8) Bγ = {xj | γj = 1} .
In the graph ΓW , any broad vertex is followed by a broad vertex. The restriction
Wγ of the polynomial W to the invariant space (A
N )γ under the action of γ yields
Hγ := (QWγ ⊗ dxγ)
Aut(W ) with dxγ :=
∧
xj∈Bγ
dxj .
This is the invariant part of QWγ ⊗ dxγ under the induced action of Aut(W ).
Definition 1.4. The A-state space for the LG orbifold (W,Aut(W )) is the vector
space
H =
⊕
γ∈Aut(W )
Hγ
equipped with a bidegree and a natural non-degenerate symmetric bilinear pairing,
an orbifolded version of the residue pairing. We refer to [6, Equation (4)] or [32,
Equation (5.12)] for further details, and to (11) and (12) for expressions with respect
to a chosen basis.
We now show how certain decorations of (ΓW ,Bγ) can be used as a bookkeeping
device classifying vectors of the A-state space. A decoration of the graph ΓW is
simply a subset Cγ of Bγ . On the graph, we represent the variables contained in
Cγ by a crossed vertex, see the figure below. To fix ideas, a variable (or a vertex)
can be
(a) narrow,
(b) broad and crossed, or
(b’) broad and uncrossed.
We lighten terminology by omitting “broad” and writing “crossed” and “uncrossed”.
Definition 1.5. A decoration Cγ is admissible if every uncrossed vertex is followed
by a crossed vertex and every crossed vertex is followed by itself or by an uncrossed
vertex (every vertex with a loop is crossed). A decoration Cγ is balanced if in each
connected component of the graph there are as many uncrossed vertices as crossed
vertices.
For an admissible decoration, one alternates between uncrossed and crossed ver-
tices, and if the decoration is balanced, the number of broad vertices in each con-
nected component is even.
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not admissible,
not balanced
admissible,
balanced
admissible,
not balanced
To any admissible and balanced decoration Cγ , we associate the element
e(Cγ) :=
m∏
k=1
( ∏
xj∈(Bγ\Cγ)∩Lk
ajx
aj−1
j −
∏
xj∈Cγ∩Lk
−x
aj−1
j
)
·
m′∏
k=1
( ∏
xj∈(Bγ\Cγ)∩Ck
ajx
aj−1
j
)
·
∧
xj∈Bγ
dxj
(9)
of the space Hγ , with aj := fW (vj). In this formula, the sets of vertices L1, . . . , Lm
correspond to the loop-type (connected) components of the graph ΓW , the sets
C1, . . . , Cm′ correspond to the chain-type components and the order of the variables
in the wedge product is taken in the direction of the arrows of the graph, always
starting with an uncrossed vertex. Notice the absence of Fermat components in (9),
as the vertex of a Fermat component is narrow for every admissible and balanced
decorations. A straightforward argument using the anti-symmetric property of the
wedge product shows that (9) is well-defined (it does not matter which uncrossed
vertex, nor which connected component, one starts from).
By [25, Lemma 1.7], the set of all the elements e(Cγ), with a diagonal automor-
phism γ and an admissible and balanced decoration Cγ , forms a basis of the state
space,
(10) H =
⊕
γ∈Aut(W )
⊕
Cγ⊂Bγ
admissible, balanced
C · e(Cγ).
By convention, we take e(Cγ) = 0 for every non-balanced and admissible decoration;
we never consider non-admissible decorations.
Remark 1.6. In [25, Lemma 1.7], the basis is given by the elements∏
xj∈Bγ\Cγ
x
aj−1
j ·
∧
xj∈Bγ
dxj ,
with a diagonal automorphism γ and an admissible and balanced decoration Cγ .
As for every loop-type components L1, . . . , Lm we have∏
xj∈Lk
aj 6= 1,
then the set of all the elements e(Cγ) forms a basis of the state space. The reason
why we prefer the basis given by (9) will become clear in Sect. 2.4, where we
construct some matrix factorizations with Chern characters equal to (9) (see (31)).
Another reason is that the matrix of the bilinear pairing of H is easy to compute
in the basis given by (9).
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The grading of the state space is given by
(11) deg(e(Cγ)) = card {1 ≤ j ≤ N | γj = 1}+ 2
N∑
j=1
(Γj − qj),
where Γj is determined by γj = exp(2iπΓj), Γj ∈ [0, 1[. The bilinear pairing is
given by
(12)
(
e(Cγ), e(C
′
γ′)
)
=

∏
xj∈Bγ\(Cγ∪C′γ′)
(−aj) if γ
′ = γ−1,
0 otherwise,
with C′γ′ an admissible and balanced decoration for γ
′ and Bγ = Bγ−1 .
Remark 1.7. By [32, Lemma 6.1.1], a computation of the three-point Polishchuk
and Vaintrob’s correlators yields the bilinear pairing, so that we will deduce equa-
tion (12) from Theorem 3.21. It seems difficult to obtain this explicit formula
directly from the definition via the residue pairing [6, Equation (4)] or via the
canonical pairing on matrix factorizations [32, Equation (2.24)].
1.4. Moduli space. A genus-g orbifold (or twisted) curve C with marked points
is a connected, proper, and one-dimensional Deligne–Mumford stack whose coarse
space C is a genus-g nodal curve, and such that the morphism ρ : C → C is an
isomorphism away from the nodes and the marked points. Any marked point or
node can have a non-trivial stabilizer equal to a finite cyclic group. We focus
on smoothable orbifold curves: orbifold curves whose local picture at the node is
[{xy = 0} /µr] with
ζr · (x, y) = (ζrx, ζ
−1
r y).
Throughout this section we set r to be the smallest integer l such that γl = 1 for
every element γ ∈ Aut(W ), and further restrict to r-stable curves, i.e. smoothable
orbifold curves whose stabilizers (at the nodes and at the markings) have fixed
order r and whose coarse nodal pointed curve is stable.
Definition 1.8. The moduli space Sg,n classifies all W -spin curves
(C;σ1, . . . , σn;L1, . . . ,LN ;φ1, . . . , φN ),
where (C;σ1, . . . , σn) is an r-stable genus-g curve, L1, . . . ,LN are line bundles on
the curve C and
(13) φj : L
⊗aj
j ⊗ Lt(j) −→ ωC,log := ωC(σ1 + . . .+ σn)
are isomorphisms.
Remarks. The twisted canonical line bundle ωC,log equals the pull-back via ρ of
the line bundle ωC(σ1 + . . . + σn) on the coarse curve. A preliminary less general
definition of FJRW moduli objects has been already given in Sect. 0.4. It involved
the moduli space of the LG orbifold (W,µd), where every line bundle Lj comes
from the same line bundle L satisfying Ld ≃ ωC,log; this moduli space is naturally
embedded in Sg,n. The notion of W -spin curves can be generalized to families
over a base scheme S and the moduli space Sg,n is therefore a smooth and proper
Deligne–Mumford stack. It is finite over the moduli space Mg,n of stable curves.
Moreover, this definition of Sg,n, owing to [1, 17], is compatible with the definition
via Γ-spin curves of [32, Proposition 3.2.2].
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Locally at the marked point σi of aW -spin curve, the group of rth-roots of unity
acts on the line bundle Lj by
(14) ζr · (x, ξ) = (ζrx, ζ
mj(i)
r ξ) , with mj(i) ∈ {0, . . . , r − 1}
called the multiplicity of the line bundle Lj at the marked point σi. We write
γj(i) := ζ
mj(i)
r and γ(i) := (γ1(i), . . . , γN (i)) ∈ (U(1))
N to define the type
γ := (γ(1), . . . , γ(n)) ∈ (Aut(W ))n
of a W -spin curve, yielding a decomposition
Sg,n =
⊔
γ∈(Aut(W ))n
Sg,n(γ(1), . . . , γ(n)),
where Sg,n(γ) is an empty component when the selection rule
(15) γ(1) · · · γ(n) = j2g−2+n
is not satisfied (see [17, Proposition 2.2.8]). In each component lies a homology
cycle whose Poincare´ dual is called the FJRW virtual class
cFJRWvir : H
⊗n → H∗(Sg,n).
The cohomological degree of cFJRWvir (e(Cγ(1)), . . . , e(Cγ(n)))g,n is
(16) deg(e(Cγ(1))) + · · ·+ deg(e(Cγ(n))) + 2cˆW · (g − 1),
where cˆW :=
∑N
j=1(1− 2qj) is the central charge of the polynomial W .
Besides, Polishchuk and Vaintrob constructed another virtual class
cPVvir : H
⊗n → H∗(Sg,n)
with the same cohomological degree. The relation between cPVvir and c
FJRW
vir is ex-
plained in Sect. 1.1. We do not give a definition for the FJRW virtual class; the
interested reader is referred to [17, 18]. Nevertheless, Sect. 2 is entirely devoted to
the construction of cPVvir . As already mentioned in the introduction, in the narrow
sector (where cFJRWvir = c
PV
vir ) and under the genus-zero concavity property, that is
H0(C,Lj) = 0 for all j and all genus-zero W -spin curves C,
the genus-zero virtual class cFJRWvir is determined by linearity via
ctop(R
1π∗(L1 ⊕ · · · ⊕ LN )) (Euler class of a vector bundle),
where L1, . . . ,LN are the universal line bundles on the universal space of S0,n(γ)
and where π is the projection to S0,n(γ).
Each virtual class forms a cohomological field theory, see [17, Theorem 4.1.8] for
cFJRWvir and [32, Sect. 5] for c
PV
vir , and the cohomological field theory for c
FJRW
vir is
called FJRW theory. The invariants (also called correlators) are respectively
(17) 〈τb1(u1) · · · τbn(un)〉
FJRW
g,n :=
∫
Mg,n
ψb11 · · ·ψ
bn
n
rg
deg(o)
o∗c
FJRW
vir (u1, . . . , un)g,n,
(18) 〈τb1(u1) · · · τbn(un)〉
PV
g,n :=
∫
Mg,n
ψb11 · · ·ψ
bn
n
rg
deg(o)
o∗c
PV
vir (u1, . . . , un)g,n
with ψ1, . . . , ψn the usual psi-classes in H
2(Mg,n), u1, . . . , un ∈ H and
o: Sg,n →Mg,n
the morphism forgetting W -spin and orbifold structures. We omit τbi when bi = 0.
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2. Virtual class from matrix factorizations
By focusing on the relevant LG orbifold (W,Aut(W )), we illustrate the algebraic
construction of the virtual class from [32]. In Sect. 2.1, we set-up some material for
the treatment of broad marked points. In Sect. 2.2, we present matrix factorizations
of Koszul type, which are ideally suited to the LG orbifolds. In Sect. 2.3, we
introduce Polishchuk–Vaintrob’s matrix factorization PV, a universal object over
the moduli stack. In Sect. 2.4, we construct Koszul matrix factorizations K(Cγ)
which lift every element e(Cγ) of the state space. In Sect. 2.5, by coupling PV with
K(Cγ) we get a two-periodic complex and ultimately a class in cohomology: the
virtual class appearing in (18). We point out that this two-periodic complex may
be regarded as a generalization of Chiodo’s complex (see [4]) yielding the virtual
class in the case of Fermat monomial xr, i.e. r-spin curves.
2.1. Combinatorics of W -spin curves. Consider a component Sg,n(γ) of type
γ = (γ(1), . . . , γ(n)) ∈ (Aut(W ))n. We write
❅❅i
j
σ1
...
σn
L1 . . . LN
γ1(1)
γ1(n)
γN (1)
γN (n)
. . .
. . .
...
...
and keep record of the sets
Bγ = {(σi, xj) | γj(i) = 1} , Bγj = {σi | (σi, xj) ∈ Bγ} , Bγ(i) = {xj | (σi, xj) ∈ Bγ} .
The set Bγ is an analog of (8) with marked points and labels the coordinates
{xj(i)}(σi,xj)∈Bγ of the affine space
(19) Aγ :=
n∏
i=1
(
AN
)γ(i)
,
where
(
AN
)γ(i)
denotes the invariant part under γ(i). We consider the invertible
polynomial Wγ on A
γ given by
Wγ :=Wγ(1)(x1(1), . . . , xN (1)) + · · ·+Wγ(n)(x1(n), . . . , xN (n)),
where Wγ(i) stands for the invariant part of W under the action of γ(i). Observe
that we obtain the graph ΓWγ(i) from ΓW by erasing all narrow vertices for γ(i)
and all edges starting or ending at a narrow vertex. Then the graph ΓWγ is the
disjoint union of ΓWγ(1) , . . . ,ΓWγ(n) . For any scheme S, we set
OγS :=
⊕
(σi,xj)∈Bγ
O =
N⊕
j=1
O
γj
S with canonical basis {ej(i)}(σi,xj)∈Bγ .
2.2. Category of matrix factorizations. Let w be a function on a stack X . A
matrix factorization E := (E, δE) of potential w is a Z/2-graded vector bundle
E = E0 ⊕ E1 on X together with an endomorphism δE satisfying E0 ⇆ E1 and
δE ◦ δE = w · idE . The category MF(X,w) of matrix factorizations of w on X is
a dg-category. The tensor product of a matrix factorization of w with a matrix
factorization of w′ yields a matrix factorization of w + w′; the dual of a matrix
factorization of w is a matrix factorization of −w. A matrix factorization of w = 0
is a two-periodic complex and it makes sense to look at its cohomology.
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Let V be a vector bundle on a stack X and α ∈ H0(X,V ), β ∈ H0(X,V ∨) be
global sections whose pairing equals β(α) = w.
Definition 2.1. The Koszul matrix factorization {α, β} of w on X consists of a
Z/2-graded vector bundle {α, β}0 ⊕ {α, β}1,
{α, β}0 =
∧
even V = OX ⊕
∧2
V ⊕ · · ·
{α, β}1 =
∧
odd V = V ⊕
∧3
V ⊕ · · · ,
together with the morphism δα,β := ι(β)+α∧ ·, where the notation ι(β) stands for
the contraction by β.
These objects behave well under tensor products. For global sections α, α′, β, β′
of vector bundles V, V ′, V ∨, (V ′)∨, we have
{α, β} ⊗ {α′, β′} = {α⊕ α′, β ⊕ β′}
where α⊕ α′ ∈ H0(X,V ⊕ V ′) and β ⊕ β′ ∈ H0(X, (V ⊕ V ′)∨).
In [33], Polishchuk and Vaintrob provide an explicit description of the Hochschild
homology of matrix factorizations for the affine space X = AN with an invertible
polynomial W and show
HH∗(MF(C
N ,W )) ≃ QW · dx1 ∧ · · · ∧ dxN .
In particular, for any γ ∈ Aut(W )n, we have
(20) Hγ(1) ⊗ · · · ⊗Hγ(n) ⊂ HH∗(MF(A
γ ,Wγ)).
Remark 2.2. In [32], Polishchuk and Vaintrob work in the category of equivariant
matrix factorizations and define a more general cohomological field theory than we
need here. Their state space is⊕
γ∈Aut(W )
HH∗(MFAut(W )((A
N )γ ,Wγ)) ≃
⊕
γ∈Aut(W )
⊕
γ′∈Aut(W )
Q
Aut(W )
(Wγ)γ′
.
Following Polishchuk and Vaintrob (see [32, Equation (5.15)]), we consider in this
paper the specialization of PV’s theory which consists in keeping only
(21) γ′ = 1
in the expression of the PV’s state space and we observe that this specialization
gives the state space H.
In the way any matrix factorization on Aγ is a matrix U with coefficients in
C [xj(i)](σi,xj)∈Bγ of the form(
0 U1
U0 0
)
, U2 =Wγ · Id,
we can figure out (see for instance [33, Theorem 3.2.3]) the Chern character
(22) Ch(U) = str
( ∏
(σi,xj)∈Bγ
∂U
∂xj(i)
)
·
∧
(σi,xj)∈Bγ
dxj(i) ∈ Hγ(1) ⊗ · · · ⊗Hγ(n).
We take the same order for the variables of Bγ in the multiplication of matrices
(from right to left) and in the wedge product (from left to right). The result is
well-defined because super-trace and wedge product are both anti-commutative.
Moreover we notice that Ch(U) vanishes whenever the cardinal of Bγ is odd.
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2.3. Polishchuk–Vaintrob’s matrix factorization. Take a family π : C → S of
W -spin curves over a base scheme S and consider a resolution of any Rπ∗(Lj) by a
complex [Aj → Bj ] of vector bundles. For any geometric point s ∈ S, observe that
ker(Aj → Bj)s = H
0(Cs,Lj,s) and coker(Aj → Bj)s = H
1(Cs,Lj,s).
Denote by A and B the vector bundles
A := A1 ⊕ · · · ⊕AN and B := B1 ⊕ · · · ⊕BN
on S and by X the total space of A with projection p to S,
X := Spec(SymA∨) and p : X −→ S.
In [32, Sect. 4.2], Polishchuk and Vaintrob construct a morphism Z : X → Aγ and
two sections
α ∈ H0(X, p∗B∨) and β ∈ H0(X, p∗B), with α(β) = Z∗Wγ .
These sections are sums α := α1 + · · · + αN and β := β1 + · · · + βN , where βj is
induced by the differential of [Aj → Bj ]. By a slight abuse of notation, we write
(23) βj : Aj → Bj .
The section αj is a sum of two morphisms, of which we give a rough idea in (29),
(24)
α′j : Sym
ajAj → B
∨
t(j),
α′′j : Sym
aj−1Aj ⊗At(j) → B
∨
j .
This yields Polishchuk–Vaintrob’s matrix factorization {−α, β} on X ,
(25) PV := {−α, β} ∈ MF(X,−Z∗Wγ).
X
PV
Aγ S
Z p
The tensor product of PV with matrix factorizations from the affine space Aγ
of potential Z∗Wγ produces a two-periodic complex, whose support is included in
the zero section S →֒ X (see [32, Sect. 4.2, Step 4; Proposition 1.4.2]); we apply
the push-forward functor and obtain
(26)
Φ: MF(Aγ ,Wγ) −→ MF(S, 0)
U 7−→ p∗(Z
∗(U)⊗PV).
Remark 2.3. The functor Φ matches the functor obtained from [32, Equation
(5.5)] once we forget the equivariance. Indeed, it is a direct application of the
projection formula [32, Proposition 1.5.5]. As a consequence, the morphism Φ∗
induced on the Hochschild homology coincides with the specialization (21) of the
morphism defined in [32, Equation (5.8)]. In Sect. 2.5, we will use the Chern
character Ch(Φ(U)) of the two-periodic complex Φ(U) to define the virtual class.
For sake of clarity, let us illustrate the construction of the morphisms Z and α
over S = Spec(C). Consider a W -spin curve of type γ. In the broad case, i.e. for
γj(i) = 1, we choose an isomorphism
(27) H0(σi,Lj |σi) ≃ OS = C,
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while in the narrow case, the space of sections H0(σi,Lj |σi) vanishes. Then we
denote by Zj(i) the evaluation of a section of Lj at a marked point σi, with (σi, xj) ∈
Bγ ; this is a morphism
(28) Zj(i) : H
0(C,Lj)→ C
and we assemble the morphisms Zj(i) for every (σi, xj) ∈ Bγ to get
Z : H0(C,L1)⊕ · · · ⊕H
0(C,LN )→ A
γ .
Remark 2.4. The construction of the morphism Z depends on the choice of an
isomorphism (27), called a rigidification of the W -spin curve. The approach of
both Fan–Jarvis–Ruan and Polishchuk–Vaintrob is to work on the moduli space
parametrizing W -spin curves alongside with such rigidification; this amounts to
work over a finite e´tale cover of the moduli space considered here. However, the
final computation of the virtual class provided in Theorem 3.21 does not depend
on this choice.
A crucial and yet elementary ingredient of our explicit realization of the virtual
class is the twisting of the line bundles by the marked points, that is
L′j := Lj(−σ1 − · · · − σn).
Using the isomorphism (13), we obtain
L′j
⊗aj ⊗ L′t(j) →֒ ωC (orbifold canonical bundle of C).
By (orbifold) Serre duality, we get morphisms
(29) SymajH0(C,L′j)→ H
0(C,L′j
⊗aj ) →֒ H0(C, ωC ⊗ L
′
t(j)
∨
) ≃ H1(C,L′t(j))
∨,
and similarly
Symaj−1(H0(C,L′j))⊗H
0(C,L′t(j))→ H
1(C,L′j)
∨.
These morphisms are related to α′j and α
′′
j of (24).
In [32, Sect. 4.2], Polishchuk and Vaintrob lift all these constructions over a
base scheme S, with appropriate vector bundles A and B. In particular, for each
monomial we have a commutative diagram
SymajAj ⊗At(j) //

(SymajAj ⊗Bt(j))⊕ (Sym
aj−1Aj ⊗At(j) ⊗Bj)

O
γj
S
// OS ,
the morphisms are defined as follows. The vertical arrow on the left is induced by
Z and by the algebra structure on the sheaf O
γj
S , the vertical arrow on the right
is induced by αj , the first horizontal arrow is induced by βj and by βt(j) and the
second horizontal arrow is the trace.
2.4. Lifting up the state space. Let γ ∈ Aut(W )n and fix admissible decorations
Cγ(1), . . . ,Cγ(n), one for each marked point. We assemble them in an admissible
decoration of the graph ΓWγ
Cγ :=
{
(σi, xj) ∈ Bγ | xj ∈ Cγ(i)
}
⊂ Bγ ,
and take
e(Cγ) := e(Cγ(1))⊗ · · · ⊗ e(Cγ(n)) ∈ Hγ(1) ⊗ · · · ⊗Hγ(n).
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Consider on Aγ the free sheaf
N⊕
j=1
OCj =: OCγ ⊂ Oγ with basis {ej(i)}(σi,xj)∈Cγ .
For any (σi, xj) ∈ Cγ , form the sections
(30)
aj(i) :=
(
xs(i,j)(i)
as(i,j) + xj(i)
aj−1xt(i,j)(i)
)
· ej(i) ∈ O
Cj ⊂ OCγ ,
bj(i) := xj(i) · ej(i)
∨ ∈ OCj
∨
⊂ OCγ
∨
.
Here, the notations s(i, j) and t(i, j) are applied to the vertices of ΓWγ (see (7) for
the definition) and we take the convention x−∞(i) = 0 and a−∞ = 1. Since the
decoration Cγ is admissible, the Koszul matrix factorization given by
aCγ :=
∑
(σi,xj)∈Cγ
aj(i) and bCγ :=
∑
(σi,xj)∈Cγ
bj(i)
is in MF(Aγ ,Wγ); we denote it byK(Cγ) and compute its Chern character via (22).
Lemma 2.5. For any γ ∈ Aut(W )n and any admissible decoration Cγ of the graph
ΓWγ , we have
(31) Ch(K(Cγ)) = e(Cγ) ∈ Hγ(1) ⊗ · · · ⊗Hγ(n).
In particular, the Chern character vanishes when the decoration is not balanced.
Proof. Equation (31) is a direct computation from (22), so we only give the main
steps. First, we derivate the differential of K(Cγ) along xj(i); and denote it
∂j(i) :=
∂(aCγ ∧ ·+ bCγ (·))
∂xj(i)
.
There are two cases: if (σi, xj) ∈ Cγ , we get
∂j(i) =
{
(aj − 1) xj(i)
aj−2 xt(i,j)(i) ej(i) ∧ ·+ ej(i)
∨(·) if xt(i,j)(i) 6= xj(i),
aj xj(i)
aj−2 xt(i,j)(i) ej(i) ∧ ·+ ej(i)
∨(·) otherwise,
and if (σi, xj) ∈ Bγ − Cγ , we get
∂j(i) = xs(i,j)(i)
as(i,j)−1 es(i,j)(i) ∧ ·+ aj xj(i)
aj−1 et(i,j)(i) ∧ ·
To get the supertrace of (22), we have to compute
(32) eK
∨ ◦
(
©(σi,xj)∈Bγ∂j(i)
)
(eK),
for every element
eK :=
∧
(σi,xj)∈K
ej(i) , K ⊂ Cγ .
Observe that, for any (σi, xj) ∈ Cγ , the only non-zero contribution from ∂j(i) to
(32) is given by the contraction ej(i)
∨ (if we take the wedge product by ej(i), then
we cannot contract anymore via ej(i)
∨ and we obtain zero by eK
∨). Thus, there
are two possibilities. If (σi, xj) ∈ K, then we apply ∂t(i,j)(i) ◦ ∂j(i) and the only
non-zero contribution to (32) is
xj(i)
aj−1ej(i) ∧
(
ej(i)
∨(eK)
)
= xj(i)
aj−1 eK .
20 GUE´RE´
If (σi, xj) /∈ K, then we apply ∂j(i) ◦ ∂s(i,j)(i) and the non-zero contribution is
ej(i)
∨
(
as(i,j) xs(i,j)(i)
as(i,j)−1 ej(i) ∧ eK
)
= as(i,j) xs(i,j)(i)
as(i,j)−1 eK .
Finally, the only non-zero values for (32) are given by the elements eK where K is
the empty set or the set of all the crossed vertices of some loop-type components
of the graph. Then it is straightforward to recover the formula (9). 
2.5. Two-periodic complex and virtual class. The tensor product of the ma-
trix factorization PV with the pull-back Z∗K(Cγ) yields a two-periodic complex
on X . More precisely, we write
α′s(j) + α
′′
j : Sym
as(j)As(j) ⊕ (Sym
aj−1Aj ⊗At(j))→ B
∨
j ,
βj : Aj → Bj ,
with the convention A−∞ = 0 and a−∞ = 1, we add these morphisms to
Z∗aj : Sym
as(j)As(j) ⊕ (Sym
aj−1Aj ⊗At(j))→ O
Cj
S ,
Z∗bj : Aj → (O
Cj
S )
∨,
and we obtain
(33)
α˜j : Sym
as(j)As(j) ⊕ (Sym
aj−1Aj ⊗ At(j))→ B˜
∨
j ,
β˜j : Aj → B˜j ,
where B˜j is the vector bundle Bj ⊕ (O
Cj
S )
∨. Consider the direct sum
B˜ := B˜1 ⊕ · · · ⊕ B˜N
and the morphisms
α˜ := α˜1 + · · ·+ α˜N ,
β˜ := β˜1 + · · ·+ β˜N .
We end with the two-periodic complex
(34) {α˜, β˜} = PV ⊗ Z∗K(Cγ) ∈ MF(X, 0).
According to (26), it is well-defined to push-forward this two-periodic complex
via the projection p, then we get
p∗{α˜, β˜} = Φ(K(Cγ)).
By [32, Remark 1.5.1], in the case of two-periodic complexes we have a quasi-
isomorphism
p∗{α˜, β˜} ≃ p
naive
∗ {α˜, β˜}
where pnaive∗ is the naive push-forward, i.e. the push-forward for quasi-coherent
sheaves instead of matrix factorizations. We denote by T the two-periodic complex
(35) T := pnaive∗ {α˜, β˜}
of quasi-coherent sheaves on S, with
T+ := Sym(A∨)⊗
∧
even B˜
∨,
T− := Sym(A∨)⊗
∧
odd B˜
∨,
and the differential δ induced by (33).
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Definition 2.6. The virtual class evaluated at e(Cγ) is
(36) cPVvir (e(Cγ)) = Ch
(
H+(T )−H−(T )
) Td(B˜)
Td(A)
∈ H∗(S,C)
and it extends in a linear map
cPVvir : H
⊗n −→ H∗(S;C).
By [33, Lemma 1.2.1], any matrix factorization U in MF(Aγ ,Wγ) satisfies
(37) Φ∗(Ch(U)) = Ch(Φ(U)),
so that the following diagram is commutative.
MF(Aγ ,Wγ)
Φ
//
Ch

MF(S, 0)
Ch

⊗ni=1Hγ(i) Φ∗
// H∗(S)
Thus Definition 2.6 is compatible with [32, Equation (5.15)] on any base scheme S,
and yields a morphism
cPVvir : H
⊗n −→ H∗(Sg,n;C).
3. Recursive complexes
This section has six parts. The first four parts introduce a new structure called
the recursive complex. They may be read independently from the rest of the paper,
but we can keep in mind the two-periodic complex we have just constructed. These
four parts are the setup of the recursive complex (Sect. 3.1), the main technical
property about its cohomology (Sect. 3.2, Theorem 3.5), its proof (Sect. 3.3), and
its application yielding the formula (68) for the virtual class in terms of charac-
teristic classes. In Sect. 3.5, we get back to the quantum singularity theory of in-
vertible polynomials and compute Polishchuk–Vaintrob’s class in Theorem 3.21. In
Sect. 3.6, we prove Theorem 3.25 on the compatibility between Polishchuk–Vaintrob
and Fan–Jarvis–Ruan–Witten theories for (almost) every invertible polynomials.
3.1. Definition and non-degeneracy. Consider two vector bundles A and B on
a smooth scheme S, and a two-periodic complex
T =
(
· · · → T+
δ
−→ T−
δ
−→ T+ → · · ·
)
of quasi-coherent sheaves on the base space S, with
T+ := Sym A∨ ⊗
∧
even
B∨
and T− replacing “even” by “odd”.
Definition 3.1. Let a1, . . . , aN be positive integers greater than or equal to 2. We
say that (T, δ) is a recursive complex with respect to (a1, . . . , aN ) if the sheaves A
and B can be decomposed into a direct sum of coherent locally free sheaves
A := A1 ⊕ · · · ⊕AN and B := B1 ⊕ · · · ⊕BN
such that there are morphisms
αj : OS →
(
SymajA∨j ⊗B
∨
j+1
)
⊕
(
Symaj−1A∨j ⊗A
∨
j+1 ⊗B
∨
j
)
,
βj : B
∨
j → A
∨
j ,
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whose sum α1+ · · ·+αN +β1+ · · ·+βN induce the differential δ. We use the cyclic
convention AN+1 = A1 and BN+1 = B1.
Remark 3.2. The data of a recursive complex embodies a ZN+1-grading, as we
explain later in Sect. 3.3. In particular, we recover the two-periodic complex from
this ZN+1-graded complex in the usual way.
Example. Let W = xa11 x2+ · · ·+x
aN
N x1 be a loop polynomial. For any genus, any
type γ ∈ Aut(W )n and any decoration Cγ , the naive push-forward (35)
pnaive∗ (PV ⊗K(Cγ))
over a base scheme S is a recursive complex.
Example. LetW = xa11 x2+· · ·+x
aN−1
N−1 xN+x
aN+1
N be a chain polynomial. In genus
g = 0, for any type γ ∈ Aut(W )n and any decoration Cγ , the naive push-forward
pnaive∗ (PV ⊗K(Cγ))
over a base scheme S is a recursive complex, because the vector bundle AN , the
morphism αN and the morphism βN vanish (see (79) and [6, Proposition 3.1] for
precisions on this vanishing condition).
Remark 3.3. For a chain polynomial in higher genus, the two-periodic complex
(35) is not recursive, but satisfies a similar definition, where we adopt the convention
AN+1 = 0 and BN+1 = BN instead of the cyclic convention.
Consider a recursive complex T with integers a1, . . . , aN ≥ 2. Remark that each
morphism αj is a sum of two morphisms α
′
j and α
′′
j with
(38)
α′j : OS → Sym
aj (Aj)
∨ ⊗ (Bj+1)
∨,
α′′j : OS → Sym
aj−1(Aj)
∨ ⊗ (Aj+1)
∨ ⊗ (Bj)
∨.
Definition 3.4. For any j, let us denote by Aj,s the kernel of the map β
∨
j,s over
a geometric point s in S, and by Bj,s its cokernel. Each morphism α
′
j,s over the
point s induces a morphism
α′j,s : C→ Sym
aj (Aj,s)
∨ ⊗ (Bj+1,s)
∨
and we say that the morphism α′j is non-degenerate if for every geometric point s
and every v ∈ Aj,s, the condition
∀w ∈ Bj+1,s , (α
′
j,s)
∨(vaj ⊗ w) = 0
implies v = 0. A recursive complex is non-degenerate if each morphism α′j is so.
This definition is equivalent to [4, Definition 3.1.5] where one requires the mor-
phism α′j to induce a base-point free linear system
Bj+1,s → Sym
aj (Aj,s)
∨ = H0(P(Aj,s),OP(Aj,s)(aj)).
3.2. Computation of cohomology. A recursive complex is multi-graded; the
term of multi-degree (p, q) ∈ N2N is
T (p,q) := (Symp1(A1)
∨ ⊗ · · · ⊗ SympN (AN )
∨)⊗ (Λq1(B1)
∨ ⊗ · · · ⊗ ΛqN (BN )
∨)
and we have
T+ := Sym A∨ ⊗
∧
even
B∨ =
⊕
(p,q)∈N2N
q1+···+qN even
T (p,q),
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and T− replacing “even” by “odd”. To state Theorem 3.5 on the cohomology
H±(T, δ), we need to introduce for any positive intergers R1, . . . , RN the polytope
(39) P(R1, . . . , RN ) := P
+ ∩
N⋂
j=1
Pj(Rj),
where
P+ :=
{
(p, q) ∈ N2N | qj ≤ rank(Bj)
}
⊂ Z2N and
Pj(Rj) :=
{
(p, q) ∈ Z2N | (pj + qj) +
N∑
k=j+1
(−aj) · · · (−ak−1)(pk + qk) ≤ Rj
}
.
Observe that the vector bundle T (p,q) vanishes (when (p, q) is) outside of P+ and
the polytope P(R1, . . . , RN ) is a finite subset of Z
2N .
Theorem 3.5. Let T be a non-degenerate recursive complex with
(40) AN = 0 (vanishing condition).
Then the cohomology groups H+(T ) and H−(T ) are coherent and, for any suf-
ficiently large integers R1 ≫ · · · ≫ RN ≫ 1, the evaluation of the two-periodic
complex T in K0(S) equals
(41)
∑
(p,q)∈P(R1,...,RN )
(−1)q1+···+qN
[
T (p,q)
]
.
We emphasize that the result does not depend on the values of the integers
R1, . . . , RN , provided the integers R1 − R2, . . . , RN−1 − RN , and RN are large
enough. We leave the proof to Sect. 3.3.
Definition 3.6. For a two-periodic complex (T, δ) with coherent cohomology, we
define the virtual class as in (36) by
(42) cvir(T, δ) = Ch
(
H+(T, δ)−H−(T, δ)
) Td(B)
Td(A)
∈ H∗(S,C).
Corollary 3.7. Let T be a non-degenerate recursive complex, with the vanishing
condition AN = 0, as in the above theorem. Denote by Rj the class of [Aj → Bj ]
in the derived category D(S). Then the virtual class is
cvir(T ) =
∑
Ch∨(Symz1R1) · · ·Ch
∨(SymzNRN )
N∏
j=1
1
Td(Rj)
,
where the sum is taken over all (z1, . . . , zN) ∈ N
N such that for each j we have
(43) zj − ajzj+1 + · · ·+ (−aj) · · · (−aN−1)zN ≤ Rj
and where Ch∨l stands for (−1)
lChl.
In particular, the result is independent of the choice of a representative [Aj → Bj ]
for the derived element Rj.
Proof. By Theorem 3.5, the virtual class equals
cvir(T ) =
∑
(p,q)∈
⋂
N
j=1 Pj(Rj)
(−1)q1+···+qNCh(T (p,q))
N∏
j=1
1
Td(Rj)
,
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where the sum is taken over
⋂N
j=1 Pj(Rj) because the vector bundle T
(p,q) vanishes
outside of P+. Consider the function f : N2N → NN which sends (p, q) to (z) with
zj = pj + qj , and observe that f(Pj(Rj)) is exactly the subset delimited by
zj − ajzj+1 + · · ·+ (−1)
N−jaj · · · aN−1zN ≤ Rj .
Thus the virtual class is
cvir(T ) =
∑
(z)∈f(
⋂
N
j=1 Pj(Rj))
∑
(p,q)∈f−1(z)
(−1)q1+···+qNCh(T (p,q))
N∏
j=1
1
Td(Rj)
.
The corollary follows from the equality (see Sect. 1.1)
Ch∨(SymkRj) = Ch
∨(Symk [Aj → Bj ])
=
∑
p+q=k
(−1)qCh(Symp(Aj)
∨)Ch(Λq(Bj)
∨).

Corollary 3.8 (Concave case). Assume that all the vector bundles A1, . . . , AN
vanish. Then the virtual class reduces to
cvir(T ) =
∑
q≥0
(−1)qCh(ΛqB∨)Td(B) = ctop(B).
3.3. Proof of Theorem 3.5. Our strategy is to write the quasi-coherent sheaf T
as a direct sum (of sheaves and not of two-periodic complexes)
T = T0 ⊕ T1 ⊕ · · · ⊕ TN
with T0 a coherent locally free sheaf. For any j ≥ 1, the subsheaf Tj satisfy a
stability condition (see Definition 3.13) with respect to the morphisms αj and β,
and vanishes in cohomology, that is,
H(Tj, αj + β) = 0.
We take advantage of this situation to remove each piece Tj but T0. The remaining
evaluation in K-theory is exactly (41). The proof is in four steps.
In Step 1, we change the natural Z2N -grading of the sheaf T into a ZN+1-grading
so that the multi-degrees of the morphisms α1, . . . , αN and β form the canonical
basis of ZN+1. Although only the grading is changing and not the sheaf, we prefer
to write K instead of T when we deal with the ZN+1-grading.
In Step 2, we use [23, Theorem 2] to find for each j some planes in ZN+1 with
the following property. The sheaf of elements with multi-degrees in these planes,
together with the morphisms β and αj , is a double complex whose cohomology
vanishes. We call these planes exact and illustrate this in Example 3.11 for N = 2.
In Step 3, we cut ZN+1 into a puzzle with pieces Q0, . . . ,QN where, for j ≥ 1,
each Qj is made of some exact planes with respect to the morphisms β and αj .
Altogether, the pieces cover ZN+1 and do not overlap. The subsheaf whose element
have multi-degree inQj isKj (or Tj if we work with the Z
2N -grading). We illustrate
the case N = 3 (see Example 3.12).
In Step 4, we use an argument relying on spectral sequences (see Lemma 3.16)
to remove the subsheaf T1. Then we remove the subsheaf T2 and so on, until there
remains only T0 and TN . To conclude, we need the vanishing condition AN = 0
which implies that TN is empty.
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Step 1: a change of grading. Let ~u1, . . . , ~uN , ~v1, . . . , ~vN be the canonical basis of
Z2N with the coordinates (p, q) and let ~e1, . . . , ~eN+1 be the canonical basis of Z
N+1
with the coordinates (k, l). The quasi-coherent sheaf T is Z2N -graded and the
degrees of the morphisms βj , α
′
j and α
′′
j are
deg(βj) = ~uj − ~vj ,
deg(α′j) = aj~uj + ~vj+1,
deg(α′′j ) = (aj − 1)~uj + ~uj+1 + ~vj ,
where we use the cyclic convention ~uN+1 = ~u1 and ~vN+1 = ~v1. The lattice L
generated by these 3N vectors is a sub-lattice of Z2N and we fix a finite subset E
of Z2N such that
Z2N =
⊔
e∈E
(e + L) and (p, q) ∈ E =⇒ q is even.
For simplicity, we prefer to work with a ZN+1-grading on T such that each
morphism βj has degree ~eN+1 and each morphism αj = α
′
j + α
′′
j has degree ~ej.
Notice that a grading assigning the same degree to α′j and α
′′
j should assign the
same degree to βj and βj+1. This happens because
deg(α′j) + deg(βj+1) = deg(α
′′
j ) + deg(βj).
For any e ∈ E and (k, l) ∈ ZN+1, we consider the direct sum
(44) (Ke)
k,l :=
⊕
(λ)∈ZN−1
T e+A·(k,l,λ)
where A · (k, l, λ) is (with only non-zero entries represented)
a1
aN
1
1
1
1
1
1
1
1
1
1
1
1
1
k1
kN
l
λ1
λN−1
p1
pN
q1
qN
· = − e
Observe that the determinant of the matrix A is
detA = (−1)Na1 · · ·aN − 1 6= 0, (because a1, . . . , aN ≥ 2).
By looking at the columns of A, it is straightforward to check that for each j
βj : (Ke)
k,l → (Ke)
(k,l)+~eN+1 and αj : (Ke)
k,l → (Ke)
(k,l)+~ej .
Notice that the direct sum (44) is finite because the sheaf T (p,q) is nonzero only
when 0 ≤ qj ≤ rankBj for each j and because we have
q1 = kN − l + λ1 + eN+1
q2 = k1 − λ1 + λ2 + eN+2
· · ·
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Thus the locally free sheaf (Ke)
k,l is coherent. The total complex Ktote is
(45)
(
Ktote
)m
:=
⊕
k1+···+kN+l=m
(Ke)
k1,...,kN ,l, δ :
(
Ktote
)m
→
(
Ktote
)m+1
and the associated two-periodic complex⊕
m∈Z
e∈E
(
Ktote
)2m
⇆
⊕
m∈Z
e∈E
(
Ktote
)2m+1
equals (T, δ).
We define a surjective function
Ψ: Z2N → ZN+1 × E
which sends (p, q) to the unique (k, l, e) such that there is λ ∈ ZN−1 with
A · (k, l, λ) = (p, q)− e.
For any (p, q) ∈ Z2N and (k, l, e) ∈ ZN+1 × E such that Ψ(p, q) = (k, l, e), we have
(46)
kj−1 + ajkj = p
e
j + q
e
j for any j,
k1 + · · ·+ kN − l = q
e
1 + · · ·+ q
e
N ,
where (pe, qe) := (p, q)− e and with the convention k0 = kN . We define the subset
Q of ZN+1 by
(47) Q :=
{
(k, l) | ∀j, 0 ≤ kj−1 + ajkj and 0 ≤
N∑
j=1
kj − l ≤
N∑
j=1
rank(Bj)
}
.
Since the set Ψ(P+) is included in Q×E by (46), the vector bundle (Ke)
k,l vanishes
outside Q.
Lemma 3.9. Since we have aj ≥ 2 for every j, the direct sum (45) is finite.
Proof. Fix the integer m. We show there is a finite number of (k, l) ∈ Q satisfying
(48) k1 + · · ·+ kN + l = m.
For any (k, l) ∈ Q, we have
0 ≤ k1 + · · ·+ kN − l ≤ rank(B1 ⊕ · · · ⊕BN ),
so that the number of possible values for l under (48) is finite.
For any (k, l) ∈ Q, consider the sum k+ of all positive integers among k1, . . . , kN
and the sum k− of all negative integers among them. The condition (48) becomes
k++ k−+ l = m, and if there is a finite number of possible values for k+ or for k−
under (48), then it is clear that the subset of Q satisfying (48) is finite. For any
(k, l) ∈ Q, observe
kj−1 ≥ −ajkj ≥ −2kj ,
so that if kj contributes to k
− (i.e. kj is negative), then kj−1 contributes to k
+
(i.e. kj−1 is positive). Thus we get k
+ ≥ −2k− and
k1 + · · ·+ kN := k
+ + k− ≥ −k−.
Consequently, the set of values for k− under (48) is finite. 
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Step 2: exact sequences. When we fix all the coordinates of ZN+1 but kj and l,
we get a double complex (K
k,l
e ;αj , β). Over a geometric point s ∈ S, denote its
cohomology along βs and then along αj,s by
H(H((Kk,le )s, βs), αj,s).
Lemma 3.10. For each j, there is a constant Rj ≥ 0 such that for every geometric
point s in S and for every (k, l, e) ∈ ZN+1 × E, we have
(49) H(H((Kk,le )s, βs), αj,s) = 0,
whenever kj−1 − ajaj+1kj+1 > Rj. Moreover, we take RN ≥ rank(BN ).
Proof. We omit the index e in (K
k,l
e )s to simplify notations. Following the proof of
[4, Theorem 3.3.1], we see that
(50) Hβs(K
k,l
s ) = K
(k,l)
s ,
where K
(k,l)
s is the subspace of K
(k,l)
s obtained when we replace the vector space
Aj,s (resp. Bj,s) by Aj,s (resp. Bj,s) in the construction of K
(k,l)
s , with Aj,s the
kernel of β∨j,s and Bj,s its cokernel. Still as in the proof of [4, Theorem 3.3.1], we
use the non-degeneracy condition, i.e.
α′j,s : Bj+1,s → Sym
aj (Aj,s)
∨ = H0(P(Aj,s),OP(Aj,s)(aj)
is a base-point free linear system, to deduce from [23, Theorem 2] that the complex
(Sympj+aj ·t(Aj,s)
∨ ⊗ Λt(Bj+1,s)
∨)t with differential α
′
j,s
is exact when pj is larger than R
′
j,s := aj + rank(Sym
ajAj,s).
By (46), the complex ((K
(k,l)+t·~ej
s )t, α
′
j,s) is bounded below by
t ≥ ej+1 + eN+j+1 − (kj + aj+1kj+1) with e = (e1, . . . , e2N ) ∈ E ⊂ Z
2N
because otherwise we have pj+1 + qj+1 < 0. For this value of t, we have
pj + qj = ej + eN+j + kj−1 + aj(kj + ej+1 + eN+j+1 − (kj + aj+1kj+1))
= (kj−1 − ajaj+1kj+1) + ej + eN+j + aj(ej+1 + eN+j+1).
As a consequence, the complex ((K
(k,l)+t·~ej
s )t, α
′
j,s) is exact whenever
(51) kj−1 − ajaj+1kj+1 > Rj,s,e,
with Rj,s,e := R
′
j,s,e + rank(Bj,s)− ej − eN+j − aj(ej+1 + eN+j+1).
Now, we consider the double complex
Cu,v :=
⊕
(λ1,...,λˆj ,...,λN−1)∈ZN−2
T
e+A·(k,l,λ)
s with kj := u+ v , λj := v,
where the horizontal differential is f := α′j,s and the vertical differential is g := α
′′
j,s.
Assume the inequality (51). We have just proved that the total cohomology of the
double complex (C; f, 0) vanishes,
(52) H•(Ctot, f) = 0
and we want to prove that the total cohomology of (C; f, g) also vanishes,
(53) H•(Ctot, f + g) = 0.
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Take an element
c =
∑
v∈Z
cv with cv ∈ C
kj−v,v,
such that f(c)+g(c) = 0. Since the direct sum (44) is finite, then there is an integer
w such that cv = 0 for v < w. Observe that f(c) + g(c) = 0 reads
f(cv) + g(cv−1) = 0 , for all v.
Thus, we obtain f(cw) = 0, and by (52), there is c
′
w such that f(c
′
w) = cw. Then,
0 = f(cw+1) + g(cw)
= f(cw+1) + g(f(c
′
w))
= f(cw+1)− f(g(c
′
w))
= f(cw+1 − g(c
′
w)),
and by (52), there is c′w+1 such that f(c
′
w+1) = cw+1 − g(c
′
w). By induction we
construct c′v for all v ≥ w and we set
c′ =
∑
v≥w
c′v
to get (f + g)(c′) = c. This proves (53) and we conclude with the following value
for Rj , which is independent from the geometric point s and from e ∈ E ,
Rj := maxe∈E {aj + rank(Sym
ajAj) + rank(Bj)− ej − eN+j − ajej+1 − ajeN+j+1} ,
and we eventually increase RN to have RN ≥ rank(BN ). 
Example 3.11. We illustrate Lemma 3.10 when N = 2. Since the vanishing
condition (40) imposes A2 = 0, there are three vector bundles A1, B1, and B2
together with two morphisms β1 and α1. Here, T decomposes into a direct sum
over r ∈ Q of double complexes⊕
p1+q1−a1q2=r
(T p1,q1,q2 , α1, β1).
given by planes directed by the vectors (a1, 0, 1) and (1,−1, 0) (see the next figure).
Since the integers p1, q1 and q2 must be non-negative, the set of rational numbers
r contributing to this sum is bounded below.
R1
α1
β1
q1 q2
p1
Lemma 3.10 claims that for any r > R1 the corresponding two-periodic complex is
exact above any s ∈ S. Since it is a two-periodic complex of coherent locally free
sheaves, it is exact over the base scheme S. Thus, the cohomology of T is given by⊕
r≤R1
H
( ⊕
p1+q1−a1q2=r
T p1,q1,q2 , α1 + β1
)
.
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Since the direct sum is finite, the evaluation in K-theory of T equals⊕
r≤R1
⊕
p1+q1−a1q2=r
(−1)q1+q2 [T p1,q1,q2 ]
and this coincides with (41).
Step 3: the puzzle. In general, the two-periodic complex T is not a direct sum of
two-periodic complexes. To understand how to deal with it, we treat an example.
Example 3.12. When N = 3, the vanishing condition (40) implies A3 = 0 and
there remains five vector bundles, A1, A2, B1, B2, and B3, with four morphisms.
Consider the coordinates zj = pj + qj for j = 1, . . . , 3 and assume for simplicity
that the morphism α′′j in (38) is zero (this is not the case in general). Since the
coordinate zj corresponds to⊕
pj+qj=zj
SympjA∨j ⊗
∧qj
B∨j ,
we impose the condition z3 ≤ R3 := rank(B3). We interpret Lemma 3.10 as follows.
We have two kind of exact lines, in the sense that the corresponding double
complex is exact:
(1) for all z1 > R1 and for all z3, the line (z1, 0, z3) + t · (a1, 1, 0) is exact,
(2) for all z2 > R2 and for all z1, the line (z1, z2, 0) + t · (0, a2, 1) is exact
The idea is to get rid of a maximal set of exact and disjoint lines. First, we fix
R˜1 ≥ R1 and we consider all the exact lines of the first kind with z1 > R˜1 and
z3 = 0. Then we accept only the exact lines of the second kind with the extra
condition z1−a1z2 ≤ R˜1, in order to avoid the overlaps. Finally we consider all the
lines of the first kind with z3 > 0 and z1 + a1a2z3 > R˜1, in order to stick with the
previous lines. Notice that if R˜1 is greater than R1 + a1a2R3, then the last lines
we have drawn are exact. We sum up this construction by defining two sets
Q1 :=
{
(z1, 0, z3) + t · (a1, 1, 0) ∈ N
3 | z1 + a1a2z3 > R1 + a1a2R3 ,
z3 ≤ R3 and t ∈ N
}
,
Q2 :=
{
(z1, z2, 0) + t · (0, a2, 1) ∈ N
3 | z1 − a1z2 ≤ R1 + a1a2R3 ,
z2 > R2 , z3 ≤ R3 and t ∈ N
}
.
The complement of the subsets Q1 and Q2 is the finite polytope represented in
R1
R2
R3
and it coincides with the subset of Theorem 3.5,
Q0 :=
{
(z1, z2, z3) ∈ N
3 | z1 − a1z2 + a1a2z3 ≤ R1 + a1a2R3 ,
z2 − a2z3 ≤ R2 and z3 ≤ R3
}
.
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We go back to the proof of Theorem 3.5 and we give a definition of the subsets Qj
in terms of the coordinates (k1, . . . , kN , l). Let R1, . . . , RN be the integers obtained
in Lemma 3.10 and define recursively R˜1, . . . , R˜N by
R˜N = RN , R˜N−1 = RN−1 and R˜k = Rk + akak+1R˜k+2.
For any (ǫ1, . . . , ǫN ) in {−1, 1}
N , we define the subset Q(ǫ) of Q delimited by
(54)
kj−1 + (−1)
N−jaj · · · aNkN ≤ R˜j if ǫj = 1 and
kj−1 + (−1)
N−jaj · · · aNkN > R˜j if ǫj = −1,
for every j and with the cyclic convention k0 = kN . These subsets form the pieces
of our puzzle
Q =
⊔
(ǫ)∈{−1,1}N
Q(ǫ).
Definition 3.13. Let f : T → T be a linear endomorphism and Z ⊂ ZN+1. We
say that f ends in Z if the image of every element with degree in Z has degree in
Z or vanishes. On the contrary, we say that f starts from Z if every pre-image of
every element with degree in Z has degree in Z. When a morphism f starts from
Z and ends in Z, we say that Z is stable under f .
For instance, for any j 6= N , the morphism αj starts from any Q(ǫ1,...,ǫN ) with
ǫj+1 = 1 and ends in any Q(ǫ1,...,ǫN ) with ǫj+1 = −1. The morphism αN plays a
special role, because of the asymmetry between kN and the other coordinates in
(54). Moreover, any subset Q(ǫ1,...,ǫN ) is stable under the morphism β.
Proposition 3.14. Fix an integer 1 ≤ j ≤ N and choose (ǫ1, . . . , ǫN) in {−1, 1}
N
such that
if j ≤ N − 2,
{
ǫj = −1
ǫj+2 = 1
if j = N − 1 or j = N, ǫj = −1.
Then for any geometric point s in S and (k, l) ∈ Q(ǫ1,...,ǫN ), we have
H(H((Kk,le )s, βs), αj,s) = 0.
Proof. For j = N , since ǫN = −1 implies
pN + qN = kN−1 + aNkN > RN ≥ rank(BN )
and since the vanishing condition in Theorem 3.5 requires AN = 0, then we have
directly K
k,l
e = 0. For j = N − 1, we have ǫN−1 = −1, i.e.
kN−2 − aN−1aNkN > RN−1,
and we use Lemma 3.10.
Fix an index j ≤ N − 2. The conditions ǫj = −1 and ǫj+2 = 1 mean
kj−1+(−1)
N−jaj · · · aNkN > R˜j and kj+1+(−1)
N−jaj+2 · · ·aNkN ≤ R˜j+2.
Multiplying the second inequality by −ajaj+1 and adding the first inequality yields
kj−1 − ajaj+1kj+1 > R˜j − ajaj+1R˜j+2 = Rj
and we conclude again with Lemma 3.10. 
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Proposition 3.14 guides us to the definition of the subsets ω1, . . . , ωN of {−1, 1}
N
:
ω1 =
{
(ǫ1, . . . , ǫN ) ∈ {−1, 1}
N
| ǫ1 = −1 and ǫ3 = 1
}
and for j ≥ 2, the set ωj is the maximal subset of {−1, 1}
N
\ (ω1 ∪ · · · ∪ωj−1) with
the properties
(1) ǫj = −1,
(2) ǫj+2 = 1 (not required for ωN−1 and ωN ),
(3) (ǫ1, . . . , ǫj+1, . . . , ǫN ) ∈ ωj =⇒ (ǫ1, . . . ,−ǫj+1, . . . , ǫN ) ∈ ωj (not required
for ωN ).
The first and the second points are motivated by Proposition 3.14 and the third
point by the stability condition for the morphism αj (see Lemma 3.15). We also
define the set ωΩ such that we have
(55) {−1, 1}
N
= ωΩ ⊔ ω1 ⊔ · · · ⊔ ωN .
Observe that if (ǫ1, . . . , ǫN ) is in ωk ⊂ {−1, 1}
N
, then in {−1, 1}
N+1
we get
• (ǫ1, . . . , ǫN , 1) is in ωk
• (ǫ1, . . . , ǫN ,−1) is in ωk when k 6= N − 1 and k 6= Ω
• (ǫ1, . . . , ǫN ,−1) is in ωN+1 when k = N − 1 or k = Ω
• (1, . . . , 1,−1) is in ωN .
We illustrate the behavior of the sets ωj under the insertion of ±1 as
ωΩ ωΩ
ω1 ω1
ωN−2 ωN−2
ωN−1 ωN−1
ωN ωN
ωN+1
N N + 1
1
1,−1
1,−1
1
1,−1
−1
−1
and it becomes easy to prove
(56) ωΩ = {(1, . . . , 1)} .
At last, we define the subsets
Qj :=
⊔
(ǫ)∈ωj
Q(ǫ) ⊂ Z
N+1 with 1 ≤ j ≤ N,
and QΩ stands for the finite subset Q(1,...,1).
Lemma 3.15. For j ≤ N − 1, the subset Qj is stable under the morphisms αj, β
and αk with j + 1 < k < N . For j ≤ N − 2, the morphism αj+1 starts from Qj.
Proof. The stability condition is clear for the morphisms αj and β. Let us prove
it for αk with j + 1 < k < N . Fix (ǫ1, . . . , ǫN) in ωj . By the figure above, we see
that (ǫ1, . . . , ǫj) is also in ωj and
(ǫ1, . . . , ǫj ,±1, 1,±1, . . . ,±1) ∈ ωj.
Since k 6= N , the morphism αk can only change the sign of ǫk+1 with k+1 ≥ j+3,
hence the stability condition holds for αk.
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Since the morphism αj+1 can only change the sign of ǫj+2 and since ǫj+2 = 1
for the set Qj , the morphism αj+1 starts from Qj . 
Recall that when we fix all the coordinates of ZN+1 but kj and l, we get a double
complex (K
k,l
e ;αj , β). By Lemma 3.15, the subset Qj is stable with respect to these
morphisms. Thus those double complexes can be of two kinds:
(1) all the multi-degrees of the sheaves are in Qj ,
(2) all the multi-degrees of the sheaves are in the complement of Qj .
In the first case, Proposition 3.14 implies that the total cohomology over any geo-
metric point vanishes. As the sheaves are coherent and locally free, the total coho-
mology over the base scheme S vanishes also, which we write
(57) H(Kk,le , αj + β) = 0 on Qj.
Step 4: spectral sequences. For each j, we define the sheaves
(58) (Kk,le )j =
{
0 if (k, l) ∈ Q1 ⊔ · · · ⊔ Qj ,
K
k,l
e otherwise,
yielding the total complexes K1, . . . ,KN ; the notationK0 stands for K. By Lemma
3.9, they are complexes of coherent sheaves.
Lemma 3.16. Let (C; f, g) be a double complex and E be a subset of Z2. We define
a double complex (C0; f0, g0) by
Cr,s0 =
{
0 if (r, s) ∈ E ,
Cr,s otherwise,
with the induced morphisms.
If the morphisms f and g start from the subset E, then the natural injection
of sheaves Cr,s0 →֒ C
r,s induces an injective morphism (C0; f0, g0) →֒ (C; f, g) of
double complexes.
If the morphisms f and g end in the subset E, then the natural surjection of
sheaves Cr,s ։ Cr,s0 induces a surjective morphism (C; f, g)։ (C0; f0, g0) of double
complexes.
Moreover, in both cases, if, for any n ∈ Z, there is an integer r0 such that
(59) Cn−r,r = 0 for any r ≥ r0
and if we have
(60) Hr(C•,s, f) = Hr(C•,s0 , f) for any (r, s) ∈ Z
2,
then the total complexes are quasi-isomorphic.
Remark 3.17. If the subset E is stable by the morphism f and if
Hr(C•,s, f) = 0 for any (r, s) ∈ E ,
then the equation (60) follows.
Proof. It is easy to check the injection and the surjection between the double com-
plexes. To prove the quasi-isomorphism, we treat the case of the injection; the other
case is similar. Consider the spectral sequences given by the filtration induced by
the rows
F pCn = ⊕r≥pC
n−r,r and F pCn0 = ⊕r≥pC
n−r,r
0 .
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The injection induces a morphism from the spectral sequence E•(C0; f0, g0) to the
spectral sequence E•(C; f, g), and by (60), we have E1(C0; f0, g0) = E1(C; f, g).
Then the two spectral sequences coincide,
Er(C0; f0, g0) = Er(C; f, g) , for any r ≥ 1.
By (59), the spectral sequences abut to the total cohomology of the complexes,
H(Ctot0 , f0 + g0) = H(C
tot, f + g).

For any 1 ≤ j ≤ N − 1, Lemma 3.15 implies
(Kj , αj + β, αj+1 + · · ·+ αN−1) →֒ (Kj−1, αj + β, αj+1 + · · ·+ αN−1),
with the convention K0 := K. For any (k, l) in Qj , we have
H((K
k,l
e )j−1, αj + β) = 0 by (57),
H((K
k,l
e )j , αj + β) = 0 by construction.
By Lemma 3.9, the condition (59) is satisfied and we apply Lemma 3.16 to get
(61) H(Kj, αj+· · ·+αN−1+β) = H(Kj−1, αj+· · ·+αN−1+β) , for 1 ≤ j ≤ N−1.
By the vanishing condition of Theorem 3.5, the vector bundle AN is zero, thus⊕
(k,l,e)∈QN×E
K
k,l
e = 0,
αN = 0,
KN−1 = KN .
Since the morphisms α1, . . . , αN−1 and β start from the subset QΩ, there is a
surjection
(Kj , β + αj+1 + · · ·+ αN , αj)։ (KN , β + αj+1 + · · ·+ αN , αj),
for any j ≤ N − 1. Consequently, following Lemma 3.9, we need
(62) H(Kj , αj+1 + · · ·+ αN + β) = H(KN , αj+1 + · · ·+ αN + β)
to show
(63) H(Kj, αj + · · ·+ αN + β) = H(KN , αj + · · ·+ αN + β).
The equality (61) for j = N − 1 coincides with (62) for j = N − 2 (because
KN = KN−1), so that we get (63) for j = N − 2. The following implications are
(63) for j
(61) for j
}
= ((62) for j − 1) =⇒ ((63) for j − 1).
By a decreasing induction on the index j, we end with (62) for j = 0,
H(K,α1 + · · ·+ αN + β) = H(KN , α1 + · · ·+ αN + β).
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By construction, (KN , δ) is a bounded complex, as it vanishes outside of Q(1,...,1).
Its evaluation in K-theory gives[(
Ktot
)•
, δ
]
=
[(
KtotN
)•
, δ
]
=
∑
(k,l)∈Q(1,...,1)
(−1)k1+···+kN+l
[
Kk,l
]
=
∑
(k,l)∈Q(1,...,1)
(−1)k1+···+kN−l
[
Kk,l
]
=
∑
(p,q)∈P(R1,...,RN )
(−1)q1+···+qN [T p,q] ,
by the change of variables
Ψ(P(R1, . . . , RN )) = Q(1,...,1)×E and
(
Ψ−1(Q(1,...,1))×E
)
∩P+ = P(R1, . . . , RN ).
This ends the proof of Theorem 3.5. 
3.4. Explicit formula for the virtual class. Let (T, δ) be a non-degenerate
recursive complex with AN = 0. We want to derive from Theorem 3.5 a formula
suitable to Givental’s theory (see Sect. 4). First, we take the formal power series
Fformj (x) :=
∑
z∈N
Ch∨(SymzRj) · x
z 1
Td(Rj)
Fform(x1, . . . , xN ) :=
N∏
j=1
Fformj (xj),(64)
and by Corollary 3.7, we observe that we get the virtual class by the following rules:
(1) choose sufficiently large integers R1 ≫ · · · ≫ RN ≫ 1 (we could estimate
lower bounds for these values),
(2) develop the formal power series (64) with respect to the variables x1, . . . , xN ,
(3) eliminate every monomial xh11 · · ·x
hN
N with
hj +
N∑
k=j+1
(−aj) · · · (−ak−1)hk > Rj for some index j,
(4) evaluate the remaining polynomial at (x1, . . . , xN ) = (1, . . . , 1).
Fix once for all sufficiently large integers R1 ≫ · · · ≫ RN ≫ 1. We set the
polynomial functions with coefficients in H∗(S)
(65) G
(Rj ,...,RN )
j (xj , . . . , xN ) :=
∑ N∏
k=j
Ch∨(SymzkRk) · x
zk
k
1
Td(Rk)
,
where the sum is taken over all indexes (zj , . . . , zN) ∈ N
N−j+1 such that
zl +
N∑
k=l+1
(−al) · · · (−ak−1)zk ≤ Rl, for each j ≤ l ≤ N .
We also define the rational functions with coefficients in H∗(S)
(66) Fj(x) = exp
(∑
l≥0
sl(x)Chl(Rj)
)
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with the functions
(67) sl(x) =

− ln(1− x) if l = 0,
Bl(0)
l
+ (−1)l
l∑
k=1
(k − 1)!
(
x
1− x
)k
γ(l, k) if l ≥ 1.
Here, the number γ(l, k) is defined by the generating function∑
l≥0
γ(l, k)
zl
l!
:=
(ez − 1)k
k!
.
We notice that γ(l, k) vanishes for k > l and that the sum over l in (66) is finite
because Chl vanishes for l > dim(S). Finally, we set F(x1, . . . , xN ) :=
∏N
j=1 Fj(xj).
Lemma 3.18. For each j, the formal series Fformj is a development of the rational
function Fj in the open unit ball BC(0, 1).
Proof. For a vector bundle E of rank s with roots r1, . . . , rs and for |t| < 1, we have∑
m≥0
(−1)mCh(Λm(E)) · tm =
s∏
k=1
(1− t · erk)
∑
m≥0
Ch(Symm(E)) · tm =
1∏s
k=1(1− t · e
rk)
and in the ring C [x, y] /(yR), we have
1− x · ey = (1− x) exp
(
−
∑
l≥1
∑
k≥1
(k − 1)!
(
x
1− x
)k
γ(l, k)
yl
l!
)
y
1− e−y
= exp
(
−
∑
l≥1
Bl(0)
l
yl
l!
)
.
We apply these formulas to Rj to conclude. 
For any λ in C− {0, 1}, we consider the rational function with values in H∗(S)
F(λ) := F(x1, . . . , xN ) |
(x1,...,xN)=
(
λ,λ−a1 ,...,λ(−a1)···(−aN−1)
) .
Theorem 3.19. Under the hypothesis of Theorem 3.5, the rational function F(λ)
is a polynomial in λ, λ−1 and we have
cvir(T, δ) = F(λ = 1).
In particular, we get
(68) cvir(T, δ) = lim
λ→1
(
N∏
j=1
(1− λj)
−Ch0(Rj)
)
exp
(
N∑
j=1
∑
l≥1
sl(λj)Chl(Rj)
)
,
with λj = λ
(−a1)···(−aj−1).
Proof. We proceed by a decreasing induction on j to prove
(69) Fj(λj) · · ·FN (λN ) = G
(Rj ,...,RN )
j (λj , . . . , λN ), for all λ ∈ C,
with λj = λ
(−a1)···(−aj−1).
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Initialization. The vanishing property AN = 0 implies
G
(RN )
N (λN ) = F
form
N (λN ) for all λN ∈ C,
= FN (λN ) for all |λN | < 1.
Since the rational function FN coincides with the polynomial function G
(RN )
N in
the open unit ball BC(0, 1), then they are equal in C and (69) is true for j = N .
Heredity. We assume equation (69) is true for some index j + 1. For any com-
plex number λ such that |λj | < 1, we have Fj(λj) = F
form
j (λj) by Lemma 3.18.
Combining it with the equation (69) for j + 1, we obtain
Fj(λj) · · ·FN (λN ) = F
form
j (λj)G
(Rj+1,...,RN )
j+1 (λj+1, . . . , λN ), when |λj | < 1.
Since the value ofG
(Rj ,...,RN )
j (1, . . . , 1) does not depend on the choice of sufficiently
big integers Rj ≫ · · · ≫ RN (see Theorem 3.5), then we write, for h ∈ N
∗,
G
(Rj+h,Rj+1,...,RN )
j (1, . . . , 1)−G
(Rj+h−1,Rj+1,...,RN )
j (1, . . . , 1) = 0.
Consequently, we get
(70)
∑ N∏
k=j
Ch∨(SymzkRk)
1
Td(Rk)
= 0,
where the sum is taken over all indexes (zj , . . . , zN) ∈ N
N−j+1 such that
zl +
N∑
k=l+1
(−al) · · · (−ak−1)zk ≤ Rl for j + 1 ≤ l ≤ N ,
zj +
N∑
k=j+1
(−aj) · · · (−ak−1)zk = Rj + h.
Observe that the left hand side of (70) is exactly the coefficient of λ
Rj+h
j in
Fformj (λj)G
(Rj+1,...,RN )
j+1 (λj+1, . . . , λN )
and since this coefficient is zero, we obtain
Fformj (λj)G
(Rj+1,...,RN )
j+1 (λj+1, . . . , λN ) =G
(Rj ,...,RN )
j (λj , . . . , λN ).
At last, the rational function λ 7→ Fj(λj) · · ·FN (λN ) coincides with the rational
function λ 7→ G
(Rj ,...,RN )
j (λj , . . . , λN ) when |λj | < 1. Thus, they are equal for all
λ ∈ C∗ and equation (69) is true for the index j. 
We call virtual degree the integer
degvir := −
N∑
j=1
Ch0(Rj).
Since the non-degeneracy condition implies rank(Aj) ≤ rank(Bj+1) for any j, then
the virtual degree is always a non-negative integer (possibly zero).
For each l ≥ 1, introduce the polynomial
s˜l(X) :=
Bl(0)
l
+ (−1)l
l∑
k=1
(k − 1)!Xkγ(l, k)
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of degree l and define a polynomial Pk with values in H
2k(S) and degPk ≤ k by
exp
(
N∑
j=1
∑
l≥1
s˜l(Xj)Chl(Rj)
)
=
∑
k≥0
Pk(X1, . . . , XN ).
After the change of variables ǫj := λ
−1
j − 1, the degree-2k part of F(λ) is
(71)
N∏
j=1
(
ǫj
1 + ǫj
)−Ch0Rj
·Pk(ǫ
−1
1 , . . . , ǫ
−1
N ).
The relation λj = λ
(−a1)···(−aj−1) with λ→ 1 yields
ǫ−1j =ǫ→0
ǫ−1
(−a1) · · · (−aj−1)
+O(1) and
ǫj
1 + ǫj
=
ǫ→0
(−a1) · · · (−aj−1) · ǫ+O(ǫ
2).
Let dkǫ
−k be the dominant term in Pk(ǫ
−1
1 , . . . , ǫ
−1
N ), with dk ∈ H
2k(S) non-zero,
and write the development of (71) near ǫ = 0
hk · dk · ǫ
degvir−k +O(ǫdegvir−k+1), with hk ∈ C
∗.
We have degvir ≥ k because the development of (71) near ǫ = 0 must converge
(see Theorem 3.19) and hk · dk 6= 0. Furthermore, we have already noticed that
the degree of the polynomial Pk(X1, . . . , XN) is less than k, hence we have k ≤ k.
Finally, when degvir > k, the degree-2k part of F(λ) tends to 0 when ǫ→ 0.
Corollary 3.20. Under the hypothesis of Theorem 3.5, the class cvir(T, δ) lies in
cvir(T, δ) ∈
⊕
k≥degvir
H2k(S,Q).

3.5. Computing Polishchuk and Vaintrob’s virtual class. We return to the
quantum singularity theory of LG orbifolds (W,Aut(W ), with an invertible poly-
nomial W , and we will adapt Theorem 3.19 to compute the virtual class of the
two-periodic complex
(T, δ) := pnaive∗ (PV ⊗K(Cγ)) over S (see Sect. 2.5).
Here, we fix an element γ ∈ (Aut(W ))
n
, a family π : C → S of W -spin curves of
genus zero with sections σ1, . . . , σn of type γ over a smooth base scheme S and an
admissible decoration Cγ of the graph ΓWγ .
As the invertible polynomial W is not just a loop polynomial, the two-periodic
complex (T, δ) is not recursive. We have to modify this complex and to assume extra
conditions to apply Theorem 3.19; we proceed in three steps. First, we construct
another two-periodic complex (TC, δC). Then we prove
cPVvir (T
C, δC) = cPVvir (T, δ).
Finally we assume extra conditions (see Theorem 3.21), so that (TC, δC) turns into
a non-degenerate and recursive complex with vanishing condition (40); we conclude
with Theorem 3.19.
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Step 1: Recall that the two-periodic complex (T, δ) is built on the vector bundles
A1, . . . , AN and B˜1, . . . , B˜N on the scheme S and observe that [Aj → B˜j] is quasi-
isomorphic to Rπ∗(L
C
j ) with
(72) LCj := Lj
(
−
∑
(σi,xj)∈Cγ
σi
)
.
As each marked point σi in Bγj is in Cγj ⊔ Cγt(j) , the isomorphism (13) induces
(73) LCj
⊗aj
⊗ LCt(j) →֒ ωC .
Thus the construction of Polishchuk–Vaintrob [32, Sect. 4.2] gives vector bundles
AC := AC1 ⊕ · · · ⊕A
C
N and B
C := BC1 ⊕ · · · ⊕B
C
N ,
with morphisms
αC := αC1 + · · ·+ α
C
N and β
C := βC1 + . . .+ β
C
N ,
yielding a Koszul matrix factorization
{
−αC, βC
}
of potential zero on the total
space of AC. The naive push-forward gives a two-periodic complex
pnaive∗
{
−αC, βC
}
= (TC, δC) on S.
Compare the construction of (TC, δC) with the construction of (T, δ) (see [32,
Section 4.2, Step 2]) and observe that
(74) BCj = Bj and A
C
j = kerZ
C
j ,
where ZCj : Aj → O
Cj . Then the morphisms
(75)
(α′)Cj : Sym
ajACj → B
∨
t(j),
(α′′)Cj : Sym
aj−1ACj ⊗A
C
t(j) → B
∨
j ,
βCj : A
C
j → Bj ,
are naturally induced by the morphisms α′1, . . . , α
′
N , α
′′
1 , . . . , α
′′
N and β1, . . . , βN .
To fix ideas, over a geometric point s ∈ S, we have
(α′)Cj,s : Sym
ajH0(Cs,L
C
j,s)→ H
1(Cs,L
C
t(j),s)
∨ and
(α′′)Cj,s : Sym
aj−1(H0(Cs,L
C
j,s))⊗H
0(Cs,L
C
t(j),s)→ H
1(Cs,L
C
j,s)
∨
(76)
induced by (73) (and similarly to (29)) and the morphism ZCj,s : H
0(C,Lj,s)→ O
C
j,s
comes from the exact sequence
0→ LCj,s → Lj,s → Lj,s |∑
(σi,xj)∈Cγ
σj
→ 0.
Step 2: We go back to the base scheme S and observe
(77) Rπ∗(L
C
j ) = [Aj → B˜j ] = [A
C
j → Bj ] in D(S).
Denote by XC the total space of AC and by i : XC →֒ X the inclusion in X . The
section β˜ induces the regular section Z∗bCγ of the sheaf
p∗B˜/p∗B ≃ Z∗(OCγ )∨,
whose zero locus is XC. The sections α˜ and β˜ induce αC and βC on XC. The zero
loci of {αC, βC} and {α, β} coincide with the zero section S in XC ⊂ X , so they
A LG MIRROR THEOREM WITHOUT CONCAVITY 39
are proper. By [32, Proposition 4.3.1], we obtain {α, β} ≃ i∗
{
αC, βC
}
, and via the
naive push-forward,
(78) (T, δ) ≃ (TC, δC).
Step 3: According to the FJRW terminology, we say that a variable xj is concave
for the decoration Cγ if
H0(C,LCj ) = 0,
for every W -spin curve C of genus-zero and type γ, with LCj defined by (72).
By [6, Proposition 3.1], if
(79) wj | d , γj(i) ∈
〈
e2iπqj
〉
∀i and Cγj = Bγj ,
i.e. if the line bundle Lj is a root of ωlog and all the broad marked points are crossed
for it, then the variable xj is concave for the decoration Cγ .
Example. For each index j satisfying t(j) = j, the variable xj is concave for every
admissible decoration. Indeed, the monomial x
aj
j xt(j) of W gives wj | d, and by
definition of an admissible decoration, any vertex followed by itself is crossed.
Theorem 3.21. Consider an invertible polynomial W , an element γ ∈ Aut(W )n
and admissible decorations Cγ(1), . . . ,Cγ(n) of the graph ΓW . Assume that each
connected component of ΓW contains a concave variable for Cγ := Cγ(1)⊔· · ·⊔Cγ(n).
Then this is unambiguous to define
(80)
λt(j) = λ
−aj
j if xj is non-concave for Cγ, with aj := fW (vj),
λj = λ for every remaining index j,
and the evaluation of Polishchuk–Vaintrob’s virtual class (36) in genus zero on the
state e(Cγ) equals
cPVvir (e(Cγ)) = lim
λ→1
N∏
j=1
cλj (−Rπ∗(L
C
j ))
= lim
λ→1
N∏
j=1
(1− λj)
rj cλj (−Rπ∗(Lj))
= lim
λ→1
(
N∏
j=1
(1 − λj)
−Ch0(Rπ∗(Lj))+rj
)
· exp
(
N∑
j=1
∑
l≥1
sl(λj)Chl(Rπ∗(Lj))
)
∈
⊕
k≥degvir
H2k(S0,n,Q),
(81)
with the characteristic class c defined by (2), the function sl(x) by (67) and the
virtual degree by
degvir =
N∑
j=1
−Ch0(Rπ∗(Lj)) + rj ∈ N, with rj := card(Cγj ).
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Proof. First, we observe
Ch0(Rπ∗(Lj))− rj = Ch0(Rπ∗(L
C
j )).
Then we prove that (TC, δC) is a non-degenerate recursive complex with vanishing
condition. Indeed, let us alter the graph ΓW as follows. For each concave variable
xj , erase the arrow from vj to vt(j). As every connected component contains a
concave variable, we get a disjoint union of oriented graphs, which are lines from a
tail to a head (in the direction of arrows). Once we draw an arrow from the head
to the tail, each oriented graph corresponds to a recursive complex with vanishing
condition, as follows. The vertex vj corresponds to the vector bundles A
C
j and Bj ,
with the morphism βCj ; the arrow from vj to vt(j) corresponds to the morphisms
(α′)Cj and (α
′′)Cj ; the vector bundle A
C
k which corresponds to the head is zero.
With this representation, this is clear that (TC, δC) decomposes as a tensor product
of recursive complexes with vanishing condition, corresponding to the connected
components of the modified graph. If we prove the non-degeneracy conditions for
(TC, δC), then we apply Theorem 3.19 for each term of the tensor product, and the
product of the resulting formulas gives the virtual class cPVvir (T
C, δC).
Over a geometric point s ∈ S, the morphism (α′)Cj,s is given by
SymajH0(Cs,L
C
j,s)→ H
0(Cs, (L
C
j,s)
aj ) ≃ H0(Cs, ωCs⊗(L
C
t(j),s)
∨) ≃ H1(Cs,L
C
t(j),s)
∨,
and we see that the morphism (α′)Cj is non-degenerate (see Definition 3.4). 
Remark 3.22. Theorem 3.21, together with the expression of the Chern character
of Rπ∗Lj (see [5, Theorem 1.1.1]) and a modified version of the algorithm [14], leads
to a computer program expressing Polishchuk–Vaintrob’s virtual class in terms of
psi-classes and boundary terms, and giving numerical values for the invariants of
the cohomological field theory (18). When at least one of the decorations at the
marked points is not balanced, the formula of Theorem 3.21 vanishes.
Remark 3.23. The factorization and index zero properties of [32, Sect. 5] consti-
tute applications of Theorem 3.21. For instance, we show that every three-point
correlator is a product of terms
(82)
1− λt(j)
1− λj
−→
λ→1
−aj
and possibly of terms 1 − λj −→
λ→1
0, happening exactly when degvir > 0. Hence,
the virtual class (cPVvir )0,3 vanishes if and only if its degree degvir is non-zero.
Example. By [32, Lemma 6.1.1], the bilinear pairing of the state space satisfies(
e(Cγ), e(C
′
γ′)
)
= 〈e(Cγ), e(C
′
γ′), ej〉
PV
0,3 ,
where ej is the unit element corresponding to the unique admissible decoration for
the grading element j, defined in (3) (this decoration is empty). The component
S0,3(γ, γ
′, j) is non-empty only if γ′ = γ−1, then for any index j we have
−Ch0(Rπ∗(Lj)) =
{
−1 if γj = 1,
0 otherwise.
Finally, we recover (12).
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Example. Consider the polynomial W = x21x2 + x
3
2x3 + x
5
3x4 + x
10
4 x5 + x
11
5 with
weights (4, 3, 2, 1, 1) and degree 11. We let as an exercise for the reader to compute
(83) 〈ej3 , ej3 , ej6〉 = −2 and 〈e
4
j2ej6〉 = −
2
121
,
where we lighten unambiguously notation as eγ := e(Cγ) and where j is the grading
element defined in (3). We stress that concavity fails in these two situations.
Remark 3.24. A virtual class with a broad entry can be non-zero. For instance,
consider the D5-singularity x
2
1x2 + x
4
2 with weights (3, 2) and degree 8; we leave as
an exercise the computation
cPVvir (ej0 , ej2 , ej3 , ej3 , ej3)0,5 = o
∗ψ2 ∈ H
2(S0,5).
3.6. Compatibility of virtual classes for invertible polynomials. We prove
in this section the compatibility between Polishchuk–Vaintrob’s class and FJRW
virtual class for (almost) every invertible polynomials in every genus. In Sect. 4,
this compatibility applied to chain polynomials is used to deduce mirror symmetry
for FJRW theory from Theorem 3.21.
Theorem 3.25. Let W be an invertible polynomial together with its maximal group
Aut(W ). Assume that no monomials of W are of the form xay+ y2 or xay+ y2x.
Then, we have an isomorphism Φ: H→ H rescaling the broad sector (each narrow
state is invariant under Φ and each broad sector is stable under Φ) such that
(84) cFJRWvir (u1, . . . , un)g,n = c
PV
vir (Φ(u1), . . . ,Φ(un))g,n
for every elements u1, . . . , un of the state space and for every genus g. This iso-
morphism preserves the pairing (and the grading), i.e.
(85) ΦT · η · Φ = η,
where η is the inverse matrix of the pairing.
We sketch the proof of Theorem 3.25:
(1) By the property called “sums of singularities” (see [17, Theorem 4.1.8 (8)]
and [32, Theorem 5.8.1]), we treat separately the cases of Fermat, chain,
and loop polynomials.
(2) By [3, Theorem 1.2], equation (84) is true when u1, . . . , un are narrow
states. This proves the Fermat case and the loop case with an odd number
of variables.
(3) For each broad state u0, we look for two narrow states u1 and u2 such that
the virtual class cPVvir (u0, u1, u2)0,3 is non-zero.
(4) Using the factorization property (see [17, Theorem 4.1.8 (6)], [32, Sect. 5.3])
of a cohomological field theory, we define a suitable morphism Φ.
(5) Using again the factorization property, we prove that Φ is an isomorphism
and respects the pairing.
For a chain polynomialW , there is a unique admissible decoration Cγ attached to
a given automorphism γ ∈ Aut(W ); we lighten notation as eγ := e(Cγ). Introduce
the diagonal automorphism u := diag(exp 2iπu1, . . . , exp 2iπuN) with
uj :=
1
(−aj) · · · (−aN )
.
Fixing a broad state eλ 6= 0, we check that the states eu·λ−1 and ej·u−1 are narrow.
By Remark 3.23, we prove that the genus-zero virtual class cPVvir (eλ, eu·λ−1 , ej·u−1)0,3
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is non-zero, since its virtual degree vanishes. Using the factorization property, the
corresponding FJRW class cFJRWvir (eλ, eu·λ−1 , ej·u−1)0,3 is also non-zero. We define
(86) Φ(eγ) =
{
eγ if eγ is a narrow state
cPVvir (eγ ,eu·γ−1 ,ej·u−1 )0,3
cFJRWvir (eγ ,eu·γ−1 ,ej·u−1 )0,3
eγ if eγ is a broad state.
Using again the factorization property, we prove equalities (84) and (85).
For a loop polynomial W with an even number of variables, there are two broad
states in the basis {e(Cγ)}, coming from the identity automorphism γ = 1:
e− := e(C
−
1 ) with C
−
1 := {x2j+1}j ,
e+ := e(C
+
1 ) with C
+
1 := {x2j}j .
Introduce two diagonal automorphisms u := diag(exp 2iπu1, . . . , exp 2iπuN) and
v := diag(exp 2iπv1, . . . , exp 2iπvN ) with
uj :=
{
1
a1···aN−1
if j = 1
(−a1)···(−aj−1)
a1···aN−1
if 2 ≤ j ≤ N
, vj :=

(−a2)···(−aN )
a1···aN−1
if j = 1
1
a1···aN−1
if j = 2
(−a2)···(−aj−1)
a1···aN−1
if 3 ≤ j ≤ N
.
We consider the matrices
BPV :=
(
cPVvir (e−, eu, ej·u−1)0,3 c
PV
vir (e−, ev, ej·v−1)0,3
cPVvir (e+, eu, ej·u−1)0,3 c
PV
vir (e+, ev, ej·v−1)0,3
)
andBFJRW, where we replace each PV by FJRW.We check that the states eu, ej·u−1,
ev, and ej·v−1 are narrow and that the matrix B
PV is invertible; precisely, we have
BPV :=
(
(−a1)(−a3)(−a5) · · · (−aN−1) 1
1 (−a2)(−a4)(−a6) · · · (−aN)
)
.
Using the factorization property, the matrix BFJRW is also invertible and we define
Φ(u) :=
{
u if u is narrow,
η ·BPV · (BFJRW)−1 · η−1(u) if u is broad,
where the matrices BPV and BFJRW are written in the basis (e−, e+). Using again
the factorization property, we prove equalities (84) and (85).
4. Computing the J-function
In this last section, we focus on genus-zero FJRW theory of chain polynomials
with maximal group of symmetries. Thus, we can always apply Theorem 3.21 about
Polishchuk–Vaintrob’s class, and by Theorem 3.25, we know all FJRW invariants,
up to a rescaling of the broad sectors. In Sect. 4.1, we present Givental’s theory,
in particular we define the Lagrangian cone and the J-function. In Sect. 4.2, we
construct a symplectic operator which connects the so-called untwisted theory to
FJRW theory. In Sect. 4.3, we apply this operator to a function lying on the
untwisted Lagrangian cone and we obtain a big I-function lying on the FJRW
Lagrangian cone, see Theorem 4.2. Specializing the argument of the big I-function
to a line in the state space and restricting to polynomials of Calabi–Yau type, we
get a solution of the Picard–Fuchs equation of the mirror polynomial. Up to a
change of variables and a rescaling of this solution, we end with a part of the small
J-function of FJRW theory and we prove mirror symmetry Theorem 4.4.
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4.1. Givental’s formalism. What follows is summary of Givental’s theory [22],
a way to encode genus-zero invariants in a Lagrangian submanifold of a symplectic
space. We restrict here on the aspects of the theory which we need, but the for-
malism is more powerful and involves also higher genus invariants. The progress of
the text up to the end is a generalization of [7, Sect. 4] or [6, Sect. 3], following the
method used in [11] for twisted Gromov–Witten invariants.
From now on to the end, we work on genus-zero FJRW theory with a Calabi–Yau
chain polynomial W ,
W = xa11 x2 + · · ·+ x
aN−1
N−1 xN + x
aN+1
N ,
with weights (w1, . . . , wN ) and degree
(87) d = w1 + · · ·+ wN (Calabi–Yau condition).
Observe that for a given automorphism γ, there is a unique admissible decoration
Cγ ; we lighten notation as eγ := e(Cγ). According to Theorem 3.25, there is
a constant cγ ∈ C
∗ defined by (86) such that Φ(eγ) = cγ · eγ . We recall that
cγ · cγ−1 = 1 and that for a narrow state eγ , the constant is cγ = 1. We set
eγ :=
1
cγ
· eγ .
The Givental space H is the symplectic vector space
H := H [z] [[z−1]]
of Laurent series in z−1 with coefficients in the state space, and we use the bilinear
pairing of H to equip this space with the symplectic form
Ω(
∑
n
anz
n,
∑
m
bmz
m) =
∑
p+q=−1
(−1)p(ap, bq).
The sum on the right is finite because the number of positive powers of z is finite
for an element of H. This symplectic form induces a natural polarization
H ≃ H+ ⊕H− where H+ := H [z] and H− := z−1H[[z−1]],
and identifies H with the cotangent bundle of H+. If the decoration Cγ is balanced,
we denote the dual element of eγ by e
γ and we recall that
eγ =
( ∏
j| γj=1
N−j odd
−1
aj
)
· eγ−1 .
If the decoration Cγ is not balanced, then eγ = 0 is not a vector of the basis of
H. The coordinates {qαk } and {p
β
l } of the basis {eαz
k}α,k≥0 of H
+ and the basis
{eβ(−z)−1−l}β,l≥0 of H
− are Darboux coordinates,
Ω = dp ∧ dq.
The genus-zero invariants (17) of FJRW theory generates a function F0 : H
+ → C
F0 :=
∑
n≥0
∑
b1,...,bn≥0
∑
γ1,...,γn
〈τb1(eγ1), . . . , τbn(eγn)〉
FJRW
0,n
(tγ1b1 ) · · · (t
γn
bn
)
n!
,
expressed in coordinates t(z) := q(z)+z (this is called dilaton shift), and the graph
L of its differential
L := {(p, q) such that p = dqF0} ⊂ H
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is an exact Lagrangian sub-variety of H on which lies the J-function J : H→ L,
J(h,−z) = −zej + h+
∑
n≥0
l≥0
∑
γ1,...,γn,γ˜
〈eγ1 , . . . , eγn , τl(eγ˜)〉
FJRW
0,n+1
hγ1 · · ·hγn
n!(−z)l+1
eγ˜ ,
with h =
∑
hγeγ and ej the unit element ofH corresponding to the grading element
defined by (3). The FJRW invariants satisfy the string and dilaton equations and
the topological recursion relations stated in [17]. By [22, Theorem 1], these relations
mean geometrically that L is a Lagrangian cone in H and that for any point p ∈ L,
the tangent space satisfies TpL∩L = zTpL. Furthermore, the J-function spans the
Lagrangian cone and has the property J(h,−z) = −zej+h+o(z
−1). The J-function
is determined as the unique function on L with this property.
4.2. A symplectic operator. The behavior of the J-function is essential for an un-
derstanding of the theory in genus-zero. Any cohomological field theory with a state
spaceH equipped with a different pairing is encoded in a Lagrangian cone of H and
distinct Lagrangian cones are related by symplectic operators. The operator ∆ of
Theorem 4.1 links an untwisted theory, whose Lagrangian cone is well-understood,
to a twisted theory, whose evaluation in special values yields the FJRW theory.
Consider γ ∈ Aut(W )n and set the formal virtual class twisted by variables
(sjl )l≥0,j as
eγ := eγ1 ⊗ · · · ⊗ eγn 7→ exp
( N∑
j=1
∑
l≥0
sjlChl
(
Rπ∗L
C
j
))
,
where the line bundle LCj defined by (72) takes the form
LCj =
{
Lj(−σ1 − · · · − σn) if N − j is even,
Lj if N − j is odd.
This gives a twisted cohomological field theory with a Lagrangian cone Ltw, and
the twisted bilinear pairing is given by(
eγ , eγ−1
)
tw
:=
∏
xj∈Cγ
exp(−sj0) ·
∏
xj∈Bγ\Cγ
exp(sj0).
The Lagrangian cone Lun ⊂ H of the untwisted theory arises for the specific values
sjl = 0.
Take the specialization of the twisted theory to (67),
sjl := sl(λj) , with λ1 := λ and λj+1 := λ
(−a1)···(−aj),
and let the parameter λ tend to 1. By Theorems 3.21 and 3.25, we get the FJRW
theory. Observe that the pairing(
eγ , eγ−1
)λ
:=
∏
xj∈Cγ
(1− λj) ·
∏
xj∈Bγ\Cγ
(1− λj)
−1
tends to the pairing (12) of the state space H.
Recall that the Bernouilli polynomials Bn(x) are defined by
∞∑
n=0
Bn(x)
zn
n!
=
zexz
ez − 1
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and consider the rational number Γj(i) determined by
exp(2iπΓj(i)) = γj(i) , Γj(i) ∈ [0, 1[ ;
notice that the multiplicity (see (14)) of the line bundle Lj at the marked point σi
is r · Γj(i). Introduce the notation
(88) ΓCj (i) =
{
1 if N − j is even and Γj(i) = 0,
Γj(i) otherwise.
First stated in the context of FJRW theory in [10, Proposition 5.2], the next theorem
is a straightforward generalization of [7, Proposition 4.1.5] or [6, Theorem 3.6], and
an analog of [11, Theorem 4.1]. The operator ∆ relies on the formula for the Chern
character Ch(Rπ∗L
C
j ) in terms of psi-classes, which is the formula of Theorem
[5, Theorem 1.1.1] where we substitute ΓCj (i) for mi/r and qj for s/r.
Theorem 4.1 (Chiodo–Zvonkine [7]). The transformation ∆: H → H defined by
∆ =
⊕
γ∈Aut(W )
N∏
j=1
exp
(∑
l≥0
sjl
Bl+1(Γ
C
j )
(l + 1)!
zl
)
gives a linear symplectomorphism between (H,Ωun) and (H,Ωtw), and
Ltw = ∆(Lun).
4.3. Big I-function, J-function and mirror map. By Theorem 4.1, the op-
erator ∆ sends any function H → Lun on a function H → Ltw. Start with the
untwisted J-function
Jun(h,−z) = −z
∑
n≥0
∑
γ∈Aut(W )n
1
(−z)n
·
hγ(1) · · ·hγ(n)
n!
· eω(γ),
with h =
∑
γ h
γeγ ∈ H. Here, ωj(γ) is the unique diagonal automorphism such
that the component
(89) S0,n+1(γ(1), . . . , γ(n), (ω(γ))
−1)
of the moduli space is non-empty, and equals by (15)
(90) ωj(γ) := γj(1) · · · γj(n) exp(2iπqj(1− n)).
As in [7, Lemma 4.1.10], introduce the function
Gy(x, z) :=
∑
m,l≥0
sl+m−1
Bm(y)
m!
xl
l!
zm−1 (with s−1 := 0),
and the untwisted I-function
(91) Iun(h,−z) =
N∏
j=1
exp
(
−Gqj (z∇j , z)
)
Jun(h,−z),
where ∇j is the differential operator
∇j :=
∑
γ
(ΓCj − qj)h
γ ∂
∂hγ
.
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This function lies on the untwisted Lagrangian cone Lun (see [7, Lemma 4.1.10] or
[11, Equation (14)]). Apply the operator ∆ and get the function
(92)
Itw(h,−z) = −z
∑
n≥0
γ∈Aut(W )n
hγ(1) · · ·hγ(n)
n!(−z)n
exp
(
−
∑
1≤j≤N
0≤m<DCj (γ)
s
j(ωCj (Γ)z+mz)
)
eω(γ),
where
(93)
DCj (γ) :=
(
qj +
∑n
i=1(Γ
C
j (i)− qj)
)
− ωCj (Γ)
= ⌊qj +
∑n
i=1(Γ
C
j (i)− qj)⌋ − ⌊ω
C
j (Γ)⌋
and where we adopt the convention∑
0≤m<−M
um := −
∑
0<m≤M
u−m.
In the expressions (92) and (93), ωCj (Γ) is the notation (88) used for ωj(γ), that is,
exp(2iπωCj (Γ)) = ωj(γ) , ω
C
j (Γ)
{
= 1 if N − j is even and ωj(γ) = 1,
∈ [0, 1[ otherwise,
and sj(t) is the generating series
s
j(t) :=
∑
l≥0
sjl
tl
l!
.
Besides, we notice the relation
(94) −Ch0(Rπ∗(L
C
j )) = D
C
j (γ) + (−1)
N−jδωj(γ)=1.
Theorem 4.2. Let W be a chain polynomial, not necessarily of Calabi–Yau type.
With the notations as above, the big I-function for the Landau–Ginzburg orbifold
(W,Aut(W )) lies on the associated Givental Lagrangian cone L and
(95) Ibig(h,−z) = −z
∑
n≥0
γ∈Aut(W )n
hγ(1) · · ·hγ(n)
n!(−z)n
M1(γ) · · ·MN (γ) eω(γ),
where the contribution Mj(γ) is
Mj(γ) =

∏
0≤m≤DC
j
(γ)−1
(ωCj (Γ) +m)z when D
C
j (γ) ≥ 1,
1 when DCj (γ) = 0,∏
1≤m≤−DC
j
(γ)
1
(ωCj (Γ)−m)z
, when DCj (γ) ≤ −1.
In the case where ωCj (Γ) = 1 and D
C
j (γ) ≤ −1, we have always ω
C
j+1(Γ) = 0 and
DCj+1(γ) ≥ 1 and we then take the convention
ωCj+1(Γ)
ωCj (Γ)− 1
= −aj .
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Proof. Look at the twisted I-function (92) and specialize the parameters sjl to (67),
observing that
exp(−s(t, x)) =

et − x
et − 1
t if t 6= 0
1− x if t = 0
with s(t, x) =
∑
l≥0
sl(x)
tl
l!
.
When we take the limit λ→ 1 to get
exp
(
−
∑
1≤j≤N
0≤m<DCj (γ)
s(ωCj (Γ)z +mz, λj)
)
−→M1(γ) · · ·MN (γ),
we have three cases to face:
(1) if ωCj (Γ) = 1, D
C
j (γ) ≤ −1, and m = −1, then
exp
(
s(ωCj (Γ)z − z, λj)
)
=
1
1− λj
,
(2) if ωCj (Γ) = 0, D
C
j (γ) ≥ 1, and m = 0, then
exp
(
−s(ωCj (Γ)z, λj)
)
= 1− λj ,
(3) otherwise, we have
exp
(
−s(ωCj (Γ)z +mz, λj)
)
−→ (ωCj (Γ) +m)z or
exp
(
s(ωCj (Γ)z −mz, λj)
)
−→
1
(ωCj (Γ)−m)z
.
The main observation is that if case (1) appears for an index j, then case (2)
appears for the following index j+1; in particular, case (1) never appears for j = N .
Indeed, as ωCj (γ) = 1 =⇒ ω
C
j+1(γ) = 1, then we just have to prove
(96) DCj (γ) ≤ −1 =⇒ D
C
j+1(γ) ≥ 1
and it is done by a direct computation. Thus, when case (1) appears for j, we get
exp
(
s(ωCj (Γ)z − z, λj)− s(ω
C
j (Γ)z, λj+1)
)
=
1− λj+1
1− λj
−→ −aj.
At last, we end with the big I-function (95). Since the twisted I-function (92)
lies on the twisted Lagrangian cone and the FJRW theory is a limit of the twisted
theory, then the big I-function (95) lies on the Lagrangian cone L. 
Remark 4.3. The powers of z in the big I-function are
(97) 1− n−N + 2
N∑
j=1
qj +
n∑
i=1
1
2
deg(eγ(i)) +
1
2
deg(eω(γ)−1).
When the argument h is a sum of states of degrees less than 2, then the powers of
z are less than 1. Furthermore, the coefficient of z is of the form ω0(h)ej where ω0
is a scalar function supported on the subspace of degree-two states. Thus, we can
deduce the so-called small J-function, as in the following theorem.
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Theorem 4.4. Let W be a chain polynomial of Calabi–Yau type7, with weights
w1, . . . , wN and degree d := w1 + · · ·+ wN . The I-function defined for t ∈ C
∗ by
(98) I(t,−z) = −z
∞∑
k=1
tk
∏N
j=1
∏
δj<b<qjk,〈b〉=〈qjk〉
bz∏
0<b<k bz
ejk , δj := −δ{N−j is odd}
lies on the Lagrangian cone L of the FJRW theory of the Landau–Ginzburg orbifold
(W,Aut(W )). This function satisfies the Picard–Fuchs equation
(99)
[
td
N∏
j=1
wj−1∏
c=0
(qjt
∂
∂t
+ c)−
d∏
c=1
(t
∂
∂t
− c)
]
· I(t,−z) = 0
of the mirror polynomial W∨.
Furthermore, there is a function ω0(t) : C
∗ → C∗ and some functions ω1(t), . . . ,
ωN−2(t) with values in Hnarrow such that
(100) I(t,−z) = ω0(t) · ej · (−z) + ω1(t) + ω2(t)(−z)
−1 + · · ·+ ωN−2(t)(−z)
3−N
and the J-function is
(101) J(τ(t),−z) = ej · (−z) + τ(t) +
ω2(t)
ω0(t)
· (−z)−1 + · · ·+
ωN−2(t)
ω0(t)
· (−z)3−N ,
where the so-called mirror map τ is
τ(t) =
ω1(t)
ω0(t)
.
Restricted to a sufficiently small pointed disk ∆∗ of C around 0, the mirror map τ
is an embedding of ∆∗ into the degree-2 part of the state space H.
Proof. Restrict the argument of the big I-function (95) to
h = t · ej2 ∈ H
and consider the function I(t,−z) := t · Ibig(−t · ej2 ,−z), which is equal to
(102) I(t,−z) = −z
∞∑
k=1
tk
∏N
j=1
∏
δj<b<qjk,〈b〉=〈qjk〉
bz∏
0<b<k bz
ejk , δj := −δ{N−j is odd}.
By the properties of the Lagrangian cone, this function lies also on the cone L.
Observe that (102) slightly differs from [6, Equation (40)], but only in appear-
ance. Indeed, in [6, Equation (40)], there are no broad states and in equation (102)
their contributions equal zero, because the product∏
−1<b<qjk,〈b〉=〈qjk〉
bz
vanishes when 〈qjk〉 = 0 (it happens when N−j is odd) and because when 〈qNk〉 =
0 and 〈qjk〉 6= 0 for j < N , the decoration Cjk is not balanced and we have ejk = 0.
Moreover, since every narrow state satisfies ejk = ejk , then (102) = (98).
It is straightforward to check that I(t,−z) satisfies the Picard–Fuchs equation
(99), as in [6, Equation (57)]. Equation (100) follows from Remark 4.3. Since the J-
function is the unique function on L with the property J(h,−z) = −zej+h+o(z
−1),
then we obtain (101). The mirror map τ satisfies τ(t) = t+o(t), hence it defines an
7We assume Calabi–Yau condition for the formula (99) to be the Picard–Fuchs equation of the
mirror polynomial W∨, see [20, 31].
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embedding of a sufficiently small pointed disk ∆∗ in H. By a simple computation,
we check that deg(ω1(t)) = 2 for any t ∈ ∆
∗. 
Example. Consider the chain polynomial W = x21x2 + x
3
2x3 + x
5
3x4 + x
10
4 x5 + x
11
5
with weights (4, 3, 2, 1, 1) and degree 11. By Theorem 4.4, we can compute explicitly
functions I and J . Looking at the coefficient of z−1ej5 , we show that the following
relation between certain non-concave correlators must hold:
(103)
121
12
〈e4j2ej6〉 −
11
2
〈e2j2ej3ej6〉+
5
3
〈ej2ej4ej6〉+
1
4
〈e2j3ej6〉 = 3.
We have already computed
〈ej3 , ej3 , ej6〉 = −2 and 〈e
4
j2ej6〉 = −
2
121
(see (83).
The correlator 〈ej2ej4ej6〉 equals 1 (this is a concave case). The last correlator to
compute is
〈e2j2ej3ej6〉 = −
4
11
.
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