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In this paper, we provide two generalizations of the CUR matrix
decomposition Y = CUR (also known as pseudo-skeleton approx-
imation method [1]) to the case of N-way arrays (tensors). These
generalizations, which we called Fiber Sampling Tensor Decompo-
sition types 1 and 2 (FSTD1 and FSTD2), provide explicit formulas
for the parameters of a rank-(R, R, . . . , R) Tucker representation
(the core tensor of size R × R × · · · × R and the matrix factors
of sizes In × R, n = 1, 2, . . .N) based only on some selected en-
tries of the original tensor. FSTD1 uses PN−1(P  R) n-mode ﬁbers
of the original tensor while FSTD2 uses exactly R ﬁbers in each
mode as matrix factors, as suggested by the existence theorem
provided in Oseledets et al. (2008) [2], with a core tensor deﬁned
in terms of the entries of a subtensor of size R × R × · · · × R. For
N = 2 our results are reduced to the already known CUR matrix
decomposition where the core matrix is deﬁned as the inverse of
the intersection submatrix, i.e. U = W−1. Additionally, we provide
an adaptive type algorithm for the selection of proper ﬁbers in
the FSTD1 model which is useful for large scale applications. Sev-
eral numerical results are presented showing the performance of
our FSTD1 Adaptive Algorithm compared to two recently proposed
approximation methods for 3-way tensors.
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1. Introduction
It is known that, given a matrix Y ∈ RI×J with rank(Y) = R, one can perfectly reconstruct it by
choosing only P = R rows and columns determining a non singular intersection submatrixW ∈ RP×P
and by calculating the corresponding CUR decomposition, i.e.
Y = CUR with U = W−1, (1)
where matrices C ∈ RI×P and R ∈ RP×J are the selected rows and columns of Y respectively.
This decomposition, also known as “skeleton” decomposition [3], is a classic of matrix analysis
and provides a low rank approximation Y ≈ CUR when the number of selected rows and columns
is lower than the rank(Y) (i.e. for P < R). The proper selection of rows and columns and the core
matrix U was subject of study in the literature, for example, Goreinov et al. developed a theory of
“pseudo-skeleton” decompositions and established theoretical error bounds for the case of choosing
an intersection matrix of maximum volume [4,5,1].
Low rank decompositions are useful for dealingwith large scale problems,where a huge sizematrix
Y is approximated by a low rank representation (P  I, J) avoiding the storage of the entire matrix
Y. However, the optimal low rank representation is given by the truncated SVD, i.e. by using only its
P dominant singular vectors, but it is too expensive to compute and it requires to access to all the
entries of matrix Y. For this reason, CUR decomposition becomes particularly attractive for large scale
problems when the selection of rows and columns, and the calculation of the core matrix U, can be
done based solely on a reduced set of entries.
On the other hand, given an N-way array Y ∈ RI1×I2×···×IN , a low rank tensor approximation is
deﬁned in terms of a reduced sum of rank-1 tensors such as the case of CANDECOMP/PARAFAC (CP)
and Tucker models [6,7]. Since in the rank-R matrix case there exist an exact CUR representation (Eq.
(1)) which requires to know only the entries of the selected rows and columns, it is reasonable to ask
if there is an equivalent representation of a tensor based only on few entries of it.
In this paperwe introduce twodifferent generalizations to tensors of theCURmatrix decomposition
which we called Fiber Sampling Tensor Decomposition types 1 and 2 (FSTD1 and FSTD2). Both gen-
eralizations provide explicit formulas for calculating the parameters of a Tucker representation (core
tensor andmatrix factors) based only on some selected entries of the original tensor. More speciﬁcally,
given a rank-(R, R, . . . , R) Tucker tensor Y ∈ RI1×I2×···×IN , FSTD1 provides a rank-(R, R, . . . , R) Tucker
representation where the core tensor and the matrix factors are explicitly calculated based on a set
of PN−1(P  R) n-mode ﬁbers. On the other hand, FSTD2 also provides a rank-(R, R, . . . , R) Tucker
representation where the factor matrices are composed of the selected R n-mode ﬁbers and the core
tensor is explicitly calculated by using the entries of a carefully selected intersection subtensor of size4
R × R × · · · × R. Additionally, we developed an adaptive algorithm for the selection of the ﬁbers for
FSTD1,which in the case of a 3-way tensor, it requires to sample exactly P2 n-modeﬁbers fromdata.We
also show, throughnumerical simulations, that this algorithm is robust providing goodapproximations
even when the original tensor has not an exact Tucker representation.
1.1. Related works
It is worth to mention that there has been an increased interest on CUR decompositions for data
analysis as an alternative to Principal Component Analysis (PCA) and SVD, specially for cases with
sparse datasets. On this regard, the idea of CUR decomposition is to provide a representation of data
as a linear combination of a few “meaningful” components which are exact replicas of columns and
rows of the original data [8–12]. Existingmethods for this kind of applications assume that the original
data matrix Y can be large but is fully available for the computation of the CUR decomposition. In this
case, the optimal choice for the core matrix is U = C†YR† which demands rather heavy calculation by
involving all the entries of matrix Y. In these methods, also the rule for selecting rows and columns is
4 Our results are easily extended to the case of rank-(R1 , R2 , . . . , RN) Tucker tensors but, for clarity of our presentation, we
restrict it to the case R = R1 = R2 = · · · = RN .
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obtained from the whole matrix Y by choosing them with probabilities associated to their 2 norms
[9–11] or proportional to a special measure (scores) of the “statistical leverage” based on the dominant
right singular vectors of matrix Y [12].
In [13,14],Mahoneyet al. have introduced their Tensor-CURalgorithmwhich applies theCURmatrix
approximation [9] to one of the unfolding matrix modes (the “distinguished” mode) providing an
approximation based on few tube ﬁbers and few frontal slices or “slabs”. However, the algorithms
proposed in these works still require to access to all the entries since the randomization used is based
on the knowledge of the ﬁber norms, otherwise these norms have to be taken from somewhere.
The idea of reconstructing tensors from a subset of its entries, without needing to access to all
the entries, have been recently proposed in [15,2,16]. The existence of the pseudo-skeleton type
approximation for 3-way tensors that are close to low rank tensors was ﬁrst formulated and proved by
Oseledets, Savostianov and Tyrtyshnikov in [2], and later also investigated by Goreinov in [17]. In the
present work, we provide explicit formulas for obtaining these kind of decompositions. We restrict
our discussion to CUR models, and their extension to tensors, that use only partial information of the
original large-scale array by keeping the computational cost as low as possible.
1.2. Notation and deﬁnitions
In this paper, N-way tensors (multi-way arrays) are denoted by underlined letters, for example
Y ∈ RI1×I2×···×IN is an N-way tensor whose entries are denoted by either of the following ways
Y(i1, i2, . . . , iN) = yi1i2...iN .Matrices (2-way tensors)aredenotedbybolduppercase letters, i.e.Y ∈ RI×J
with entries Y(i, j) = yij .
An n-mode ﬁber is obtained by ﬁxing all indices except the index in one dimension. For a 3-way
(3D) tensor Y ∈ RI×J×K its n-mode ﬁbers are called column ﬁbers (n = 1), row ﬁbers (n = 2) and tube
ﬁbers (n = 3).5
The operation that transforms a tensor into amatrix is calledmatricization or unfolding and consists
of arranging the elements of an N-way array into a matrix. Given an N-way tensor Y ∈ RI1×J2×...×IN
wedeﬁne the n-mode unfoldingmatrix byY(n) ∈ RIn×
∏
m /=n Im , which is obtained by grouping all indices
of dimensions m /= n. For example, given a 3-way tensor Y ∈ RI×J×K the corresponding 1-mode
unfolding matrix is obtained by creating a new index corresponding to the grouping of indices j and k
which is denoted by Y(1)(i, (jk)) = yijk (see Fig. 1). It is important to note that unfolding is not unique
and different unfolding operations can be deﬁned for N-way tensors, see for example [18,19,7] for a
formal and general treatment.
We use calligraphic style letters to denote a subset of indices in any dimension, for example, for 3D
tensorswith indices i = 1, 2, . . . , I, j = 1, 2, . . . , J and k = 1, 2, . . . , K wedeﬁne the subsets containing
P  I, J, K indices as: I = [i1, i2, . . . , iP],J = [j1, j2, . . . , jP] and K = [k1, k2, . . . , kP]. Then we deﬁne
the subtensorW ∈ RP×P×P as the one determined by indices I,J andK, i.e.W = Y(I,J ,K). We also
extract matrices containing the tensor ﬁbers determined by these subsets of indices as follows: C1 =
Y(1)(:,J × K) ∈ RI×P2 , C2 = Y(2)(:, I × K) ∈ RJ×P2 and C3 = Y(3)(:, I × J ) ∈ RK×P2 for column,
row and tube ﬁbers respectively, where “:” denotes all the indices in a dimension and J × K means
all indices produced as a combination of an index in J and an index in K.
The rank-(R1, R2, . . . , RN) Tucker model [20,21] is a tensor decomposition based on a sum of rank-1
tensors and it is deﬁned as follows:
yi1i2...iN =
R1∑
r1=1
R2∑
r2=1
. . .
RN∑
rN=1
gr1r2...rNA1(i1, r1)A2(i2, r2) . . .AN(iN , rN), (2)
where gr1r2...rN are the entries of the core tensor G ∈ RR1×R2×···×RN and An ∈ RIn×Rn are the factor
matrices. Eq. (2) can be written in a standard compact form by using the n-mode product “×n” as
follows [22]:
Y = G ×1 A1 ×2 A · · · ×N AN (3)
5 For convenience, for 3-way tensors we use simpliﬁed indices I = I1 , J = I2 and K = I3.
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Fig. 1. Illustration of a 3-way tensor Y ∈ RI×J×K and its corresponding n-mode unfolding matrices (n = 1, 2, 3).
or following the notation introduced by Kolda in [7]:
Y = [[G;A1,A2, . . . ,AN]], (4)
We use the notation of Eq. (4) to denote the multilinear operation of Eq. (2) throughout the paper.
We note that, in this work, we do not impose orthogonality constraints to the factor matrices as in
the HOSVD (high order SVD) model [22,6]. We also note that, when the core tensor G is diagonal then
the Tucker model simpliﬁes to the CP model [23,24]. For an updated review on tensor decomposition
methods and models the reader may refer to [7,25].
2. Main results
2.1. Matrix case (N = 2)
It is known that a pseudo-skeleton representation of a rank-R matrix, in the case of choosing P
rows/columns with P  R, is obtained by using the Moore–Penrose pseudo inverse of the intersection
square submatrixW (instead of the inverse in Eq. (1)). The following theorem formalizes this case and
can be considered as a particular case (exact-representation case) of Theorem 3.2 in [1].
Theorem 1. Let a matrix Y ∈ RI×J have rank R and given a selection of P row indices I = [i1, i2, . . . , iP]
and P column indices J = [j1, j2, . . . , jP] (P  R) such that the intersection submatrixW has also rank R.
In this case, the following exact CUR representation is obtained:
Y = CUR, with U = W†, (5)
where C = Y(:,J ), R = Y(I, :) andW = Y(I,J ).
Proof. Since matrix Y has rank R there exist a matrix factorization Y = AX with A ∈ RI×R and X ∈
RR×J . By considering the selected indices I and J in this factorization we have:
C = AXc , (6)
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R = ArX, (7)
W = ArXc. (8)
with Xc = X(:,J ) ∈ RR×P and Ar = A(I, :) ∈ RP×R. Since we assume that the intersection matrix
W has rank R and we know that rank(ArXc)min (rank(Ar), rank(Xc)), it follows that rank(Ar) =
rank(Xc) = R. Then by multiplying Eqs. (6) and (7) by the Moore–Penrose pseudo-inverses X†c and A†r
we obtain:
A = CX†c , (9)
X = A†rR. (10)
Now, by putting these equations into the factorized form of matrix Y we ﬁnally obtain:
Y = AX = CX†cA†rR = C(ArXc)†R = CW†R, (11)
where we used the relation (ArXc)
† = X†cA†r which follows from the fact that matrices Ar ,Xc are full
rank.
Note that the result of Theorem 1 is reduced to Eq. (1) when the number of selected
rows/columns is equal to the rank of thematrix Y, i.e. P = R. In this case thematrixW is non-singular.
2.2. Generalization to tensors
In this section we provide two different generalizations of the CUR matrix decomposition which
allow us to obtain Tucker models by using only the entries of some selected ﬁbers. We note that, the
results of this section are presented for the case of choosing the same number of indices P (or R) in
each dimension n = 1, 2, . . . , N in order to simplify the notation but it can be easily generalized to the
case of using different number of indices in each dimension leading to a non-cubic core tensor.
In the following theorem, our Fiber Sampling Tensor Decomposition (type 1) FSTD1 formula is
obtained by extending the steps involved in the proof of Theorem 1 to the case of multi-way arrays. As
a result, we obtain an explicit formula that allows us to reconstruct a rank-(R, R, . . . , R) Tucker tensor
by using a set of PN−1 (P  R) n-mode ﬁbers. First, we present it for the case N = 3 in Theorem 2 and
next we show its extension to N-way arrays in Theorem 3.
Theorem 2 (FSTD type 1 for 3-way tensors). Given a tensor Y ∈ RI×J×K having an exact representation
by a rank-(R, R, R) Tucker model, i.e. there exist matrices A1 ∈ RI×R,A2 ∈ RJ×R,A3 ∈ RK×R and a core
tensor G ∈ RR×R×R such that
Y = [[G;A1,A2,A3]], (12)
and, given a selection of P indices for each dimension (P  R) I = [i1, i2, . . . , iP],J = [j1, j2, . . . , jP] and
K = [k1, k2, . . . , kP] such that the unfolding matrices, in all modes, of the intersection subtensor W =
Y(I,J ,K) have rank R, i.e.
rank(W(1)) = rank(W(2)) = rank(W(3)) = R. (13)
In this case, the following exact Tucker representation is obtained:
Y = [[U; C1, C2, C3]], with U = [[W;W†(1),W†(2),W†(3)]], (14)
where matrices C1 ∈ RI×P2 , C2 ∈ RJ×P2 and C3 ∈ RK×P2 are deﬁned by C1 = Y(1)(:,J × K), C2 =
Y(2)(:, I × K) and C3 = Y(3)(:, I × J ).
Proof. Since Y = [[G;A1,A2,A3]], its unfolding matrices can be factorized in the following way:
Y(1) = A1X, (15)
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Y(2) = A2V, (16)
Y(3) = A3Z, (17)
withA1 ∈ RI×P ,X ∈ RP×JK ,A2 ∈ RJ×P ,V ∈ RP×IK ,A3 ∈ RK×P , Z ∈ RP×IJ; which follows from look-
ing at the calculation of the entries of the unfolding matrices, for example, for Y(1) we have that:
yi(jk) =
R∑
r1=1
R∑
r2=1
R∑
r3=1
G(r1, r2, r3)A1(i, r1)A2(j, r2)A3(k, r3) (18)
=
R∑
r1=1
A1(i, r1)
R∑
r2=1
R∑
r3=1
G(r1, r2, r3)A2(j, r2)A3(k, r3) (19)
=
R∑
r1=1
A1(i, r1)X(r1, (jk)), (20)
where the entries of matrix X are deﬁned in terms of matrices A2,A3 and the core tensor G, i.e.
X(r1, (jk)) = ∑Rr2=1
∑R
r3=1 G(r1, r2, r3)A2(j, r2)A3(k, r3).
Therefore, by considering the selected indices I,J and K in Eqs. (15)–(17) we obtain:
C1 = A1Xc , (21)
C2 = A2Vc , (22)
C3 = A3Zc. (23)
with Xc ,Vc , Zc ∈ RR×P2 being deﬁned by Xc = X(:,J × K), Vc = V(:, I × K) and Zc = Z(:, I × J ).
Note also that, the unfoldingmatrixmodes ofW have rank Rwhich in turn implies thatmatricesXc ,Vc
and Zc have also rank R. This can be seen, for example for the 1-mode, by observing thatW(1) = A1rXc .
By multiplying Eqs. (21–23) by the corresponding Moore-Penrose pseudo-inverses we obtain:
A1 = C1X†c , (24)
A2 = C2V†c , (25)
A3 = C3Z†c , (26)
Now, by putting these equations into the Tucker form of the tensor Y we arrive at:
Y = [[G; C1X†c , C2V†c , C3Z†c]] (27)
= [[U; C1, C2, C3]], (28)
where the core tensor U ∈ RP2×P2×P2 is deﬁned by:
U = [[G;X†c ,V†c , Z†c]] (29)
= [[G;W†(1)A1r ,W†(2)A2r ,W†(3)A3r]] (30)
= [[[[G;A1r ,A2r ,A3r]];W†(1),W†(2),W†(3)]] (31)
= [[W;W†(1),W†(2),W†(3)]]. (32)
Here we have used the following basic property of the Tucker representation: [[G;A1B1,A2B2,A3B3]]= [[[[G; B1, B2, B3]];A1,A2,A3]].
In the next theorem we extend the result of Theorem 2 to the case of N-way arrays (the proof is
omitted since it is easily obtained by following the steps of the previous theorem).
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Theorem 3 (FSTD type 1 for N-way tensors). Given an N-way tensor Y ∈ RI1×I2×···×IN having an exact
representation by a rank-(R, R, . . . , R) Tucker model, i.e. there exist a set of matrices An ∈ RIn×R, n =
1, 2, . . . , N and a core tensor G ∈ RR×R×···×R such that
Y = [[G;A1,A2, . . . ,AN]], (33)
and, given a selection of P indices for each dimension (P  R) In, n = 1, 2, . . . , N such that all the unfolding
matrix modes of the intersection subtensorW = Y(I1, I2, . . . , IN) have rank R. In this case, the following
exact tensor representation is obtained:
Y = [[U; C1, C2, . . . , CN]], with U = [[W;W†(1),W†(2), . . . ,W†(N)]], (34)
where matrices Cn ∈ RIn×P(N−1) are deﬁned by Cn = Y(n)(:,⊗p /=n Ip).
Corollary 1. After applying a basic property of the Tucker model, Eq. (34) can be written as a rank-
(P, P, . . . , P) Tucker representation as follows:
Y = [[W; C1W†(1), C2W†(2), . . . , CNW†(N)]]. (35)
Remark 1. Theorem 3 is simpliﬁed to the matrix case of Theorem 1 when N = 2 since, in this case,
we have C1 = C, C2 = RT and the core matrix is U = [[W;W†(1),W†(2)]] = W†WW† = W†.
FSTD1 model in Theorems 2 and 3 is essentially redundant since it uses P2 (P  R) n-mode ﬁbers
and it is known that an exact Tucker representation exists by using only R n-mode ﬁbers in eachmode
[2] as factor matrices. In the following theorem, our Fiber Sampling Tensor Decomposition (type 2)
FSTD2 formula is obtained which provides such a exact representation by using exactly R n-mode
ﬁbers. First, we present it for the case N = 3 and we show its extension to N-way arrays at the end of
this section (Theorem 5).
Theorem 4 (FSTD type 2 for 3-way tensors). Given a tensor Y ∈ RI×J×K having an exact representation
by a rank-(R, R, R) Tucker model, i.e. there exist matrices A1 ∈ RI×R,A2 ∈ RJ×R,A3 ∈ RK×R and a core
tensor G ∈ RR×R×R such that
Y = [[G;A1,A2,A3]] (36)
and, given a selection of R row/column/tube ﬁbers arranged as columns of matrices C1 ∈ RI×R, C2 ∈ RJ×R
and C3 ∈ RK×R having all rank-R, and given some sets of R indices I = [i1, i2, . . . , iR],J = [j1, j2, . . . , jR]
and K = [k1, k2, . . . , kR] such that the matrices W1 = C1(I, :),W2 = C2(J , :) and W3 = C3(K, :) are
non-singular. In this case, the following exact decomposition is obtained:
Y = [[U; C1, C2, C3]], with U = [[W;W−11 ,W−12 ,W−13 ]], (37)
whereW = Y(I,J ,K) ∈ RR×R×R is the intersection subtensor.
Proof. Since Y = [[G;A1,A2,A3]], its unfolding matrices can be factorized as in Eqs. (15)–(17). By
considering the indices of the selected n-mode ﬁbers in these equations we obtain:
C1 = A1Xc , (38)
C2 = A2Vc , (39)
C3 = A3Zc , (40)
with Xc ,Vc , Zc ∈ RR×R being non-singular (this ﬁber selection exists since matrices C1, C2 and C2 are
assumed full-rank). Note that this is similar to Eqs. (21)–(23), but now, only R ﬁbers are considered
(instead of P2).
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Now, by multiplying Eqs. (38)–(40) by the corresponding inverse matrices, we obtain:
A1 = C1X−1c , (41)
A2 = C2V−1c , (42)
A3 = C3Z−1c . (43)
If we consider the above equations evaluated at indices I, J and Kwe obtain:
A1(I, :) = W1X−1c , (44)
A2(J , :) = W2V−1c , (45)
A3(K, :) = W3Z−1c , (46)
where W1 = C1(I, :),W2 = C2(J , :) and W3 = C3(K, :) are assumed non-singular. By putting these
equations into the Tucker form of the tensor Y we arrive at:
Y = [[G; C1X−1c , C2V−1c , C3Z−1c ]] (47)
= [[U; C1, C2, C3]], (48)
where the core tensor U ∈ RR×R×R is deﬁned by:
U = [[G;X−1c ,V−1c , Z−1c ]] (49)
= [[G;W−11 A1r ,W−12 A2r ,W−13 A3r]] (50)
= [[[[G;A1r ,A2r ,A3r]];W−11 ,W−12 ,W−13 ]] (51)
= [[W;W−11 ,W−12 ,W−13 ]], (52)
whereW = Y(I,J ,K) ∈ RR×R×R is the intersection sub-tensor.
In the next theorem we extend this result to the case of N-way arrays (the proof is omitted since it
is easily obtained by following the steps of the previous theorem).
Theorem 5 (FSTD type 2 for N-way tensors). Given an N-way tensor Y ∈ RI1×I2×···×IN having an exact
representation by a rank-(R, R, . . . , R) Tucker model, i.e. there exist a set of matrices An ∈ RIn×R, n =
1, 2, . . . , N and a core tensor G ∈ RR×R×···×R such that
Y = [[G;A1,A2, . . . ,AN]] (53)
and, given a selection of R n-mode ﬁbers arranged as columns of matrices Cn ∈ RIn×R(n = 1, 2, . . . , N)
having all rank-R, and given some sets of R indices In such that all the matrices Wn = Cn(In, :) are non-
singular. In this case, the following exact decomposition is obtained:
Y = [[U; C1, C2, . . . , CN]], with U = [[W;W−11 ,W−12 , . . . ,W−1N ]], (54)
withW = Y(I1, I2, . . . , IN) ∈ RR×R···×R.
Remark 2. It is interesting to note that the FSTD2 model uses not more than RN + R × (I1 + I2 +· · · + IN) entries of the original tensor, i.e. not more entries than the ones contained in the core tensor
and the factors in its rank-(R, R, . . . , R) tensor representation.
It is noted that the FSTD2 model given in Theorem 5, for N = 2, also simpliﬁes to the matrix case
of Theorem 1.
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3. An adaptive algorithm for the FSTD1 model
Theorems 2 and 3 give us a method for an exact calculation of a tensor based on the entries of a
subset of ﬁbers (determined by the selected indices in each dimension) when the original data tensor
admits an exact rank-(R, R, . . . , R) Tucker representation. The Tucker rank R determines a lower bound
on the number of indices P to sample in each dimension.
But usually, there is no an exact representation of data in terms of a low order Tucker model and
one is often satisﬁed by ﬁnding a good approximation of Tucker rank R [22,7]. In this case, our FSTD1
formula allows us to obtain an approximation to the tensor data based solely on the information of
the selected ﬁbers.
It is important to note that the error in the obtained approximation is sensitive to the selection
of indices in each dimension. This phenomenon was analyzed in the matrix case (N = 2) for which
theoretical bounds of the approximation error are available when the selected rows and columns
corresponds to a maximum volume intersection submatrix [1,5]. The optimal selection of rows and
columns subsets in a matrix is a challenging task because one must avoid to test all possible combi-
nations and even the search of a maximum volume submatrix is hard to solve [26]. To alleviate this
computational problem there are a class of algorithms known as cross algorithms which sequentially
selects rows/columns by dynamically ﬁnding maximum absolute values within rows/columns of the
residuals [27,28].
However, in the context of the approximation of 3-way tensors, an efﬁcient algorithm to ﬁnd a
‘good enough’ submatrix was proposed in [2], later in more detail and with other related topics it was
expounded in [16].
We note that, even in the exact-representation case of tensors, we need to develop some technique
for the selection of indices to be used in the FSTD1 formula in order to guarantee the assumptions in
our theorems. Here we develop an adaptive algorithm that sequentially selects the indices for the case
of 3D-way arrays which is inspired on the algorithms described for the matrix case in [27,28].
Let us consider that we have already selected p, q and r indices in each of the corresponding di-
mensions, i.e. we deﬁne: Ip = [i1, i2, . . . , ip],Jq = [j1, j2, . . . , jq] and Kr = [k1, k2, . . . , kr]. We deﬁne
the approximation-(p, q, r) by using the indices Ip,Jq and Kr through the FSTD1 formula (Eq. (14)) as
follows:
Ŷ
(p,q,r) = [[U(p,q,r); C(q,r)1 , C(p,r)2 , C(p,q)3 ]], (55)
whereU(p,q,r) is the core tensor (calculated as in Eq. (14) by using the entries of the intersection subten-
sorW(p,q,r) = Y(Ip,Jq,Kr)), C(q,r)1 =Y(1)(:,Jq × Kr), C(p,r)2 =Y(2)(:, Ip × Kr) and C(p,q)3 =Y(3)(:, Ip ×
Jq). We deﬁne the residual as the difference between the original tensor and its approximation:
E(p,q,r) = Y − Ŷ(p,q,r). (56)
Based on the already selected indices (Ip,Jq,Kr)wewant to develop a technique for choosing a good
new index to be added to the set of selected indices.
First, we note that the residual is exactly zero at the positions of the already selected indices as a
consequence of the following proposition. In the following, we will omit giving reference to speciﬁc
parameters p, q and r in order to simplify the presentation, i.e. I ≡ Ip, Ŷ ≡ Ŷ (p,q,r), and so on.
Proposition 1. Given a selection of p, q, r  R indices I,J , K such that they determine an intersection
subtensor with full-rank unfolding matricesW(n), n = 1, 2, 3, then the following equation holds:
Ŷ(I,J ,K) = Y(I,J ,K). (57)
Proof. It can be easily proved by evaluating Eq. (55) at indices (I,J ,K) and noting that C1(I, :) =
W(1), C2(J , :) = W(2) and C3(K, :) = W(3).
We also note that the residual is zero at the positions determined by indices which, if are selected,
they do not increase the rank of the unfolding matrices of the new intersection subtensor. To be more
precise, we present the following theoretical result.
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Proposition 2. Let us consider that there exist an index i∗, not included in the current selection (i∗ /∈ I)
such that, restricted to the indices (J ,K), it deﬁnes a vector which is a linear combination of a subset of
vectors deﬁnedby the already selected indices, i.e. there exists a vectoru ∈ Rp such thatY(1)(i∗,J × K) =
uTY(1)(I,J × K). Then the residual at the vector deﬁned by index i∗ and the indices (J ,K), is zero:
Ŷ(i∗,J ,K) = Y(i∗,J ,K). (58)
Proof. Let us consider the approximated tensor of Eq. (55) evaluated at indices (i∗,J ,K) which gives
Ŷ(i∗,J ,K) = [[U; C1(i∗, :),W(2),W(3)]]. (59)
Now, by noting that C1(i
∗, :) = uTW1 and expanding the core tensor U = [[W;W†1,W†(2),W†(3)]], we
ﬁnally obtain:
Ŷ(i∗,J ,K) = [[W; uT , I, I]]. (60)
Then, by applying the 1-mode unfolding and by using the linearity hypothesis we arrive at the the
desired Eq. (57)
Ŷ(1)(i
∗,J × K) = uTW(1) = Y(1)(i∗,J × K). (61)
At this point, we have enough theoretical results to design our FSTD1 Adaptive Algorithm. The idea
is to sequentially add one index in one mode at a time. Let us to analyze, for example, the problem
of selecting an additional index ip+1 to Ip, i.e. I(p+1) = Ip ∪ [ip+1]. We can pivot on the last selected
indices in the other dimensions, i.e. we consider the 1-modeﬁberY(:, jq, kr) andwe look at the residual
in that ﬁber. We must avoid to select an index with a zero entry in the residual ﬁber because it may
correspond to one of the already selected indices (Proposition 1) or it may produce a non full-rank
unfolding matrix in the augmented intersection subtensor (Proposition 2). Therefore, we propose to
choose the index corresponding to the maximum absolute value entry in the residual ﬁber, because,
in addition to guarantee the condition of our Theorem 2 (Proposition 2), wemake sure that, in the new
Algorithm 1. FSTD1 Adaptive Algorithm (j1, k1, P).
INPUT: Initial column ﬁber selection (j1, k1) and the number of ﬁbers to be selected P.
OUTPUT: Indices of selected P rows/columns/tubes IP ,JP and KP .
1: I0 = [∅],J1 = [j1],K1 = [k1];
2: Choose i1 as the index of Max absolute value in the column ﬁber Y(:, j1, k1);
3: I1 = I0 ∪ [i1]
4: p = 2;
5:while p < P do
6: if p = 2 then
7: Choose jp as the index of Max absolute value in Y(ip−1, :, kp−1); 6
8: else
9: Choose jp as the index of Max absolute value in E
(p−1,p−1,p−1)(ip−1, :, kp−1);
10: end if
11: Jp = Jp−1 ∪ [jp];
12: Choose kp as the index of Max absolute value in E
(p−1,p,p−1)(ip−1, jp, :);
13: Kp = Kp−1 ∪ [kp];
14: Choose ip as the index of Max absolute value in E
(p−1,p,p)(:, jp, kp);
15: Ip = Ip−1 ∪ [ip];
16: p = p + 1;
17: end while Ip−1,Jp−1, Kp−1
6 Is easy to show that, when only one index was selected in eachmode, i.e. (i1 , j1 , k1), then the row ﬁber in the residual deﬁned
by E(1,1,1)(i1 , :, k1) is all zero.
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Fig. 2. Illustration of the FSTD1 Adaptive Algorithm with sampling of ﬁbers in the 3D residual tensor. Note that we do not need
to access to all the entries of the data tensor Y.
approximation of the tensor, this non-zero residual entry is canceled (Proposition 1). Additionally, it
is reasonable to think that, a large absolute value in the residual at an eligible index means that, if
selected, it is likely to contribute to a good reduction in the total error.
A detailed description of our method is shown as Algorithm 1. The idea is to start from an arbitrary
random selection of (j1, k1) and to ﬁnd i1, then by pivoting in (i1, k1) we ﬁnd j2, with (i1, j2) we ﬁnd
k2 and so on. This procedure is very fast since it only involves ﬁnding a maximum value in a single
ﬁber of the residual, i.e. it is not necessary to calculate the residual for the entire tensor. The pivoting
technique is illustrated in Fig. 2.
We note that our Algorithm 1 requires to ﬁx the number of desired indices to be used or, which is
equivalent, the Tucker rank of the approximation. In some applications, this parameter is not known
in advance and we may want to stop adding indices when a desirable precision is reached. Of course,
we must avoid calculating the total error with Eq. (56) since it requires to use all the entries of the
tensor. Anyway, we can use a practical estimation of the error (stopping criterion) by measuring the
norm of the successive correction tensors as proposed in [2].
We also note that our Algorithm 1 (FSTD1 Adaptive Algorithm) is different to the CROSS3D Algo-
rithm proposed in [2]. We do not need to search for the maximum values within slices, our algorithm
successively searches for maximum values within ﬁbers and applies Eq. (14) for computing the core
tensor. Additionally, it is highlighted that our algorithm is different to the Tensor-CURalgorithm [13,14]
where the approximation is achieved by applying a CUR algorithm [9] to one unfolding matrix mode
by choosing few frontal slices or “slabs” and few tube ﬁbers with a probability based on their 2 norms
which requires to access all the tensor entries.
3.1. Complexity of the FSTD1 Adaptive Algorithm
In this section we analyze the computational complexity of this new algorithm in terms of the size
of the tensor I (we assume I = J = K) and the Tucker rank of the approximation P.
At every step of the FSTD1 Adaptive Algorithm, a ﬁber of the current residual tensor is calculated.
If we consider that we already selected p indices in each mode, then the row-ﬁber determined by the
indices (ip, kp) is calculated as follows:
E(p,p,p)(ip, :, kp) = Y(ip, :, kp) − [[W; C1(ip, :)W†(1), C2W†(2), C3(kp, :)W†(3)]], (62)
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whereY(ip, :, kp) ∈ R1×I×1,W ∈ Rp×p×p,W(n) ∈ Rp×p2(n = 1, 2, 3);C1(ip, :), C3(kp, :) ∈ R1×p2 and
C2 ∈ RI×p2 . Here,O(p4) operations are required to compute eachW†(n)(n = 1, 2, 3),O(p3) operations
for computing the matrix products C1(ip, :)W†(1) and C3(kp, :)W†(3), and O(Ip3) operations for the
productC2W
†
(2). In additionwehaveO(I(p + p2 + p3)) operations for calculating the tensor bymatrix
product in each mode. Finally, we have additional O(I) operations to subtract the obtained ﬁber from
the original ﬁber Y(ip, :, kp). Putting all together, we obtain O(I(2p3 + p2 + p + 1) + 3p4 + 2p3) =
O(Ip3 + p4) operations at every step of the algorithm. Therefore, summarizing over p = 2, 3, . . . , P
we arrive at:
COMPLEXITY(Algorithm 1) =
P∑
p=2
O(Ip3 + p4) = O(IP4 + P5).
First part dominates if I is large and I 	 P, in this case the total complexity isO(P4I)which is consistent
with our experimental results (see Fig. 5). We note that the CROSS3D Algorithm proposed in [2] has
theoretical complexity O(P3I).
4. Numerical results
In this section we evaluate the performance of our FSTD1 Adaptive Algorithm by applying it to
several types of datasets and by comparing to the results obtained by the Fast-Tucker algorithm
available at http://spring.inm.ras.ru/osel, an experimental 3-way implementation of basic ideas for
N-way tensors related to those of CROSS3D [2].7 We also compared our results to the ones obtained by
the classical Alternated Least Squares (ALS)method for small tensors (I = J = K = 100). Additionally,
we provide extensive simulations for very large tensors (up to I = J = K = 216) which allowed us to
verify the robustness and asymptotic complexity of our FSTD1 Adaptive Algorithm. All computations
were performed with MATLAB Rel. 2007 on a desktop computer equipped with an Intel Core Quad
CPU (2.66 GHz) with 4 GB memory.
4.1. Exact representation case
Here we present the results of applying our FSTD1 Adaptive Algorithm to rank-(R, R, R) Tucker
tensorsY ∈ RI×J×K with I = J = K = 100 (Eq. (4)) by randomly generatingmatricesAn ∈ RI×R (n =
1, 2, 3) and core tensors G ∈ RR×R×R for R = 10, 20, . . . , 80. The entries were generated by using
Gaussian independent identically distributed variables with zeromean and the resulting tensor Ywas
normalized i.e. Y ← Y/‖Y‖F where the Frobenius norm is deﬁned by ‖Y‖F = ∑ijk y2ijk .
In Table 1, the results of applying our FSTD1 Adaptive Algorithm with P = R is shown in terms of
the achieved relative error which is deﬁned as e = ‖Y − Ŷ‖F/‖Y‖F . The results were averaged over a
total of 50 Monte Carlo (MC) simulations. The achieved errors were under 10−14 which is a very good
approximation compared to the maximal attainable machine precision EPS ≈ 10−16.
4.2. Approximate representation examples
In order to analyze the case of applying our FSTD1 model to the approximate case, i.e. when we
select less indices than the Tucker rank (P < R), we have analyzed the following datasets:
• Random rank-(R, R, R) Tucker tensors: as in the dataset used in the previous section, we have
generated 3D tensor data Y ∈ RI×J×K with I = J = K = 100 by randomly generating matrices
An ∈ RI×R (n = 1, 2, 3) and a core tensor G ∈ RR×R×R.
7 According to the authors remark, Fast-Tucker Algorithm is formally different from CROSS3D Algorithm and does not take care
of optimal performance when N = 3.
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Table 1
Relative approximation error of FSTD1 Adaptive Algorithm for the exact-representation case of rank-(R, R, R) Tucker tensors
generated at random.
Rank P = R 10 20 30 40 50 60 70 80
Relative error 5.5E−15 5.9E−15 6E−15 6.9E−15 8.3E−15 8.5E−15 8.8E−15 8.9E−15
P (Number of indices)
rank-( ) Tucker aproximationP, P, P
FSTD1 with random selection of indices
FSTD1 Adaptive Algorithm
(a) Average Relative Error in the approximation
of a rank-( ) Tucker Tensor with .R,R,R R=25 (I=J=K=100)
P (Number of indices)
rank-( ) Tucker aproximationP, P, P
FSTD1 with random selection of indices
FSTD1 Adaptive Algorithm
(b) Average Relative Error in the approximation
of a Tensor generated from the smooth function
of eq. (63) with .s=1 (I=J=K=100)
P (Number of indices)
FSTD1 with random selection of indices
FSTD1 Adaptive Algorithm
(c) Average Computation Time in the approximation
of 3-way Tensor with .I=J=K=100
Fig. 3. Numerical simulation results of applying our FSTD1 model to the following 3-way tensors (I = J = K = 100): (a) A
randomly generated rank-(25,25,25) Tucker tensor, and (b) a tensor generated from the smooth function given by Eq. (63) with
s = 1. P = 3, 4, . . . , 25 indices were selected at random (FSTD1 with random selection) or by our Algorithm 1 (FSTD1 Adaptive
Algorithm). A comparison with the error achieved by the ALS Tucker algorithm (MATLAB Tensor Toolbox [29]) is also shown in
each case. The results were averaged over a total of 50 MC runs.
• Data tensors generated by sampling a family of smooth functions as follows:
Y(i, j, k) = 1/(is + js + ks)1/s, (63)
with s ∈ N. These type of tensors were subject of study in [2] for the case s = 1, 2.
GivenaselectionofP indices ineachdimension,wecompute therank-(P, P, P)FSTD1approximation
of the generated data tensor as follows:
Ŷ = [[W; C1W†(1), C2W†(2), C3W†(3)]], (64)
where matrices C1 ∈ RI×P2 , C2 ∈ RJ×P2 and C3 ∈ RK×P2 correspond to column, row and tube ﬁbers
andW ∈ RP×P×P is the intersection subtensor.
In Fig. 3 the resulting errors (averaged over a total of 50 MC runs) of two FSTD1 based approx-
imation methods, applied to a rank-(25, 25, 25) random Tucker tensor (a), and applied to a 3-way
tensor generated from a smooth function (b), are shown versus the number of selected indices in each
dimension P = 3, 4, . . . , 25.Wehave considered two strategies for the selectionof indices: (1) Random
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P (Number of indices) P (Number of indices)
P (Number of indices) P (Number of indices)
P (Number of indices) P (Number of indices)
FSTD1 Adaptive Algorithm
Fast-Tucker Algorithm
FSTD1 Adaptive Algorithm
Fast-Tucker Algorithm
FSTD1 Adaptive Algorithm
Fast-Tucker Algorithm
FSTD1 Adaptive Algorithm
Fast-Tucker Algorithm
FSTD1 Adaptive Algorithm
Fast-Tucker Algorithm
FSTD1 Adaptive Algorithm
Fast-Tucker Algorithm [1]
(a) Average Relative Error in the approximation
of a tensor defined by eq. (63) with ( )s=1 I=J=K=100and
(b) Average Computation Time in the approximation
of a tensor defined by eq. (63) with (s=1 I=J=K=100)and
(c) Average Relative Error in the approximation
of a tensor defined by eq. (63) with ( )s=2 I=J=K=100and
(d) Average Computation Time in the approximation
of a tensor defined by eq. (63) with ( )s=2 I=J=K=100and
(c) Average Relative Error in the approximation
of a tensor defined by eq. (63) with ( )s=3 I=J=K=100and
(d) Average Computation Time in the approximation
of a tensor defined by eq. (63) with ( )s=3 I=J=K=100and
Fig. 4. Average Relative Error (left) and Computation Time (right) in the approximation of a 3D tensor
Y(i, j, k) = 1/(is + js + ks)1/s for s = 1 (top), s = 2 (middle) and s = 3 (bottom). A comparison between our FSTD1
Adaptive Algorithm and the Fast-Tucker Algorithm is shown. The results were averaged over a total of 50 MC runs.
selection (choosing indices with equal probability) and (2) by applying the FSTD1 Adaptive Algorithm
(Algorithm 1). In this ﬁgure, it is also shown, as a reference, the error of applying a Tucker Alternated
Least Squares (ALS) algorithm by considering a rank-(P, P, P)(P = 3, 4, . . . , 25) (we have used the
MATLAB Tensor Toolbox [29]). Of course, all three approximating methods are accurate (nearly zero
error) for the randomTucker tensor case (a)when P = R indices are selected as stated by our theorems.
However, by choosing the ﬁbers according to the FSTD1 Adaptive Algorithm, we achieve much better
results (lower error) than the case of random sampling of indices, specially for the case of the tensor
generated by a smooth function (see Fig. 3b).
In the following examples, we present additional results for cases with highly structured datasets
where the random selection of indices should be avoided and a more intelligent selection method,
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Fig. 5. FSTD1 Adaptive Algorithm: Computation Time versus number of indices P and size I in the approximation of a 3D tensor
Y(i, j, k) = 1/(i + j + k).O(P4) andO(I) lines are shown as a reference for the asymptotic complexity.
such as the case of our FSTD1 Adaptive Algorithm, the Fast-Tucker or the CROSS3D Algorithm [2] must
be used.
In Fig. 4, we compare our FSTD1Adaptive Algorithm against the Fast-Tucker algorithm.8 We applied
these two algorithms to a dataset generated according to Eq. (63) for s = 1, 2, 3 and considering I =
J = K = 100.Weproceededbyapplyingﬁrst the Fast-Tucker algorithmsetting the accuracyparameter
within the range (10−2 − 10−9) which determines a resulting rank-(P, P, P) Tucker tensor. Then we
applied our FSTD1 Adaptive Algorithm by setting the parameter P according to the previous result. We
have compared both algorithms in terms of the achieved relative error (Fig. 4a, c and e) and in terms
of the required computation times (Fig. 4b, d and f). FSTD1 Adaptive Algorithm is always faster than
Fast-Tucker Algorithm. For s = 1 FSTD1 Adaptive Algorithm provides a slightly higher error and for
s = 2, 3 there is critical number of indices (P = 11) and above that value FSTD1 Adaptive Algorithm
outperforms the Fast-Tucker algorithm.
4.3. Approximation of large tensors: experimental veriﬁcation of the FSTD1 Adaptive Algorithm complexity
In this section, we provide additional experimental results of applying our FSTD1 Adaptive Algo-
rithm to tensors generated by the smooth function of Eq. (63)with I = J = K and s = 1.Weput special
emphasis in the analysis of the results for very large 3-way tensors (up to I = 216) and for large number
of indices (up to P = 256).
We have performed simulations for a range of parameters I (size) and P (rank) similar to the one
used in the experiments reported with the CROSS3D Algorithm in [2], i.e. P = 6, 8, . . . , 26 and I =
26, 27, . . . , 216. We note that, it was not possible to perform a formal comparison to the CROSS3D
Algorithm since its code is not available in public domain, and the results reported in [2]were obtained
with a different hardware and software platform.
In Table 2, the accuracy of the approximation obtained by applying our FSTD1 Adaptive Algorithm
is shown for a wide range of parameters I and P. As in [2], the accuracy of the approximation was
computed by sampling the elements of the array, since it is not possible to check all the elements
for large I. The size of the sample was determined by the following rule: if the sample was doubled,
the estimated error should change no more than 10%. As it can be seen, the approximation method is
robust providing similar accuracies to the ones reported in [2].
In Fig. 5a andb,wepresent theobtained computation times versus thenumberof indicesP (for ﬁxed
I) and versus size I (for ﬁxed P) respectively. From this ﬁgure we conﬁrm the asymptotic theoretical
complexity O(P4I) which is observed for P > 32 in Fig. 5a and for I > 2000 in Fig. 5b approximately.
8 <http://spring.inm.ras.ru/osel>
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Table 2
Accuracy of the approximation of a large-scale tensor generated by the smooth function given by Eq. (63) with s = 1. Missing
values correspond to cases that require the sampling of too many entries for estimating the relative error.
P
6 8 10 12 14 16
I 26 9.06E−05 7.73E−07 1.23E−08 4.67E−09 2.68E−09 1.87E−09
27 1.76E−04 4.59E−06 1.11E−07 7.75E−09 2.34E−09 1.78E−09
28 4.52E−04 1.05E−05 6.27E−07 2.52E−08 3.36E−09 2.10E−09
29 5.22E−04 4.14E−05 1.80E−06 1.11E−07 9.22E−09 2.70E−09
210 – 8.21E−05 3.40E−06 3.16E−07 2.27E−08 4.20E−09
211 – 1.41E−04 7.61E−06 1.26E−06 6.29E−08 1.19E−08
212 – 1.51E−04 1.50E−05 1.20E−06 1.86E−07 1.81E−08
213 – 1.15E−04 2.85E−05 2.82E−06 3.79E−07 4.61E−08
214 – – 3.79E−05 4.03E−06 6.54E−07 1.09E−07
215 – – 3.59E−05 5.67E−06 1.44E−06 1.85E−07
216 – – 4.35E−05 8.49E−06 1.82E−06 3.06E−07
P
18 20 22 24 26
I 26 1.68E−09 1.77E−09 1.73E−09 1.63E−09 1.86E−09
27 1.65E−09 1.68E−09 1.74E−09 1.95E−09 2.13E−09
28 1.96E−09 1.91E−09 2.09E−09 2.35E−09 2.55E−09
29 2.19E−09 2.19E−09 2.27E−09 2.59E−09 2.75E−09
210 2.62E−09 2.58E−09 2.75E−09 2.46E−09 3.06E−09
211 3.46E−09 2.77E−09 2.73E−09 2.41E−09 2.81E−09
212 3.99E−09 3.53E−09 2.52E−09 2.40E−09 2.36E−09
213 8.19E−09 4.28E−09 2.97E−09 2.61E−09 2.51E−09
214 1.35E−08 6.20E−09 4.30E−09 3.25E−09 2.37E−09
215 2.64E−08 7.33E−09 5.26E−09 4.88E−09 3.72E−09
216 5.20E−08 1.17E−08 6.26E−09 5.64E−09 5.59E−09
It is important to highlight that this algorithm is very fast, for example, the approximation of a huge
tensor with I = 216 (which would require 2 Peta Bytes of memory) is computed in only 158 seconds
by using P = 26 indices in each mode.
5. Conclusions
We have provided two generalizations of the CUR matrix decomposition to the case of N-way
tensors allowing us to reconstruct a whole data tensor based solely on a subset of its entries. Based on
our FSTD1model, we developed a simple adaptive algorithm for a sequential selection of indices. This
decomposition is very attractive for dealing with large-size data sets because: (I) It is not required to
have access to all the data entries for computing its approximation, and (II) the selection of the indices
to sample in each dimension can be done quickly by successively ﬁnding maximum values within
ﬁbers of residuals. Our experimental results showed that our algorithm is faster than the Fast-Tucker
algorithmand can achieve better results in termsof the obtained error for someparticular datasets. The
computational complexity of our FSTD1Adaptive Algorithm isO(P4I) and the complexity for CROSS3D
Algorithm introduced in [2] is O(P3I). Hence, our algorithm is attractive for low-rank approximation
of tensors since it provides very fast computations for moderate (P  I) as our simulation results
shows. For example, for I = 216 and P = 26 we obtained a very precise approximation in only 158 s.9
9 The codes of CROSS3D [2] are not in the public domain, so the same-style comparison with CROSS3D was not possible.
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