Heat conduction in micro-and nanoscale and in ultrafast processes
Introduction
The feature size of electronic devices in current integrated circuits has become comparable to or even smaller than the phonon mean-free path in the substrate that the devices are built on and is projected to be much smaller in the next ten years. For example, the mean-free path of the heat-carrying phonons in silicon is ϳ40-300 nm, depending on how it is estimated. The volumetric heat generation rate inside ultrasmall semiconductor devices can be expected to be very high because the device operating power cannot be reduced below a certain level ͓1͔. In addition, the switching transient of these devices is approaching the phonon relaxation time, which is on the order of 10-100 ps in silicon. It is well recognized that heat conduction in micro-and nanoscale and in ultrafast processes may deviate significantly from the predictions of the Fourier law, due to the boundary and interface scattering and the finite relaxation time of heat carriers ͓2͔.
The phonon Boltzmann equation ͑BTE͒ and Monte Carlo simulation can be used for simulating heat conduction processes continuously from nanoscale to macroscale in the regime where the particle description of phonons is valid. For many nanostructures and heat transfer configurations, past solutions of the BTE for electron, neutron, and photon transport can be applied ͓3-5͔. However, the solution of the phonon BTE has been limited to few simple geometrical configurations, such as thin films and superlattices ͓6,7͔. The inherent difficulties associated with the solution of the phonon BTE have significantly limited the consideration of the size and transient effects in multidimensional real engineering problems. Fewer studies have gone beyond nonplanar and multidimensional geometries ͓8-11͔. Approximate methods that are capable of capturing the major size effects but easier to implement are thus desirable.
Recently the transient ballistic-diffusive heat conduction equations ͑BDE͒ are derived from the phonon BTE under the relaxation time approximation ͓12,13͔. The comparison of transient heat conduction in thin films using BDE and the phonon BTE shows that BDE can capture both the time retardation and the nonlocal process, and thus can be applied to the fast heat conduction process and to small structures. As an early stage of developing simulation techniques for heat transport in practical nanoscale devices, the BDE was applied to study the two-dimensional ͑2D͒ heat conduction in nanostructures ͓14,15͔. In this paper, we generalize BDEs to study multidimensional nanoscale heat conduction, including different kinds of boundary conditions and the nanoscale heat source term. The numerical solution strategies for BDE are presented. We also developed parallel solution strategies for transient phonon BTE in multidimensional structures. Results obtained from BDE are compared to the solution from the transient phonon BTE and the Fourier heat conduction equation.
Ballistic-Diffusive Equations
It has been demonstrated in the last decade that the phonon BTE is a valid and useful tool for studying classical size effects on phonon transport. Under the relaxation time approximation, the phonon BTE can be written in the phonon intensity form as ͓16͔
In the above equations, D() is the phonon density of states per unit volume, f (t,r ជ,⍀ ជ ) is the number of phonons in a given state described by the phonon circular frequency , the transient time t, the spatial coordinate r ជ, and the unit vector in the direction of carrier propagation ⍀ ជ . I 0 is the equilibrium phonon intensity, which is determined by the Bose-Einstein statistics for phonons. is the phonon relaxation time, v ជ is the carrier group velocity, and S is the phonon source term, which is, for example, determined by electron-phonon scattering and often assumed to be isotropic.
Heat conduction in most devices is multidimensional and involves length scales from nanoscale to macroscale. Modeling the heat conduction processes in such multiple length scale devices is very challenging. Direct numerical solution of the phonon BTE is preferred, but it is usually slow. Approximate methods that are capable of capturing the major size effects but easier to implement are thus desirable. One such method, for example, is to focus on the interface region only by introducing appropriate boundary conditions, while away from the boundaries the usual diffusion or drift-diffusion equations are used ͑e.g., Ref.
͓17͔͒.
Another approximation that provides further improvements, compared to the introduction of special interface conditions, is the ballistic-diffusive approximation, which splits the carriers inside the medium into two groups-a ballistic component and a diffusive component ͓12, 13,18,19͔ . Recently the idea itself has been further explored to combine with the discrete ordinates method to reduce the ray effect in solving the photon radiative transport equation ͑RTE͒ in optically thin media ͓20,21͔.
This work further develops the ballistic-diffusive equations for phonons ͓12,13͔ to include the nanoscale heat source term. The carrier generation term is grouped into the ballistic component for studying the nanoscale heat source. Thus the governing equation for the ballistic part is
where the ballistic intensity I b (t,r ជ,⍀ ) represents carriers originating from the boundaries and/or the carrier generation source and experiencing outscattering only. For the diffusive part, the governing equation is
where I m (t,r ជ,⍀ ) is the diffusive component that represents carriers scattered or emitted into this direction from other internal points. Following Ref. ͓22͔, the general solution for the ballistic part ͓Eq. ͑3͔͒ is
where s is the distance along the direction of propagation, I we is the phonons entering the system through the boundary surface, and I i is due to the initial distribution condition inside the system. The Heaviside or unit step function H() indicates that I we should be taken as zero for negative time and I i should be taken as zero for points outside the system. The integral equation simply follows the fact that phonons of direction ⍀ , which are at point r ជ at time t, must have originated at some point r ជϪs⍀ at time t Ϫs/͉v ជ ͉ due to the finite speed of phonon ͑i.e., the time retardation͒. The exponential in the equation accounts for the outscattering.
The spherical harmonic expansion of the intensity is applied to the diffusive carriers because those carriers experience lots of scattering and the transport are more isotropic
where J ជ 1 is a vector. Based on the decomposition of intensity, the heat flux can be expressed as
where the ballistic and diffusive heat flux are defined as
The energy conservation equation, which can be obtained by the integration of Eq. ͑1͒, gives
where q h is heat generation per unit volume due to phonon generation and u is the internal energy of the heat carriers per unit volume, which can be written as
where u b and u m are the internal energy of the ballistic and the diffusive components, respectively. The total internal energy is related to the equivalent temperature through
where C is the specific heat capacity. In our simulation, a temperature-independent specific heat capacity value is used for simplification. It should be noted again that in the ballistic regime, the statistical distribution of heat carriers deviates far from equilibrium. The local temperature is best considered as a measure of the local internal energy. We also introduced temperatures T m ϭu m /C and T b ϭu b /C, which represent only the local internal energy constitutions. The total internal energy ͑temperature͒ is an additive of these two terms.
Following the derivation of a previous paper ͓13͔, the following constitutive relation for the diffusive component and ballistic component are obtained
where k is the thermal conductivity. Taking the divergence of Eq. ͑12͒ and utilizing Eqs. ͑9͒ and ͑13͒ lead to the governing equation of the diffusive component
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For the boundary and initial conditions for diffusive component, interested readers are referred to Ref. ͓13͔. It is worth mentioning that the input material properties are bulk properties because the derivation of the BDE starts from the relaxation time in bulk materials. Depending on whether the phonon dispersion is accounted for or not, the specific heat, group velocity, and phonon mean-free path varies several times ͓23͔. In this work, we do not emphasize the dispersion relation and use ͉v ជ ͉ϭ3000 m/s, phonon mean-free path ϭ100 nm, Cϭ1.5ϫ10 6 J/m 3 K as the input bulk properties. Most results, however, are expressed in nondimensional form that is independent of such input values.
Boundary Conditions for the Phonon BTE and BDE.
The Boltzmann transport equation is a first-order partial differential equation in spatial coordinate and thus needs only part of the boundary conditions specified in the spatial coordinate. For example, the boundary condition is needed in one end and the other end can be left free in one-dimensional examples. However, this boundary condition must specify the intensity in all solid angle directions, including those entering the domain ͑leaving the boundary͒ and those leaving the domain ͑entering the boundary͒. In most literature, particularly for photon radiation transport, only the intensity distribution entering the domain is given, however, over all boundaries, which is equivalent to specifying the intensity distribution over all 4 solid angle directions on part of the boundary. In radiation heat transfer, the temperature representing the distribution of the photons entering the domain is specified as the temperature at the boundary. This is justified because most of these boundaries are solid boundaries and the temperature actually represents the local solid temperature. For phonons, a similar treatment will cause misinterpretation because the temperature representing phonons entering the domain covers only half of the solid angle in space and is called the emitted phonon temperature ͓24͔. Phonons leaving the boundary, which cover the other half of the solid angle, may have a different characteristic temperature. The local energy density ͑and thus the corresponding temperature, which represents the sum of the phonons leaving and entering the boundary͒ is different from the emitted phonon temperature; it is called the equivalent equilibrium temperature. Because the temperature distribution inside the calculation domain obtained from the phonon BTE or BDE represents the local energy phonon density, it is consistent only with the equivalent equilibrium temperature used in boundaries. If the emitted phonon temperature is used to represent the local temperature in boundaries, then an artificial temperature jump develops there for ''black'' surfaces that have no phonon reflection. The temperature concept used in Fourier law is a local equilibrium quantity. It represents the local energy density. Thus a comparison between the Fourier-law-based heat conduction equation with the phonon BTE or BDE would be meaningful only when the equivalent equilibrium temperature boundary conditions are used in the phonon BTE or BDE. This consistent use of temperatures excludes the nonphysical temperature jump at ''black'' boundaries as shown in Cases II and III. The use of the consistent temperature definition, however, makes the simulation more demanding because the phonon characteristics entering a boundary are usually unknown, making iteration necessary.
Numerical Calculation Scheme.
In this paper we studied the transient phonon transport in 2D geometry as shown in Figs. 1͑a͒ and 1͑b͒. In Fig. 1͑a͒ , a heater is deposited on a substrate and the heater width can be varied to control the phonon Knudsen number ͑Kn͒, which is defined as Knϭ⌳/L h , where ⌳ is the phonon mean-free path and L h is the heater width. The substrate is initially at the ambient temperature T 0 . At time t ϭ0, the heater is suddenly increased to temperature T 1 . T 1 and T 0 represent the emitted temperature in case I and the equivalent equilibrium temperature in case II. The calculation is normalized to the temperature difference ⌬TϭT 1 ϪT 0 as discussed in Ref. 
Case III investigates the size effect of a nanoscale heat source inside the medium as shown in Fig. 1͑b͒ . The heat source is similar to that generated in a MOSFET device.
From the above derivation, we know that the ballistic term in BDEs can be expressed explicitly in terms of the values at the boundaries, the heat source, and the initial distribution inside the system. Solving Eq. ͑14͒ is much simpler than solving the phonon BTE, which involves seven coordinates in the phase space ͑three spatial, three momentum, and one time͒, because Eq. ͑14͒ is averaged over the momentum space and thus involves only three spatial coordinates plus time, as in the Fourier equation. This equation can be solved using standard finite difference or finite elements methods.
Nanoscale heat conduction problems often involve multiscale modeling. For example, heat is generated in a nanoscale source region and is eventually conducted to a much larger substrate. In order to accurately capture the physics of the transport phenomena and minimize the calculation time, a nonuniform grid system is used in this paper. Fine grids are used close to the heating region. In the x direction, the length underneath ͓refer to Fig. 1͑a͔͒ or inside ͓refer to Fig. 1͑b͔͒ the heating area L h is divided uniformly into N h grids. The grids outside the heater area are increased in size using a geometric series with each consecutive grid size increased by grid size ratio x . For Fig. 1͑b͒ , the length inside the heating region is divided uniformly into N h grids and the rest is divided non-uniformly with an increase in size by grid size ratio y . The total grids in the x direction are N x Ϫ2, and the total grids in y are N y Ϫ2. The total calculation points are N x ϫN y since the additional points with zero volume are added at all the boundaries. For Fig. 1͑a͒ , a simpler division in y with nonuniform division starting just underneath the heating region has also been tested. The results presented in this paper use the same set of grid systems as that used for Fig. 1͑b͒ . The grid size dependence of the simulation results has been studied. The results presented in the paper used N x ϭ151, N y ϭ81, N h ϭ31, x ϭ1.05, and y ϭ1.05, which give convergent results for all the cases studied.
A general numerical calculation block diagram is shown in Fig.  2 . From Eq. ͑5͒, it is not difficult to understand that the ballistic term can be subdivided into a source term, a boundary emission term, and an initial condition term. At each time step, calculation of the ballistic component induced by the internal heat source and initial condition is straightforward since the internal heat generation and initial condition are known. The ballistic term from the boundaries depends on whether the emitted temperatures at the boundaries are known or not. In case I, the calculation is easier because the emitted temperatures at the boundaries are predefined. Fig. 1 Schematic drawing of device geometry simulated in this paper: "a… confined surface heating at yÄ0, T 1 , and T 0 represents emitted temperature in case I and equivalent equilibrium temperature in case II; and "b… a nanoscale heat source embedded in the substrate, which is similar to the heat generation and transport in the MOSFET device However, the emitted phonon temperatures at the boundaries are unknown for most practical engineering problems ͑e.g., cases II and III͒. Thus we used an iteration scheme to obtain the emitted phonon temperatures at the boundaries in each time step. The Gauss-Legendre integration scheme is used to calculate the ballistic components, and the conventional finite difference technique is used to solve the governing equation for the diffusive component. For comparison, the diffusion heat conduction equation based on the Fourier law is also solved using the finite difference method for identical geometry and boundary conditions.
Two-Dimensional Transient Phonon BTE Solver
To validate the simulation results of BDE in multidimension, the transient phonon BTE is also numerically solved in 2D structures, as shown in Figs. 1͑a͒ and 1͑b͒ . To be rigorous, phonon transport simulations should incorporate the frequency dependence of phonon relaxation time and group velocity and thus account for interactions among phonons of different frequencies.
This requires solution of the phonon BTE ͓i.e. Eq. ͑1͔͒ for many different frequencies, which has been performed for onedimensional transport by several authors before ͓16,23,25͔. Again the present study focuses on the complexity of two-dimensional transport, thus the frequency dependence of the phonon properties are neglected. Integrating Eq. ͑1͒ over frequency, we obtain the same equation as ͑1͒ in form without the frequency as subscripts.
From the first law of thermodynamics, we obtain the expression of the equilibrium intensity as ͓26͔
Equation ͑1͒ is similar to the photon radiative transport equation ͑RTE͒ ͓16͔. The key is to solve I(t,r ជ,⍀ ជ ). A variety of solution methods is available in the thermal radiative transfer literature ͓4,27͔. The discrete ordinates method ͑DOM͒ achieves a solution by solving exact RTE for a set of discrete directions spanning of 4. The discrete ordinates method has received considerable attention and development in the last decade because of its ability to solve many radiative transport problems with relatively good accuracy and moderate computing resources. Different sets of directions and weights have been tabulated and may result in considerably different accuracy ͓28,29͔. The most serious drawback of the method is that it does not ensure conservation of radiative energy ͓30͔. The finite volume method ͑FVM͒ was first proposed by Briggs et al. ͓31͔ in 1975 using the exact integration to evaluate solid angle integrals. The method is fully conservative in radiative energy and recently reviewed by Raithby ͓30͔. However, both methods suffer from two shortcomings: ray effects and false scattering. Ray effects are related to the angular discretization, whereas false scattering is related to spatial discretization. Several proposals to overcome these numerical inaccuracies have been proposed ͓20,21,32-34͔.
We focused our solution method on the discrete ordinates method. Similar to the solution of BDE, the nonuniform grid system has been used. The grid size dependence of the simulation results has been studied with the combination of the choice of the discrete directions. The results presented in the paper used N x ϭ121, N y ϭ71, N h ϭ21, x ϭ1.05, and y ϭ1.05, which give convergent results for all the cases studied. Figure 3 shows the direction cosines projecting the path of phonon transport onto the x-y plane using polar and azimuthal angles and . For the angular discretization, the conventional S 12 quadrature ͓35͔ has also been examined. The ''ray effect'' is found to be very serious for Knϭ10 ͑acoustic thin limit͒ case though it gives enough accuracy for small Knudsen numbers ͑acoustic thick limit͒. We, therefore, used two Gauss-Legendre quadratures to increase the discretized direction points: one to discretize the cosine into N points from Ϫ1 to 1 and the other to discretize into N points for 0ϳ ͑not 0ϳ2 due to symmetry͒. Thus we present only the results using two Gauss-Legendre quadratures in the rest of this paper. We have tested the dependence of simulation results with the number of discrete directions. For the spatial grids presented in this paper, the change of the simulated results is negligible when N Ͼ100 and N Ͼ12. For example, the maximum relative difference of temperature distribution for using N ϭ100 and N ϭ12 discrete directions and using N ϭ160 and N ϭ16 discrete directions is less than 0.02%. The reported simulation results used N ϭ120 and N ϭ16. Fewer points can be used for faster calculation. Then Eq. ͑16͒ can be written as
the factor 2 in the denominator is due to the symmetry. The weights satisfy ͚ n ͚ m w n w m Ј ϭ2. The diamond scheme and the step scheme are the two most popular schemes for spatial discretization ͓36͔. The step scheme is the counterpart of the upwind in computational fluid dynamics, and it is well known that it tends to smooth steep gradients yielding the so-called false diffusion ͑i.e., false scattering͒. The diamond scheme reduces false scattering, but it may yield unphysical results. Following the recommendation by Chai et al. ͓36͔, the step scheme has been used for spatial discretization in this work. As shown in Fig. 4 , spatial differencing depends on the directions of phonon transport in the twodimensional plane. As an example, we show here the discretized equation for the case Ͼ0 and Ͼ0. For a given direction ( n , m ), we have
where k is the time index, i the index in the x direction, and j the index in the y direction. As shown in Eq. ͑18͒, the transient equation is solved using an implicit scheme in time marching. The equation is solved by iteration on the value of the equilibrium intensity I 0 (t,x,y)ϭ1/2 ͚ m ͚ n I(t,x,y, n , m )w n w m Ј . At each time step, the initial value of equilibrium intensity is guessed by setting it equal to the value of the previous time step and then the intensity field inside the medium for every direction is calculated. The iteration advances by taking the values of intensity I i, j,n,m kϩ1 in ͚ n ͚ m I i, j,n,m kϩ1 w n w m Ј equal to its previous iteration to calculate the equilibrium intensity I 0 . We would like to note that although the implicit scheme for the transient calculation has been used, the nature of the BTE equation involves the iteration for I 0 term. Thus the so-called implicit scheme is not a ''full'' implicit scheme. The time step for a stable calculation should be ⌬t Ͻmin͓(⌬x/͉v͉),(⌬y/͉v͉)͔. For transient simulation, one needs to consider the change of value in each time step when a convergence criterion is selected. In our calculation, the maximum relative error of the equilibrium intensity between two iteration steps is selected to be 2ϫ10 Ϫ6 . That is, when the relative error of the calculated value of the equilibrium intensity between two iteration steps is less than 2ϫ10 Ϫ6 , the calculation advances to the next time step. This convergence criterion gives convergent transient results for all the cases presented in the paper although it might be too strict for some cases and consumed longer computational time as necessary. For equivalent equilibrium temperature cases, the relative error for the iterations of the emitted temperature at the boundaries is also controlled to be less than 2ϫ10
Ϫ6 . Although at nanoscale, temperature cannot be defined as a measure of equilibrium, we can use it to reflect the local energy density inside the medium. Assuming constant specific heat over a wide temperature range, we can write
I͑t,x,y, n , m ͒w n w m Ј (19) The heat flux can be accordingly written as
Results and Discussions
Several two-dimensional cases have been simulated. In case I, the boundary conditions are specified as emitted phonon temperature boundary conditions in Fig. 1͑a͒ to compare the simulation results of the Boltzmann transport equation and BDE. Case II assumes the equivalent equilibrium temperature boundary condition to compare the BTE results with those of BDE and the Fourier law. Case III investigates the size effect of a nanoscale heat source inside the medium as shown in Fig. 1͑b͒ .
Case I: Emitted Temperature Boundary Condition.
To compare the simulation results of the phonon BTE and BDE, the emitted phonon temperatures are assumed at the boundaries of the simulation geometry shown in Fig. 1͑a͒ . The detail formulation and results are documented in a previous paper ͓14͔. Figure 5 shows a comparison of the transient temperature and the heat flux in the y direction at the centerline of the geometry for Knϭ10. It shows that BDEs can capture the characteristics of the phonon BTE in the multidimension case. However, it takes an Intel P4 800 MHz PC only around a 20 min calculation to reach the steady state for BDE as compared to 100 min for the phonon BTE. For small Knudsen numbers ͑i.e., the acoustic thick limit͒, the calculation time of the BTE solver can be much longer, but the calculation time of BDEs does not change much.
Very often, the results of the phonon BTE are compared to those obtained from the Fourier heat conduction theory. From the discussion above, it is clear that the comparison might not be meaningful without consistent use of the temperature concept. But the comparison gives a sense of how heat conduction based on Fourier law and the BTE might differ. Figure 6͑a͒ shows the comparison of steady-state temperature distribution at the centerline using the Fourier theory, the phonon BTE, and BDE for different Knudsen numbers. As we can see, BDE agrees well with the phonon BTE for all the Knudsen numbers. When the Knudsen number is small, results of both the ballistic-diffusive results and the phonon BTE become very close to those of the Fourier theory. Figure 6͑b͒ shows the heat flux comparison at the centerline for Knϭ0.1 at t*ϭ100. Apparently, BDE agree well with the pho- non BTE. There is again a slight difference between the Fourier theory and the phonon BTE even in the small Knudsen number limit ͑acoustic thick limit͒. The underlying physics is due to the subtle difference in boundary conditions. Case II: Equivalent Equilibrium Temperature Boundary Condition. As explained before, the emitted phonon temperatures in case I do not represent the local energy density at the boundaries. To compare with results obtained from the diffusion heat conduction equation based on the Fourier law, the boundaries in Fig. 1͑a͒ are set as the equivalent equilibrium temperature in case II. Though the results are presented in temperature, it should be properly interpreted as energy density. As discussed earlier, iteration is needed to obtain transient emitted phonon temperatures at the boundaries from given equivalent equilibrium temperature boundary conditions. The calculation time for both BTE and BDE can be 4 -5 times longer than the corresponding emitted temperature boundary conditions.
Figures 7͑a͒ and 7͑b͒ compare the transient nondimensional heat flux in the y direction calculated using the phonon BTE, BDE, and the Fourier law. The BDE has very good agreement with the phonon BTE. However, the Fourier law overpredicts the heat flux by several times compared to the prediction by the phonon BTE. These results indicate that the suppressed heat conduction in nanostructures will lead to a larger temperature rise than that obtained from the Fourier law if a heat flux is specified at the boundary. Figure 7͑c͒ shows the comparison of the transient temperature distribution along the centerline. Comparing to case I, no temperature jump is observed at the boundary because of the consistent use of temperature there. Both the phonon BTE and BDE show time retardation due to the finite propagation speed of the phonons, which cannot be predicted by the Fourier law. The temperature distribution predicted by Fourier heat conduction theory is very close together for t*ϭ0.1 and t*ϭ1.0, as shown in Fig. 7͑b͒ .
Case III: Nanoscale Volumetric Heat Generation. In case III, we investigate the size effect of a nanoscale heat source inside the medium, as shown in Fig. 1͑b͒ . The heat source is similar to that generated in a metal oxide semiconductor field effect transistor ͑MOSFET͒, which is the backbone of microelectronics. A 10 nmϫ10 nmϫ1 m hot strip is embedded in the silicon substrate. The power generation rate is 1ϫ10 19 W/m 3 , typically for a period of 10 ps ͓1͔. We are interested in finding out the temperature rise ϳ10 ps after the device is turned on. With the given input properties stated in Sec. 2, we can model the problem as a twodimensional nanoscale heat conduction problem because 1 m in the length direction ͑z͒ is much longer than the phonon traveling length 30 nm in 10 ps. We know that the geometric parameter L x and L y will not affect much on results by the phonon BTE and BDE when the surrounding length is larger than 30 nm, thus L x ϭ10L h and L y ϭ5L h is used in the calculation. Figure 8 shows the source, boundary emission and the diffusive component contribution to the total temperature and the heat flux in y direction at the centerline. The region close to the heater is dominated by the ballistic part. The ballistic component of the temperature rise induced by the heat source reaches a maximum while the ballistic component of the heat flux induced by the heat source is zero at the center of the heat source because the carrier is propagating in both directions. The ballistic component induced by the boundary emission decays exponentially from the boundary. The region far away from the heater is dominated by the diffusive part. There is bending for the diffusive component in both the temperature and heat flux profile because the carriers are treated as ballistic components out of the boundary once they are diffused into the boundary. A small wave front is also observed where the boundary emission component decays to zero. This wave front is believed to be artificial because it does not appear in the solution of the Boltzmann equation. Figure 9 shows the comparison of temperature distribution obtained by the phonon BTE, BDE, and the Fourier law. The peak temperature predicted by the Fourier law is much smaller than that predicted by the phonon BTE and BDE. However, Fourier law predicts a broader temperature-affected region because Fourier law assumes a very large thermal conductivity and an infinite phonon propagation speed. The heat flux distribution shown in Fig. 10͑a͒ explains the difference in Fig. 9 . The Fourier law overpredicts the heat flux by many times especially in the short time scale than those obtained by the phonon BTE. Localized nanoscale heating is clearly shown in the results, and the phonon BTE and BDE captures such an effect fairly well. Figure 10͑b͒ shows the peak temperature rise in the device as a function of time. A saturation of temperature rise after 10 ps is predicted by all the methods although the magnitudes are different.
From the cases studied, we also note that the relative difference between the BDE and phonon BTE is case specific. Without a heat source inside the medium, the relative difference between the BDE and BTE is negligible. The difference between the BTE and BDE is larger when an internal heat source exists, but the results Transactions of the ASME from BDE are still significantly better than those from the Fourier law. For example, the relative errors are 25% and 85% for the BDE and the Fourier law, respectively, compared to the phonon BTE in case III.
Conclusions
In this paper, we further developed BDE for multidimensional heat conduction, including nanoscale heat source terms and different boundary conditions. The numerical solution strategies for multidimensional nanoscale heat conduction using BDE are presented. The transient Boltzman equation is solved using the discrete ordinates method with the two Gauss-Legendre quadratures. Several 2D cases are simulated to compare the results of the transient phonon BTE, BDE, and the Fourier law. Special attention has been paid to the boundary conditions. Compared to the cases without internal heat generation, the difference between the BTE and BDE is larger for the case studied with internal heat generation due to the nature of the ballistic-diffusive approximation, but the results from the BDE are still significantly better than those from the Fourier law. Overall, the BDE captures the characteristics of the phonon BTE with much shorter computational time. 
