We consider symmetric trap models in the d-dimensional hypercube whose ordered mean waiting times, seen as weights of a measure in N * , converge to a finite measure as d → ∞, and show that the models suitably represented converge to a K process as d → ∞. We then apply this result to get K processes as the scaling limits of the REM-like trap model and the Random Hopping Times dynamics for the Random Energy Model in the hypercube in time scales corresponding to the ergodic regime for these dynamics.
Introduction
Trap models have been proposed as qualitative models exhibiting localization and aging (see [1, 2] for early references). In the mathematics literature there has recently been an interest in establishing such results for a varied class of such models (see [3, 4, 5] and references therein). In particular, it has been recognized that scaling limits play an important role in such derivations (see [3, 6, 7, 8] and references therein). It may be argued that such phenomena correspond to related phenomena exhibited by limiting models.
In this paper we consider symmetric trap models in the hypercube whose mean waiting times converge as a measure to a finite measure as the dimension diverges, and show that these models converge weakly. We then apply this result to establish the scaling limits of two dynamics in the hypercube, namely the REM-like trap model and the Random Hopping Times dynamics for the Random Energy Model, in time scales corresponding to the ergodic regime for these dynamics.
The model
Let H denote the d-dimensional hypercube, namely H is the graph (V, E) with
| is the Hamming distance in V. We will consider symmetric trap models in H, namely continuous time, space inhomogeneous, simple random walks in H, whose transition probabilities (from each site of H to any of its d nearest neighbors) are uniform. Let γ d = {γ d v , v ∈ V} denote the set of mean waiting times characterizing the model.
We will map V onto the set D := {1, . . . , 2 d } by enumerating V in decreasing order of γ d (with an arbitrary tie breaking rule), and then consider X d , the mapped process.
denote the enumeration in decreasing order of γ d , and view it as a finite measure in N * = {1, 2, . . .}, the positive natural numbers. We next consider a class of processes which turns out to contain limits of trap models in H as d → ∞, as we will see below.
. exponential random variables of rate 1. N and T are assumed independent. Consider now a finite measure γ supported on N * , and for y ∈N * = N * ∪ {∞} let
where, by convention,
= 0 for every x, and γ ∞ = 0. We define the process Y onN * starting at y ∈N * as follows. For t ≥ 0
This process, which we here call the K process with parameter γ, was introduced and studied in [7] , where it was shown to arise as limits of trap models in the complete graph with n vertices as n → ∞ (see Lemma 3.11 in [7] ). In the next section, we derive a similar result for the hypercube. See Theorem 1. This is our main technical result. Then, in the following section, we apply that result to get the scaling limits of the REM-like trap model and the Random Hopping Times dynamics for the REM in ergodic time scales as K processes. See Section 3.
2 Convergence to the K process This result extends the analysis performed in [7] for the trap model in the complete graph, with a similar approach (see Lemma 3.11 in [7] and its proof). The extra difficulty here comes from the fact that the transition probabilities in the hypercube are not uniform in the state space, as is the case in the complete graph. However, all that is indeed needed is an approximate uniform entrance law in finite sets of states. This result, a key tool used several times below, is available from [9] . We state it next, in a form suitable to our purposes, but first some notation. Let X denote the embedded chain of X d and for a given fixed finite subset J of N * , let T J denote the entrance time of X in J , namely,
Proposition 2 (Corollary 1.5 [9] )
Here | · | denotes cardinality.
Remark 3 Corollary 1.5 of [9] is actually more precise and stronger than the above statement, with error of approximation estimates, and holding for J depending on d in a certain manner as well.
Remark 4 (2.2) is the only fact about the hypercube used in the proof of Theorem 1. This result would thus hold as well for other graphs with the same property. The hypercube has nevertheless been singled out in analyses of dynamics of mean field spin glasses (see above mentioned references)
, and that is a reason for us to do the same here.
Proof of Theorem 1
The strategy is to approximate X d for d large by a trap model in the complete graph with vertex set M = {1, . . . , M } and mean waiting times {γ 1 , . . . ,γ M } for M ≤ d large. Let Y M denote the latter process, and let us put 
Resorting also to that coupling, we get the following result.
Lemma 5 For every T and M fixed, we have
Proof Let N T denote the number of jumps of Y M in the time interval [0, T ], and 0 = t 0 , t 1 , . . . , t NT the respective jump times. We conclude from the above discussion that 6) and the result follows from (2.3), (2.4) and dominated convergence (since Mp is bounded above by 1 for all d and M ).
Coupling of
We couple X d andX d (the latter process was defined at the beginning of the section) in the following way. Note that X is their common embedded chain. We then make the successive sojourn times of X d andX d , starting from the first ones, be given byγ
. ., respectively, where the common T (left), and superposition of the graphs ofλ and the identitity (right).
Remark 6
With the above definition ofλ, we first note thatX
whenever any of both processes is visiting K before time τ N .
As part of the norm in Skorohod space, we consider the class Λ of nondecreasing Lipschitz functions mapped from [0, ∞) onto [0, ∞), and the following function on Λ.
We have from (2.8) above that
Below, we will consider the events A j , j ≥ 0, as follows.
It follows from Proposition 2 that for j ≥ 0
Notice that the probability on the left hand side of (2.13) does not depend on j; we thus get that 
see Section 3.5 in [10] ; Λ and φ were defined in the paragraph of (2.9) above, and ∞ −1 = 0. It follows from Lemma 3.11 in [7] that Y M converges weakly to Y in Skorohod space as M → ∞. In order to prove Theorem 1, it thus suffices to show the following result.
Lemma 7 With the above construction of X d and Y M , we have that for every
Proof Given ǫ > 0, let T ǫ = − log(ǫ/2). Then choosing λ to be the identity, noticing that ρ in (2.16) is bounded above by 1, and using Lemma 5, we find that for every M > 0
as d → ∞. So, to establish Lemma 7, it suffices to prove Lemma 8 below.
Lemma 8 With above construction of
for every x, y ∈ N * \ K, and considerλ as in (2.8) with such T and K. Then, by Remark 6 and (2.9), we see that it suffices to show that for every ǫ > 0 
Proof of (2.20) One readily checks that with mean waiting timesγ d,K coupled to X d so that both processes have the same embedded chain X and the respective sojourn times are given bỹ γ j , ξ j+1 ), j ≥ 0. Thus, the probability on the left hand side of (2.21) is bounded above by
where U j := ξ j − ξ * j−1 and V j := τ j − τ * j−1 . We now estimate the first probability on the right hand side of (2.23). We first note that from (2.14), and the fact that E(N K ) is finite and independent of d, M , we may insert A j in that probability. We next write U j = W j + R j , where R j is the time spent by X d in D \ M during the time interval [ξ * j−1 , ξ j ). From the elementary inequality | log(x+y)| ≤ | log x| + y, valid for all x, y > 0, we get that
Arguing as in (2.22) above, we find that the first event in the first probability on the right hand side of (2.24) is empty as soon as max x∈M logγ d x γx ≤ ǫ/2, thus fromγ d →γ as d → ∞ we only need to consider the second probability on the right hand side of (2.24). One readily checks that it is bounded above by
for all j ≥ 0, and that the above expression does not depend on j. It is enough then to show that for any ǫ > 0
as d → ∞ and then M → ∞, uniformly in x > K. This is readily seen to follow from the facts that
for any ǫ > 0, and that, given δ > 0, there exists ǫ > 0 such that lim sup
Proof of (2.27) Let x / ∈ K be arbitrary. We will estimate
where L(y) is the number of visits of X to y from time 0 till its first entrance in K. Let K y = K ∪ {y} and consider the discrete time Markov processX such thatX 0 = x and otherwiseX is the restriction of X to K y = K ∪ {y}, and let L(y) denote the number of visits ofX to y from time 0 till its first entrance in K. Clearly, L(y) =L(y). and the remaining p 2 wz can be assigned arbitrarily with the only obvious condition that p 2 is a set of transition probabilities on K y . Let L * (y) denote the number of visits of X * to y from time 0 till its first entrance in K. One readily checks that L * (y) is a Geometric random variable with parameter 1 − p * and that it stochastically dominatesL(y). From this and (2.30), we conclude that
uniformly in x / ∈ K. Proposition 2 then implies that
It follows readily from this, (2.29) and the assumption thatγ
and (2.27) follows (using Markov's inequality), sinceγ is a finite measure on N * .
Proof of (2.28) Let us fix x 0 / ∈ K. Consider the Markov process Z = (Z t ) t≥0 on M such that Z 0 = x 0 , for every x ∈ M the waiting time at x before jumping is exponential with meanγ x , and the transition probability to y ∈ M equalsp, if y / ∈ K, and
, if y ∈ K, wherep was defined in the paragraph of (2.3) above. One readily checks that, given X d 0 = x 0 , V 1 stochastically dominates S, the time Z spends in M\K before hitting K for the first time. Sinceγ x is decreasing in x, by the construction of Z, we have that, for every L ∈ {K + 1, . . . , M }, S dominates stochastically the random variableγ L T 1 C , where C is the event that Z visits {K + 1, . . . , L} before hitting K for the first time, T is an exponential random variable of rate 1, and 1 · is the usual indicator function.
Let now Z denote the embedded chain for Z, and T L = inf{n ≥ 1 : Z n ∈ {1, . . . , L}}. Then
We conclude that lim sup
for every K < L. Thus, given K and δ > 0, we first choose L such that K L ≤ δ/2, and then ǫ > 0 such that P(γ L T ≤ ǫ) ≤ δ/2, and we are done.
3 The REM-like trap model and the Random hopping times dynamics for the REM
In this section we apply Theorem 1 to obtain the scaling limits of two disordered trap models in the hypercube, namely trap models in the hypercube whose mean waiting times are random variables. as ǫ → 0. See Theorem 5.11 in [7] . This is in agreement with (3.2) .
The REM-like trap model

