The composition condition arises as a particular case of the center condition for ordinary differential equations. In this paper we describe a topological approach to the composition problem.
Introduction.
Let L ∞ (S 1 ) be the Banach space of bounded complex-valued functions defined on the unit circle S 1 . Let S 1 , . . . S n be free non-commutative variables and I be a variable such that I 2 = I, and I · S k = S k · I = S k for any 1 ≤ k ≤ n. By A(S 1 , . . . , S n ) we denote the associative algebra of formal power series with complex coefficients from S 1 , . . . , S n and I. (Here I is the unit of this algebra.) For any a 1 , . . . , a n ∈ L ∞ (S 1 ) consider the equation
(1.1)
Here we identify a 1 , . . . , a n with bounded 2π-periodic functions on R. We can solve this locally by the Picard method of successive approximations so that a local solution F (x) is a function in x with values in the group G(S 1 , . . . , S n ) of invertible elements of A(S 1 , . . . , S n ) whose coefficients are Lipschitz. As usual, the monodromy of (1.1) is a homomorphism ρ : Z → G(S 1 , . . . , S n ) where Z is the fundamental group of S 1 . It is the only obstruction to extending local solutions of (1.1) to global ones. It is worth noting that equations of form (1.1) arise as universal models for linearization of ordinary differential equations
Then for a sufficiently small y 0 ∈ C there is a solution y(x) of (1.2) defined on [0, 2π] such that y(0) = y 0 .
We say that (1.2) determines a center if any solution y(x), x ∈ [0, 2π], of this equation with a sufficiently small initial value y(0) satisfies y(2π) = y(0) (that is, any solution of (1.2) with a sufficiently small initial value is periodic).
It was shown in [Br] that the triviality of the monodromy of (1.1) implies that the corresponding equation (1.2) determines a center. However, there are centers with non-trivial monodromy. Our goal in this paper is to describe some classes of a 1 , . . . , a n for which the monodromy of the corresponding equation (1.1) is trivial. The results obtained are closely related to the composition condition, a particular case of which, for Abel differential equations, is discussed in [Y] . Acknowledgment. I would like to thank Professor Y. Yomdin for very fruitful discussions during his visit to Calgary.
Formulation of Main Results.
2.1. Let ω(x) := n i=1 a i (x)S i . We identify functions on the circle with 2π-periodic functions on R. Recall that the fundamental solution of (1.1) is a Lipschitz map
. It can be defined by Picard iteration (see e.g. [Na] ) in the form
Here each iterated integral of order k is a homogeneous polynomial of order k in S 1 , . . . , S k whose coefficients are Lipschitz functions in x ∈ R. Then the monodromy of (1.1) is defined as ρ(n) := F (2πn) = F (2π) n , n ∈ Z. Suppose that F (2π) = I. Since S 1 , . . . , S n are free non-commutative variables, this condition implies that
for any (i 1 , . . . , i k ) ∈ (Z + ) k and any k. In particular,
are 2π-periodic Lipschitz functions. Next, consider the Lipschitz map A : (A 1 (x) , . . . , A n (x)), and set Γ := A(S 1 ). We recall Definition 2.1 Let K ⊂ C n be a compact set. The polynomially convex hull K of K is the set of points z ∈ C n such that if p is any holomorphic polynomial in n variables
It is well known (see e.g. [AW] ) that K is compact, and if K is connected then K is connected. Theorem 2.2 If the monodromy of equation (1.1) is trivial then for any domain U containing Γ the path A : S 1 → U is contractible in U to a point.
2.2.
Since Γ has a finite linear measure, according to Alexander's theorem [A] Γ \ Γ is a (possibly empty) pure 1-dimensional analytic subset of C n \ Γ. In particular, the covering dimension of Γ is 2. However, in general we do not know how to use this to get from Theorem 2.2 more information about Γ. Thus we restrict our presentation to several special cases.
Corollary 2.3 Suppose that Γ is triangulable and Γ = Γ. If the monodromy of (1.1) is trivial then the path A : S 1 → Γ is contractible inside Γ to a point. Moreover, the contractibility of A is equivalent to the decomposition A = A 1 •A 2 where A 2 : S 1 → G is a continuous map into a finite tree G ⊂ R N , and A 1 : G → Γ is a finite continuous map.
To formulate the converse we assume something much stronger than just triangulability of Γ. A compact curve C ⊂ R N is called Lipschitz triangulable if (a) C = ∪ s j=1 C i and for i = j the intersection C i ∩ C j consists of at most one point; (b) There are Lipschitz embeddings
Proposition 2.4 Suppose that Γ is Lipschitz triangulable, Γ = Γ, and A : S 1 → Γ is contractible in Γ to a point. Suppose also that A −1 (x) is finite or countable for any x ∈ Γ. Then the monodromy of the corresponding equation (1.1) is trivial.
Remark 2.5 We will see from the proof that under the hypotheses of Proposition 2.4 the map A 2 : S 1 → R N is Lipschitz, G is Lipschitz triangulable, and A 1 : G → Γ is locally Lipschitz outside a finite set.
Example 2.6 (1) If A : S 1 → C n is analytic then Γ is Lipschitz triangulable, and A −1 (x) is finite for any x ∈ Γ; (2) To satisfy the second hypothesis of Corollary 2.3, one can suppose, e.g., that Γ belongs to a compact K in a C 1 -smooth manifold M with no complex tangents such that K = K. For instance, one can take any compact
Next, we consider maps into one-dimensional complex spaces. Suppose that one of the following two conditions is satisfied: (1) Γ ⊂ X where X is a closed one-dimensional complex analytical subset of a domain U ⊂ C n such that U = ∪ j K j with K j ⊂⊂ K j+1 , and K j = K j for any j; (2) Γ ⊂ X where X ⊂ C n is a connected one-dimensional complex space with dim C H 1 (X, C) < ∞, and for each δ ∈ H 1 (X, C) there is a holomorphic 1-form with polynomial coefficients ω δ such that δ(c) = c ω δ for any c ∈ H 1 (X, C).
Corollary 2.7 Let Γ ⊂ X where X satisfies either condition (1) or (2). Suppose that there is a finite continuous map A : 3. Proof of Theorem 2.2.
3.1. We refer to the book of Hirzebruch [Hi] for an exposition about fibre bundles.
Let U ⊂ C n be a domain containing Γ. Since Γ is polynomially convex, for any
Thus without loss of generality we may assume that U is Stein. Let π 1 (U) be the fundamental group of U. The universal covering p : U → U is a discrete bundle on U with the fibre
by the equivalence relation:
Let l U := l 2 (π 1 (U)) be the Hilbert space of complex-valued sequences on π 1 (U) with the l 2 -norm. By L(l U ) we denote the Banach space of bounded complex linear operators l U → l U , and by GL(l U ) the group of invertible operators from L(l U ). Let us define the homomorphism ρ :
Here Iso(l U ) ⊂ GL(l U ) is the subgroup of unitary operators. It is clear that ρ is a faithful representation, that is, Ker(ρ) = {1}. Next, let us construct the holomorphic Banach vector bundle E ρ on U with fibre l U associated with ρ. It is defined as the quotient of ⊔ j U j × l U by the equivalence relation
Since l U is an infinite dimensional Hilbert space, the group GL(l U ) is contractible (see [K] ). In particular, E ρ is a topologically trivial Banach vector bundle. Now according to the result of Bungart [B] applied to the Stein manifold U we have that E ρ is a holomorphically trivial Banach vector bundle on U. This means that there is a family of holomorphic functions
Note that cocycle {ρ(c ij )} is locally constant, i.e., d(ρ(c ij )) = 0 for any i, j. Then we define the global holomorphic 1-form ω on X with values in L(l U ) by the formula
Clearly ω satisfies the Frobenius condition dω − ω ∧ ω = 0, which is equivalent to the fact that equation
is locally solvable on U. Let p * ω be the pullback of ω to U . Consider the pullback to U of (3.1)
Then from simply connectedness of U it follows that (3.2) has a global holomorphic solution
. Another way to obtain a solution of (3.2) is by using Picard iteration. To this end, we fix a point z 0 ∈ U and for any piecewise smooth path γ joining z 0 with a point z we set
( 3.3)
The k-th term of this series is the k-iterated integral of ω over γ defined similarly to (2.1). It is well known (cf. [Na] ) that the series converges uniformly on compacts in U to a GL(l U )-valued function S satisfying (3.2), and S(z 0 ) = I. Therefore
where F is the solution of (3.2) constructed above. Moreover, by the definition of F ,
In particular, for z = z 0 we have S(gz 0 ) = ρ(g −1 ). Let γ g ⊂ U be a loop based at p(z 0 ) which represents an element g ∈ π 1 (U, p(z 0 )). Then the path on U with the origin at z 0 and the endpoint at gz 0 represents the lifting of γ g to U . Now the correspondence γ g → ρ(g −1 ) determines a homomorphism ρ :
By the definition of ρ we have that Ker( ρ) = {1}. 3.2. For basic facts of complex analysis in domains of holomorphy see, e.g. the book of Henkin and Leiterer [HL] . Let us write the form ω in (3.1) as
where z 1 , . . . , z n are standard coordinates on C n , and R 1 , . . . , R n are holomorphic L(l U )-valued functions on U. Let V ⊂⊂ U be a domain containing Γ. Then there is a Weil polynomial polyhedron
Note that for L(l U )-valued holomorphic functions defined in an open neighbourhood of V we have exactly the same integral representations as for scalar holomorphic functions. In particular, any such function f inside D can be represented as a finite sum of holomorphic L(l U )-valued functions f J such that each
is a rational holomorphic function from z and ξ, and σ J is an n-dimensional part of the Silov boundary of D. Moreover, one can uniformly approximate on compacts in D each K J (ξ, z) by holomorphic functions K Ji (ξ, z), i = 1, . . . , which are holomorphic polynomials in z. In particular, we obtain the Oka-Weil approximation result.
From this proposition it follows that there is a sequence of polynomial 1-forms
Here z α := z α 1 · · · z αn for any α := (α 1 , . . . , α n ) ∈ (Z + ) n , |α| := n i=1 α i , and || · || denotes the Banach norm on L(l U ). 3.3. Next, we recall the Ree formula [R] for the product of iterated integrals.
A permutation σ of {1, 2, . . . , r + s} is a shuffle of type (r, s) if
and
where σ runs over the shuffles of type (r, s).
Going back to the proof of the theorem we set R
Lemma 3.2 For any integers k ≥ 1 and i 1 , . . . , i k , 1 ≤ i s ≤ n, we have
Proof. According to Proposition 3.1 it suffices to prove the result for A ′ j holomorphic L(l U )-valued polynomials. Moreover, in this case it suffices to prove the lemma for scalar monomials. Thus without loss of generality we may assume that
Here A i is the antiderivative of a i . Now the required result follows from the fact that by the Ree formula each integral on the left-hand-side of (3.4) can be written as a finite sum of integrals of the form
where r = n k=1 (α k,i l + 1), and from equations (2.2). The calculation is straightforward and we leave it as an exercise for the readers. 2 3.4. Let us finish the proof of the theorem.
Let A : S 1 → U represent an element h ∈ π 1 (U, p(z 0 )). Let A : S 1 → U be the lifting of A with the origin at z 0 . Then its endpoint is hz 0 . Let S(z) be the solution of (3.2) from section 3.1. Then S(hz 0 ) = ρ(h −1 ). On the other hand, this value can be obtained by formula (3.3) where the integrals are taken over the path A : S 1 → U. To calculate these integrals we take the pullback of the form p * ω by A, and then calculate usual multiple integrals of A * ω := A * (p * ω) over [0, 2π] . But each of such multiple integrals is zero by Lemma 3.2. This means that ρ(h −1 ) = I. Because ρ is a faithful representation the latter implies h = 1 ∈ π 1 (U, p(z 0 )).
The proof of the theorem is complete. 2
Proof of Other Results.
Proof of Corollary 2.3. Suppose that Γ is triangulable, Γ = Γ, and Γ satisfies the hypothesis of Theorem 2.2. From the triangulability of Γ it follows that Γ is homeomorphic to a one-dimensional simplicial complex (i.e., a finite graph). Moreover, by Borsuk's theorem (for the references see, e.g. [Hu] ) there is an open connected neighbourhood U of Γ and a retraction r : U → Γ. Let i : Γ ֒→ U be the embedding. By i * : π 1 (Γ) → π 1 (U) and r * : π 1 (U) → π 1 (Γ) we denote the corresponding induced homomorphisms of fundamental groups. Then r * • i * : π 1 (Γ) → π 1 (Γ) is the identity homomorphism. Now from the condition Γ = Γ and Theorem 2.2 it follows that the path i•A : S 1 → U represents 1 ∈ π 1 (U). Thus from above we have that A : S 1 → Γ represents 1 ∈ π 1 (Γ). This means that A is contractible to a point inside Γ.
Further, let p : Γ u → Γ be the universal covering of Γ. Then Γ u can be thought of as an infinite tree. The group π 1 (Γ) (which is a free group with a finite number of generators) acts discretely on Γ u . According to the covering homotopy theorem (see, e.g. [Hu, Ch.III] ), there is a map A 2 :
⊂ Γ u is a connected compact subset. Therefore G is homeomorphic to a finite tree. Finally, we set A 1 := p| G .
Conversely, if A admits the decomposition of Corollary 2.3 then A 2 : S 1 → G is contractible to a point inside G. Therefore A : S 1 → Γ is contractible to a point inside Γ. 2 Proof of Proposition 2.4. Suppose that Γ is Lipschitz triangulable, Γ = Γ, and A : S 1 → Γ is contractible in Γ to a point. By the covering homotopy theorem, there is a covering s : U → U and a Lipschitz embedding i : Γ u ֒→ U such that p = s • i. Without loss of generality we may consider U as a submanifold of some R N so that i(Γ u ) ⊂ R N has an exhaustion by Lipschitz triangulable compact subsets. It follows from the Whitney embedding theorem. We will identify Γ u with i(Γ u ). Now the contractibility of A implies that there is a map A 2 : : M i → (0, 1) is locally Lipschitz. Now because Γ u is a tree, we can solve the equation dF = s * η · F on Γ u by the method of Picard iterations (as in (3.3) ). Indeed, since g i is Lipschitz, we can solve the pullback of this equation by g i to (0, 1). Then we transfer this solution to M i by g −1 i to obtain a solution of dF = s * η · F on M i . Finally, we apply the Picard method consequently on the edges of Γ u to glue the local solutions to a global one. Let us denote this solution by F . Then F (x), x ∈ Γ u , is an element of the group G(S 1 , . . . , S n ) (see Introduction). Moreover, since A −1 (x), x ∈ Γ, is finite or countable, A * 2 F is locally Lipschitz on an open everywhere dense subset in S 1 , and so it has the derivative almost everywhere on S 1 . Then clearly
Without loss of generality we may assume that A * 2 F (0) = I. On the other hand, there is a global Lipschitz solution H of the above equation (which is equation (1.1)) on [0, 2π) such that H(0) = I. In particular, for H −1 · A * 2 F we have
showing that the monodromy of (1.1) is trivial.
The proof of the proposition is complete. 2 Proof of Corollary 2.7. (A) Let n : X n → X be the normalization of X. Then X is a non-compact (possibly disconnected) complex Riemann surface. Since A : R → X is a finite continuous map, the definition of the normalization implies that there is a finite continuous map A 1 : R → X n such that A = n • A 1 . In particular, the image of R belongs to a connected component of X n . Thus Γ := A(S 1 ) belongs to an irreducible component of X. In what follows without loss of generality we may assume that X itself is irreducible.
Lemma 4.1 Suppose that X satisfies condition (1) of Corollary 2.7. Then Γ ⊂ X.
Proof. By the definition of U, Γ belongs to a polynomially convex compact K j . Since X is a closed subspace of the Stein domain U, from the properties of Stein spaces (see e.g. [GR, Ch.5, Sect.4] ) it follows that X is the set of common zeros of a family {f i } i∈I of holomorphic on U functions. Since K j is polynomially convex, by the Oka-Weil approximation theorem each f i can be uniformly approximated in a small open neighbourhood O ⊂⊂ U of K j by holomorphic polynomials. Assume to the contrary, that there exists a z ∈ Γ such that z ∈ X ∩ K j . Then there is an index i ∈ I and an ǫ > 0 such that |f i (z)| > ǫ. Moreover, from the polynomial approximation of f i it follows that there is a holomorphic polynomial p i such that
This contradicts to the fact that z ∈ Γ ⊂ K j ∩ X. 3 we obtain that under condition (1) of Corollary 2.7 the path A : S 1 → Y is contractible. Further, for one-dimensional Stein spaces X and X n the normalization map n : X n → X induces an embedding homomorphism of the fundamental groups. In particular, A 1 : S 1 → X n is contractible in X n . Let p : X nu → X n be the universal covering. Then by the covering homotopy theorem there is a covering map
To finish the first part of the proof let us check that A 2 is locally Lipschitz outside a finite set in S 1 . Let X s be the finite set of singular points of X containing in Γ. By definition, A : S 1 → X is a finite map, thus Y := A −1 (X s ) is a finite set in S
1 . Now by the definition of the normalization map, there is an open connected neighbourhood V ⊂ X of Γ such that V \X s is smooth, and there is the holomorphic inverse map n −1 : V \ X s → X n . Further, p : X nu → X n is a locally biholomorphic map. Finally, the lifted map A 2 outside Y locally is the composite p 
From here as in the proof of Proposition 2.4 we obtain that A * 2 F is Lipschitz and the monodromy of (1.1) is trivial.
The proof of part (1) of the corollary is complete. (B) Suppose now that X satisfies hypothesis (2). As above there is a lifting
Our purpose is to show that A 1 : S 1 → X n is contractible. Then the further proof repeats literally the proof presented in (A) .
First, note that groups π 1 (X) and π 1 (X n ) are free (because any one-dimensional Stein space is homotopically equivalent to a one-dimensional CW-complex). Then hypothesis (2) implies that π 1 (X) has a finite number of generators. Further, n * : H 1 (X n , Z) → H 1 (X, Z) is an embedding (because n is one-to-one outside a discrete set). This implies that π 1 (X n ) is finitely generated, as well. Let Ω p denote the set of holomorphic 1-forms with polynomial coefficients on C n . By n * Ω p we denote its pullback to X n , and by Ω(X n ) the set of all holomorphic 1-forms on X n . Because X n is a Stein manifold, the de Rham 1-cohomology group H 1 (X n , C) can be computed by Ω(X n ). Namely, for each δ ∈ H 1 (X n , C) there is an ω ∈ Ω(X n ) such that
In particular, hypothesis (2) implies that each δ ∈ H 1 (X n , C) can be defined by the above formula with ω ∈ n * Ω p . Thus for any ω ∈ Ω(X n ) there is an ω ′ ∈ n * Ω p such that ω − ω ′ = df for a holomorphic f ∈ O(X n ). (This means that the embedding n * Ω p ֒→ Ω(X n ) is a quasi-isomorphism.) The rest of the proof can be deduced from Sullivan's theory of minimal models of commutative differential graded algebras (see [Su] ). For the sake of completeness we present the sketch of the proof.
Let N n ⊂ GL n (C) be the complex Lie subgroup of upper triangular unipotent matrices. By n n ⊂ gl n (C) we denote the corresponding Lie algebras. For any homomorphism ρ : π 1 (X n ) → N n by V ρ we denote the flat vector bundle on X n constructed by ρ (for definitions see e.g. [KN, Ch. II]) . Since N n is contractible, V ρ is topologically trivial. Further, since X n is Stein, by the Grauert theorem [Gr] V ρ is also holomorphically trivial. Therefore it is determined by a holomorphic flat connection on the trivial bundle X n × C n , that is, by an n n -valued holomorphic 1-form ω on X n . (Note that X n is one-dimensional and so the Frobenius condition dω − ω ∧ ω = 0 is automatically fulfilled.) The main point of the proof is Lemma 4.2 There are a holomorphic function F : X n → N n and a holomorphic n n -valued 1-form η with entries from n * Ω p such that
Proof. We can write ω = (ω kr ) as ω 1 + (ω −ω 1 ) where ω 1 = (ω 1,kr ), ω 1,k1+k = ω k1+k , k = 1, . . . , n−1, and ω 1,kr = 0 otherwise. According to hypothesis (2) and the above arguments, there is a holomorphic matrix 1-form η 1 = (η 1,kr ) such that η 1,kr = 0 if r − k = 1, all η 1,kr ∈ n * Ω p and ω 1 − η 1 = df 1 , where f 1 = (f 1,kr ) is a holomorphic matrix such that f 1,kr = 0 if r − k = 1. We set F 1 = I n + f 1 where I n ∈ GL n (C) is the unit matrix. Then ω
1 · dF 1 is such that ω ′ 1,k1+k = η 1,k1+k ∈ n * Ω p for any k. We will continue this process. Next, we find a holomorphic matrix f 2 = (f 2,kr ) such that f 2,kr = 0 if r − k = 2, and ω ′ 1 − df 2 has two diagonals after the main one which consist of elements from n * Ω p . Thus for F 2 = I n + f 2 we have that
has two diagonals after the main one with entries from n * Ω p etc. After n − 1 steps we obtain the required matrix η := ω ′ n−1 with entries from n * Ω p . It remains to set F := F 1 · F 2 · · · F n−1 . 2 Let ρ : π 1 (X n ) → N n be the representation constructed by the flat connection η. Since by Lemma 4.2 connections η and ω are d-gauge equivalent, representations ρ and ρ are conjugate (see also, e.g. [O, Sec. 4, 5] ). Namely, there is a matrix C ∈ N n such that N −1 · ρ · N = ρ. In particular, Ker(ρ) = Ker( ρ). Now as in the proof of Theorem 2.2 we obtain that the element γ representing the path A 1 : S 1 → X n belongs to Ker( ρ) (because ρ is defined by Picard iteration applied to η). Let G be the intersection of kernels of all homomorphisms ρ : π 1 (X n ) → N n for all n. Then the above argument shows that γ ∈ G. But π 1 (X n ) is a free group with a finite number of generators. In particular, it is residually torsion free nilpotent, meaning that G = {1}. This shows that A 1 : S 1 → X n is contractible. As we mentioned above the further proof repeats word-for-word the proof given in (A) .
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