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POSITIVE DEFINITE DISTRIBUTIONS AND SUBSPACES
OF L−p WITH APPLICATIONS TO STABLE PROCESSES
Alexander Koldobsky
Abstract. We define embedding of an n-dimensional normed space into L−p, 0 <
p < n by extending analytically with respect to p the corresponding property of the
classical Lp-spaces. The well-known connection between embeddings into Lp and
positive definite functions is extended to the case of negative p by showing that a
normed space embeds in L−p if and only if ‖x‖−p is a positive definite distribution.
Using this criterion, we generalize the recent solutions to the 1938 Schoenberg’s
problems by proving that the spaces ℓnq , 2 < q ≤ ∞ embed in L−p if and only if p ∈
[n− 3, n). We show that the technique of embedding in L−p can be applied to stable
processes in some situations where standard methods do not work. As an example, we
prove inequalities of correlation type for the expectations of norms of stable vectors.
In particular, for every p ∈ [n−3, n), E(maxi=1,...,n |Xi|
−p) ≥ E(maxi=1,...,n |Yi|
−p),
where X1, ...,Xn and Y1, ..., Yn are jointly q-stable symmetric random variables, 0 <
q ≤ 2, so that, for some k ∈ N, 1 ≤ k < n, the vectors (X1, ...,Xk) and (Xk+1, ...,Xn)
have the same distributions as (Y1, ..., Yk) and (Yk+1, ..., Yn), respectively, but Yi and
Yj are independent for every choice of 1 ≤ i ≤ k, k + 1 ≤ j ≤ n.
1. Introduction
The connections between stable measures, positive definite norm dependent func-
tions and embedding of normed spaces in Lp were discovered by P.Levy [12] as parts
of his theory of stable processes, and, since then, those connections have been un-
der intensive development (see [10,15] for the most recent surveys). In particular,
P.Levy pointed out that an n-dimensional normed space B = (Rn, ‖ · ‖) embeds
isometrically in Lp, p > 0 if and only if there exists a finite Borel measure γ on the
unit sphere Ω in Rn so that
(1) ‖x‖p =
∫
S
|(x, ξ)|p dγ(ξ)
for every x ∈ Rn. On the other hand, for 0 < p ≤ 2, the representation (1)
exists if and only if the function exp(−‖x‖p) is positive definite and, hence, is
the characteristic function of a symmetric stable measure in Rn. We call (1) the
Blaschke-Levy representation of the norm with the exponent p and measure γ (see
[11] for the history, generalizations and applications of this representation).
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Several applications of the Blaschke-Levy representation to stable processes de-
pend on the standard procedure of using (1) to estimate the expectation of the norm
of a stable vector (we give an example in Section 4). Usually, those applications do
not use the Banach space structure of the space Lp, and they work equally well for
p ≥ 1 and p ∈ (0, 1). Moreover, when p < 2 becomes smaller one can expect more
normed spaces to admit the representation (1) with the exponent p, because for
0 < p1 < p2 ≤ 2, the space Lp2 embeds isometrically in Lp1 (see [1]). However, the
spaces ℓn∞, n ≥ 3 do not embed in any of the spaces Lp with p > 0, and the spaces
ℓnq , n ≥ 3, q > 2 do not embed in Lp with 0 < p ≤ 2 (see [14,7]; note that the
latter results solved the 1938 Schoenberg’s problems on positive definite functions
[19].) These spaces (especially ℓn∞) are particularly important in the theory of sta-
ble processes, and it seems to be natural to try to modify the standard technique
so that it works for those spaces.
These were the reasons which led the author to an attempt to get more norms
involved by generalizing the Blaschke-Levy representation (and embedding in Lp)
to the case of negative p. In Section 2, we define the Blaschke-Levy representation
in Rn with negative exponents −p, 0 < p < n, and we say that the existence of
such a representation for a normed space means that the space embeds in L−p.
The definition is ”analytic” with respect to p, which might allow us to transfer
properties of the spaces Lp in both directions between the positive and negative
values of p. We show that the connection between embeddings in Lp and positive
definiteness remains in force, namely, a space B = (Rn, ‖ · ‖) embeds in L−p if and
only if ‖x‖−p is a positive definite distribution on Rn. Recall that in the positive
case the condition is that the distribution Γ(−p/2)‖x‖p must be positive definite
outside of the origin (see [8]; p is not an even integer).
In Section 3, we show that, for 2 < q ≤ ∞, 0 < p < n, n ≥ 3 the function ‖x‖−pq
is a positive definite distribution if and only if p ∈ [n− 3, n), where ‖x‖q stands for
the norm of the space ℓnq . This means that the spaces ℓ
n
∞ and ℓ
n
q , q > 2 embed in
L−p, 0 < p < n if and only if p ∈ [n− 3, n), and this also includes the case n = 2.
(Use the well-known fact [3,6,13] that every two-dimensional Banach space embeds
in Lp for every p ∈ (0, 1], and then apply Theorem 2 from this paper.)
In Section 4, we give an example of how the standard technique of the the-
ory of stable processes can be modified by using embeddings in L−p. For B =
(Rn, ‖ · ‖), p ∈ R, we consider the problem of optimization of the expectation
E(‖X‖p) of the norm of a symmetric q-stable random vector X in Rn in the follow-
ing sense. Let 1 ≤ k < n, 0 < q ≤ 2 and X1, ..., Xn and Y1, ..., Yn be jointly q-stable
symmetric random variables, so that the vectors (X1, ..., Xk) and (Xk+1, ..., Xn)
have the same distributions as (Y1, ..., Yk) and (Yk+1, ..., Yn), respectively, but Yi
and Yj are independent for every choice of 1 ≤ i ≤ k, k+1 ≤ j ≤ n.We compare the
expectations E(‖X‖p) and E(‖Y ‖p). First, we apply the standard methods to the
case where p > 0 and B is a subspace of Lp, and we prove that E(‖X‖p) ≤ E(‖Y ‖p)
for each p < q. Then, we show that the technique of embedding in L−p leads to
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similar results for a larger class of spaces B. In particular, for every p ∈ [n− 3, n),
E( max
i=1,...,k
|Xi|−p) ≥ E( max
i=1,...,k
|Yi|−p).
The question of what happens to the latter inequality when the exponent −p is
replaced by 1 is open, and, in the Gaussian case, this question is the matter of the
weak version of the well-known Gaussian correlation problem (see [18] for the most
recent developments).
2. Positive definite distributions and embeddings in L−p
The main tool of this paper is the Fourier transform of distributions. As usual,
we denote by S(Rn) the space of rapidly decreasing infinitely differentiable functions
(test functions) in Rn, and S ′(Rn) is the space of distributions over S(Rn). The
Fourier transform of a distribution f ∈ S ′(Rn) is defined by 〈fˆ , φˆ〉 = (2π)n〈f, φ〉
for every test function φ. A distribution is called even homogeneous of degree p ∈ R
if 〈f(x), φ(x/α)〉 = |α|n+p〈f, φ〉 for every test function φ and every α ∈ R, α 6=
0. The Fourier transform of an even homogeneous distribution of degree p is an
even homogeneous distribution of degree −n − p. If p > −1 and p is not an even
integer, then the Fourier transform of the function h(z) = |z|p, z ∈ R is equal
to (|z|p)∧(t) = cp|t|−1−p (see [4, p.173]), where cp = 2
p+1√π Γ((p+1)/2)
Γ(−p/2) . The well-
known connection between the Radon transform and the Fourier transform is that,
for every ξ ∈ Ω, the function t → φˆ(tξ) is the Fourier transform of the function
z → Rφ(ξ; z) = ∫
(x,ξ)=z
φ(x) dx (R stands for the Radon transform). A distribution
f is called positive definite if, for every test function φ, 〈f, φ ∗ φ(−x)〉 ≥ 0. A
distribution is positive definite if and only if it is the Fourier transform of a tempered
measure in Rn ([5, p.152]). Recall that a (non-negative, not necessarily finite)
measure µ is called tempered if∫
Rn
(1 + ‖x‖2)−β dµ(x) <∞
for some β > 0. Every positive distribution (in the sense that 〈f, φ〉 ≥ 0 for every
non-negative test function φ) is a tempered measure [5, p.147].
Throughout the paper ‖x‖ stands for a homogeneous of degree 1, continuous,
positive outside of the origin function on Rn. We say that B = (Rn, ‖ · ‖) is a ho-
mogeneous n-dimensional space. Clearly, the class of homogeneous spaces contains
all finite dimensional normed and quasi-normed spaces. It is easily seen that ev-
ery functional ‖x‖ is equivalent to the Euclidean norm in the sense that, for every
x ∈ Rn, K1‖x‖2 ≤ ‖x‖ ≤ K2‖x‖2 for some positive constants K1, K2. Hence, ‖x‖−p
is a locally integrable function on Rn for every p ∈ (0, n).
Now we are ready to define the Blaschke-Levy representation with negative ex-
ponents p. Indeed, the formula (1) does not make sense if p < −1. However, let us
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start with positive p and apply functions in both sides (1) to a test function φ :
∫
Rn
‖x‖pφ(x) dx =
∫
Ω
dγ(ξ)
∫
Rn
|(x, ξ)|pφ(x) dx =
∫
Ω
dγ(ξ)
∫
R
|z|p( ∫
(x,ξ)=z
φ(x) dx
)
dz =
∫
Ω
〈|z|p, Rφ(ξ; z)〉 dγ(ξ) =
cp
∫
Ω
〈|t|−1−p, φˆ(tξ)〉 dγ(ξ).
If p is negative the function |t|−1−p is locally integrable, which allows to write
〈|t|−1−p, φˆ(tξ)〉 as an integral, and this is how we extend the Blaschke-Levy repre-
sentation:
Definition. Let B = (Rn, ‖·‖) be an n-dimensional homogeneous space, p ∈ (0, n).
We say that the norm of B admits the Blaschhke-Levy representation with the
exponent −p, if there exists a finite symmetric measure γ on the sphere Ω so that,
for every test function φ,
(2)
∫
Rn
‖x‖−pφ(x) dx =
∫
Ω
dγ(ξ)
∫
R
|t|p−1φˆ(tξ) dt.
If the norm of B satisfies (2) with a measure γ, we also say that the space B embeds
in L−p.
It is easy to show the uniqueness of the representation (2). In fact, consider the
test functions φ of the form
(3) φ(x) = h(t)u(ξ), x = tξ, t ∈ R, t > 0, ξ ∈ Ω,
where h is a non-negative test function on R, and u is an infinitely differentiable
even function on the sphere Ω. If a norm admits the representation (2) with two
measures γ1 and γ2, then applying (2) to the test functions whose Fourier transforms
have the form (3), we get that, for every u,
∫
Ω
u(ξ) dγ1(ξ) =
∫
Ω
u(ξ) dγ2(ξ),
which implies γ1 = γ2.
Similar to the positive case, embedding into L−p is closely related to positive
definiteness. The following fact will serve as a tool for checking whether certain
spaces embed in L−p.
POSITIVE DEFINITE DISTRIBUTIONS 5
Theorem 1. An n-dimensional homogeneous space B = (Rn, ‖ · ‖) embeds in
L−p, p ∈ (0, n) if and only if ‖x‖−p is a positive definite distribution.
Proof. Suppose that B embeds in L−p. For every non-negative test function φ,
using (2) and the fact that (φˆ)∧(x) = (2π)nφ(−x), we get
〈(‖x‖−p)∧, φ〉 =
∫
Rn
‖x‖−pφˆ(x) dx = (2π)n
∫
Ω
dγ(ξ)
∫
R
|t|p−1φ(tξ) dt ≥ 0,
which shows that (‖x‖−p)∧ is a positive distribution over S(Rn, ) and, hence, the
distribution ‖x‖−p is positive definite.
Conversely, since the distribution (‖x‖−p)∧ is homogeneous of degree −n + p,
there exists a distribution γ on the sphere Ω so that, for every test function φ,
〈(‖x‖−p)∧, φ〉 = 〈γ,
∫
R
|t|p−1φ(tξ) dt〉.
Applying the latter equality to the test functions of the form (3), and using the
fact that the distribution (‖x‖−p)∧ is positive, we conclude that γ is a positive
distribution on the sphere. But every positive distribution is a finite measure on
Ω, which follows from an easy argument similar to that in [5, p.143]. 
We need the following simple fact.
Lemma 1. Let pk, k ∈ N be a sequence of numbers from the interval (0, n) so
that the limit p = limk→∞ pk exists and 0 < p < n. Suppose that an n-dimensional
homogeneous space B embeds in L−pk for every k ∈ N. Then B embeds in L−p.
Proof. We can assume that there exists ǫ > 0 so that 0 < pk < p + ǫ < n for
every k. Fix a non-negative test function φ. By Theorem 1, 〈(‖x‖−pk)∧, φ〉 ≥ 0.
Define a function g on Rn by g(x) = ‖x‖−p−ǫ|φˆ(x)| if ‖x‖ ≤ 1, and g(x) = |φˆ(x)| if
‖x‖ > 1. The function g is integrable on Rn and, for every k ∈ N, x ∈ Rn, we have
g(x) ≥ ‖x‖−pk |φˆ(x)|. By the dominated convergence theorem,
〈(‖x‖−p)∧, φ〉 =
∫
Rn
‖x‖−pφˆ(x) dx =
lim
k→∞
∫
Rn
‖x‖−pk φˆ(x) dx = lim
k→∞
〈(‖x‖−pk)∧, φ〉 ≥ 0,
and the result follows from Theorem 1. 
In order to prove that every normed space embeds in every L−p with p ∈ [n−1, n),
we use the following simple facts taken from [11, Lemmas 3,4].
Lemma 2. Let p ∈ (n− 1, n) and let f be an even homogeneous function of degree
−p on Rn \ {0} such that f |Ω ∈ L1(Ω). Then for every ξ ∈ Rn
fˆ(ξ) =
π
c
∫
Ω
|(θ, ξ)|−n+pf(θ) dθ.
where c = 2−n+p+1
√
πΓ((−n + p + 1)/2)/Γ((n − p)/2) > 0. In particular, fˆ |Ω ∈
L1(Ω).
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Lemma 3. Let f be an even homogeneous function of degree −n + 1 on Rn \ {0}
so that f |Ω ∈ L1(Ω). Then, for every ξ ∈ Ω,
fˆ(ξ) = π
∫
Ω∩{(θ,ξ)=0}
f(θ) dθ.
If B = (Rn, ‖ · ‖) is a homogeneous space and p ∈ [n − 1, n), the function
f(x) = ‖x‖−p satisfies the conditions of Lemma 2 or Lemma 3. Therefore, the
Fourier transform (‖x‖−p)∧ is a homogeneous of degree −n + p, positive, locally
integrable in Rn function, and, hence, it is a positive distribution. By Theorem 1,
Corollary 1. Every n-dimensional homogeneous space embeds in L−p for every
p ∈ [n− 1, n).
Note that, in the case p = n − 1, the result of Corollary 1 follows from the case
p ∈ (n− 1, n) and Lemma 1, so using Lemma 3 is not necessary.
3. Embeddings of the spaces ℓnq , 0 < q ≤ ∞ in L−p.
Let us first show that each of the spaces L−p is large enough to contain all finite
dimensional subspaces of Lq, 0 < q ≤ 2.
Theorem 2. Every n-dimensional subspace of Lq with 0 < q ≤ 2 embeds in L−p
for each p ∈ (0, n).
Proof. By a well-known result of P.Levy [12], for every n-dimensional subspace
B = (Rn, ‖ · ‖) of Lq with 0 < q ≤ 2, the function exp(−‖x‖q) is the Fourier
transform of a q-stable symmetric measure µ on Rn. We have
‖x‖−p = q
Γ(p/q)
∫ ∞
0
tp−1 exp(−tq‖x‖q) dt.
For every non-negative test function φ,
〈(‖x‖−p)∧, φ〉 =
∫
Rn
‖x‖−pφˆ(x) dx =
q
Γ(p/q)
∫ ∞
0
tp−1dt
∫
Rn
φˆ(x) exp(−tq‖x‖q) dx =
q
Γ(p/q)
∫ ∞
0
tp−1dt
∫
Rn
φ(tx) dµ(x) ≥ 0.
Therefore, (‖x‖−p)∧ is a positive distribution. 
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Our next goal is to show that the spaces ℓnq , 2 < q ≤ ∞ embed in L−p if and
only if p ∈ [n− 3, n). We start with calculating the Fourier transform of ‖x‖−p∞ .
Lemma 4. If p ∈ (0, n) then, for every ξ ∈ Rn with non-zero coordinates,
(4) (‖x‖−p∞ )∧(ξ) = 2np
∫ ∞
0
t−p−1
n∏
k=1
sin(tξk)
ξk
dt.
Proof. For every x ∈ Rn, x 6= 0, we have
‖x‖−p∞ = p
∫ ∞
0
zp−1χ(z‖x‖∞) dz,
where χ is the indicator of [−1, 1], and the integral converges because p > 0. Clearly,
χ(z‖x‖∞) =
∏n
k=1 χ(zxk). Therefore, (χ(z‖x‖∞))∧(ξ) =
∏n
k=1
2 sin(ξk/z)
ξk
. Since
0 < p < n, for every test function φ ∈ S(Rn) the integral
(5) 〈(‖x‖−p)∧, φ〉 = p
∫
Rn
φˆ(x) dx
∫ ∞
0
zp−1χ(z‖x‖∞) dz
converges absolutely, and we can use the Fubini theorem, the definition of the
Fourier transform of distributions and the change variables t = 1/z to show that
the expression in the right-hand side of (5) is equal to
2np
∫
Rn
φ(ξ) dξ
∫ ∞
0
t−p−1
n∏
k=1
sin(tξk)
ξk
dt,
which proves (4). Note that the integral in (4) converges absolutely because 0 <
p < n and ξ has non-zero coordinates. 
Lemma 5. If 0 < p < n then the function (‖x‖−p∞ )∧ is locally integrable on Rn.
Proof. Since the function (‖x‖−p∞ )∧ is homogeneous of degree −n + p ∈ (−n, 0), it
is enough to show that this function is absolutely integrable on the unit cube Qn
in Rn. By Lemma 4,
∫
Qn
∣∣(‖x‖−p∞ )∧(ξ)∣∣ dξ ≤ 2np
∫ ∞
0
|t|−p−1
( n∏
k=1
∫ 1
−1
∣∣ sin tξk
ξk
∣∣ dξk) dt =
2np
∫ ∞
0
|t|−p−1
( ∫ t
−t
∣∣ sinu
u
∣∣ du)n dt <∞,
because −n− 1 < −p− 1 < −1, and ∫ t−t ∣∣ sinuu ∣∣ du is bounded by 2t at zero, and by
2 ln t at infinity. 
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The integral (4) can easily be calculated if −1 < p < 0 using the representation
of
∏n
k=1 sin(tξk) as a sign-changing sum of sins or cosins. The resulting formula
can be extended analytically by p to all values of p which are not integers. We get
the following expression:
Lemma 6. Let p > 0, p is not an integer, and ξ ∈ Rn is a vector with non-zero
coordinates. Then, if n is odd we have
(‖x‖−p∞ )∧(ξ) =
(6)
(−1)n−12 2−p√π Γ(−p+1
2
)
ξ1 . . . ξn Γ(p/2)
∑
δ
δ1 . . . δn|δ1ξ1 + . . . δnξn|psgn(δ1ξ1 + . . . δnξn).
If n is even
(7) (‖x‖−p∞ )∧(ξ) =
(−1)n2 +12−p√π Γ((−p+ 2)/2)
ξ1 . . . ξn Γ((p+ 1)/2)
∑
δ
δ1 . . . δn|δ1ξ1 + . . . δnξn|p,
where the sum is taken over all changes of signs δ = (δ1, . . . , δn), δk = ±1, k =
1, ..., n.
One can also deduce (6) and (7) from a more general formula in [9, Lemma
3.3] which allows to calculate the Fourier transform of the functions f(‖x‖∞) for a
large class of functions f (note that a multiplier (−1)n−1 is missing in the formula
in [9]; apply that formula to the functions f(t) = |t|p with p > 0 and use analytic
continuation by p; see Section 2 for the Fourier transform of the function f(t) = |t|p).
Let us find the signs of the sums appearing in Lemma 6.
Lemma 7. Let n > 3 and 0 < p < n − 3, or n = 3 and p < 0, where p is not an
integer. Then the functions
gn,p(ξ1, ..., ξn) =
∑
δ
δ1 . . . δn|δ1ξ1 + . . . δnξn|psgn(δ1ξ1 + . . . δnξn)
and
hn,p(ξ1, ..., ξn) =
∑
δ
δ1 . . . δn|δ1ξ1 + . . . δnξn|p
are sign-changing on Rn+ = {ξ ∈ Rn : ξk > 0, k = 1, ..., n}.
Proof. First, let n = 3. Then, for every p < 0, the numbers g3,p(3, 1, 1) and
h3,p(3, 1, 1) are positive, but the numbers g3,p(1, 3, 3) and h3,p(1, 3, 3) are negative.
Now, if n > 3 and p < n− 3, put k = [p] + 1. Then n− k ≥ 3. We have
hn,p(ξ1, ..., ξn) = p(p− 1)....(p− [p])
∫ ξ1
−ξ1
· · ·
∫ ξk
−ξk
( ∑
δj=±1, j>k
δk+1...δn
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∣∣ k∑
j=1
xj +
n∑
j=k+1
δjξj
∣∣p−[p]−1sgnk( k∑
j=1
xj +
n∑
j=k+1
δjξj
))
dx1...dxk.
Since p − [p] − 1 ∈ (−1, 0), we can finish the proof using the argument for n = 3.
In fact, if we put ξn−2 = 3, ξn−1 = ξn = 1 and make ξ1, ..., ξn−3 small enough, the
function under the integral becomes always positive, and the value of the function
hn,p is positive. However, if we do the same thing with ξn−2 = 1, ξn−1 = ξn = 3,
the value of hn,p is negative. A similar argument works for the functions gn,p . 
Lemma 8. Let n ≥ 2 and p ∈ (n − 3, n), p is not an integer. Put un,p = gn,p if
n is odd, and un,p = hn,p if n is even. Then un,p is a positive function on R
n
+ if
p ∈ (n− 2, n), and un,p is a negative function on Rn+ if p ∈ (n− 3, n− 2).
Proof. We argue by induction. The case n = 2 is trivial. Let ξ ∈ Rn+. Without loss
of generality we can assume that ξ1 ≥ ξn. Then
(8) un,p(ξ1, ..., ξn) = p
∫ ξn
−ξn
un−1,p−1(ξ1 + x, ξ2, ..., ξn−1) dx.
Since ξ1 + x ≥ 0, the result follows from the induction hypothesis. 
Theorem 3. Let 0 < p < n, n ≥ 3. The function ‖x‖−p∞ is a positive definite
distribution if p ∈ [n−3, n), and it is not positive definite if p ∈ (0, n−3). Therefore,
the space ℓn∞ embeds in L−p if and only if p ∈ [n− 3, n).
Proof. Let n − 3 ≤ p < n. By Lemma 5, both functions ‖x‖−p∞ and (‖x‖−p∞ )∧ are
locally integrable in Rn. Also if n − 3 < p < n and p is not an integer then, by
Lemmas 6 and 8, the function (‖x‖−p∞ )∧ (which is even by each variable) is non-
negative almost everywhere (with respect to Lebesque measure) on Rn. It is easily
seen now that, for every p ∈ (n−3, n) which is not an integer, (‖x‖−p∞ )∧ is a positive
distribution. By Lemma 1, the same is true for p = n− 3, n− 2, n− 1.
Let 0 < p < n − 3. By Lemma 7, if p is not an integer then the function
(‖x‖−p∞ )∧ has opposite signs at two different points, and the function is continuous
in neighborhoods of those points, so (‖x‖−p∞ )∧ is not a positive distribution. We
can show the same thing using a different argument which also applies to the
integers p. In fact, if for some 0 < p < n− 3 the function (‖x‖−p∞ )∧ is non-negative
almost everywhere, then by Lemma 11 so is the function (‖x‖−pq )∧ which contradicts
Lemma 10. 
Let us pass to the spaces ℓnq , 2 < q < ∞. Denote by γq the Fourier transform
of the function z → exp(−|z|q), z ∈ R. The properties of the functions γq were
studied by Polya [16]. In particular, if q is not an even integer, the function γq(t)
behaves at infinity like |t|−q−1. Namely (see [17, Part 3, Problem 154]),
lim
t→∞
t1+qγq(t) = 2Γ(q + 1) sin(πq/2).
10 ALEXANDER KOLDOBSKY
If q is an even integer, the function γq decreases exponentially at infinity. The
integral
Sq(α) =
∫
R
|t|αγq(t) dt
converges absolutely for every α ∈ (−1, q). These moments can easily be calculated
(see [20] or [7]; α is not an even integer):
Sq(α) = 2
α+2π1/2Γ(−α/q)Γ((α+ 1)/2)/(qΓ(−α/2)).
Clearly, the moment Sq(α) is positive if α ∈ (−1, 0) ∪ (0, 2), and the moment is
negative if α ∈ (2,min(q, 4)).
The Fourier transform of the function ‖x‖βq was calculated in [7].
Lemma 9. Let q > 0, n ∈ N, −n < β < qn, β/q 6∈ N∪{0}, ξ = (ξ1, . . . , ξn) ∈ Rn,
ξk 6= 0, 1 ≤ k ≤ n. Then
(‖x‖βq )∧(ξ) =
q
Γ(−β/q)
∫ ∞
0
tn+β−1
n∏
k=1
γq(tξk) dt.
Let us prove that the function (‖x‖−pq )∧ changes its sign if 0 < p < n − 3. The
following argument is similar to that used in the proof of the 1938 Schoenberg’s
conjecture on positive definite functions in [7].
Lemma 10. If q > 2, n > 3, p ∈ (0, n − 3) then the distribution ‖x‖−pq is not
positive definite.
Proof. By Lemma 9 and properties of the moments Sq(α), the integral
I(α1, . . . , αn−1) =
∫
R
|ξ1|α1 . . . |ξn−1|αn−1(‖x‖−pq )∧(ξ1, ..., ξn−1, 1) dξ1 . . . dξn−1 =
Sq(α1) . . . Sq(αn−1)Sq(−α1 − · · · − αn−1 − p)
converges absolutely if the numbers α1, . . . , αn−1,−α1 − · · · − αn−1 − p belong to
the interval (−1, q). Choosing αk ∈ (−1, 0) for every k = 1, ..., n− 1, we have the
moments Sq(αk), k = 1, ..., n positive, and we can make −α1−· · ·−αn−1−p equal
to any number from (−p, n−1−p)∩(−1, q). This interval contains a neighborhood of
2, and, since the moment function Sq changes its sign at 2, we can make the integral
I(α1, . . . , αn−1) positive for one choice of α’s and negative for another choice. This
means that the function (‖x‖−pq )∧ is sign-changing. 
To show that, for p ∈ [n− 3, n), the function (‖x‖−pq )∧ is positive almost every-
where, we first express this function in terms of the function (‖x‖−p∞ )∧, and then
positivity will follow from Lemma 8 (for those p which are not integers).
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Lemma 11. Let q > 0, p ∈ (0, n). Then, for every ξ ∈ Rn with non-zero coordi-
nates,
(‖x‖−pq )∧(ξ) =
qn+1
pΓ(p/q)
∫ ∞
0
· · ·
∫ ∞
0
(t1 . . . tn)
q exp(−‖t‖qq)(‖x‖−p∞ )∧(t1ξ1, ..., tnξn) dt1...dtn.
Proof. For every x ∈ R, we have
(9) exp(−|x|q) = q
∫ ∞
0
χ(ux) u−1−q exp(−u−q) du,
where, as before, χ is the indicator of [−1, 1].
The Fourier transform of the function x 7→ χ(ux) is equal to (χ(ux))∧(ξ) =
2 sin(ξ/u)/ξ. Calculating the Fourier transforms of both sides of (9) and making
the change of variables t = 1/u, we get an integral representation for the function
γq : for every ξ ∈ R,
γq(ξ) = 2q
∫ ∞
0
sin(tξ)
tξ
tq exp(−tq) dt.
By Lemma 9,
(‖x‖−pq )∧(ξ) =
q
Γ(p/q)
∫ ∞
0
zn−p−1
n∏
k=1
γq(zξk) dz =
2nqn+1
Γ(p/q)
∫ ∞
0
· · ·
∫ ∞
0
(t1 . . . tn)
q exp(−‖t‖qq)
∫ ∞
0
zn−p−1
n∏
k=1
sin(tkξkz)
tkξkz
dz,
and the result follows from Lemma 4. 
Theorem 4. Let 0 < p < n, n ≥ 3. If 2 < q <∞ then ‖x‖−pq is a positive definite
distribution if p ∈ [n−3, n), and it is not positive definite if p ∈ (0, n−3). Therefore,
the space ℓnq embeds in L−p if and only if p ∈ [n− 3, n).
Proof. If p ∈ (n − 3, n) and p is not an integer, then, by Lemmas 11 and 8 the
function (‖x‖−pq )∧ is positive almost everywhere. It is also locally integrable which
follows from Lemma 9 and an argument similar to that in Lemma 5. Therefore,
(‖x‖−pq )∧ is a positive distribution, and, by Theorem 1, the space ℓnq embeds in
L−p. One can use Lemma 1 to add the integers n− 3, n− 2 and n− 1.
In the case where 0 < p < n− 3, the result follows from Lemma 10. 
4. Inequalities of correlation type for the
expectations of norms of stable vectors.
For 0 < q ≤ 2, let X = (X1, ..., Xn) be a symmetric q-stable random vector
which means that the characteristic functional of the vector X has the form
(10) φ(ξ) = exp(−‖
n∑
i=1
ξisi‖qq), ξ ∈ Rn,
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where s1, . . . , sn ∈ Lq([0, 1]). In this section, we use the notation ‖ · ‖q for the norm
of the space Lq([0, 1]).
Fix an integer k, 1 ≤ k < n, and consider the set A(X, k) of all n-dimensional
symmetric q-stable random vectors whose first k coordinates have the same joint
distribution as X1, ..., Xk, and whose last n − k coordinates have the same joint
distribution as Xk+1, ..., Xn.We denote by Y = (Y1, ..., Yn) the vector from A(X, k)
for which every Yi and Yj with 1 ≤ i ≤ k, k + 1 ≤ j ≤ n are independent. Then,
the characteristic functional of Y is equal to
φ0(ξ) = exp(−‖
k∑
i=1
ξisi‖qq − ‖
n∑
i=k+1
ξisi‖qq).
Given an n-dimensional homogeneous space B = (Rn, ‖ · ‖) and a real number
p, we are interested in conditions on B and p under which the independent case
is extremal in the sense that the expectation E(‖Y ‖p) is the minimal or maximal
value of E(‖Z‖p), Z ∈ A(X, k).
First, we consider the case where B = (Rn, ‖ · ‖) is an n-dimensional subspace of
Lp, p > 0 satisfying the following symmetry condition: for every u ∈ Rk, v ∈ Rn−k,
(*) ‖(u, v)‖ = ‖(u,−v)‖.
We use the representation (1) and a standard argument from the theory of stable
processes to show that, if 0 < p ≤ q then
E(‖Y ‖p) = max{E(‖Z‖p) : Z ∈ A(X, k)}.
As it was mentioned in the Introduction, the condition that B is a subspace of
Lp is restricting, for example, the most interesting case of B = ℓ
n
∞ is not covered.
However, we replace the standard argument by the technique of embedding in
L−p, which allows to get more spaces involved. We prove that if B embeds into
L−p, p ∈ (0, n) and has the symmetry (*) then
E(‖Y ‖−p) = min{E(‖Z‖−p) : Z ∈ A(X, k)}.
Let us start with the standard technique. If B is a subspace of Lp with p > 0,
then one can use the well-known formula for the expectations of the scalar products
of q-stable vectors with fixed vectors to reduce the estimation of E(‖X‖p) to simple
properties of the Lq-norms.
We need a few simple inequalities for the Lq-norms which follow from Clarkson’s
inequality (see [2]). For the reader’s convenience we include the proof.
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Lemma 12. Let x, y ∈ Lq([0, 1]), 0 < q ≤ 2. Then
(11) exp(−‖x+ y‖qq) + exp(−‖x− y‖qq) ≥ 2 exp(−‖x‖qq − ‖y‖qq).
Also for every 0 < p ≤ q
(12) ‖x+ y‖pq + ‖x− y‖pq ≤ 2(‖x‖qq + ‖y‖qq)p/q.
Finally, for q = 2 and p > 2 the inequality (12) reverses.
Proof. First, note that for any 0 < q ≤ 2
(13) ‖x+ y‖qq + ‖x− y‖qq ≤ 2(‖x‖qq + ‖y‖qq),
and this is a simple consequence of the same inequality for real numbers. Now to
get (11) apply the relation between the arithmetic and geometric means and then
use (13). The inequality (12) also follows from (13):
(‖x+ y‖pq + ‖x− y‖pq
2
)1/p
≤
(‖x+ y‖qq + ‖x− y‖qq
2
)1/q
≤ (‖x‖qq + ‖y‖qq)1/q.
Finally, if q = 2 the latter calculation works for p > 2 where the first inequality
goes in the opposite direction, and the second inequality turns into an equality. 
Proposition 1. Let q, k,X, Y be as in the beginning of this section, 0 < p ≤ q. Let
B = (Rn, ‖ · ‖) be a subspace of Lp satisfying the condition (*). Then
E (‖Y ‖p) = max{E (‖Z‖p) : Z ∈ A(X, k)}.
Also, if q = 2 and p > 2 then E (‖Y ‖p) is the minimal value.
Proof. A basic property of the stable vector with the characteristic function (10) is
that, for any vector ξ ∈ Rn, the random variable (X, ξ) has the same distribution as
‖∑ni=1 ξisi‖qU, where U is the standard one-dimensional q-stable random variable.
Therefore, if p < q then
(14) E |(X, ξ)|p = cp,q‖
n∑
i=1
ξisi‖pq ,
where cp,q is the p-th moment of U (which exists only for p < q if q < 2, and it
exists for every p > 0 if q = 2; see [20] for a formula for cp,q). Similarly, we get
E |(X−, ξ)|p = cp,q‖
k∑
i=1
ξisi −
n∑
i=k+1
ξisi‖pq ,
where X− = (X1, ..., Xk,−Xk+1, ...,−Xn). Also,
E |(Y, ξ)|p = cp,q(‖
k∑
i=1
ξisi‖qq + ‖
n∑
i=k+1
ξisi‖qq)p/q.
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Since (Rn, ‖ · ‖) is a subspace of Lp([0, 1]), we can use the Blaschke-Levy repre-
sentation (1) and after that the formula (14) to get
(15) E (‖X‖p) =
∫
S
E (|(X, ξ)|p) dγ(ξ) = cp,q
∫
S
‖
n∑
i=1
ξisi‖pq dγ(ξ).
Similarly,
(16) E(‖Y ‖p) = cp,q
∫
S
(‖
k∑
i=1
ξisi‖qq + ‖
n∑
i=k+1
ξisi‖qq)p/q dγ(ξ),
(17) E (‖X−‖p) = cp,q
∫
S
‖
k∑
i=1
ξisi −
n∑
i=k+1
ξisi‖pq dγ(ξ).
Since 0 < p ≤ q, the equalities (15), (16), (17) in conjunction with (12) imply
E (‖X‖p) +E (‖X−‖p) ≤ 2E (‖Y ‖p), and now the result follows from the property
of the norm that ‖X‖ = ‖X−‖. In the case q = 2, p > 2 we use the corresponding
part of Lemma 12. 
Remark. For p > q, q < 2 the expectation of ‖X‖p does not exist so the statement
of Proposition 1 does not make sense in that case.
Theorem 5. Let q, k,X, Y be as in Proposition 1, and suppose that 0 < p < n
and B = (Rn, ‖ · ‖) is a homogeneous space which embeds in L−p and whose norm
satisfies the symmetry condition (*). Then E(‖X‖−p) ≥ E(‖Y ‖−p).
Proof. By Theorem 1, the function ‖x‖−p is a positive definite distribution, and by
a generalization of Bochner’s theorem [5], this function is the Fourier transform of
a tempered measure µ on Rn.
Let PX be the q-stable measure in R
n according to which the random vector X is
distributed. Applying the Parseval equality and formula (10) for the characteristic
function of X we get
E(‖X‖−p) =
∫
Rn
‖x‖−p dPX(x) =
∫
Rn
P̂X(ξ) dµ(ξ) =
∫
Rn
exp(−‖
n∑
i=1
ξisi‖qq) dµ(ξ).
Note that the function ‖x‖−p is locally integrable in Rn because 0 < p < n. Simi-
larly,
E(‖X−‖−p) =
∫
Rn
exp(−‖
k∑
i=1
ξisi −
n∑
i=k+1
ξisi‖qq) dµ(ξ),
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where X− = (X1, ..., Xk,−Xk+1, ...,−Xn), and
E(‖Y ‖−p) =
∫
Rn
exp(−‖
k∑
i=1
ξisi‖qq − ‖
n∑
i=k+1
ξisi‖qq) dµ(ξ).
Now by the inequality (11) from Lemma 12 and taking in account that µ is a
positive measure, we get
E(‖X‖−p) + E(‖X−‖−p) ≥ 2E(‖Y ‖−p),
and the result follows from the property (*). 
The following is an immediate consequence of Theorem 5 in conjunction with
Theorems 2,3,4 and Corollary 1.
Corollary 2. Let B = (Rn, ‖·‖) be a homogeneous space, 0 < p < n, and q, k,X, Y
as above. Then the inequality
E(‖X‖−p) ≥ E(‖Y ‖−p)
holds in each of the following cases:
(i) B is any n-dimensional homogeneous space satisfying the condition (*) and p ∈
[n− 1, n);
(ii) B is an n-dimensional subspace of Lr with 0 < r ≤ 2 satisfying the condition
(*) and p is any number from (0, n);
(iii) B = ℓnq , n ≥ 3, 2 < q ≤ ∞ and p ∈ [n− 3, n).
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