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ABSTRACT
The scientific relevance and potential for technological applications of complex
materials have made them the focus of active investigation in order to fully charac-
terize the competition and interactions between their electronic, structural, orbital,
and spin degrees of freedom. Optical and terahertz (THz) spectroscopy provide ac-
cess to electronic and low frequency quasiparticle responses, and therefore play a key
role in understanding the fundamental mechanisms which dictate the macroscopic
properties of complex materials. Time-resolved experiments, in turn, have the po-
tential to disentangle the various coexisting energy scales through a careful selection
of the pump and probe characteristics. This work investigates the role played by
the electronic, structural and magnetic excitations in the insulator-to-metal transi-
tions (IMT) of VO2, V2O3 and NdNiO3, through studies under different conditions
of temperature, strain, doping and photoexcitation.
Our work shows that a complete understanding of the IMT in VO2 requires sev-
eral length scales and time scales to be considered. Indeed, epitaxial strain leads
to anisotropy in the IMT characteristics of thin films of (100) and (110) VO2/TiO2,
measured using THz spectroscopy, which can be explained by strain induced modi-
fications both in the (microscopic) V3d orbitals and in the geometry of mesoscopic
vii
metallic domains. On the other hand, ultrafast studies which track, with femtosecond
resolution, the electronic and structural dynamics of VO2 thin films following THz
excitation reveal a delay in the onset of the structural response with respect to the
electronic one, lending support to the correlation rather than Peierls driven picture
of the IMT in this material.
As for V2O3, the IMT is seen to occur via nucleation and growth of metallic
domains, as previously reported in VO2. However, a scaling of the photoinduced
conductivity dynamics rise time is further identified, which reveals the temperature
and fluence dependence of the nucleation and growth process.
Finally, strained NdNiO3 films exhibit a two step dynamical conductivity response
following optical excitation, different from that of the vanadates with which they share
a complex, albeit more tunable, phase diagram. This hints at a significant role being
played by the magnetic structure during the IMT in NdNiO3.
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1Chapter 1
Introduction
The field of condensed matter physics has undergone a substantial shift in interest
over the past few decades. The study of simple, theoretically tractable systems has
partially given way to a more diverse set of endeavors, with a special focus on the
beautifully though sometimes frustratingly complex behavior of quantum materials.
Advances in theoretical and experimental techniques have enabled and accompanied
the study of this new set of systems, whose unexpected and unique properties have
an irresistible appeal from both physics and engineering points of view. Phenomena
such as insulator-to-metal transitions, colossal magnetoresistance, multiferroicity and
high temperature superconductivity have been observed and used in technological
applications but are nevertheless only partially understood. Complex materials are
characterized by a strong interplay between charge, lattice, spin and orbitals degrees
of freedom. The energy scales associated with excitations of the different degrees
of freedom tend to be comparable, as schematically illustrated in Fig. 1.1, so that
all must be considered on an equal footing and all have the potential to dictate the
dominating phase of the system, and thus its macroscopic properties. In practice the
system state consists of a variety of competing phases, determined by the strength
of the couplings between fundamental excitations, and is thereby very sensitive to
external perturbations.
2Figure 1.1: A strong interplay between charge, lattice, spin and orbital degrees of
freedom in CEMs, promoted by competing energy scales in the system, is at the origin
of their unique properties and large susceptibility to small external stimuli. [1]
Several techniques have become available to study these systems. Theoretical
efforts have gone beyond the band theory predictions provided by Density Functional
Theory calculations, using methods such as Dynamical Mean Field Theory. On the
experimental side, transport measurements, neutron scattering experiments and light-
matter interaction studies in a variety of frequency ranges are a few examples of
techniques used to gain a better understanding of the physics of complex materials.
The recent and increasing development of ultrafast techniques has created a new set
of experimental tools to tackle this problem. Indeed, ultrafast experiments, whose
concept is depicted in Fig. 1.2, enable the study of the dynamics of the system of
interest rather than only that of its static properties. In the context of complex
materials this means that a careful choice of the pump characteristics can lead to
a controlled tuning of a particular excitation of the system. How this excitation
3itself reacts to the ultrafast pump, or how it couples to other modes in the system
can be determined by an appropriate choice of probe. Therefore the nature of the
competing phases that underlie the macroscopic properties of the system can be
selectively investigated, which is key to understanding the fundamental physics of
quantum materials.
Figure 1.2: Concept of ultrafast experiments. The sample is initially excited by an
ultrashort pulse. The dynamics of the excited state are probed by a second ultrashort
pulse which impinges on the sample at a variable time delay with respect to the pump,
producing a time-dependent signal as shown in the inset. Here both pulses are shown
as optical beams but ultrashort pulses with wavelengths ranging from x-rays to THz
can be used so as to selectively pump and probe different modes in the system. [2]
This work focuses on ultrafast spectroscopic studies of transition metal oxides,
in particular vanadates and nickelates. VO2 and V2O3 have attracted considerable
interest due to the sharp insulator-to-metal transitions they exhibit at 340K and
160K, respectively. Despite long lasting investigation many questions remain unan-
swered regarding the physics of these materials. Rare earth nickelates, RNiO3, are
an extraordinarily diverse set of materials, whose conducting and magnetic proper-
ties are not only temperature dependent but also very sensitive to strain and doping.
Thin film geometry provides ideal tuning capabilities which enable better access to
4the microscopic properties of RNiO3 materials and makes them ideal candidates for
a variety of applications. Ultrafast studies of these systems in the THz and optical
range, as well as at x-ray frequencies, are essential contributions towards a complete
understanding of the physical mechanisms that control their macroscopic properties.
This thesis is organized as follows. Chapter 2 provides an introduction to the basic
physics of transition metal oxides, and a few of the techniques used to study them.
More detail is given regarding the properties of VO2 and V2O3. Chapter 3 introduces
the ultrafast experimental techniques used in this study, including a description of
the relevant THz generation and detection methods. Some information regarding
data analysis is also included, when applicable to the experiments on thin films of
vanadates and nickelates. Chapter 4 describes a THz spectroscopy study of strained
single crystal VO2 thin films deposited on TiO2 substrates with different orienta-
tions. Both the insulator-to-metal transition temperature and the THz conductivity
along different crystal axes depend on the epitaxial strain. Combining the THz spec-
troscopy data with near field imaging shows that strain induced modifications in the
properties of VO2 arise from a combination of V3d orbital tuning and rearrangement
of metallic domains on the mesoscopic scale. Chapter 5 consists of a variety of time
resolved measurements of V2O3. Optical pump - THz probe experiments reveal a
scaling of the dynamic response of the system, related to a temperature dependence
of the nucleation and growth process that accompanies the insulator-to-metal transi-
tion in this system. High THz field investigations of V2O3, and their comparison to
previous measurements on VO2, indicate that the THz induced dynamics on a bare
sample is dominated by the same nucleation and growth process that is observed
using optical excitation. Care must be taken in analyzing the results of high THz
field induced effects in samples that exhibit metallic/insulating phase coexistence, in
the regime where the THz excitation acts essentially as Joule heating, since the THz
5field preferentially couples to the metallic regions of the film. Chapter 6 presents a
time resolved investigation of the structure of VO2, following sub-gap excitation by a
high THz field transient. THz pump - x-ray diffraction probe experiments performed
at the Linac Coherent Light Source have revealed that the structural response is de-
layed by 4ps with respect to the electronic response, obtained by THz pump - optical
probe measurements. These observations are consistent with a picture in which elec-
tronic correlations must be overcome for the insulating gap to start closing; only then
does the structure start to transition between its characteristic insulating and metal-
lic symmetries. Chapter 7 presents results of an optical pump - THz probe study
of NdNiO3 deposited on NdGaO3, and accordingly subject to a 1.4% biaxial tensile
strain. The insulator-to-metal transition dynamics exhibits two time scales which,
in the absence of a structural symmetry change, can be associated with responses
from the magnetic and electronic subsystems. This suggests that the magnetic or-
der might play a more significant role in the insulator-to-metal transition of RNiO3
thin films than previously assumed. Chapter 8 summarizes the main findings of this
work, and makes a few suggestions for future investigations. Finally, Appendices A,
B and C provide complementary information about, respectively, the laser systems
used in the studies presented in this work, the THz generation and detection setups,
and the design and fabrication of metamaterial structures used for THz electric field
localization and enhancement.
6Chapter 2
Transition Metal Oxides: Vanadates as a case study
Challenges posed both by advances in condensed matter physics and by technological
endeavors call for a better understanding of the interplay between different degrees of
freedom and different excitations in materials. Model systems reproduced in “simple”
materials with well defined excitation pathways are limited in this regard and cannot
be used for this type of investigation. Attention must instead be turned to so called
“complex” or “quantum” materials. Indeed, these are characterized by a strong
interplay between charge, spin, orbital and lattice degrees of freedom, which in turn
dictate the state of the system or are affected by it, depending on the surrounding
conditions of, for example, temperature, pressure or photoexcitation.
Transition metal oxides (TMOs) are a particularly relevant class of complex mate-
rials, including fascinating phenomena such as insulator-to-metal transitions, colossal
magnetoresistance and high temperature superconductivity. The present work fo-
cuses on two types of transition metal oxides: vanadates and nickelates. VO2 and
V2O3 are the subject of Chapters 4-6 and are introduced in the second part of this
chapter. The properties of nickelates are introduced in Chapter 7, along with the
corresponding experimental data and analysis.
72.1 Complex materials, transition metal oxides
A basic overview of a few properties of complex materials is necessary to facilitate
the understanding of VO2 and V2O3, as well as more broadly to set the stage for the
increasing interest in time resolved studies on transition metal oxides. This section
provides a short introduction to the properties of TMOs that are relevant in the
vanadates. A few of the diverse experimental techniques used in the study of these
systems are also mentioned.
2.1.1 A fine balance between excitations, and its macroscopic conse-
quences
TMOs are characterized by having empty or partially filled orbital d bands, specif-
ically the 3d bands in the case of VO2 and V2O3. The structural arrangement of
metallic and oxygen ions determine some of the system properties. [3] In particular,
the coordination geometry of the atoms has significant consequences on the energy
of the ionic orbitals. Octahedral coordination is common in TMOs, and it is the rele-
vant geometry in the vanadates. Structural perturbations due to anisotropic bonding
interactions between metal (e.g. V) and ligand (O) orbitals leads to crystal field
splitting of the metal d bands. For octahedral coordination this corresponds to split-
ting between triply degenerate low energy t2g orbitals and doubly degenerate higher
energy eg orbitals. Further distortions can lead to additional orbital splitting. The
Jahn Teller distortion is relevant in the presence of orbital degeneracies and leads to
orbital splitting, mostly of the eg orbitals. It is particularly relevant in perovskite
structures, as mentioned in Chapter 7. The rutile and corundum structures of VO2
and V2O3 lead to trigonal distortion of the O octahedra due to purely structural
effects related to the site symmetry. Trigonal distortion causes splitting of the t2g
8orbitals into a non-degenerate a1g band and doubly degenerate e
pi
g orbitals. The exact
energy splitting between the bands is a consequence of the crystal field effect and the
trigonal distortion, but must also take into account the on-site Coulomb repulsion.
Spin-orbit coupling should in principle be included as well though it is a small effect
compared to the other two energy scales in the case of 3d orbitals and will therefore
not be considered here. Finally, the distribution of available electrons in the split 3d
orbitals depends on a competition between crystal field effects and electron-electron
repulsion. If the crystal field dominates, orbitals are completely filled from the bot-
tom up leading to a low spin state; if the Coulomb repulsion dominates single filling
is more favorable and a high spin state is achieved. [3] VO2 has a single electron in
the 3d bands and is therefore not affected by these considerations. The same is not
true, however, in the case of V2O3 where two electrons must be accommodated in the
3d orbitals. More detail will be given in the last section of this chapter, which focuses
on the properties of V2O3.
As discussed above, electron-electron interactions play a significant role in deter-
mining the orbital arrangement in TMOs. The impact of electron correlations on the
properties of complex materials is indeed very significant, and it can be quantified
by the changes it imparts to the quasiparticle kinetic energy. Fig. 2.1 shows the
kinetic energies for correlated and conventional metals, as obtained from band the-
ory calculations, Kband, or calculated from experimental measurements of the optical
conductivity, Kexp [4]. While for conventional metals the ratio of the two quanti-
ties is close to one, the same is not at all true for correlated metals. Kexp/Kband
decreases as correlations increase and it eventually reaches zero, meaning that the
system has effectively become an insulator even though band theory would predict it
to be metallic.
Band theory, with its assumption of delocalized electrons, is clearly unable to
9Figure 2.1: Comparison between experimental measurements and band structure
calculations of the quasiparticle kinetic energy for correlated and conventional metals.
Increasing correlations lead to a decrease in Kexp/Kband and eventually to the system
becoming insulating. [4]
account for the effect of correlations on TMOs. Fully localized pictures (e.g. molecular
orbital theory) also fail to correctly describe the properties of these systems. The
Hubbard model consists of an intermediate picture, where interactions are taken into
account between electrons on the same atom. Two energy scales are relevant in
this model: U , the electron-electron Coulomb repulsion, and t, the hopping term
corresponding to the kinetic energy of the carriers, which determines the bandwidth
of the Hubbard bands, W . In the limit of small correlations, i.e. when U/t is small,
band theory is valid. However, as U increases a correlation gap opens between the
upper and lower Hubbard bands and the system eventually becomes an insulator.
This evolution is illustrated in Fig. 2.2 and reproduces the experimental trend shown
in Fig. 2.1.
Density of states calculations using Density Functional Theory (DFT) in the Lo-
10
Figure 2.2: Mott Hubbard model. An increase in correlations leads to an increase
in U/W and to a departure from band theory. For strong correlations the density of
states is split between lower and upper Hubbard bands and the system becomes an
insulator. [5]
cal Density Approximation (LDA), are successful in predicting the properties of most
common materials for which band theory is applicable. Electronic interactions are
included using an average effective potential. Strong correlations can be taken into
account by adding an empirical Coulomb repulsion term U . This comes closer to sim-
ulating the observed behavior in the case of strong correlations but does not provide a
good enough approximation for intermediate correlation strength. Dynamical Mean
Field Theory (DMFT), and in particular its cluster expansion, have come the clos-
est to describing the behavior of correlated systems. [5] Together with experimental
measurements, they are a powerful tool in tracking down the origin of the properties
of complex materials.
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Finally, electronic effects are not alone in defining the state of the system in
transition metal oxides. As mentioned above, crystal structure plays a role in the
energy distribution of atomic orbitals, but other effects can occur. Of particular
interest to the description of the physics of the vanadates is the Peierls distortion,
typically associated with unit cell doubling in the system. In this case the lattice
undergoes a periodic distortion that gives rise to an additional periodicity in the
system, and therefore opens an additional gap in the density of states. If the gap
occurs at the Fermi level the system becomes insulating. The Peierls theorem states
this to always be the case in one-dimensional systems, as shown in Fig. 2.3. In
three-dimensional systems, where the Fermi surface has a more complex geometry,
the system does not necessarily become insulating. Indeed, the Peierls distortion must
overcome the elastic energy of the lattice which favors a periodic - undistorted - ionic
arrangement. Significant Fermi surface nesting must occur for the distortion to take
place, i.e. the wavevector associated with the distortion must match the edge of the
Fermi surface across a significant fraction of the Brillouin zone. Peierls distortions
lead to a spatial rearrangement of the carrier density, and therefore to charge density
waves (CDWs) whose characteristic wavevector matches that of the lattice distortion.
[3]
2.1.2 A variety of experimental tools are required
Several experimental tools are required to study transition metal oxides in order
to track the behavior of all the relevant degrees of freedom in the system. Only this
variety of experimental observations, combined with accurate theoretical calculations,
will allow the development of a complete picture of the physics of quantum materials.
Several techniques have been used to study these systems. Structural information
can be acquired at different length scales from x-ray and electron diffraction exper-
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(a)
(b)
Figure 2.3: A Peierls distortion in a one-dimensional system corresponds to a rear-
rangement of the ionic positions and leads to a) a new periodicity, a’, in the system,
and to b) the opening of a gap in the density of states. If this gap occurs at the Fermi
level the system becomes insulating. [3]
iments, as well as from imaging techniques such as scanning electron microscopy,
scanning tunneling microscopy or near-field imaging in the optical and IR. Raman
or IR/optical spectroscopies can also access structural signatures through the de-
tection of phonons. The density of states and the spectral weight distribution can
be mapped across the energy spectrum using scanning tunneling spectroscopy, THz,
IR and optical spectroscopies, a variety of x-ray spectroscopies as well as (angle re-
solved) photoemission spectroscopy and neutron scattering. The latter can also be
used to learn about magnetic excitations in the system, along with techniques such
as Mo¨ssbauer spectroscopy, muon spin spectroscopy and nuclear magnetic resonance.
Information about the spin population and the magnetic state of the sample can also
be acquired by optical or x-ray techniques which record changes in the polarization
of light going through the sample to which a magnetic field is applied. This list is
an incomplete overview of all the techniques that are being applied to study complex
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materials, but it gives an idea of the gigantic task involved in trying to understand
the physics that controls their behavior.
Complexity in TMOs can be understood as a delicate equilibrium between com-
peting phases, which gives rise to an energy landscape whose details are not easily
accessible. Such details, and the underlying competing phases that determine them,
are what all the above techniques struggle to reveal. An increasingly successful route
to achieve this goal is that of time resolved experiments, where the system properties
can be investigated through their response to an appropriately chosen ultrafast op-
tical excitation. Femtosecond resolution, characteristic of ultrafast systems, enables
access to the fundamental timescales of electronic and lattice motion. The ability to
selectively excite and probe specific modes in the system is essential to understand the
hierarchy of energy scales in the system and the coupling between different competing
phases. An increasing number of techniques are becoming available for time resolved
studies such as THz, IR, optical and x-ray spectroscopies, Raman spectroscopy, x-ray
and electron diffraction, and angle resolved photoemission spectroscopy.
2.2 Vanadates
Vanadates are a class of transition metal oxides whose properties have been under
intensive investigation for the past five decades. VO2 and V2O3 stand out from the
other vanadium oxide Magne´li phases due to their characteristic first order IMTs
[6]. Experimental and theoretical progress has led to a better understanding of the
phase diagrams of these systems, in particular of the structural and magnetic or-
derings that accompany the conductivity behavior. VO2 is more complex but also
more multifunctional — memory metamaterials[7], smart windows [8] — since its
IMT at atmospheric pressure occurs near room temperature (340K). V2O3 is better
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understood but less applicable since its IMT occurs at 160K and high quality films
are more difficult to fabricate. Specific properties of VO2 and V2O3 are described in
detail in the following sections. However, a few features common to both materials
are worth pointing out in advance, in particular a partial occupation of crystal field
split V3d orbitals and a characteristic evolution of the IMT through nucleation and
growth of metallic domains.
With respect to the orbital arrangement, both VO2 and V2O3 have electrons
residing in the V3d orbitals. As mentioned above, the latter exhibit crystal field
splitting into lower lying t2g bands and higher energy eg bands. Trigonal distortion
leads to a further splitting of the t2g bands into a single a1g band and a doubly
degenerate epig band. Vanadium has a [Ar]3d
34s2 electronic configuration so that VO2,
with a V 4+ valence, has one electron left to be accommodated in the V3d orbitals
whereas V2O3, with a V
3+ valence, contains two electrons that must be distributed
in the V3d bands. The spatial orientation of the relevant V3d orbitals is illustrated
in Fig. 2.4; its implication regarding the physics of these two materials will be made
clear later in this chapter.
Another common aspect of VO2 and V2O3 is the fact that the IMT proceeds
through nucleation and growth of metallic domains within an insulating background,
as schematically depicted in Fig. 2.5. Phase coexistence is consistent with the first
order nature of the IMT, which is evidenced by the large associated latent heat:
∼ 250Jcm−3 in VO2 [10] and ∼ 70Jcm−3 in V2O3 [11]. During the IMT the material
therefore consists of a mixed state of insulating and metallic domains, and its effective
macroscopic conducting properties can be quantitatively described by the Bruggeman
effective medium approximation, as detailed in Chapter 5.
15
eg orbitals
t2g orbitals
a1g orbitals egπ orbitals
cR
bR
aR
Figure 2.4: Spatial distribution of the angular part of the V3d orbitals [9]. The
coordinate axes on the right correspond to the rutile structure of VO2.
2.2.1 Vanadium dioxide: VO2
Vanadium dioxide remains a particularly intriguing member of the transition metal
oxide family. It exhibits a metal-to-insulator transition with a conductivity decrease
of over five orders of magnitude in the insulating state [13], which is characterized
by a 0.6 − 0.8eV energy gap [14, 15]. The electronic transition is accompanied by a
transition from a high temperature rutile structure to a low temperature monoclinic
T
Figure 2.5: IMT in the vanadates: as temperature increases metallic domains nu-
cleate and grow within an insulating background [12].
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structure, whose characteristic unit cell has twice the volume of the rutile one [9].
Both the electronic and the structural transitions happen at ∼ 340K, making it
difficult to identify the IMT as correlation driven — similar to that in V2O3 — or
Peierls driven — induced by unit cell doubling. It is, however, generally accepted that
a complete description requires explicit consideration of electron-electron correlations
[16, 17]. This is motivated in particular by the slight difference between the electronic
and structural transition temperatures, observed in detailed measurements on thin
films or bulk samples under pressure [18, 19, 20, 21, 22], which provides significant
evidence that the correlated conductivity behavior is independent of the structural
phase. One such observation is achieved by comparing near field images, which probe
the conductivity behavior of the system, with x-ray nanoscale diffraction results, as
shown in Fig. 2.6 [19]. These experiments also illustrate the nucleation and growth
mechanism, discussed above, which leads to the electronic and structural transition
in VO2.
More detail about the properties of VO2 as a function of temperature and pressure
(or doping) are given in the phase diagram of Fig. 2.7. The pressure axis corresponds
to stress applied mostly along [110]R, and the equivalence with doping (V1−xMxO2) is
generally accepted to be valid in this regime. The application of hydrostatic pressure
does not lend itself to such an easy interpretation in terms of its influence on the tran-
sition temperature and is therefore left out of this diagram. A variety of monoclinic
structures are seen to exist at low temperatures, depending on the applied pressure,
and in some regions of the phase diagram there is a coexistence of the two phases
[21].
Despite the complexity of the phase diagram in Fig. 2.7, in most cases the relevant
structures for VO2 are the rutile and monoclinic M1 phases, as well as the monoclinic
M2 phase when strain is applied [23]. These structures are presented in Fig. 2.8 [9].
17
(a)
(b)
Figure 2.6: Temperature dependent nucleation and growth in VO2: a) x-ray
nanoscale diffraction data (blue: M1; green: coexistence; red: rutile) and b) scanning
near-field infrared microscopy images (dark blue: insulating; white: metallic) col-
lected on the same 80nm thick VO2/Al2O3 film. Contrary to the IMT the structural
transition is not monotonic, which indicates that they are are not completely coupled.
[19]
The vanadium ions are always located at the center of oxygen octahedra, which leads
to the aforementioned trigonal distortion. The rutile phase has tetragonal symmetry
and is shown in Fig. 2.8a). The structure is isotropic in the abR-plane and only the
cR-axis is distinct. The M1 phase corresponds to a distortion of the rutile structure
in which the vanadium atoms along the rutile c-axis pair and tilt, as shown in Fig.
2.8b). This leads to a doubling of the unit cell. The M2 phase is an intermediate
step between rutile and M1, where chains of vanadium atoms alternately pair or tilt.
This structure is illustrated in Fig. 2.8c). Overall the monoclinic unit cell vectors
can be approximately related to the rutile unit cell vectors by: ~aM ' 2 ~cR, ~bM ' ~aR
and ~cM ' ~bR + ~cR.
As seen in Fig. 2.8 the cR (or aM) axis orientation remains the same for all
structures. The essential difference between the metallic and insulating structures is
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top axis. [21]
the pairing of V atoms and the associated doubling of the unit cell size. The latter is
characteristic of Peierls distortions and has motivated the argument of a structurally
driven IMT in VO2.
Apart from the lattice symmetry, the second relevant parameter that affects the
IMT in VO2 is the electronic and orbital arrangement, through the effect of correla-
tions which are potentially responsible for a Mott transition in this system. Details
of the electronic structure can be measured using e.g. optical spectroscopy, as shown
in Fig. 2.9a) for both insulating (295K) and metallic (360K) phases [24]. The cor-
responding orbital distribution and occupation is presented in Fig. 2.9b) [24]. In the
insulating phase the a1g band is split and the e
pi
g orbital has no overlap with the Fermi
level, so that the one valence electron can only occupy the bonding a1g orbital. As
the system becomes metallic the bonding and antibonding a1g orbitals collapse and
the energy of the epig orbital decreases causing it to overlap with the a1g orbital at the
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Figure 2.8: Structural phases of VO2. a) High temperature rutile (cubic) unit cell.
Low temperature monoclinic unit cell, whose volume is doubled relative to the rutile
structure: b) in the absence of strain V atoms pair and tilt along aM (M1); c) when
pressure is applied V atom chains along aM alternately pair and tilt (M2). [9]
Fermi level. Conduction is then possible throughout the whole system.
One important tool to understand and complement experimental data is given by
theoretical calculations of the band structure of the system. State of that art density
functional theory [9] fails to account for effects due to electronic correlations, and
therefore fails to predict the opening of a gap in VO2. This is one important hint
that correlations are very relevant in this system, if not the main driving force for the
IMT. The limitation of density functional theory calculations indicates that a more
comprehensive method must be used. Dynamical mean field theory, and in particular
its cluster extension, has been successfully applied in systems with a varying degree
of correlations [5], and has made more realistic predictions regarding the behavior of
VO2 [17].
Overall there is yet no consensus as to the relative importance of electronic and
structural effects in driving the IMT in VO2, with theoretical and experimental in-
vestigations pointing towards both playing a significant role [18, 17]. Two lines of
investigation are being pursued in order to tackle this problem. One way is to make
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(a)
(b)
Figure 2.9: a) Optical spectroscopy of VO2 thin films: real part of the optical
conductivity (top) and spectral weight (bottom) in the insulating (295K) and metallic
(360K) phases. b) Orbital arrangement and occupation in the insulating (left) and
metallic (right) phases. [24]
use of the strain dependence of the phase diagram of VO2 (Fig. 2.7) to modify the
phase transition temperature and potentially distinguish the electronic and struc-
tural effects. Another possibility is to excite the system dynamically and follow the
evolution of the structural and electronic signatures.
The first approach, related to the application of strain, has recently become more
viable by using samples with lower dimensionality than bulk crystals. Indeed, bulk
VO2 has a natural tendency to crack along the cR-axis due to the large difference
in lattice constants in the material, which makes a further application of strain ex-
tremely challenging. Thin films or nanobeams of VO2 allow the application of strain
without the necessary occurrence of cracking. In the case of nanobeams the geometry
is restricted to a cR-axis oriented beam with a cross section smaller than 1µm×1µm.
Strain can be applied along cR by bending the beams, and information can be ob-
tained regarding the electronic and structural properties of the system [25, 26, 27].
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Thin films allow more tunability. In this case strain is applied epitaxially by an ap-
propriate choice of substrate which forces the lattice parameters in the film to expand
or contract. This has been achieved using TiO2 as a substrate [28, 29]. TiO2 has a
rutile structure with larger lattice parameters than VO2, so that tensile strain can be
selectively applied along different axes by depositing VO2 on TiO2 substrates with
different orientations. The in-plane lattice constants are expected to expand and
the out-of-plane lattice constant will contract accordingly, by an amount given by
the Poisson ratio. The resulting tuning of the IMT temperature of the material is
illustrated in Fig. 2.10a) [28]. Further results and discussion of strained (100) and
(110) VO2/TiO2 films are given in Chapter 4. Another way to control the degree of
strain in VO2/TiO2 films is by using an intermediate thin layer of RuO2, deposited
between the film and the substrate. RuO2 also exhibits a rutile structure but with
lattice parameters smaller than those is VO2. It therefore leads to a strain relief that
depends on its thickness. This has been successfully applied to (001) oriented VO2
films, leading to a compression of the out-of-plane cR-axis and an expansion of the
in-plane isotropic structure (aR and bR axes), and to a concomitant variation of the
IMT temperature, as shown in Fig. 2.10b) [29]. Finally, it is worth pointing out that
strain engineering not only provides a discriminatory capability towards obtaining
fundamental insight into the microscopic origin of the macroscopic characteristics of
VO2 but it also enables an additional degree of control of its technologically relevant
properties.
The second path towards distinguishing the two transitions lies in time resolved
experiments. In this case the system starts in the insulating state and is photoexcited
by an ultrafast pulse. The emergence of the metallic phase is followed by a variety
of probes that accompany the electronic or structural response of the system, as
shown in Fig. 2.11 for a few selected examples. Figs. 2.11a) and b) reveal sub-ps
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(a) (b)
Figure 2.10: TIMT variation in strained films of VO2 deposited on a) TiO2 substrates
with different orientations [28]; b) (001) TiO2 substrates, with an intermediate RuO2
layer of varying thickness (which reduces the in-plane strain, i.e. increases the cR/aR
ratio) [29].
response times for optical pump - x-ray diffraction probe and optical pump - optical
probe experiments [30]. Fig. 2.11c) shows a slower, ∼ 100ps, response for the THz
conductivity following optical photoexcitation [31]. Fig. 2.11d) illustrates faster,
∼ 10ps, THz conductivity dynamics following THz excitation, the field of which was
enhanced by the metamaterial structure shown in Fig. 2.11e) [32].
Three timescales can in principle be expected to accompany the IMT in VO2,
related to the microscopic electronic transition, the microscopic structural transition,
and the mesoscopic nucleation and growth process that eventually leads to the macro-
scopic transition of the system. These can be selectively observed by an appropriate
choice of the probing photon energy. The nucleation and growth stage is expected
to be slower than the two microscopic timescales, and revealed in Fig. 2.11c) by the
macroscopic Drude conductivity dynamics. Both electronic and structural responses
exhibit faster, sub-ps timescales but the exact mechanism causing the transient re-
sponse is not clear. More detailed investigation is required in order to distinguish
between possible scenarios such as an ultrafast collapse of the Mott Hubbard gap or
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Figure 2.11: Time resolved experiments on VO2 reveal different timescales related
to the IMT: a) optical pump - XRD probe [30]; b) optical pump - optical probe [30];
c) optical pump - THz probe [31]; d) THz pump - THz probe [32]; e) metamaterial
structure used in d) [32]. (cf. main text for details)
an ultrafast structural breaking of vanadium pairs. Given the elusive nature of the
IMT in VO2 it is particularly relevant to ascertain the order in which the electronic
and structural transitions take place. Recent results and further discussion on this
broad and not yet fully resolved topic are presented in Chapters 6.
2.2.2 Vanadium sesquioxide: V2O3
Similarly to VO2, undoped vanadium sesquioxide exhibits a first order IMT at 160K
with an associated decrease in the resistivity by six orders of magnitude [15]. The
system transitions from an antiferromagnetic insulator (AFI) with a monoclinic struc-
ture — characterized by a 0.3−0.5eV energy gap [15, 33] — to a paramagnetic metal
(PM) with a corundum structure. However, the overall behavior of V2O3 is under-
stood as being controlled essentially by electronic correlations, and in that sense this
material is presented as a canonical Mott-Hubbard system. A further indication of
the independence of the IMT from the structure change stems from the fact that
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varying the Cr doping level in the PM state leads to an additional first order MIT
where the structural symmetry is preserved (albeit with a 1.3% volume increase [34])
and only the conducting properties change. At high temperatures this transition line
between the PM and paramagnetic insulating (PI) states leads to a critical point
where the transition acquires a second order character, as has been demonstrated by
pressure dependent studies [35]. A transition similar to that achieved with doping
can be induced by applying pressure to the material. The phase diagram of Fig. 2.12
sums up this description. Here, pressure and doping are shown along the same axis,
consistently with the generally accepted description [34, 36]. However, the pressure
axis is not quantified due to the recent questioning of the pressure-doping equivalence,
as described below.
Figure 2.12: Phase diagram of V2O3, showing the three main phases of the system:
AFI, PM and PI (cf. main text for details). Above the critical endpoint at ∼ 400K
the phase is no longer well defined. [37, 38]
It is worth pointing out that a careful choice of doping level allows both IMTs
to be observed by simply varying the temperature. This has been realized and stud-
25
ied using scanning photoemission microscopy, whose results are shown in Fig. 2.13
[39]. These 100nm resolution images attest to the nucleation and growth mechanism
which underlies both IMTs in V2O3, as was the case in VO2. The mixed insulating-
metallic phase observed in the PM phase in Fig. 2.13b) partly explains the poor
metal characteristics of the metallic phase of V2O3 [37]. Further justification of the
poor metallicity can be gained from Fig. 2.12: contrary to what happens in VO2,
increasing the temperature even at zero doping does not lead to a progressive decrease
in the effect of correlations, since the PI phase and a crossover region arise at high
temperatures [33].
(a) (b)
Figure 2.13: (a) Arrows on the phase diagram indicate the transitions probed
in (b). (b) Scanning photoemission microscopy images of the AFI-PM and PM-PI
transitions: the IMTs arise through nucleation and growth of metallic domains (red)
in an insulating background (blue). A mixed phase is observed in the PM region,
which explains the bad metal behavior of V2O3.
The structural changes undergone by V2O3 are shown in Fig. 2.14. They are
important in understanding the behavior of the system though, as mentioned above,
not as critical as in VO2 with respect to the evolution of the IMT. Figs. 2.14a) and
b) illustrate the corundum structure in the abH and acH-planes of the underlying
hexagonal structure [40]. Oxygen octahedra share edges in the abH-plane and faces
along the cH-axis, which should lead to a shorter V-V distance along cH . However,
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only 2/3 of the V sites are occupied along cH , which induces the vanadium ions to
move towards unoccupied lattice sites. This is indicated in Fig. 2.14c) and eventually
leads to a transition to the monoclinic structure, whose unit cell is illustrated in Fig.
2.14d) [41]. A larger V-V spacing indicates more localized charges and promotes an
insulating state [41].
(c) (d)(a) (b)
Figure 2.14: Structure of V2O3: a) abH-plane and b) acH-plane of the corundum
structure of V2O3 [40]; c) V ions motion during the structural transition between
corundum and monoclinic arrangements; d) comparison between the corundum and
monoclinic unit cells [41].
As mentioned above, the V3d orbitals are split by the trigonally distorted oxygen
octahedral coordination. Doubly degenerate eg bands are pushed up in energy with
respect to the a1g orbital and to lower lying doubly degenerate e
pi
g orbitals. A long
time controversy regarding V2O3 has to do with the occupation of the t2g orbitals
by the two available V3d electrons. Initially it was thought that V ions would pair
along cH and share one of the electrons in a bonding a1g orbital, so that only one
would remain in the eg orbitals and the system would be in a spin-1/2 state. This
was proven wrong using polarization dependent x-ray absorption spectroscopy [42].
The system turns out to be in a spin-1 state and the occupation of epig vs. a1g orbitals
depends on the phase: epige
pi
g : e
pi
ga1g = 2 : 1 in the AFI phase, 1 : 1 in the PM phase
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and 3 : 2 in the PI phase [42]. Further experiments carried out as a function of
pressure, doping and temperature have made use of these results to show that the
assumed equivalence between doping and pressure axes in the phase diagram of V2O3
is not entirely correct, the former being due to a change in a1g orbital occupation and
the latter to a change in bandwidth [43].
Optical spectroscopy again appears as a useful tool to visualize the density of
states in the system, as shown in Fig. 2.15 [33]. The real part of the conductivity
(Fig. 2.15a)) reveals a Drude peak at low frequencies, followed by intra- and inter-
band transitions at higher energies. As mentioned earlier in this chapter an effective
quasiparticle kinetic energy can be derived from the integrated low frequency spectral
weight, and compared to band structures predictions. Kexp/Kband is found to equal
0.12 in V2O3, which corresponds to a strongly correlated system according to the
classification illustrated by Fig. 2.1 [33, 4]. For comparison, VO2 has a Kexp/Kband
ratio of 0.5, indicative of less correlated behavior [33, 4]. The importance of corre-
lations in V2O3 also stands out from the large energy scale that must be taken into
account when describing the spectral weight transfer across the IMT, as well as from
the frequency dependence of the scattering rate and effective mass [33].
Fig. 2.15 also confirms the mixed occupancy of the V t2g orbitals mentioned above,
which appears here as several different peaks (v, w and x) in the insulating spectra
of Fig. 2.15a).
As a final comment regarding the basic characteristics of V2O3, the magnetic
structure in the AFI phase is shown in Fig. 2.16, using pseudohexagonal axes for the
monoclinic phase, for better comparison with Fig. 2.14 [44, 45].
Finally, regarding dynamical studies of V2O3, not a lot has been done so far, es-
pecially when compared with the variety of time resolved work on VO2 of which only
a fragment was shown in the preceding section. This is related on the one hand to
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Figure 2.15: a) Optical spectroscopy of V2O3 thin films: real part of the optical
conductivity in the insulating (≤ 160K) and metallic (> 160K) phases. b) Orbital
arrangement and occupation in the insulating (left) and metallic (right) phases. [33]
aH
cH
Figure 2.16: Antiferromagnetic ordering in the AFI phase of V2O3, shown using
pseudohexagonal axes for the monoclinic phase. Up and down spins are indicated
by grey and black symbols, respectively. Spin orientation alternates between planes
perpendicular to the bH , or bM , axis, and is constant within these planes. [44, 45]
the difficulty in fabricating good samples, particularly in thin film form, and on the
other hand to the fact that the transition occurs significantly below room tempera-
ture, which requires the samples to be cooled and therefore makes experiments more
challenging and technological applications less varied. Optical pump - optical probe
[46, 47] and optical pump - THz probe [46] experiments have nevertheless provided
an insight into the timescales of the response of V2O3 following an ultrafast optical
excitation, as illustrated in Fig. 2.17 [46]. Starting from the insulating phase, the
metallic conductivity is seen to rise on a tens of picoseconds timescale (Fig. 2.17a)).
Also, signatures of photoinduced coherent acoustic phonons are observed in both the
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optical and THz responses (Fig. 2.17b) and c)). This strain modulation reveals a
strong coupling between the electronic and lattice degrees of freedom in V2O3 [46].
(a) (b) (c)
Figure 2.17: Time resolved experiments on V2O3 thin films: a) optical pump -
THz probe in the insulating (T < 160K) and metallic phases (T > 160K); b) optical
pump - THz probe and c) optical pump - optical probe in the metallic phase, revealing
coherent acoustic phonon signatures. [46]
A lot remains to be done regarding the dynamical response of V2O3. Recent
experiments will be described and discussed in Chapter 5, and compared to equivalent
studies on VO2. The absence of good quality samples — ideally in single crystalline
thin film form, and with varying doping levels or epitaxial strain — is currently a
limitation for a comprehensive study of V2O3, similar to what has been, and is being
done for VO2.
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Chapter 3
THz spectroscopy and dynamics
The THz or far-infrared frequency range, loosely defined as the region between
0.1THz and 10THz, lies between the IR and the microwave regions of the electro-
magnetic spectrum. Being at the interface between optical and electronic techniques,
the THz range is somewhat difficult to access. The development of ultrafast lasers, in
particular the Ti:Sapphire femtosecond laser, has enabled generation and detection
techniques that are now widely used for scientific applications, even though a more
portable and widespread generation/detection scheme is still lacking.
A frequency of 1THz corresponds to a period of 1ps, a wavelength of 300µm,
a wavenumber of 33cm−1 and an energy of 4meV . These energy scales encompass
a variety of material excitations — quasiparticle dynamics, lattice excitations (e.g.
phonons and plasmons), spin excitations (e.g. magnons), superconducting gap exci-
tations, etc. — which can be selectively studied using THz spectroscopy (Fig. 3.1).
3.1 THz techniques
Transient THz pulses can be generated from ultrafast systems (cf. Appendix B) using
several techniques [48, 49]: 1) radiation from accelerated carriers in photoconductive
antennas; 2) radiation from ionized charges in photoexcited gas plasmas; 3) optical
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Figure 3.1: THz spectral range, and corresponding material excitations.
rectification in nonlinear crystals. Complementary detection methods exist for each
of the above generation techniques.
1. Photoconductive antenna systems are typically oscillator based: voltage biased
antennas are gated by low power ultrafast pulses with a high repetition rate,
yielding a low power but high sensitivity THz field output; the THz field is
detected by measuring the photocurrent of similarly gated antennas, biased
by the THz electric field itself. The bandwidth for this generation/detection
scheme is on the order of 2 − 3THz, limited essentially by the recombination
time of the carriers.
2. Gas plasma setups require high power ultrafast pulses from an amplified system:
the fundamental and the second harmonic of the optical laser frequency are
combined at their focus, leading to asymmetric gas ionization and subsequent
THz generation through bremsstrahlung; detection is achieved by four wave
mixing of the THz and optical fields with an AC bias voltage. Here the THz
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bandwidth is fundamentally limited only by that of the incident optical pulses.
By controlling the nature and pressure of the gas the bandwidth can reach
several tens of THz.
3. Nonlinear crystal based setups also require high power optical pulses: optical
rectification within the large bandwidth of the ultrafast optical pulse leads to
THz generation in non-centrosymmetric crystals; the THz field is then detected
by electro-optic sampling using a small fraction of the ultrafast optical pulse.
Phonon absorption lines in the crystal typically limit the THz bandwidth to a
few THz (cf. Appendix B).
3.1.1 THz generation by optical rectification
The results presented in this work were obtained from nonlinear crystal based setups,
seeded by Ti:Sapphire amplified systems (cf. Appendix A). In this configuration,
THz radiation is generated by optical rectification in a non-centrosymmetric crystal.
An intense ultrafast optical pulse gives rise to a nonlinear polarization in the crystal,
PNL(Ω) = 0χ
(2)
∫ ∞
0
Eopt(ω + Ω)E
∗
opt(ω)dω, (3.1)
where 0 is the vacuum permittivity, χ
(2) is the second order nonlinear susceptibility
of the crystal, and ω and Ω are the optical and THz frequencies. The THz field,
ETHz, is related to PNL by
ETHz ∝ ∂
2PNL
∂t2
. (3.2)
As seen from Eq. 3.1, the bandwidth of PNL, and consequently of ETHz, is determined
by that of Eopt(ω), higher THz frequencies being accessible by optical pulses with
33
broader spectra.
A second constraint limits the available THz bandwidth, namely the requirement
of phase matching between the wavefront of the propagating optical pulse and the
phase of the generated THz field,
~kTHz(Ω) = ~kopt(ω + Ω)− ~kopt(ω), (3.3)
where ~kTHz and ~kopt are the THz and optical wavevectors. For collinear propagation
Eq. 3.3 is equivalent to
vphTHz(Ω) = v
gr
opt(ω0), (3.4)
where vphTHz and v
gr
opt are the THz phase velocity and the optical group velocity, and
ω0 is the central optical frequency. The coherence length, Lcoh, over which Eq. 3.4
is verified depends on the relation between the refractive indices of the crystal, nphTHz
and ngropt (cf. Appendix B).
ZnTe is commonly used as a THz generation and detection crystal, since collinear
generation is possible with Lcoh ∼ 1mm. The available THz bandwidth is determined
by the bandwidth of the optical pulse and by Eq. 3.4, but it is limited by the crystal
phonon absorption at 5.3THz. In typical implementations the THz field amplitude
has a maximum on the order of 1kV/cm, limited by the crystal nonlinear coefficient,
by its thickness, and by the incident optical pulse power (cf. Appendix B).
Higher THz field amplitudes available in ultrafast table-top setups have an incred-
ible potential for studies of THz nonlinear phenomena and THz induced dynamics
in transition metal oxides. State of the art ZnTe systems are limited in that in-
creasing the incident optical pulse power leads to two photon absorption (at 800nm
wavelength), and eventually to damage of the material. A solution to this problem
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is to use large aperture ZnTe crystals [50]. However, high optical pulse powers are
required for a high THz field output, and the large crystals are challenging to man-
ufacture and handle. Higher THz fields from Ti:Sapphire based systems therefore
require the use of different crystals with 1) higher nonlinear coefficients, i.e. a more
efficient optical-to-THz conversion, and 2) a bandgap larger than 3eV (above two
photon absorption at 800nm wavelength). These characteristics exist in crystals such
as LiNbO3 but THz generation in a collinear propagation geometry is then limited
to very thin crystals, since Eq. 3.4 leads to a very short Lcoh (cf. Appendix B). An
elegant way to circumvent this limitation is to pump the crystal with a tilted optical
pulse front. The phase matching condition in Eq. 3.3 then becomes
vphTHz(Ω) = v
gr
opt(ω0) cosγ, (3.5)
where γ is the optical pulse front tilt angle. As shown in Fig. 3.2, in the pulse front
tilted geometry the optical and THz pulse fronts propagate at an angle γ with respect
to each other.
Figure 3.2: The optical pulse front is tilted by an angle γ, enabling velocity matching
between vgropt(ω) and v
ph
THz(Ω) (cf. text). [49]
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3.1.2 THz detection by electro-optic sampling
Nonlinear crystals can also be used to detect the THz field, through free-space electro-
optic sampling. In this case the THz pulse and an optical gate pulse propagate
simultaneously through the detection crystal. Due to the Pockel’s effect, the refractive
index of the crystal at optical frequencies acquires a linear dependence on the THz
electric field,
notp(ETHz) = nopt − 1
2
rn3optETHz + . . . , (3.6)
where r is the electro-optic coefficient of the material and nopt is the equilibrium
refractive index. For anisotropic materials r is a tensor with orientation dependent
components. The detection crystal therefore acquires a THz field dependent bire-
fringence that leads to phase retardation between the two components of the optical
pulse polarization, i.e. the polarization is rotated by an angle that depends on the
amplitude and phase of the THz transient. The polarization rotation can be measured
by detecting the difference in intensity, ∆Iopt, between both polarization components,
using a pair of balanced photodiodes,
∆Iopt ∝ Iopt
ωoptr41n
3
optETHzL
c
, (3.7)
where r41 is the only non-zero component of the electro-optic tensor for the zincblende
crystals commonly used for THz detection (cf. Appendix B), and L is the crystal
thickness. Eq. 3.7 is valid for small THz fields. The optical pulse duration is typically
∼ 30 times smaller than that of the THz pulse, so that scanning the delay time
between the optical and the THz pulses enables the mapping of the complete THz
temporal waveform.
Different crystals have different electro-optic coefficients. Depending on the THz
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field strength the appropriate crystal must therefore be chosen so as to maximize the
dynamic range of the measurement while remaining in the range of validity of Eq.
3.7, i.e. while preventing an over-rotation of the optical polarization which would
make the determination of the THz field transient significantly more complex (cf.
Appendix B). Typically 1mm thick ZnTe crystals are used to detect THz fields with
< 1kV/cm. For THz field amplitudes in the 0.3 − 1MV/cm range, generated from
LiNbO3 crystals, GaP crystals with thicknesses of 300µm are typically used.
3.2 THz time domain spectroscopy
Most spectroscopies yield information about the intensity of the electromagnetic radi-
ation, rather than its field. Kramers-Kronig relations must then be used to extract the
complex material parameters. THz time domain spectroscopy (THz TDS) is unique
in that it gathers information about both the amplitude and the phase of the THz
field, thereby enabling the direct calculation of the real and imaginary parts of the
conductivity or dielectric constant. The work presented in this thesis corresponds to
THz TDS measurements performed on thin film samples in a transmission geometry.
The calculation of the sample conductivity, σ˜sam, from the THz transmission will thus
be provided for that situation. The transmission is given by
T (ω) =
Esam(ω)
Eref (ω)
, (3.8)
where Esam and Eref are the Fourier transforms of the THz waveforms transmitted
through the sample and reference. Eref corresponds to the signal that propagates
through everything in the system but the sample itself. For the thin film samples
studied in this thesis the reference is a piece of the substrate on which the film is
deposited.
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Figure 3.3: (a) Free space spectra of THz fields from ZnTe (red) and LiNbO3 (blue)
crystals. (b) Low THz field waveforms transmitted through the reference and the
sample, for a 200nm VO2/(100)TiO2 sample at 380K, i.e. in the metallic phase of
VO2.
Starting from the polarization dependent Fresnel equations for transmission and
reflection, and including both a phase shift term due to propagation through the
materials (sample and substrate) and a Fabry-Perot term due to multiple superim-
posed reflections within the optically thin film, T (ω) can be written as a function of
the refractive indices and the dimensions of the sample and substrate. For normal
incidence and assuming the sample to be in air (n˜air = 1) one obtains
T (ω) =
2n˜sam(n˜sub + 1)e
iωd
c
(n˜sam−1)
(n˜sam + 1)(n˜sub + n˜sam) + (n˜sam − 1)(n˜sub − n˜sam)e 2iωdc n˜sam
e
iω∆L
c
(n˜sub−1),
(3.9)
where n˜sam = n˜sam(ω) and n˜sub = n˜sub(ω) are the refractive indices of the film and the
substrate (whose frequency dependence is omitted for clarity), d is the film thickness,
c is the speed of light and ∆L is the difference in thickness between the reference and
the substrate on which the sample is deposited (leading to a time delay between both
waveforms, as shown in Fig. 3.3b)). Assuming ωd
c
n˜sam << 1 and n˜sam >> n˜sub > 1,
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and recalling σ˜sam = iω0(1− n˜2sam), Eq. 3.9 becomes
T (ω) =
1 + n˜sub
1 + n˜sub + Z0σ˜sam(ω)d
e
iω∆L
c
(n˜sub−1), (3.10)
where Z0 =
1
c0
= 377Ω is the free space impedance. Analytically solving Eq. 3.10
or numerically solving Eq. 3.9 yields approximate or exact solutions to the material
constants of the sample, expressed as a complex conductivity, σ˜sam(ω), or refractive
index, n˜sam(ω).
The general expression for T (ω) becomes more complex when dealing with anisotropic
samples, where the refractive index differs along different crystal axis. However, it
takes the same form as Eq. 3.9 in the case of normal incidence, which is always the
case in the studies presented in this work. If the substrate is itself anisotropic, care
must be taken to align the sample and the reference so as to match the substrate
orientations. This discussion is relevant for the results presented in Chapters 4 and
5.
As mentioned above (cf. Fig. 3.1), THz TDS probes probes low frequency excita-
tions. In the case of metals this corresponds essentially to the Drude component of
the sample conductivity spectrum. The Drude conductivity is given by
σ˜(ω) = σDC
1−iωτ , (3.11)
σDC = ω
2
p0τ and ω
2
p =
Ne2
0m∗
. (3.12)
Here, ω is the THz frequency, τ the Drude scattering time, ωp the plasma frequency,
N the carrier density, e the unit charge and m∗ the carrier effective mass.
σ˜sam calculated above can be fitted to σ˜(ω) to yield all the parameters of the Drude
model, in particular σDC . THz TDS therefore provides the same information as DC
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conductivity (or resistivity) measurements, with the added benefits of time-resolution
and lack of need for electrodes: it corresponds to an all-optical, contact-free probe
that yields an ultrafast snapshot of the far-infrared conductivity.
The advent of high THz field sources — used as such or complemented by meta-
material structures that locally enhance the THz field on the sample (cf. Appendix
C) — has provided THz TDS with additional capabilities. THz measurements are
no longer limited to the linear regime and THz induced nonlinear effects can now be
accessed, as revealed by intervalley scattering and impact ionization in GaAs [51, 52],
or by carrier release and heating leading to the IMT in VO2 [32]. In particular, as de-
tailed in the next section, THz pulses can now be used as the pump that photoexcites
the system rather than only as the probe that measures the time dependent response
of its far infrared properties.
Finally, it is important to mention a few limitations of THz TDS, which must be
kept in mind when designing experiments or analyzing experimental data. First of all,
most experiments are performed in transmission. This geometry guarantees an exact
determination of the amplitude and phase of the THz signal after the sample, and
hence an exact determination of the complex material parameters. Such accuracy
is possible but much more challenging in a reflection geometry. Measurements in
transmission limit 1) the study of metallic samples to thin films, so that a finite
fraction of the THz pulse is transmitted; 2) the choice of substrate to materials
which are transparent in the THz frequency range; 3) the lowest conductivity that
can be accurately measured to 50− 100(Ωcm)−1. Furthermore, independently of the
measurement geometry, the large wavelength characteristic of the THz range (300µm
at 1THz) limits the focal spot size to typical diameters on the order of 1mm, which
in turn limits the size of the samples that can be studied.
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3.3 Ultrafast spectroscopy: THz and optical
Studying the dynamics associated with characteristic material properties is essential
in order to further one’s understanding of most condensed matter systems, in par-
ticular of transition metal oxides. Excitation sources that are both faster than the
relevant timescales and intense enough to drive the material out of equilibrium are
required. An ultrashort intense pump pulse, used to excite the sample, is followed by
an ultrashort, low intensity probe pulse which hits the sample at a variable time delay
with respect to the pump. Detecting the change in the reflected or transmitted probe
signal as a function of time delay relative to the pump yields information about the
dynamics response in the material. Ultrafast Ti:Sapphire lasers provide optical pulses
with durations in the tens of femtosecond range, short enough to access dynamics such
as those of charge carriers in gold samples [53, 54].
Given the strong interplay between different degrees of freedom in transition metal
oxides, the challenge for studying their dynamics lies in tuning the pumping and prob-
ing frequencies so as to selectively excite and detect specific modes in the system: this
provides information about relaxation timescales, coupling dynamics and excitation
pathways in these complex materials. Intense ultrafast table-top sources are now
available for frequencies ranging from the optical to the THz range, thereby enabling
a variety of pump - probe configurations. Optical pump - optical probe measurements
of VO2 have revealed its electronic and phonon dynamics [18, 55, 56]. The timescale
and mechanism associated with the phase transition in VO2 have been measured in
optical pump - THz probe experiments [31], and the same technique was used to study
conductivity modulations due to optically induced acoustic modes in V2O3 [46]. Spin
and magnetization dynamics have been studied using optical pump - optical probe
in Ni and Py [57, 58], but also THz pump - optical probe in NiO [59] and THz
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pump - THz probe in Co [60]. Superconducting gap dynamics are accessible indi-
rectly through an optical pump [61] or directly through a THz pump [62]. Also, x-ray
probes are extremely interesting in that they provide access to time-resolved orbital or
structural dynamics. They are available as table-top Angle-Resolved Photoemission
Spectroscopy (ARPES) systems giving access to e.g. the surface charge dynamics
in topological insulators [63], or as the larger scale x-ray Free-Electron Laser (FEL)
facilities which enable studies such as those of spin reversal dynamics in GdFeCo [64].
Time-resolved studies with controllable pump and probe frequencies also enable
the study of metastable phases accessible only through photoexcitation. These pho-
toinduced phase transitions differ from equilibrium phase transitions driven by a
change in a specific system parameter — e.g. temperature, pressure — in that they
require a large amount of energy to be selectively deposited in a specific mode of the
system so as to overcome the large energy barrier existing between the equilibrium
ground state and the photo-accessible one (cf. Fig. 3.4). Once the photoinduced
transition has occurred, the sample remains in the new metastable ground state as
long as it doesn’t acquire the necessary energy to overcome the energy barrier and
fall back into the equilibrium ground state. [4]
3.3.1 Photoexcitation
The results presented in this work consist of optical or THz pump - optical or THz
probe investigations of transition metal oxides. Excitation in the optical range (∼
1.5−3eV ) couples to the electronic degrees of freedom in the system, and corresponds
essentially to an ultrafast temperature quench. The dynamics are illustrated by Fig.
3.5.
Before the arrival of the pump pulse the sample is in equilibrium, with equal
temperatures for the electronic (Te) and lattice (Tl) subsystems. An intense sub-
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Figure 3.4: Photoinduced phase transition: non-equilibrium photoexcitation by an
intense ultrashort pulse selectively tunes the order parameter of the material and
places the latter in a metastable excited state. The system remains in this new
effective ground state until it acquires enough energy to overcome the energy barrier
and fall back into the equilibrium ground state. [4]
100fs pulse preferentially excites the electrons, leading to an abrupt change in Te, and
drives the sample into a non-equilibrium state. Following electron thermalization
the two subsystems have different temperatures, Te > Tl. Electron-phonon coupling
leads to sample equilibration within a few picoseconds, such that Te = Tl, but the
system remains hotter than before the excitation. Relaxation to the initial equilibrium
temperature occurs through thermal diffusion into the substrate or transversely in the
sample plane, typically on a nanosecond timescale.
The photoinduced temperature increase can be derived from the specific heat of
the sample for a given energy density deposited by the pump pulse. More powerful
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Figure 3.5: Photoexcitation by a sub-100fs optical pulse heats the system and
drives the electronic distribution out of equilibrium. Electron thermalization occurs
on the timescale of 100s of fs. Te and Tl then equilibrate through electron-phonon
coupling, on a ps timescale. The system eventually returns to equilibrium when heat
diffuses away, typically on a ns timescale.
predictions can however be obtained from the two temperature model (TTM), which
quantitatively estimates the temporal evolution of Te and Tl by solving a system of
coupled differential equations. The energy density deposited by the optical pump
pulse into the sample, E , leads to an increase in Te determined by the electronic
specific heat, Ce(Te). The electron-phonon coupling constant, gep, and the lattice
specific heat, Cl — which here includes the latent heat, when applicable —, determine
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the subsequent increase in Tl.
Ce(Te)
∂Te
∂t
= ∇(Ke∇Te)− gep(Te − Tl) + E (3.13)
Cl(Tl)
∂Tl
∂t
= ∇(Kl∇Tl) + gep(Te − Tl), (3.14)
where Ke and Kl are the electron and lattice thermal conductivity, which must be
included in the model when temperature variations due to thermal diffusion become
relevant on short timescales.
The picture above is valid for optical excitation, where the energy density, Eopt, is
determined by the optical fluence, the sample reflection coefficient, the penetration
depth into the sample and the sample thickness. However, the method applies for any
excitation that leads to energy density being deposited in the sample, in particular
excitation in the THz range. In this case the energy density, ETHz, can be estimated
from Joule heating of the sample due to the electromagnetic radiation, which can be
written in terms of the real part of the sample conductivity, σ, using Ohm’s law,
ETHz = ~J. ~E = σ| ~E|2. (3.15)
In this picture THz excitation leads also to heating in the sample, as long as
σ > 0. However, THz pumping can be taken beyond Joule heating and gain an
increased potential compared to photoexcitation in the optical range, in the sense that
it can directly activate selected modes of the system. Following optical pumping such
modes can only be excited through coupling with the initially photoexcited electronic
degrees of freedom. Mode selectivity of the photoexcitation mechanism is extremely
relevant in the study of complex materials, where coupling between different degrees
of freedom is undoubtedly intricate. THz pump experiments have revealed resonant
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coupling of the radiation to characteristic modes of the sample, THz field induced
tunneling and ultrafast carrier acceleration [65]. The exact excitation mechanism
depends on the relation between the THz field amplitude and bandwidth on the one
hand, and the characteristic energy scales of the material on the other.
3.3.2 Probing of the photoinduced dynamics
In order to detect the photoinduced dynamics, a probe pulse hits the sample at a
variable time delay with respect to the pump pulse. The change in the equilib-
rium transmitted (Treq) or reflected (Req) probe signal, ∆Tr or ∆R, respectively,
is detected by modulating the pump beam repetition rate using an optical chopper.
Treq + ∆Tr or Req + ∆R can be directly measured by chopping the probe beam,
but the sensitivity of the measurement is decreased, and drift of the signal amplitude
during the scan becomes an issue.
Probing in the optical frequency range can yield a variety of information, depend-
ing on the exact setup geometry. Photoinduced spectral weight transfer at the given
optical frequency can be accessed, as well as excitation of lattice or spin degrees of
freedom which appear as periodic modulations of the amplitude or polarization of the
optical beam. These are but a few examples of the capabilities associated with optical
probing, which have led to a better understanding of electron-phonon relaxation in
wide-band metals [53, 54], optical and acoustic phonons in VO2 and V2O3 [46, 56],
or spin waves in Ni and Py [57, 58].
Probing in the THz frequency range makes use of the capabilities of THz TDS,
described in the previous section. The far infrared conductivity dynamics are followed
by varying the time delay between the pump and probe pulses. If the transmitted THz
probe signal undergoes a photoinduced change in phase, corresponding to a change
in the imaginary part of the conductivity, a full THz TDS scan must be acquired at
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each time delay. However, if only the signal amplitude is modified by the pump the
conductivity dynamics can be derived by following the evolution of a single point on
the THz waveform as a function of pump - probe time delay. The absolute change
in conductivity is determined for a given positive time delay by taking a full THz
TDS scan of the photoexcited sample and calculating the corresponding conductivity,
σ˜eq + ∆σ˜. This value is used to calibrate the time dependent scan, finally yielding
a quantitative measure of conductivity dynamics. Tracking the THz conductivity
evolution following photoexcitation at a specific frequency enables studies such as e.g.
metal-insulator transition dynamics and pathways [31, 66, 46, 67, 68] and Cooper pair
breaking in superconductors [61].
Probe beams at frequencies other than optical or THz give access to additional
information about the photoinduced alterations in the properties of the material. X-
rays, in particular, are extremely versatile in that they can probe both the structure
and the electronic distribution. More details about these techniques are provided in
Chapter 6.
3.4 Implementation
Finally, Figs. 3.6 and 3.7 illustrate the practical implementation of the experimental
setups described in the present chapter. Both systems rely on Ti:Sapphire amplified
systems (cf. Appendix A), which provide 35fs duration pulses at 1kHz. Also, in
both cases the sample is held in a cryostat which can be pumped down to 10−6mbar
and whose temperature can be varied between approximately 4K and 400K.
Fig. 3.6 corresponds to a THz TDS system where THz radiation is generated
from a 1mm thick (110)ZnTe crystal. The fraction of the 1W optical line that is
not converted to THz is filtered by a teflon window. The THz beam is then focused
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onto the sample by a 90◦ off-axis parabolic mirror (OAP). A pair of OAPs collimates
and focuses the transmitted THz onto a 1mm thick (110)ZnTe detection crystal. An
optical line with a few 10mW s is used for THz detection. It is focused and combined
with the THz beam in the detection crystal using a pellicle beamsplitter, and its linear
polarization is made circular by a 1/4-wave plate. The polarization components are
split by a polarizing beamsplitter and detected by two photodiodes. The presence of
the THz transient in the detection crystal leads to a change in the difference between
the intensity of the two polarization components, and is detected using a lock-in
amplifier synchronized to the 500Hz frequency defined by an optical chopper.
A third optical line is shown, which can be used for optical pumping in time re-
solved THz spectroscopy experiments. In that case the chopper can be moved to the
pump line, for increased measurement sensitivity. Optical probing, not shown in Fig.
3.6, can also be added to the system by splitting a fraction of the THz generation
beam for the optical probe line.
Fig. 3.7 illustrates a high THz field based setup. Approximately 2.5W are used
for the THz generation line, whose pulse front is tilted by a 1800l/mm grating. By
adjusting the grating input and output angle (for diffraction order−1), an appropriate
pulse tilt angle can be achieved. This angle is such that it leads to a 62◦ tilt angle
inside the LiNbO3 crystal. A pair of cylindrical lenses (with focal lengths of 250mm
and 150mm, in the horizontal direction) image the spot on the grating onto the 8mm×
8mm face of the LiNbO3 crystal. Before the crystal the optical beam polarization
is rotated from horizontal to vertical using a 1/2-wave plate, so as to match the
orientation of the LiNbO3 crystal. Again, a piece of teflon is used to filter out the
residual optical beam. A pair of THz wire-grid polarizers is used to vary the THz
field amplitude. THz detection is achieved as described above, but using a 300µm
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Figure 3.6: THz TDS and optical pump - THz probe setup, based on a 1kHz
repetition rate Ti:Sapphire amplified system. A 2.5W beam of 35fs pulses centered
at 800nm is split into three lines for THz generation, THz detection and optical
photoexcitation. THz radiation is generated and detected in ZnTe crystals.
thick (110)GaP crystal instead of the 1mm thick (110)ZnTe crystal. Imaging of the
THz spot size at the crystal onto the sample, and then onto the detection crystal
is achieved using four OAPs, with diameters of 3”, 4”, 4” and 3”, and focal lengths
of 7”, 4”, 4” and 5”, respectively along the THz beam path. A focal spot size of
∼ 1.2mm is achieved at the sample, yielding a maximum THz field of ∼ 350kV/cm.
A second beam line is used for probing in THz pump - optical or THz probe
experiments. Fig. 3.7 illustrates the case when a THz probe is used, the optical
probe case being simpler to implement. The THz probe beam is generated and
detected as described in Fig. 3.6, and it is combined with the THz pump beam
using a THz wire grid polarizer. The horizontally polarized THz probe is reflected
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off the second polarizer on the vertically polarized THz pump beam path. Focusing
the optical beam before the ZnTe generation crystal yields a ∼ 1mm spot size at
the sample for the THz probe beam, smaller that that of the THz pump, as required
for uniform excitation of the probed area in pump - probe experiments. A silicon
beamsplitter can also be used for coupling the THz probe onto the THz pump beam
path. This second option allows more flexibility since the THz probe polarization can
be set parallel or perpendicular to that of the THz pump, but it has the significant
drawback of reducing the THz pump field by half.
More details about the materials used in THz setups is included in Appendix B.
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Figure 3.7: High field THz TDS and THz pump - optical or THz probe setup, based
on a 1kHz repetition rate Ti:Sapphire amplified system. Half of a 3.5W beam of 35fs
pulses centered at 800nm is split into three lines for high field THz generation, THz
detection and optical or THz probing. THz radiation is generated in a LiNbO3 / ZnTe
crystal, and detected in a GaP / ZnTe crystal, for the high / low THz spectroscopy
lines, respectively.
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Chapter 4
Strain effects in VO2/TiO2 films
As presented in Chapter 2, vanadium dioxide has a complex phase diagram where
pressure plays a fundamental role in tuning the material parameters as well as their
temperature dependence. Externally applied pressure studies exist in bulk and film
samples, as well as in nanobeam structures [69]. However, the anisotropic structure
of VO2 causes the unstrained samples to crack along the rutile c-axis, cR, and make
the application of pressure without destruction of the sample rather challenging. One
solution to this problem is to rely on epitaxial application of strain, taking advantage
of the lattice mismatch between the sample and the substrate material. In the case of
VO2 epitaxial strain has be applied using TiO2 substrates with different orientations
to induce different degrees of strain in the material [70, 71], or more recently using
(001)TiO2 substrates with an intermediate RuO2 layer with varying thickness such
that the degree of strain can be finely controlled [29].
Here we use THz TDS to investigate far-infrared properties of VO2 thin films,
strain engineered through epitaxial growth on (100)R and (110)R TiO2 substrates [21].
Subsequent near-field measurements have clarified the mesoscopic origin of some of the
features observed through THz TDS [22, 72]. This work demonstrates the potential
of strain engineering to tune the properties of complex materials while also serving
as a powerful discriminatory tool to probe microscopic responses.
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The (100)VO2 films exhibit large uniaxial tensile strain along the rutile c axis.
X-ray diffraction measurements reveal a structural transition temperature of 340K,
while independent THz conductivity measurements yield an insulator-to-metal tran-
sition temperature of 365K along cR. These results indicate that strain engineered
tuning of vanadium a1g and e
pi
g orbitals controls the IMT transition temperature along
cR, and suggest a Mott-Hubbard behavior along the cR axis. Along cR the conduc-
tivity is approximately 5500(Ωcm)−1, comparable to bulk single crystals. The tensile
strain leads to remarkably uniform cracking oriented along cR, resulting in a large
conductivity anisotropy in these single crystal epitaxial thin films. The results are
discussed in the context of previous measurements and calculations of the properties
of VO2, under different strain conditions. Near-field measurements illustrate the evo-
lution of the IMT at the mesoscopic scale, and in particular reveal the spontaneous
symmetry breaking that characterizes temperature cycling across the IMT in these
highly strained and partially cracked films.
(110)VO2 films exhibit large uniaxial tensile strain along cR while retaining their
single crystalline structure. THz conductivity measurements reveal anisotropy in the
IMT evolution for the two in-plane directions. The final metallic conductivity is ap-
proximately the same (comparable to bulk single crystals) and is reached at the same
temperature, but the transition along [11¯0]R spreads over a wider temperature range.
Strain induced orbital tuning cannot simply account for this conductivity behavior
but a clear picture is provided by near-field measurements, which illustrate the de-
velopment of [11¯0]R oriented metallic stripes across the IMT. The lack of cracking in
these strained single crystal films is consistent with the twinned structure observed
in XRD studies.
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4.1 Techniques
4.1.1 THz TDS of anisotropic VO2/TiO2 samples
For the present measurements, we investigate highly strained epitaxial (100)R and
(110)R VO2 thin films. The far-infrared conductivity is measured using non-contact
polarization sensitive THz time-domain spectroscopy (THz-TDS) providing direct
access to the coherent quasiparticle response along bR or cR by simply changing the
sample orientation. Previous investigations of VO2 using THz spectroscopy [18, 73,
31, 74, 75, 76, 77, 78, 79, 80, 81] have focused on the mechanism and dynamics of
the IMT or on technological applications without, however, analyzing the anisotropic
properties and the resultant impact on the temperature dependence of the structural
and electronic transitions.
The characteristic rutile structure of TiO2, where the c-axis is distinct from the
a and b axes, gives rise to a large refractive index anisotropy of this material in the
THz range. Taking the (100)R TiO2 orientation as an example, such an anisotropy
leads to a slower propagation of the laser pulse along cR than along bR, which enables
the distinction between transmitted THz signals with polarization parallel to cR from
THz signals with polarization perpendicular to bR. Figure 4.1(a) illustrates this
signal separation in time for both sample and reference at two stages of the IMT
in VO2/(100)TiO2. The constant ∼ 0.4ps time shift between sample and reference
stems from the difference in thickness between the sample substrate and the reference,
termed ∆L in Chapter 3. Both sample and reference can thus be accurately oriented
with respect to the incident field polarization (Figure 4.1(b)), so that far-infrared
properties along a specific axis of the VO2 film can be determined. Temperature
dependent experimental characterization of the TiO2 substrate in the THz range,
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using THz TDS, has led to values of
ne ' 12.4− 6× 10−4∆T + 1.2i
no ' 9.1− 3× 10−4∆T + 0.4i
for the refractive index along cR and bR, respectively, in accordance with previous
results [82]. Here, ∆T stands for the temperature deviation with respect to room
temperature. This approximation to the TiO2 complex refractive index holds be-
tween room temperature and 400K; it does not take into account the temperature
dependence of the imaginary part, which is negligible here.
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Figure 4.1: (a) THz transmission along cR and bR (vertically offset) in the 100nm
(100)R VO2/(100)TiO2 sample (solid) and in the TiO2 reference substrate (dashed),
below (blue) and above (red) TIM . THz propagation is slower along cR than along bR.
(b) The cR axis (bR axis) of the films is oriented parallel to the THz field polarization
in order to measure the transmission along cR (bR). [21]
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4.1.2 Complementary near-field studies of strained VO2 thin films
Near field studies of VO2 have provided significant insight into the mechanism of
the IMT, in particular through a visual confirmation of the nucleation and growth
mechanism that accompanies it on the mesoscopic scale [19]. These previous studies
used unstrained VO2 films and have not investigated the strain dependence in the
development of metallic features.
Scattering-type scanning near-field optical microscope (SNOM) enables topographic
mapping, near-field imaging and nano-Fourier transform IR spectroscopy (nano-FTIR).
This is achieved by combining an AFM tip with an IR laser and detecting the IR sig-
nal, S, back scattered by the tip. This signal is demodulated at harmonics n of the
tip scattering frequency: for n ≥ 2 the detected Sn corresponds to the pure near-field
response, yielding local dielectric properties with a spatial resolution limited only by
the tip dimensions, here ∼ 20nm. < 100fs mid-IR pulses, with frequencies in the
650 ∼ 1400cm−1 range, are generated by difference frequency generation of radia-
tion from a 40MHz Er-doped fiber laser in a GaSe crystal. Probe mid-IR pulses
can be used for near-field imaging, by detecting the integrated broadband mid-IR
scattered signal, or for spectroscopy, using a Michelson interferometer for detection.
Simultaneous topographic and near-field images can be acquired, which provides si-
multaneous information about the electronic and structural properties of the sample
with nanoscale resolution. Sample temperature can be controlled by heating the sub-
strate with a stage or by thermally pumping the system with 1.56µm pulses from the
Er-doped fiber laser, whose 25mW power (on a 20µm spot) can be lowered using a
neutral density filter. The latter configuration is made possible by the slow recovery
time of VO2 compared to the laser repetition rate (25nm). It leads to less thermal
drift, i.e. better stability and less noise in the near-field imaging data, and can be
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calibrated to a temperature scale by comparing the images with those obtained using
a conventional heating stage.
The SNOM experimental setup is shown schematically in Fig. 4.2. SNOM mea-
surements were performed by Mengkun Liu and Martin Wagner in Professor Dimitri
Basov’s group at the University of California, San Diego.
Figure 4.2: SNOM measurement setup. Sample temperature is controlled locally by
the power of the near-IR pump. Near-field information is contained in the IR probe
signal backscattered by the AFM tip. In this configuration AFM topographic data
and near-field images can be simultaneously acquired. [72]
4.2 Thin film VO2 samples: characterization
VO2 films were deposited on rutile TiO2 substrates by temperature optimized sput-
tering from a vanadium target, using the reactive bias target ion beam deposition
technique in an Ar+O2 gas mixture; details of the growth conditions can be found
in Ref. [83]. The samples morphology was characterized by optical, atomic force
(AFM) and scanning electron microscopies (SEM), and the film microstructure was
analyzed by temperature dependent X-ray diffraction (XRD). Film deposition and
XRD measurements were performed by Kevin West and Salinporn Kittiwatanakul in
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Professor Stuart Wolf’s group at the University of Virginia.
4.2.1 Characterization of VO2/(100)TiO2 thin films
100nm and 250nm thick VO2 films were deposited on rutile (100)R TiO2 substrates.
Detailed room temperature XRD of the 100nm thick VO2 film along three directions
— (200)R, (110)R, and (101)R — confirms the single crystal nature of the sample
and yields the lattice parameters of the material: 4.52A˚ along aR, 4.46A˚ along bR
and 2.89A˚ along cR (Figure 4.3(a)). Comparing these values with those in the rutile
phase of bulk VO2 [84] yields strain values of −0.83% along aR, −2.17% along bR, and
1.41% along cR, indicative of a compressive strain along aR and bR, as opposed to a
tensile strain along cR. Such strain values along cR are comparable to those achieved
in one-dimensional VO2 nanobeams [26]. Bulk rutile TiO2 has larger lattice constants
than bulk rutile VO2 along all directions so one would expect that both bR and cR
would expand in (100)R VO2 films grown on a (100)R TiO2 substrate. However, the
expansion along cR surpasses the substrate clamping effect along the bR-axis, leading
to a compressive strain in the abR-plane. This behavior is also observed in the 250nm
thick film, with strain values of −0.68% along a250nmR , −1.94% along b250nmR and 0.86%
along c250nmR .
Temperature dependent XRD results for the 100nm thick film (Figure 4.3(c)) show
that a small aR-axis expansion, ∼ 0.1%, occurs during the structural transition. This
transition occurs at a temperature T filmSt ' 340K ' T bulkSt , the same as in bulk, and
shows the expected hysteric behavior. (From here on TSt will refer to both bulk and
film structural transition temperatures.) The aR-axis expansion in the (100)R VO2
strained sheet can be compared to that in bulk VO2, estimated as
aR−bM
bM
' 0.6−0.8%
[85, 86], where bM is the equivalent of aR in the bulk monoclinic insulating structure.
The order of magnitude difference between the lattice parameter variation in the
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Figure 4.3: XRD characterization of the 100nm VO2/(100)TiO2 thin film. (a) Room
temperature XRD along (200)R, (110)R, and (101)R. (b) Temperature dependent
XRD. The TiO2 and VO2 (200)R peaks shift with temperature, with no evidence
of the development of any additional structural phase. (c) Temperature dependence
of the aR-axis lattice spacing, deduced from (b): the structural transition occurs at
TSt ' 340K. The expected linear increase of the aR-axis lattice spacing of TiO2 with
temperature is also observed. [21]
film and that in bulk stems from the clamping effect of the rutile TiO2 substrate.
This is consistent with the large strain observed in room temperature XRD, caused
by the strong substrate clamping effect. The structural change exhibited at 340K
by the strained VO2 thin films is thus smaller than the change observed in bulk
VO2. Since VO2 shares the TiO2 rutile structure at high temperatures, the reduced
structural change is expected to have an impact mainly on the low temperature VO2
film structure. The temperature dependent (200)R 2θ plots from which the data in
Figure 4.3(c) were extracted are presented in Figure 4.3(b). These raw data provide
further support to the observation that the clamping effect due to the substrate is
very strong, thereby preventing the development of significantly different structural
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phases in the strained VO2 film. The temperature dependent XRD results for the
250nm thick film are analogous to the results for the 100nm thick film.
Figure 4.4(a) is an AFM phase image of the 250nm film, showing periodic buck-
ling of the film parallel to cR with inter-ridge spacings on the order of 1µm. The
depth profile yields nanosized ridges, ∼ 15nm high. The SEM image in Figure 4.4(b)
confirms the ∼ 250nm thickness of the film. It reveals the presence of cracks whose
depth matches the film thickness, and gives an estimate of about 30nm for their
width. These nanocracks were not resolved by the AFM (Figure 4.4(a)) due to lack
of tip sensitivity.
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Figure 4.4: Characterization of the 250nm thick (100)R VO2/(100)TiO2 film.
(a) AFM phase image (0◦-5◦ scale) and corresponding height profile: the 250nm
sample shows buckling induced ridges along cR (height indicated by the arrows:
∆z = 14.307nm). (b) SEM image of a section of the sample (seen from the edge, the
surface and the cross section being located as labeled) showing a ∼ 30nm wide crack.
[21]
The optical images of the 100nm (Figure 4.5(a)) and the 250nm (Figure 4.5(b))
films confirm the ∼ 1µm period spacing of the cracks along cR. Also, the observed
uniformity in the distribution of cracks is an indication that the films are strained
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in a highly homogeneous and oriented fashion. This crack distribution enables a
comparison of the present results with those of VO2 nanobeams, aligned along cR
[26, 69, 25, 87, 27], although the film dimensionality gives access to the properties of
strained VO2 along more than one axis. Such cracking uniformity was achieved by op-
timizing the growth conditions of the samples, in particular the growth temperature.
In the case of (100)R VO2 films the growth temperature was set to ∼ 500◦C. Films
grown at ∼ 450◦C show cracking along different directions, which makes their charac-
terization along cR less straightforward. Along with XRD φ-scans (not shown), which
show a perfect overlap of vanadium (V) and titanium (Ti) peaks, the directionality
of cracks illustrates the absence of twinning in (100)R VO2 films.
All subsequent analysis is analogous for both 100nm and 250nm thick films, which
exhibit cracks uniformly oriented along cR (Figure 4.5). Unless otherwise specified
the results refer to the 100nm thick sample.
4.2.2 Characterization of VO2/(110)TiO2 thin films
50nm, 103nm, 200nm and 300nm thick VO2 films were deposited on rutile (110)R
TiO2 substrates. Room temperature XRD of the 100nm thick VO2 film in-plane
(Fig. 4.6(a)) and out-of-plane (Fig. 4.6(b)) confirms the single crystal nature of the
samples. 1 − 2% tensile strain along cR arises due to lattice mismatch between the
TiO2 substrate and the VO2 film. Such high degree of strain can be withstood by the
film thanks to twinning of the structure, as revealed by the φ-scans of Figs. 4.6(c)
and 4.6(d). Whereas TiO2 (Fig. 4.6(d)) exhibits only two Ti peaks, spaced by 180
◦
in φ, VO2 (Figs. 4.6(c) and 4.6(d)) exhibits two 90
◦-spaced pairs of 180◦-spaced V
peaks. The V pair that is offset by 90◦ from the Ti peaks has lower intensity that the
pair that is aligned with the Ti peaks. A small fraction of the VO2 film is therefore
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Figure 4.5: Characterization of VO2/(100)TiO2 thin films. Optical images of the
(a), (b) 250nm and (c) 100nm films: the samples show buckling induced ridges along
cR, spaced by ∼ 1µm. [21]
aligned perpendicularly to the remaining VO2, and to the TiO2 substrate.
An additional mechanism for strain relaxation in single crystalline VO2 thin films
is cracking, as mentioned above for VO2/(100)TiO2 samples. Such cracking is not
observed in VO2/(110)TiO2, independently of the film thickness. Fig. 4.7(a) shows
a 7µm × 7µm AFM image of a 300nm film where cracks are absent. Similarly, an
100µm scale optical image of a 200nm film is shown in Fig. 4.7(b), also revealing a
uniform and crack-free surface. The absence of cracks is understandable since strain
is accommodated by twinning, as mentioned above.
Characterization data are shown for selected film thicknesses, but they are equiv-
alent for all other thicknesses considered.
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Figure 4.6: XRD room temperature characterization of the 100nm VO2/(110)TiO2
thin film. 2θ-scans along (a) (200)R and (b) (110)R. φ-scans of (c) the film alone,
and (d) the film and the substrate, indicating twinning of the structure.
4.3 Strain induced anisotropy in VO2/(100)TiO2 thin films
4.3.1 Conductivity anisotropy and IMT transition temperature increase
in VO2/(100)TiO2
Figs. 4.1(a) and 4.9(a) show that upon increasing the temperature from the insulating
to the metallic phase the THz peak transmission in the 100nm (100)R VO2 film
decreases by ∼70% along the cR-axis and by ∼15% along the bR-axis, and the THz
peak transmission in the 250nm (100)R VO2 film decreases by ∼85% along the cR-axis
and by ∼15% along the bR-axis. These figures therefore clearly illustrate the time
domain THz transmission anisotropy of the 100nm and 250nm (100)R VO2 samples.
Figure 4.8(a) shows the temperature dependent far infrared conductivity for the
100nm (100)R VO2 thin film, obtained from the transmission data as detailed in
Chapter 3. The conductivity along cR shows a clear transition from the insulating to
the metallic state with a narrow hysteresis, which is indicative of the high quality of
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Figure 4.7: AFM and optical characterization of VO2/(110)TiO2 thin films. The
sample shows no sign of buckling or cracking, as seen on an (a) AFM image of the
300nm film, and on an (b) optical image of the 200nm film. [22]
the sample. In the metallic state the conductivity is σcR ' 5650(Ωcm)−1, comparable
to bulk single crystal values [13]. The IMT along cR occurs at a temperature T
cR
IM '
365K. T cRIM is significantly larger than both the structural transition temperature and
the bulk IMT temperature, TSt ' T bulkIM ' 340K. The VO2 film therefore exhibits,
along cR, a ∼ 25K temperature difference between the structural and the metal-
insulator transition temperatures. The combination of the quasi-three dimensionality
of the films, which enables a direct measurement of the strain along the three crystal
axes through XRD analysis, with the polarization sensitivity of THz spectroscopy is
the key to identifying this distinction between the two transition temperatures.
The conductivity along bR also exhibits a transition (see inset of Figure 4.8(a)),
which occurs at T bRIM ' 340K. Along this direction we therefore observe that the struc-
tural and metal-insulator transition temperatures are the same, T bRIM ' TSt ' T bulkIM .
However, the conductivity along bR reaches a high temperature value about 30 times
smaller than the high temperature conductivity along cR. This strong conductivity
anisotropy will be addressed later in the text.
THz TDS results for the 250nm thick sample (Figure 4.9) indicate that its trans-
port properties are similar to those of the 100nm sample. In particular, the high
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Figure 4.8: (a) Temperature dependence of the far infrared conductivity in 100nm
(100)R VO2: σcR ' 30σbR above the IMT temperature; T cRIM ' 365K while T bRIM '
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temperature conductivity along cR remains as good as in bulk VO2 single crystals
[13] while T cRIM ' 365K > TSt. The high temperature conductivity along bR is very
low, < 100(Ωcm)−1, and the IMT temperature can only be estimated as T bRIM ' 340K,
consistent with T bulkIM and TSt and in line with what is observed in the 100nm sample
(Figure 4.8(a)).
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Figure 4.9: (a) THz transmission along cR and bR in the 250nm (100)R VO2 sam-
ple, below (blue) and above (red) TIM , normalized to the low temperature value.
(b) Temperature dependence of the far-infrared conductivity in 250nm (100)R VO2:
σcR ' 6250(Ωcm)−1 for T > T cRIM ' 365K; σbR < 100(Ωcm)−1 and T bRIM can only be
estimated as T bRIM ' 340K. Insets show the THz polarization direction with respect
to the VO2 sample. [21]
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4.3.2 Discussion of the VO2/(100)TiO2 anisotropic THz data
Understanding the contribution of the V3d orbitals to the electronic properties is
crucial in order to explain the large material anisotropy in TIM [88]. As mentioned
in Chapter 2, splitting of the 5-fold degenerate 3d states occurs due to the octahe-
dral coordination of the V atoms (Figure 4.8(b)), resulting in a higher energy doubly
degenerate eg level and a lower energy triply degenerate t2g level. Trigonal distor-
tion further splits the t2g levels leading to an upshifted doubly degenerate e
pi
g state,
responsible for conduction in the abR-plane, while downshifting a non-degenerate cR-
oriented a1g state. Cluster Dynamical Mean Field Theory (cDMFT) calculations [17],
which include the effect of a ±2% strain along cR, have demonstrated that a tensile
strain along cR narrows the a1g derived band and leads to a compressive strain in the
abR-plane, which uplifts the e
pi
g band (Fig. 4.8(c)). In the Mott picture the energy
increase of epig electrons reduces the screening of electrons residing in the a1g band,
thereby enhancing the effect of correlations (i.e. increasing the screened Hubbard U).
As shown in Fig. 4.8(c), this results in an increase of the insulating band gap which
opens, below TIM , between the bonding a1g and the anti-bonding e
pi
g levels, therefore
leading to an increased TIM along cR [9, 89].
The epitaxial strain in the VO2 film can be decomposed into a uniaxial tensile
strain along cR and a uniaxial compressive strain along bR. Along cR, T
cR
IM ' 365K >
T bulkIM , in line with previous experimental results [70], while σcR remains comparable
to the best bulk single crystal values [13]. These results agree with the Mott picture
above, where the increased lattice spacing along cR further increases the ratio of
Coulomb repulsion to the inter-atomic hopping integral, thereby destabilizing the
metallic phase and increasing T cRIM . The Peierls picture predicts a decrease in T
cR
IM
with tensile strain along cR, associated with a stabilization of the metallic state where
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vanadium atoms are unpaired, thus failing to describe the present results along that
axis [17]. Also contrary to the Peierls-driven IMT scenario along cR is the fact that
the structural transition occurs at a temperature TSt ' 340K, ∼ 25K lower than
T cRIM : in a Peierls picture the IMT is driven by the structural transition so that both
transitions would be expected to occur at the same temperature. In contrast to what
happens along cR, the results along bR, where T
bR
IM ' TSt, are compatible with a
Peierls-driven IMT scenario.
As mentioned above, the films analyzed in this work are cracked along cR. The
occurrence of such cracks is common in VO2, in both bulk and strained samples
[90, 91], and it has prevented accurate measurements of the DC conductivity in this
material in the direction perpendicular to cR. Hindered quasiparticle motion along
bR due to the presence of cR oriented cracks is the most likely explanation for the
reduced value of σbR in the strained VO2 films. However, a different scenario could
arise in the THz range. Due to the small value of the far-infrared carrier mean free
path (∼ A˚ [92]) compared to DC, the ∼ 1ps long THz field should be able to couple
to the material along bR despite the cracks along cR. According to this picture, the
uniaxial compressive strain along bR would play a significant role in reducing σbR ,
compared to σcR , while keeping T
bR
IM ' T bulkIM ' TSt. Given the orbitals orientation,
conductivity in the abR-plane is mediated by the e
pi
g orbitals whose energy is controlled
by the overlap between O2p and V3d orbitals [9]. Low conductivity behavior in the
compressed abR-plane for T > TIM would then arise from the e
pi
g states being higher
in energy than in the unstrained case, which reduces their overlap with the Fermi
level (Figure 4.8(d)). VO2 thin films that remain uncracked while maintaining a high
level of strain along bR must be investigated in order to clarify the role of the e
pi
g
orbitals on the high temperature value of σbR , thereby also clarifying the nature of
the IMT along this axis.
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Putting things into a broader perspective, it is interesting to map the strain of
the presently analyzed film onto the VO2 phase diagram in Figure 4.10, constructed
based on past studies of VO2 as a function of temperature, pressure [93, 26] and dop-
ing [94, 95, 96, 97]. In general, it is not trivial to map the effect of doping onto that of
pressure. This was initiated by Pouget et al., who found a one-to-one correspondence
between Cr-doping and the application of uniaxial stress along [110]R [93, 96]. Other
doping experiments tend to indicate that doping ions with radii smaller than V4+
lead to an increase in TIM whereas those with larger radii have the opposite effect
[98]. This is similar to what happens in V2O3, a canonical Mott insulator [38].
Figure 4.10 compiles previous experimental results obtained on VO2 under differ-
ent pressure [93, 26] and doping [94, 95, 96, 97] conditions. P = 0 corresponds to
atmospheric pressure. The application of hydrostatic pressure [99, 100, 13] cannot
be easily interpreted in terms of its influence on the conductivity nor on TIM along
individual axes of the crystalline structure, which corresponds to the main focus of
this study. We therefore do not include hydrostatic pressure data in the phase dia-
gram of Figure 4.10. The dashed white lines delimit the region of the phase diagram
where uniaxial pressure was applied along [001]R (up to 12kbar), both for compression
(P < 0) and tension (P > 0), and along [110]R (up to 1.2kbar), only for compression
(P > 0). Within the rectangle, the dashed red line represents T cRIM versus stress along
cR, [001]R, while the solid red line represents T
cR
IM versus stress in the abR-plane,
[110]R. The dashed black lines separate different insulating phases within the low
temperature monoclinic phase. The dash-dotted line between phases M2 and M4 is
a conjecture [94, 97]. Note that apart from the dashed red line, relative to stress
along [001]R, all the information in the diagram refers to stress along [110]R. The
white oval indicates the phase space characteristic of the present (100)R VO2 samples.
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Figure 4.10: Phase diagram of VO2 for stress applied mostly along [110]R. The black
solid line indicates TIM ; the white oval defines the phase space of the present samples;
uniaxial stress results are presented in the region delimited by the dashed white lines;
doping (V1−xMxO2) leading to reduction (M=Nb5+) or oxidation (M=Cr3+) of V4+
is specified on the top horizontal axis [93, 26, 94, 95, 96, 97] (refer to the main text
for more details). [21]
The uniaxial stress on the films along [110]R has been estimated, respectively for the
100nm and the 250nm samples, to ∼ 20.9kbar and ∼ 18.5kbar, based on the mea-
sured −2.32% and −2.06% strain along (110)R, and on a Young modulus of 900kbar
[101]. These stress values are among the highest ever reported for uniaxial stress on
VO2.
The dependence of TIM on doping, studied in V1−xMxO2 compounds, can be
approximately mapped onto its dependence on applied pressure. Reduction of V4+
is achieved using M = Nb, Mo, W, Ta, Re, Ir, F, Ti, Os, Ru, Tc, etc., with formal
charges of +4, +5 or +6 [96, 98, 88, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111,
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112, 113]. The effect on TIM is similar to that of negative (compressive) stress along
[001]R, yielding dTIM/dx = −0.3 ∼ −28K/at.%M . Oxidation of V4+ is achieved
using M = Cr, Al, Fe, Ga, Ge, Sn, Mn, Co, etc., with formal charges of +3 or +4
[96, 98, 88, 102, 95, 97, 114, 115, 116, 117, 118, 119]. The effect on TIM is similar to
that of positive (tensile) stress along [001]R, yielding dTIM/dx = 0 ∼ 13K/at.%M .
The present results, indicated by the white oval in the phase diagram of Figure
4.10, are comparable to those of Everhart et al., where an anisotropy of about two
orders of magnitude is observed in the metallic phase of bulk VO2 single crystals
doped with iron at 0.076% [120]. The estimated stress in the present films puts
them in a region of the phase diagram where TIM increases with stress, and where a
two phase behavior is expected above TIM . This is consistent with the observation
of both insulating (T < T cRIM) and metallic (T > T
cR
IM) values of σcR in the same
rutile structure, above TSt. The independence of the conductivity behavior from the
structural phase has been reported before [18, 19, 20], though relative to monoclinic
structures. As for the low temperature structure, M4 or rutile seem to be the most
likely candidates although we cannot distinguish between the two. M1, M2 and M3/T
are all structurally too far from rutile [95, 94, 27] to lead to the results shown in Figure
4.3(c), and they are located in different regions of the phase diagram, as seen in Figure
4.10. These observations, along with the strong conductivity anisotropy exhibited by
the present strained thin films, are indicative of an even more complex behavior of
VO2, beyond the currently accepted doping and strain dependence of its structural
and transport properties (Figure 4.10).
Coming back to the conductivity measured in the present strained thin films,
it is important to point out that its anisotropy is unexpectedly large compared to
previous experimental observations and theoretical calculations on VO2 samples [71,
121, 120, 122, 115]. The anisotropy in the DC conductivity,
σcR
σbR
or
σcR
σaR
, in undoped
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VO2 samples is generally >1 for T < TIM but it can take many different values for
T > TIM (Table 4.1). Differences in sample quality and stoichiometry as well as
in conductivity measurement techniques surely affect the results, but variations in
geometry and internal strain / cracking are likely to also have a significant effect on
the anisotropy of metallic VO2.
Tables 4.1 and 4.2 present a review of the experimental and theoretical data on
conductivity anisotropy in VO2, including the effect of externally applied stress. Table
4.1 includes the results for the conductivity anisotropy, above and below TIM , when
no external stress is applied [122, 121, 115, 123, 120, 14, 124, 125, 126, 71, 127].
Table 4.2 presents several results for the strain induced variation of TIM and of the
conductivity in VO2, for situations where hydrostatic or uniaxial pressure is applied
to the samples [128, 99, 100, 13, 93, 129, 70, 20, 71, 130, 26].
As seen in Tables 4.1 and 4.2, in most situations where uniaxial pressure is applied
the conductivity is measured along cR, the only axis along which it is well defined
due to geometry constraints of the samples or to cracking. Few studies determine
the conductivity along aR or bR as a function of applied pressure. In general, it is
agreed that (i) an applied uniaxial compressive (tensile) stress along the cR-axis leads
to an increased (decreased) conductivity for T > TIM ; (ii) an applied uniaxial tensile
(compressive) stress along the cR-axis leads to an increased (decreased) TIM (the
axis along which TIM is measured is not always specified); (iii) a small uniaxial stress
applied along the [110]R direction has no significant effect on the conductivity nor TIM
along cR but it promotes a phase transition between different monoclinic structures
(M1, M2, T/M3, M4), in the insulating phase [93, 95, 94]. Further experiments are
needed in order to systematically measure the conductivity along aR or bR under (i)
an applied uniaxial stress along aR or bR; (ii) an applied uniaxial stress along cR; (iii)
hydrostatic pressure. Also, clear criteria for distinguishing TIM from TSt would be
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publication sample type method anisotropy
below TIM
anisotropy
above TIM
Bongers et al.
(1965)
bulk single crystal
(needle along cR,
6x0.3x0.15mm)
two-probe 2 2.5
Barker et al.
(1966)
bulk polycrystal
(well defined cR)
Hall voltage 0.7-0.8 1.1-2
Kosuge et al.
(1967)
bulk single crystal two-probe 1.14 0.58
Koide et al.
(1967)
single crystal film
on rutile substrate
two probe 2 0.001-0.1
bulk single crystal
(needle along cR,
3x0.8x0.07mm)
two-probe < 1.2 0.33
Everhart et al.
(1968)
bulk single crystal
(4-7x1-4x1-4mm)
four-probe 2-10 7.5
Verleur et al.
(1968)
bulk single crystal reflectivity (0.25-
5eV )
0.28-1.4 0.79-2
Continenza et
al. (1999)
(calculations) model GW (0-
10eV )
3-6.7 N/A
Mossanek et
al. (2007)
(calculations) LDA (0-12eV ) 0.6-> 3 0.7-3.3
Lysenko et al.
(2007)
30nm film on
(012) Al2O3
optical (400nm)
diffraction
1.05 1
Lu et al.
(2008)
40nm film on
(011)R TiO2
star-shaped elec-
trodes
5.14 1
Tomczak et al.
(2009)
(calculations) LDA+CDMFT
(0-5eV )
0.73-1.67 0.96-1.14
Present re-
sults
100nm film on
(100)R TiO2
THz TDS (far in-
frared)
N/A ∼30
Table 4.1: Compilation of previous experimental and theoretical results for the
conductivity (DC, unless otherwise specified) anisotropy,
σcR
σbR
or
σcR
σaR
, in VO2, above
and below TIM , when no external stress is applied. [122, 121, 115, 123, 120, 14, 124,
125, 126, 71, 127, 21]
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publication sample type applied pres-
sure
conductivity
vs. pressure
conductivity
along...
dTIM/dP
[K/kbar]
dTIM/dP
along...
Minomura et al.
(1964)
bulk uniaxial (Drick-
amer cell, up to
160kbar)
not specified not specified -0.46 not specified
Neuman et al.
(1964)
single crystal hydrostatic (up
to 6kbar)
increases below
TIM
not specified no significant not specified
powder hydrostatic (up
to 6kbar)
increases not specified no significant
change
not specified
Berglund et al.
(1969)
bulk single crystal
(0.25x0.25x0.2in,
crack along cR)
hydrostatic (up
to 44kbar)
increases; satu-
rates above TIM ,
at 15-20kbar
cR 0.082 cR
Ladd et al.
(1969)
bulk single crystal
(10x1x1mm)
hydrostatic (up
to 8kbar)
increases (up to
30kbar, at Troom)
cR 0.06 cR
along aR or bR N/A cR no significant
change
cR
along cR (up to
0.5kbar)
increases below
TIM
cR -1.2 cR
Pouget et al.
(1975)
bulk single crystal
(0.5mm2x2mm,
3mm2x4mm)
along [110]R (up
to 1.2kbar)
no significant
change
cR no significant
change
cR
Gregg et al.
(1997)
thin films on
Al2O3(012)
in-plane (3-point
bend)
increases below
TIM
not specified N/A N/A
Muraoka et al.
(2002)
10-15nm thick
single crystal thin
films on (001)R
and (110)R TiO2
along cR (epitax-
ial: -0.3% for
(001)R, 1.2% for
(110)R)
increases aR or bR for
[001]R; not
specified for
[110]R
< 0 aR or bR for
[001]R; not
specified for
[110]R
Arcangeletti et al.
(2007)
single crystal
(5µm thick slab)
uniaxial (dia-
mond a. c., up
to 140kbar)
increases be-
low TIM (750-
6000cm−1)
not specified N/A N/A
Lu et al. (2008) single crystal thin
film on (011)R
TiO2
in-plane (epi-
taxial: -
1.2%//[011]R,
-0.4%//[001]R)
N/A aR or bR < 0 aR or bR
Saka (2008)i polycrystalline
thin film on
metallic Ti (aR in
plane)
in-plane (point
contact, up to
255kbar)
increases not specified > 0 not specified
Cao et al. (2009) single crys-
tal (0.5-2x0.5-
2x100nm, along
cR)
along cR (3-
point bend, up
to 12kbar)
increases (opti-
cal)
cR ∼-2 cR
Present results single crystal thin
film on (100)R
in-plane (epitax-
ial:
no significant
change (far IR)
cR < 0 cR
TiO2 5.4%//[001]R,
−2.3%//[010]R)
decreases above
TIM (far IR)
bR no significant
change
bR
Table 4.2: Compilation of previous experimental and theoretical results for the
variation of TIM and of the conductivity (DC, unless otherwise specified) in VO2,
under applied hydrostatic or uniaxial pressures. We assume ∆P > 0 for compression
and ∆P < 0 for expansion. [128, 99, 100, 13, 93, 129, 70, 20, 71, 130, 26, 21]
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extremely valuable to help draw a more accurate and complete phase diagram, in line
with what has been attempted in previous studies [18, 19, 20]. The highly oriented
strain across a quasi three dimensional structure, achieved in epitaxially grown VO2
thin films, offers an extraordinary versatility and potential for investigation of these
issues.
Theoretically, several pictures have been suggested to explain the anisotropy in
(unstrained) VO2: (1) a two band model description of 3d electrons, within the
framework of the Goodenough model, predicts a non conducting abR-plane for T >
TIM , any residual conductivity in that plane being due to the overlap of O2p and V3d
orbitals [88, 9]; (2) LDA calculations by Allen’s group predict the structural distortion
to be the main force driving the IMT in VO2, following a simple Peierls picture
[131]; (3) a three-band Hubbard model, suggested by Tanaka et al., predicts a one
dimensional conducting phase along cR for T < TIM and an isotropically conducting
phase for T > TIM [132]; (4) LDA+cDMFT calculations by Biermann et al. suggest
that electron correlations within the epig levels are weaker than those along the a1g ones
[16]; (5) subsequent LDA+cDMFT calculations by Kotliar’s group, which include a
moderate degree of uniaxial strain, suggest that electronic correlations are the main
driving force in the IMT, and that the rutile phase itself should be able to support
both metallic and insulating electronic behavior [17]; (6) Liebsch et al. compared
the LDA+U, DMFT and GW methods and found that none of them provides a full
description of VO2, namely of the development of the insulating gap below TIM [133].
Nonetheless, most of the calculations based on unstrained VO2 samples agree that
(i) a1g and e
pi
g states can be regarded as nearly independent; (ii) the conductivity is
expected to be of predominantly a1g behavior for T < TIM and nearly isotropic for
T > TIM ; (iii) electron correlations should be included in the model, mainly in the
cR oriented a1g levels. Present results agree with (i) and (iii), while strain induced
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cracking prevents an accurate description of the effect mentioned in (ii). Further
theoretical investigations should take into account not only strain [17] but also the
oxygen degrees of freedom [134], in order to provide a more accurate description of
the O2p and V3d orbitals overlap, most relevant for describing the conductivity in
the abR-plane, and of the cracking along cR. Such estimates would be adequate for a
quantitative, rather than merely qualitative, comparison with the experimental data
presented in this work.
Finally, it is worth pointing out that the orbital tuning described in this work
[21] was recently verified by x-ray absorption spectroscopy on strained VO2 samples
deposited on (001)TiO2 substrates [29]. In Ref. [29] the strain level is controlled
by the thickness of a buffer layer of RuO2 deposited between the sample and the
substrate, and the results confirms the importance of strain in shaping the orbital
distribution and occupation in VO2 single crystals.
4.3.3 Spontaneous symmetry breaking in VO2/(100)TiO2 thin films, re-
vealed by near-field measurements
Near-field measurements enable the direct observation of the distribution of metallic
and insulating domains with nanometer resolution. Given the high level of lattice
strain in single crystalline (100)R VO2 films, determined from XRD, as well as the
micron scale cracking observed by AFM, SEM and optical microscopy, near-field
imaging is required to more fully understand if and how intrinsic mesoscopic textur-
ing influences the anisotropic properties of the THz conductivity. Fig. 4.11 shows
the development of metallic stripes along two symmetric directions at a 57◦ angle to
the cR-axis in a 250nm (100)R VO2 film. Sample temperature is controlled locally by
varying the power of the near-IR pump laser as shown in Fig. 4.11(a) at a constant
sample position, including equivalent temperature values. The figure illustrates the
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apearance of stripes at the center of the intercrack region, and the subsequent increase
in stripe density and metallic stripe width, Dm, with increasing temperature at the
onset of the IMT. Figs. 4.11(b) and (c) illustrate stripe patterns at two different po-
sitions and different sample temperatures. For a given temperature, stripe geometry
and orientation are seen to depend essentially on the VO2 intercrack spacing, referred
to here as beamwidth, W . Fig. 4.11(d) shows that stripe periodicity, D, increases
strongly below W = 1µm. Small beamwidths also yield a stripe orientation perpen-
dicular to the cR-axis, similar to what is observed in geometrically confined nanobeam
samples and contrary to the stripe orientation observed for larger W . In this sense
small beamwidths are closer to previous studies in which stripe formation follows the
rutile structure of VO2 [22, 26]. The beamwidth dependence of the metallic volume
fraction, measured as Dm/D is also plotted in Fig. 4.11(d), revealing an increase in
Dm/D with W .
The complex domain structures observed for larger beamwidths therefore arise
due to a combination of higher epitaxial strain and lack of geometric confinement.
More specifically, large values of W correspond to less epitaxial strain relief. Smaller
values of D are thus favored so as to minimize the epitaxial strain energy. Interfacial
energy in turn decreases with increasing D. It is the balance between these two
energy scales, for a given temperature and beamwidth W , that sets the optimal
D value. Regarding the drastic change in stripe orientation which occurs above a
threshold W value, a possible understanding arises by considering the uniformity
of strain distribution in a given intercrack region. Wider beamwidths correspond to
larger strain gradients, and thus to a larger propensity for the occurrence of structural
defects which act as nucleation sites for the metallic phase. Metallic stripes therefore
evolve along a direction defined by the monoclinic axes of the material. Narrower
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(a)
(b) (c) (d)
Figure 4.11: Near-field image of three different sample positions, (a), (b) and (c),
for varying pump power (cracks are indicated by white dashed lines). (d) Red squares:
width dependent pattern periodicity, D(W ), for 18.8mW pump power; black circles:
metallic volume fraction, Dm/D, derived from multiple near-field images. Dashed
lines are guides for the eye. [72]
beams are characterized by a more uniform strain distribution and therefore contain
fewer low energy cost nucleation sites, so that metallic domains arise at a slightly more
advanced stage of the IMT and are oriented along characteristic axes of the metallic
rutile structure. Overall, wider beamwidths make the metallic domain evolution
energetically cheaper, which explains the W dependence of Dm/D. Finally, the fact
that metallic stripes initially appear at the center of intercrack regions is consistent
with the current discussion since strain gradients, and concomitant structural defects,
are particularly complex in those regions.
Figs. 4.12(a), (b) and (c) correspond to three near-field images taken at the same
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sample position with the same 18.8mW pump excitation (equivalent to a temper-
ature of 334K). In between each image the pump beam was blocked for less than
1s, revealing a different metallic stripe pattern at each sample re-illumination. The
two symmetric stripe orientations correspond to the two possible directions for the
monoclinic c-axis, as shown in Fig. 4.12(e). The structural component underlying the
observed stripe pattern is confirmed by the perfectly overlapping AFM images that
accompany the near-field results in Figs. 4.12(a), (b) and (c). Different patterns at
each pump re-illumination reveal a spontaneous structural symmetry breaking mech-
anism that occurs within wide intercrack spacings for strained VO2. Fig. 4.12(d)
shows the energy landscape of strained (100)R VO2: with increasing temperature the
system evolves from a two minima monoclinic symmetry broken structure to a single
minimum rutile structure. Details of the structural arrangements are illustrated in
Fig. 4.12(e). These results suggest at a possible description of the phase transition
in strained VO2 films in the framework of martensitic transformations.
4.4 Strain induced anisotropy in VO2/(110)TiO2 thin films
4.4.1 Conductivity and IMT transition temperature anisotropy in VO2/
(110)TiO2
Fig. 4.13(b) shows the THz conductivity along two different in-plane directions in a
300nm VO2/(110)TiO2 thin film. Metallic state conductivities along both directions
are similar, 4000 ∼ 4500(Ωcm)−1, consistent with bulk single crystal values, and are
reached at a temperature of about 380K. However, the transition along [001]R is
sharp, with T
[001]
IM ' 365K, whereas the transition along [11¯0]R extends over a broad
temperature range, with T
[11¯0]
IM ' 340K. The hysteresis along both directions have
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(a)
(b)
(c)
(d)
(e)
Figure 4.12: (a), (b) and (c): simultaneous near-field and AFM images of 250nm
(100)VO2/ for 18.8mW pump excitation. The pump is blocked for < 1s in between
each image and a different metallic stripe pattern arises each time, indicating sponta-
neous symmetry breaking into the two possible orientations of the monoclinic struc-
ture. (d) Energy landscape of (100)VO2, which evolves from a monoclinic symmetry-
broken state (blue) to a rutile state (red) through an intermediate coexistence state
(orange). (e) (100)R-plane structure of VO2 in the rutile (red) and monoclinic (blue)
phase. V-V dimers and V atoms movements are shown in green. [72]
comparable widths of about 5K.
A value of T
[001]
IM higher than the 340K bulk transition temperature in VO2 is con-
sistent with the tensile strain along cR that exists in (110)R VO2 thin films. However,
the behavior along [11¯0]R is unexpected and cannot be simply understood by a strain
induced orbital tuning picture.
THz results obtained for 100nm and 200nm film thicknesses are presented in Figs.
4.14(a) and (b), and are consistent with those shown in Fig. 4.13(b) for the 300nm
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(a)
(b)
Figure 4.13: Anisotropic conductivity in 300nm VO2/(110)TiO2. (a) SNOM data
illustrating the development of a metallic stripe pattern along [001]R during the IMT.
(b) THz conductivity measured along [001]R and [11¯0]R, revealing a clear anisotropy
in the evolution of the phase transition. [22]
sample.
4.4.2 Stripe pattern in VO2/(110)TiO2, revealed by near-field measure-
ments
Near-field data provide a clarification for the behavior observed using THz spec-
troscopy. Fig. 4.13(a) illustrates the development of metallic stripes on the (110)R
VO2 film, aligned along [11¯0]R, the in-plane direction perpendicular to cR. Stripes
appear at the onset of the IMT, become wider, and eventually coalesce into a con-
ducting surface towards the end of the IMT. At temperatures corresponding to well
defined stripes along [11¯0]R THz conductivity exists mainly in that direction. Con-
81
300 320 340 360 380 400
0
1
2
3
4
5
6
Co
nd
uc
tiv
ity
 (x
10
3 
Oh
m
-1
cm
-1
)
Temperature (K)
E//[001]R
E//[110]R
200nm thick film
300 320 340 360 380 400
0
1
2
3
4
5
 
Co
nd
uc
tiv
ity
 (x
10
3 
Oh
m
-1
cm
-1
)
Temperature (K)
E//[001]RE//[110]R
100nm thick film
6 (a) (b)
(c)
Figure 4.14: Thickness dependence of the anisotropic properties of VO2/(110)TiO2
thin films. THz TDS along [001]R and [11¯0]R for (a) 100nm and (b) 200nm thick
samples, showing the same behavior as the 300nm thick sample of Fig. 4.13(b). (c)
SNOM data for 50nm, 103nm and 300nm thick sample, at similar temperatures of
332− 336K, showing a stripe thickness increase with increasing film thickness. [22]
ductivity along [001]R remains low during stripe development and increases drastically
only upon stripe coalescence. The conductivity anisotropy shown in Fig. 4.13(b) can
thus be explained by a mesoscopic stripe pattern evolution, revealed by near-field
microscopy.
Fig. 4.14(b) shows that films with different thicknesses imaged in the same tem-
perature range exhibit similar near-field signatures but a different characteristic stripe
width (and periodicity). This is consistent with the competing energy scales present
in the system. Thinner films are more strained and therefore have a larger elastic en-
ergy, Ee, than thicker films: this tends to decrease the stripe width, D. On the other
hand, interfacial energy, Ei, promotes wider stripes so as to minimize the number of
interfaces. The balance between these two energy scales, Ee ∝ 1/D and Ei ∝ D, de-
termines the optimal D value at a given temperature across the IMT, which is smaller
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for thinner films, as seen in Fig. 4.14(b). Sample structure and strain environment
therefore determine the formation of metallic stripe patterns in quasi-three dimen-
sional (110)R VO2 films, without any influence of the geometric confinement that
characterizes VO2 nanobeams. In general, the lack of geometric confinement makes
thin films an ideal test bed for analyzing strain induced effects in vanadates and other
complex materials. The overall metallic volume fraction at a given temperature does
not vary significantly with film thickness, consistent with the fact that no noticeable
change is observed in the anisotropic THz conductivity data of Figs. 4.13(b) and
4.14(a).
A detailed temperature dependent data set is shown in Fig. 4.15. It includes
near-field data for different incident IR pump powers in Fig. 4.15(a), correspond-
ing to different temperatures as verified in Fig. 4.15(c). AFM topographic images
acquired at the same time as the near field data in Fig. 4.15(a) are shown in Fig.
4.15(b), and clearly follow the conductivity stripe pattern. Stripes are seen to form
at the onset of the IMT and to become wider as sample temperature increases across
the transition, until a continuously metallic film is formed.
The correspondence between near-field and AFM data is further revealed in Fig.
4.16, for two different sample temperatures. Figs. 4.16(a) and (c) correspond to a
temperature of about 325K, at the onset of the IMT and of the metallic stripe pattern
development. A single metallic line is seen in Fig. 4.16(a) but no large scale stripe
pattern appears in near-field or AFM images (Fig. 4.16(c)). Figs. 4.16(b) and (d),
on the other hand, correspond to a sample temperature of about 345K, well into the
IMT and with well defined stripes along [11¯0]R. Clearly overlapping stripe patterns
are observed in near-field and AFM data at 345K. Such overlap is expected given
the lattice alterations across the IMT in VO2: when going from the monoclinic to
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(a)
(b)
(c)
Figure 4.15: Metallic stripe pattern evolution during the IMT in 300nm
VO2/(110)TiO2. (a) IR scattering amplitude at different pump power levels. (b)
AFM topography scans taken along with the data in (a). (c) IR scattering amplitude
for different temperatures. SNOM signals are normalized to that from a 50nm gold
film deposited on the sample. [22]
the rutile structure the rutile a-axis, aR, (corresponding to the monoclinic b-axis,
bM) expands by ∼ 0.6% and the cR-axis (corresponding to the monoclinic a-axis, aM)
shrinks by ∼ 1%. In (110)R VO2 films an out-of-plane expansion is therefore expected
across the IMT, consistent with what is observed in the AFM images where a ∼ 5nm
film expansion exists at the location of the metallic stripes.
Finally, no signatures of the twinned structure indicated by XRD are observed in
near-field images. This suggests that the fraction of VO2 domains oriented perpen-
dicularly to the TiO2 structure is indeed rather small.
Spectroscopic information can also be acquired using SNOM, yielding the data
in Fig. 4.17. Nano-FTIR spectra are measured for three different positions across
a metallic stripe of the sample at 325K, as shown in the inset. All three spectra
include phonon signatures at 680cm−1, characteristic of the monoclinic structure of
VO2, even though the high frequency electronic background increases for spectra
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(a) (b)
(c) (d)
Figure 4.16: Topography maps of the 300nm VO2/(110)TiO2 film at two stages of
the IMT, corresponding to pump powers of (a) 15mW and (b) 20mW . IR scattering
data is superimposed on each AFM map. Corresponding line scans of the AFM and
near-field data are shown in (c) and (d). SNOM signals are normalized to that from
a 50nm gold film deposited on the sample. [22]
measured closer to the center of the metallic stripe. The 680cm−1 phonon mode is
absent from the spectra taken at a temperature of 345K, where the sample is fully in
the rutile phase. The data in Fig. 4.17 suggests that the IMT in VO2 is initiated by
a correlation-driven IMT with no associated structural transition. As temperature
increases the structure in turn changes following the electronic transition pattern, as
shown in Fig. 4.16, and eventually all the film transitions into a continuous metallic
rutile arrangement. This scenario is consistent with the existence of a monoclinic
metallic phase at the onset of the IMT in VO2.
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Figure 4.17: Nano-FTIR spectra at three different sample positions corresponding
to different conductivities (cf. IR scattering data in the inset), for a 15mW pump.
The monoclinic phonon mode at ∼ 680cm−1, absent in the rutile phase that arises
from 20mW excitation, is present all over the sample for a 15mW pump power,
indicating a possible monoclinic metallic state. [22]
4.5 Conclusion
It is clear from the work presented in this chapter that no single technique is capable
of accounting for the complexity of strain induced effects on VO2. A combination
of THz spectroscopy and near-field imaging enables access to strain induced alter-
ations in VO2 thin films, both on the macroscopic and mesoscopic scales [21, 22, 72].
Strain leads to modifications of the V3d orbitals arrangement and occupation, con-
firmed by x-ray absorption experiments [29], which in turn induce a change in the
transition temperature along specific axes of the material, revealed by THz TDS.
Near-field imaging highlights electronic and structural modifications of the films at
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the mesoscopic scale: anisotropy of the THz conductivity is related to strain induced
anisotropy in the growth of the metallic domains that nucleate during the IMT, even-
tually leading to a fully metallic film.
Further studies of samples with different levels of strain along different axes will
help shed light onto the mechanisms and pathways leading to the IMT in VO2. Of
particular interest are comparative time resolved studies of strained and relaxed VO2
with a spatial resolution that enables the investigation of the electronic and structural
phases within the metallic domains that nucleate, grow and eventually coalesce during
the IMT.
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Chapter 5
Ultrafast electronic response of V2O3 thin films, comparison with VO2
Time-resolved experiments on complex materials enable the distinction between dif-
ferent degrees of freedom in the system, as well as the study of couplings between
these different excitations. As mentioned in Chapter 2, quite a bit has been done
regarding insulating, metallic or IMT dynamics in VO2. V2O3 samples are more dif-
ficult to grow, especially in thin film form, and more challenging to study given their
low TIMT . This Chapter presents the results of optical and THz induced dynamics in
high quality thin film samples of V2O3. The measured data is related to the result of
similar experiments on VO2.
5.1 Samples characterization
5.1.1 Samples: V2O3 thin films on r-cut Al2O3
V2O3 thin films were grown by rf magnetron sputtering, ir Ar, of a V2O3 target on
a 500µm r-cut Al2O3 substrate. Controlled substrate temperature and rf magnetron
power yields films with a thickness of 95nm. Details of the growth conditions can be
found in [33]. Film deposition and DC resistivity measurements were performed by
Siming Wang and Gabriel Ramirez in Professor Ivan Schuller’s group at the University
of California, San Diego.
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Careful XRD analysis of these epitaxial films reveals a well defined out-of-plane
axis. In-plane, the film shows grain like structures with characteristic dimensions
smaller than 100nm, possibly due to defects. The crystal orientation is, however, not
affected by them, and the nucleation and growth process that accompanies the IMT
happens across different domains, as observed in near field imaging measurements.
The V2O3 films can therefore be thought of as essentially single crystalline.
5.1.2 Temperature dependent THz conductivity
THz TDS was used to characterize the temperature dependence of the conductivity in
the V2O3 thin films under study. The structure of Al2O3 causes it to be birefringent
in the THz range, and the r-plane cut of the substrates used to deposit the V2O3 films
is such that there is an in-plane birefringence that must be taken into account during
the measurements. Figs. 5.1b) and c) illustrate the difference in the THz transmitted
waveforms for THz pulse polarization aligned along both in-plane directions. Sample
and reference are rotated so as to match their orientations.
It is worth pointing out that, contrary to what happened for the VO2/TiO2 films
described in Chapter 4, here there is no significant effect of the substrate on the
structure of the V2O3 films.
Temperature dependence of the conductivity is measured by THz TDS, for de-
creasing and increasing temperatures. The results are presented in Fig. 5.2 and
exhibit a ∼ 5K wide hysteresis, as expected due to the first order nature of the
IMT in V2O3. The IMT takes place between 160K, where the THz conductivity is
zero, and 200K, where the THz conductivity is maximum. The quality of the films
is confirmed by their high conductivity, with a maximum of about 1750(Ωcm)−1,
comparable to bulk values [135]. The transition temperature is TIMT ∼ 175K: it
is slightly higher than that in bulk V2O3 samples, which can be explained by slight
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Figure 5.1: THz TDS waveforms for propagation through a) air, b) the Al2O3
reference, and c) the V2O3/Al2O3 sample. In b) and c) the reference/sample is
rotated so as to align the THz polarization with both in-plane directions of Al2O3.
variations in oxygen concentration in the present thin film systems.
Temperature dependent data are shown here for a particular V2O3 sample. Other
95nm V2O3/Al2O3 films were used throughout the study presented in this chapter,
whose maximum conductivity and TIMT differ slightly from those in Fig. 5.2. The
shape of the conductivity vs. temperature curve nevertheless remains the same for
all samples, and quantitative differences are pointed out when necessary.
5.1.3 Temperature dependent metallic volume fraction
The IMT in V2O3 is known to proceed by nucleation and growth of metallic domains,
as discussed in Chapter 2. The evolution of the system during the IMT can then be
described by Bruggeman’s effective medium approximation [12, 31]. In this model
the macroscopic conductivity of the sample, σeff , depends on the conductivity of the
90
100 120 140 160 180 200 220 240 260 280 300
 
Temperature (K)
0
400
800
1200
1600
Co
nd
uc
tiv
ity
 (Ω
 cm
)-1
M
etallic volum
e fraction
1
0.7
0.8
0.9
0.5
0.6
Figure 5.2: Conductivity vs. temperature for 95nm thick V2O3/Al2O3, measured
with THz TDS for decreasing (blue) and increasing (red) temperatures. The corre-
sponding metallic volume fraction is shown on the right axis.
metallic domains, σm, the conductivity of the insulating domains, σi, the metallic
volume fraction, fm, and the dimensionality of the system, d:
fm
σm − σeff
σm + (d− 1)σeff + (1− fm)
σi − σeff
σi + (d− 1)σeff = 0. (5.1)
For thin films of V2O3 the dimensionality can be assumed to be d = 2 [12]. THz
TDS is limited in its accuracy to measure low conductivity values, so that σi = 0.
From this follows that
σeff = (2fm − 1)σm, (5.2)
which leads to a temperature dependence for f as indicated in the right axis of Fig.
5.2. However, Eq. 5.2 implies that σeff < 0 for fm < 0.5, which is unphysical. This
inconsistency is due to the choice of σi = 0. THz TDS does not provide any accurate
values of the conductivity below ∼ 50(Ωcm)−1 so that another method must be used.
DC resistance measurements of V2O3 film on r-cut Al2O3 [136] are shown in Fig. 5.3a).
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From this data the metallic state conductivity can be calculated as the inverse of the
(approximately constant) resistance at high temperatures, σi = 1/RhighT . As for the
insulating state resistance, it follows an activated behavior, R(T ) = AeB/T , whose
parameters A and B can be determined by a fit to the low temperature resistance
curve. The insulating state conductivity can then be obtained as σi(T ) = 1/R(T ).
Inserting these values into Eq. 5.1 allows the calculation of the temperature dependent
volume fraction shown in Fig. 5.3b).
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Figure 5.3: a) Resistance vs. temperature for a V2O3 film on r-cut Al2O3 [136].
b) Metallic volume fraction calculated from the data in a), and shifted so that TIMT
matches that of our film. a) and b) show results for decreasing (blue) and increasing
(red) temperatures.
This model is reasonable in its prediction of a metallic volume fraction that evolves
from f = 0 to f = 1 as temperature is increased. For f > 0.5 the DC results shown in
Fig. 5.3b) are consistent with those derived from THz measurements, shown in Fig.
5.2. That f evolves continuously from f = 0 to f = 1 is known from near field imaging
and photoemission microscopy experiments on VO2 and V2O3 [19, 39]. It would be
interesting to compare the temperature dependence of the metallic volume fraction
predicted by the present model with what is directly measured by the aforementioned
techniques in V2O3.
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5.2 Optical pump - THz probe experiments in V2O3
5.2.1 Overview of the photoinduced conductivity dynamics
Optical pump - THz probe (OPTP) experiments were performed using the setup
described in Chapter 3. The diameter of the optical pump focal spot is 5mm, that
of the THz probe is 1 ∼ 2mm. Sample temperature and optical pulse fluence were
varied between 80K and 295K, and between 0.5mJ/cm2 and 4mJ/cm2. Results are
shown in Fig. 5.4 for a combination of temperatures and fluences.
−200
0
200
400
600
800
1000
1200
1400
Co
nd
uc
tiv
ity
 ch
an
ge
, Δ
σ 
(O
hm
.cm
)-1
 
280K
215K
205K
170K
140K
130K120K
110K
100K
80K
325K
3mJ/cm2
 
270K
210K
190K
165K
140K
130K
120K
110K
100K
305K
2mJ/cm2
0 50 100 150 200 250 300 350 400 450
−200
0
200
400
600
Time (ps)
305K
255K
205K
185K
165K
Δσ
 (O
hm
.cm
)-1
1mJ/cm2
0 50 100 150 200 250 300 350 400 450
Time (ps)
300K
255K
200K
180K
160K
0.5mJ/cm2
a)
d)c)
b)
Figure 5.4: Optical pump - THz probe signal for several temperatures and four
different fluences: (a) 3mJ/cm2, (b) 2mJ/cm2, (c) 1mJ/cm2 and (d) 0.5mJ/cm2.
The change in conductivity was calculated at a delay time of 250ps and used to
calibrate the dynamics measurement.
Above TIMT the THz conductivity is seen to decrease following photoexcitation,
on a few picoseconds timescale. This is consistent with a decrease in the Drude
scattering time upon heating the sample in its metallic phase (cf. Chapter 3). The
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data also reveal conductivity oscillations that prevail in the metallic state indepen-
dently of temperature or fluence. These oscillations have been attributed to coherent
acoustic phonons [46], which create a propagating dielectric discontinuity leading to
a modulation of the macroscopic conductivity.
Below TIMT the conductivity is seen to increase, on a tens of picoseconds timescale,
as the V2O3 sample transitions from its insulating to its metallic phase following
photoinduced heating. The long rise time is consistent with the nucleation and growth
process which accompanies the IMT in V2O3, and is similar to that observed in VO2
[31]. The final conductivity reached after a few hundreds of picoseconds depends on
the amount of heat deposited in the film, i.e. on the initial sample temperature,
Ti, and on the incident optical fluence, Fi. Since several fluences are tested for
every temperature T < TIMT a fluence threshold can be extrapolated, following the
procedure described in [31]. The resulting temperature dependent fluence threshold
is shown in Fig. 5.5.
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Figure 5.5: Temperature dependence of the threshold fluence necessary to drive the
V2O3 system into the metallic state, following optical photoexcitation.
For initial temperatures close to TIMT the dynamics response is more complex,
and consists of a combination of the two effects described above. An initial metallic
response, caused by the non-negligible metallic volume fraction in the film, leads to
a fast decrease in the conductivity. After a few tens of picoseconds the conductivity
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tends to increase again, accompanying the increase in the metallic volume fraction
up to f = 1.
It is important to point out that in the metallic state the sample retains a fraction
of the photoinduced change in conductivity for a few seconds after being excited by
the pump pulse. Such a behavior is not observed in the insulating phase. Repeating
the room temperature OPTP measurements in a gas environment (dry air, nitrogen
or helium) rather than in vacuum leads to a strong decrease of the long lived con-
ductivity change. The latter was therefore attributed to a residual amount of heat
being retained in the sample. Such residual heating can be taken into account so
as not to interfere with the data analysis. In particular, the absolute conductivity
changes presented in Fig. 5.4 were calculated by subtracting the conductivity of the
pumped sample at a negative time delay of −30ps to that of the pumped sample at
a positive time delay of 250ps. Also, the data were acquired by chopping the probe
beamline rather than the pump beamline, whenever this led to a significant change
in the photoinduced signal. This was particularly true for Ti ' TIMT . Finally, the
values of Ti indicated in Fig. 5.4 take into account the residual heating: the corre-
sponding increase in sample temperature is determined by comparing the long lived
conductivity change with the temperature dependent conductivity data in Fig. 5.2.
5.2.2 Deposited energy density and photoinduced sample heating
A detailed analysis of the photoinduced response requires an accurate estimation of
the energy density, E , deposited in the system, which in turn leads to an increase in
temperature, ∆T , as described in Chapter 3. A first approximation of ∆T can be
obtained from the lattice specific heat Cl,
∆T = E/Cl(T ). (5.3)
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However, this first approximation would only be accurate if Cl(T ) were temperature
independent, which is not the case for V2O3. In particular, the latent heat associated
with the IMT must be added to the specific heat in Eq. 5.3, in order for the estimate
of ∆T to be valid. From now on Cl(T ) will refer to the sum of lattice specific heat
and latent heat, which is shown in Fig. 5.6a) for V2O3 [11].
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Figure 5.6: (a) Heat capacity of V2O3, adjusted from Ref. [11] so as to match the
TIMT of our film. (b) Estimates of photoinduced heating, ∆T , for different incident
fluences, as a function of initial sample temperature. Blue lines correspond to the
application of Eq. 5.3 directly, red lines take into account the correction described in
the text.
Applying Eq. 5.3 directly leads to an over estimation of ∆T . A more precise
calculation can be done by calculating the incremental increase in temperature, δTn =
δE/Cl(Tn), as small fractions, δE , of E are deposited on the sample at temperature
Tn = Ti +
∑
n δTn. The results obtained from the two approaches are shown in Fig.
5.6b), which highlights the overestimation induced by the first method.
The values for ∆T obtained from the corrected version of Eq. 5.3 match those
obtained from the TTM described in Chapter 3. The TTM provides an additional
piece of information in that it gives a measure of the time it takes for the lattice
to equilibrate at its final, post-photoexcitation, temperature, Tf = Ti + ∆T . As
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shown in Fig. 5.7a) this equilibration time is on the order of one picosecond for
V2O3, a timescale which must be kept in mind when analyzing the OPTP data. The
model takes into account the temperature dependence of Cl(T ) as well as the finite
penetration depth of the optical pulse in the V2O3 film. The parameters used are
listed in Table 5.1.
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Figure 5.7: a) TTM predictions for the dynamics of Te and Tl (averaged over the film
thickness) following photoexcitation by a 3mJ/cm2 optical pulse. b) ∆T estimates
from the experimental data, using Fig. 5.2 as a calibration, and from the TTM.
Discrepancies around TIMT , are discussed in the text.
The heating obtained experimentally can be estimated by comparing the pho-
toinduced change in conductivity to the temperature dependent conductivity data
of Fig. 5.2. As seen in Fig. 5.7b) the calculated predictions are very close to the
experimental estimates, except for the temperature range around TIMT . For these
temperatures larger error bars exist in the determination of both the experimental
and the calculated ∆T . Indeed, an accurate estimate of the experimental heating in
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Electronic specific heat, Ce [137] 2600J/(m
3K2)
Latent heat [11] 70J/cm3
Electronic thermal conductivity, Ke [46] 300W/(mK)
Lattice thermal conductivity, Kl [46] 30W/(mK)
Electron-phonon coupling coefficient, gep [46] 2.3.10
8W/(m3K)
Reflectivity at 800nm, T < TIMT 0.12
Reflectivity at 800nm, T > TIMT 0.11
Penetration depth at 800nm, T < TIMT 90nm
Penetration depth at 800nm, T > TIMT 94nm
Table 5.1: V2O3 parameters used in TTM calculations [137, 11, 46]. Cl(T ) is taken
from Ref. [11], and includes the information about the specific and latent heat, as
shown in Fig. 5.6a). The reflectivity and penetration depth were calculated from the
real and imaginary parts of the dielectric constant at 1.5eV [24, 138].
the 190 ∼ 240K range is hindered by the shape of the σ(T ) curve, leading to error
bars on the order of 20K. For lower temperatures, 160 ∼ 190K, it is the calculated
value of ∆T which requires error bars of 10 − 20K, since the latent heat included
in the Cl(T ) used in the calculations is that measured in a bulk V2O3 sample [11],
and might not be entirely applicable in this case. ∆T estimated from the corrected
version of Eq. 5.3 would essentially overlap with the TTM prediction and is therefore
not included in Fig. 5.7b).
Overall, the fairly good agreement obtained between predictions of ∆T from ex-
periments and from the TTM implies a good understanding of the origin of the
photoinduced modifications in the sample conductivity.
5.2.3 Scaling of the photoinduced timescales
As described in the previous sections, the V2O3 film photoinduced response below
TIMT is characterized by a slow conductivity rise time, associated with the nucleation
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and growth stage that accompanies the IMT. This dynamics is similar to what was
reported in previous studies on V2O3 as well as VO2 [46, 31]. However, the present
data reveals the occurrence of a new temperature dependent phenomenon in the
dynamics response of V2O3 thin films. This is made more clear by normalizing the
photoinduced data, as shown in Fig. 5.8a) in the case of an incident fluence Fi =
3mJ/cm2.
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Figure 5.8: (a) Normalized OPTP data for Ti ≤ 160K and Fi = 3mJ/cm2. The
inset shows a zoomed in portion of the Ti = 80K and Ti = 140K normalized plots,
for delay times between 0ps and 35ps. (b) Normalized OPTP data for Ti = 120K
and Fi ≤ 4mJ/cm2 (on a different sample).
The initial temperatures, Ti < 160K, chosen for Fig. 5.8a) correspond to those
where the sample is in the insulating state when excited by the optical pump pulse.
Tp = 160K corresponds to the percolation temperature, at which the metallic volume
fraction becomes larger than 0.5 and a macroscopic conductivity develops in the
sample (cf. Figs. 5.2 and 5.1). As seen in Fig. 5.4 the final conductivity values
increase with increasing Ti in this temperature range. The normalized data reveals
an increase in the rise time of the photoinduced conductivity with increasing Ti. A
similar behavior is observed when normalizing the Fi = 2mJ/cm
2 data of Fig. 5.4
for Ti < 160K. Also worth pointing out is the variation in the recovery time of the
conductivity change, which also increases with increasing Ti. A second V2O3 thin film
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sample was tested — 95nm thickness, IMT temperature TIMT2 ∼ 170K, 0.5 volume
fraction temperature Tp2 ∼ 155K — and seen to yield similar behavior as the first
sample for the temperature dependent photoinduced response below Tp2. The fluence
dependence of the normalized OPTP data for this second sample at Ti = 120K is
shown in Fig. 5.8b). Here the growth rate increases with increasing Fi but the
recovery time is approximately independent of incident fluence.
The recovery time variation in Fig. 5.8a) can be understood using the metallic
volume fraction picture described above. Different Ti values correspond to different
initial distributions of metallic domains in the sample, in particular different charac-
teristic metallic domains sizes. As the sample is photoexcited into a macroscopically
metallic state the percolated metallic domain depends on the initial distribution, and
it recovers faster for smaller Ti. In Fig. 5.8b) all plots are taken at the same Ti and
the effect is therefore less significant.
In order to reconcile all the data sets presented in Fig. 5.8 a scaling function can
be used. Indeed, rescaling the time axis by a function of Ti, Tf and Tp leads to a
collapse of all the data onto each other, as shown in Fig. 5.9. Comparing the scaled
data (full lines, bottom time axis) with its unscaled version (dashed lines, top time
axis) attests to the striking quality of the scaling.
As seen in Fig. 5.9, the Ti dependent plots for which both Ti and Tf vary are
scaled with t → t/
√
Tp−Ti
Tp
(Figs. 5.9a) and b)), whereas the fluence dependent plot
for which only Tf varies scales with t → t/
√
Tp
Tf−Tp (Fig. 5.9c)). A general scaling
form, such as e.g. t → t/
√
Tp−Ti
Tf−Tp , does not affect the quality of the collapse of the
fluence dependent data, but it destroys the Ti dependent data scaling. A dependence
of the THz conductivity rise time on the temperatures, revealed by the data collapse
in Fig. 5.9, is consistent with the nature of the OPTP experiment, where the only
variable parameters are Ti, Tf and the velocity of the quench.
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Figure 5.9: Scaling of normalized OPTP data with temperature, for a) Fi =
3mJ/cm2 and b) Fi = 2mJ/cm
2, and with fluence, for c) Ti = 120K. The limiting
plots of the unscaled data are shown with dashed lines, the corresponding unscaled
time axis is shown at the top of each plot. d) Optimal scaling exponent for data sets
a), b) and c).
The square root dependence on temperature of the scaling form, t → t/
√
Tp−Ti
Tp
and t → t/
√
Tp
Tf−Tp , corresponds to an exponent of 1/2, t → t/
(
Tp−Ti
Tp
)1/2
and t →
t/
(
Tp
Tf−Tp
)1/2
. The optimal exponent can be determined by minimizing the scaling
error, escaling, defined as
escaling =
σN=0.95∑
σN=0.05
(tS(σN)− tF (σN))2
(tS(0.95)− tF (0.05))2 , (5.4)
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where σN is the normalized conductivity value, and tS and tF are the delay times
corresponding to σN for the unscaled data sets with slowest and fastest growth rates,
respectively. σN = 0.05 and σN = 0.95 were chosen as limiting values to calculate
escaling in order to avoid the interference of data noise, which would become a concern
closer to σN = 0 and σN = 1. The normalization factor in the denominator of Eq.
5.4 allows a comparison between escaling for different rescaled data sets which have
different time axes.
The scaling error is shown in Fig. 5.9d) and illustrates optimal scaling exponents
of 0.57, 0.48 and 0.54 for the data in Figs. 5.9a), b) and c), respectively. Given
the error in the determination of the temperatures and in data normalization these
optimal exponent values can hardly be distinguished from 1/2, and a square root
dependence will be assumed in the following discussion.
As mentioned above, the slow conductivity rise time is associated with the nu-
cleation and growth process that accompanies the IMT in V2O3. Scaling of the
conductivity dynamics with temperature must therefore arise from a temperature de-
pendence of this nucleation and growth process. Nucleation consists in the creation of
new metallic domains within an insulating background. As Ti increases and the first
order IMT evolves, the free energy of the system starts favoring the metallic phase so
that nucleation of a new metallic domain becomes advantageous despite the elastic
energy cost of a new domain wall. As for the growth stage, it consists in the increase
in area or volume of the nucleated metallic domains. [139] An understanding of the
dynamic scaling requires an understanding of the role played by both the nucleation
and the growth stages. The growth stage is driven by the lower free energy of metallic
domains, and is in some sense simpler than the nucleation stage. Good quality V2O3
samples contain a fair amount of defects which act as preferential nucleation sites
during a conventional temperature driven IMT in equilibrium [140, 39, 37]. Defects
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are expected to act as preferential nucleation sites during a photoexcited IMT as
well. It is therefore not clear at this point whether the defect driven nucleation stage
plays a significant role in the dynamics. This leads to two possible scenarios, outlined
below, to explain the dynamic scaling.
No significant effect of the nucleation stage
One possibility arises from the nucleation stage being negligible during an ultrafast
quench of the V2O3 films used in this work, which despite their good quality are not
devoid of defects. These can act as preferential nucleation sites [140, 39, 37] thereby
leading to the growth stage alone being significantly tunable. In this picture the
growth rate, G, is sensitive to both Tp − Ti and Tf − Tp. Recalling the definitions
above, Ti and Tf are the temperatures before and 1 − 2ps after photoexcitation,
and Tp is the temperature corresponding to a 0.5 metallic volume fraction, i.e. the
temperature above which a finite macroscopic metallic conductivity can be measured
(cf. Figs. 5.2 and 5.1). Tp differs from the commonly used transition temperature,
TIMT , corresponding to the center of the hysteresis loop, where half of the full metallic
conductivity is reached. The Tf −Tp dependence reveals a free energy driven process,
where the metallic domain walls evolve ballistically so as to decrease the insulating
fraction in favor of the metallic phase, which becomes increasingly stable for increasing
Tf . Regarding the dependence on Ti, it can be related to the fact that the initial
metallic volume fraction, f0, depends on the initial temperature, as shown in Chapter
2 and Fig. 5.3, and that f0 is expected to have an influence on the conductivity
dynamics. Therefore, in this picture both Tf and Ti influence G.
A general scaling of the form t → t/
√
Tp−Ti
Tf−Tp not affecting the collapse of the
fluence dependent data arises from the fact that Ti is constant for all these datasets,
and thereby plays no role in the scaling. However, for the temperature dependent
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data both Ti and Tf vary. The unsuccessful data collapse using the general scaling
form reveals that the effect of Ti on G is not only simultaneous but indeed stronger
than that of Tf , i.e. that the effect of the initial volume fraction is stronger than
that of the free energy difference between metallic and insulating domains at a given
temperature Tf .
The present IMT can be mapped onto an Ising model problem, with metallic and
insulating domains corresponding to up and down spins, and changes in temperature
to changes in magnetic field. Defects in the V2O3 films can also be modeled as defects
in the spin distribution. Such a mapping enables Monte Carlo simulations of the spin
dynamics following a magnetic field quench to be used to analyze the validity of the
present interpretation of the conductivity scaling behavior following a temperature
quench in V2O3.
Non-negligible role of the nucleation stage
If, however, the nucleation stage cannot be neglected despite the likely presence of
defects in the present V2O3 films, a more complex model must be considered following
a standard description of the nucleation and growth process [139]. In this picture, the
initial temperature defines the growth velocity of metallic domains and the fluence
defines the nucleation rate (which depends on Tf ).
The nucleation rate, I0, is described by the following equation:
I0 ∝ e−C ∆Gn∗ , ∆Gn∗ ∝
T 2p
L2heat∆T
2
, (5.5)
where C is a constant, Tp is the critical temperature for the transition, taken here as
the temperature for which the metallic volume fraction reaches 0.5, Lheat is the latent
heat and ∆T = Tf − Tp is the amount of superheating. As for the nucleation and
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growth process itself, it can be described by the Avrami equation for the growth of
the metallic volume fraction:
fm ∝ 1− e−I0Ktn , (5.6)
where K is a constant related to the domain growth mode. The exponent n depends
on the growth mode and on the potential time dependence of the nucleation rate,
I(t) = I0t
α, characterized by an exponent α.
The conductivity dynamics data presented in this work are well fit by Eq. 5.6 with
n = 2. Also, two dimensional growth is assumed for the present thin film samples.
There are therefore two possible mechanisms:
1. The nucleation rate is constant and the growth happens by diffusion, with
diffusion constant D, i.e. I(t) = I0 and
dr
dt
=
√
Dt⇒ d(area)
dt
= Dt⇒ K ∝ D
2. The nucleation rate decreases with time (α = −1) and the growth happens
ballistically, i.e. I(t) = I0/t and
dr
dt
= Gt⇒ d(area)
dt
= G2t2 ⇒ K ∝ G2
Given that the film reaches its final temperature within 1−2ps and that the dynamics
we observe happen in the tens of ps timescale a rapidly exhausted nucleation behavior
appears more reasonable, which is consistent with the second mechanism above. Also,
ballistic growth is more likely to control the dynamics in a system where the two
coexisting phases are characterized by different free energies at a given temperature
Tf , which again comes in support of the second possible mechanism.
Scaling of the time axis is really a scaling of I0 or K in Eq. 5.6. Assuming I(t) =
I0
t
and dr
dt
= Gt, as discussed above, the scaling of temperature dependent data yields
t→ t√
Tp − Ti
⇒ t2 → t
2
Tp − Ti ⇒ K →
K
Tp − Ti ⇒ G→
G√
Tp − Ti
, (5.7)
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and the scaling of fluence dependent data yields
t→ t√Tf − Tp ⇒ t2 → t2(Tf − Tp)⇒ I0 → I0(Tf − Tp). (5.8)
Regarding the fluence dependent data, the scaling is therefore due to a variation in
nucleation rate, which can be estimated by the amount of superheating, ∆T = Tf−Tp.
The inverse dependence of I0 on Tf − Tp, derived from the scaling, is qualitatively
consistent with what is expected from Eq. 5.5 for Tf sufficiently away from Tp. The
exact quantitative dependence is obscured by the 1/t drop of the nucleation rate as
well as by the likely presence of defects and impurities in the system which might
lead to a divergence from the exponential form of I0. Also, scaling the time axis by
a factor of
√
Tf − Tp/
√
Tp − Ti instead of just
√
Tf − Tp does not affect the collapse
of the curves, since the initial temperature is the same for all the data with different
fluences.
Regarding the temperature dependent data, the scaling is due to a variation of the
growth rate, the latter being proportional to
√
Tp − Ti. This dependence on Tp−Ti is
the inverse of that of the correlation length of the order parameter as described by a
mean field theory of second order phase transitions. The difference is consistent with
the fact that the transition rate increases as Ti approaches Tp, contrary to the critical
slowing down expected for second order transitions. Also, scaling the time axis by
a factor of
√
Tf − Tp/
√
Tp − Ti instead of just 1/
√
Tp − Ti leads in this case to a
significant decrease in the quality of the scaling. This is due to a dependence of the
nucleation rate on Ti (through the cst factor in I0 ∝ e−cst∆Gn∗ [139]) since the initial
metallic volume fraction is different at different initial temperatures. Given that both
Ti and Tf are changing, Tf − Tp is no longer a good measure of the variation in the
nucleation rate. This variation seems, however, to be small since a good scaling of the
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Ti dependent data is achieved with 1/
√
Tp − Ti alone, for both the 2mJ/cm2 and the
3mJ/cm2 set. This supports the idea that the fluence, rather than the temperature,
determine the nucleation rate.
Finally, the temperature dependence of the dynamics revealed by our data seem
to agree with the idea that the nucleation rate is controlled by the incident fluence
and the growth rate is controlled by the initial temperature.
5.2.4 Discussion
Previous OPTP measurements on VO2 have shown a slow optically induced THz con-
ductivity response [31], attributed to a nucleation and growth process and consistent
with what is reported here for V2O3. Previous measurements on V2O3 have focused on
the high temperature conductivity dynamics [46] and do not discuss any temperature
dependent variation in the conductivity rise time, as presented here. The scaling re-
ported in the present work reveals details about the mesoscopic scale evolution of the
IMT in the vanadates, in particular a temperature dependence of the nucleation and
growth dynamics. This effect should be directly observable using optically pumped
time-resolved THz near-field microscopy, once the technique becomes available. Even
though a definite understanding of the origin of the scaling behavior requires Monte
Carlo simulations and further experimental investigations, the temperature dynam-
ics of the conductivity following an ultrafast heat quench, reported here for the first
time, is very relevant for fundamental and applied research on the vanadates, and
furthermore brings together the relatively new fields of ultrafast science and complex
materials, and the established field of statistical physics. [67]
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5.3 THz pump - THz/optical probe in V2O3
THz pump - THz probe (TPTP) [32] and THz pump - optical probe (TPOP) [141]
experiments on VO2 have highlighted an alternative pathway to drive the IMT in the
vanadates. The questions that immediately come to mind are how V2O3 would react
following photoexcitation in the THz range, and how the results on both vanadates
samples would compare with each other. These questions are addressed in the present
section.
5.3.1 THz pump - optical probe of bare V2O3 thin films
As V2O3 transitions from a metal to an insulator spectral weight is transferred be-
tween a low frequency Drude peak and optical excitations. The 1.5eV spectroscopic
properties of the material therefore differ in the metallic and the insulating phases,
as mentioned in Chapter 2, so that probing the photexcited dynamics of V2O3 with
800nm light yields information about the IMT dynamics in the system. In this set
of measurements the probe beam detects changes in optical transmission through
the V2O3 thin film used in the fluence dependent OPTP measurements described in
the previous section (95nm thickness, TIMT2 ∼ 170K, Tp2 ∼ 155K). The change
in transmitted signal, ∆Tr, is measured as a change in the difference between the
optical intensity transmitted through the photoexcited sample and the optical inten-
sity of a reference beam, which is calibrated using the transmitted intensity through
the unexcited sample. Independently measuring the transmission, Tr, through the
unexcited sample alone enables the determination of ∆Tr/Tr. The pump THz field
has a maximum strength of E0 = 300kV/cm.
Fig. 5.10 shows the temperature dependent TPOP response of the V2O3 thin film
for a THz excitation field of ETHz = E0. This figure illustrates a combination of
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effects. For the lowest temperatures in Fig. 5.10, just above the onset of macroscopic
conductivity in this V2O3 film, the photoinduced change ∆Tr/Tr is small. This is
consistent with the fact that the energy density deposited by the THz transient is
proportional to the conductivity, as discussed in Chapter 3. Below Ti = 150K there is
no TPOP signal. As temperature increases so does the sample conductivity and the
deposited energy density, and consequently also the signal ∆Tr/Tr. For Ti > 160K
the photoinduced ∆Tr/Tr starts decreasing with increasing temperature. This can
be understood by realizing that the change in optical transmission is due to the
transition of a fraction of the insulating film to the metallic phase. As Ti approaches
the end of the IMT fm → 1 and there is no insulating fraction of the sample left for
the THz pump to photoexcite into the metallic state.
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Figure 5.10: Temperature dependence of the TPOP signal for ETHz = E0 =
300kV/cm, with Ti ranging from 150K to 175K. Scattered points correspond to
the raw data, lines are smoothed by a moving average with a 4ps window.
Fig. 5.11 illustrates the field dependence of the TPOP data at several tempera-
tures in the 155K− 170K range. As expected, higher fields lead to a larger ∆Tr/Tr,
for all temperatures.
The mechanism underlying the TPOP response of this material seems to be essen-
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Figure 5.11: THz field dependence of the TPOP signal, for four different tempera-
tures in the IMT region, Ti = 155K − 170K. Scattered points correspond to the raw
data, lines are smoothed by a moving average with a 4ps window.
tially the same as that leading to the change in THz conductivity for T < Tp following
optical excitation, as discussed in the previous section: the deposited energy density
leads to a temperature increase in the system and to a subsequent increase in the
metallic volume fraction fm. This can be used to explain the temperature and field
dependence of the data in Figs. 5.10 and 5.11, presented above. It is also consis-
tent with the temperature dependence of the relaxation time, which increases for
increasing Ti, as was the case for the OPTP data. The temperature range over which
a TPOP signal can be measured — due to the σ 6= 0 requirement for THz energy
density deposition by Joule heating — does not allow a comparative study of the
dynamics rise time with Ti, as was done in the previous section. However, it is inter-
esting to compare the rise times for the OPTP and the TPOP signals, as shown in
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Fig. 5.12. The similarity of the two responses acts as a further confirmation that the
underlying dynamic mechanism is the same for both.
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Figure 5.12: Comparison between the rise times for OPTP (Ti = 135K, Fi =
3mJ/cm2) and TPOP (Ti = 160K, ETHz = 300kV/cm).
5.3.2 THz pump - THz probe of bare V2O3 thin films
TPTP measurements on bare V2O3 show no photoinduced response, even for the
highest fields of 300kV/cm. Indeed, for any of the THz radiation to be absorbed
by Joule heating the film must have a non zero conductivity. The deposited energy
density therefore increases with temperature across the IMT. However, as the IMT
progresses the insulating volume fraction decreases, so that when the maximum of
the conductivity is reached, and hence the maximum of the deposited energy density,
there are no insulating domains left to transition into the metallic phase and no
photoinduced change in conductivity is detected. Significantly higher THz fields
would be necessary to induce a change in the conductivity. In order to quantify the
minimum field required to drive a measurable change in the THz conductivity it is
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important to determine the energy density deposited by the THz pump. As mentioned
in Chapter 3 that energy density, due to Joule heating, has the form ETHz = σ| ~E|2,
and can be calculated assuming a 1ps long THz pulse. Comparing the energy density
deposited by the 300kV/cm THz field with that deposited by the optical beam with
different fluences yields the results in Fig. 5.13.
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Figure 5.13: Comparison of the energy density deposited by THz and optical pump
beams.
The TPOP experiments reported above indicate that the maximum THz induced
change occurs for a temperature of 160K. Taking this information into account, and
comparing the data in Fig. 5.13 to the results of the OPTP experiments reported in
the previous section, a measurable change in the THz conductivity would be expected
for the 300kV/cm THz field used here. Such a change is, however, not seen, and the
same is true for VO2 [32]. This result can again be understood in the context of
the nucleation and growth process that accompanies the IMT in the vanadates, and
recalling the conductivity dependence of THz induced Joule heating.
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Localized THz excitation
Fig. 5.13 shows the energy density deposited by the THz pulse assuming that the
entire sample has the same conductivity. However, the sample effectively consists of
metallic and insulating domains, with an overall finite macroscopic conductivity due
to the fact that the metallic volume fraction is larger than 0.5. Contrary to what
happens for an optical beam, the energy density due to Joule heating from the THz
pulse is deposited only in the metallic regions of the sample. Only the insulating
regions of the sample which are heated up by heat diffusion from the photoexcited
metallic domains undergo an IMT. This constitutes a very small fraction of the total
insulating volume fraction, which explains the lack of THz induced change in the
conductivity, as well as the small change in the optical transmission compared to
optical photoexcitation with comparable energy densities (similar TPOP effects are
seen in VO2 [142]).
The localized nature of THz induced changes enables a variety of interesting stud-
ies such as the characterization of heat diffusion between the photoexcited metallic
domains and the unaffected insulating regions, not only in the vanadates but also in
other materials.
Finally, it is important to mention the relevance of optical probing, in addition to
THz probing, to determine the photoinduced dynamics in complex materials. Optical
probes are sensitive to interband transitions (mostly, for the systems studied here) and
therefore interrogate the band structure, providing information about photoinduced
changes in orbital bandwidth, energy and occupation. They measure the dynamics
of the spectral weight transfer that is known, from static optical spectroscopy, to
occur during the IMT (cf. Chapter 2). Contrary to the microscopic sensitivity of
optical probes, THz probes investigate the macroscopic polarizability of the system,
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thereby providing information about its quasi-DC conductivity. Optical transmission
or reflectivity measurements are therefore much more sensitive than THz spectroscopy
to very localized changes in the properties of the material.
5.3.3 Metamaterial structures on V2O3 thin films, THz field enhancement
Since the available high THz field cannot couple via Joule heating to the sample in
the insulating state, and couples only to the metallic regions for temperatures above
Tp, enhancement structures must be used to increase the THz field effect. Enhanced
THz fields can reach such high values that the THz excitation mechanism becomes
more complex than Joule heating alone, and experimental results indicate that a
carrier release stage occurs before the carrier acceleration, or heating, stage. This
enables THz excitation of materials in the insulating phase. In VO2 [32] the initial
mechanism has been identified as the Poole Frenkel effect.
Such field enhancement is achieved by depositing metamaterial (MM) structures
on the surface of the V2O3 film (cf. Appendix C). The structures used here are
illustrated in Fig. 5.14 and consist of split ring resonators with gaps along both
directions (so that they can be excited by THz fields polarized along either direction).
The periodicity of the structures is 50µm, their lateral dimensions 35.5µm and the gap
size ∼ 2µm. This yields resonant frequencies of ω1 =∼ 0.9THz and ω2 =∼ 2.4THz
for the coupled MM/V2O3/Al2O3 structure.
5.3.4 Nonlinear THz spectroscopy of MM/V2O3/Al2O3
Initial characterization of the MM/V2O3 structure is done as a function of tempera-
ture, in a low THz field system. The data is shown in Fig. 5.15a): as the temperature
increases across the phase transition the resonance starts to disappear, consistent with
the shorting of the MM gap due to an increase in the V2O3 conductivity across the
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50μm
35.5μm~2μm
Figure 5.14: Metamaterial structures for THz field enhancement in V2O3.
IMT.
The same trend of gap shorting is seen in Fig. 5.15b), where the incident THz field
is varied between 10% and 100% of the maximum E0 ' 200kV/cm field value, reveal-
ing a THz induced IMT in V2O3. Fig. 5.15b) shows data for 150K = TIMT − 25K,
the temperature at which the maximum THz field dependent change was observed.
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Figure 5.15: a) Temperature and b) THz field dependence of the MM/V2O3 re-
sponse. For b) the temperature showing the highest field induced change, 150K =
TIMT − 25K, was chosen.
The next step for this experiment is to measure the dynamics of MM/V2O3 fol-
lowing THz photoexcitation, which will be compared to optically induced dynamics
in V2O3 and to data from similar experiments in VO2.
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5.3.5 Discussion, comparison to previous data on VO2
Contrary to an optical pulse, THz corresponds to a sub-bandgap excitation of V2O3,
as well as of VO2. For maximum THz fields of 300kV/cm the deposited energy density
in the vanadates is due essentially to Joule heating of the metallic portions of the
system. This requires the films to contain a significant metallic volume fraction that
the THz radiation can couple to. THz fields of ∼ 300kV/cm are too low to induce a
measurable change in the conductivity of V2O3, as was already the case for VO2 [32].
They do, however, induce an IMT very locally in the material, which can be sensitively
probed using an optical beam. The dynamics of the THz induced optical change
follow the nucleation and growth risetime observed after optical photoexcitation, and
can therefore be attributed to a THz induced increase in the metallic volume fraction.
This reveals a further limitation in driving a change in conductivity with a THz pump
via Joule heating, since when the deposited energy density is maximum, i.e. when
the sample is metallic, there is no insulating volume fraction left to be converted into
the metallic phase. [68]
In order to drive an IMT following THz excitation field enhancement structures
are necessary, or larger initial fields. If Joule heating were the only relevant effect
the constraint of having a finite metallic volume fraction available would remain.
However, a photoinduced change in the THz conductivity is observed for THz pump
field values smaller than those needed to induce it through Joule heating of the
metallic domains alone. Another mechanism must therefore precede the Joule heating
stage. Carrier generation through the Poole Frenkel effect was suggested for VO2 [32]
and could be the case for V2O3 as well [68]. In this case the insulating volume fraction
is also photoexcited, leading to a measurable macroscopic conductivity change in the
material.
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Chapter 6
Ultrafast structural response of VO2
In order to gain a better understanding of the IMT transition in VO2 time-resolved
structural information is essential. Indeed, the lattice is known to play a signifi-
cant role in the physics of this material, and information about the timescales and
lengthscales over which it is modified are key in order to understand the excitation
hierarchy that leads to the full metallic state. As mentioned in Chapter 2, previous
time resolved studies of the structural response of VO2 have been carried on follow-
ing photoexcitation in the optical range, i.e. with radiation whose energy exceeds the
insulating bandgap. As discussed in Chapter 5 this is an indirect excitation path-
way, where the electronic subsystem is effectively heated on a 100fs timescale, after
which the energy is transferred to the lattice. Photoexcitation in the THz range pro-
vides and alternative pathway to drive the IMT, which originates in a below bandgap
excitation due to carrier acceleration.
Studying the structural dynamics of VO2 during the IMT would ideally be done
with both good temporal resolution (∼ 10fs) and spatial resolution (∼ 100nm).
The need for good temporal resolution arises from the goal to compare these results
with previous dynamic studies of the electronic response. Electronic dynamics in the
1ps range, and even below, have been detected [143] and high temporal resolution
is therefore needed for the study of the structural response as well. As for spatial
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resolution, the IMT in VO2 occurs through nucleation and growth of metallic domains
within an insulating background. These have been imaged and exhibit dimensions in
the 100nm range, or even less, so that a careful study of the IMT at the microscopic
level requires high spatial resolution.
X-ray sources that enable this kind of structural studies consist of synchrotrons
and x-ray Free-Electron Lasers (xFELs). Synchrotrons provide x-ray pulses with low
intensity, which can be focused to spot sizes on the order of 100nm on the sample.
Pulse duration is, however, limited to 100ps. xFELs provide much higher intensity per
pulse, with durations of 50fs. Here the limitation comes from focusing capabilities,
due in particular to the onset of sample damage for small focal spots, i.e. for high
fluence. In this case the structural response typically averages over metallic and
insulating regions during the nucleation and growth process of the IMT in VO2. Two
parallel collaborative efforts are ongoing to study the structural dynamics of VO2
from these two different perspectives: at the Linear Coherent Light Source (LCLS),
the xFEL at the SLAC National Accelerator Laboratory, a first round of experiments
has provided accurate insight into the evolution dynamics of the structure with 100fs
resolution; experiments at the Advanced Photon Source (APS), the synchrotron at
the Argonne National Laboratory, are ongoing, in order to probe the 100nm scale
variations in the structural symmetry of VO2.
6.1 THz pump - 100fs duration xray probe experiment at LCLS
THz pump - THz probe experiments on VO2 have inspired a THz pump - x-ray probe
experiment at the LCLS. Temporal and spatial resolution of the x-ray diffraction
(XRD) probe are about an order of magnitude better than those of the THz probe,
and the results of the two sets of experiments should therefore be comparable. This
118
work is being done in collaboration with groups at the SLAC National Accelerator
Laboratory, at the Argonne National Laboratory, at IBM Research - Almaden and
at the Massachusetts Institute of Technology.
6.1.1 Experimental setup
LCLS is an xFEL, meaning that its mode of operation differs from that of “conven-
tional” third generation synchrotron sources. The main difference is in the coherence
properties of the generation of radiation. In synchrotrons radiation is generated inco-
herently from accelerated electrons propagating in an undulator. Coherent radiation
achieved through the high gain FEL interaction that leads to electron bunching is
what enables peak powers of 1010W in a few tens of femtoseconds.
Figure 6.1: Incoherent radiation from relativistic electrons entering an undula-
tor gains coherence, and thereby higher intensity, as electrons propagate and form
bunches with the periodicity of the radiated wavelength. [144]
Fig. 6.1 shows the axial radiation from relativistic electrons propagating in an
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undulator. Initially the radiation is incoherent and the output power proportional to
the number N of electrons. As the electrons propagate along the undulator they get
spatially bunched with the periodicity of the radiated wavelength and start radiating
coherently, so that the output power acquires an N2 dependence.
It is worth pointing out a few characteristics of these light sources, so different
from what has been considered so far, although they are by no means the main focus
of the present work [144]. Undulators consist of periodic arrangements of alternating
magnetic fields. Only wavelengths resonant with this arrangement radiate on-axis,
and the largest contribution comes from the fundamental radiation frequency. The
radiated wavelength λ1 depends on the parameters of the undulator and the electron
beam: λ1 ∝ λu/γ2, where λu is the undulator wavelength and γ is the electrons
relativistic Lorentz factor. Tuning λu, typically on the order of a few centimeters, or
the electron energy gives access to radiated wavelengths in the x-ray range.
The high gain operation of the xFEL arises from the interaction between the
radiation emitted by the electrons and their relative positions, which leads to an
increasingly coherent generation and to an exponential increase of the radiated power.
Electrons feel a Lorentz force that depends on the radiation fields, while the radiation
electric field, driven by the electron current, is described by Maxwell’s wave equation.
This process is depicted in Fig. 6.2. A small periodic field attracts the electrons to
the bottom of the potential (Fig. 6.2a)), which leads to a slight modification of the
radiated field phase (Fig. 6.2b)). This in turn causes the electrons to loose energy to
the radiation field whose amplitude increases, leading to an increased bunching force.
A positive feedback loop is thus established (Fig. 6.2c)), which leads to an exponential
increase in radiated power until the bunching process saturates (Fig. 6.2d)).
The process above relies on an external mechanism that initiates the coherent
bunching (Fig. 6.2a)). Ideally this process would itself be coherent along the length of
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Figure 6.2: High gain FEL mechanism. An initial field instability (a) leads to slight
electron bunching followed by phase slippage of the radiation field (b). The latter
leads to an increase of the radiation field amplitude, which increases the depth of the
potential well seen by the electrons. A positive feedback loop sets in (c), increasing
the radiated intensity until saturation is reached (d). [144]
the undulator, leading to a truly coherent, and thereby maximized, radiation output.
A few techniques have been proposed to deal with this issue, in particular seeding the
xFEL using an external coherent laser source. In practice, initiation of the coherent
bunching arises mostly from radiation noise, in a process known as Self-Amplified
Spontaneous Emission (SASE). This implies that coherent generation occurs only
over a specific cooperation length, and that the output intensity consists of spikes of
radiation, with a lower average power than the fully coherent picture.
A last comment regarding optimization of the high gain FEL process has to do
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with the importance of the electron beam properties. For optimal xFEL operation
the energy spread of electrons must be minimized, and so does the emittance of
the beam (essentially a measure of its divergence). The beam must propagate in
a straight line inside the undulator — < 5µm transverse shift over 130m, at the
LCLS — and the gain must be high enough to compensate for the inevitable loss of
power due to diffraction of the emitted radiation off the propagating electron beam.
Also, fluctuations of the undulator properties (period and magnetic field) must be
minimized along the undulator length.
Figure 6.3: Experimental setup for probing THz induced dynamics in VO2: struc-
tural and electronic ultrafast responses are investigated by THz pump - XRD probe
and THz pump - optical probe measurements. [142]
Moving on to the actual experimental investigation of the structural dynamics
of VO2 following THz excitation, the setup is shown in Fig. 6.3. The THz pulse,
enhanced by a gold line array structure, excites the VO2 sample and drives the IMT.
The structural response is probed using a 50fs x-ray pulse at 7keV and detecting
the XRD signal on a Cornell-SLAC Pixel Array Detector (CSPAD). The x-ray spot
size on the sample has a 500µm diameter, so as to prevent sample damage (or x-ray
122
photoexcitation). A second experiment was performed, using an optical transmission
probe, to analyze the electronic dynamics and compare it to the structural ultrafast
response.
13.5μm
Au
VO2
3mm
3m
m
15μm
1.5μm
Figure 6.4: Metamaterial design used to enhance the THz pump field: an array of
13.5µm wide gold lines lead to a uniform enhancement of the THz field in the 1.5µm
wide VO2 slits.
The gold line array is detailed in Fig. 6.4. These metamaterial structures are non-
resonant and provide a constant field enhancement across the bandwidth of the THz
pulse. The enhancement is decreased relative to resonant structures such as split ring
resonators (cf. Appendix C) [32], and amounts to a factor of ∼ 4 for the geometry of
Fig. 6.4. On the other hand, the enhanced area is larger and less localized, and all the
exposed VO2 is uniformly excited. The design in Fig. 6.4 therefore guarantees that
the only VO2 regions probed by the 500µm diameter x-ray beam are those which have
been excited by an enhanced 1mm diameter THz beam. The VO2 regions located
under the gold have been etched away so as to enable deeper gold deposition and
prevent the 200nm gold layer from shadowing the narrow VO2 regions.
The sample used in this experiment is a 200nm thick film of VO2 deposited on
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an m-cut Al2O3 substrate. XRD characterization shows that the out-of-plane VO2
axis is well defined and corresponds to the rutile c-axis, even though the system is
polycrystalline in-plane.
The initial plan of using x-ray absorption or emission spectroscopy to follow the
electronic dynamics at the same time as the structural dynamics was not feasible due
to the different x-ray pulse energy and incidence angle requirements for the x-ray
spectroscopy and diffraction geometries.
6.1.2 Comparison of structural and electronic dynamics of VO2
Figure 6.5: Static XRD response of VO2 in the insulating (monoclinic structure -
M) and metallic (rutile structure - R) phases, plotted as a function of qc. [142]
Initial characterization of the static XRD response in the metallic and insulating
states are shown in Fig. 6.5, revealing a distinct shift in the peak position as the
structure changes from rutile to monoclinic. qc corresponds to the momentum trans-
fer, q = 4pisinθ/λxray, along the rutile c-axis, accessible through the (002) peak. 2θ
is the XRD angle and λxray the x-ray wavelength. Probing of the dynamic struc-
tural response tracks the evolution of the XRD signal in this range of qc in order to
quantify the decrease in monoclinc character and increase in rutile character which is
expected to accompany the IMT. The dynamics response is shown in Fig. 6.6, which
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illustrates the evolution of the monoclinic (Fig. 6.6a)) and rutile (Fig. 6.6b)) XRD
signatures following excitation by an incident ∼ 400kV/cm THz field, enhanced to
∼ 1.6MV/cm on the sample. Three main features stand out from these results. On
the one hand the structure does not react immediately after the THz excitation, i.e.
there is a ∼ 4ps delay in the structural response following THz excitation. On the
other hand the monoclinic signal decrease, expected during the IMT, happens only
after an initial increase. Finally, after these two initial steps the monoclinic and ru-
tile signatures evolve monotonically into the metallic phase on a tens of picoseconds
timescale.
(a)
(b)
Figure 6.6: THz pump - XRD probe of VO2. Variation in the a) monoclinic and b)
rutile XRD intensity following excitation by a THz pump pulse. The purple line in
a) shows the initial rise time of the monoclinic response. [142]
It is important to compare the timescale of the structural response to that of
the electronic response, detected using an optical transmission probe and illustrated
in Fig. 6.7. For initial temperatures both 37K and 13K below TIMT — TU1 =
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TIMT−37K and TU2 = TIMT−13K — the change in optical transmission starts within
1ps after the THz field maximum. A nonlinear transient, which scales quadratically
with the THz field shown in Fig. 6.7a) and which is not related to the IMT, occurs
around zero pump-probe time delay and hinders the precise detection of the sub-1ps
response. However, it is clear that the change in transmission starts before the 4ps
lag time observed in the structural response. THz field dependence of the electronic
response is also shown. For the highest initial temperature, TU2 = TIMT − 13K, Fig.
6.7c) shows that increasing the THz field triggers the onset of a second electronic
response, occurring on a slower timescale.
(a)
(b)
(c)
1
-1
0
Tr
an
sm
iss
ion
 ch
an
ge
 (%
)
Figure 6.7: THz pump - optical probe of VO2. a) Enhanced THz pump field tem-
poral waveform. Optical transmission through the VO2 slits following THz excitation
at b) TU1 = TIMT − 37K and c) TU2 = TIMT − 13K. [142]
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Further analysis of the THz pump - optical probe data is shown in Fig. 6.8.
Field dependent transmission data are shown at the two temperatures shown in Fig.
6.7, TU1 and TU2 , at two different times, t1 and t2. At t1 ' 1.5ps only the fast
electronic response has started. At t2 ' 7.5ps the second, slower electronic response,
only observed at TU2 , has in turn set in and can be accessed by subtracting the
contribution from the faster response from the signal. It is clear from Fig. 6.8 that
the field dependence of the change in transmission at t1 is independent of the initial
temperature. The change at t2 has a different field dependence, higher fields being
required to drive it, and it sets in at a higher initial temperature.
Figure 6.8: Field dependence of the optical transmission change at TU1 (blue) and
TU2 (red) (cf. Fig. 6.7). The field dependence of the fast electronic response (open
circles, measured at t1) is independent of initial temperature, and differs from that
of the slow response (filled circles, measured at t2 by subtracting the fast response
contribution). [142]
These results should be compared to a characterization of the VO2 sample recently
obtained by the group at SLAC [145], and shown in Fig. 6.9. Along with the band
structure of VO2 in the insulating and metallic phase a picture of the IMT is shown,
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as a function of temperature. Two transitions are observed, marked with blue and
red dots. The red dots are a measure of the gap size and they trace the “usual”
transition in VO2, occurring at a temperature of ∼ 340K. The blue dots, however,
show a transition at lower temperature. They follow the spectral weight of the a1g
character contribution at the bottom of the epig band, in the insulating state (cf. Fig.
6.9a)), i.e. they are a measure of correlations in the system [16, 146]. It is clear from
this figure that the effect of electronic correlations dwindles as temperature increases,
and that the full IMT only occurs once this effect is significantly reduced.
(a) (b)
d||
Figure 6.9: a) Band structure of VO2 in the insulating (left) and metallic (right)
phases. b) Temperature dependence of electronic correlation effects (blue) and of
insulating gap size (red). [145]
The results presented in Figs. 6.7 and 6.8 can now be understood in light of
this interpretation — TU1 and TU2 are indicated in Fig. 6.9 for clarity. At TU1 THz
excitation leads to a reduction in electronic correlations, which occurs within 1ps after
the THz pulse maximum and leads to a change in the optical transmission through
the sample. At this initial temperature a full IMT is not observed, and only for a
higher initial temperature, TU2 , is its onset measurable as the second, slower timescale
whose THz field dependence was tracked at t2 in Fig. 6.8.
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Going back to the photoinduced structural changes of Fig. 6.6, they undoubtedly
arise after both components of the electronic response have occurred. The observation
of this 4ps delay is an essential stepping stone towards a complete understanding of the
physics underlying the IMT in VO2. As for the details of the structural dynamics —
non-monotonic behavior of the monoclinic component and delayed onset of the rutile
peak — they can be explained by a structural transition that occurs in two steps [147].
Referring to Fig. 6.10, an initial increase in the monoclinic V-V pairs bond length
will lead to the preservation of a monoclinic structure albeit with a higher structure
factor, leading to an increase in the monoclinic contribution to the XRD signal. As
V-V pairs begin to tilt the rutile symmetry component of the structure starts to
increase, while the monoclinic character decreases. This interpretation is consistent
with structure factor simulations. Finally, the tens of picoseconds dynamics shown
in Fig. 6.6 can be attributed to the nucleation and growth process that is known to
accompany the IMT in VO2 (cf. Chapter 2).
Finally, the results can be summed up by observing that within the first 4ps the
THz induced response in the system is purely electronic, including signatures of de-
creasing correlations followed by a closing of the electronic gap. During the 30ps that
follow this initial electronic response the structure starts to react by readjusting the
positions of the vanadium ions within the monoclinic phase. Finally the monoclinic
character decreases and the rutile character increases during a nucleation and growth
process which leads the system into the 4% transformed state consistent with the
incident THz field strength.
An obvious extension of this investigation is to move towards strained films, where
the lattice arrangement has been altered leading to orbital modifications and to a
change in the IMT temperature [21, 29]. Different electronic and lattice dynamics are
expected in this new regime, which can assist the understanding of the present results
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(a)
(b)
Figure 6.10: Dynamical picture of the structural rearrangements in VO2 across
the IMT: the monoclinic V-V pairs get stretched at first, preserving the monoclinic
structure (a), and only tilt a few tens of picoseconds later, thereby leading the system
into rutile symmetry (b). [142]
on unstrained VO2. Analyzing the THz induced structural and electronic dynamics
of strained VO2 is the goal of the next round of experiments at LCLS, where (100)
VO2/TiO2 films will be investigated.
6.2 THz pump - 200nm diameter xray probe experiment at APS
As mentioned earlier in this chapter, a second approach to the investigation of the
structural dynamics in VO2 comes from using three orders of magnitude smaller x-
ray spot sizes, even though the time resolution concomitantly decreases by a factor of
∼ 1000. Such a good spatial resolution enables selective dynamical investigation of
metallic and insulating domains during the IMT in VO2. This work is being done in
collaboration with groups at the Argonne National Laboratory and at the University
of California - San Diego.
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The APS is a synchrotron facility where 200nm focusing can be achieved for a pulse
duration of 50ps. The x-ray intensity being lower than at an xFEL, tight focusing
does not lead to damage in the sample. The experimental setup is shown in Fig. 6.11.
Again, metamaterial structures are used to enhance the THz field incident onto the
VO2 film. The x-ray probe pulse is focused into the gap of the metamaterial structure
and the XRD pattern is detected to track the changes in structural symmetry in the
system.
Figure 6.11: Experimental setup for probing THz induced structural dynamics in
VO2 at the APS: (enhanced) THz field pump - focused XRD probe measurements
reveal the structural dynamics of VO2 on a very small length scale. (courtesy of
Haidan Wen)
Given the small x-ray spot size, which fits into the metamaterial gap, resonant
structures can be used instead of the non-resonant slits shown in Fig. 6.11, and used
during the experiment at LCLS. Samples with resonant structures similar to those
in Ref. [32] have been fabricated and characterized but the experimental setup at
the APS requires optimization in order to achieve a high enough THz field, capable
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of driving the IMT on VO2. This is an ongoing project with promising preliminary
results and a great potential impact regarding the physics of the IMT in VO2.
6.3 Conclusion
Structural dynamics measurements on VO2 thin films have revealed different timescales
for the electronic and structural transitions in VO2. The electronic transition hap-
pens first, on a picosecond timescale: an initial decrease in electronic correlations is
followed by closing of the electronic insulating gap. The onset of the structural tran-
sition is delayed by 4ps relative to the electronic transition. The structure evolves by
progressive rearrangements of the monoclinic V-V pairs into the metallic rutile struc-
ture. Subsequent dynamics on a tens of picoseconds timescale is due to nucleation
and growth of structurally distinct metallic domains. These results are consistent
with the sub-picosecond and tens of picoseconds timescales reported in earlier dy-
namic investigations of the IMT in VO2 using optical and THz probes, which probe
the electronic and macroscopic conductivity response of the system (cf. Chapter 2).
More insight into the detailed mechanism of the structural transition can be gained
from analyzing strained VO2 samples or from investigating the modifications on a
microscopic scale, with a tightly focused x-ray probe.
It would be interesting to take this type of experiments one step further and
analyze the response of V2O3 thin films in the same conditions as described for VO2
above. A lot could then be gained for the understanding not only of V2O3 itself
but also of VO2, by comparing the data for both vanadate compounds as was done
in Chapter 5 for other types of time-resolved experiments. Probing the structural
dynamics of V2O3 around its IMT at 160K is currently a challenge since the sample
needs to be placed in vacuum and cooled during the experiment. This requires the
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implementation of an additional layer of sophistication in an already challenging
experimental setup, and cannot be realized at the moment.
133
Chapter 7
Dynamic response of NdNiO3 thin films
Most of the work presented so far focuses on the static and dynamic responses of
VO2 and V2O3. These vanadate systems have complex phase diagrams and tunable
micro-, meso- and macroscopic properties. They are relatively simple materials to
grow and study, even though their underlying physics is not yet fully understood.
Rare earth nickelates share some of the properties of vanadates, in that they exhibit
electronic, structural and magnetic transitions as a function of temperature, pressure
and chemical doping. Their stronger sensitivity to external stimuli makes them po-
tentially more interesting than the vanadates but they are more difficult to grow in
bulk. Thin film samples are significantly more manageable and have recently been
receiving a lot of attention, even though dynamic studies are still rare. This work
presents an optical pump - THz probe study of 15 unit cell (u.c.) thick NdNiO3 on
NdGaO3.
7.1 Overview of the properties of rare earth nickelates
7.1.1 Bulk properties of RNiO3
Rare earth nickelates, RNiO3, are a good example of the complexity that can arise
in quantum materials. These systems are based on a perovskite structure where Ni
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atoms lie at the center of the O octahedra and rare earth atoms, R, occupy the
interstitial positions. The basic properties of these systems as well as a schematic of
the structure are shown in Fig. 7.1 [148].
(a) (b)
Figure 7.1: a) Phase diagram of rare-earth nickelates as a function of temperature
and rare-earth radius (or tolerance factor). The inset illustrates the basic perovskite
structure and the Ni-O-Ni angle. b) Detail of the Ni-O-Ni angle — strongly bent (left)
and close to the undistorted 180◦ value (right) — and relevant orbitals. [148, 149]
It is clear from Fig. 7.1 that the properties of the system vary dramatically with
the choice of R. Indeed, larger R atoms contribute to a stabilization of the metallic
phase, the most striking case being LaNiO3 for which no metal-to-insulator transition
is observed. As the size of R decreases TIMT increases until, for Rs smaller than Eu,
the system becomes insulating for all measured temperatures. A transition between
a paramagnetic and an antiferromagnetic state occurs in the insulating phase at the
Ne´el temperature, TN , and TN 6= TIMT for Rs smaller than Nd. An increase in the
size of R corresponds to a deviation of the Ni-O-Ni angle from 180◦, illustrated in
the inset of Fig. 7.1a) and in Fig. 7.1b), and can be quantified using the perovskite
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tolerance factor, t, defined as
t =
dR−O√
2dNi−O
, (7.1)
where dR−O and dNi−O are R-O and Ni-O distances. [150] Also worth pointing out
is the fact that the IMTs are first order and exhibit a characteristic hysteresis when
TIMT = TN , but both them and the magnetic transitions are second order when
TIMT > TN . Coexistence of insulating and metallic domains with cluster sizes on the
order of 15− 20nm have been described by a percolation model and used to explain
the hysteresis seen in the first order IMTs [151, 152]. The deviation of the IMT from
2nd order seems to be related to the coupling to the magnetic transition. [149]
The correspondence between the variations of the R size, the Ni-O-Ni angle and t
stem from the fact that the R atoms are too small to fill the space available between
the Ni-centered O octahedra. This leads to a tilting of the octahedra along with a
decrease of dR−O, and to a consequent distortion of the perovskite structure, as shown
in Fig. 7.2b). The larger R the better it fills the available space and the smaller the
distortion, as illustrated by the structural phase diagram of Fig. 7.2a).[150] In the
low temperature insulating phase the structure changes symmetry between perovskite
and monoclinic [149, 153].
As seen above the properties of the system depend essentially on the O octahedra
and the Ni3+ ions. The trivalent R atoms contribute essentially a steric effect by
creating a local internal pressure which distorts the O octahedra more or less, thereby
affecting the overlap between Ni3d and O2p orbitals which in turn determine the
macroscopic properties of the system. [150]
The insulating state is charge ordered and magnetically ordered. The antifer-
romagnetic arrangement occurs via a sequence of ↑↑↓↓↑↑↓↓-aligned ferromagnetic
planes stacked along the pseudocubic (111) direction. As for charge ordering, it leads
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(a) (b)
Figure 7.2: a) Phase diagram, complementary to Fig. 7.1, including structural
information. The insulating phase below TM−I is monoclinic. b) Perovskite structure:
undistorted/cubic (left) and with rhombohedral (center) and orthorhombic (right)
distortions. [150]
to some of the Ni ions having a charge of 3 + δ and others of 3− δ, where the charge
disproportionation 2δ is on the order of half the electronic charge. Both magnetic and
charge order seem to be related to the inequivalence of the Ni sites in the monoclinic
structure, and potentially to the different types of bonding that arise when dNi−O is
smaller — more covalent — or larger — more ionic. [149, 154]
In RNdO3 Ni
3+ has one electron lying in the eg orbitals, which are split by the
Jahn Teller effect. The insulator-to-metal transition is understood as arising from
the closing of a charge transfer gap between O2p and Ni3d orbitals, as simplistically
shown in Fig. 7.3. In this picture the ∼ 0.04eV insulating gap [155] closes following
a variation in orbital bandwidth, W , due to an increased Ni3d-O2p orbital overlap
induced by straightening of the Ni-O-Ni angle. [150] However, the charge transfer
energy ∆ ∼ 1−2eV [150] between O2p and empty Ni3d is not the only relevant energy
scale, and an electron-electron Coulomb repulsion (Hubbard) term U ∼ 6−7eV [155]
is also present in the Ni3d orbitals and seen to play a role in the IMT. [155, 154]
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Figure 7.3: Band structure of NdNiO3, where the insulating gap exists between O2p
and empty Ni3d orbitals (eg) for a large deviation of the Ni-O-Ni angle from 180
◦
(top). In the metallic state (bottom) the gap closes due to straightening of the angle
that causes an increase in the orbital bandwidth. [150]
The properties mentioned above attest to the interest of investigating RNiO3 sam-
ples. However, high pressure and high temperature requirements — due in large part
to the trivalent state required for Ni in the perovskite structure — make the fabrica-
tion of bulk samples of these materials very challenging [150, 149]. This has slowed
down the progress of nickelates research until it was realized that thin film growth
was less constrained, and successful even in achieving single crystalline samples.
7.1.2 RNiO3 in thin film form
Thin films of RNiO3 are typically grown on other perovskite materials, guaranteeing
single crystallinity of the film by epitaxial growth on isostructural substrates. The
properties characteristic of each RNiO3 can in principle be studied by growing thin
films with different Rs. In practice this is challenging since different growth conditions
are needed for each film, and different substrates must be chosen to guarantee the
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best match of lattice parameters, so that the results are not necessarily comparable
between the films. However, a careful choice of the substrate enables varying amounts
of strain to be applied to a specific nickelate system. Strain leads to a change in the
bulk properties characteristic of a given R and indeed the whole nickelates phase
diagram can be mapped out with a single type of RNiO3 deposited on different
substrates, as shown in Fig. 7.4 for NdNiO3. This set of data supports the idea that
compressive biaxial strain leads to a straightening of the Ni-O-Ni angle and hence
to a stabilization of the metallic phase. Fig. 7.4 also reveals that tensile strain can
be used to separate the electronic and magnetic transitions, which does not happen
in bulk samples of NdNiO3 (cf. Fig 7.1a)). The first order character of the IMT is
retained for all strain values where the IMT occurs.
Figure 7.4: Phase diagram of strained NdNiO3 thin films (right) and perovskite
substrates needed to achieve the reported strain values (left). [154]
It is important to point out that the IMT in strained NdNiO3 films, illustrated
in Fig. 7.4, seems to occur with no change in symmetry. Indeed, x-ray scattering
experiments indicate that there is a slight change in unit cell volume of the perovskite
structure but no monoclinic signature arises at low temperatures. [156] This is in
contrast to what happens in bulk samples, as described above.
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Similar strain dependent experiments have been carried out in EuNiO3 [157].
Here, the IMT temperature is tuned until no insulating state exists for high enough
compressive strain, as shown in Fig. 7.5a) [157]. The IMT retains the bulk EuNiO3
second order character for all values of TIMT , which indicates that compressive biaxial
strain has a different effect from internal pressure achieved by using larger R atoms.
Also, the structure seems to retain the insulating monoclinic structure throughout
the IMT. The monoclinic character decreases in the metallic state, possibly due to
the absence of charge order, but no distorted perovskite signatures appear. [158]
(a) (b) (c)
Figure 7.5: Variation of TIMT in a) strained EuNiO3 [157] and in b) EuNiO3/LaNiO3
superlattices, whose structure is illustrated in c) [159].
Another way to achieve tunability across the nickelates phase diagram using the
properties of thin films is through heterostructures of EuNiO3 and LaNiO3, shown in
Fig. 7.5c) [159]. As seen in Fig. 7.1, EuNiO3 and LaNiO3 lie at the two ends of the
IMT line in the bulk RNiO3 phase diagram. By controlling the relative thickness of
the EuNiO3 and LaNiO3 alternating layers the full IMT line can be mapped out, as
seen in Fig. 7.5b). This approach is more challenging from a fabrication point of view
but it provides a more continuous tunability of TIMT than that achieved by changing
the substrate. [159]
Substrate induced strain is seen to enable a significant amount of tunability in
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RNdO3 films. However, the effect of biaxial strain is not easy to rationalize, and
several measurements have reported conflicting dependences of TIMT on strain. Hy-
drostatic pressure leads to a decrease of dNi−O, i.e. to a stabilization of the metallic
phase and a decrease in TIMT . Compressive biaxial strain could lead to an increase
in the buckling angle or to a decrease of dNi−O, which would cause, respectively, an
increase or a decrease of TIMT . Comparison to hydrostatic pressure gives support to
the second hypothesis. However, tensile strain has been reported to lead to a decrease
of TIMT , i.e. to the similar effect as compressive strain. This can be understood as a
behavior equivalent to that of an internal pressure created by a larger R atom, but
as seen in Fig. 7.4 it is not always applicable either. Also, O vacancies are sometimes
present in thin films, particularly those under tensile strain, leading to the replace-
ment of some of the Ni3+ ions by larger Ni2+ ones, and affecting the sharpness and
the temperature of the IMT. [149] Overall, a careful characterization of these highly
tunable RNdO3 films is necessary, in order to ascertain the exact properties of the
system under study.
Finally, thin films of RNiO3 appear as a way to study the properties of these
materials, which are challenging to fabricate as bulk samples. The epitaxial strain
inherent to ultra thin films leads to small variations even in the supposedly unstrained
systems, but most of all strain provides a knob that can be adjusted so as to tune
the nickelates properties and design specific responses. This concept is schematically
depicted in Fig. 7.6. Indeed, interactions of the RNiO3 system with the substrate
or with a different R’NiO3 system change the orbital overlaps and the electronic
structure of the material and lead to emergent phases that do not exist in bulk.
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Figure 7.6: Orbital tuning in RNiO3 arises from substrate induced epitaxial strain
and from carefully designed superlattices. Emergent phases, not present in bulk
samples, can thus be accessed in ultrathin films. [154]
7.2 Dynamic studies of rare earth nickelates
7.2.1 Previous measurements
Few previous dynamical studies exist for RNiO3 systems, all performed on films that
are thick enough that the substrate induced strain is essentially relaxed. Low fluence
optical pump - optical probe experiments on 150nm thick NdNiO3/Si, shown in Fig.
7.7a) have analyzed the carrier relaxation time in the insulating state, and identified
two timescales attributed to the coexistence of metallic and insulating domains in
the system. Other optical pump - optical probe experiments have focused mostly on
the acoustical response [160, 161]. High fluence mid-IR pump - optical/THz probe
comparative measurements of 30nm thick NdNiO3/LaAlO3 (Figs. 7.7b) and c)) and
NdNiO3/NdGaO3 have revealed a photoinduced IMT where the mid-IR pulse excites
a vibrational mode in the substrate, which then couples to the film and modulates
its electronic properties. This is schematically depicted in Fig. 7.7d).
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(b) (c)
(a)
(d)
Figure 7.7: a) Low fluence OPOP measurements on 150nm NdNiO3/Si, below TIMT .
Mid-IR pump - b) optical and c) THz probe measurements on 30nm NdNiO3/LaAlO3.
d) A lattice excitation in the substrate couples to the NdNiO3 film and modulates its
electronic properties.
7.2.2 Optical pump - THz probe of 15u.c. thick NdNiO3/NdGaO3
This work presents an optical pump - THz probe study of 15 u.c. NdNiO3 deposited
on a NdGaO3 substrate. The samples were fabricated in Prof. Jak Chakhalian’s
group at the University of Arkansas, using a pulsed laser deposition based layer-by-
layer growth technique [162]. As shown in Fig. 7.4 the NdGaO3 substrate leads
to a 1.4% tensile strain in thin NdNiO3 films, and to essentially indistinguishable
values for TIMT and TN , so that the system transitions from an antiferromagnetic
insulating state below TIMT = TN to a paramagnetic metallic state above. The
dynamics analyzed below reveal the presence of two timescales in the photoinduced
conductivity change, suggesting that both electronic and magnetic excitations might
have significant roles to play during the IMT in NdNiO3.
Fig. 7.9 shows the static characterization of the NdNiO3 film using THz spec-
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troscopy. A transition is observed around 140K from a high temperature metallic
phase to a low temperature insulating phase. The THz conductivity drops to a con-
stant non zero value (∼ 3000(Ωcm)−1) in the insulating phase, most likely due to a
thin layer of silver epoxy that remains at the back of the substrate.
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Figure 7.8: THz conductivity vs. temperature for 15u.c. NdNiO3/NdGaO3.
The optical pump pulse can be thought of as an ultrafast heat quench lasting for
about 1ps after the pump pulse, both in the metallic and in the insulating phases
[160, 163]. Indeed, in the metallic state — T > TIMT , not shown — the system
exhibits a heated metal response, with a corresponding decrease in the conductivity,
following the trend shown in Fig. 7.8. In the insulating state — T < TIMT — the
1.5eV pump is an above bandgap excitation so that the photoexcited state again
corresponds essentially to the initial state heated by an amount ∆T which depends
on the initial temperature, the incident fluence, the specific and latent heat of the
system [151, 164] and the electron-phonon coupling coefficient.
Fig. 7.9 shows the photoexcited conductivity dynamics for several values of the ini-
tial temperature, T < TIMT . Fluences ranging between 0.25mJ/cm
2 and 2.5mJ/cm2
are shown for each temperature. Higher fluences were not attempted in order to
prevent sample damage. A fast, ps-scale conductivity risetime is always present and
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a slower 10ps-scale risetime develops as the fluence increases. This trend is similar
for all temperatures. The recovery time for the photoexcited conductivity change,
however, increases with temperature for all fluences.
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Figure 7.9: Optically induced conductivity dynamics of 15u.c. NdNiO3/NdGaO3
at different temperatures below TIMT (yellow lines are fits to Eq. 7.2).
Fig. 7.10 includes the same data as Fig. 7.9 but arranged by fluence, and plotted
for each temperature. The fluence dependence of the rise times is more striking,
since the second, slower rise time is not present for the lowest fluences, independently
of the temperature. It arises only for fluences above 1mJ/cm2. The temperature
dependence of the recovery time, mentioned above, is also made clear in these plots.
Fig. 7.10 shows data taken at 123K, which was left out of Fig. 7.9. This temper-
ature is very close to the onset of the IMT and the measured dynamics are therefore
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very sensitive to any pump induced residual heating. In order to preserve a dynamic
range comparable to that at the other temperatures the measurements were done by
chopping the pump line. The dynamics are therefore real but the measured change
in conductivity is generally underestimated, which explains the discrepancies in the
plots. This discussion is also valid for the measurement at 103K with 2mJ/cm2
incident fluence.
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Figure 7.10: Optically induced conductivity dynamics of 15u.c. NdNiO3/NdGaO3
for different fluences (yellow lines are fits to Eq. 7.2).
The data shown in Figs. 7.9 and 7.10 can be fit by the following combination of
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exponential functions:
∆σ =
1
e(t0−t)/τ1 + 1
(a− b(e(t0−t)/τ2 − 1)) 1
e(t−td)/τ3 + 1
, (7.2)
where τ1 and τ2 are the fast and slow risetimes, t0 is the slight offset in the onset
of ∆σ from t = 0, τ3 is the recovery time and td the offset of this recovery term. a
and b are the amplitudes corresponding to each exponential term. τ1, τ2 and τ3 are
illustrated in Fig. 7.11, which also includes ∆σ1 and ∆σ2, analyzed in more detail
below.
τ1
τ2
τ3Δσ1
Δσ2
Figure 7.11: Example of a fit to the conductivity dynamics of NdNiO3/NdGaO3,
indicating the relevant parameters plotted in Figs. 7.12 and 7.13.
The yellow lines superimposed onto the data in Figs. 7.9 and 7.10 corresponds
to fits with Eq. 7.2. In most cases a and b are positive, corresponding to two rising
exponential terms. However for the lowest fluences the b term becomes negative,
meaning that three timescales still exist but that the second one can no longer be
thought of as the onset of an excitation, but rather corresponds to a slowing down of
the recovery rate potentially due to that same excitation.
Fig. 7.12 illustrates the temperature dependence of τ1, τ2, τ3, ∆σ1 and ∆σ2, for
different fluences. Dashed lines correspond to points that are unreliable either because
of the residual heating effect near the transition, mentioned above, or because of fitting
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details (e.g. τ3 too long to be accurately estimated from the limited duration of our
OPTP scan). Both τ1 and τ2 depend very little on the initial temperature, for a given
fluence. τ3 has the expected increasing trend with increasing temperature, suggestive
of a longer lived photoexcited state for initial temperatures closer to the IMT. ∆σ1
and ∆σ2 both increase slightly with temperature but their ratio is approximately
constant, which hints at an activated behavior that affects both excitations.
It should be noted that the value of τ1 is smaller than the duration of the THz
probe pulse, ∼ 1ps, so that the exact value of τ1 derived from these fits might not be
accurate. The temperature and fluence dependence should, however, be qualitatively
correct.
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Figure 7.12: Fitted conductivity dynamics parameters vs. temperature. Dashed
lines connect to points that are no longer reliable, as detailed in the text.
Fig. 7.13 illustrates the fluence dependence of the same data as in Fig. 7.12, for
different temperatures. All parameters plotted are seen to depend strongly on flu-
ence. τ1 and τ2 increase with fluence and appear to approach constant values around
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2mJ/cm2. τ3 also increases with fluence, as expected since the system is driven deeper
into the metallic state. ∆σ1 increases with fluences up to about 1mJ/cm
2 and then
starts decreasing slightly. A potential non-zero fluence threshold for the onset of a
finite ∆σ1 is difficult to establish at this point, and would require more sensitive mea-
surements. ∆σ2, on the contrary, increases monotonically with fluence and exhibits
an essentially temperature independent fluence threshold of about 0.5mJ/cm2. More
information about the fluence threshold could perhaps be obtained by extending these
measurements to temperatures below 77K. Finally, the ratio ∆σ2/∆σ1 increases with
temperature, consistent with the fact that ∆σ2 increases at the expense of ∆σ1.
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Figure 7.13: Fitted conductivity dynamics parameters vs. fluence. Dashed lines
connect to points that do not make sense, cf. main text for details.
Multiple excitations are known to be altered during the IMT of strained NdNiO3
thin films: the system becomes metallic, its unit cell volume changes albeit with no
change in symmetry, and the antiferromagnetic order disappears. Furthermore, no
signatures of a nucleation and growth process were observed from near-field imaging
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of these thin films [165], which also appear not to be charge ordered in the insulating
phase. The fast rise time observed in the OPTP response is probably due to ultrafast
heating from electron-phonon thermalization, which drives the IMT in this system
where there is no nucleation and growth bottleneck as for the vanadates. Given the
small change in lattice structure, the unit cell volume change can occur along with the
electronic transition. In this scenario the second rise time would be attributed to a
second electronic excitation, potentially to the disappearance of the low temperature
magnetic order.
7.2.3 Nickelates vs. vanadates: different dynamical responses
As mentioned above, the phase diagram of RNiO3 as a function of R, or that of
NiNdO3 films as a function of epitaxial strain, are very similar to those of VO2 and
especially V2O3. Similar dynamics would therefore be expected in these systems.
Fig. 7.14 shows the conductivity dynamics following optical excitation in thin films
of these three systems at a 2− 3.8mJ/cm2 fluence, at temperatures 60K below their
IMTs. ∆σ is plotted as a fraction of the total conductivity change across the IMT,
∆σ/σmax, with absolute ∆σ values indicated on the right axis for each material.
As seen from Fig. 7.15, VO2 has the largest latent heat and consequently the
smallest ∆σ/σmax, even though the incident fluence is nearly twice that used for
V2O3 and NiNdO3. Both VO2 and V2O3 show a slow rise time of the conductivity
dynamics, usually attributed to nucleation and growth of metallic, and structurally
distinct, domains in an insulating background. NiNdO3, however, shows both a fast
and a slow rise time, as described above. No nucleation and growth behavior of
metallic domains has been observed for these systems using near field microscopy
[165] and no structural symmetry change occurs across the IMT [156], so that the
fast rise time can be attributed to an electron-phonon coupling response, during which
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Figure 7.14: Comparison of the optically induced THz conductivity dynam-
ics in 75nm thick VO2/Al2O3, 75nm thick V2O3/Al2O3 and 6nm (15u.c.) thick
NdNiO3/NdGaO3.
the IMT occurs, and the second time scale must also be of an electronic nature. The
latter corresponds to a change that happens along with the IMT, such as the magnetic
transition from an antiferromagnetic to a paramagnetic state. This is in line with the
idea, discussed above, that the first order nature of the IMT might be related to its
coupling to the magnetic transition. It also raises the question of the role played by
magnetism in the insulating state of RNiO3. [166]
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Figure 7.15: Comparison of the specific heats and IMT latent heats of VO2 [10],
V2O3 [11] and NdNiO3 [164].
The next step in an ultrafast investigation of NdNiO3 is to look at more strained
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samples, e.g. on a DyScO3 substrate (cf. Fig. 7.4), where TIMT > TN [154]. This
should enable a better understanding of the relationship between the dynamics we
observe and the magnetic excitations in the system. In a broader perspective, other
nickelates systems should be analyzed using ultrafast spectroscopy, in order to gain a
better understanding of their underlying dynamics. Strain dependent films of EuNiO3
are a good comparison to strained NdNiO3 [157, 158], EuNiO3/LaNiO3 superlattices
can map the same phase diagram with a more tunable approach [159], and LaNiO3
[167] can bring insight into the metallic phase behavior. A lot can be learned in
these systems by analyzing their THz conductivity and optical reflectivity dynamics
following optical or THz excitation, and ideally also their structural dynamics using
XRD as a probe.
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Chapter 8
Conclusions and outlook
8.1 Conclusions
The focus of this thesis has been on an ultrafast investigation of transition metal ox-
ides, in particular thin films of vanadates and rare earth nickelates. Most of the studies
have been done using ultrafast Ti:Sapphire amplifier systems, THz radiation being
generated from the 800nm wavelength pulses using nonlinear crystals. ZnTe crystals
were used for conventional linear spectroscopy, and LiNbO3 crystals for nonlinear THz
spectroscopy and for THz pump experiments. These are challenging experiments to
build and maintain, and that effort underlies the results presented in this thesis.
Starting with VO2, the strong coupling between the V3d orbitals and the lattice,
which motivates part of the discussion as to the Mott vs. Peierls nature of the IMT in
this system, is put forth rather strikingly by the application of strain. Indeed, strain
induced modifications of the orbital arrangement and occupation lead to changes in
TIMT and in the conductivity of the material along different structural axes [21].
The expansion or compression of the lattice parameters of VO2 modify the system
not only at the microscopic but also at the mesoscopic level, where they affect the
nucleation and growth process which is known to accompany the IMT. The shape
of emerging metallic domains is altered and so are the macroscopic properties of
the system [22, 72]. This attests to the importance of the mesoscopic scale for the
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physics of VO2, and potentially of other transition metal oxides that exhibit phase
separated stages in some regions of their phase diagram. Even though the present
strain dependent studies reveal the strength of the interaction between the lattice
and the V3d orbitals, as well as the importance of characterizing the system at the
mesoscopic scale, they provide no clear answer to the question of the nature of the
IMT in VO2. This is achieved more successfully by structural dynamics studies,
where a sub-gap excitation initiates the IMT in the system and reveals two separate
timescales for the electronic and structural responses. Indeed, structural changes
begin 4ps after the onset of the electronic transition. The IMT seems to start by a
decrease in the electronic correlations in the system, followed by a decrease of the
insulating gap and only then a change in the structural symmetry. In this picture the
full IMT indeed requires both electronic and structural changes, but the true driving
force stems from the decrease in electronic correlations [142].
V2O3 is comparable to VO2 by both nature and behavior, but it is overall a simpler
system in which electronic correlations are known to be the driving force behind the
IMT. Scaling behavior is demonstrated for the photoinduced conductivity dynamics
of this system, such as have never been reported for similar compounds. This scaling
reveals a temperature dependence of the dynamics of the nucleation and growth pro-
cess that is known to accompany the IMT in this system [67]. Apart from the insight
into the behavior of V2O3, this result shows that ultrafast studies of complex systems
are good test beds to investigate the details of “old” statistical physics problems. A
comparison between VO2 and V2O3 reveals the same overall dynamical trends, albeit
with a few differences [68]. These can be partly understood by a lower latent heat
in V2O3, and a larger susceptibility to strain induced modifications. High THz field
studies of V2O3 reveal the same trends as those in VO2 [68]. A careful analysis of the
THz induced responses shows that in the regime where THz photoexcitation acts as
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Joule heating, i.e. for THz fields lower than those needed to induce more complex
responses such as the Poole Frenkel effect, care must be taken in interpreting the
time-resolved data, since the THz pump couples only to the metallic regions of the
material.
Finally, rare earth nickelates present a phase diagram very similar to that of the
vanadates, but optical pump - THz probe studies reveal a surprisingly different dy-
namical conductivity response in NdNiO3 thin films compared to VO2 or V2O3. Con-
trary to the slow rise time observed in the vanadates, corresponding to nucleation
and growth of structurally and electronically distinct metallic domains, the IMT in
NdNiO3 occurs via two dynamical steps, on the picosecond and the tens of picosec-
onds timescales [166]. Since no structural symmetry change is observed during the
IMT in this system both time scales appear to be of an electronic nature, possibly
related to the low temperature magnetic order. This suggests a significant coupling
between the magnetic and IM transitions.
8.2 Outlook, future experiments
Further investigation of VO2 and V2O3 will bring an added understanding to the
study of these two systems. Two specific experiments on VO2 are under way. First,
structural dynamics in strained VO2 films will be investigated at the LCLS, in order
to determine the modifications in the dynamical response as a consequence of lattice
expansion or compression as well as strain induced V3d orbital tuning. Second, a
structural dynamics study will be performed at the APS, with a good enough spatial
resolution that regions within nucleating metallic clusters can be probed, thereby
circumventing the potential error of averaging over several distinct domains at the
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mesoscopic scale.
On a longer term, the same type of structural dynamics experiments should be
realized on V2O3, in order to gain a better understanding of the material itself and
also of its relationship to the physics of VO2. These measurements will build upon
the knowledge acquired from the data presented in this thesis, and from (enhanced)
THz pump - THz probe measurements of V2O3 which are under way.
With respect to rare-earth nickelates thin films, whose IMT dynamical character-
ization is reported for the first time in this work, a complete and thorough mapping
of their dynamics — achieved with optical and THz pump - optical or THz probe —
would be extremely enlightening as to the nature of the physical mechanisms that
control their macroscopic properties. This can be done by using a variety of different
substrates to tune the strain level for a specific rare earth element, or using super-
lattices containing varying thickness of two different rare earth nickelate compounds.
Both approaches would enable a sweep across the strain dependent phase diagram of
these systems, and yield a complete dynamics mapping.
Finally, in the realm of ultrafast studies of complex materials but changing gears as
to the specific systems under study, it is worth pointing out that high field THz tran-
sients open the door to a variety of material studies. Charge density wave collective
modes lie in the THz range and can potentially be excited using an intense THz field,
leading to a melting or depinning of the charge order in these systems. Interesting
candidates for this type of studies are systems such as the cuprate Sr14Cu24O41 [168],
dichalcogenides TaSe2 and NbSe2 [169, 170] or the manganite (110) Pr0.5Sr0.5MnO3
[171]. Another type of experiment making use of the high THz field transient relies
in using not the electric THz field but the magnetic THz field. Indeed, a 300kV/cm
electric field corresponds to a magnetic field on the order of 0.1T , which is significant
for a variety of magnetic materials [59, 60]. An interesting proof of principle experi-
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ment would be to use metamaterial structures to orient the transient THz magnetic
field out-of-plane, thereby initiating spin precession in ferromagnetic films of Ni or
permalloy [57].
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Appendix A
Laser system, structure and operation
Two amplified Ti:Sapphire laser systems were used for the work presented in this
thesis. Both consist of a Ti:Sapphire mode-locked oscillator followed by a Ti:Sapphire
regenerative amplifier. The oscillators put out an average ∼ 500mW power at an
80MHz repetition rate and ∼ 800nm central wavelength. The regenerative amplifiers
increase the average power by chirped pulse amplification, schematically depicted in
Fig A.1.
Figure A.1: Chirped Pulse Amplification: seed pulses from a Ti:Sapphire oscillator
are stretched in time, amplified in a regenerative amplifier cavity and compressed
back to 35fs. [172].
Seed pulses from the oscillator are stretched in time by a series of reflections
between two gratings. The longer pulses then enter the regenerative amplifier cavity
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where they are amplified in a Ti:Sapphire crystal, pumped by an external green laser.
Finally the amplified pulses exit the cavity and are compressed back in time in a
grating compressor stage. The amplified pulses have a repetition rate of 1kHz and a
duration of ∼ 35fs.
The laser system used for the ZnTe based THz generation in Chapter 3 is provided
by Spectra Physics. It consists of a Tsunami oscillator followed by a Spitfire Pro
35F-XP regenerative amplifier. The Tsunami is pumped by 532nm light from a
5W Millenia Pro pump laser. The Spitfire is pumped by 527nm light from a 20W
Empower pump laser, and puts out 3W of average power.
The laser system used for the LiNbO3 based THz generation in Chapter 3 is
provided by Coherent. It consists of a Vitara oscillator followed by a Legend Elite
Duo regenerative amplifier. The Vitara is pumped by 532nm light from a 5W Verdi-
G pump laser. The Legend is pumped by 527nm light from a 40W Evolution-HE
pump laser. The pump’s 40W are split between the regenerative amplifier cavity and
a second pass Ti:Sapphire amplifier crystal, yielding a 8W average output power for
the Legend. This system was originally seeded by a Mantis oscillator, pumped by a
5W Optically Pumped Semiconductor Laser at 532nm.
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Appendix B
THz setup details: crystals, polarizers, etc
This appendix includes complementary information regarding the materials and optics
used in THz setups: THz generation and detection crystals, THz wire grid polarizers,
and materials used to separate or combine near-IR and THz radiation.
B.1 THz crystals
Several crystals can be used for THz generation and detection. The choice of crystal
for a particular application depends on how its characteristics match the experimen-
tal requirements. A detailed discussion of how the crystal’s properties affect THz
generation and detection is given in Chapter 3. Characteristic quantities for a few
typical crystals are given in Table B.1.
Organic crystals [173] are generally not mentioned in this work as THz generation
sources since they typically require pumping wavelengths in the µm range, as can be
achieved from an optical parametric oscillator seeded by the output of a Ti:Sapph
regenerative amplifier. In the setups discussed in this work THz radiation is generated
using the output of the Ti:Sapph regenerative amplifier directly.
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Material, orientation ZnTe(110) GaP(110) GaSe(001) LiNbO3(001)
Type semiconductor semiconductor semiconductor inorganic
electro-optic
crystal
Structure zincblende zincblende hexagonal trigonal
Bandgap (eV) 2.25 2.26 2.1 4
Nonlinear coefficient (pm/V) 68.5 24.8 54.0 168
THz generation bandwidth (THz) 5(17) 3.5 41 6.9
THz detection bandwidth (THz) 2.5 7 120 −
Refractive index (group), 800nm 3.13 3.67 3.13 2.25
Refractive index, THz 3.17 3.34 3.27 4.96
Electro-optic coefficient (pm/V), at 800nm r41 = 3.9 r41 = 0.97 r22 = 14.1 r33 = 30.9
Lowest optical phonon resonance (THz) 5.4 10.96 7.1 7.5
Table B.1: Basic properties for a few typical Thz generation and detection crystals.
[174, 175, 176, 177, 178]
B.2 THz wire grid polarizers
Wire grid polarizers require a sub-wavelength wire spacing. They are therefore much
more manageable in the THz range than they are at optical or even IR frequencies,
especially in a free standing geometry. The free standing gold wire grid polarizers
used in the THz setups presented in this work were made in house (cf. Appendix C).
Gold wires are 150nm thick, 15µm wide and spaced by 10µm, i.e. the structure has
a 25µm periodicity. With a ratio of periodicity to wavelength of 0.08 (at 1THz), a
ratio of wire width to periodicity of 0.6 and an expected extinction ratio on the order
of 100 [179] these are in line with the general requirements for wire grid polarizers
operating at THz frequencies [180].
Such polarizers can be used to guarantee a linear polarization of the THz beam —
particularly relevant for TPTP experiments or when testing anisotropic samples by
THz TDS — but also to decrease the amplitude of a linearly polarized THz field —
crucial in nonlinear THz studies using high THz field sources. In the latter situation
two polarizers are used: the first one is rotated by and angle θ so as to controllably
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decrease the THz polarization component in the original polarization direction; the
second one is kept fixed so as to let through only the remaining polarization compo-
nent in the original polarization direction. Such scheme leads to a decrease in the
THz field that varies as cos2θ. Table B.2 lists the rotation angles required to achieve
a given THz field fraction, as calculated from the cos2θ dependence and as measured
experimentally. The in-house polarizers are seen to behave as expected.
% THz field 100 90 80 70 60 50 40 30 20 10
Angle (cos2θ) 0 18 27 33 39 45 51 57 63 72
Angle (exp) 0 18 27 34 41 47 52 58 64 72
Table B.2: Characterization of the wire grid polarizers used in the THz setups
presented in this work. The rotation angle of the first polarizer, necessary to transmit
a specific percentage of the incident THz field, follows the expected cos2θ dependence.
In addition to the angular consistency, these wire grid polarizers preserve the
spectral form of the THz waveform in the range of interest for ZnTe and LiNbO3
based THz systems (0− 3THz).
B.3 Selective control of near-IR or THz radiation: teflon and pellicle
beamsplitters
Teflon windows are used after the THz generation crystal to block the 800nm optical
pump beam, and let through the generated THz radiation alone. This is made possible
by the transmission characteristics of teflon, illustrated in Fig. B.1: less than 30% of
the 800nm light intensity is transmitted through a 0.1mm thick teflon slab, whereas
∼ 90% of the THz radiation goes through. In practice teflon windows of a few mm
are used in THz setups.
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Figure B.1: Transmission through a 0.1mm thick teflon slab at a) 800nm and b)
THz frequencies. [181]
In order to couple the optical gate beam onto the THz beam path, for (collinear)
THz detection, a pellicle beamsplitter is typically used. As seen in Fig. B.2 ∼ 60%
of the optical gate beam is reflected by the beamsplitter but the THz radiation goes
through essentially unaffected. This allows a large dynamic range to be maintained
since the THz field strength is preserved.
Figure B.2: Pellicle beamsplitter transmission at 800nm. The transmission flattens
out to a value close to 100% for longer wavelengths. [182]
Another method can be used to couple in the optical gate beam, by routing it
through a hole in the off-axis parabolic mirror that focuses the THz beam onto the
detection crystal. This technique has the advantage of avoiding the noise imparted on
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the optical pulse by the freestanding pellicle beamsplitter but it makes the alignment
of the detection portion of the setup significantly more challenging. The loss in
reflected THz amplitude due to the hole in the off-axis parabolic mirror is negligible
in most cases.
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Appendix C
Metamaterials concept and design
Metamaterials (MMs) are sub-wavelength structures that enable a significant degree
of control of the interaction of light with matter. They can be thought of as artificial
atoms or molecules, engineered so as to provide the material with specific capabilities.
This appendix gives a very basic overview of the physics of MMs, of the processes used
in their fabrication and of the simulation work that helps determine the specificities
of the design for a particular response. This presentation focuses on the few MM
applications presented in this thesis, and does not by any means aspire to cover the
breadth of research and technological developments in this area. [183]
C.1 Metamaterials: concept
In traditional MM research structures are deposited on simple dielectric materials,
so that the properties of the artificial structures can be clearly derived and analyzed.
However, depositing MMs on complex materials rather than more “inert” substrates
takes the MM concept one step further since truly hybrid structures can be envisioned.
Indeed, MMs become an integral part of the new structure, whose light-matter in-
teraction properties they strongly affect and which can in turn influence and modify
their typically linear response.
In this work MMs are used essentially for enhancing high THz field transients in
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THz nonlinear studies, as well as for providing higher sensitivity in the detection of
small changes in material properties (dielectric constant, conductivity, etc). A com-
mon MM geometry is a split-ring resonator (SRR). The actual split ring geometry can
vary — including e.g. multiple gaps — but the essential behavior can be understood
from the simple SRR shown in Fig. C.1 [184].
Figure C.1: Simple split-ring resonator structure: the incident THz field orientated
as labeled induces circulating and alternating currents as well as charge accumulation
across the gap [184].
When an electromagnetic field interacts with the structure, circulating currents
arise which lead to an inductive response — with inductance L — of the structure.
This response is combined with the capacitive effect — with capacitance C — due
to the accumulation of charges across the SRR gap, and gives rise to a resonant
feature at a frequency ω1 = 1/
√
LC [184]. This frequency varies with the area of
the SRR and with the size of the gap. A second resonance, ω2, arises due to charge
accumulation in the two metallic bars that define the gap. The geometric details of
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the system differ from those of a wire like antenna, so that the radiation frequency
differs from the theoretical ωthantenna = c/2nl, where c is the speed of light, n the
substrate’s refractive index and l the antenna’s length, but the ω2 ∝ 1/l dependence
remains valid [185]. In practice, a theoretical description of the complete response of
MM structures is complex [186], so that most experimental designs and data analysis
are compared with results from electromagnetic simulations such as those described
in the following section.
Simulations are also essential for determining the expected field enhancement
produced by the accumulation of charges across the SRR gap. A few trends can
nevertheless be used to guide the initial design. In simple antenna structures the
enhancement is proportional to l/g, where l is the antenna’s length and g the gap
width. Varying l will also lead to a change in resonant frequency, which must be
taken into account when trying to match the enhanced frequency component with
the maximum of the THz field spectrum, in order to maximize the THz field output.
The same type of l/g dependence of the enhancement is expected in SRRs, although
the overall response is more complex since it includes dipole and LC contributions.
Even though most of the THz pulse incident on the SRR structure does not go
through the gap, the localized, field enhancement induced change in the system leads
to a different response of the hybrid structure to a subsequent THz pulse. This enables
THz pump - THz probe experiments, which take advantage of the MM structure
both for field enhancement and for increased sensitivity in probing the transient low
frequency response of the material.
A different approach to field enhancement consists of using non-resonant nanoslit
structures, as shown in Fig C.2. In this case the enhancement increases with de-
creasing gap size, and is inversely proportional to the radiation frequency. [187]. An
appropriate choice of gap width for a given THz spectrum leads to a field enhance-
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ment that is essentially frequency independent, albeit significantly smaller than in
the resonant case. It must also be kept in mind that, for small gap sizes, even though
the enhancement increases the transmitted THz radiation intensity decreases, and
the measurement sensitivity eventually starts to be affected.
Figure C.2: Cross section view of the non-resonant field enhancement in a nanoslit
(intensity is color-coded: minimum in blue, maximum in white) due to charge accu-
mulation across the gap. The white schematic shows the equivalent circuit. [187].
C.2 Simulations
The simulations used in support of this work were performed using CST Microwave
Studio. This package enables the calculation of the interaction between an elec-
tromagnetic wave and a given structure. Waveguide ports and periodic boundary
conditions are used here, as is common in MM studies. The present simulations
provide information about the electromagnetic waves transmitted and reflected by a
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sub-wavelength structure given a specific field input.
CST contains both a time and a frequency solver. The time domain, or transient
solver, uses a finite-difference time-domain technique to calculate the interaction be-
tween the incident field and the MMs. The calculation evolves by solving numerically
a discretized version of Maxwell’s equations at every spatial mesh point and every
time step. A finer mesh provides a more accurate solution but significantly increases
computation time. The frequency domain solver uses the finite element method to
numerically solve the Fourier transformed discretized Maxwell’s equations. It pro-
vides information about the spectral components of the electromagnetic field only,
with no time domain information, but it is faster than the transient solver. [188] The
latter, analogous to THz TDS, is used for all the simulations that support this work.
The input field can be defined within CST or imported from an experimental
measurement. The geometry of the structure is user defined, and the properties of
the materials involved can be taken from a library, for common materials, or defined
using one of several models (Drude metal, dirty metal, etc.) so as to give a realistic
description of more complex systems. This is particularly important in the study of
transition metal oxides, as reported in this work.
The output of the present simulations consists in the electromagnetic field trans-
mitted and reflected into the far field, which enables the prediction of e.g. resonant
frequencies of the hybrid system under study. Local probes can also be defined to
provide information at a specific frequency or over a specific time interval, at a spe-
cific location in the system. This capability is important for e.g. field enhancement
predictions, when the changes in both resonance strength and peak field amplitude
are of interest.
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C.3 Fabrication
Fabrication of the MM structures used in this thesis was done using conventional
microfabrication techniques, i.e. a lift-off process. Initially a photoresist layer is spin
coated on the substrate. In photolithography, used for the MM structures discussed in
this work, the desired MM geometry is exposed using a previously designed photomask
which is put in contact with the sample and determines the areas of photoresist that
get exposed. Alternatively, the photoresist can be exposed directly by laser or electron
beam writing (in electron beam writing a different kind of photoresist must by used,
typically PMMA, but the process is unchanged). These are longer processes but the
spatial resolution is determined by the focal spot of the laser or electron beam alone,
and does not depend on the quality of the photomask as happens in photolithography.
In practice the achieved resolution varies significantly with the photoresist quality and
thickness, the aspect ratio of the structure, etc., but in the facilities used for this work
typical resolutions are ∼ 1µm for photolithography, ≤ 1µm for laser beam writing
and ∼ 200nm for electron beam writing. After exposure the photoresist is developed
and a gold layer is evaporated onto the sample. The final step is to rinse the remaining
photoresist in acetone, so that only the designed gold pattern remains.
One alternative deposition method, useful for sensitive samples which might react
to the chemical processes involved in using photoresist, consists in using a stencil
mask to deposit the gold onto the sample directly. This is a one step deposition
technique but the spatial resolution is ∼ 2− 3 times worse than that of conventional
photolithography.
A second alternative for sensitive samples is to use flexible MM structures that
can be transferred onto the sample. Here, a layer of polyimide is first spin coated onto
a sillicon substrate and cured in an N2 environment at 275
◦C for 5 hours. Fabrication
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then proceeds as described above, and the desired gold pattern gets deposited on the
polyimide substrate. The cured polyimide can then be peeled off from the silicon
substrate and transferred onto a sample. A similar method is used to fabricate the
wire grid polarizers described in Chapter 3. In that case, however, the polyimide
itself is patterned, so that the free standing wires consist of 150nm thick gold with a
polyimide backlayer.
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