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Abstract
We consider a model of an acoustic black hole formed by a quasi-one dimensional Bose-Einstein
condensate with a step-like horizon. This system is analyzed by solving the corresponding
Bogoliubov-de Gennes equation with an appropriate matching condition at the jump. When the
step is between a subsonic and supersonic flow, a sonic horizon develops and in addition to the scat-
tering coefficients we compute the distribution of the accompanying analogue Hawking radiation.
Additionally, in response to the abrupt variation in flow and non-linear Bogoliubov dispersion re-
lation, evanescent solutions of the Bogoliubov-de Gennes equation also appear and decay out from
the horizon. We bound this decay length and show that these modes produce a modulation of
observables outside the event horizon by their interference with outgoing Hawking flux. We go
further and find specific superpositions of ingoing eigenmodes which exhibit coherent cancellation
of the Hawking flux outside the horizon but nevertheless have evanescent support outside the black
hole. We conclude by speculating that when quasiparticle interactions are included, evanescent
modes may yield a leakage of information across the event horizon via interactions between the
real outgoing Hawking flux and the virtual evanescent modes, and that we may expect this as a
generic feature of models which break Lorentz invariance at the UV (Planck) scale.
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I. INTRODUCTION
The existence of black holes was one of the first surprising and novel predictions to emerge
from Einstein’s geometric theory of gravity. Though initially their existence was a point of
contention, it is now well established that black holes exist and play a formative role in
the large-scale dynamics of the universe [1]. The interplay between quantum mechanics
and these exotic spacetime solutions has uncovered a number of important open problems,
with fundamental consequences for theories of quantum gravity an cosmology [2]. Perhaps
nowhere is this more evident than in Stephen Hawking’s 1974 semiclassical calculation which
predicted that black holes constantly emit a flux of thermal quanta [3, 4]. Consequences of
this thermal radiation have since raised a number of fundamental questions regarding the
interplay of quantum mechanics and gravity, including what is known as the “black hole
information paradox [5, 6].”
Though it is grounded in widely accepted physical principles, observation of astrophysical
Hawking radiation seems to be impossible in the near-future at least. In 1981, W.G. Unruh
proposed that in lieu of observation of Hawking radiation by an astrophysical black hole,
the process of Hawking radiation and black-hole evaporation could be effectively simulated
in a laboratory [7]. This proposal, expanded upon extensively by G.E. Volovik as pertaining
to superfluid Helium [8], relies on the observation that at long wavelengths sound waves
propagating through a fluid are described by the same equations of motion as a scalar
boson propagating through a curved spacetime [9–12]. A simple model which illustrates this
physics is that of a Bose-Einstein condensate (BEC), where the condensate flow plays the
role of the spacetime metric while the quantum fluctuations (e.g. phonons) are mapped onto
matter fields residing in this spacetime. If the condensate velocity exceeds the local speed
of sound this effective spacetime develops an event horizon, forming a sonic black/white
hole. In exact analogy with Hawking’s calculations for an astrophysical black hole, the sonic
horizon formed in a condensate should then emit a thermal flux of phonons.
Since Unruh’s initial observation, there have been numerous proposals for testing-by-
analogy various predictions of semiclassical gravity and cosmology using table-top scale
experiments. These employ a range of media including liquid Helium [8, 13, 14], trapped
Bose-Einstein condensates (BECs) and ultra-cold atoms [10, 15–22], electromagnetic waveg-
uides [23], spintronic materials [24, 25], exciton-polariton condensates [26], non-linear optical
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media [27], and even water wave-tanks, where signatures of Hawking radiation still mani-
fest themselves through the classical correlation functions [28]. Recent experiments by Jeff
Steinhauer have purportedly generated and observed signatures of self-amplifying Hawking
radiation [29, 30] and its entanglement [31] in an ultra-cold BEC. Crucially, these experi-
ments do not attempt to detect the Hawking radiation by directly measuring its temperature
(which is typically too small to effectively measure), but instead measure non-local density-
density correlations which arise due to the Hawking emission [32–34]. These observables,
which may be measured in the lab, cannot be measured for real black holes since they involve
measuring correlations across the event horizon.
It is an interesting question to consider how all these disparate theories, none exhibit-
ing true Lorentz invariance, differ in their low-energy effective descriptions. Often, the
absence of Lorentz invariance at the UV scale manifests itself through the quasiparticle
dispersion relations which exhibit either superluminal [35–38] or subluminal propagation at
higher momenta [18, 20, 39–44]. At low energies, all models seem to predict the same ther-
mal occupation function first obtained by Hawking [45–48]. Deviations become apparent
only at higher energies/momenta, where departures from this thermal occupation can be
observed [37, 40, 46, 47].
In this work we will consider a BEC model of analogue gravity, with the goal being to
study how the emergent spacetime responds to regions of large effective spacetime curvature.
A major conclusion of ours is that when the background metric varies over a sufficiently
abrupt length scale it becomes possible to observe the emergence of evanescent field modes
outside the sonic event horizon, which in turn can effect local observables. To motivate
this, consider identifying a sonic black hole with an actual astrophysical black hole of equal
Hawking temperature. In a Schwarzschild black hole, the temperature Tastro (in units with
~ = kB = 1) is related to the mass M by Hawking’s formula
Tastro =
c3
8piGNM
where c is the speed of light and GN is the Newton gravitational constant. For a sonic black
hole, we invoke Unruh’s result [7], whereby we find that the temperature of the sonic black
hole Tsonic is related to the fluid velocity gradient by
Tsonic =
1
2pi
∣∣∣∣∂v∂r
∣∣∣∣
horizon
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where the derivative is understood as being taken in the direction normal to the event hori-
zon, at the horizon. Thus, identifying these two temperatures implies that the mass of
the black hole is related to the inverse of the velocity gradient. If we wish to study the
analogue of black holes which are evaporating towards the Planck mass scale, we must un-
derstand what happens to the sonic horizon as the velocity gradient increases towards the
UV dispersion scale. In the sonic black hole model, large flow gradients may be modeled
most simply by considering a step-like system. In fact, such configurations have been stud-
ied before [34, 37, 48], though typically the emphasis is placed on obtaining the form of
the universal low-energy Hawking distribution function, which is by now well understood.
In this work, we will instead primarily focus on the near-horizon physics, which has seen
comparatively little attention due to its generically non-universal nature.
Having motivated the step-like model, the remainder of this paper will be structured
as follows. In Section II, we will introduce our model and the associated Bogoliubov-de
Gennes formalism used to analyze it. We will then proceed on to consider first the case of a
homogeneous flow, presented in Section III. In Section IV we will set up the step-like system
and solve it, extracting both the S-matrix and the actual eigenfunctions of the problem,
which contain the evanescent modes. We will study the properties of these evanescent
modes in more detail in Section V, before moving on to the Conclusion in Sec. VI, where
we highlight some interesting consequences and potential future avenues of research.
II. FORMALISM
We begin our discussion by considering a model for weakly interacting spinless bosons
described by the Hamiltonian
Hˇ =
∫
ddr
(
1
2m
∇Ψˇ† · ∇Ψˇ− µΨˇ†Ψˇ + 1
2
gΨˇ†Ψˇ†ΨˇΨˇ
)
, (1)
where d is the spatial dimension, g > 0 is the s-wave interaction constant, and µ is the
chemical potential [49]. Here and throughout we use units in which ~ = kB = 1 and we will
distinguish between quantum many-body operators and single-particle differential operators
with the use of a check ( ˇ ) and hat ( ˆ ), respectively. The only non-trivial equal-time
commutator for the boson field operators Ψˇ(r, t) is
[Ψˇ(r, t), Ψˇ†(r′, t)] = δd(r− r′).
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The resultant many-body dynamics may be described by the Heisenberg equation of motion(
i∂t +
1
2m
∇2 + µ− gΨˇ†Ψˇ
)
Ψˇ = 0. (2)
Next, we partition the operator field Ψˇ into a classical condensate ψ =
√
ρeiΘ and fluctua-
tions about the condensate via
Ψˇ(r, t) = ψ(r, t)
(
1ˇ + φˇ(r, t)
)
. (3)
Note the fluctuations are rescaled by the local condensate so that the equal time commutator
for the φ field reads
[φˇ(r, t), φˇ†(r′, t)] =
1
ρ(r, t)
δd(r− r′). (4)
Next, we define the superfluid velocity v = 1
m
∇Θ, in terms of which the mean-field
equations of motion become
∂tρ+∇ · (ρv) = 0
µ− ∂tΘ− 1
2
mv2 − gρ+ 1
2m
√
ρ
∇2√ρ = 0.
(5)
We insert the ansatz (3) into the Heisenberg equation and apply the mean-field equations
of motion (5). To linear order in the operator fields φˇ, φˇ† we get the Bogoliubov-de Gennes
(BdG) equation (
i∂t + iv · ∇+ 1
2mρ
∇ · ρ∇− gρ
)
φˇ− gρφˇ† = 0. (6)
This is written compactly in terms of the Nambu spinor
Φˇ =
 φˇ
φˇ†
 (7)
and the (Nambu-space) Pauli matrices τ 1, τ 2, τ 3, τ 0 as
KˆBdGΦˇ = 0, (8)
where the BdG kernel is given by the differential operator
KˆBdG = (i∂t + iv · ∇) τ 3 −
(
gρ− 1
2mρ
∇ · ρ∇
)
τ 0 − gρτ 1. (9)
Additionally, the Nambu spinor may be seen to have the self-conjugate property
Φˇ(r, t) ≡ τ 1Φˇ(r, t)† = Φˇ(r, t). (10)
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and at equal times has the commutator
[Φˇα(r, t), Φˇ
†
β(r
′, t)] =
1
ρ(r, t)
δd(r− r′)[τ 3]αβ (11)
where α, β explicitly index the Nambu components.
We may verify that, provided the background condensate satisfies the continuity equa-
tion (5), the quasiparticle charge
Qˇqp(t) =
∫
ddrρ(Φˇ†)T τ 3Φˇ (12)
and current
Jˇqp = ρv(Φˇ
†)T τ 3Φˇ + ρ
[
− i
2m
(Φˇ†)T∇Φˇ + i
2m
(∇Φˇ†)T Φˇ] (13)
are conserved under the BdG equations of motion. Throughout we will carefully distinguish
between Hermitian/complex conjugation (which acts element-wise on the spinor compo-
nents) and Nambu spinor tranposition (which exchanges spinor columns and rows).
We will further restrict our analysis to systems which have time-translational invariance.
In this case, the lab-frame energy ω is a good quantum number and we the BdG kernel takes
the form
KˆBdG(ω) = τ
3
(
ω − ΩˆBdG
)
, (14)
which effectively defines the “BdG Hamiltonian” as the linear differential operator
ΩˆBdG = τ
3
(
− 1
2mρ
∇ · ρ∇+ gρ
)
+ iτ 2gρ− iv · ∇. (15)
In general, the operator ΩˆBdG may have complex energy eigenvalues, leading to dynamical
instabilities [36, 44, 49, 50]. Though potentially interesting, we will assume that our system
does not exhibit these instabilities and that the energy eigenvalues are real.
In order to describe the many-body quantum dynamics of the system, we will first obtain
the classical normal modes of the BdG Hamiltonian. To produce an expansion for the
operator Φˇ we will then second-quantize these classical modes. Utilizing conservation of the
charge defined in Eqn. (12), we define a conserved pseudo-inner product [35, 46, 51]
(F,G) =
∫
ddrρ(r)F ∗T (r)τ 3G(r), (16)
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where F and G are two c-number spinor fields. This product obeys the properties
(F, τ 1G) = −(τ 1F,G)
(F, τ 2G) = −(τ 2F,G)
(F, τ 3G) = +(τ 3F,G)
(F,G)∗ = (G,F ) = (F ∗, G∗).
(17)
Due to the presence of τ 3 this is not a bona fide inner product, since we may have (F, F ) < 0
for some modes.
The sign of the norm (F, F ), as we will now explain, is closely connected to the cre-
ation/annihilation of particles. To see this, we construct a time-dependent many-body
“wavepacket” operator
aˇt[F ] ≡
(
F, Φˇ(t)
)
(18)
from the c-number spinor F . The Hermitian conjugate of this operator may be shown to be
aˇ†t [F ] = aˇt[−τ 1F ∗] = aˇt[−F ]. (19)
In this sense, the creation operator for wavepacket F is equivalent to the annihilation oper-
ator for the conjugate wavepacket F , up to a minus sign. Similarly, the equal-time commu-
tation relations for two wavepacket operators are[
aˇt[F ], aˇ
†
t [G]
]
= (F,G) . (20)
Thus, if (F, F ) > 0, aˇt[F ] is a canonical annihilation operator and if (F, F ) < 0, it is a
creation operator.
Evolving these operators in time may now be performed by employing the BdG kernel
since
i
d
dt
aˇt[F ] =
(
F, i∂tΦˇ(t)
)
=
(
F, ΩˆBdGΦˇ(t)
)
.
We now observe that with respect to this inner product, the BdG Hamiltonian obeys(
F, ΩˆBdGG
)
=
(
ΩˆBdGF,G
)
, provided we respect the stationary-flow condition ∇· (ρv) = 0.
Using this property, we have
i
daˇt[F ]
dt
= aˇt[ΩˆBdGF ]. (21)
In particular, if we consider an energy eigenspinor Wω with eigenvalue ω, then we can solve
Eqn. (21) with
aˇt[Wω] = e
−iωtaˇ[Wω] (22)
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from which we may obtain, e.g. the retarded and time-ordered correlation functions.
We may restrict ourselves to looking for only positive-frequency modes Wων (with ν
indexing different degenerate modes) since the BdG Hamiltonian obeys the symmetry
ΩˆBdG ≡ τ 1Ωˆ∗BdGτ 1 = −ΩˆBdG. (23)
Thus up to a linear transformation amongst the degenerate eigenmodes, the mode with
eigenvalue −ω is the conjugate of the mode with eigenvalue +ω. By judiciously choosing
the basis elements Wων in each subspace, we can ensure that
W−ων = −W ων ⇔ aˇt[W−ων ] = aˇ†t [Wων ]. (24)
Rather than continue to analyze the problem at a general, abstract level, it will be
beneficial to see how these ideas are applied to specific problems. In particular, we will
begin by considering the case of a homogeneous condensate, which may also be solved by
means of the standard Bogoliubov transformation [49, 52]. We will then move on to consider
cases where the condensate possesses an event horizon.
III. HOMOGENEOUS CONDENSATE
We begin by consider a translationally invariant stationary condensate. The BdG Hamil-
tonian is diagonalized in momentum space by the plane wave eigenmodes
Wkσ(r) = wkσe
ik·r, (25)
where σ indexes independent modes with the same momentum. The BdG Hamiltonian is
now a 2× 2 matrix in momentum space which reads
ΩBdG(k) = τ
0v · k+ τ 3
(
k2
2m
+ gρ
)
+ iτ 2gρ. (26)
At fixed energy ω > 0 we must solve the equation[
τ 0v · k+ τ 3
(
k2
2m
+ gρ
)
+ iτ 2gρ
]
wkσ = ωwkσ (27)
for k and the corresponding spinor wkσ. Setting the determinant to zero produces the
well-known Bogoliubov dispersion relation
det [ΩBdG(k)− ω] = 0⇒ (ω − k · v)2 = gρ
m
k2 +
(
k2
2m
)2
, (28)
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from which we recognize the speed of sound c2 = gρ
m
. In the long-wavelength limit, Eqn. (28)
reduces to the Lorentz invariant dispersion (ω − v · k)2 − c2k2 ∼ 0.
We will henceforth restrict ourselves to the case of a one-dimensional system. In this
case, Eqn. (28) becomes a quartic polynomial with roots kν(ω), which must be real by
normalizeability. In solving this equation, it is convenient to introduce the unitless variables
z =
k
mc
β =
v
c
λ =
ω
mc2
(29)
so that the eigenvalue problem now reads[
βz − λ+ τ 3
(
1 +
1
2
z2
)
+ iτ 2
]
w = 0(
1 +
1
2
z2
)2
− 1 = (λ− βz)2 .
(30)
The real roots can be found graphically by plotting the two functions
Λ±(z) = βz ±
√
z2 + z4/4 (31)
and finding their intersections with the prescribed lab-frame energy λ, as depicted in FIG. 1.
In Eqn. (31) the ± sign determines the sign of the co-moving frequency λ− βz and, as we
will see later, the sign of the norm of the mode as defined in Eqn. (16).
For β2 < 1 the curve Λ±(z) is convex, as seen in FIG. 1(a). Thus there are only ever
two real solutions, z±p, both of which have positive co-moving frequency/norm but differ in
their group velocity. The other two roots (z±n) are complex conjugates and end up having
negative norm (see Appendix A).
In contrast, for β2 > 1 the curve Λ±(z) develops extrema at finite ±zc, found by solving
the equation ∂Λ−(z)
∂z
∣∣∣∣
zc
= 0. For β > 0 this produces
zc =
√
β2
2
(
1 +
√
1 +
8
β2
)
− 2. (32)
As shown in FIG. 1(b), for 0 < λ < λc(β) ≡ Λ−(zc) there will be four real roots to the
dispersion relation. These additional roots are due to the effectively superluminal dispersion,
which exhibits a group velocity that increases as momentum increases. These two new
9
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FIG. 1. (Color Online) Dispersion relations solved graphically at fixed lab-frame energy (dashed
line) for (a) subsonic case β = .8 and (b) supersonic case β = 1.8. For β2 > 1 there is a positive
λc such that within the window 0 < λ < λc there are four real solutions to the dispersion relation.
For β2 > 1 but λ > λc, or when β
2 < 1 there are only two real roots.
roots z±n have negative co-moving frequency/norm and are again further labeled by the
sign of their group velocity (we use positive for right-movers and negative for left-movers).
Generically, one of the negative norm roots also linearly disperses at low energies (for β > 0
it is z+n), identifying it as the phonon which travels upstream, though now it has been
Doppler shifted to such a degree that its lab-frame energy and co-moving energy differ in
sign.
We now show that for real momenta the co-moving frequency indeed determines the norm
of the mode. First, we obtain expressions for the eigenspinor
wν =
 uν
vν
 = 1√|1− |hν |2|
 1
hν
 , (33)
with hν = λ− βzν − (1 + z2ν/2). We normalize this spinor to the inner product introduced
in Eqn. (16). When the momentum z is real, this produces the result
wν =
1√
2|λ− βzν |
 (−hν)− 12
− (−hν)+
1
2
 . (34)
Explicit calculation then confirms
w†ντ
3wν = sign(λ− βzν) (35)
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which we recognize is simply the sign of the co-moving frequency, as claimed.
To conclude, we return to the position space eigenmodes and consider the inner product
(Wω′ν′ ,Wων) =
∫
dxρei(kν(ω)−kν′ (ω
′))xw†ω′ν′τ
3wων ,
which evaluates to a delta function
(Wω′ν′ ,Wων) = 2piρδ (kν(ω)− kν′(ω′)) .
Note the appearance of the overall factor of the density. This implies the second-quantized
operators for these momentum modes have the commutator
[aˇt[Wω′,ν′ ], aˇ
†
t [Wω,ν ]] = 2piρδ (kν(ω)− kν′(ω′)) . (36)
In order for this to match the canonical commutator we must divide by this factor of the
density, so that the appropriately normalized position-space eigenmodes are in fact
Wων(x) =
1√
ρ
eikν(ω)xwων . (37)
This appearance of the factor of the density will prove to be important in the next section,
where the density is spatially varying.
IV. STEP-LIKE HORIZON
A. Set Up
Having examined the homogeneous system, we will now consider the “simplest” general-
ization; a step-like discontinuity between two otherwise homogeneous regions. Specifically,
the fluid profile considered is
v(x) =
{
vr x ≥ 0
vl x < 0
ρ(x) =
{
ρr x ≥ 0
ρl x < 0.
(38)
Though momentum is no longer a good quantum number, the lab-frame energy still is
provided we maintain the stationary-flow condition. In one dimension this requires
∂x (ρ(x)v(x)) = 0⇒ ρ(x)v(x) = constant.
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This constrains the step-profile from Eqn. (38) to obey
ρlvl = ρrvr. (39)
It will be helpful to rewrite the local density ρ(x) in terms of the local speed of sound
c(x) =
√
gρ(x)/m which then implies that c obeys
c2l vl = c
2
rvr. (40)
Thus, there are only three independent parameters amongst vl, cl, vr, cr. We will parameter-
ize these by the two independent unitless variables βl = vl/cl, βr = vr/cr and cl. This then
fixes cr =
(
βl
βr
) 1
3
cl.
The one dimensional BdG Hamiltonian which governs the step system is
ΩˆBdG =
(
− 1
2mρ(x)
∂xρ(x)∂x + gρ(x)
)
τ 3 + gρ(x)iτ 2 − iv(x)∂xτ 0. (41)
Given the piecewise homogeneous nature of the Hamiltonian, we can solve for the eigenmodes
of Eqn. (41) by finding the appropriate plane-wave solutions in each half-space and then
gluing them together at the interface, as is done for e.g. a particle reflecting off of a barrier.
The appropriate matching conditions may obtained by integrating Eqn. (41) across the
discontinuity (after multiplying by a factor of the density), and are
[W (x)]0
+
0− = 0
[ρ(x)∂xW ]
0+
0− = 0.
(42)
Each of these in turn produces two equations (recall that W has two components) so that
in total, Eqn. (42) presents four constraints.
We write the energy eigenmode as
Wν(x) =
∑
α
{ Cαlν√
ρl
wlα exp
(
iklαx
)
x < 0
Cαrν√
ρr
wrα exp (ik
r
αx) x ≥ 0
(43)
where α now runs over all four solutions to the half-space homogeneous problem. Cru-
cially, this includes the modes with complex momentum which have negative norm (see
Appendix A). Within each half-space one of the complex negative-norm modes will describe
an evanescent mode which is allowed by boundary conditions and must be included in order
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to solve the matching problem [34, 35, 37, 53]. The other complex mode will describe an
exponentially growing mode, which is forbidden (it will be formally convenient to include
this mode but always set the coefficient to zero).
The coefficients C
αl/r
ν (whose dependence on ω has been suppressed for brevity) must now
be chosen to satisfy the matching conditions Eqn. (42). We classify the eight C coefficients
by whether they are ingoing or outgoing. For modes of real momentum, this is based on
whether the lab-frame group velocity is directed towards or away from the step [47]. For
modes of complex momentum, which don’t have a group velocity, we instead treat a mode
as outgoing if it is evanescent and ingoing if it is growing.
If we hold βl < 1 fixed then irrespective of ω > 0, the +pl,+nl modes are ingoing while
the −pl,−nl modes are outgoing. Of these, the +nl mode is growing, while the −nl mode is
evanescent. As we vary βr on the other hand, we encounter two cases. The first case applies
when either 0 < βr < 1 or βr > 1 but the frequency ω > ωc, with
ωc = mc
2
rΛ−(zc(βr)) (44)
the cutoff frequency in the right half-plane. In this case, the flow is effectively subsonic
and the ingoing modes are −pr,−nr while the +pr,+nr modes are outgoing, with +nr
evanescent and −nr growing. This case is summarized in Table I.
The second possibility is that βr > 1 and 0 < ω < ωc(βl, βr). In this case the ±nr
momenta become real and a new scattering channel opens. This regime is summarized in
Table II.
Mode Norm Left Half-Space Right Half-Space
+p +1 Right-mover (in) Right-mover (out)
−p +1 Left-mover (out) Left-mover (in)
+n −1 Growing (in) Evanescent (out)
−n −1 Evanescent (out) Growing (in)
TABLE I. Mode classification for step between two effectively subsonic regions at positive energy.
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Mode Norm Left Half-Space Right Half-Space
+p +1 Right-mover (in) Right-mover (out)
−p +1 Left-mover (out) Left-mover (in)
+n −1 Growing (in) Right-mover (out)
−n −1 Evanescent (out) Left-mover (in)
TABLE II. Mode classification for step between two subsonic regions at positive energy. Note that
in the right-hand side, an “ingoing” growing mode was converted into an ingoing scattering mode
with real flux, and the corresponding outgoing evanescent mode was converted into an outgoing
scattering mode with real flux.
B. Solution
We now apply the matching conditions in Eqn. (42), which imposes four constraints. This
linear system may be written as
Mout

C+pr
C−pl
C+nr
C−nl
 =Min

C+pl
C−pr
C+nl
C−nr
 , (45)
with the two matrices defined by
Mout =

β
1
3
r u+pr −β
1
3
l u−pl β
1
3
r u+nr −β
1
3
l u−nl
β
1
3
r v+pr −β
1
3
l v−pl β
1
3
r v+nr −β
1
3
l v−nl
β
− 2
3
r z+pru+pr −β−
2
3
l z−plu−pl β
− 2
3
r z+nru+nr −β−
2
3
l z−nlu−nl
β
− 2
3
r z+prv+pr −β−
2
3
l z−plv−pl β
− 2
3
r z+nrv+nr −β−
2
3
l z−nlv−nl
 (46)
Min =

β
1
3
l u+pl −β
1
3
r u−pr β
1
3
l u+nl −β
1
3
r u−nr
β
1
3
l v+pl −β
1
3
r v−pr β
1
3
l v+nl −β
1
3
r v−nr
β
− 2
3
l z+plu+pl −β
− 2
3
r z−pru−pr β
− 2
3
l z+nlu+nl −β
− 2
3
r z−nru−nr
β
− 2
3
l z+plv+pl −β
− 2
3
r z−prv−pr β
− 2
3
l z+nlv+nl −β
− 2
3
r z−nrv−nr
 . (47)
Note we have used the unitless variables introduced in Eqn. (29), now given on each half-
space (though the continuity relation constrains them, in general). Normalizeability requires
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the coefficients of the ingoing negative norm modes (−nr,+nl) be set to zero if their mo-
mentum is complex. This is always the case for the +nl mode, but for the −nr mode this
depends on whether ω is less than the cutoff ωc or not.
Inverting the Mout matrix produces
C+pr
C−pl
C+nr
C−nl
 = A

C+pl
C−pr
C+nl
C−nr
 . (48)
with the A matrix defined by
A ≡M−1outMin, (49)
which determines the amplitudes of the various outgoing modes present in a particular
energy eigenmode, given the initial ingoing amplitudes.
When the step is between two subsonic flows, both the C+nl and C−nr coefficients must
be set to zero. Thus, there are only two degenerate eigenmodes which correspond to a modes
incident from the left and right. In this sense, the subsonic-subsonic step may be considered
as being “adiabatically” connected to the homogeneous system, where the matrix A becomes
a trivial identity map.
For a step between a subsonic flow and a supersonic flow, when the energy is below the
cutoff ωc an event horizon appears and the ±nr modes become scattering states. These
new scattering channels produce a third degenerate eigenmode, increasing the rank of the
scattering matrix at this energy from two to three. Because this mode converts an incident
negative norm wave into an outgoing positive norm component, it is responsible for pro-
ducing Hawking radiation [34, 37]. It would interesting to determine under what general
circumstances the rank of the scattering matrix may be related to the presence of event
horizons in the spacetime. In addition, the nature of the transition from rank two to rank
three may be interesting to study, as it seems impossible for it to occur in a smooth manner.
We will leave these questions open for future studies.
Though not our main focus, for completeness we will now explicitly obtain the scattering
(S) matrix. This matrix is obtained from the matrix A by weighting each mode by its
asymptotic conserved current, as per equation (13). Since the current is defined as the value
at spatial infinity, evanescent modes do not carry a well-defined flux, nor do they enter into
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βl = .2 βr = .7
(a)
ω/mc2l
(b)
ω/mc2l
(c)
FIG. 2. (Color Online) (a) Scattering coefficients as functions of energy for a step between two
subsonic flows, and the corresponding evanescent mode amplitudes (b). A schematic describing the
process (c), with dark arrows representing positive norm modes and light gray arrows representing
evanescent modes. The direction of the arrowhead signifies whether the mode is considered ingoing
or outgoing.
the unitarity expression. For a scattering mode, the asymptotic current it carries is
Jα = w†α
(
vτ 3 +
kα
m
τ 0
)
wα. (50)
It may be shown (see Appendix B) that this current is equal to the group velocity of
the mode, weighted by its norm. Thus, the direction of current flow may be determined
graphically as well. For the subsonic-subsonic configuration, unitarity requires∣∣∣∣J+prJ+pl
∣∣∣∣|A+pr+pl |2 + ∣∣∣∣J−plJ+pl
∣∣∣∣|A−pl+pl|2 = 1∣∣∣∣J+prJ−pr
∣∣∣∣|A+pr−pr|2 + ∣∣∣∣J−plJ−pr
∣∣∣∣|A−pl−pr|2 = 1. (51)
In FIG. 2, the reflection and transmission coefficients are plotted as functions of the lab-
frame energy for a mode incident from the left (exterior).
For the subsonic-supersonic configuration (below threshold) we take into account the
additional negative norm scattering modes, producing the unitarity relations∣∣∣∣J+prJ+pl
∣∣∣∣|A+pr+pl |2 + ∣∣∣∣J−plJ+pl
∣∣∣∣|A−pl+pl|2 − ∣∣∣∣J+nrJ+pl
∣∣∣∣|A+nr+pl |2 = 1∣∣∣∣J+prJ−pr
∣∣∣∣|A+pr−pr|2 + ∣∣∣∣J−plJ−pr
∣∣∣∣|A−pl−pr|2 − ∣∣∣∣J+nrJ−pr
∣∣∣∣|A+nr−pr |2 = 1∣∣∣∣J+prJ−nr
∣∣∣∣|A+pr−nr|2 + ∣∣∣∣ J−plJ−nr
∣∣∣∣|A−pl−nr|2 − ∣∣∣∣J+nrJ−nr
∣∣∣∣|A+nr−nr|2 = −1
. (52)
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βr = 2.5βl = .2 βr = 2.5βl = .2βr = 2.5βl = .2
ω/mc2l ω/mc
2
l ω/mc
2
l
FIG. 3. (Color Online) Scattering coefficients for subsonic-supersonic step as a function of lab-
frame energy. (a) Scattering of a particle incident from the left. The anomalous mode corresponds
to conversion into an outgoing negative norm mode. Above the threshold energy, this coefficient
goes to zero, as the outgoing channel becomes evanescent. (b) Scattering of a particle incident from
the right, a process which can occur due to the superluminal dispersion. (c) The Hawking mode,
whereby an incident negative norm mode scatters off of the event horizon. This ingoing channel
becomes an exponentially growing mode above the threshold energy, where all the coefficients go
to zero. In the schematics (d-f), the large grey arrows indicate the negative norm scattering states.
Similar relations have been obtained in, e.g. [34, 36, 47, 48]. Note that the third scattering
channel has an overall minus sign, due to the incoming mode having overall negative norm.
The presence of the outgoing negative norm states implies that the reflection and transmis-
sion coefficients together sum to a value larger than unity, a hallmark of supperradiance.
In FIG. 3 we depict the scattering coefficients for each ingoing configuration as a function
of energy. Below the cutoff energy there are three ingoing configurations, each scattering into
the three possible outgoing channels. Of these three ingoing channels, two have an overall
positive norm, while the third describes the Hawking channel and an has overall negative
norm. The Hawking radiation spectrum is determined by the transmission coefficient which
describes the scattering of this mode into the outgoing positive norm mode outside the
horizon (the −pl mode).
This Hawking flux exiting the black hole is depicted in more detail in FIG. 4, where it is
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ω/mc2l
ωc = .964
ω/mc2l(a) (b)
FIG. 4. (Color Online) (a) The squared-amplitudes of the various modes comprising the Hawking
eigenmode for x < 0 (βl = .7, βr = 2.5). We see that they both go to zero at the cutoff energy,
which is also depicted. (b) The computed Hawking flux compared to an approximation by ∼ 1/ω,
the classical (low energy) approximation to thermal occupation. The proportionality coefficient
is extracted and represents (up to an overall greybody absorption factor) the effective black hole
temperature. While the two curves agree at low frequencies, they clearly disagree at higher energies.
also compared to the magnitude of the evanescent mode present in this eigenmode. While
the evanescent mode amplitude vanishes at zero energy, the Hawking flux diverges as 1/ω
at low frequencies, reflecting its effectively thermal distribution at low energies. As claimed
earlier, the distribution function departs from thermality at higher energies before vanishing
at the cutoff energy ωc. We now shift our focus to the evanescent mode, which only exists
close to the event horizon.
V. EVANESCENT MODES
In the previous section we argued that evanescent modes do not contribute to the scat-
tering relations since they carry no asymptotic flux. One may then wonder under what
conditions they are physically important. We will now demonstrate that if one considers
observables which depend on the near-horizon correlation functions [32, 33, 37], the evanes-
cent modes will be important as they will modify quantities measured near the horizon. As
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FIG. 5. (Color Online) Plot of W †(x)τ3W (x) as a function of x for a particular eigenvalue (ω =
.260, βl = .7, βr = 2.5). (a) The near horizon density of the +pl mode, which is incident from the
left. The inset of (a) shows the same, but plotted over a larger range of x. (b) The near horizon
density of the −pr mode, which is a superluminal positive norm mode incident from right. The
inset shows a larger range of x. The evanescent mode is seen as the modulation of the density at
x . 0 away from its asymptotic value. (c) The near horizon density of the −nr mode, which is
the Hawking mode with a negative norm mode incident from the right. The inset shows a larger
range of x. The evanescent mode is again noticeable here as a modulation of the density for x . 0.
The horizontal and vertical dashed lines indicate zero for W †τ3W and x, where the horizon is
located, respectively. It should be noted that the true conserved density is ρW †τ3W , rather than
W †τ3W which has been plotted instead for clarity. Statements made about the evanescent mode
are unaffected by this distinction.
a simple example, we consider the norm density of a particular eigenmode, a quantity which
is related to the quantum density fluctuations.
Specifically, we will study the Hawking (−nr) mode, which only has one scattering mode
outside of the horizon. As such, far from the horizon the norm density is a featureless
constant, with value 1
c2l
|A−pl−nr|2. However, near the horizon the evanescent mode is non-
zero and can exhibit quantum interference with the outgoing Hawking flux, leading to a
deviation of the norm density from its value inferred by an observer at spatial infinity. This
interference is clearly visible in FIG. 5(b),(c) where the density for x → −∞ is constant
and featureless, while the density near x . 0 deviates from this value quite significantly just
outside the event horizon.
When considering near-horizon physics, the evanescent modes will have important con-
tributions which would otherwise be overlooked if the horizon curvature is small, or if the
observer is sufficiently far from the horizon. Such behavior is not permissible by the equiva-
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lence principle, which implies that observers crossing the event horizon experience a locally
flat spacetime. It is not surprising therefore that these modes decay over a length scale gov-
erned by the scale at which Lorentz invariance is violated. Using the Bogoliubov dispersion
relation we find that the imaginary part of the evanescent mode momentum is related to
the real part by
(Im(z−nl))
2 = (Re(z−nl))
2 + 2(1− β2l ) +
2βlλl
Re(z−nl)
. (53)
The first term and third terms can be shown to be non-negative for β, λ > 0. Thus, we can
bound the imaginary part from below by
Im(z−nl) ≥
√
2(1− β2l ). (54)
Replacing units, we find that the evanescent modes are forced to decay over a length scale
L−nl such that
L−nl ≤ 1√
2mcl
√
(1− β2l )
. (55)
For any finite subsonic flow this scale is finite and furthermore, as m→∞ (at fixed cl), this
length scale goes to zero, completely removing the evanescent modes from the spectrum.
This is inline with our intuition since the mass m effetively sets the scale at which the
superluminal dispersion ruins Lorentz invariance; thus, this limit corresponds to enforcing
Lorentz symmetry throughout the entire spectrum. In this case, the equivalence principle
requires the evanescent modes to disappear, as they do.
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FIG. 6. (Color Online) Confined mode for horizon with βl = .7, βr = 2.5 for a particular eigenenergy
(ω = .260). (a) The density (modulus squared) of each component of the mode confined to the
interior of the horizon. Note that both components independently decay to zero for x < 0 (outside
the event horizon). (b) The same quantity, plotted over a smaller y-scale, emphasizing the scale of
the decay for x < 0.
To emphasize the potential importance of these evanescent modes, we recall that in the
presence of an event horizon the energy eigenbasis becomes three-dimensional. In this case,
we can form the linear combination of ingoing-eigenmodes
Wconfined(x) ≡
A−pl−prW−nr(x)−A−pl−nrW−pr(x)
A−pl−prA−nl−nr −A−pl−nrA−nl−pr
, (56)
which describes a coherent superposition of the Hawking mode and an incident superluminal
particle. This particular combination of modes has no flux escaping the black hole as the
two incident amplitudes coherently cancel outside the event horizon. Nevertheless, due to
the evanescent modes it is seen to have finite support outside of the event horizon. This
is illustrated in FIG. 6, which depicts the norm density and individual components of a
particular confined eigenmode, indeed confirming that it is exponentially localized to the
interior of the black hole. It appears that if we were to extend the black hole interior to
include a white hole, this confined mode would represent “half” of a black hole bound state,
which are the modes responsible for black-hole-lasing and dynamical instability [29, 36, 41,
44]. Analyzing the stability and evolution of this confined mode with and without the
accompanying white hole may uncover interesting instabilities which develop conditioned on
the nature of the black hole interior.
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VI. CONCLUSION
In this work we have systematically studied the step-like horizon formed in a quasi-one
dimensional flowing BEC, which we argue serves as a model for acoustic black holes of
very large curvature. In addition to computing the scattering coefficients of this system
(including the Hawking flux coefficient), we have also highlighted and studied the properties
of the evanescent modes which form at the event horizon and result from model’s non-linear
dispersion. These evanescent modes have been conclusively shown to modify near-horizon
observables, despite the fact that they do not affect the scattering relations.
Given that the evanescent modes are effectively negative norm states tunneling across
the event horizon, and have no flux out to infinity, it is interesting to speculate on what role,
if any, these modes may serve in resolving the black hole information paradox. Through
their effect on observables (such as the density and current fluctuations) near the horizon,
it is conceivable that they may provide a route for information trapped behind the horizon
to escape. In particular, though they cannot asymptotically carry any information away
as they are only a virtual process, it may be possible to retrieve information from the
interior via an “external measurement” of the system (e.g. a projective measurement of the
density). This is especially important since, in our model we have neglected interactions
between the Bogoliubov quasiparticles, truncating the Heisenberg equations to linear order
in fluctuations. In the presence of quasiparticle interactions, it is plausible that the system
will “self-measure,” as the virtual evanescent modes collide and interact with the outgoing
Hawking flux, leading to a genuine leakage of information out of the event horizon.
In a similar vein, it is interesting to note that even though the condenate varies in an
abrupt step-like manner, the evanescent modes seem to modulate observables on a longer
length scale which is comparable to their decay length. If we assume that the quasiparticle
correction to the physical boson density behaves similarly, then we should expect that an
initially sharp step-like condensate will become dressed by the evanescent modes, smearing
it into a less abrupt horizon. This is interesting since it potentially provides an example
where the quasiparticle back-reaction on the condensate modifies the event horizon itself.
When quasiparticle interactions are included this may generate entanglement between the
event horizon and the outgoing Hawking radiation.
Finally, we note that evanescent modes have been seen in other contexts, e.g.the AdS-
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CFT correspondence [54], where evanescent modes are also seen to emanate from an apparent
AdS black hole event horizon. Given that the model we consider only has emergent Lorentz
invariance, it is interesting to consider whether it is possible to connect the analogue of the
AdS-CFT correspondence for a theory with only emergent Lorentz invariance, i.e. one with
a sonic black hole in its bulk and some form of approximate-CFT on the boundary. Similarly,
whether it is possible to see these evanescent features in models of quantum gravity with
emergent Lorentz invariance (e.g. Horˇava gravity [55, 56] ) is another interesting avenue of
research.
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Appendix A: Norm of Complex Modes
Here we demonstrate that for the homogeneous system the complex momentum modes
have negative norm. We begin with the unitless BdG equation[
(1 +
1
2
z2)τ 3 + iτ 2 + βz − λ
]
w = 0. (A1)
There are four roots to the characteristic equation, z±p which are the two positive norm
roots, and z±n which are either negative norm and real or complex conjugate pairs. The
corresponding spinors are
wν =
1√|1− |hν |2|
 1
hν
 (A2)
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where hν = λ− βz − (1 + 12z2), as is the case for the real-momentum modes. These modes
have negative norm whenever
|hν |2 > 1⇒ |λ− βzν − (1 + 1
2
z2ν)|2 > 1. (A3)
If we relax the constraint that z = zν , one of the roots, we can study the regions defined
by this inequality in the complex z plane, for fixed values of β > 0, λ > 0. We can then
determine, for this β, λ, what zν is and see which region of the complex plane it falls in.
This is depicted in FIG. 7, for a number of different parameter values.
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FIG. 7. (Color Online) Regions in the complex z (momentum) plane where the spinor has positive
norm are colored green. Figures (a), (b) are for a subsonic flow at low and high frequencies,
respectively. Figures (c), (d) are for a supersonic flow at low and high frequencies. Each of the
four roots for the given β, λ are shown in the complex plane. Two are real and always fall in the
green region (the ±p roots) while two always fall outside (the ±n roots). When the ±n momenta
are not real, this shows that they still have negative norm.
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Appendix B: Current and Group Velocity
Here we show that for a scattering mode the group velocity and current are equivalent.
We first consider a momentum eigenmode,
Wk(r) = e
ik·r wk√
ρ
which obeys the momentum space BdG equation(
τ 3
(
k2
2m
+mc2
)
+ iτ 2mc2 + v · k− ω
)
wk = 0.
We differentiate with respect to the wave-vector to get(
τ 3
k
m
+ v − ∂ω
∂k
)
wk +
(
τ 3
(
k2
2m
+mc2
)
+ iτ 2mc2 + v · k− ω
)
∂wk
∂k
= 0. (B1)
We now apply w†kτ
3 from the left and use the Hermiticity of the BdG Hamiltonian with
respect to the τ 3 inner-product to eliminate the term involving ∂w
∂k
. This then produces the
result
w†kτ
3wk
∂ω
∂k
= w†k
[
vτ 3 +
k
m
]
wk, (B2)
which is the desired relation between group-velocity (LHS), and norm current (RHS). This
also will potentially generalize the concept of group velocity to the evanescent modes, which
still have a well-defined norm current.
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