It is well known that the density of neurons varies within the adult brain. In neocortex, this includes variations in neuronal density
Introduction
The fate of all cells in the cerebral cortex is tied to the cortical vasculature, which supplies oxygen and nutrients, maintains homeostasis, and removes metabolic waste. This dependency is exploited by techniques, such as blood oxygen-level dependent functional magnetic resonance imaging and intrinsic optical imaging, that infer changes in neuronal activity from changes in the local concentration of blood oxygenation (Logothetis et al., 2001) . The density and architecture of the vasculature relative to the underlying neurons is thus of central importance for understanding the efficiency and spatial localization of the interaction of brain cells with blood. Yet the structural relationship between cortical vasculature and neuronal tissue, along with details of vascular geometry, remains poorly understood.
One reason for the paucity of anatomical data is the lack of automated methods to collect data from blocks of tissue with concurrently labeled vasculature and neurons. A second reason is a lack of automated algorithms to vectorize such three-dimensional anatomical datasets. Thus, much of what we know about the relation between neurons and microvasculature is based on estimates obtained from thin samples across a block of tissue using stereological techniques (Russ and Dehoff, 2000) . This approach suggests that the known laminar variation of cells in primate visual cortex is not matched by a similar variation in vascular density (Bell and Ball, 1985; Weber et al., 2008; Risser et al., 2009 ). These estimates, however, do not reveal the detailed spatial arrangements among individual cells and vessels. Nor did past studies consider covariation in cells and microvessels across cortical areas, save for recent exploratory work on small samples of rat cortex (Bjornsson et al., 2008) . Finally, although mice are the predominant model for molecular and cellular studies on the mammalian brain, there has been little attention to the relation between neurons and microvasculature in the mouse brain.
In this work we generate and evaluate three-dimensional datasets of cellular and vascular architecture from mouse cortex. We ask: (1) Can we count, in an automated way, all cells and vessels in a thick slab? This mitigates estimation errors associated with counts near the boundary of a region and sampling issues associated with inhomogeneous tissue. (2) Are cell soma uniformly distributed in the space between microvessels? (3) Is there a correlation among the density of neurons and microvessels within a column? (4) Is there a correlation among the densities across different cortical areas?
We introduce new histological tools and extend the range of existing tools to address the above questions. All neuronal nuclei, non-neuronal nuclei, and vessels are labeled in millimeter-thick slabs of tissue and imaged with two-photon laser scanning microscopy (TPLSM). The resultant data are processed with automated routines that are optimized for TPLSM data and locate, segment, and classify every soma and blood vessel. Our methods do not assume isotropic variations of cell types, as in stereology, nor do they require uniform intensity of labeling, as in densitometry. Preliminary aspects of this work have appeared (Kaufhold et al., , 2008 Tsai et al., 2007) .
Materials and Methods

Tissue preparation
Our subjects were 18 National Institutes of Health (NIH) Swiss and C57/BL mice, ranging from 22 to 30 g in mass (25 Ϯ 3 g; mean Ϯ SD), and 2 Sprague Dawley rats, 180 g in mass; rats were used for the initial development of our procedures. We used transcardial perfusion to label the lumen of the entire vascular network in the brain, as has been demonstrated previously using fluids (Patel, 1983; Cavaglia et al., 2001; Michaloudi et al., 2005) , resins (Motti et al., 1986; Harrison et al., 2002; Krucker et al., 2006; Wagner et al., 2006) , and gels (Dutly et al., 2006) . The basic preparatory procedure for the tissue is summarized as: perfuse animal 3 fill vasculature with fluorescent gel 3 section brain into thick slabs 3 stain all nuclei with organic stain 3 label all neuronal nuclei with antibodies to NeuN 3 match optical index of slab under isovolumetric conditions 3 optically section slab with 3-channel TPLSM.
Our animals were anesthetized with Nembutal, transcardially perfused first with ϳ60 ml of PBS and then with ϳ60 ml of 4% (w/v) paraformaldehyde (PFA) in PBS, all at 0.3 ml/s. This was followed by perfusion with 20 ml of a fluorescent gel perfusate, at 0.6 ml/s, with the body of the mouse tilted by 30°, head down, to ensure that the large surface vessels remained filled with the gel perfusate. The body of the mouse was submerged in ice water, with the heart clamped, to rapidly cool and solidify the gel as the final portion of the gel perfusate was pushed through. The brain was carefully extracted to avoid damage to pial vessels after ϳ15 min of cooling (Fig. 1a,b ).
Gel composition
We sought a gel that exhibited low viscosity in the liquid state so that a complete vascular perfusion could be ensured, retained fluorescence after the brain was sectioned, remained stable at room temperature, and was compatible with fixation by PFA. Our gel solution contained porcine skin gelatin type A (no. G1890; Sigma) and fluorescein-labeled-albumin (no. A9771; Sigma). A 2% (w/v) solution of gelatin is prepared in boiling PBS and allowed to cool to Ͻ50°C. It is then combined with 1% (w/v) fluorescein-albumin, maintained, with stirring, at 40°C, and filtered through filter paper (no. 1 Whatman) that had been premoistened with PBS. The filtered solution was maintained at 40°C before the perfusion.
Assay of the perfusion
Completeness of the gel perfusion was tested by perfusing transgenic mice that expressed cyan fluorescent protein (FP) and yellow FP in endothelial cells (Tsai et al., 2003) . Double labeling of endogenous fluorescent protein and gel perfusate, assayed by visual inspection of planar images obtained with TPLSM from 1 mm thick sections, showed that all vessels are filled in frontal cortex, parietal cortex (Fig. 1, compare c, e, g, d, f, h) , thalamus, striatum, and cerebellum (100% of 254 sections across 2 animals). The intensity and pattern of the gel perfusate was unchanged in surface vessels and microvessels for at least 6 months, implying that the labeled albumin was linked to the gel.
Cutting and labeling slabs
Two orientations of sections were cut, each of which spanned a full hemisphere. One, used for both development of our procedures as well as analysis, was a sagittal section that was cut from the midline to 1.4 mm lateral of the midline. We examined volumes at anterior-posterior locations ϩ1 mm, Ϫ1 mm, and Ϫ2 mm relative to bregma from the face at 1.4 mm lateral down to 0.8 mm lateral. The other was a series of coronal sections, centered at bregma Ϫ1 mm so that one or more sections passed through the vibrissa area. We examined both a volume centered at medial-lateral location ϩ4 mm as well as the whole slab. We aligned the brain along the midline and used a razor blade mounted to an optical translation stage (no. 443, Newport) as a means to minimize sample-tosample variability. The slab of tissue was incubated for 10 to 12 h in a blocking solution of 10% (v/v) normal goat serum, 2% (v/v) Triton X-100 to improve the permeability of the tissue, and 0.1% (w/v) of sodium azide in PBS. This was followed by incubation in a staining solution of 1 g/ml 4Ј,6-diamidino-2-phenylindole (DAPI) dilactate (no. D9564, Sigma), a common nuclear stain, and 10 g/ml of a NeuN-specific antibody that is directly conjugated to the fluorophore Alexa-594 (custom order, Millipore Bioscience Research Reagents). The incubation lasted for 4 d at room temperature with the goal of complete staining throughout the 1.4 mm thick slabs. Finally, slabs were washed in PBS.
Isovolumetric index matching
The maximum imaging depth in formaldehyde-fixed cortical tissue is typically less than that for in vivo tissue (Tsai et al., 2003) , and thus our final step was to gradually clear the slab in a sucrose solution. The stained tissue section was equilibrated in a graded manner from 2% (v/v) Triton X-100 in PBS to a solution with increasing concentrations of sucrose and 2% (v/v) Triton X-100 in PBS over a 6 h equilibration period per step. The cleared tissue is then mounted on a slide with 60% (w/v) sucrose and 1% (w/v) agarose gel, and covered with a no. 0 coverslip. The exposed surfaces of the gel are covered with paraffin to prevent dehydration. The lateral face of the sagittal section faces the coverslip so that imaging proceeds from lateral to medial with increasing imaging depth.
Visual inspection of planar images obtained from cleared slabs with TPLSM indicates that the maximum depth for imaging increases with increasing values of the final concentration of sucrose ( Fig. 2a-f ), reaching 1.5 mm for a concentration of 75% (w/v) (Fig. 2g) . We chose to use a final concentration of 60% (w/v) sucrose for our studies, reached in increments of 15% (w/v), over a period of 24 h. This allowed us to image at depths down to 1.0 to 1.2 mm with excellent clarity of vasculature and nuclei (supplemental Fig. 1 , available at www.jneurosci.org as supplemental material).
Solutions that contain high concentrations of sucrose are hyperosmotic with respect to the immersed tissue and thus care must be taken to minimize the shrinkage of tissue. For equilibration with 60% (w/v) sucrose in the absence of permeabilization with detergent, this can be in excess of 15% by area (Fig. 2h ). Yet too high a detergent concentration may compromise the integrity of tissue. We revisited this issue and pretreated the fixed tissue with increasing concentrations of Triton X-100. We found that the pretreatment of the tissue with 1% (v/v) Triton X-100 reduced tissue shrinkage to 3% by area at 60% (w/v) sucrose (Fig. 2h) .
Data acquisition
We imaged three cortical regions from the sagittal section, centered at 2 mm caudal of bregma, 1 mm caudal of bregma, and 1 mm rostral of bregma (Fig. 3a) , and the entire cortical area of the coronal sections, with a custom two-photon microscope (Tsai et al., 2003; Tsai and Kleinfeld, 2009) . Hardware control and data acquisition were performed using the MPScope software suite (Nguyen et al., 2006; Nguyen et al., 2009 ). Images were taken through a 40ϫ magnification IR Zeiss dipping objective [0.8 numerical aperture (NA)] and acquired at 5 frames-per-second with an averaging of 2 to 4 frames per axial position. Each frame consists of 256 ϫ 256 voxels at 1 m per voxel. Image stacks consist of 700 frames, separated axially by 1 m, and neighboring stacks were taken with an overlap of 56 m. An image dataset consists of between 7 and 9 image stacks that collectively span, on average, 256 m by 1656 m by 700 m or 0.3 mm 3 of tissue. Thus each dataset consists of three 300 megavoxel files.
The tissue sections contain cell nuclei labeled with DAPI, vessels filled with fluorescein labeled gel, and neuronal nuclei labeled with Alexa-594 conjugated to ␣-NeuN. The excitation wavelength was 800 nm. All emitted light was filtered through a short pass interference filter (E680SP, Chroma) to block excitation light and then split into 3 channels for simultaneous collection (Fig. 3b) . For the Violet channel, emitted light is reflected from a dichroic mirror centered at 505 nm (550 DCLP; Omega Optical) and bandpass filtered through an interference filter centered at 450 nm (450DF50, Omega Optical) and 2 mm of colored glass (BG30, Andover). For the Green channel, emitted light is transmitted through the dichroic centered at 550 nm, reflected from a dichroic centered at 550 nm (550 DRLP, Omega Optical), and bandpass filtered through an interference filter centered at 535 nm (535DF25, Omega Optical) and 2 mm of colored glass (BG30). For the Red channel, emitted light is transmitted through the dichroic centered at 505 nm, transmitted through the dichroic centered at 550 nm, and bandpass filtered through the combined action of a second E680SP filter and 1 mm of colored glass (OG590, Andover). Last, two calibration images are taken for each spectral channel at each imaging session. The first calibration file is an image with the excitation laser blocked, while the second is an image of a uniform fluorescent bath. Under our imaging conditions there was negligible photobleaching of any of the dyes.
The point spread function (PSF) of our microscope was determined by imaging 0.2 m diameter fluorescent beads (Polysciences). Near the surface, the PSF was well described by a three-dimensional Gaussian with full-width at half-maximum of 0.4 m in along the x-and y-axes and 2 m along the z-axis for the 40ϫ magnification dipping objective. The data we collect is under-sampled along the x-and y-axes and oversampled along the z-axis.
Data analysis
The overall plan of analysis is to transform raw image stacks into four overlapping volumetric files that contain: (1) the coordinates of every cell nucleus; (2) the classification of every nucleus as neuron or non-neuron; (3) the coordinates of the centerline of every vessel, along with the diameter with respect to the centerline; and (4) the assignment of contiguous vessels as microvessels. These processes are summarized in the flow diagram of Figure 4 and are implemented with a series of algorithms written in the Matlab programming language and denoted the Volumetric Image Data Analysis (VIDA) suite (supplemental Material, available at www.jneurosci.org); the VIDA suite is further available at http://physics.ucsd.edu/neurophysics/ links.html.
Preprocessing
These steps correct for the bending of light at the buffer-to-tissue interface, nonuniform flu- orescence across the field ) and demix the contributions of fluorescence from each of the three stains to anatomically relevant channels (Fig. 3b-h) .
Focus-depth correction. The optical index of brain is n b Ϸ 1.42 (Stepnoski et al., 1991) , compared with n W ϭ 1.33 for water. This results in a shift in the apparent depth of the focus, in addition to spherical aberration. The focus moves by n b /n W ϭ 1.06ϫ the distance that the objective moves near the optical axis but by tan[sin
(NA/n b )] ϭ 1.10ϫ the distance that the objective moves for the marginal rays of our NA ϭ 0.8 dipping objective. We correct the scaling of the z-axis by the mean of these two values, so that the focus moves by 1.08 m when the objective is lowered by 1.00 m.
Dark-level correction. The mode of the intensity of the dark calibration image for the Violet, Green, and Red channels is subtracted from all voxels in the respective channel to correct for offsets in the detector electronics.
Field normalization. We correct for uneven illumination, as occurs when both x-axis and y-axis scan mirrors are not focused at the back aperture of the objective, and uneven detection, as is caused by vignetting ). Images from a fluorescent bath calibration image for the Violet, Green, and Red channels are averaged and smoothed and then used to normalize the signals in respective channels via voxelwise division ( Fig. 3c-e) .
Primary spectral demixing. Demixing corrects for spectral cross talk between imaging channels. While contamination by the long tail of lower-wavelength fluorophores into higher-wavelength channels is unavoidable, the spectral windows for imaging were chosen so that higher-wavelength fluorophores did not significantly contaminate lower-wavelength collection windows. Spectral demixing then reduces to channel subtraction with an appropriate weighting factor. Determination of the weighting factors is determined automatically by equalizing the mode of the values of voxels in regions inside and outside a delimiting mask. In the first of two rounds of demixing, the mask is taken as a user-defined small percentage of the brightest pixels in the contaminating channel. The median of the weighting factors calculated for all image stacks is applied to spectrally demix all image stacks. The three demixed channels of volumetric grayscale data are denoted as the DAPI, fluorescein, and Alexa-594 channels (Fig. 3f-h) .
File montaging. A correlation-based algorithm is used to align the overlapping region of neighboring image stacks and form a single three-dimensional montage. To significantly reduce processing time, sliding correlations are performed on the maximal projections of the overlapping regions taken at three orthogonal angles. The proper location of the image stack within the montage is associated with the position of the maximal correlation. Correlations are performed with the vessel channel, since it has the sparsest labeling, and the coordinates are applied to all channels. Tissue clearing for TPLSM with sucrose and Triton X-100 immersion to increase imaging depth with minimal tissue shrinkage. All data are from Sprague Dawley rats. a-f, Maximal projections in x-z generated from TPLSM image stacks taken in cortex of the same 2 mm thick coronal tissue section after immersion in increasing concentrations of sucrose in PBS. Lowmagnification photographs of the tissue section after each immersion step are shown above the TPLSM projection. g, Summary of the maximum TPLSM imaging depth versus concentration of sucrose for the tissue shown in panels a to f; the curve is solely to guide the eye. h, Summary plot of the reduction in tissue shrinkage in a 1-mm-thick coronal section versus concentration of Triton X-100. Squares and triangles represent two different datasets. The curve is solely to guide the eye.
Data sub-blocking. The montaged datasets are sufficiently large that differences in staining intensity and in signal-to-noise ratios are present across the montage. Each montage was thus divided into overlapping sub-blocks for segmentation and further demixing. These operations were performed with parameters, such as threshold levels, calculated separately for each subblock. We used sub-blocks of ϳ200 ϫ 150 ϫ 150 or 5 megavoxels each.
Nuclear segmentation
The VIDA suite is used to calculate the coordinates of every cell nucleus within the tissue volume based on DAPI staining.
Cell nuclei. Cell nuclei segmentation is achieved by spatial bandpass filtering of the DAPI channel (Fig. 5a ). Each sub-block is high-pass filtered by subtracting a low-pass filtered version of the sub-block, computed by filtering the sub-block with an isotropic three-dimensional Gaussian with SD cell-bkg , from the original data. We chose cell-bkg ϭ 4.5 pixels to be comparable to the largest cell size. Next, the high-pass filtered sub-block was convolved with an isotropic three-dimensional Gaussian of SD cell-local to produce a band-filtered cell sub-block (Fig.  5b) . We chose cell-local ϭ 2 pixels, which corresponds to a full-width at Figure 3 . Three-channel TPLSM vascular and cell nuclei imaging from three regions of mouse cortex at a depth of 300 m. Sagittal sections from a NIH Swiss mouse, 1.4 mm thick, were imaged at three rostral-caudal positions. a, An epi-fluorescence micrograph of the sagittal section. The three rectangles indicate three regions of interest centered at bregma ϩ1 mm, bregma Ϫ1 mm, and bregma Ϫ2 mm, that span the depth of cortex. b, Emission spectra for the nuclear stain DAPI, the vascular stain fluorescein, and the neuronal nuclear label Alexa 594, along with the collection bands for emitted light in the violet, green, and red. c-e, Maximal projection of TPLSM image data from the bregma Ϫ2 mm region before spectral demixing. While the violet spectral window (c) contains predominantly DAPI signal, the green spectral window (d) contains both fluorescein and DAPI signal components. Similarly, the red spectral window (e) contains contributions from Alexa 594, fluorescein, and DAPI. f-h, The same data as shown in c-e after spectral demixing.
half-maximum of 4.7 m, to be large compared to intranuclear structures but small compared to typical internuclear separation.
A binary cell mask was generated by thresholding each filtered cell sub-block against a value automatically selected to be much higher than fluctuations in the intensity of the background (Fig. 5c ). To determine the threshold values, T cell , we first compute the local maxima of the intensity within each bandpass filtered cell sub-block. A histogram of the local maxima shows two peaks. A sharp peak at low values of intensity corresponds to fluctuations in background regions; the mode of this peak is denoted M peak, and the SD of this peak, found by fitting to values less than the mode, is denoted peak . A broad peak at relatively high intensities corresponds to labeled nuclei. The threshold is set at T cell ϭ M peak ϩ z peak to isolate this peak, where the parameter z was empirically set to z ϭ 5. The mask is formed by setting all values in the sub-block that are greater than T cell to one and all other values to zero. Connected volumes with Ͻ100 voxels are removed to eliminate noise volumes. This results in a set of isolated components that represent single or overlapping nuclei (Fig. 5e ). The volume of the resulting cell mask is sensitive to the choice of z, while the location and number of cell centroids computed from the masks are relatively insensitive to the choice of z.
Cell centroids. The location of cell centroids were determined from the binary cell mask using morphological operations. First, a threedimensional ultimate erosion was performed on the binary mask (Fig. 5c ). This results in singular retained voxels for isolated components that are roughly spherical in shape (Fig.  5d ). Merged spherical components that meet as a double-bubble result in two separated voxel islands. Isolated ellipsoidal components can result in a line of connected or closely spaced voxels, as will merged components that are not convex at their junction. This operation results in a list of candidate centroid locations that are subsequently thinned via simple point removal to a single voxel location per contiguous set of voxels associated with a given centroid.
We tested for centroids that were spaced closer than a value D cell_min , with the assumption that such centroids are part of the same nucleus. Thus when only a pair centroids were within D cell_min , one was eliminated at random. When groups of three or more centroids were within a distance D cell_min of each other, we successively eliminated centroids until no two centroids were located within a distance D cell_min of each other ( 
Vascular segmentation
The VIDA suite is used to obtain a volumetrically correct binary mask of all vasculature based on the fluorescein fills. The sub-blocks from the fluorescein channel form the vessel grayscale volume (Fig. 6a) . Vascular segmentation follows a multistep process and includes the use of matched filters (Fig. 6b-m) .
Secondary spectral demixing 1. An additional round of demixing makes use of the results of the nuclei segmentation. The binary cell mask (Fig. 5c ) is used as to refine the spectral demixing coefficient for removal of fluorescent signals from cell nuclei that still contaminate the vascular data.
Rod filtering. The vessel grayscale volume ( Fig. 6a ) in each vascular subblock is matched-filtered with rods of length 11 voxels at 82 different orientations uniformly spaced over the half-sphere. The voxel-by-voxel maximal response to the set of 82 filters is retained to produce a vessel-enhanced grayscale volume ( Fig. 6a-c) . The maximum value of this volume is denoted I max filt . Raw vascular mask. A binary mask of the vasculature is produced from the un-filtered vessel grayscale volume (Fig. 6a) as an intermediate step Three-channel data are normalized, spectrally demixed, montaged, and then divided up into small local three-dimensional sub-blocks. Each sub-block is processed independently. Vascular processing begins by matched filtering to 82 rods at various orientations to produce a "Rod-enhanced sub-block" (detailed in Fig. 6 ). Local filtering and variable local thresholding is applied to produce a "Raw vascular mask" that maintains appropriate vessel diameters, and a connectivity-preserved "Enhanced vascular mask." Connectivity-conserved thinning produces a monofilament "Centerline mask." Voxel-by-voxel evaluation of each center-line point in the yields a true vessel radius based on the local intensity pattern in the "Vascular grayscale sub-blocks." Isotropic, volume-accurate masks are reconstructed from the centerline and radius data by successive placement of overlapping spheres. Voxel-by-voxel radius selection is used to categorize vessel regions by size. Finally, the various sub-blocks are restitched to produce a montaged mask of the full dataset. Cell nuclei data processing begins with matched filtering to a spherically symmetric kernel to produce a "Cell nuclei enhanced grayscale sub-block." The "Cell nuclei enhanced grayscale sub-blocks" are automatically thresholded (detailed in Fig. 5 ) to produce "Cell nuclei masks" from which cell centroids are computed and concatenated. Finally, using the centroids and cell masks from the cell nuclei data, local evaluation of the signal in the corresponding pixels of the neuron nuclei grayscale sub-blocks leads to classification of each cell nuclei as neuronal or non-neuronal (detailed in Fig. 8 ).
toward estimating both the intensity of background regions and the radii of the vessels. We first estimate the background regions from the vessel enhanced grayscale volume (Fig. 6c) . A preliminary binary threshold is empirically set as one SD above the mean value of the intensity for the quartile of voxels with the lowest intensity in the vessel enhanced grayscale volume (Fig. 6c ). This mask is dilated until it occupies 80% of the total volume, inverted, and used to extract the 20% of voxels that are furthest from any vessel. These are designated background voxels. These voxels are then evaluated for the unfiltered grayscale data (Fig. 6a) ; the mode of their intensity is denoted I back unfilt and the SD of their intensity is denoted back unfilt . As a means to convert the vessel grayscale volume (Fig. 6a) to a binary mask, we first generate a threshold value for each voxel. We form two copies of the volumetric data, low-pass filter one copy with a Gaussian of width (1/e) 11 voxels, and low-pass filter the other copy with a Gaussian of width 3 voxels. For every voxel, the threshold is chosen as 1.5ϫ the lower of the two values from the low-pass filtered datasets. The values of these thresholds are clamped at an upper bound of 0.15 I max filt and a lower bound of I back unfilt ϩ 4.4 back unfilt ; recall that erf{4.4} ϭ 0.005. Application of this voxel-by-voxel procedure results in a binary vascular mask. The use of two low-pass filters in determining the threshold preserves small vessels with weak fluorescence that are located proximal to large, bright vessels. Furthermore, this procedure results in a binary mask of the vasculature that has approximately accurate diameters, but may include small artifactual gaps along vessels of low intensity.
As final steps, connected components in the mask with Ͻ27 contiguous voxels are removed, and the mask is made convex by a morphological closing operation that consists of 3 iterations of constrained filtering. The result is denoted the raw vascular mask (Fig. 6i) .
Enhanced vascular mask. A dilated binary mask of the vasculature is produced from the filtered vessel grayscale volume (Fig. 6c) . We estimate background regions by dilating the raw vascular mask (Fig. 6i) until it occupies 80% of the total volume. This mask is then inverted and used to extract the 20% of voxels in the vessel-enhanced grayscale volume (Fig. 6c ) that are furthest from any vessel. These are designated background pixels; the mode of their intensity is denoted I back filt and the SD of their intensity is denoted back filt . As a means to convert the vessel enhanced grayscale volume (Fig. 6c) to a binary mask, we first generate a threshold value for each voxel. We form two copies of the volumetric data, low-pass filter one copy with a Gaussian of width (1/e) 21 voxels, and low-pass filter the other copy with a Gaussian of width 7 voxels. For every voxel, the threshold is chosen as 1.5ϫ the lower of the two values from the low-pass filtered datasets. The values of these thresholds are clamped at an upper bound of 0.10 I max filt and a lower bound of I back filt ϩ 4.4 back filt . Application of this voxel-by-voxel procedure results in the binary enhanced vascular mask. This procedure results in a binary mask of the vasculature that overestimates the diameters, and admits only a few small gaps along vessels of low intensity.
As final steps, connected components in the mask with Ͻ27 contiguous voxels are removed, and the mask is made convex by a morphological closing operation that consists of 3 iterations of constrained filtering. The results is denoted the enhanced vascular mask (Fig. 6d) .
Vascular center-lines
We use the above masks to determine the center-lines of the vessels by thinning the enhanced vascular mask (Fig. 6d) . This process involves multiple steps and intermediate results (Fig. 6e-m) . We consider first the creation of three auxiliary maps, each of which makes use of a Euclidean distance transformation of a corresponding vascular mask. Entries in the map report the distance from each active voxel, i.e., with values of 1, to the nearest inactive voxel, i.e., with a value of zero. For example, a vessel that lies in the horizontal plane with a width of 6 voxels has the sequence •••01233210•••, while one with a width of 7 voxels has the sequence
Approximate radius map. This map is used to approximate the diameter of each vessel. This is determined by taking a Euclidean distance transform of the raw data mask (Fig. 6i) , to form an approximate radius map of each vessel (Fig. 6j) .
Removal sequence map. This map is used to differentiate among voxels with the same value in a Euclidean distance transform map based on whether or not they are near the edge of a vessel. We generate a Euclidean . c, The locus of local intensity maxima in the "Cell nuclei enhanced grayscale volume" (b) are determined, their corresponding intensities are compiled, and a threshold is set at a z-score of 5 for the distribution of peak intensity values. This threshold is applied to the "Cell nuclei enhanced grayscale volume" (b); connected volumes with Ͻ100 voxels are eliminated. The result is a "Cell nuclei mask." d, Application of an ultimate erosion process to the "Cell nuclei mask" (c) results in a "Cell centroid mask," from which a list of cell centroid locations is compiled. e, A minimal cell diameter is used to merge multiple centroid points within the same cell and form the "Nonoverlapping cell centroid mask." distance transform map of the enhanced vascular mask (Fig. 6d) . We then copy this mask, spatially low-pass filter the copy using a 3 ϫ 3 ϫ 3 voxel block, multiply the filtered copy by a number much smaller than the quantization of distances, e.g., 1 ϫ 10 Ϫ6 , and then subtract the copy from the original distance transformed map. The result is a removal sequence map (Fig. 6k ) with a gradient of Euclidean distances that, locally, points outward.
Vascular centering map 1. This map is used to remove web-like loops from the thinned data during recentering of the mask. It is generated by taking a Euclidean distance transform of the enhanced vascular mask (Fig. 6d) . The resulting map is generally elongated along the z-axis by the anisotropic PSF which results in multiple maxima along the z-axis. This leads to an ambiguity as to the center of the vessel. To resolve this, we perform multiple iterations of spatial filtering, using a 3 ϫ 3 ϫ 3 voxel block, and masking of the enhanced vascular mask (Fig. 6d) . The number of iterations is taken as 1.5ϫ the largest value across the approximate radius mask (Fig. 6j) . The result is a vascular centering map (Fig. 6l ) in which one voxel in each given cross-section has the largest value.
Thinning. The thick vessels in the enhanced vascular mask (Fig. 6d) are thinned to singlevoxel lines along their center to define a centerline mask. Our algorithm was designed to minimize the progressive trimming of free-ends. In the first pass of thinning, a connectivitymaintaining algorithm was applied to the enhanced mask, i.e., simple point removal or distance-ordered homotopic thinning. We used the removal sequence map as a guide and, starting with the lowest values, removed a voxel so long as the removal did not reduce the connectivity on a 3 ϫ 3 ϫ 3 neighborhood about the voxels. By construction, the removal process starts on the outside of a vessel and moves inward toward larger distance vales. The removal process among shells of voxels with the same distance value is from inside to outside. The end product is a thinned mask with preserved connectivity (Fig. 6e) . Note that, as a practical matter in determining connectivity, the analysis for all 2 33 Ϫ1 ϳ7 ϫ 10 7 possible neighborhood configurations is stored as a lookup table.
Recentering. The local inside-to-outside aspect of the voxel removal process results can produce loops of voxels that are connected to the centerline and form a webbed structure. These loops are eliminated by a process of recentering. We analyze the local 3 ϫ 3 ϫ 3 voxel neighborhood of each active voxel that is not at an end-point in the centerline mask (Fig. 6c) . Loops are removed by shifting non-end-point voxels in three-step hierarchical sequence: (1) A voxel is removed if doing so does not change the local connectivity. (2) If removal is not possible, we move the voxel to an unoccupied location that must be within one pixel, must have a larger value in centering map 1, and must not change the local connectivity. (3) If both removal and movement of a voxel is not possible, but there is an unoccupied neighboring voxel with a larger value in centering map 1, we activate that voxel. Steps 1 to 3 are repeated for all center-line voxels and iterated until no further changes occur, to form the recentered mask (Fig. 6f ) .
Hair removal. The ill-conditioned nature of morphological thinning allows noisy boundaries of the vessel surface to be transformed into short free-ends, or hairs, on the center-line mask (Fig. 6e,f ) . Each center-line voxel with Ͼ2 neighbors is either the junction of two vessels or the attachment point of a hair. The removal of potential hairs is based on the length of the free-end relative to the radius of the vessel to which it is attached. This radius is found from the approximate radius map (Fig. 6j) . We define a hair as a segment whose length is less than the radius of the associated vessel plus two voxels, and remove it. This process is iterated . c, The voxel-by-voxel maximal response across all rod filtered volumes (b) is retained to produce a "Vessel enhanced grayscale volume." d, Local filtering and a local variable threshold is applied to the "Vessel enhanced grayscale volume" (c) to produce an "Enhanced vascular mask." This mask overestimates vascular diameters, but reduces the occurrence of small gaps in the vasculature. e, A connectivity-conserving thinning process is applied to the "Enhanced vascular mask" (c) based on the auxiliary "Removal sequence map" (k; defined below). This produces a "Thinned mask with preserved connectivity" that may contain webbed structures of small loops and hairs. f, A recentering process is applied to the "Thinned mask" (e) based on the auxiliary "Vascular centering map 1" (l; defined below) to collapse the webbed structures and results in a "Recentered mask." g, Short hairs are removed from the "Recentered mask" (f) based on the auxiliary "Approximate radius map" (k; defined below) to produce a "Shaved recentered mask." h, The recentering process is repeated on the "Shaved recentered mask" (g) based on the auxiliary "Vascular centering map 2" (m; defined below) to collapse small loops in the mask, and results in a monofilament "Center-line mask" of the vasculature. We now turn to auxiliary calculations. i, An auxiliary mask is generated by local filtering and a local variable thresholding of the "Vessel grayscale volume" to produce the "Raw vascular mask." This mask contains approximately accurate diameters, but may contain small gaps along vessels of low signal-to-noise. j-m, Three auxiliary maps are generated by filtering the Euclidean distance transforms of specific masks. The "Approximate radius mask" (j) is derived from the "Raw vascular map" (i). The "Removal sequence map" (k) and the "Vascular centering map 1" (l) are derived from the "Enhanced vascular mask" (d). Last, "Vascular centering map 2" (m) is generated from the "Shaved recentered mask" (g) by both dilation and Euclidean distance transformation.
until no more hairs are present and results in the shaved recentered mask (Fig. 6g) . Endpoints that fall outside the cutoff distance are putatively associated with true vessel segments and preserved.
Vascular centering map 2. This map is used to remove loops from the shaved recentered mask (Fig. 6g) . The shaved and enhanced mask is dilated with five iterations of a 3 ϫ 3 ϫ 3 voxel block. We then take a Euclidean distance transform of the dilated mask (Fig. 6m) .
Small loop removal. Pixel-to-pixel noise in the grayscale data that propagate to the enhanced mask (Fig. 6d) can produce local variations in vasculature centering map 1 (Fig. 6l) . This can lead to splitting of vascular centerlines so that short sections of a single vessel are split into parallel vessels and form a loop that would not be detected by the previous recentering process. We thus perform a second round of recentering using vasculature centering map 2 (Fig. 6m) . This yields a final center-line mask (Fig. 6h) .
Vessel radii
Vessels are assumed to have cylindrical symmetry with radii estimated from xy planar images, which have less aberration than the xz and yz sections. A first estimate of radii for each center-line voxel along the vasculature (Figs. 6h,7a) is calculated from the approximate radius map (Figs. 6j, 7b) . A twodimensional square neighborhood in the XY plane of the grayscale volume data (Figs. 6a,  7c ), chosen as 18ϫ the estimated radius of the vessel on edge, forms a region of interest around a point on the center-line (Fig. 7c , white box, d,e). A smaller box, chosen as the larger of 9 pixels or 3ϫthe radius on edge, is used to determine the peak intensity of the vessel (Fig. 7d,e, green box) . The voxels in the larger square are thresholded at 0.4ϫ the peak intensity to form a binary image that is morphologically closed with a 3 ϫ 3 square kernel and upsampled by a factor of two. The maximum value of a Euclidean distance transform in the vicinity of the centerline pixel is taken as the second refinement of the radius for each center-line point (Fig. 7f, red contour) .
The radius is further refined to account for the width of the PSF. For vessels whose diameters are much larger than the point spread function of the imaging system, the excitation volume will be half-in and half-out of the vessel when focused at a vessel edge. For vessels whose diameters approach the size of the PSF, a look-up table was constructed to define thresholds based on simulations with uniformly labeled cylindrical rods and an expanded PSF that approximated the broadened beam during deep imaging. The look-up table provides the fraction of the peak intensity that is appropriate to threshold vessels of different diameters. These thresholds range from 0.28ϫ the maximum value to a limit of 0.50ϫ the maximum that is reached when the width of the vessel is large compared to that of the PSF, i.e., 0.6 m along the x-and y-axes and 4 m along the z-axes at depths of 500 m. The thresholded image is morphologically closed with a 3 ϫ 3 square kernel, supersampled by a factor of two, and the maximum value of a distance transform in the vicinity of the centerline point is taken as the second and final estimate of radius (Fig. 7g) . A volume-accurate binary mask of the vasculature is reconstructed by the overlapping placement of spheres of the appropriate radii at each centerline point (Fig. 7h,i) .
Neuron classification
The VIDA suite is used to classify each cell nucleus based on the on the colocalized signals in the DAPI and Alexa 594 channels (Fig. 3f,h) .
Secondary spectral demixing 2. A second round of refinement to the demixing of data channels makes use of the results of the vasculature and . Process flow diagram for determination of vascular radii. a-c, Radii determination for each sub-block is performed using the appropriate "Center-line mask" (a) along with the corresponding "Approximate radius map" (b) and "Vessel grayscale volume" (c) generated in the vascular segmentation process (Fig. 6) . The white box denotes the region expanded for panels (d)to(h). d,e,Gray-scaleimage(d)andcontourlines(e)oftheintensityinasinglexyframeofthe"Vesselgrayscalevolume"aroundcenter-linepoint (red square). The green box defines a local neighborhood around the center-line point. f, The first refinement to the estimate of the radius (red contour) calculated from the maximum of an Euclidean distance transform, as found from a threshold at a fixed percentage of the maximum intensity in the local neighborhood. g, The second refinement to the estimate of the radius based on cylindrical vessels and an estimated point-spread function for the microscope. h, i, A volume-accurate vasculature binary mask is formed from overlapping spheres of the appropriate radii at each centerline point.
nuclear segmentation. First, the raw vascular mask (Fig. 6i ) is used to refine the spectral demixing coefficient for removal of fluorescent signals from vasculature that still contaminate the Alexa 594 data after the first round of demixing; this refined data forms the neuronal nuclei grayscale volume. Second, we form the ratio between the spatially filtered DAPI channel, using a 3 ϫ 3 ϫ 3 voxel block, and the spatially filtered neuronal nuclei grayscale volume. The top 0.1% of voxels with the largest value of this ratio form a set of clusters that highlight some non-neuronal nuclei and define a ratio mask. Next, we define a background mask as a concentric shell outside each object in the ratio mask; the inner radius of the shell is found by dilating the binary cell mask (Fig.  5c ) by one voxel and the outer radius is found by dilating the ratio mask. We next mask the Alexa 594 grayscale volume intensities with the ratio mask and compute the median value for each object. Similarly, we apply the background mask to the Alexa 594 grayscale volume and compute the median value of these voxels. The Alexa 594 grayscale volume is the further demixed to minimize the difference the above median values. Sorting based on relative staining. Each cell nucleus in the cell mask from the DAPI channel (Fig. 5) was evaluated individually. The mean intensity, denoted I cell , of the corresponding voxels in the neuronal nuclei grayscale volume was calculated, as well as the mean background intensity, I bkg , in a spherical shell that surrounds the evaluated cell. The shell is formed by dilating the value of the mask by 2 voxels and is 2 voxels thick; dilated masks of the other nearby cell nuclei and vasculature are excluded from the shell to avoid contamination of the background reading (Fig. 8a) . A local neuronal signal value is calculated as q i (␣) ' I cell Ϫ I bkg , where ␣ designates the nucleus as neuronal, ␣ ϭ n, or non-neuronal, ␣ ϭ nn (Fig. 8b) . Cells that are not labeled above background staining levels result in signal values close to zero. Cells that are labeled above background staining levels result in positive signal values whose magnitude depends on staining and imaging conditions.
To compensate for large low spatial frequency variations in the staining intensity across the tissue, an iterative, locally ratiometric analysis is performed to evaluate q i (␣) relative to the same metric for all neighboring nuclei in a 80 ϫ 80 ϫ 80 voxel region that is centered on the nucleus of interest. Initially all nuclei are classified as neuronal nuclei. We then consider the ratio between the value of q i (␣) for the cell under evaluation compared to neighboring cells that are currently classified as neurons, i.e., q i (␣) /ͳq(n)ʹ, where
and N neurons is the current estimate of the number of neuronal nuclei in the neighborhood. Nonlabeled cells result in values for the ratio that are close to zero, while labeled cells result in values close to unity. The resulting histogram for the ratio is fit to a mixture of two Gaussians, and a threshold ratio value is determined by maximum likelihood estimation. Each cell is then reclassified as neuronal or non-neuronal based on this threshold ratio. This ratiometric reclassification is repeated until Ͻ0.2% of nuclei are reclassified between rounds (Fig. 8c) .
Microvessel classification
A separate binary mask of microvessels is made from the mask of all vessels in which only those vessel regions whose local diameter is Ͻ6 m are kept. This value was observed to be the inflection point in a histogram of the radii of all vessels.
Montaging
All sub-block masks are restitched to form montaged masks. The assembly of sub-blocks is based on the coordinates of the original sub-blocks. In the overlapped regions, we compute the midpoint of the overlap and keep those voxels that belong to the nearest sub-block. Cell nuclei coordinates and classifications are compiled together into a master list. Centroids that were spaced closer than D cell_min , were removed using the same algorithm used for centroid elimination within a sub-block, as discussed above.
Analysis
Cell number densities were computed by summing the number of nuclei across the full width and thickness of the slab in a 50 m wide sliding window in the radial direction and dividing by the volume of tissue. This a b c Figure 8 . Process flow for discrimination of neuronal versus non-neuronal cell nuclei. a, A background mask is generated for each cell nucleus.Adilatedshellofthetargetcell'snucleusmaskisintersectedwiththeinverseofthefull"Cellnucleusmask" (Fig.5c )andtheinverse of the "Volume-accurate vasculature binary mask" (Fig. 7h) . b, The mean of the "Neuronal nucleus grayscale volume" within the background region is subtracted from the mean signal within the target cell's nucleus mask to define a NeuN ratio, q i (␣)
, where "i" labels the nucleus and "␣" signifies neuronal or non-neuronal. c, An iterative process is applied to classify each nucleus as neuronal or non-neuronal based on the ratio of the value of q i (␣) relative to the mean value of its local neuronal neighbors. The classification of each nucleus is subject to change at each iteration, and only those nuclei currently classified as neurons contribute to the mean value.
yields the number of nuclei per mm 3 as a function of radial depth into cortex. Areal densities were computed by multiplying the number density by the radial depth of the slab; this normalizes against variations in the thickness of the cortical mantel.
Fractional volume density of vasculature was similarly computed by summing the volume of the blood vessels across the full width and thickness of the slab in a 50 m wide sliding window in the radial direction and dividing by the volume of tissue. This yields the fraction of the cortex occupied by the lumen of the vessel as a function of radial depth into cortex. Normalized vascular length was computed by summing the length of the centerlines of blood vessels in a 50 m band across the fill width and thickness of the slab; the center-to-center distance is 1.00 m for voxels that touch face-to-face, 1.41 m for voxels that touch edge-toedge, and 1.73 m for voxels that touch corner-to-corner. This yields the length of vasculature per mm 3 of cortex as a function width radial depth into cortex.
Results
Reconstructed architectonics of all neurons and non-neurons was obtained in register with angioarchitecture from millimeterthick slabs of neocortex (Fig. 3) . The location of each nucleus is defined by a vector and the centerline of each vessel is defined by a set of vectors, where each component is additionally tagged with size and type information (Fig. 9) . The vectorization of all nuclei and vessels allowed us to test for correlations in their densities. The first dataset was used to examine the relationship between cells and vessels as a function of the radial depth from pia to white matter, as well as provide total densities for comparisons between animals (Fig.  10) . Our samples include one volume from frontal cortex and three volumes from parietal cortex, one of which is from the vibrissa ("barrel") area. These locations contain different levels of granularity, a qualitative measure that is discerned from medium-and high-resolution images of the areas of interest (supplemental Fig. 2 , available at www.jneurosci.org as supplemental material). The second set was used to examine the relationship between cells and vessels as a function of cortical area and consisted of coronal slabs that sampled parietal and insular cortex (Fig. 11) .
Nuclear stains are used to identify all cell bodies, and labeled antibodies to the perinuclear protein NeuN are used to segregate neurons and non-neurons (see Materials and Methods). Mechanically stable fluorescent gels are used to fill the vasculature and a break in size at a diameter of 6 m is used to demarcate vessels as microvessels (see Materials and Methods). All labels were optimized to stain the entire thickness of the slab (supplemental Fig. 1 , available at www.jneurosci.org as supplemental material), which was imaged with TPLSM (Fig. 3) . A suite of rigorously tested numerical routines that used matched filtering and morphometric tools was used to automatically locate and count every cell nuclei and to concurrently map the backbone and radii of all vessels (Figs. 4 -9 ).
Spatial distributions of cells and vessels
The locations of all nuclei (Fig. 5) , their assignment as a neuron (Fig. 8) , and the center-line and diameter of all vessels (Figs. 6, 7) were calculated for every slab. The results for a portion of a particular slab in parietal cortex are shown in the reconstruction of Figure 9a . We consider first the statistics as an average over all layers and slabs, i.e., number density of neuronal nuclei ϭ (1.17 Ϯ 0.27) ϫ 10 5 nuclei per mm 3 ; number density of nonneuronal nuclei ϭ (0.43 Ϯ 0.26) ϫ 10 5 nuclei per mm 3 ; areal density of neuronal nuclei ϭ (1.41 Ϯ 0.34) ϫ 10 4 nuclei per mm 2 ; fractional vascular volume ϭ 0.0097 Ϯ 0.0021 mm 3 per mm 3 ; normalized vascular length ϭ 0.88 Ϯ 0.17 m per mm 3 ; fractional microvascular volume ϭ 0.0074 Ϯ 0.0014 mm 3 per mm 3 , where we report the mean and SD. An expanded view of the reconstructed images shows that the distance for each cell body to the nearest blood vessel is readily calculated (Fig. 9b, dashed lines) . Across all sagittal slabs (36 slabs in 12 animals), we find that the distance from the neuronal nuclei to the nearest microvessel is 14.6 Ϯ 1.0 m (mean Ϯ SD) (Fig.  9c) . By comparison, the null hypothesis that the location of cells in unaffected by that of microvessels yields a distance from the neuronal nuclei to the nearest microvessel of 13.3 Ϯ 1.2 m; in both cases we exclude all points closer than a minimal closest approach of one microvessel plus one cell soma radius, i.e., 5 m from the centerlines. These data support a tendency for neuronal nuclei to lie further away from vessels than would be expected from a random spatial distribution (Fig. 9c) . The effect is small, i.e., 9%, yet statistically significant ( p Ͻ 10
Ϫ2
).
Neuronal-vascular covariation
The number density of all cell nuclei (50 slabs in 18 animals) and neuronal nuclei (41 slabs in 15 animals), and the fractional volume density of all vasculature (50 slabs in 18 animals) were calculated as a function of radial depth for all slabs. We arrange the data for the different regions as a progression from agranular to granular regions (Fig. 10a-h) , which nominally corresponds to a progression of increasing metabolic load. The number density for neuronal nuclei demonstrates the expected variation across cortical layers, with an increase in the density at the expected location of layers 4 and 6 (Fig.  10a-d, green band) ; the effect is particularly evident in granular cortex (Fig. 10d) , a primary sensory area. In contrast, the non-neuronal nuclei, which include both glial and endothelial cells, remains relatively constant across the cortical layers ( Fig. 10a-d, blue band) at all locations.
We turn now to the cortical vasculature ( Fig. 10e-h) . The total vascular volume exhibits a peak at the cortical surface as a result of the presence of large surface vessels then rapidly decreases within the first 100 m below the pia, followed by a more gradual decrease with increasing depth into cortex. In contrast, the microvascular volume density varies relatively little across cortex, with a shallow maximum near 600 m below the pial surface. On average, this corresponds to a gradual increase of ϳ15% from layer 2/3 to layer 5 before dropping by ϳ7% at layer 6. Critically, there is no tendency to match the distribution of neuronal nuclei (Fig. 10, compare e-h, a-d) , even in the vibrissa area (Fig. 10, compare h, d) .
While the above data show that nuclei and vessels do not track throughout the depth of cortex, we tested if the summed densities covaried on each of two global scales. First, in terms of average densities across animals and slabs (n ϭ 45), we find a positive and statistically significant correlation (r ϭ 0.64, p Ͻ 10 Ϫ5 ) between the fractional volume of the vasculature and the areal density of neuronal nuclei (Fig. 10i) . The related correlation between the normalized vascular length and the areal density of neuronal nuclei is even stronger (r ϭ 0.75, p Ͻ 10 Ϫ7 ) (Fig.  10j) . These correlations are also seen, more weakly but significantly, when the number density rather than the areal density is considered.
Second, we checked the hypothesis that the average neuronal number density and vasculature volume density, when averaged over the full thickness of cortex, covary across different areas of cortex within the same animal. Here, we used coronal sections from perfused and labeled animals at a level just caudal to bregma (Fig. 11a) . For purposes of analysis, we arrayed the data as neighboring wedges and segmented the vasculature, neuronal and non-neuronal cells in each wedge. We observe a trend for both neuronal and microvascular densities to decrease as one moves laterally along the cortical mantle from cingulate to entorhinal cortex (Fig. 11b,c) . Critically, both the volume fraction of the microvasculature and the length of the vasculature increase in step with the neuronal number density (r ϭ 0.63, p Ͻ 10 Ϫ52 and r ϭ 0.68, p Ͻ 10 Ϫ62 , respectively) (Fig. 11d,e) .
Controls on metrology
We performed a number of tests to estimate systematic errors in both our measurements and our data analysis.
Comparison with manual counts
We manually tagged the nuclei in a 200 ϫ 200 ϫ 200 m 3 volume of the DAPI channel using a three-dimensional display. For simplicity, we avoided all nuclei that were bisected at a boundary. Our automatic segmentation scheme (Fig. 6 ) recalled 97% of the ϳ1800 nuclei that we identified manually, with a precision of 95%. 
In vivo confirmation of microvessel diameter
To verify that the vessel diameters we report for our histological reconstructions are physiologically accurate, we analyzed image stacks of labeled vasculature obtained through a thinned-skull preparation of an awake mouse. We find the distribution of the microvessels diameters of the histological preparations to be comparable with that seen in vivo (supplemental Fig. 3 , available at www.jneurosci.org as supplemental material). The average diameters of in vivo and histological microvessels are 3.97 m and 4.11 m, respectively.
Sensitivity analysis
Our analysis algorithms contain 19 parameters for the segmentation and categorization of nuclei and 41 parameters for the segmentation, center-lining, and volumetric determination of blood vessels (supplemental Tables 1-5 , available at www.jneurosci.org as supplemental material). Their values were chosen based on the results of a number of quantitative tests to place the operating points for the parameters in a relatively insensitive range and, for the case of nuclei, to conform with "ground truth" estimates of cell numbers. We checked the sensitivity of our results to changes in the parameters by systemically changing the value of each parameter by Ϯ20% and Ϯ50% and recalculating the results of our analysis.
For total nuclear counts and counts of only neuronal nuclei, we report the fractional change in number, denoted ␦n/n o , where n o is the baseline estimate of the number per unit volume, with respect to the fractional change in a parameter, denoted ␦p/p o where p o is the baseline value of the parameter. These fractions are related by the following:
where the derivatives are found empirically and reported in supplemental Tables 1, 2 , available at www.jneurosci.org as supplemental material. From the perspective of sensitivity to small changes in a parameter, the number density is most sensitive to the radius of the matched filter (Fig. 5 , cell-local ), for which a 10% change in the parameter (␦p/p o ϭ 0.10) leads to a 1.5% change in number density (␦n/n o ϭ 0.015). From the perspective of sensitivity to small changes in a parameter, the linear error term in Equation 2 dominates and the most sensitive parameters for the matched filter have a 1:8 to 1:10 ratio. A similar argument holds for the choice of D cell_min , the threshold distance to decide if two centroids are merged, D cell_min , a 1:10 effect (supplemental Table  1 , available at www.jneurosci.org as supplemental material; Fig.  5d ,e). Changes in all other parameters had 1:20 to 1:100 effects on the number density. Further, changes in the parameters associated with the classification of a nucleus as a non-neuron or neuron had a negligible effect, i.e., Ͻ1:50 (supplemental Table 2 , available at www.jneurosci.org as supplemental material). All told, our estimate of the number density appeared to be dominated by volume-to-volume variability rather than systematic errors ( Fig. 10a-d) .
For estimates of vascular volume, we report the fractional change in volume, denoted ␦v/v o where v o is the baseline estimate of the volume, with respect to the fractional change in a parameter. These fractions are related by the same equation for the number density (Eq. 2) but with n/n o replaced by v/v o ; the derivatives are found empirically and reported in supplemental Tables 3-5, available at www.jneurosci.org as supplemental material. We find that the estimate of the backbone of the vasculature had a negligible effect, i.e., Ͻ1:50, on the estimate of the microvascular volume (supplemental Table 3 , available at www.jneurosci. org as supplemental material). The largest contribution occurs for the size of range used to adjust the centerline, so that a onehalf voxel shift leads to ␦p/p o ϭ 0.17, for which to ␦v/v o ϭ 0.03 (supplemental Table 4 , available at www.jneurosci.org as supplemental material). From the perspective of sensitivity to small changes in a parameter, so that the linear error term dominates, the most sensitive parameters for the analysis of the radial contribution have 1:6 to 1:10 ratios (supplemental Table 4 , available at www.jneurosci.org as supplemental material). Furthermore, changes in the parameters associated with the classification of a vessel as a microvessel had a negligible effect, i.e., Ͻ1:50 (supplemental Table 5 , available at www.jneurosci.org as supplemental material). All told, our estimate of the microvascular volume was dominated by a composite ϳ20% systematic error rather than volume-to-volume variability ( Fig. 10e-h ).
Discussion
We used a set of established and novel techniques to fluorescently label the vasculature, neuronal nuclei, and non-neuronal nuclei in millimeter-thick slabs of tissue (Figs. 1, 3) . Volumetric optical sections of the fluorescent markers throughout the depth of the slab were obtained with two-photon laser scanning microscopy ( Fig. 3) , from which we construct profiles of cell and vascular density and, critically, quantify the covariation of neuronal and vascular density over relatively large areas of tissue without the need to sample only selected parts of the tissue (Figs. 10, 11 ). We find that the average distance of any location in cortex to a nearby microvessel is 13 m (Fig. 9) , and that there is a tendency for neurons to be 9% further away from vessels than chance (Fig. 9c ). This small difference is not inconsistent with a bias for non-neurons, such as astrocytes, to be closer to vessels. A critical issue concerns the flow of oxygen and nutriments. Zhang and Murphy (2007) found that dendrites remain viable if they are within 80 m of a microvessel. Thus, there is a considerable safety factor between the normal density of microvessels and a reduced density that will lead to hypoxia and neuronal degeneration.
While neurons have a tendency to cluster in layer 4, a major target of thalamic input, the layer-to-layer variations in neuronal density as a function of cortical depth is not sharply mirrored by either the non-neuronal density (blue trace, Fig.  10a-d) or the microvascular density (Fig.  10e-h, blue trace) . Rather, the microves- Figure 12 . Compendium of literature results on neuronal and all cell densities. Data for mouse are derived from the present and published work (Leuba and Rabinowicz, 1979; Brunjes, 1985; Schüz and Palm, 1989; Fukui et al. 1992 , Ma et al., 1999 AbreuVillaça et al., 2002; Bonthius et al., 2004; Hodge et al., 2005; Irintchev et al., 2005; Herculano-Houzel et al., 2006; Lefort et al., 2009; Lyck et al., 2007) . Data for other species are derived from the original published work (Cragg, 1967; Tower and Young, 1973 Herculano-Houzel et al., 2006 or, for the cases of Chow et al. (1950) , Tower and Elliot (1952) , Sholl (1959) , Ramon-Moliner (1961) , and Cowey (1964) obtained from the compilation in the study by Cragg (1967) . For all datasets, the black dots represent mean values. For data from this work, dark gray bars encompass the SD. For previously published data, light gray bars encompass the SD and the absence of bars implies that the SD is unknown. sels have a shallow rise that peaks near layer 4 and extends across the entire column. This peak is more prominent in granular regions of cortex (Fig. 10e ), yet less pronounced than found in a previous analysis for rat cortex (Patel, 1983) . Laminar variations in vascular density similar to that found here has been reported for monkey cortex (Weber et al., 2008; Risser et al., 2009) , including tissue from primary visual cortex, and human cortex based on postmortem data (Cassot et al., 2006; Lauwers et al., 2008 ). Yet there is considerable discord among different reports with respect to the extent that the vasculature follows laminar variations in cell density, with an early report indicating a strong demarcation in monkey (Zheng et al., 1991) , while other reports for monkey (Weber et al., 2008) and human (Bell and Ball, 1985) indicate only that the vascular density has a trough at the position of layer 5.
Cortical layer 4 is expected to have the highest metabolic load in a cortical column (Sokoloff et al., 1977) , and at least in monkey visual areas there is a strong laminar variability in the spike rate and presumed energy utilization (Snodderly and Gur, 1995 ). Yet there is apparently little increase in the carrying capacity of the vasculature to meet those needs in mice and possibly monkeys and man. This suggests that the red blood cells in layer 4 would be depleted of oxygen relatively quickly in response to a strong sensory stimulus, consistent with reports of a rapid, initial drop in blood oxygenation in the middle layer of cortex (Silva and Koretsky, 2002) .
In contrast to the lack of close variation between neuronal and vascular densities on a laminar basis, we find that the density of neurons and blood vessels are positively correlated on a regional basis. This occurs within the same animal (Fig. 11d,e) and across animals (Fig.  10i,j) , so that regions with a high vascular count have high cell counts. The observation that vascular and cellular densities correlate across animals and brain regions, but not across cortical layers, suggests that gradients in signaling factors (Lok et al., 2007 ) that influence both vascular and cellular growth occur on millimeter scales but not submillimeter scales. This is consistent with the finding that blood vessels are patterned early in cortical development based on neuronal density in the subplate (Carmeliet and Tessier-Lavigne, 2005; Stubbs et al., 2009) .
Comparison with past cell counts
We find the average density of all cells across cortical layers to be 1.6 ϫ 10 5 cells per mm 3 and falls within the range of values previously reported in literature, i.e., 1.5 ϫ 10 5 (Herculano-Houzel et al., 2006 ) to 2.6 ϫ 10 5 cells per mm 3 (Irintchev et al., 2005) (Fig. 12) . We find the average density of neurons across cortical layers to be 1.2 ϫ 10 5 neurons per mm 3 , which also falls within the range of reported values, i.e., 0.6 ϫ 10 5 to 1.6 ϫ 10 5 neurons per mm 3 (Fig. 12) . Last, we find that 70% of all cells within the sampled regions of cortex are neuronal. This compares with previously reported neuronal fractions of 40% (Irintchev et al., 2005) , 55% (Herculano-Houzel et al., 2006) , 65% (Ciaroni et al., 1998) , and 75% (Bass et al., 1971) .
In comparison with cell counts in other species that range from larger rodents up through monkeys, the neuronal density in mice is ϳ3ϫ as great (Fig. 12 ). In comparison with humans, the neuronal density in mice is ϳ4ϫ as great (Fig. 12) . However, the total cell count density in mice is only ϳ1.5ϫ larger than that found in other species, with considerable variability (Fig. 12) . Thus mice have a relatively high ratio of neurons to nonneuronal cells, i.e., ϳ3:1, while the average ratio across other species is Ͻ1:1 (Tower and Young, 1973) .
Comparison with past vascular measures
We find that the average vessel diameter of mouse microvessels is 3.5-4.0 m. This is consistent with diameters found in in vivo Figure 13 . Compendium of literature results on microvascular and all vascular densities. Data for mouse are derived from the present and published work (Boero et al., 1999; Heinzer et al., 2006 Heinzer et al., , 2008 Serduc et al., 2007; Vérant et al., 2007; Zhao and Pollack, 2009) . Data for other species are derived from published work (Bell and Ball, 1985; Stewart et al., 1997; Rousselle et al., 1998; Schlageter et al., 1999; Tieman et al., 2004; Lauwers et al., 2008; Weber et al., 2008; Lecoq et al., 2009; Risser et al., 2009) . For all datasets, the black dots represent mean values. For data from this work, dark gray bars encompass the SD. For previously published data, light gray bars encompass the SD and the absence of bars implies that the SD is unknown.
measurements (supplemental Fig. 3 , available at www.jneurosci. org as supplemental material) and derived from thin tissue sections (Boero et al., 1999) (Fig. 13) . We also find an average of 0.88 m of vasculature length per mm 3 of mouse cortex (Fig. 13 ). This value is consistent with extrapolated values from volumetric data (Heinzer et al., 2008) and that reported from manual traces of thin tissue sections, i.e., 0.7-1.2 m per mm 3 (Boero et al., 1999) . Interestingly, the length density of the microvasculature in mice is about twice that in primates (Fig. 13) .
The total vasculature volume that we find, ϳ1% of the cortical volume, is a factor of two to three smaller than previously reported volumes for mice using imaging techniques (Heinzer et al., 2006 (Heinzer et al., , 2008 Serduc et al., 2006 ) and a factor of 1.5 smaller than that reported using a radio-labeling technique (Zhao and Pollack, 2009) . Unlike the measure of vascular length, the total vascular volume further depends on the radii calculated from the vascular data. With regard to image analysis, we attribute our lower measure of vascular volume to the use of local thresholds, which accounts for the point spread function of the optical system, to accurately segment the vascular images (Fig. 7i,j) . The common practice of applying a threshold whose value is close to the noise floor can result in artificially enlarged diameters (supplemental Fig. 4 , available at www.jneurosci.org as supplemental material), a criticism that may apply to data for species other than mice (Fig. 13) .
Labeling and the technology of complete counting
An important characteristic about our preparation is the ability to stain and visualize both the vasculature and the surrounding cellular nuclei throughout thick tissue sections. We used DAPI staining to label all cell nuclei, regardless of cellular subtype, since cellular nuclei are more readily segregated than cell somata. We used NeuN antibody staining to classify the cells as neuronal versus non-neuronal and extended deep immunostaining from 500 m sections (Hamam and Kennedy, 2003) to 1400 m sections (supplemental Fig. 1 , available at www.jneurosci.org as supplemental material). Last, we improved upon our previous technique for filling the vasculature (Shih et al., 2009 ) and developed a gelatin perfusate based on porcine skin gelatin and fluorescein conjugated to albumin. Crosslinking of the albumin to the gelatin skeleton prevents diffusion of the fluorophore, even in exposed vessels.
As a means to visualize the labeled structures deep within the histological tissue preparation, we cleared the tissue by immersion in an index-matching solution of sucrose (Fig. 2e,g ). The use of index-matching solutions to reduce scattering in tissue has a 70 year history (Cumley et al., 1939) and enjoys contemporary use in combination with confocal laser scanning microscopy (CLSM) (Dickie et al., 2006; Wagner et al., 2006) . More recently, aggressive clearing techniques have been reported on whole mouse brain (Dodt et al., 2007) . We found that the combination of graded sucrose clearing and permeabilization with a detergent effectively minimized tissue shrinkage (Fig. 2h) and was compatible with immunohistology and imaging with TPLSM.
A suite of programs, coded in the Matlab programming environment, was developed to refine and quantify the image data ( Fig. 4 ; supplemental Information, available at www.jneurosci. org). Adjacent stacks of grayscale image data (Fig. 3) were converted into large binary masks of vessel centerlines (Fig. 6 ), vessel volume (Fig. 7) , cell position (Fig. 5) , and cell type (Fig. 8) . This refined characterization was used to quantify the cellular and vascular statistics over large tissue volumes. While our algorithms rely on a fairly large number of parameters, the analysis results were found to be sensitive to only a few key parameters (supplemental Tables 1-5 , available at www.jneurosci.org as supplemental material). This resulted in the estimate of vascular density, but not cell density, to be dominated by systematic rather than random errors.
The image analyses in the present work extends past methods to create a comprehensive approach for the analysis of both nuclei and vessels in optically sectioned tissue. The closest approximation to our large-scale neuronal analysis comes from recent work by Oberlaender et al. (2009) , who count neurons in ␣-NeuN-stained sections from both confocal and two-photon image stacks with voxel sizes that ranged from 0.23 ϫ 0.23 ϫ 0.5 m 3 to 0.78 ϫ 0.78 ϫ 5.0 m 3 . Their automatic counting method segments neurons based on foreground versus background levels of staining using normalization, median filtering, and morphological operations. The majority of clusters of neurons that touch are separated with a marker-based watershed transformation, while the remainder are separated by a modelbased algorithm that assumes clusters are composed of a small number of neurons whose size is estimated from a histogram over all clusters. Oberlaender et al. (2009) showed that their automated methods were in agreement with manual counts of ␣-NeuN-positive cells; the false-negative rate is 5.9 Ϯ 3.2% (average Ϯ SD) and the false-positive rate is 5.0 Ϯ 2.1%. We argue, however, that the uneven levels of ␣-NeuN staining (Fig. 3h ) could result in undercounts in both automated and manual estimates, and that our use of DAPI provides a relatively unambiguous measure to detect a cell prior to classification as a neuron based on ␣-NeuN staining (Fig. 8c) .
The closest approximation to the vessel analyses presented here are found in the work of Cassot and colleagues (Fouard et al., 2004; Cassot et al., 2006) and Soltanian-Zadeh and colleagues (Maddah et al., 2003; , who used CLSM to optically section preparations in which vessels were filled with a contrast agent. A critical improvement is our use of the point-spread function in the estimation of vessel diameter ( Fig. 7h,i; supplemental Fig. 4 , available at www.jneurosci.org as supplemental material). With regards to segmentation, Kirbas and Quek (2004) review the state-of-the-art and define six broad areas of vessel extraction procedures: (1) pattern recognition techniques, which includes matched filtering; (2) model-based approaches; (3) tracking-based approaches; (4) artificial intelligence-based approaches; (5) neural network-based approaches; and (6) tube-like object detection approaches. The three-dimensional vessel segmentation methods used here are an extension of the two-dimensional matched filtering methods.
Epilog
The immunohistological staining techniques presented in this work to label and clear thick slabs of cortex, together with the analysis algorithms developed to extract and quantify the topology of the labeled structures, are compatible with automated block-face imaging (Tsai et al., 2003; McCormick et al., 2004; Ragan et al., 2007) . The reconstruction of volumes that span entire mouse brains will impose additional needs for algorithmic development, such as gap-filling routines to connect broken strands of vasculature across separately imaged blocks of tissues (Kaufhold et al., 2008; Risser et al., 2008) . Nonetheless, we suggest that the present work provides a means to gain an accurate statistical analysis of cortical anatomy by measuring all cells and vessels and an understanding of vascular topology for simulation of blood flow in cortex (Boas et al., 2008; Reichold et al., 2009; Ress et al., 2009 ).
