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HITTING TIMES OF RARE EVENTS IN BOUNDARY DRIVEN
SYMMETRIC SIMPLE EXCLUSION PROCESSES
O. BENOIS, C. LANDIM, M. MOURRAGUI
Abstract. In the boundary driven symmetric simple exclusion process con-
sider an open set O of density profiles which does not contain the stationary
density profile. We prove that the first time the empirical measure visits the
set O converges to an exponential distribution.
1. Introduction
It has long been observed that in finite-state, reversible Markov processes the
hitting time of a rare event is approximately exponentially distributed [26, 13, 2, 3].
For non-reversible dynamics much less is known. By estimating the total variation
distance between the stationary measure and the quasi-stationary measure, Aldous
[1] proved that the distribution of the hitting time of a rare event is close to an
exponential random variable when the mixing time is small compared to the sta-
tionary expectation of the hitting time. Fill and Lyzinski [23] proved that starting
from the stationary distribution the hitting time of a configuration η can be repre-
sented as an independent geometric sum of i.i.d. random variables if the probability
of hitting this configuration η at time t starting from η, viz. pt(η, η), decreases in
time. This representation permits to obtain bounds for the distance between the
distribution of the hitting time and the distribution of an exponential random vari-
able. Imbuzeiro [25] proved that the hitting time of a rare event A is approximately
exponential starting from a distribution ν if starting from ν the probability of hit-
ting A before the mixing time is small. Fernandez et al. [20] are presently working
on this problem in the sequel of [6].
In this article we examine the hitting time of rare events in a well studied non-
reversible dynamics, the boundary driven symmetric simple exclusion processes
(BDSSEP). Beyond the complications arising from non-reversibility, this model
presents a further difficulty in the lack of an explicit formula for the stationary
measure. This obstacle is overcome by the use of a large deviations principle to es-
timate the measure of sets, but prevents us from obtaining bounds for the stationary
expectation of the hitting time with errors sharper than exponential.
In the context of interacting particle systems the convergence of hitting times of
rare events to exponential random variables has been abundantly investigated. Sev-
eral results have been obtained for non-conservative dynamics, processes in which
the local number of particles changes in time and which lose memory much faster
than conservative ones. On the conservative side, which includes the the dynam-
ics examined here, Ferrari et al. [21] considered the case of a totally asymmetric
one-dimensional zero-range process, and Ferrari et al. [22] examined the case of the
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one-dimensional symmetric simple exclusion process. This latter result was gen-
eralized to any dimension and extended to independent random walks by Asselah
and Dai Pra [4, 5].
The article is organized as follows. In the next section we state the main result.
In Section 3 we present a general method to derive the asymptotic exponentiality
of the hitting time of a rare event for finite-state, non-reversible continuous-time
Markov processes starting from a measure not too far from the stationary measure
in the sense of Lemmas 3.7, 3.8 or 3.9. In Section 4 we estimate the expectation of
the hitting time under the stationary state assuming a dynamical large deviations
principle. In Section 5 we apply the results presented in the two previous section
to the BDSSEP.
2. Notation and Results
The one-dimensional boundary driven symmetric simple exclusion pro-
cess (BDSSEP). For N ≥ 1, let ΛN = {1, . . . , N − 1}. Fix 0 < α ≤ β < 1 and
consider the Markov process {ηN(t) : t ≥ 0} on ΩN = {0, 1}
ΛN whose generator
LN is given by
(LNf)(η) =
1
2
N−2∑
x=1
{f(σx,x+1η)− f(η)}
+
1
2
{
α[1 − η(1)] + (1− α)η(1)
}
{f(σ1η)− f(η)}
+
1
2
{
β[1 − η(N − 1)] + (1− β)η(N − 1)
}
{f(σN−1η)− f(η)} .
In this formula, η = {η(x), x ∈ ΛN} is a configuration of the state space {0, 1}
ΛN
so that η(x) = 0 if and only if site x is vacant for η; σx,yη is the configuration
obtained from η by interchanging the occupation variables η(x), η(y):
(σx,yη)(z) =


η(z) if z 6= x, y ,
η(y) if z = x ,
η(x) if z = y ;
and σxη is the configuration obtained from η by flipping the variable η(x):
(σxη)(z) =
{
η(z) if z 6= x ,
1− η(z) if z = x .
Hence, at rate α (resp. 1−α) a particle is created (resp. removed) at the boundary
site 1 if this site is vacant (resp. occupied). The same phenomenon occurs at the
boundary x = N − 1 with β in place of α.
Denote by D(R+,ΩN ) the Skorohod space of paths from R+ to ΩN . Let P
N
η , η ∈
ΩN , be the distribution of the Markov process η
N (t) when the initial configuration
is η. The probability measure PNη is thus a measure on the path space D(R+,ΩN )
endowed with the Skorohod topology. Expectation with respect to PNη is denoted
by ENη .
The finite state Markov process ηN (t) is irreducible and has therefore a unique
stationary measure, denoted by νNα,β . The process is reversible if and only if α = β,
in which case the measure νNα,α is a product measure.
HITTING TIMES OF RARE EVENTS IN BDSSEP 3
The empirical measure. Denote by 〈·, ·〉 the inner product in L2([0, 1]) and
set
M := {ρ ∈ L∞([0, 1]) : 0 ≤ ρ ≤ 1}
which we equip with the topology induced by the weak convergence of measures,
namely a sequence {ρn : n ≥ 1} ⊂ M converges to ρ in M if and only if 〈ρn, G〉 →
〈ρ,G〉 for any continuous function G : [0, 1]→ R. Note that M is a compact Polish
space that we consider endowed with the corresponding Borel σ-algebra.
Let d be a distance in M compatible with the weak topology,
d(γ, γ′) =
∑
k≥1
1
2k
∣∣〈γ, Fk〉 − 〈γ′, Fk〉∣∣ , (2.1)
where the continuous test functions Fk are absolutely bounded by 1.
The empirical density of a configuration η ∈ ΩN , denoted by π
N (η) ∈ M, is
defined as
πN (η) :=
N−1∑
x=1
η(x)1
{[
x
N −
1
2N ,
x
N +
1
2N
)}
,
where 1{A} stands for the indicator function of the set A.
Denote by ∇ the space derivative and by ∆ the Laplacian. It has been proved
in [16] that under the stationary state νNα,β the empirical measure π
N converges in
probability to the unique solution of the elliptic equation{
∆ρ = 0 ,
ρ(0) = α , ρ(1) = β .
We denote the solution of this equation by ρ¯ = ρ¯α,β.
The dynamical rate function. To state the main result of this article we need
to introduce the rate functions of the dynamical and the static large deviations
principle of the empirical measure. We start with the dynamical one.
For T > 0 and positive integers m,n, we denote by Cm,n([0, T ] × [0, 1]) the
space of functions G : [0, T ]× [0, 1] → R with m derivatives in time, n derivatives
in space which are continuous up to the boundary. We improperly denote by
Cm,n0 ([0, T ]× [0, 1]) the subset of C
m,n([0, T ]× [0, 1]) of the functions which vanish
at the endpoints of [0, 1], i.e. G ∈ Cm,n([0, T ]× [0, 1]) belongs to Cm,n0 ([0, T ]× [0, 1])
if and only if G(t, 0) = G(t, 1) = 0, t ∈ [0, T ].
Let the energy Q : D([0, T ],M)→ [0,∞] be given by
Q(u) =
sup
G
{∫ T
0
dt
∫ 1
0
dxu(t,x) (∇G)(t,x) −
1
2
∫ T
0
dt
∫ 1
0
dxG(t,x)2 χ(u(t,x))
}
,
where χ : [0, 1] → R+ is the mobility of the system, χ(a) = a(1 − a), and where
the supremum is carried over all smooth functions G : [0, T ] × (0, 1) → R with
compact support. It has been shown in [10] that the energy Q is convex and lower
semicontinuous. Moreover, if Q(u) is finite, u has a generalized space derivative,
∇u, and
Q(u) =
1
2
∫ T
0
dt
∫ 1
0
dx
(∇u(t))2
χ(u(t))
·
4 O. BENOIS, C. LANDIM, M. MOURRAGUI
Fix a function γ ∈ M which corresponds to the initial profile. For each H in
C1,20 ([0, T ]×[0, 1]), let JˆH(.|γ) = JˆT,H,γ : D([0, T ],M) −→ R be the functional given
by
JˆH(u|γ) :=
〈
uT , HT
〉
− 〈γ,H0〉 −
∫ T
0
dt
〈
ut, ∂tHt
〉
−
1
2
∫ T
0
dt
〈
ut,∆Ht
〉
(2.2)
+
β
2
∫ T
0
dt∇Ht(1) −
α
2
∫ T
0
dt∇Ht(0) −
1
2
∫ T
0
dt
〈
χ(ut),
(
∇Ht
)2〉
.
Let Iˆ[0,T ]( · |γ) : D([0, T ],M) −→ [0,+∞] be the functional defined by
Iˆ[0,T ](u|γ) := sup
H∈C1,2
0
([0,T ]×[0,1])
JˆH(u|γ) .
The dynamical rate functional I[0,T ](·|γ) : D([0, T ],M)→ [0,∞] is given by
I[0,T ](u|γ) =
{
Iˆ[0,T ](u|γ) if Q(u) <∞ ,
∞ otherwise.
(2.3)
The static rate functional. Denote by V : M → R+ the quasi-potential associ-
ated to the dynamical rate functions I[0,T ]:
V (γ) = inf
T>0
inf
{
I[−T,0](u|ρ¯) : u(−T ) = ρ¯ , u(0) = γ } . (2.4)
It has been proved in [9, Theorems 2.2, 4.5 and A.1] that V is bounded, convex
and lower-semicontinuous, and that V (ρ) > 0 for all ρ 6= ρ¯. We are now in a
position to state the main result of this article.
Theorem 2.1. Fix an open subset O of M such that d(ρ¯,O) > 0 and let HO
be the hitting time of the set O, HO = inf{t : π
N (η(t)) ∈ O}. Then, under νNα,β,
HO/EνN
α,β
[HO] converges in distribution to a mean one exponential time. Moreover,
if
inf
γ∈O
V (γ) = inf
γ∈O
V (γ) ,
where O represents the closure of O, we have that
lim
N→∞
1
N
logEνN
α,β
[HO] = inf
γ∈O
V (γ) .
Finally, consider a subset B of M such that
inf
γ∈Bo
V (γ) < inf
γ∈O
V (γ) (2.5)
where Bo stands for the interior of B. Let BN = (π
N )−1(B) = {η ∈ ΩN :
πN (η) ∈ B} and let µN be the probability measure on ΩN defined by µN (η) = 1{η ∈
BN}ν
N
α,β(η)/ν
N
α,β(BN ). Then, under µN , HO/EνNα,β [HO] converges in distribution
to a mean one exponential time.
This result holds in all dimensions, we restricted ourselves to dimension one for
sake of simplicity.
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3. Hitting times of rare events have exponential distributions
Consider a sequence of irreducible, continuous-time Markov processes {ηN (t) :
t ≥ 0}, N ≥ 1, taking values on a finite state space ΩN . The points of ΩN are
represented by the Greek letters η, ξ. Denote by νN the unique stationary state, by
LN the generator of the process, by λN (η), η ∈ ΩN , the holding rates, by pN (η, ξ),
ξ 6= η ∈ ΩN , the jump probabilities, and by RN (η, ξ) = λN (η) pN (η, ξ) the jump
rates. In particular, for every function f : ΩN → R,
(LNf)(η) =
∑
ξ∈ΩN
RN (η, ξ) [f(ξ) − f(η)] ,
We often omit the superscript N of ηN (t).
For a subset A of ΩN , denote by HA (resp. H
+
A ) the hitting (resp. return) time
of a set A:
HA := inf
{
s > 0 : η(s) ∈ A
}
,
H+A := inf{t > 0 : η(t) ∈ A, η(s) 6= η(0) for some 0 < s < t} .
When the set A is a singleton {η}, we denote H{η}, H
+
{η} by Hη, H
+
η , respectively.
Let D(R+,ΩN ) be the space of ΩN -valued, right continuous paths with left limits
endowed with the Skorohod topology. Denote by Pη = P
N
η , η ∈ ΩN , the proba-
bility measure on D(R+,ΩN ) induced by the Markov process η(t) starting from η.
Expectation with respect to Pη is represented by Eη. For a probability measure µ
in ΩN , Pµ[ · ] =
∑
η∈ΩN
µ(η)Pη[ · ], with the same notation for expectations.
Let Pt(η, ξ), t ≥ 0, η, ξ ∈ ΩN , be the semigroup associated to η(t), Pt(η, ξ) =
Pη[η(t) = ξ]. Denote by ‖µ− ν‖TV the total variation distance between two proba-
bility measures µ and ν defined on ΩN . Let T
mix
N be the mixing time of the process
η(t):
TmixN = inf
{
t > 0 : max
η∈ΩN
‖Pt(η, · )− νN‖TV ≤
1
4
}
.
Let AN be a sequence of subsets of ΩN such that
lim
N→∞
νN (AN ) = 0 . (3.1)
Denote by HN = HAN the hitting time of AN :
HN = inf{t > 0 : η
N (t) ∈ AN} ,
and by rN (A
c
N , AN ) the average rate at which the process jumps from A
c
N to AN :
rN (A
c
N , AN ) =
1
νN (AcN )
∑
ξ∈Ac
N
νN (ξ)RN (ξ, AN ) ,
where RN (ξ, AN ) =
∑
ζ∈AN
RN (ξ, ζ).
Nest statement is the main result of this section. It has to be compared with
[1, Theorem 1.4]. Instead of requiring that the mixing time is small compared
to the the stationary expectation of the hitting time, we assume that the mixing
time is small compared to the inverse of the averaged jump rate, rN (A
c
N , AN )
−1, a
quantity easily estimated. Moreover, by [11, Lemma 2.3], for reversible dynamics,
rN (A
c
N , AN )
−1 is bounded by the expected value of the hitting time of AN starting
from the quasi-stationary state.
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Theorem 3.1. Let AN be a sequence of subsets of ΩN satisfying (3.1). Assume that
TmixN ≪ rN (A
c
N , AN )
−1. Then, under νN , the sequence HN/EνN [HN ] converges in
distribution to a mean one exponential random variable.
Theorem 3.1 follows from Lemmas 3.4 and 3.5. We prove below in (3.6) and
Lemma 3.5 that
lim inf
N
rN (A
c
N , AN )EνN [HN ] > 0 .
In fact, under some assumptions this product converges to 1. To state this hy-
potheses we need to introduce some notation.
For two disjoint subsets A, B of the state space ΩN , denote by cap(A,B) the
capacity between A and B:
cap(A,B) =
∑
η∈A
νN (η)λN (η)Pη
[
HB < H
+
A
]
.
When the set A is a singleton, A = {η}, we write cap(η,B) for cap({η}, B).
Denote by {η∗(t) : t ≥ 0} the stationary Markov process η(t) reversed in time.
We shall refer to η∗(t) as the adjoint or the time reversed process. It is well known
that η∗(t) is a Markov process on ΩN whose generator L
∗
N is the adjoint of LN in
L2(νN ). The jump rates R
∗
N (η, ξ), η 6= ξ ∈ ΩN , of the adjoint process satisfy the
balanced equations
νN (η)RN (η, ξ) = νN (ξ)R
∗
N (ξ, η) .
Denote by λ∗(η) = λ(η), η ∈ ΩN , p
∗(η, ξ), η 6= ξ ∈ ΩN , the holding rates and the
jump probabilities of the time reversed process η∗(t).
As above, for each η ∈ ΩN , denote by P
∗
η the probability measure on the path
spaceD(R+,ΩN ) induced by the Markov process η
∗(t) starting from η. Expectation
with respect to P∗η is denoted by E
∗
η.
Lemma 3.2. Assume that there exists a sequence of subsets BN , BN ⊂ A
c
N ,
limN→∞ νN (BN ) = 1, such that
lim
N→∞
sup
η∈BN
ξ 6∈AN
P
∗
ξ [HAN < Hη] = 0 , lim
N→∞
∑
η 6∈AN∪BN
νN (η)
cap(η,AN )
= 0 . (3.2)
Assume, furthermore, that
lim sup
N→∞
rN (A
c
N , AN ) < ∞ . (3.3)
Then,
lim
N→∞
rN (A
c
N , AN )EνN [HN ] = 1 .
Proof. Fix η 6∈ AN . By definition of the capacity, by equation (2.4) and Lemma
2.3 in [24], and by the Markov property,
cap(η,AN ) = cap
∗(η,AN ) =
∑
ξ∈AN
ζ 6∈AN
νN (ξ)R
∗
N (ξ, ζ)P
∗
ζ [Hη < HAN ]
=
∑
ξ∈AN
ζ 6∈AN
νN (ζ)RN (ζ, ξ)P
∗
ζ [Hη < HAN ] .
This sum is bounded above by νN (A
c
N )rN (A
c
N , AN ) ≤ rN (A
c
N , AN ). On the other
hand, if η belongs to BN , by assumption (3.2), the sum is bounded below by
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(1− ǫN)νN (A
c
N )rN (A
c
N , AN ) ≥ (1− ǫN)rN (A
c
N , AN ), where ǫN is a sequence which
vanishes as N ↑ ∞, and which may change from line to line.
By [7, Proposition A.2],
EνN [HN ] =
∑
η 6∈AN
νN (η)Eη[HN ] =
∑
η 6∈AN
νN (η)
∑
ξ 6∈AN
νN (ξ)P
∗
ξ [Hη < HAN ]
cap(η,AN )
·
By the lower bound for the capacity obtained in the beginning of the proof and
by (3.2), this expression is bounded above by
∑
η∈BN
νN (η)
cap(η,AN )
+
∑
η 6∈AN∪BN
νN (η)
cap(η,AN )
≤ (1 + ǫN ) rN (A
c
N , AN )
−1 + ǫN .
In view of (3.3), this proves that
lim sup
N→∞
rN (A
c
N , AN )EνN [HN ] ≤ 1 .
By (3.2) and by the upper bound for the capacity obtained in the beginning of
the proof, EνN [HN ] is bounded below by
∑
η∈BN
νN (η)
∑
ξ 6∈AN
νN (ξ)P
∗
ξ [Hη < HAN ]
cap(η,AN )
≥ (1− ǫN)
∑
η∈BN
νN (η)
cap(η,AN )
≥ (1− ǫN ) rN (A
c
N , AN )
−1 .
This concludes the proof of the lemma. 
Denote by Nt, t ≥ 0, the number of jumps from A
c
N to AN in the time interval
[0, t]. Nt is a Poisson process and Mt, defined by
Mt = Nt −
∫ t
0
RN (η(s), AN )1{η(s) 6∈ AN} ds ,
is a martingale. In particular,
EνN [Nt] = t νN(A
c
N ) rN (A
c
N , AN ) .
Note that {HN ≤ t} = {η(0) ∈ AN} ∪ {Nt ≥ 1}. Define
Xt = 1{η(0) ∈ AN} + Nt
so that {HN ≤ t} = {Xt ≥ 1}, and
PνN [HN ≤ t] = PνN [Xt ≥ 1] ≤ EνN [Xt]
≤ νN (AN ) + t νN (A
c
N ) rN (A
c
N , AN ) .
(3.4)
Lemma 3.3. Assume that TmixN ≪ rN (A
c
N , AN )
−1. Let γN , σN be two sequences
such that TmixN ≪ σN ≪ min{γN , rN (A
c
N , AN )
−1}. Then, for every t, s > 0,∣∣∣PνN [HN > (t+ s)γN ] − PνN [HN > sγN ]PνN [HN > tγN ]
∣∣∣
≤ 2 νN(AN ) + 2 σN rN (A
c
N , AN ) + (1/2)
σN/T
mix
N .
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Proof. In view of the definition of Xt, we have to estimate the difference
PνN
[
X(t+s)γN = 0
]
− PνN
[
XsγN = 0
]
PνN
[
XtγN = 0
]
.
Let σN be a sequence such that T
mix
N ≪ σN ≪ rN (A
c
N , AN )
−1. Clearly,∣∣∣PνN [XsγN = 0] − PνN [XsγN −XσN = 0]
∣∣∣ ≤ PνN [XσN ≥ 1] ,
and, by (3.4), this last probability is bounded by νN (AN ) + σN rN (A
c
N , AN ). By
stationarity, a similar bound holds for the absolute value of the difference
PνN
[
X(t+s)γN = 0
]
− PνN
[
XtγN = 0 , X(t+s)γN −XtγN+σN = 0
]
.
It remains to estimate the absolute value of the difference
PνN
[
XtγN = 0 , X(t+s)γN −XtγN+σN = 0
]
− PνN
[
XsγN −XσN = 0
]
PνN
[
XtγN = 0
]
.
By the Markov property, this expression is equal to
EνN
[
1{XtγN = 0}
{
Pη(tγN )
[
XsγN −XσN = 0
]
− PνN
[
XsγN −XσN = 0
]} ]
.
This expectation is absolutely bounded by
sup
η∈ΩN
∣∣∣Eη
[
Pη(σN )
[
XsγN−σN = 0
] ]
− PνN
[
XsγN−σN = 0
] ∣∣∣ ≤ (1/2)σN/TmixN .
where we used the definition of the mixing time in the last inequality. This concludes
the proof of the lemma. 
Let θN be given by
θN = inf
{
t > 0 : PνN
[
HN > t
]
< e−1
}
. (3.5)
Note that PνN
[
HN > θN
]
≤ e−1. Hence, by (3.4),
1 − e−1 ≤ PνN
[
HN ≤ θN
]
≤ νN (AN ) + θN νN (A
c
N ) rN (A
c
N , AN ) .
Since νN (AN ) vanishes, we deduce from this inequality that
lim inf
N
θN rN (A
c
N , AN ) > 0 . (3.6)
In particular, θN ≫ T
mix
N .
Lemma 3.4. Assume that TmixN ≪ rN (A
c
N , AN )
−1. Let θN be the sequence de-
fined by (3.5). Under νN , the sequence of random variables HN/θN converges in
distribution to a mean one exponential random variable.
Proof. Since TmixN ≪ rN (A
c
N , AN )
−1, by (3.6), TmixN ≪ θN . By Lemma 3.3 with
γN = θN and some sequence σN , T
mix
N ≪ σN ≪ rN (A
c
N , AN )
−1, we have that
lim
N→∞
PνN
[ HN
θN
> t
]
= e−t , t > 0 .

Lemma 3.5. The sequence θN introduced in (3.5) satisfies
lim
N→∞
EνN [HN ]
θN
= 1 .
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Proof. Let
θN (η) := inf
{
t > 0 : Pη[HN > t ] ≤ e
−1
}
, η ∈ ΩN ,
and let θˆN = maxη∈ΩN θN (η). We first claim that
lim
N→∞
θN/θˆN = 1 . (3.7)
It is clear that θN ≤ θˆN . Indeed, if t > θˆN , t > θN (η) for all η ∈ ΩN , so that
PνN [HN > t ] =
∑
η∈ΩN
νN (η)Pη[HN > t ] ≤ e
−1 .
Hence, θN ≤ t and θN ≤ θˆN .
To prove the converse inequality, let θN (a), a > 0, be given by
θN (a) := inf
{
t > 0 : PνN [HN > t ] ≤ e
−a
}
.
For any η ∈ ΩN , ǫ > 0, L ≥ 1,
Pη
[
HN > θN (1 + ǫ) + LT
mix
N
]
≤ Eη
[
Pη(LTmix
N
)
[
HN > θN (1 + ǫ)
] ]
By definition of the mixing time and of θN (1 + ǫ), the last expectation is bounded
by
2−L + PνN
[
HN > θN (1 + ǫ)
]
≤ 2−L + e−(1+ǫ) ≤ e−1
provided 2−L ≤ e−1[1− e−ǫ]. Hence, θN (η) ≤ θN (1 + ǫ) +LT
mix
N for all η ∈ ΩN so
that θˆN ≤ θN (1 + ǫ) + LT
mix
N .
Denote by RN the right hand side of the inequality appearing in the statement
of Lemma 3.3 with γN replaced by θN . Iterating k − 1 times this estimate, we
obtain that
PνN
[
HN > θN/k
]
≤
(
PνN
[
HN > θN
]
+ k RN
)1/k
.
Applying once more Lemma 3.3, we get that
PνN
[
HN > (k + 1)θN/k
]
≤ PνN
[
HN > θN
]
PνN
[
HN > θN/k
]
+ RN ,
so that
PνN
[
HN > (k + 1)θN/k
]
≤ e−1
(
e−1 + k RN
)1/k
+ RN .
Since RN vanishes, if k > ǫ
−1 this expression is bounded by e−(1+ǫ) for N suffi-
ciently large. Therefore, θN (1+ ǫ) ≤ (1+k
−1)θN for all N large enough if k > ǫ
−1.
Taking k = [ǫ−1] + 1, where [a] stands for the integer part of a, we conclude from
the previous two estimates that for N large enough
θˆN ≤
(
1 +
1
[ǫ−1] + 1
)
θN + LT
mix
N
provided 2−L ≤ e−1[1− e−ǫ]. This proves that for every ǫ > 0, lim supN (θˆN/θN) ≤
1 + ([ǫ−1] + 1)−1, i.e., that lim supN (θˆN/θN) ≤ 1, proving claim (3.7).
It follows from Lemma 3.4 and (3.7) that HN/θˆN converges in distribution to a
mean one exponential random variable. We claim that
lim
N→∞
EνN [HN ]
θˆN
= 1 . (3.8)
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To prove (3.8), we change variables to obtain that
θˆ−1N EνN [HN ] = θˆ
−1
N
∫ ∞
0
PνN [HN > t ] dt =
∫ ∞
0
PνN [HN/θˆN > t ] dt .
It remains to obtain a bound to apply the dominated convergence theorem. By
definition of θˆN , Pη[HN > θˆN ] ≤ e
−1 for all η ∈ ΩN . By the Markov property, we
obtain that Pη[HN > tθˆN ] ≤ Pη[HN > [t]θˆN ] ≤ e
−[t] so that PνN [HN/θˆN > t ] ≤
e−[t]. 
Corollary 3.6. Assume that the hypotheses of Theorem 3.1 are fulfilled. Let
{µN : N ≥ 1} be a sequence of probability measures and suppose that there ex-
ists a sequence SN , T
mix
N ≪ SN ≪ EνN [HN ], such that
lim
N→∞
PµN [HN < SN ] = 0 . (3.9)
Then, under µN , HN/EνN [HN ] converges in distribution to a mean one exponential
random variable.
Proof. Let UN = EνN [HN ] and fix t > 0. Clearly,
PµN [HN ≤ tUN ] = PµN [SN ≤ HN ≤ tUN ] + PµN [SN > HN , HN ≤ tUN ] .
By assumption, the second term on the right hand side vanishes as N ↑ ∞, while
the first one, by the Markov property, is equal to
EµN
[
1{SN ≤ HN}Pη(SN)[HN ≤ tUN − SN ]
]
= EµN
[
Pη(SN )[HN ≤ tUN − SN ]
]
− EµN
[
1{SN > HN}Pη(SN )[HN ≤ tUN − SN ]
]
.
As before, the second term on right hand side vanishes as N ↑ ∞. The first one,
since TmixN ≪ SN is equal to
PνN [HN ≤ tUN − SN ] + RN ,
where limN RN = 0. Since SN ≪ UN , by Theorem 3.1, the first term in the
previous displayed formula converges to 1− e−t, which proves the corollary. 
To apply the previous corollary one needs among other things to estimate PµN [HN <
SN ] and EνN [HN ]. In the next section we present a general method to estimate the
latter sequence when a dynamical large deviations principle is available. There are
several ways to bound PµN [HN < SN ]. We present below three approaches. The
first two uses the enlarged processes introduced by Bianchi and Gaudillie`re [11], the
second and the third ones are taken from the martingale approach to metastability
[8].
Consider a sequence γN of positive real numbers. Let Ω
⋆
N be a copy of the set
ΩN and recall from [8, Section 2.C] the definition of the enlarged process associated
to the sequence γN , a Markov process, denoted by η
⋆(t), on ΩN ∪Ω
⋆
N which jumps
from a state η ∈ ΩN to its copy η
⋆ ∈ Ω⋆N at rate γN . Denote by ν
⋆
N the stationary
measure of the enlarged process and recall that ν⋆N (η) = ν
⋆
N (η
⋆) = (1/2)νN (η). Let
cap⋆ be the capacity with respect to the enlarged process, and for a subset B of
ΩN , denote by B
⋆ the copy of the set B. Next result is Corollary 4.2 in [8].
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Lemma 3.7. Let µN be a sequence of probability measures concentrated on A
c
N
and set γN = S
−1
N . Assume that
lim
N→∞
SN EνN
[(dµN
dνN
)2]
cap⋆(AN , (A
c
N )
⋆) = 0 .
Then, (3.9) holds.
Theorems 2.4 and 2.7 in [24] provide variational formulae for the capacity. The
second theorem expresses the capacity as an infimum over flows. It permits, in
particular, to obtain simple upper bounds. An elementary bound for the capacity
is obtained as follows. By definition of the capacity and since ν⋆(η) = (1/2)ν(η),
cap⋆(AN , (A
c
N )
⋆) = (1/2)
∑
η∈AN
ν(η)
{
RN (η,ΩN ) + γN
}
P
⋆
η
[
H(Ac
N
)⋆ < H
+
AN
]
,
where P⋆η represent the distribution of the enlarged process η
⋆(t) starting from η.
Therefore, (3.9) holds if
lim
N→∞
SN EνN
[(dµN
dνN
)2] {
S−1N + maxη∈AN
RN (η,ΩN )
}
νN (AN ) = 0 . (3.10)
Lemma 3.8. Let µN be a sequence of probability measures on ΩN and let R
′(η,AN ) =
1{η ∈ AcN}RN(η,AN ). Assume that
lim
N→∞
{
µN (AN ) + EνN
[
R′N (η,AN )
] ∑
η∈ΩN
µN (η)
1
cap⋆(η,Ω
⋆
N )
}
= 0
for some sequence γ−1N ≫ SN . Then, (3.9) holds.
In the reversible case, the Thomson principle permits to estimate from below
the capacity. If γ−1N ≫ T
mix
N , starting from any state in ΩN , the distribution of
η⋆(HΩ⋆
N
) is close to the stationary state νN lifted to Ω
⋆
N . Since the capacity can be
interpreted as the inverse of a distance, the sum on the right hand side measures
the distance from µN to the stationary state νN .
Proof of Lemma 3.8. We first replace the deterministic sequence SN in (3.9) by a
sequence of exponential random variables independent of the Markov process η(t).
Denote by eN a mean γ
−1
N exponential time independent of the Markov process
η(t). Since SN ≪ γ
−1
N ,
lim sup
N→∞
PµN [HN < SN ] ≤ lim inf
N→∞
PµN [HN < eN ] . (3.11)
Repeating the steps which led to (3.4), we obtain that
PµN [HN < eN ] ≤ µN (AN ) + EµN
[ ∫ eN
0
R′N (η(s), AN ) ds
]
.
In this step we used twice the monotone convergence theorem and we replaced eN
by eN ∧ t to overcome the unboundedness of eN .
Clearly, starting from any configuration in ΩN , we may interpret eN as the
hitting time of Ω⋆N for the enlarged process so that
EµN
[ ∫ eN
0
R′N (η(s), AN ) ds
]
= E⋆µN
[ ∫ HΩ⋆
N
0
R′N (η
⋆(s), AN ) ds
]
.
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By [7, Proposition A.2], since the equilibrium potential is bounded by 1 and since
ν⋆N (η) = (1/2)νN(η), η ∈ ΩN , the previous expectation is equal to
∑
η∈ΩN
µN (η)E
⋆
η
[ ∫ HΩ⋆
N
0
R′N (η
⋆(s), AN ) ds
]
≤ EνN
[
R′N (η,AN )
] ∑
η∈ΩN
µN (η)
1
2 cap⋆(η,Ω
⋆
N )
,
which proves the lemma. 
We conclude this section with a third set of sufficient conditions for (3.9). Denote
by T relN the relaxation time, i.e. the inverse of the spectral gap of the symmetric
part of the generator, and denote by ‖ · ‖p the norm of L
p(νN ), 0 < p ≤ ∞.
Lemma 3.9. Let SN be an increasing sequence and let µN be a sequence of prob-
ability measures on ΩN . Assume that
lim
N→∞
{
µN (AN ) + SN νN (A
c
N ) rN (A
c
N , AN )
}
= 0 ,
lim
N→∞
‖R′N ( · , AN )‖2
∥∥∥dµN
dνN
∥∥∥
2
T relN
(
1− e−SN/T
rel
N
)
= 0 ,
where R′N (η,AN ) = 1{η 6∈ AN}RN(η,AN ). Then, (3.9) holds.
We may estimate ‖R′N ( · , AN )‖
2
2 by ‖R
′
N ( · , AN )‖∞ ‖R
′
N ( · , AN )‖1 and recall
that ‖R′N ( · , AN )‖1 = νN (A
c
N ) rN (A
c
N , AN ) which vanishes asymptotically.
Proof of Lemma 3.9. Repeating the steps which led to (3.4), we obtain that
PµN [HN < SN ] ≤ µN (AN ) + EµN
[ ∫ SN
0
1{η(s) 6∈ AN}RN(η(s), AN ) ds
]
= µN (AN ) + SN νN (A
c
N ) rN (A
c
N , AN ) +
∫ SN
0
EµN
[
RˆN (η(s))
]
ds ,
where RˆN (η) is the νN -mean zero function RˆN (η) = R
′
N (η,AN )−EνN [R
′
N (η,AN )],
and EνN [R
′
N (η,AN )] = νN (A
c
N ) rN (A
c
N , AN ).
We estimate the last term of the previous displayed equation. Let fs(η), η ∈ ΩN ,
s ≥ 0, be the unique solution of
f0(η) =
µN (η)
νN (η)
,
d
ds
fs = L
∗
Nfs ,
where L∗N stands for the adjoint of LN in L
2(νN ). With this notation the integral
in the penultimate displayed equation becomes∫ SN
0
〈RˆN , fs〉νN ds ≤ ‖RˆN‖2
∫ SN
0
〈fs; fs〉
1/2
νN ds ,
where 〈 · , · 〉νN represents the scalar product in L
2(νN ) and 〈fs; fs〉νN the variance
of fs. It is well known that 〈fs; fs〉νN ≤ 〈f0; f0〉νN e
−2s/T relN . The previous expression
is thus bounded by
‖RˆN‖2 〈f0; f0〉
1/2
νN T
rel
N
(
1− e−SN/T
rel
N
)
,
which proves the lemma by replacing variances by L2 norms. 
HITTING TIMES OF RARE EVENTS IN BDSSEP 13
4. Expectations of hitting times
We showed in the previous section that in the context of finite state Markov
processes, the hitting time of rare events is asymptotically distributed according
to an exponential law. We show in this section that the expectation under the
stationary measure of these hitting times can be estimated if one is able to prove a
dynamical large deviations principle. Instead of presenting this result in a general
setting, we examine the case of the BDSSEP.
The dynamical large deviation principle. We recall a result first proved in [9],
and then in [10] in the form presented below. We say that sequence of configurations
{ηN : N ≥ 1}, ηN ∈ ΩN , is associated to the macroscopic density profile ρ ∈ M if
the sequence πN (ηN ) converges to ρ in M as N →∞.
Given T > 0, we denote by D
(
[0, T ];M
)
the Skorohod space of paths from [0, T ]
to M equipped with its Borel σ-algebra. Elements of D
(
[0, T ],M
)
will be denoted
by u(t) and sometimes ut.
Fix a profile γ ∈M and consider a sequence {ηN : N ≥ 1} associated to γ. It has
been proven in [17, 27] following the work of [15, 28] that as N →∞ the sequence
of random variables
πN (t) := πN (ηN (tN2)) , (4.1)
which take values in D
(
[0, T ],M
)
, converges in probability to the unique weak
solution u(t) of the heat equation with Dirichlet boundary conditions:

∂tu = (1/2)∆u ,
u(t, 0) = α , u(t, 1) = β , t ≥ 0 ,
u(0, x) = γ(x) , 0 ≤ x ≤ 1 .
(4.2)
Note that time has been speeded-up by N2 in (4.1).
Recall the definition of the rate functional I[0,T ](·|γ) of the dynamical large
deviations principle introduced in (2.3). The next two results have been proven in
[10].
Lemma 4.1. Fix γ ∈M and T > 0. The functional I[0,T ](·|γ) is lower semicontin-
uous and has compact level sets. Any path u with finite rate function, I[0,T ](u|γ) <
∞, is continuous in time and satisfies the boundary conditions u(0, ·) = γ(·),
u(·, 0) = α, u(·, 1) = β. Furthermore, any trajectory u with finite rate function
can be approximated by a sequence of smooth trajectories {un : n ≥ 1} in such a
way that I[0,T ](u
n|γ) converges to I[0,T ](u|γ).
The dynamical large deviation principle can now be stated.
Theorem 4.2. Fix T > 0 and an initial profile γ in M. Consider a sequence {ηN :
N ≥ 1} of configurations associated to γ. Then, the sequence of probability measures
{PNηN ◦ (π
N (N2 · )−1 : N ≥ 1} on D([0, T ],M) satisfies a large deviation principle
with speed N and good rate function I[0,T ](·|γ). Namely, I[0,T ](·|γ) : D
(
[0, T ];M
)
→
[0,∞] has compact level sets and for each closed set C ⊂ D([0, T ],M) and each open
set O ⊂ D([0, T ],M)
lim sup
N→∞
1
N
logPNηN
(
πN (N2 · ) ∈ C
)
≤ − inf
u∈C
I[0,T ](u|γ)
lim inf
N→∞
1
N
logPNηN
(
πN (N2 · ) ∈ O
)
≥ − inf
u∈O
I[0,T ](u|γ) .
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The static large deviation principle. The large deviations principle for the
empirical measure under the stationary state νNα,β, stated below, is taken from
[12, 18].
Theorem 4.3. The sequence of probability measures {νNα,β ◦(π
N )−1 : N ≥ 1} on M
satisfies a large deviation principle with speed N and good rate function V . Namely,
V : M→ [0,∞] has compact level sets and for each closed set C ⊂M and each open
set O ⊂M
lim sup
N→∞
1
N
log νNα,β
(
πN ∈ C
)
≤ − inf
γ∈C
V (γ)
lim inf
N→∞
1
N
log νNα,β
(
πN ∈ O
)
≥ − inf
γ∈O
V (γ) .
Expectation of hitting times. The main result of this section can now be stated.
Fix an open subset O of M and let
AN = (π
N )−1(O) = {η ∈ ΩN : π
N (η) ∈ O} ,
and let HN = HAN be the hitting time of the set AN . Note that HN coincides with
the hitting time HO introduced in Theorem 2.1.
Theorem 4.4. Fix an open subset O of M. Assume that TmixN ≪ exp{aN} for
all a > 0, that HN/EνN
α,β
[HN ] converges in distribution to a mean one exponential
random variable, and that
V (O) := inf
γ∈O
V (γ) = inf
γ∈O
V (γ) .
Then, for every ǫ > 0,
lim inf
N→∞
EνN
α,β
[HN ]
eN{V (O)−ǫ}
> 0 , lim sup
N→∞
EνN
α,β
[HN ]
eN [V (O)+ǫ]
< ∞ .
In particular,
lim
N→∞
1
N
logEνN
α,β
[HN ] = V (O) .
To prove this result we first need a dynamical large deviations principle starting
from the stationary measure.
Theorem 4.5. For each T > 0, each closed set C ⊂ D([0, T ],M) and each open
set O ⊂ D([0, T ],M),
lim sup
N→∞
1
N
logPNνN
α,β
(
πN (N2 · ) ∈ C
)
≤ − inf
u∈C
{
I[0,T ](u|u0) + V (u0)
}
lim inf
N→∞
1
N
logPNνN
α,β
(
πN (N2 · ) ∈ O
)
≥ − inf
u∈O
{
I[0,T ](u|u0) + V (u0)
}
.
Proof. In order to simplify the expressions, we will use the fact that concerning the
SSEP process, as mentioned in [10, last part of section 2], the two dynamical rate
functionals I[0,T ](u|γ) and Iˆ[0,T ](u|γ) (see (2.3)) are the same.
We start with the proof of the upper bound. The arguments closely follow
the ones presented in [10]. Theorem 4.3 is used afterwards to estimate the large
deviations from the initial stationary distribution.
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It is well known that using an exponential tightness argument, it is enough
to prove the upper bound for compact sets. For any function (t, x) 7→ Ht(x) ∈
C1,20 ([0, T ]× [0, 1]), we introduce the exponential martingale M
H
t defined by
MHt = exp
{
N
[
〈πNt , Ht〉 − 〈π
N
0 , H0〉
−
1
N
∫ t
0
e−N〈π
N
s ,Hs〉(∂s + LN) e
N〈πNs ,Hs〉 ds
]}
.
Using a super-exponential estimate ([10, Theorem 3.2]), for any δ > 0 and ǫ > 0,
there exists a set of configurations η ∈ BH,Nδ,ǫ such that for any δ > 0
lim
ǫ→0
lim sup
N→∞
1
N
logPNνN
α,β
[(
BH,Nδ,ǫ
)∁]
= −∞ .
and on which
MHT = expN
{
JˆH(π
N,ǫ|πN0 ) + OH(ǫ) + O(δ)
}
,
where the functional JˆH was defined in (2.2), OH(ǫ) (resp. O(δ)) is an deterministic
expression which vanishes as ǫ ↓ 0 (resp. δ ↓ 0) and where, for any density π ∈M,
πǫ(u) =
1
2ǫ
∫
[u−ǫ,u+ǫ]∩[0,1]
π(u) du.
Let K be a compact subset of D([0, T ],M), then
lim sup
N→∞
1
N
logPNνN
α,β
[
πN ∈ K
]
≤ lim sup
δ↓0
lim sup
ǫ↓0
lim sup
N→∞
1
N
logPNνN
α,β
[
{πN ∈ K} ∩BH,Nδ,ǫ
]
and we can write
P
N
νN
α,β
[
{πN ∈ K} ∩BH,Nδ,ǫ
]
= ENνN
α,β
[
MHT (M
H
T )
−11{πN∈K}∩BH,N
δ,ǫ
]
.
Therefore,
1
N
logPNνN
α,β
[
{πN ∈ K} ∩BH,Nδ,ǫ
]
≤
1
N
logENνN
α,β
[
MHT expN sup
u∈K
{
− JˆH(u
ǫ|πN0 )
}]
+OH(ǫ) +O(δ)
and since MHT is a mean 1 martingale, we get
lim sup
N→∞
1
N
log PNνN
α,β
[
πN ∈ K
]
≤ lim sup
ǫ↓0
lim sup
N→∞
1
N
logEνN
α,β
[
expN sup
u∈K
{
− JˆH(u
ǫ|πN )
}]
.
We notice that the map π 7→ supu∈K{−JˆH(u
ǫ|π)} is continuous on M, so we can
apply Varadhan’s Lemma to the large deviation principle stated in Theorem 4.3
lim
N→∞
1
N
logEνN
α,β
[
expN sup
u∈K
{
− JˆH(u
ǫ|πN )
}]
= sup
γ∈M
{
sup
u∈K
{−JˆH(u
ǫ|γ)} − V (γ)
}
= − inf
γ∈M,u∈K
{JˆH(u
ǫ|γ) + V (γ)}.
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Now, since M × K is compact, we can follow step by step the arguments of [10,
section 3.3] and we get
lim sup
N→∞
1
N
logPNνN
α,β
[
πN ∈ K
]
≤ − inf
γ∈M,u∈K
{I[0,T ](u, γ) + V (γ)},
which is precisely the required upper bound since I[0,T ](u, γ) < +∞ implies that
u0 = γ.
The proof of the lower bound is easier. Indeed recalling the definition of the rate
function V , we only have to show that for any u ∈ D([0, T ],M), any S > 0, any
π ∈ D([−S, 0],M) such that π−S = ρ¯ and π0 = u0, and for any δ > 0,
lim inf
N→∞
1
N
logPNνN
α,β
[
πN ∈ B[0,T ](u, δ)
]
≥ −I[−S,0](π|ρ¯)− I[0,T ](u|u0),
where B[0,T ](u, δ) is the ball centered at u with radius δ for the Skorohod topology
on D([0, T ],M). If we denote by u˜ the density path given by π on [−S, 0] and
u on [0, T ], then u˜ ∈ D([−S, T ],M) and I[−S,T ](u˜) = I[−S,0](π|ρ¯) + I[0,T ](u|u0).
Therefore, since νNα,β is a stationary distribution, we have
P
N
νN
α,β
[
πN ∈ B[0,T ](u, δ)
]
≥ PNνN
α,β
[
πN ∈ B[−S,T ](u˜, δ)
]
.
As under νNα,β the initial empirical density π
N
0 converges to the stationary density
ρ¯, the lower bound proved in [10] applies here and we get
lim inf
N→∞
1
N
logPNνN
α,β
[
πN ∈ B[−S,T ](u, δ)
]
≥ −I[−S,T ](u˜|ρ¯).

Next lemma is also needed in the proof of Theorem 4.4.
Lemma 4.6. Fix a subset B of M and T > 0. Let A = {u ∈ C([0, T ],M) : u(t) ∈ B
for some 0 ≤ t ≤ T }. Then,
inf
u∈A
{
I[0,T ](u|u0) + V (u0)} ≥ inf
ρ∈B
V (ρ) .
Proof. Fix ǫ > 0 and u ∈ A. Assume that u(t0) ∈ B, 0 ≤ t0 ≤ T . By (2.4), there
exists T0 > 0 and a path v ∈ C([−T0, 0],M) such that v(−T0) = ρ¯, v(0) = u(0) =
u0, I[−T0,0](v|ρ¯) ≤ V (u0)+ ǫ. Defining the path w in C[−T0, t0],M) by w(t) = v(t),
−T0 ≤ t ≤ 0, w(t) = u(t), 0 ≤ t ≤ t0, we obtain a path connecting ρ¯ to u(t0) ∈ B.
By (2.4), I[−T0,t0](w|ρ¯) ≥ infρ∈B V (ρ). It follows from the estimates just obtained
that
I[0,T ](u|u0) + V (u0) ≥ I[0,t0](u|u0) + V (u0)
= I[−T0,t0](w|ρ¯) + V (u0)− I[−T0,0](v|ρ¯) ≥ inf
ρ∈B
V (ρ) − ǫ ,
which proves the lemma. 
Proof of Theorem 4.4. Fix ǫ > 0. There exists γ ∈ O such that
V (γ) < inf
ρ∈O
V (ρ) + (ǫ/2) ,
and there exists δ such that Bδ(γ) ⊂ O. By (2.4) and by translation invariance
of the dynamical rate function, there exist Tǫ > 0 and a path u
(ǫ)(t), 0 ≤ t ≤ Tǫ,
u
(ǫ)
0 = ρ¯, u
(ǫ)(Tǫ) = γ such that
I[0,Tǫ](u
(ǫ)|ρ¯) < inf
ρ∈O
V (ρ) + ǫ . (4.3)
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For ϕ > 0, T > 0 and a path u ∈ D([0, T ],M) denote by Bϕ,T (u) the open ball
in D([0, T ],M) of radius ϕ centered around u. Let G = Bδ,Tǫ(u
(ǫ)), GL = {u ∈
D([0, L TmixN /N
2 + Tǫ],M) : u(LT
mix
N /N
2 + · ) ∈ G} It is clear from the definition
of G that GL ⊂ {HN ≤ LT
mix
N + TǫN
2}. Hence, for any configuration ξ ∈ ΩN ,
Pξ
[
HN ≤ LT
mix
N + TǫN
2
]
≥ Pξ
[
πN ∈ GL
]
=
∑
ζ∈ΩN
PLTmix
N
(ξ, ζ)Pζ
[
πN ∈ G
]
,
where Pt(η, ξ), t > 0, stands for the transition probability of the BDSSEP. By
definition of the mixing time, the previous expression is bounded below by
PνN
α,β
[
πN ∈ G
]
− 2−L .
Therefore, for every L ≥ 1,
inf
ξ∈ΩN
Pξ
[
HN ≤ LT
mix
N + TǫN
2
]
≥ PνN
α,β
[
πN ∈ G
]
− 2−L . (4.4)
By Theorem 4.5, by definition of G, by (4.3) and since u
(ǫ)
0 = ρ¯, V (ρ¯) = 0,
lim inf
N→∞
1
N
logPνN
α,β
[
πN ∈ G
]
≥ − inf
u∈G
{
I[0,Tǫ](u|u0) + V (u0)
}
≥ −{I[0,Tǫ](u
(ǫ)|u
(ǫ)
0 ) + V (u
(ǫ)
0 )
}
≥ −(V (O) + ǫ) .
Hence, there exists N0 = N0(ǫ, δ) such that for all N ≥ N0,
PνN
α,β
[
πN ∈ G
]
≥ exp−N
{
V (O) + 2ǫ
}
.
The previous estimate together with (4.4) for L = ℓN gives that for all N ≥ N0,
max
ξ∈ΩN
Pξ
[
HN > ℓN T
mix
N + TǫN
2
]
≤ 1 − e−N [V (O)+2ǫ] + 2−ℓN .
Iterating this estimate M times, gives by the Markov property that
max
ξ∈ΩN
Pξ
[
HN > M
{
ℓN TmixN + TǫN
2
} ]
≤
(
1 − e−N [V (O)+2ǫ] + 2−ℓN
)M
.
Taking ℓ large enough and setting M = exp{N [V (O) + 2ǫ]}, we conclude that
lim sup
N
max
ξ∈ΩN
Pξ
[
HN > e
N [V (O)+2ǫ]
{
ℓN TmixN + TǫN
2
} ]
< 1 .
Since, by assumption, N TmixN < exp{ǫN} for N sufficiently large and since we
assumed that HN/EνN
α,β
[HN ] converges to a mean one exponential random variable,
we have that
lim inf
N→∞
eN [V (O)+3ǫ]
EνN
α,β
[HN ]
> 0 .
Conversely, for k ≥ 0, let Ak = {u ∈ D([kTǫ, (k + 1)Tǫ],M) : u(t) ∈ O for some
kTǫ ≤ t ≤ (k + 1)Tǫ}. By definition, for every L ≥ 1
PνN
α,β
[
HN ≤ LN
2 Tǫ
]
≤
L−1∑
k=0
PνN
α,β
[
πN ∈ Ak
]
≤ LPνN
α,β
[
πN ∈ A
]
,
where A = A0 and A stands for the closure of A.
By Theorem 4.5,
lim sup
N→∞
1
N
logPνN
α,β
[
πN ∈ A
]
≤ − inf
u∈A
{
I[0,Tǫ](u|u0) + V (u0)
}
.
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By Lemma 4.1, we may restrict the supremum to paths u in C([0, Tǫ],M). In this
case, A is contained on the closed set A′ = {u ∈ C([0, Tǫ],M) : u(t) ∈ O for some
0 ≤ t ≤ Tǫ}, so that
lim sup
N→∞
1
N
logPνN
α,β
[
πN ∈ A
]
≤ − inf
u∈A′
{
I[0,Tǫ](u|u0) + V (u0)
}
.
By Lemma 4.6, infu∈A′
{
I[0,Tǫ](u|u0) + V (u0)
}
≥ infρ∈O V (ρ) and this latter quan-
tity is by assumption equal to infρ∈O V (ρ). Hence, there exists N0 such that for all
N ≥ N0,
PνN
α,β
[
πN ∈ A
]
≤ exp−N
{
inf
ρ∈O
V (ρ)− ǫ
}
.
Taking L = (1/2) expN
{
V (O)− ǫ
}
we deduce from the previous estimates that
PνN
α,β
[
HN ≤ (1/2)e
N{V (O)−ǫ}N2 Tǫ
]
≤ 1/2
for N sufficiently large. Since, by assumption, HN/EνN
α,β
[HN ] converges in distri-
bution to a mean one exponential random variable, we conclude from this inequality
that
lim sup
N→∞
eN{V (O)−2ǫ}
EνN
α,β
[HN ]
< ∞ .

5. Hitting times of rare events in BDSSEP
We prove in this section Theorem 2.1. Denote by RN (η, ξ) the rate at which the
BDSSEP η(t) jumps from η to ξ. Recall from (2.1) the distance d introduced in M.
With this choice, by Schwarz inequality,
d(γ, γ′) ≤ ‖γ − γ′‖2 , (5.1)
where ‖ · ‖2 stands for the L2 norm.
Lemma 5.1. Fix an open subset O of M such that d(ρ¯,O) > 0. Denote by AN
the set of configurations in ΩN for which π
N (η) belongs to O: AN = {η ∈ ΩN :
πN (η) ∈ O}. Then, there exists a > 0 such that
rN (A
c
N , AN ) ≤ e
−aN and νNα,β(AN ) ≤ e
−aN
for N sufficiently large.
Proof. Let Oδ is the closed set defined by Oδ = {γ ∈ M : d(γ,O) ≤ δ}, δ > 0. We
claim that there exists δ > 0 such that
inf
γ∈Oδ
V (γ) > 0 . (5.2)
Indeed, let 2δ = d(ρ¯,O) > 0. It is clear from the definition of Oδ that d(ρ¯, γ) ≥ δ
for all γ ∈ Oδ. On the other hand, by [9, Theorem A.1],
V (ρ) ≥
∫ 1
0
{
ρ(x) log
ρ(x)
ρ¯(x)
+ [1 − ρ(x)] log
[1− ρ(x)]
[1− ρ¯(x)]
}
dx .
Therefore, since 0 < α ≤ ρ¯(x) ≤ β < 1 and in view of (5.1), there exists c0 > 0
such that for all γ ∈ Oδ,
V (γ) ≥ c0
∫ 1
0
{
γ(x)− ρ¯(x)
}2
dx ≥ c0 d(γ, ρ¯)
2 ≥ c0 δ
2 .
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Denote by ∂AN the outer boundary of AN :
∂AN =
N−2⋃
x=1
{
ξ 6∈ AN : σ
x,x+1ξ ∈ AN}
⋃
z=1,N−1
{
ξ 6∈ AN : σ
zξ ∈ AN} .
Since
∑
ξ∈ΩN
RN (η, ξ) ≤ N , by definition of the average rate rN (A
c
N , AN ),
rN (A
c
N , AN ) ≤
1
νNα,β(A
c
N )
N νNα,β(∂AN ) .
It is clear that for each δ > 0, ∂AN ⊂ {η ∈ ΩN : π
N (η) ∈ Oδ} for N large enough.
Hence, by Theorem 4.3 and by (5.2), there exists a > 0 such that
νNα,β(∂AN ) ≤ ν
N
α,β(π
N ∈ Oδ) ≤ e
−aN
for N sufficiently large. The same bound holds for AN , which proves the first part
of the lemma. 
Estimation of the mixing time in the BDSSEP. We show in this subsection
by a coupling argument that
TmixN ≤ (1/2)N
3 . (5.3)
This bound is not sharp but sufficient for our purposes.
Assume that a coupling (ηt, ξt) has been defined in the product space ΩN ×ΩN .
This means that both coordinates evolve has the original BDSSEP and that the pair
does not leave the diagonal once it reaches it. We denote by Pη,ξ the distribution
of the coupling when the initial configuration is (η, ξ). Denote by HD the coupling
time, the time the process reaches the diagonal. It is well known that
TmixN ≤ inf
{
t : max
η,ξ∈ΩN
Pη,ξ[HD ≥ t] ≤ 1/4
}
.
The coupling of two copies of the BDSSEP is defined as follows. Fix two con-
figurations η, ξ in ΩN . We assume that the particles evolve according to a stirring
dynamics and that particles are created simultaneously in both coordinates at the
boundary. In particular, the coupled process has reached the diagonal when all
initial particles have left the system. Denote by Hj the time the particle initially
at j ∈ ΛN leaves the system. If there are no particles at j set Hj = 0 and note that
if j is occupied by an η-particle and a ξ-particle they both leave the system at the
same time due to the stirring dynamics. With this notation, HD ≤ maxj Hj and
for all t > 0
Pη,ξ[HD ≥ t] ≤
∑
j∈ΛN
Pη,ξ[Hj ≥ t] .
Under the stirring dynamics, the particle at j performs a symmetric random walk
until it reaches the boundary. If we denote by H† the hitting time of the boundary,
it is known that Ej [H†] = (1/2)j(N − j) ≤ N
2/8. The previous sum is thus
bounded by N3/8t, which proves claim (5.3).
Proof of Theorem 2.1. The first assertion of the proposition follows from Lemma
5.1, (5.3) and Theorem 3.1. The second one follows from Theorem 4.4.
To prove the third assertion, let γN = N
4 and consider the enlarged process
associated to this sequence. By (5.3) and by the second assertion of the theorem,
TmixN ≪ γ
−1
N ≪ EνNα,β [HO].
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Since dµN/dν
N
α,β = 1{η ∈ BN}ν
N
α,β(BN )
−1, EνN
α,β
[(dµN/dν
N
α,β)
2] = νNα,β(BN )
−1.
Hence, as RN (η,ΩN ) ≤ N , the expression appearing on the left hand side of (3.10)
is bounded by N5νNα,β(AN )/ν
N
α,β(BN ). By the static large deviation principle,
lim sup
1
N
log νNα,β(AN ) ≤ lim sup
1
N
log νNα,β(π
N ∈ O) ≤ − inf
γ∈O
V (γ) ,
lim inf
1
N
log νNα,β(BN ) ≥ lim inf
1
N
log νNα,β(π
N ∈ Bo) ≥ − inf
γ∈Bo
V (γ) .
Therefore, by assumption (2.5), N5νNα,β(AN )/ν
N
α,β(BN ) vanishes as N ↑ ∞. By
remark (3.10), condition (3.9) is fulfilled. By Lemma 5.1 and by (5.3), the as-
sumptions of Theorem 3.1 are in force. The third assertion of the theorem follows
therefore from Corollary 3.6. 
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