Note: The square markers represent point estimates from a regression with campus-by-term observations. The dependent variable is the count of students enrolled in in-person courses. Students are assigned to the campus closest to the student's residence, even if that campus is not yet open. Thus the dependent variable counts enrollments for the assigned campus, not necessarily the campus where the student actually took the course. This enrollment count is regressed on a set of indicators for term relative to opening (leaving out the term just prior to opening, and existing campuses), campus FE, and calendar term FE (to control for university-wide trends). The circle markers repeat this process but for total enrollment: online plus in-person. They gray lines are 95% CIs.
Appendix Figure 2 -CDF of the distance in miles between student residence and nearest campus Note: Based on 2,323,023 student-by-course observations. The x-axis is truncated at 200 miles to improve readability of the figure. 200 miles is the 97th percentile of the data.
APPENDIX Note: Each column within panels reports the coefficient from a separate two-stage least squares regression. Dependent variables are described in the column headers. In Panel A, the estimation procedure is identical to that described in the note for Table 3 except that when "Female" is the outcome variable it is removed from the right hand side controls. The same is true for the other dependent variables. When a prior GPA variable is the outcome, all prior GPA variables are removed from the right hand side. Similarly, when number of prior courses is the outcome, all prior GPA controls are removed; some of the prior GPA controls are transformations of number of courses. In Panel B, estimates come from a simple 2SLS regression including no controls except the main effects of distance and the indicator for the course being offered. Standard errors allow for clustering within campuses.
APPENDIX Note. Each column, within panels, reports estimates from a separate two-stage least squares regression. The estimation procedure is described in the note for Note. Each column, within panels, reports estimates from a separate two-stage least squares regression. The note for Table 3 describes the estimation procedure; however, each panel makes one change to the procedure. Panel A adds an endogenous variable: the interaction between taking the course online and prior GPA (measured in all courses). The main effect of taking a course online and the new interaction are instrumented for with two instruments: the main offered*distance instrument, and the interaction between the main instrument and prior GPA. In Panels B-D the estimation sample is restricted to students in each category of majors. In Panels E-G the estimation sample is restricted by type of course as described in the panel labels. Standard errors allow for clustering within campuses.
Appendix B. Characterizing and Estimating the Bias from Missing Data on "Never Takers"

A. Characterizing the Bias
Observations for "never takers" are missing in our data. The "never takers" in this setting are students who are unwilling to take course online in term . These "never takers" would prefer to take course during term , but will only do so if there is an in-person class at their home campus . Thus the "never takers" will be observed in our data only when ( ) = 1, and missing from the data when ( ) = 0. By contrast, "always takers" and "compliers" are never missing from our data because courses are always offered online.
To simplify the notation, let (i) be the student outcome variable of interest, (ii) be the treatment indicator called in Equation 1, (iii) be the instrument ( ( ) × ), and (iv) be a vector of all the remaining right hand side covariates included in our 2SLS first-and second-stages, including the main effects for ( ) and . Further let (v) be an indicator = 1 if the observation is missing from our data as described above, and (vi) = E[ = 1], the probability of being missing.
We can write the true effect of interest, in Equation 1, as a ratio of conditional covariances.
From here on we drop the | notation to simplify, but | should be thought of as implicit in all (co)variances and expectations below.
We can also write as a function of weighted sums of expectations. In particular, the numerator in B1 can be written
To simplify B2 first recall that the missing observations, = 1, are missing because ( ) = 0. Thus when = 1 it will always be the case that = (0 × ) = 0. With this fact and a little algebra we can simplify B2 to
The denominator in B1 can be simplified the same way by replacing with .
Thus we can write the true effect of interest, , as
Contrast B4 with our empirical estimate ̂ which is
Subtracting the true numerator in B4 from our estimate of the numerator in B5
leaves
Notice, first, that the missing data bias in the numerator will be proportional to , the share of "never takers". Second, that the numerator's bias will be positive if
and negative if the inequality is reversed. Assuming taking a class online, instead of in-person, has a negative effect on student outcomes, then positive bias would mean our estimates, ̂, understate the true negative effects of online classes.
Similarly, subtracting the true denominator in B4 from our estimate of the denominator in B5 leaves
Expression B7 parallels B6, but further simplifies by noting that E[ | = 1] = 0. The missing observations, = 1, are all "never takers" where = 0 in all cases by definition. Again, first, notice that the denominator bias is proportional to . Second, the denominator bias will always be negative; that is, the estimated denominator is too small relative to the truth. This negative bias would mean our estimates, ̂, are too large in absolute value. Put differently, the denominator bias makes the first-stage too small, leading us to scale-up the reduced-form too much.
To summarize, first, the missing data bias is proportional to . Second, our estimates will overstate the negative effects of taking a class online, instead of in- 
B. Estimating the Bias
The expressions above provide one framework for estimating the potential bias from missing data. That estimate of bias itself requires a few input estimates.
The first input is an estimate of , the proportion of observations missing from our data because some students will never take a course online. A simple estimate of could be obtained by fitting the specification
where is an indicator = 1 if student whose home campus is took course , either online or in-person, during term . The term ( ) is a campus-by-course fixed effect. Fitting B8 in our setting would be computationally intensive given the number of students, courses, and terms in our data. As an alternative, we (i) aggregate our data to course-by-campus-by-term observations, summing over all to get the total enrollment for course in term of students whose home campus is ; and then (ii) regress the log of total enrollment on the indicator Using the same subsample strategy, the estimates are −0.338 and −0.418,
