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Abstract
Continued fractions are systematically studied in number theory, dynamical systems, and
ergodic theory, and appear frequently in other areas of mathematics.
The first part of this thesis extends the connection between the dynamics of regular
continued fractions and the geodesics on the modular surface PSL(2,Z)\H to the odd and
grotesque continued fractions and the even continued fractions, as well as the Lehner and
Farey expansions. I describe the natural extension of the corresponding Gauss maps as cross
sections of the geodesic flow on modular surfaces. For the odd and grotesque continued
fractions, Γ is an index two subgroup of PSL(2,Z); for the even continued fractions, Γ is an
index three subgroup; and for the Lehner and Farey expansions, Γ = PSL(2,Z).
Nakada’s α-expansions interpolate between the regular continued fractions (α = 1),
Hurwitz singular continued fractions (α =
√
5−1
2
), and nearest integer continued fractions
(α = 1
2
). The second part of this thesis introduces a new version of α-expansions where all
partial quotients are odd integers. I provide an explicit description of the natural extension
of the corresponding Gauss map for
√
5−1
2
≤ α ≤
√
5+1
2
, and investigate several of the ergodic
properties of these maps.
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Chapter 1
Introduction
1.1 Continued fractions basics
Continued fractions are widespread in mathematics due to their natural relationship to many
fields including number theory, dynamical systems, and ergodic theory. They provide a way
to represent real numbers
x = a0 +
1
a1 +
2
a2 +
3
a3 + . . .
= a0 +
1
a1
+
2
a2
+ . . . , (1.1)
with various restrictions on the i and ai. The continued fraction expansions come from a
dynamical system, called the Gauss map, related to some Euclidean type algorithm. We
call the pair (ai, i) a digit. If every i = 1, we have the regular continued fractions, and the
digits are the sequence of ai.
To get the regular continued fraction expansion of a number x > 0 using the Euclidean
algorithm, we start with the largest integer less than x and call this integer a0. Now we can
write x = a0 +
1
r1
for some r1 > 1. To get the next digit, repeat this process for r1, so a1 is
the largest integer less than r1 and x = a0 +
1
a1+
1
r2
. Let a2 be the largest integer less that
r1. If we keep going, we get
x = a0 +
1
a1 +
1
a2 + . . .
= a0 +
1
a1
+
1
a2
+ · · · = [a0; a1, a2, . . . ].
To get the regular continued fraction expansion of negative numbers, we find the contin-
ued fraction expansion of the absolute value, then write x = −[a0; a1, a2, . . . ]. The regular
continued fraction expansion terminates exactly when x is rational. The regular continued
1
fraction expansions of irrational numbers are unique. However, the regular continued fraction
expansion of rational numbers is not unique because the final digit could be n = n− 1 + 1
1
.
We require that the last digit is greater than 1 to get a unique continued fraction expansion.
Finally, we notice that
1
[a0; a1, a2, . . . ]
=
1
a0 + [0; a1, a2, . . . ]
= [0; a0, a1, a2, . . . ] (1.2)
1
[0; a1, a2, . . . ]
= a1 +
1
a2 + [0; a3, . . . ]
= [a1; a2, a3, . . . ]. (1.3)
1.2 Connection to modular surfaces
In Chapters 3-5 of this thesis, I explore connections between continued fraction expansions
and tessellations of the hyperbolic plane. Visualizing continued fractions via tessellations
provides insights into the key tool I use–a symbolic coding of geodesics on the modular
surface. Codings describe how geodesics cross the modular surface, although it is easier to
visualize the behavior in the covering space. This gives a more visual and concrete depiction
by showing how geodesics cross a tessellation on the upper half plane. The classical coding
for the regular or simple continued fractions is on the left of Figure 1.1
-1 10 2
...
n1 n1+1γ∞γ-∞
ξγ
R
R
L
L
L
n1-2
R
L
Figure 1.1: Geodesic on the Farey tessellation with each segment labeled based on whether it turns left
or right through the cell. The labeled segments read R2ξγL
n1R1L corresponding to γ−∞ = − 12+... and
γ∞ = n1 + 11+... .
The connection between geodesics on the modular surfaceM = PSL(2,Z)\H and regular
continued fractions, originating in the work of Artin [6], has generated a significant amount
of interest. Inspired by earlier work of Adler and Flatto [2] and Moeckel [37], Series [54]
established explicit connections between the geodesic flow onM, geodesic coding, and regular
2
continued fraction dynamics. I summarize the methods and results from [54] in Chapter 3. In
Chapter 4, I will find the invariant measure of the even, extended even, odd, and grotesque
continued fractions using the geodesic flow on some modular surfaces. In Chapter 5, I
describe a similar construction for the Lehner and Farey expansions.
In addition to providing a geometric description of continued fraction expansions, many
properties are easier to prove for geodesic flows than to prove directly for continued fraction
maps. The maps associated to continued fractions are typically not invertible, so it is use-
ful to work with the minimal invertible natural extension. The main property that comes
from geodesic codings is that the maps are what we call ergodic. Ergodicity is a dynamical
indecomposable condition, meaning that a measurable set A is invariant under an ergodic
map only if A or its complement has measure 0. Geodesic codings also allow me to describe
patterns in the digits of continued fraction expansions using the geodesic flow. For example,
I look at eventually periodic continued fractions. This is like how the decimal expansions
of rational numbers are eventually periodic. The roots of ax2 + bx + c = 0 have eventually
periodic continued fraction expansions, and the geodesic between the roots with purely peri-
odic continued fraction expansions project to closed geodesics on the corresponding modular
surface. Some of these main questions of this method include:
• what is the appropriate group and corresponding modular surface?
• what is the dictionary for converting the symbolic coding of a geodesic to the continued
fraction expansions of the endpoints of the geodesic?
• do algebraic properties, such as quadratic surds corresponding to closed geodesics, hold
in this case?
In addition to Series’ coding, some different approaches for coding the geodesic flow on
M were considered by Arnoux in [4] and by Katok and Ugarcovici [26].
A large class of continued fractions has been studied in the context of the geodesic flow and
symbolic dynamics. A non-exhaustive list includes backward continued fractions [2, 3], even
continued fractions [1, 7, 14, 26], Rosen continued fractions [36], (a, b)-continued fractions
[27], Nakada α-continued fractions and α-Rosen continued fractions [5], or other classes of
complex or so-called Iwasawa continued fractions [33]. In different directions, the symbolic
dynamics associated with the billiard flow on modular surfaces of uniform triangle groups,
and respectively with the geodesic flow on two-dimensional hyperbolic good orbifolds, have
been thoroughly investigated in [22] and respectively [44].
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1.3 α-continued fractions
Another type of continued fractions considered in this thesis are the α-regular continued
fractions, which deform the regular Gauss map. The regular, odd, and even Gauss maps are
all defined on [0, 1), but Nakada [39] described the class of α-continued fractions using the
α-Gauss map on [α − 1, α), defined by Tα(x) = 1|x| −
⌊
1
|x| + 1 − α
⌋
. He found the natural
extension and invariant measure for 1
2
≤ α ≤ 1. Kraaikamp [29] along with Schmidt, Steiner,
[30] and de Jonge [20] extended these results to α ∈ [
√
10−2
3
, 1]. Unlike the regular, even, and
odd continued fractions, the domain for the natural extension of this map is not a rectangle.
I summarize existing results for the α-regular continued fractions, including the shape of the
natural extension domain, in Chapter 6.
The α-regular Gauss map is defined on the interval [α − 1, α) for α ∈ [0, 1] (see [39] for
α ∈ [1/2, 1] and [30] for α ∈ [0, 1]). When α = 1, the α-Gauss map is the regular continued
fraction map, while α = 1/2 gives the nearest integer continued fractions and α = 0 the
by-access continued fractions. Thus, moving from α = 1 to α = 0 shifts from the regular
continued fractions to the nearest integer and finally the by-access continued fractions.
Chapter 7 of this thesis combines the idea of Nakada’s α-regular continued fractions
and odd/grotesque continued fractions, to define the α-odd continued fractions. In order to
restrict to odd denominators, we need to consider the interval [α − 2, α) and modify the
grotesque Gauss map. The α-odd continued fractions shifts from the grotesque continued
fractions when α = 1+
√
5
2
= G and the extended odd continued fractions when α = 1. In
Chapter 7, we extended this definition to the range α ∈ [G− 1, G].
ϕα(α)0 1/(1+α)-1/(3+α)
2-G
1
0
αα-2
G
ϕα(α-2) ϕα(α) 0-1/(1+α)
2-G
1
0
αα-2
G
ϕα(α-2)
Figure 1.2: The natural extension domains for the α-odd continued fractions G− 1 ≤ α ≤ 1 (left)
and 1 ≤ α ≤ G (right)
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Chapter 2
Background
This chapter gives an overview of continued fractions as dynamical systems. Ergodic theory
gives us insight into the longterm behavior of the dynamical system. First, I give formal
definitions of some of the concepts used throughout this chapter.
2.1 General facts from ergodic theory
One important concept throughout this thesis is an invariant measure for a transformation.
The geometric constructions in Chapters 3, 4, and 5 give invariant measures for the various
continued fraction transformations called Gauss maps. Once we have an invariant measure,
we are able to study the ergodic properties of the entire system.
Definition 2.1. A dynamical system (X,B, µ, T ) is a quadruple consisting of a σ-finite
measure space (X,B, µ) and a measurable transformation T : X → X. If µ(A) = ∫
A
dµ,
then we say µ has density dµ.
The measure µ is T -invariant (or µ is an invariant measure for T ) if T∗µ = µ, i.e.
(T∗µ)(A) := µ(T−1A) = µ(A) for all A ∈ B. We also say that T is a measure preserving
transformation or an endomorphism of (X,B, µ).
A measure µ is a probability measure if µ(X) = 1. If µ(X) <∞, then there exists some
constant C such that Cµ(X) = 1. Thus, we assume µ is either a probability measure or
infinite.
A dynamical system is invertible if T is bijective off a set of measure 0.
Both the symbolic dynamics and geometric constructions throughout this thesis use the
invertible natural extension of the Gauss maps defined in the next Section. Since the natural
extension is invertible, it can be easier to study its behavior. I use a construction of the
natural extension that keeps track of a future and past for a non-invertible dynamical system.
In order to define the natural extension, I must first define an extension:
Definition 2.2. [18] Let (X,B, µ, T ) and (X¯, B¯, µ¯, T¯ ) be two dynamical systems. Then
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(X,B, µ, T ) is a factor of (X¯, B¯, µ¯, T¯ ) if there exists a measurable and surjective map Ψ :
X¯ → X such that
(i) Ψ−1B ⊂ B¯ (so Ψ preserves the measure structure),
(ii) ΨT¯ = TΨ (so Ψ preserves the dynamics),
(iii) Ψ∗µ¯ = µ, i.e µ¯(Ψ−1(A)) = µ(A) for all A ∈ B (so Ψ preserves the measure).
The dynamical system (X¯, B¯, µ¯, T¯ ) is called an extension of (X,B, µ, T ) and Ψ is called a
factor map.
Remark 2.3. If (X,B, µ, T ) is a factor of (X¯, B¯, µ¯, T¯ ) and µ¯ is T¯ -invariant, then µ is T -
invariant because µ(T−1A) = µ¯(Ψ−1T−1A) = µ¯(T¯−1Ψ−1A) = µ¯(Ψ−1A) = µ(A) for all
A ∈ B.
Definition 2.4. [21, 47]A natural extenstion of a non-invertible measure preserving dynam-
ical system (X,B, µ, T ) is an invertible measure-preserving dynamical system (X¯, B¯, µ¯, T¯ )
such that:
(i) (X¯, B¯, µ¯, T¯ ) is an extension of (X,B, µ, T ) with factor map Ψ : X¯ → X,
(ii) B¯ is the smallest T¯ -invariant σ-algebra generated by Ψ−1(B), i.e. B¯ = ∨∞k=0 T¯ kΨ−1B.
When µ is a finite measure, the natural extension always exists and is unique up to
isomorphism [47]. The more intricate σ-finite measure situation was investigated in [15, 55].
The natural extension also exists for the dynamical systems related to the even continued
fractions and Lehner expansions, even though theses systems have infinite measure.
In practice, Rohlin’s abstract construction may not be quite transparent. In concrete
situations, such as those considered in Chapters 6 and 7, identifying the domain of the
natural extension of certain concrete Gauss type endomorphisms could be non-trivial. In
the next Section, I describe how to construct the natural extension of a continued fraction
map using the “future” and the “past” of T .
In addition to describing the dynamical systems that generate different types of continued
fractions, I will also study the ergodic properties of the relevant transformations. These
properties help describe the global behavior of the transformations.
Definition 2.5. Let (X,B, µ, T ) be a dynamical system, where µ is not necessarily T -
invariant. The transformation T is:
(i) ergodic if for every A ∈ B such that T−1A = A, we have that either µ(A) = 0 or
µ(X\A) = 0.
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(ii) conservative if for every W ∈ B where W,T−1W,T−2W, . . . are disjoint, µ(W ) = 0.
(iii) non-singular if µ(B) = 0 implies µ(T−1B) = 0 (which is true by definition for measure
preserving transformations).
(iv) exact if T is non-singular and for every A ∈ ⋂∞n=0 T−nB, µ(A) = 0 or µ(X\A) = 0.
Ergodicity can be viewed as a dynamically indecomposable condition. Another equivalent
characterization is that the time average is equal to the space average.
Remark 2.6. By Poincare´’s recurrence theorem (see [28, Proposition 2.2.3]), every finite
measure-preserving transformation is conservative. This is not true for infinite measures.
For example, the map T (x) = x+ 1 on the real line is not conservative, but T preserves the
Lebesgue measure.
Remark 2.7. Exact transformations cannot be invertible and are ergodic.
Remark 2.8. If (X¯, B¯, µ¯, T¯ ) is a measure-preserving extension of the measure-preserving
dynamical system (X,B, µ, T ), then T¯ is ergodic implies T is ergodic. The ergodicity of
T follows from the fact that if A is a T -invariant set, then Ψ−1A is a T¯ -invariant set and
µ¯(Ψ−1E) = µ(E) for all E ∈ B.
One of the goals of Chapters 3, 4, and 5 is finding invariant measures for the relevant
Gauss maps. Thus, the following theorem is useful for showing that the invariant measures
are unique (see [1, Theorem 1.5.6], [28, Theorem 2.4.35], or [50, Theorem 12.1.3]).
Theorem 2.9. Let (X,B, µ, T ) be a conservative, ergodic, non-singular system. Then there
is at most one µ-absolutely continuous, σ-finite, T -invariant measure up to multiplication by
a constant.
Definition 2.10. For a probability measure preserving dynamical system (X,B, µ, T ):
(i) T is weak-mixing if for all A,B ∈ B:
lim
n→∞
1
n
n−1∑
i=0
∣∣µ(T−iA ∩B)− µ(A)µ(B)∣∣ = 0.
(ii) T is (strong-) mixing if for all A,B ∈ B:
lim
n→∞
µ(T−nA ∩B) = µ(A)µ(B).
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(iii) T is mixing of all orders if for every k ≥ 1 and A0, A1, . . . , Ak ∈ B:
µ(A0 ∩ T−n1A1 ∩ . . . ∩ T−nkAk) −→ µ(A0) · · ·µ(Ak)
as n1, n2 − n1, n3 − n2, . . . , nk − nk−1 →∞.
Remark 2.11. We can see that mixing of all order implies mixing, since mixing is the
k = 1 case. To see that mixing implies weak-mixing, we rewrite the definition of mixing as
lim
n→∞
µ(T−nA ∩ B) − µ(A)µ(B) = 0, and note that lim
n→∞
ai = 0 implies lim
n→∞
1
n
∞∑
i=0
|ai| = 0.
We also have that weak-mixing implies T is ergodic. We see this last implication by letting
A = B. Then T−1A = A implies µ(A) = µ(A)2, and thus µ(A) = {0, 1}.
Remark 2.12. By a result of Rohlin [47, Theorem 2.6] exact endomorphisms of probability
spaces are mixing of all orders.
Remark 2.13. In the probability measure case, we also have that T is ergodic implies the
natural extension T¯ is ergodic, and that T is mixing if and only if T¯ is mixing [16].
Remark 2.14. Due to the way we construct the natural extension, we can combine Remarks
2.6 and 2.13 with Theorem 2.9 to show that the µ-absolutely continuous, σ-finite, infinite
T -invariant measure are also unique up to multiplication by a constant.
2.2 Various types of continued fractions as dynamical systems
Continued fraction algorithms come from a dynamical system (X,B, T, µ). These next sec-
tions will introduce various types of continued fractions as dynamical systems. I start with
the standard (or regular) continued fractions, then explain a general method for constructing
the natural extension, before introducing the odd, grotesque, and even continued fractions
which are the focus of Chapter 4. In Section 2.2.8, I briefly introduce the α-regular continued
fractions which are described in more detail in Chapter 6. Together with the odd contin-
ued fraction, α-regular continued fractions inspired the study of α-odd continued fractions,
described in Chapter 7.
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2.2.1 Regular continued fractions
The regular continued fraction expansion of x > 0 is
x = a0 +
1
a1 +
1
a2 + . . .
= [a0; a1, a2, . . . ],
where ai ∈ Z, a0 ≥ 0 and ai > 0 for i ≥ 1. When x < 0, the continued fraction expansion is
x = −|x| = −[a0; a1, a2, . . . ].
The dynamical system associated to the regular continued fractions is ([0, 1],B[0,1], T, µ)
where B[0,1] is the Borel σ-algebra on [0, 1], the Gauss map T : [0, 1]→ [0, 1] (Figure 2.1) is
defined by
T (x) =
 1x − k if x ∈ ( 1k+1 , 1k ],0 if x = 0, (2.1)
...
1
9
1
8
1
7
1
6
1
5
1
4
1
3
1
2
1
1
Figure 2.1: Gauss Map T
and µ is the Gauss probability measure µ(A) =
1
log 2
∫
A
dx
1 + x
,A ∈ B[0,1]. The first digit of
the continued fraction expansion of x is k. If we look at how T acts on the continued fraction
expansion of x = [0; a1, a2, . . . ], we get
T ([0; a1, a2, . . . ]) = [0; a2, a3, . . . ].
So, T deletes the first digit of the continued fraction expansion. In fact, we can write the
regular continued fraction expansion of x by repeatedly applying T and recording which
integer we subtract. The fact that µ is T -invariant was discovered by Gauss (see [21, Lemma
3.5]).
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Since T is an infinite-to-one map, it is often easier to consider its invertible natural ex-
tension T¯ that keeps track of all possible “futures” and “pasts” of x. We define the “futures”
of x as tn = [0; an+1, an+2, . . . ] = T
n(x) and the “past” of x as vn = [0; an, an−1, . . . , a2, a1].
That is, T¯ acts as
1
a1 +
1
a2 + . . .
,
1
a0 +
1
a−1 + . . .
 7→

1
a2 +
1
a3 + . . .
,
1
a1 +
1
a0 + . . .
 .
Formally, T¯ : [0, 1]2 → [0, 1]2 is defined by
T¯ (x, y) =
( 1x − k, 1k+y ) if x ∈ ( 1k+1 , 1k ],(0, y) if x = 0.
Thus, T¯ acts as a skew-shift over the map T . The first coordinate of T¯ acts as the Gauss map,
and the second as the inverse branch of the Gauss map for a given k. In this way, T¯ keeps
track of both the future of T and the past. Then T¯ n(x, 0) = (tn, vn). In the regular continued
fraction case, we know that T¯ is defined on [0, 1]2, but the natural extension domain can be
more complicated for other types of continued fractions. Series [54] connected the action of
T¯ on the bi-infinite sequence of digits to a coding of geodesics on M. The outlines of her
argument are presented in Chapter 3.
2.2.2 Generalizing the natural extension construction and dual continued
fraction expansions
There are many ways to define a continued fraction expansion. Throughout this thesis, I
require that the numerators are ±1 and impose various restrictions on the denominators. For
the odd, grotesque, extended odd, and α-odd continued fractions, the denominators must be
odd. For the even and extended even continued fractions, the denominators must be even.
For the Lehner and Farey expansions discussed in Chapter 5, the denominator must be 1 or
2 based on whether the next (for Lehner) or preceding (for Farey) numerator is +1 or −1.
For the purposes of this subsection, I am going to start with a generic continued fraction
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expansion of numbers x in some interval X of the form
x =
1
a1 +
1
a2 +
2
a3 + . . .
= [[(a1, 1)(a2, 2)(a3, 3) . . .]], (2.2)
with some restrictions on the digits (ai, i). For example, in Subsection 2.2.3, I define the
odd continued fractions where i ∈ {±1}, every ai is odd and positive, and ai + i ≥ 2. As
in the regular continued fraction case, we want to define a generic Gauss map that subtracts
the first digit of the generic continued fraction expansion. We find that the Gauss map T
on X to be the shift T (x) = 1(
1
x
− a1).
Before defining the natural extension of T , I am going to define the dual continued fraction
expansion. I will start with a less formal definition using the continued fraction expansion.
We say that the dual continued fraction expansion to the generic continued fraction expansion
y in some interval X∗ of the form
y =
f1
b1 +
f2
b2 +
f3
b3 + . . .
= 〈〈(b1, f1)(b2, f2)(b3, f3) . . .〉〉, (2.3)
where the (bi, fi) have the same restrictions as (ai, ei). Since the digit restriction for the
regular continued fractions is ei = +1, we see that they are self-dual. In Chapters 6 and 7, I
find the domain of dual continued fractions to the α-regular and α-odd continued fractions
for certain values of α. Again, we want to define a generic Gauss map that subtracts
the first digit of the generic continued fraction expansion. In this case, the Gauss map is
τ(y) = f1
y
− b1. Let B∗(f, b) be the subset of the interval X∗ where the first digit of the dual
continued fraction expansion is (b, f). Then τ maps B∗(f, b) bijectively to X∗. Note that
τ |−1B∗(f,b)(y) = fb+y .
Now, we define the natural extension T¯ as a skew-shift over T . Symbolically, the natural
extension takes
1
a1 +
1
a2 + . . .
,
f1
b1 +
f2
b2 + . . .
 7→

1
a2 +
2
a3 + . . .
,
1
a2 +
f1
b1 + . . .
 .
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Arithmetic manipulation gives that T¯ : X ×X∗ → X ×X∗ is defined by
T¯ (x, y) =
(
1
(
1
x
− a1
)
,
1
a1 + y
)
for x =
1
a1 +
1
. . .
.
Notice, we can also say that T¯ (x, y) = (T (x), τ |−1B∗(1,a1)(y)).
Now I will more formally define the dual continued fraction expansion that is used in
the rest of this Chapter, as well as Chapters 3, 4, 6 and 7. Since the Lehner expansions in
Chapter 5 are defined slightly differently, I will rely on the symbolic definition given above.
First, I define a Mo¨bius transformation, which is also a key tool in the geometric con-
structions of Chapters 3, 4, and 5.
Definition 2.15. Let ( a bc d ) be a matrix where ad−bc 6= 0. We define the Mo¨bius transforma-
tion to be ( a bc d ) z =
az+b
cz+d
. We extend this definition so that ( a bc d )∞ = ac and ( a bc d ) −dc =∞.
We will start with the generic continued fraction expansion as in (2.2). Then we can
partition the continued fraction domain into a countable partition B(a1, 1), where the
first digit of x ∈ B(a1, 1) is (a1, 1). The partition will be defined concretely for each
type of continued fraction. On each set B(a1, 1), we define the Mo¨bius transformation
MB(a1,1)x = (
−1a1 1
1 0 )x = 1(
1
x
− a1).
Definition 2.16. Let T be a Gauss map defined on some X ⊂ R such that T takes B(a1, 1)
bijectively to X, and let MB(a1,e1) be the Mo¨bius function on B(a1, 1). Let T
∗ be a Gauss map
defined on some X∗ ⊂ R such that T ∗ takes B∗(a1, 1) bijectively to X∗, and let NB∗(a1,1) be
the Mo¨bius function on B∗(a1, 1). Then the continued fraction expansions generated by T
and T ∗ are dual if MB(a1,1) is the transpose of NB∗(a1,1) for all allowable (a1, 1).
Remark 2.17. Dual continued fraction expansion pairs have one expansion as in (2.2)
and one as in (2.3). The natural extension of T is (x, y) 7→ (MB(a1,1)x,N−1B∗(a1,1)y) for
x ∈ B(a1, 1), while the natural extension for T ∗ is (x, y) 7→ (NB∗(a1,1)x,M−1B(a1,1)y) for
x ∈ B∗(a1, 1).
Here, I slightly modify the result of [51, Theorem 1] to describe the types of maps studied
in this thesis.
Theorem 2.18. If the natural extension map T¯ for a Gauss map T is given by the con-
struction in Remark 2.17, then the measure dxdy
(1+xy)2
is T¯ -invariant .
Remark 2.19. The Lehner expansions discussed in Chapter 5 take a slightly different form
than those described in equation (2.2), which accounts for the different invariant measure
for the natural extension map.
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2.2.3 Odd continued fractions
Rieger [45, 46] introduced the odd and grotesque continued fractions, which are dual contin-
ued fraction expansions with odd denominators.
The odd continued fraction expansion of a an irrational number x ∈ (0, 1] is
x :=
1
a1 +
1
a2 +
2
a3 + . . .
= [[(a1, 1)(a2, 2)(a3, 3) . . .]]o,
where i = i(x) ∈ {±1} and every ai is odd and positive. In order to have unique odd
continued fraction expansions, we require that ai+ i ≥ 2. A classic example of why we need
this restriction is
G =
1 +
√
5
2
= 1 +
1
1 +
1
1 +
1
1 + . . .
=
1
1− 1
3− 1
3− . . .
. (2.4)
For the odd continued fractions, we will use the first expansion of G. In the next section,
we define the grotesque continued fractions which give the second expansion.
The odd Gauss map To : [0, 1]→ [0, 1] (see Figure 2.2) is
To(x) =


(
1
x
− 2k + 1) if x ∈ B(2k − 1, ) :=

(
1
2k
, 1
2k−1
]
if  = +1, k ≥ 1,(
1
2k−1 ,
1
2k−2
]
if  = −1, k ≥ 2,
0 if x = 0.
This map agrees with the regular Gauss map when the regular continued fraction expansion
digit is odd and flips the corresponding branch when the regular continued fraction digit is
even. The first digit of the odd continued fraction expansion of x ∈ B(2k−1, ) is (2k−1, ),
and we can get the rest of the digits by repeatedly applying To, as with the regular continued
fractions. If we plug in the odd continued fraction expansion to To, we get
To ([[(a1, 1)(a2, 2)(a3, 3) . . .]]o) = [[(a2, 2)(a3, 3)(a4, 4) . . .]]o,
which deletes the first digit, like in the regular continued fraction case.
We expand this definition of odd continued fractions to all real numbers. For x > 1,
13
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1
7
1
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1
5
1
4
1
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1
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1
(1,1)(3,-1)(3,1)(5,-1)
Figure 2.2: Odd Gauss Map
the first digit (a0, 0) = (2k − 1,+1) for x ∈ [2k − 1, 2k), and (a0, 0) = (2k + 1,−1) for
x ∈ [2k, 2k + 1). We then write
x = a0 +
0
a1 +
1
a2 + . . .
= [[(a0, 0); (a1, 1) . . . ]]o.
For x < 0, we find the odd continued fraction expansion of |x|, then multiply the entire thing
by −1 to get x = −[[(a0, 0); (a1, 1) . . . ]]o.
The Lebesgue absolutely continuous To-invariant measure is
1
3 logG
(
1
G− 1 + x +
1
G+ 1− x
)
dx. (2.5)
2.2.4 Grotesque continued fractions
Rieger’s grotesque continued fraction expansions are dual to the odd continued fraction
expansions. The grotesque continued fraction expansion of and irrational y ∈ [G− 2, G] is
y := 〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o =
0
a0 +
−1
a−1 +
−2
a−2 + . . .
,
where i ∈ {±1} and each ai is an odd positive integer such that ai + i ≥ 2. In the odd
continued fractions, the digit (ai, i) represents ai+ iz, for z ∈ [0, 1), but now the same digit
is read i
ai+z
. Some numbers, such as G, have different odd and grotesque continued fraction
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expansions, as in (2.2.3). We will never have part of an odd continued fraction expansion
that looks like 1
1−... and will never have part of a grotesque continued fraction expansion that
looks like −1
1+...
.
The range [G− 2, G] comes from the fact that smallest number that follows the rules for
grotesque continued fractions is G− 2, and the largest number is G, because
G− 2 = − 1
3 +
− 1
3 + . . .
, G =
1
1− 1
3− 1
3− . . .
=
1
1 +G− 2.
The grotesque Gauss map T ∗o : [G− 2, G]→ [G− 2, G] is:
T ∗o (x) =
 1|x| − 2k − 1 if |x| ∈ ( 12k+1+G , 12k−1+G ],0 if x = 0. (2.6)
Now we can define the natural extension of To to be
T¯o : [0, 1]× [G− 2, G]→ [0, 1]× [G− 2, G],
T¯o(x, y) =

(
1(
1
x
− a1), 1a1+y
)
= (To(x),
1
a1+y
) if x ∈ B(a1, 1),
(0, y) if x = 0,
(2.7)
with B(a1, 1) as in the definition of To in Section 2.2.3. Looking at the odd continued fraction
expansion of x = [[(a1, 1)(a2, 2) . . . ]]o and the grotesque continued fraction expansion of
y = 〈〈(a0, 0)(a−1, −1) . . . 〉〉o, T¯o acts as
1
a1 +
1
a2 + . . .
,
0
a0 +
−1
a−1 + . . .
 7→

1
a2 +
2
a3 + . . .
,
1
a1 +
0
a0 + . . .
 ,
or
T¯o ([[(a1, 1)(a2, 2)(a3, 3) . . .]]o, 〈〈(a0, 0)(a−1, −1) . . .〉〉o)
= ([[(a2, 2)(a3, 3) . . .]]o, 〈〈(a1, 1)(a0, 0)(a−1, −1) . . .〉〉o) .
Thus, we find that T¯o again acts as a two-sided shift map on the digits. From Remark 2.17,
we see that we only need to study T¯o to understand the behavior of To and T
∗
o . In Chapter
4, I describe the connections between the odd and grotesque continued fractions and the
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geodesic flow on some modular surface. This construction can also be found in my paper
with Boca [10].
2.2.5 Extended odd continued fractions
Boca and Linden [9] defined the extended odd continued fractions on [−1, 1]. The odd
continued fractions are the “folded” version of the extended odd continued fractions. That
is, both algorithms give the same continued fraction expansion of x ∈ [0, 1]. They define the
extended odd Gauss map Tˆo : [−1, 1)→ [−1, 1) by
Tˆo(x) =
1
|x| − 2
[
1
2|x|
]
− 1.
Thus, |Tˆo(x)| = To(|x|) for all x ∈ [−1, 1). An invariant measure of Tˆo is 1G2 dxx+G+1χ[−1,0] +
1
G2
dx
x+G−1χ[0,1].
2.2.6 Even continued fractions
Expanding on Rieger’s odd and grotesque continued fractions, Schweiger [48] defined the
even continued fractions of x ∈ [0, 1] as
x =
1
a1 +
1
a2 +
2
a3 + . . .
= [[(a1, 1)(a2, 2)(a3, 3) . . .]]e,
where i = i(x) ∈ {±1} and every ai is an even positive integer. Now, in order for every
rational number to have a unique, finite, even continued fraction expansion, we require that
the final i = +1 and allow the final digit to be 1. The lack of unique representations comes
from 1 = [[(2,−1)]] = 2− [[(2,−1)]].
The even Gauss map Te : [0, 1]→ [0, 1] (Figure 2.3) is given by
Te(x) =


(
1
x
− 2k) if x ∈ B(2k, ) =

(
1
2k+1
, 1
2k
]
if  = +1(
1
2k
, 1
2k−1
]
if  = −1
k ≥ 1,
0 if x = 0.
If we plug in the even continued fraction expansion to Te, we again delete the first digit
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(2,-1)(2,1)(4,-1)
Figure 2.3: Even Gauss Map
(a1, 1) of x, i.e.
Te ([[(a1, 1)(a2, 2)(a3, 3) . . .]]e) = [[(a2, 2)(a3, 3)(a4, 4) . . .]]e.
As with the odd continued fractions, we expand the definition of even continued fractions
to all real numbers. For x > 1, the first digit (a0, 0) = (2k,+1) for x ∈ [2k, 2k + 1), and
(a0, 0) = (2k,−1) for x ∈ [2k − 1, 2k). We then write
x = a0 +
0
a1 +
1
a2 + . . .
= [[(a0, 0); (a1, 1) . . . ]]e.
For x < 0, we find the even continued fraction expansion of |x|, then multiply the entire
thing by −1 to get x = −[[(a0, 0); (a1, 1) . . . ]]e.
The dual continued fraction expansion to the even continued fractions are the extended
even continued fractions. For y ∈ [−1, 1], the extended even continued fraction expansion is
y :=
0
b0 +
1
b1 +
2
b2 + . . .
= 〈〈(b0, 0)(b1, 1)(b2, 2) . . .〉〉e = 〈〈(0/b0)(1/b1)(2/b2) . . .〉〉e
= 0[[(b0, 1)(b1, 2)(b2, 3) . . .]]e =
0
b0
+
1
b1
+
2
b2
.
The extended even continued fractions are a reindexing of the even continued fractions. That
is, we relabel each i as i+1.
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The extended even Gauss map T ∗e : [−1, 1]→ [−1, 1] is:
T ∗e (x) =
 1|x| − 2k if |x| ∈ ( 12k , 12k−2 ],0 if x = 0. (2.8)
Thus, we find that the even continued fractions are the “folded” version of the extended even
continued fractions, and |T ∗e (x)| = T ∗e (|x|).
Now we define T¯e on [0, 1]× [−1, 1] to be
T¯e(x, y) =

(
1(x)(
1
x
− a1(x)), 1(x)a1(x)+y
)
= (Te(x),
1(x)
a1(x)+y
) if x 6= 0,
(0, y) if x = 0.
(2.9)
As with the regular, odd, and grotesque continued fractions, we get the two-sided shift map
T¯e
(
[[(a1, 1)(a2, 2) . . .]]e, 〈〈(a0, 0)(a−1, −1) . . .〉〉e
)
=
(
[[(a2, 2)(a3, 3) . . .]]e, 〈〈(a1, 1)(a0, 0) . . .〉〉e
)
.
Bauer and Lopes [7] connected T¯e to the billiard flow related to the group Θ generated by
( 0 −11 0 ) and (
1 2
0 1 ). In Chapter 4, I describe the connection between the even and extended even
continued fractions and the geodesic flow on the modular surface Θ\H. This construction
can also be found in my paper with Boca [10].
2.2.7 Why do we use the dual expansions?
We used the dual continued fraction expansions to construct the natural extension of the
regular, odd, and even Gauss maps (the regular continued fractions are self dual). However,
we could define the more “natural” natural extension. For the odd continued fractions, we
could define τo : [0, 1]
2 → [0, 1]2 by
τo(x, y) =

(
1(
1
x
− a1), 1a1+1y
)
if x ∈ B(a1, 1),
(0, y) if x = 0,
with B(a1, 1) as in the definition of To in Section 2.2.3. Equivalently, we have
τo ([[(a1, 1)(a2, 2) . . .]]o, [[(a0, 0)(a−1, −1) . . .]]o) = ([[(a2, 2)(a2, 3) . . .]]o, [[(a1, 1)(a0, 0) . . .]]o) .
The invariant measure for τo is defined piecewise on [0, 1]
2, while the invariant measure
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for T¯0 is constant on [0, 1]× [G− 2, G]. For τo, the invariant measure is dxdy(1+xy)2 . In order to
check this, let u = 1(
1
x
− a1) and v = 1a1+1y . Then locally τo(x, y) = (u, v) and
∣∣∣∣∂(u, v)∂(x, y)
∣∣∣∣ =
∣∣∣∣∣∣∣
−1
x2
0
0
−1
(a1 + 1y)2
∣∣∣∣∣∣∣ =
1
x2(a1 + 1y)2
,
∫∫
T−1(A)
dudv
(1 + uv)2
=
∫∫
A
1
x2(a1 + 1y)2
1
(1 +
1−1a1x
x
1
a1+1y
)2
=
∫∫
A
1
(1a1x+ xy + 1 − 1a1x)2 =
∫∫
A
dxdy
(1 + xy)2
.
This alternate natural extension does not violate Rohlin’s result that natural extensions
are unique up to isomorphism. To see this, consider the map Ψo : [0, 1] → [G − 2, G] by
Ψo([[(a1, 1)(a2, 2)(a3, 3) . . .]]o) = 〈〈(a1, 1)(a2, 2)(a3, 3) . . .〉〉o. Thus, Ψo is an isomorphism
between the odd continued fractions and the grotesque continued fraction Gauss maps, with
Ψo(To(x)) = T
∗
o (Ψo(x)). We also see that Ψ¯o(x, y) = (x,Ψo(y)) is an isomorphism between
τo and T¯o, and Ψ¯o(τo(x, y)) = T¯o(Ψ¯o(x, y)).
2.2.8 Nakada’s α-continued fractions
Nakada [39] introduced the α-expansion of irrational numbers in the interval [α − 1, α)
associated with the Gauss map defined by
fα(x) =
1
|x| −
[
1
|x| + 1− α
]
, x 6= 0,
for α in the range [1
2
, 1]. Every irrational number x in [α− 1, α) has a unique expansion
x =
1(x;α)
d1(x;α)
+
2(x;α)
d2(x;α)
+
3(x;α)
d3(x;α)
+ · · · ,
with i(x;α) ∈ {±1} and di(x;α) ∈ N, where additional constraints on pairs of consecutive
digits may occur. This interpolates between the regular continued fractions when α = 1 and
the nearest integer continued fractions when α = 1
2
.
Unlike the other continued fractions in this Section, the α-regular and α-odd continued
fractions (Chapter 7) do not have rectangular natural extension domains. The natural
extension domain (up to a set of measure 0) for g =
√
5−1
2
< α ≤ 1 is the two rectangles
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Figure 2.4: Shape of the natural extension domain for g < α < 1 (left) and 12 < α < g (right).
[α− 1, α)× [0, 1
2
) ∪ (fα(α), α)× [12 , 1), as in the left side of Figure 2.4. 1
Nakada [39] found the natural extension domain for 1
2
≤ α ≤ g, but the same description
works for all of
√
2 − 1 < α ≤ g (see for example [30, 38, 20]). The natural extension
domain for
√
2 − 1 < α ≤ g is the union of three rectangles (up to a set of measure 0)
[α − 1, α) × [0, 1 − g) ∪ (fα(α), α) ×
(
1− g, 1
2
) ∪ [fα(α − 1, α) × [12 , g), as in the right side
of Figure 2.4. The only difference between 1
2
≤ α ≤ g and √2 − 1 < α < 1
2
is that
fα(α) ≤ 0 ≤ fα(α− 1) when 12 ≤ α ≤ g, while fα(α− 1) < 0 < fα(α) for
√
2− 1 < α < 1
2
. 2
The natural extension domain is increasingly fractal as α decreases to 0.
2.3 Insertion and singularization algorithms
While each type continued fraction expansion comes from it’s own dynamical system, it
is possible to convert between different types of continued fraction expansions using the
insertion and singularization algorithm defined by Kraaikamp [29]. The basic algorithm is
1de Jonge and Kraaikamp [20] use the three rectangles [α−1, 0)×[0, 12 ]∪[0, fα(α)]×[0, 12 )∪(fα(α), α)×[ 12 , 1],
which agrees with Nakada up to a set of measure 0.
2de Jonge and Kraaikamp [20] include the lines [g−1, fα(α)]×{1−g} and (fα(α), 0)×{ 12} when 12 < α ≤ g
and the line {fα(α)}× [1− g, 12 ) when
√
2− 1 < α ≤ 12 . Kraaikamp, Schmidt, Steiner [30] use the closure of
the three rectangles.
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based on the equality
a+

1 +
1
b+ ζ
= a+ +
− 
b+ 1 + ζ
. (2.10)
When we move from the right hand side of the equation to the left hand side, the algorithm
is called insertion, since it inserts a 1. Moving in the other direction is called singularization.
Kraaikamp [29] used this algorithm to transform the natural extension domain for original
continued fraction expansion to the natural extension domain of the new type of continued
fraction. This algorithm allowed de Jonge and Kraaikamp to find the natural extension
domain of the α-regular continued fractions for
√
10−2
3
≤ α < 1 [20]. In Chapters 4 and 5, I
use this and a related algorithm to translate between cutting sequences.
Let us start with the example x = [2; 1, 3, 3, . . . ] and use insertion and singularization to
get the even and odd continued fraction expansions:
x = 2 +
1
1 +
1
3 +
1
3 + z.
= 3− 1
4 +
1
3 + z
(
singularizing with
a = 2,  = +1, b = 3, ζ = 1
3+z
)
= 3− 1
5− 1
1 +
1
2 + z
(
inserting with
a+  = 4,− = +1, b+ 1 = 3, ζ = z
)
= [[(3,−1); (5,−1)(1,+1) . . . ]]o.
In her master’s thesis, Masarotto [35] explains the insertion and singularization algorithm in
this case. There are in fact two cases depending on whether the next digit is 1. In the case
where 2k + 1
b+z
and b 6= 1, we insert to get
2k +
1
b+ z
= 2k + 1− 1
1 +
1
b− 1 + z
.
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In the case b = 1, we singularize the first, third, fifth, etc 1. The first step is
2k +
1
1 +
1
c+ z
= 2k + 1 +
− 1
c+ 1 + z
.
We can repeat this process to find the even continued fraction expansion, as described
by Masarotto [35] and Kraaikamp and Lopes [31]:
x = 2 +
1
1 +
1
3 +
1
3 + z
= 2 +
1
2− 1
1 +
1
2 +
1
3 + z
(
inserting with
a+  = 1,  = −1, b+ 1 = 3, ζ = 1
3+z
)
= 2 +
1
2− 1
2− 1
1 +
1
1 +
1
3 + z
(
inserting with
a+  = 1,  = −1, b+ 1 = 3, ζ = 1
3+z
)
= 2 +
1
2− 1
2− 1
2− 1
4 + z
(
singularizing with
a = 1,  = +1, b = 3, ζ = z
)
= [[(2,+1); (2,−1)(2,−1)(2,−1)(4,+1) . . . ]]e.
Dajani and Kraaikamp [17] also define the insertion and singularization algorithm for
the Lehner continued fractions. I will explore these continued fractions in more detail in
Chapter 5.
2.3.1 Alternate insertion and singularization
The insertion and singularization algorithms based on (2.10) can convert between various
types of semiregular continued fractions. Semiregular continued fractions have the form
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a0 +
0
a1 +
1
. . .
with ai + i ≥ 1,
as in the regular, even, odd, and α-regular continued fractions. To convert between the
regular continued fractions and the grotesque continued fractions, we need what I call the
alternate insertion algorithm. Here, we use the equation
a+
1
b+ z
= a− 1 + 1
1− 1
b+ 1 + z
. (2.11)
I will define the alternate insertion and singularization algorithm for the Farey expansions
in Chapter 5.
Returning to our example, we find that
x = 2 +
1
1 +
1
3 +
1
3 + z
= 3− 1
4 +
1
3 + z
= 3− 1
3 +
1
1− 1
4 + z
= 〈〈(3,+1); (3,−1)(1,+1) . . . 〉〉o.
Again, the next step depends on z.
2.4 The upper half plane and the geodesic flow on modular
surfaces
In Chapters 3, 4, and 5, I describe the relevant Gauss maps using cutting sequences of
geodesics on some modular surface. In this Section, I introduce the key concepts from
hyperbolic geometry and modular surfaces.
Definition 2.20. The upper-half plane H = {z = x + iy : y > 0} is a model of hyperbolic
space with the hyperbolic metric ds = dx
2+dy2
y
. The boundary of H is ∂H = R ∪ {∞}.
A geodesic arc on H is the shortest path between two points z0, z1 ∈ H. If we parameterize
the geodesic arc by some map γ(t), then the geodesic γ is the path for all −∞ < t <∞.
Remark 2.21. Geodesics on H are (Euclidean) semicircles centered on the real-axis. If these
semicircles have infinite radius, then they are vertical lines perpendicular to the real-axis. If
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a geodesic γ intersects ∂H at α and β, then the geodesic is γ(t) = |α−β|
2
eit + α+β
2
. We call α
and β the endpoints of the geodesic.
Definition 2.22. The unit tangent bundle T1H is the collection elements (p, u) where u is
a unit tangent vector with base point p ∈ H.
If we identify the unit tangent vector u by its base point p = x+ iy ∈ H and the angle θ
measured in the counter clockwise direction from the positive x-axis around to the direction
of u. Then we write (p, u) = u(x, y, θ), and T1H has metric dm = dxdydθy2 , while H has metric
ds = dxdy
y2
[2, Section 2, page 107].
Remark 2.23. There exists a unique geodesic γ that is tangent to u(x, y, θ) at x+ iy. Since
u(x, y, θ) is uniquely defined by γ and some point p on γ, I also use the notation (p, uγ) to
refer to vectors in T1H.
The unimodular group G = PSL(2,R) = SL(2, R)/{±I} acts on the upper half plane by
Mo¨bius transformations ( a bc d ) z =
az+b
cz+d
as in Definition 2.16. The action of G on H induces
a transitive, free action on T1H by
g(z, uγ) =
(
gz,
uγ
(cz + d)2
)
if g =
(
a b
c d
)
. (2.12)
In particular, for every element (z, u) ∈ T1H, there is a unique g(z,u) ∈ G such that
g(z,u)(i, i) = (z, u), where the second i is the vertical unit tangent vector pointing away from
the real-axis. This way, we can view the action of G on T1H as the matrix multiplication
g(z, u) = g · g(z,u), g ∈ G. The geodesic flow corresponds to right translations by gt =(
et/2 0
0 e−t/2
)
, t ∈ R.
We can describe the geodesic flow in another coordinate system based on the endpoints
of the geodesic as in Remark 2.21. If lim
t→∞
γ(t) = α and lim
t→−∞
γ(t) = β, we define u(α, β, s) ∈
T1H to be the unit tangent vector to γ at γ(s). Then gt(α, β, s) = (α, β, s + t). Using the
Jacobian, we find that dm = 2dαdβds
(α−β)2 . However, for most of this thesis, I write this as
dαdβdθ
(α−β)2 ,
which is simply ignoring the weight and changing the name of a variable.
Following [8], we consider a lattice Γ in G (i.e., a discrete subgroup Γ of finite covolume
in G) and the quotient space MΓ = Γ\H, with quotient map piΓ : H → MΓ, piΓ(z) = Γz.
We can identify the unit tangent bundle T1MΓ with the orbit space Γ\G and the geodesic
flow on T1MΓ corresponds to Γg 7→ Γggt for Γg ∈ Γ\G and t ∈ R. The geodesic flow on
T1(Γ\G) preserves the finite measure m˜ induced by m on T1MΓ by
m˜(A) := m(pi−1Γ (A) ∩ F ), for all A ∈ BMΓ , (2.13)
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where F is a fundamental domain for Γ\H. Thus, geodesics on H project to geodesics on
Γ\H.
Definition 2.24. A fundamental domain F for an action of Γ on H is a subset of H where
(i) γ1F˚ ∩ γ2F˚ = ∅ for γ1, γ2 ∈ Γ, γ1 6= γ2, where F˚ is the interior of F ,
(ii)
⋃
γ∈Γ γF = H, thus H is tessellated by ΓF .
Definition 2.25. A cross (Poincare´) section of the geodesic flow (gt) on T1MΓ is a mea-
surable subset C ⊂ T1MΓ with m˜(T1MΓ\{gtx : x ∈ C, t ∈ R}) = 0.
The set C and the flow (gt) define a measurable function r : C → (0,∞] such that:
• gt(x) /∈ C for all t ∈ (0, r(x)),
• gr(x)(x) ∈ C if r(x) <∞,
• gs(x) 6= gt(y) for all x, y ∈ C, x 6= y, and s ∈ [0, r(x)), t ∈ [0, r(y)),
• m˜(r−1(∞)) = 0.
The function r is called the roof (ceiling or height) function of the cross section.
The flow (gt) induces the injective first-return (Poincare´) map TC on C, defined by
TC(x) := gr(x)(x), x ∈ C\r−1(∞).
One shows that (see e.g. [57, Section 3.4.2])
mC(A) := lim
h→0
1
h
m˜({gt(a) : a ∈ A, 0 ≤ t ≤ h}), A ∈ BC, (2.14)
defines a TC-invariant measure on C and TC is essentially surjective, i.e mC(C\TC(C)) = 0.
If a set A ∈ BC is TC-invariant, then the m˜-measurable set A˜ := {gt(A) : a ∈ A, t ∈ R}
is gt-invariant. Since the geodesic flow (gt) is ergodic, i.e., if gt(E) = E for all t ∈ R then
m˜(E) = 0 or m˜(T1MΓ\E) = 0 (for different proofs, see [8, Corollary 3.8] or [21, Theorem
9.21]), it follows that m˜(A˜) = 0 or m˜(T1MΓ\A˜) = 0. This shows that mC(A) = 0 or
mC(C\A) = 0 and therefore we have
Theorem 2.26. The first-return map TC to a cross section C of the geodesic flow on T1MΓ
is ergodic with respect to the measure mC.
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Chapter 3
The modular surface and regular continued fractions
This chapter will give an introduction to Series’ paper The modular surface and continued
fractions [54]. Chapters 4 and 5 will extend the ideas and construction of this paper to other
types of continued fractions.
3.1 Farey tessellation and the upper half plane
We consider the upper half plane H = {x+ iy | y > 0}∪{∞} where geodesics are semicircles
centered on the real-axis and verticle lines perpendicular to the real-axis. Series uses the
Farey tessellation F on the upper half plane to define a cutting sequence of the geodesic
flow. There are several ways to define the Farey tessellation. One is to define the nth Farey
sequence as Fn = {pq : 0 < q ≤ n, gcd(p, q) = 1}, which is the rational numbers in reduced
form with denominator less than or equal to n. We will list the numbers in order:
F1 = {. . . ,−2,−1, 0, 1, 2, . . . },
F2 = {. . . ,−32 ,−1,−12 , 0, 12 , 1, 32 , . . . },
F3 = {. . . ,−1,−23 ,−12 ,−13 , 0, 13 , 12 , 23 , 1, 43 , . . . }.
Then, the Farey tessellation is formed by ideal triangles whose edges connect two adjacent
numbers in each set Fn by a geodesic and a vertical line at each integer. So for F1, we
connect each integer k to k − 1 and k + 1. For F2, we connect k + 12 to k and k + 1. Figure
3.1 shows the tessellation up to F3.
An equivalent description of the edges of the Farey tesselllation comes from the group
action of Γ(1) = PSL(2,Z) = 〈S = ( 0 −11 0 ) , T = ( 1 10 1 )〉 on H. The edges of the Farey tessel-
lation are the images of the imaginary axis under Γ(1) acting by Mo¨bius transformations.
That is, two rational numbers p
q
and p
′
q′ are connected by a side of the Farey tessellation if
and only if pq′ − p′q = ±1.
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1/2 2/31/3 3/2 5/34/3-1/2-2/3 -1/3-3/2-5/3 -4/3 0-1-2 1 2
Figure 3.1: Part of the Farey tessellation with geodesics connecting rational numbers with denominators
less than or equal to 3.
The final, related, description uses the fundamental domain
F = {z = x+ iy : 0 ≤ x ≤ 1, |z| ≥ 1, |z − 1| ≥ 1}
which is the darker shaded area in Figure 3.2. The matrix ST =
(
0 −1
1 −1
)
rotates F around
the point ω = 1+i
√
3
2
. Thus, ∆ = F ∪ (ST )F ∪ (ST )2F gives the ideal triangle with vertices
0, 1 and ∞. Then, the Farey tessellation is the tiling of H by the images of ∆ under Γ(1).
We define the quotient spaceM = Γ(1)\H, which is homeomorphic to a thrice punctured
sphere with a cusp at pi(∞) = pi(Z) and conic points at pi(ω) and pi(i). Under the quotient
map pi : H → M, the edges of the Farey tessellation project to the line which runs from
pi(∞) to pi(i) and back to pi(∞).
ω
i 1+i
0 1
Figure 3.2: The fundamental domain F (shaded) and the fundamental Farey cell outlined in dark.
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3.2 Cutting sequences and continued fractions
This section differs slightly from Series’ presentation [54] to more closely follow the argument
of Chapters 4 and 5 and my paper with Boca [11].
We will consider the set A of geodesics γ on H with endpoints (γ∞, γ−∞) in
S = ±([1,∞)× [−1, 0)). (3.1)
All of these geodesics cross the imaginary axis. We define ξγ to be the point where γ crosses
the imaginary axis.
Each of these geodesics will cross tiles of the Farey tessellation. In doing so, the geodesic
crosses two sides of the triangle which meet at a vertex. If you stand on the geodesic facing
the forward direction, this vertex will be on either the left (Figure 3.3) or the right (Figure
3.4). Another way to think about this is as you enter the tile, you can either exit to the
left or the right. We want to walk along the geodesic and record whether the vertex is on
the left or the right for each tile and label the sections of the geodesic L and R respectively.
This construction is known as a cutting sequence, since it shows how the geodesic is cut by
the tessellation.
Figure 3.3: Some segments of type L Figure 3.4: Some segments of type R
Looking at Figure 3.5, we start at γ−∞ and walk towards γ∞. Since not all of the tiles
have been drawn, the first one we enter in the picture has vertices −1
2
, −1
3
, 0. We cross the
two sides that meet at −1
2
, which is on the left, so we label this segment L. Next, we cross
the two sides of {−1, −1
2
, 0} that meet at 0, which is on the right. The third segment is R,
because the two sides meet at 0 again. For the tile with vertices 0, 1,∞, remember that two
vertical lines meet at ∞ at the “top” of the upper half plane, which is on the left of the
geodesic.
Since we are working with geodesics γ∞ ∈ (−∞,−1] ∪ [1,∞), γ−∞ ∈ (−1, 0) ∪ (0, 1),
and γ∞, γ−∞ differ in sign, the geodesics will always change from L to R or vice versa at ξγ.
That is, when γ∞ ∈ (−∞,−1) and γ−∞ ∈ (0, 1), we will always have . . . LξγR . . . , and we
will always have . . . RξγL . . . in the other case.
28
Proposition 3.1. [54, Section 1.2] Every geodesic γ¯ onM other than the line from pi(∞) to
pi(i) to pi(∞) lifts to a geodesic γ in H. These geodesics have cutting sequence . . . Ln−1Rn0Ln1 . . .
described above. Since different lifts of γ¯ differ by covering translations which leave the Farey
tessellation invariant and preserve orientation, the labels of a segment and hence the cutting
sequences are independent of the lift chosen.
Since Mo¨bius transformations preserve the hyperbolic measure, a map M : S → S
induces a map on A. Hyperbolic geodesics are uniquely determined by their endpoints, so
we can describe maps from A to itself by the action on the endpoints. Thus, we will use
both M(γ∞, γ−∞) and M(γ).
-1/2-2/3 1/2 2/31/3 3/2 5/34/3 5/27/3-1 0 1 2 3
ξγ
ηγ
γ- γ+
R
R
L
L
R
L
Figure 3.5: The geodesic with endpoints γ∞ > 1 and γ−∞ ∈ (−1, 0). Segments are labeled L or R based
on how the geodesic crosses the Farey tessellation giving the sequence R2ξγL
2ηγRL.
-1/2-2/3-3/2 1/2 2/31/3-5/3 -1-2 0 1
ξρ (γ)
ηρ (γ)
ρ(γ+) ρ(γ-)
L
L
R
L
R
Figure 3.6: The geodesic connecting ρ(γ∞) and ρ(γ−∞) for (γ∞, γ−∞) from Figure 3.5. Segments are
labeled L or R based on how the geodesic crosses the Farey tessellation giving the sequence RLξρ(γ)Rηρ(γ)L
2.
Consider the set X of unit tangent vectors based on pi(iR) that point along geodesics in
A that change type (from L to R or R to L) at pi(iR). We will use X as a cross-section of
the geodesic flow on the unit tangent bundle. However, we can identify the tangent vectors
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with their base points ξγ, since both the vector and ξγ are uniquely determined by γ. This
identification is the first part of Series Theorem A and will be useful when we modify the
surface and cross section in Chapters 4 and 5.
Lemma 3.2. [54, Theorem A] Let uγ be the unit tangent vector based at ξγ pointing along
γ. Then i : A → X given by i(γ) = pi(uγ) is surjective, continuous, and open. It is injective
except that the two oppositely oriented geodesics joining +1 to -1 have the same image.
Remark 3.3. (i) We define ηγ to be the base point of the first return to X under the
geodesic flow. In the covering space H, ηγ lifts to the next place where the cutting
sequence changes type and the last place where γ crosses a vertical side of the Farey
tessellation. Since the unit tangent vector based at ηγ and pointing along γ is in X,
Lemma 3.2 allows us to identify the vector with its base point.
(ii) We defined a map ρ : A → A. By the above identifications, we write ρ(γ) =
ρ(γ∞, γ−∞). Then,
ρ(γ∞, γ−∞) =
(
1
n1 − γ∞ ,
1
n1 − γ−∞
)
, where  := sign(γ∞), n1 := bγ∞c. (3.2)
Since the unit tangent vectors based at ξγ and ηγ and pointing along γ are uniquely
determined by γ as long as (γ∞, γ−∞) 6= ±(1,−1), we can view ρ as also acting on the
unit tangent vectors, where ρ(uγ) = i(ρ(γ)). In fact, we find that ρ(ηγ) = ξρ(γ).
(iii) We can also look at how ρ affects the cutting sequence. When γ∞ > 1, we find
that γ has cutting sequence . . . Rn0ξγL
n1ηγR
n2 . . . , and ρ(γ) has cutting sequence
. . . Rn0Ln1ξρ(γ)R
n2ηρ(γ) . . . . Thus, ρ acts as a two-sided shift map on the cutting se-
quence.
Theorem 3.4. Define J : A → [0, 1]2 by J(x, y) = ( 
x
,−y) = (α, β),  := sign(x). We find
that T¯ ◦ J = J ◦ ρ.
Since Lemma 3.2 allows us to identify A with the unit tangent bundle T1M, we can use
Theorem 3.4 to push forward the invariant measure of the geodesic flow on the unit tangent
bundle dαdβdθ
(α−β)2 : ∫
dαdβ
(α− β)2dθ =
dαdβ
(α− β)2 =
dxdy
(1 + xy)2.
(3.3)
Finally, we translate between the cutting sequence of γ and the regular continued fraction
expansions of γ−∞ and γ∞.
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Theorem 3.5. [54, Theorem A] Let uγ be the unit tangent vector based at ξγ pointing along
γ, and let pi be the quotient map from H onto M. Then i : A → X given by i(γ) = pi(uγ)
is surjective, continuous, and open. It is injective except that the two oppositely oriented
geodesics joining +1 to -1 have the same image. Moreover, if ux ∈ X defines a geodesic with
cutting sequence . . . Rn0ξγL
n1 . . . , then γ = i−1(ux) has endpoints
γ∞ = [n1;n2, . . . ], γ−∞ = −[0;n0, n−1, . . . ]. (3.4)
If the geodesic has cutting sequence . . . Ln0ξγR
n1 . . . , then γ = i−1(ux) has endpoints
γ∞ = −[n1;n2, . . . ], γ−∞ = [0;n0, n−1, . . . ]. (3.5)
If the continued fraction expansion terminates, then so does the corresponding cutting se-
quence.
3.3 Applications
Series also reproves geometrically several algebraic results about regular continued frac-
tions using cutting sequences. Since I will prove analogous statements for even, odd, and
Lehner/Farey continued fractions in Chapters 4 and 5, I summarize Series’ results here.
Lemma 3.6. [54, Lemma 3.3.1] Let γ and γ′ be geodesics in H with γ∞ = γ′∞. Then the
cutting sequences eventually coincide.
Definition 3.7. Two continued fractions α = ±[n1;n2, n3, . . . ], β = ±[m1;m2,m3, . . . ] have
the same tails mod 2 if there exists r, s such that
r + s =
0 mod 2 if αβ > 0,1 mod 2 if αβ < 0,
and nr+k = ms+k, k ≥ 0.
Proposition 3.8. [54, 3.3.3] Points α, β are Γ(1)-equivalent if and only if they have the
same tail mod 2.
Proposition 3.9. [54, 3.3.4] A number α has a purely periodic regular continued fraction
expansion if and only if α is a reduced quadratic surd with −1 < α¯ < 0 and
α = [n1;n2, n3, . . . , n2r], α¯ = −[0;n2r, n2r−1, . . . , n1]. (3.6)
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Proposition 3.10. [54, 3.3.5] The regular continued fraction expansion of α is eventually
periodic if and only if α is a quadratic surd.
Proposition 3.11. [54, 3.2.1] The distance between ξγ and ηγ is given by:
d(ξγ, ηγ) =
1
2
log
(
ξγηγρ(ξγ)ρ(ηγ)
)
.
The length of a closed geodesic is
1
2
log
(ρ2r)′(γ∞)
(ρ2r)′(γ−∞)
.
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Chapter 4
Coding of geodesics on some modular surfaces and
applications to odd and even continued fractions
4.1 Introduction
This chapter describes codings of geodesics on the modular surfacesMo andMe, associated
with subgroups of index two and respectively three in Γ(1) = PSL(2,Z). The coding ofMo
translates to the odd and grotesque continued fractions which were introduced by Rieger
[45, 46], while the coding ofMe translates to the even and extended even continued fractions
introduced by Schweiger [48, 49].
We consider the modular surface Mo = Γo\H = pio(H), where Γo is the index two
subgroup of Γ(1) generated by the Mo¨bius transformations S(z) = −1
z+1
and T (z) = z + 2
acting on H, and pio is the quotient map from H onto Γo\H. Equivalently, Γo is generated
by the order three matrices S = ( 0 −11 1 ) and ST
−1 = ( 0 1−1 1 ). The corresponding Dirichlet
fundamental domain with respect to i is the quadrilateral Fo bounded by the geodesic arcs
[0, ω], [ω,∞], [0, ω2] and [ω2,∞], where ω = 1
2
(1+ i
√
3) (see Figure 4.1). The transformation
S fixes ω2 = ω−1 and cyclically permutes the points∞, 0,−1, and respectively i, −1+i
2
,−1+i.
On the other hand ST−1 fixes ω and permutes ∞, 0, 1, and respectively 1, 1+i
2
, 1 + i (see
Figures 4.1 and 4.3). As shown by Lemma 4.7, the point pio(∞) is the only cusp of Mo,
pio(ω) and pio(ω
2) are conic points, while pio(i) is a regular point for Mo since we deal with
a two-fold cover ramified at i which makes the singularity disappear.
The parts of the fundamental region Fo on either side of the imaginary axis are considered
separately. First, we consider the triangle ω2, 0,∞. The union of the images of this triangle
under I, S, and S2 gives the ideal triangle −1, 0,∞. Similarly, the triangle with vertices
ω, 0,∞, under I, ST−1 and (ST−1)2 is the ideal triangle 1, 0,∞. Together, these regions
form the ideal quadrilateral ∆ with vertices −1, 0, 1 and∞. The images of ∆ under Γo form
the standard Farey tessellation.
This is the same tessellation considered by Series [54], but we add a checkerboard coloring,
as shown in Figure 4.2. The triangle −1, 0,∞ is light, while 1, 0,∞ is dark, then continue
in a checkerboard pattern, so that each of the three neighboring Farey cells of a light cell
are dark, and vice versa. We code oriented geodesics by including the shade of the Farey
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ωω
0-1-2 1 2
πo ω
2
πo ω
πo ∞ πo ℤ
πo ⅈ πo ⅈ+ℤ)
Figure 4.1: The fundamental region Fo (shaded) and the modular surface Mo = Γo\H = pio(H)
1/2 2/31/3 3/2 5/34/3-1/2-2/3 -1/3-3/2-5/3 -4/3 0-1-2 1 2
Figure 4.2: The checkered Farey tessellation
cell. Concretely, a light L is denoted by L, a dark L by L, a light R by R, and a dark R by
R. This way, every geodesic in H with irrational endpoints is assigned an infinite two-sided
sequence of symbols L, L, R and R. We also require that a light letter L or R can only be
succeeded and preceded by a dark one, and vice versa.
The coding of geodesics onMo is described by concatenating words of the following type:
(LL)k−1LR, (LL)k−1R, (RR)k−1L, (RR)k−1RL, k ≥ 1. (4.1)
Single letter strings are allowed, we require colors of individual letters to alternate. Thus,
strings of the first and third type must be succeeded by those of the first or second.
Here, we describe the natural extension of the Gauss type odd continued fractions map
(or, by reversing order, of the Gauss type grotesque continued fractions map) as a factor of
a certain explicit cross-section of the geodesic flow on Mo. In particular, this provides a
direct geometric proof for the ergodicity of this map and allows us to recapture the invari-
ant measures for the Gauss type odd continued fractions and grotesque continued fractions
maps. Other applications include a characterization of quadratic surds in terms of their odd
continued fractions expansion and their conjugate grotesque continued fractions expansion,
as well as a tail-equivalence type description of the orbits of the action of Γo on the real line.
We also observe that similar results can be obtained for even continued fractions, using
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the Farey tessellation without coloring and the modular surfaceMe = Θ\H, where Θ denotes
the index three Theta subgroup in Γ(1) generated by the transformations S(z) = −1
z
and
T (z) = z + 2.
4.2 Cutting sequences for geodesics onMo
4.2.1 The group Γo and the modular surface Mo = Γo\H
The fundamental Dirichlet region corresponding to the subgroup Γo of Γ(1) generated by the
Mo¨bius transformations S(z) = −1
z+1
and T (z) = z + 2, with order three generators S and
ST−1, and to the point i is the quadrilateral
Fo = {z ∈ H : |Re z| ≤ 12 , |z − 1| ≥ 1, |z + 1| ≥ 1},
with edges [ω,∞], [0, ω] identified by ST−1 = ( 0 1−1 1 ), and with [0, ω2], [ω2,∞] identified by S.
The resulting quotient spaceMo = pio(H) is homeomorphic to the union of two cones glued
along their basis [0,∞], with vertices corresponding to ω and ω2, cuts along the geodesic
arcs [ω,∞] and [ω2,∞], and a cusp at pio(∞) (see Figure 4.1). As in the regular continued
fraction case, the edges of the Farey tessellation project to the line running from pio(i) to
pio(∞) and back.
Lemma 4.1. The group Γo is an index two subgroup of Γ(1) and it coincides with
Γ :=
{
M ∈ Γ(1) : M ≡
(
1 0
0 1
)
,
(
0 1
1 1
)
or
(
1 1
1 0
)
(mod 2)
}
.
Proof. The generators S and T are contained in the group Γ. Since |SL(2,Z2)| = 6, we
have [Γ(1) : Γ] = 2. Finally, we notice that Fo = F ∪ ( 0 −11 0 )F , where F =
{
z ∈ H : |z| ≥
1, |Re z| ≤ 1
2
} is the standard fundamental domain for Γ(1)\H. This yields [Γ(1) : Γo] = 2
and Γ = Γo.
We also get that ST−1(Fo) ∪ TS−1(Fo) ∪ Fo = ∆o is the quadrilateral with vertices
{−1, 0, 1,∞}. Then, Γo(∆o) gives a two-fold cover of the Farey tessellation. A lift of the
group Γo to GL(2,Z) played an important role in the analysis of the renewal time for odd
continued fractions, pursued by Boca and Vandehey in [12].
We denote by Ao the set of geodesics γ in H with endpoints satisfying
(γ∞, γ−∞) ∈ So :=
(
(1,∞)× (−IG)
) ∪ ((−∞,−1)× IG),
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Figure 4.3: The Farey tessellation in the disk model and the rotations S and ST−1
where IG = (G− 2, G).
Lemma 4.2. Every geodesic γ¯ on Mo lifts to H to a geodesic γ ∈ Ao.
Proof. Without loss of generality, we can take γ¯ to be a positively oriented geodesic arc in
Fo connecting [ω
2,∞] to [ω,∞], [0, ω2] to [ω,∞], [ω2,∞] to [0, ω], or [0, ω2] to [0, ω]. Note
that [0, 1] ⊂ IG. There are four cases to consider. First, γ−∞ < −1 < 1 < γ∞, and an
appropriate 2Z-translation gives γ−∞ ∈ −IG and γ∞ > 1. Second, γ connects the arc [−1, 0]
to [ω,∞], hence −1 < γ−∞ < 0 < 1 < γ∞. Third, we have γ−∞ < −1 < 0 < γ∞ < 1, so γ
is in Ao. Finally, in the fourth case TS−1 maps γ¯ to a geodesic arc connecting [ω + 1,∞]
to [ω,∞], hence γ−∞ > 2 > 0 > γ∞. An appropriate 2Z-translation ensures that γ−∞ ∈ IG
and γ∞ < −1.
4.2.2 Cutting sequences and odd/grotesque continued fraction expansions
As described in the introduction to this Chapter, our coding of geodesics onMo refines the
Series coding. An oriented geodesic γ in H is cut into segments as it crosses triangles in
the Farey tessellation F. Each segment of the geodesic crosses two sides of a triangle in the
tessellation. As in the regular continued fraction case, if the vertex where the two sides meet
is on the left, we label the segment L, if it is on the right we label it R. We use L and R
when the geodesic is in a light cell and L or R for a dark cell. This way, we assign to every
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geodesic in H with irrational endpoints an infinite two-sided sequence of symbols L, L, R
and R, with alternating shades.
Next, we analyze in detail the connection between the grotesque continued fractions
expansion of γ−∞, the odd continued fractions expansion of γ∞, and the strings in (4.1).
As in the regular continued fraction case, we will identify a geodesic γ on H with its
endpoints (γ∞, γ−∞). Thus, for every Mo¨bius transformation ρ¯ leaving So invariant, we still
denote by ρ¯ the map it induces on Ao. To every geodesic γ ∈ Ao we associate the positively
oriented geodesic arc [ξγ, ηγ], where
ξγ :=
γ ∩ [1,∞] if γ∞ > 1,γ ∩ [−1,∞] if γ∞ < −1, ηγ :=
γ ∩ [a1, a1 + 1] if γ∞ > 1,γ ∩ [−a1,−a1 − 1] if γ∞ < −1.
with (a1, 1) = (a1(γ∞), 1(γ∞)). We consider the cross section Xo of the geodesic flow on the
unit tangent bundle T1Mo consisting of elements (ξγ, uγ) with base point ξγ on pio(±1 + iR)
such that the cutting sequence of pio(γ) is broken into segments as in (4.1), and unit vector
uγ pointing along the geodesic. Then ηγ is the base point of the first return of the geodesic
flow to Xo. As in Lemma 3.2, we can identify the vector uγ with its base point ξγ. We define
ρo(ηγ) = ξρo(γ) as in Remark 3.3(ii).
When γ∞ > 1, we write γ∞ = [[(a1, 1); (a2, 2) . . .]]o, γ−∞ = −〈〈(a0, 0)(a−1, −1) . . .〉〉o ∈
−IG. When γ∞ < −1, γ∞ = −[[(a1, 1); (a2, 2) . . .]]o, γ−∞ = 〈〈(a0, 0)(a−1, −1) . . .〉〉o ∈ IG.
Four cases will occur:
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Figure 4.4: Geodesic arcs labeled by the strings ξγ(LL)k−1LRηγ (left) and ξγ(LL)k−1Rηγ (right)
(A) γ∞ ∈ (2k, 2k + 1), 1 = −1, a1 = 2k + 1. The Mo¨bius transformation ρo(x) = 1a1−x
belongs to Γo and
ρo(γ∞, γ−∞) = (ρo(γ∞), ρo(γ−∞))
= ρo
(
[[(a1, 1); (a2, 2)(a3, 3) . . .]]o,−〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o
)
=
(
[[(a2, 2); (a3, 3)(a4, 4) . . .]]o,−〈〈(a1, 1)(a0, 0)(a−1, −1) . . .〉〉o
)
.
(4.2)
In this situation ρo transforms the arc [ξγ, ηγ] of γ connecting the geodesics [1,∞] and
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Figure 4.5: Geodesic arcs labeled by the strings ξγ(RR)k−1RLηγ (left) and ξγ(RR)k−1Lηγ (right)
[a1 − 1, a1] into an arc connecting [0, 1a1−1 ] with [1,∞]. Following the orientation of γ, we
assign the string ξγ(LL)k−1LRηγ to the arc [ξγ, ηγ] (see Figure 4.4).
(B) γ∞ ∈ (2k − 1, 2k), 1 = +1, a1 = 2k − 1. The transformation ρo(x) = 1a1−x belongs
to Γo and
ρo
(
[[(a1, 1);(a2, 2)(a3, 3) . . .]]o,−〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o
)
=
(− [[(a2, 2); (a3, 3)(a4, 4) . . .]]o, 〈〈(a1, 1)(a0, 0)(a−1, −1) . . .〉〉o). (4.3)
In this situation ρo transforms the arc [ξγ, ηγ] of γ connecting the geodesics [1,∞] and
[a1, a1 + 1] into an arc connecting [0,
1
a1−1 ] with [−1,∞]. Following the orientation of γ, to
the arc [ξγ, ηγ] we assign the string ξγ(LL)k−1Rηγ (see Figure 4.4).
(C) γ∞ ∈ (−2k − 1,−2k), 1 = −1, a1 = 2k + 1. The transformation ρo(x) = 1−a1−x
belongs to Γo and
ρo
(− [[(a1, 1);(a2, 2)(a3, 3) . . .]]o, 〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o)
=
(− [[(a2, 2); (a3, 3)(a4, 4) . . .]]o, 〈〈(a1, 1)(a0, 0)(a−1, −1) . . .〉〉o). (4.4)
In this situation ρo transforms the arc [ξγ, ηγ] of the geodesic γ connecting the geodesics
[−1,∞] and [−a1,−a1 + 1] into an arc connecting [ −1a1−1 , 0] with [−1,∞]. Following the
orientation of γ, to the arc [ξγ, ηγ] we assign the string ξγ(RR)k−1RLηγ (see Figure 4.5).
(D) γ∞ ∈ (−2k,−2k + 1), 1 = +1, a1 = 2k − 1. The transformation ρo(x) = 1−a1−x
belongs to Γo and
ρo
(− [[(a1, 1);(a2, 2)(a3, 3) . . .]]o, 〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o)
=
(
[[(a2, 2); (a3, 3)(a4, 4) . . .]]o,−〈〈(a1, e1)(a0, e0)(a−1, e−1) . . .〉〉o
)
.
(4.5)
In this situation ρo transforms the arc [ξγ, ηγ] of the geodesic γ connecting the geodesics
[−1,∞] and [−a1 − 1,−a1] into an arc connecting [ −1a1−1 , 0] with [1,∞]. Following the orien-
tation of γ, to the arc [ξγ, ηγ] we assign the string ξγ(RR)k−1Lηγ (see Figure 4.5).
Summarizing (4.2)-(4.5), we obtain the following general formula for the action of ρo on
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So, where  = +1 in Cases A and B, and  = −1 in Cases C and D:
ρo
(
[[(a1, 1); (a2, 2)(a3, 3) . . .]]o,−〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o)
= (−1)
(
[[(a2, 2); (a3, 3)(a4, 4) . . .]]o,−〈〈(a1, 1)(a0, 0)(a−1, −1) . . .〉〉o
)
.
(4.6)
The inverse is
ρ−1o
(
[[(a1, 1); (a2, 2)(a3, 3) . . .]]o,−〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o)
= (−0)
(
[[(a0, 0); (a1, 1)(a2, 2) . . .]]o,−〈〈(a−1, −1)(a−2, −2)(a−3, −3) . . .〉〉o
)
.
(4.7)
This also gives that ρo reflects across the imaginary axis exactly when 1 = +1, so that ρo
agrees with the transformation ρ from [54] exactly where the regular continued fractions and
odd continued fractions agree. We also get that Cases A and C are followed by A or B, and
Cases B and D are followed by Cases C or D.
We define Ω˜o = [0, 1]× [G− 2, G]× {±1} and T˜o : Ω˜o → Ω˜o by
T˜o(x, y, ) =
(
T¯o(x, y),−1(x)
)
,
with T¯o as in (2.2.4). Note that T˜o is not the same as in Subsection 2.2.5.
Proposition 4.3. The map ρo : So → So is invertible, and the diagram
So ρo //
Jo

So
Jo

Ω˜o
T˜o // Ω˜o
commutes, where Jo : So → Ω˜o is the invertible map defined by
Jo(x, y) := sign(x)(1/x,−y, 1) =
(1/x,−y, 1) if x > 1, y ∈ −IG,(−1/x, y,−1) if x < −1, y ∈ IG.
Proof. Set x = [[(a1, 1); (a2, 2) . . .]]o, y = −〈〈(a0, 0)(a−1, −1) . . .〉〉o with  ∈ {±1} as
above, so that (x, y) ∈ So. Using formulas (4.6) and (4.7), we get that
Joρo(x, y) = Jo
(− 1[[(a2, 2); (a3, 3)(a4, 4) . . .]]o, 1〈〈(a1, 1)(a0, 0)(a−1, −1) . . .〉〉o)
=
(
[[(a2, 2)(a3, 3)(a4, 4) . . .]]o, 〈〈(a1, 1)(a0, 0)(a−1, −1) . . .〉〉o,−0
)
= T˜o
(
[[(a1, 1)(a2, 2)(a3, 3) . . .]]o, 〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o, 
)
= T˜oJo(x, y).
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Corollary 4.4. If α = [[(a1, 1); (a2, 2) . . . (ar, r)]]o > 1, and β = −〈〈((ar, r) . . . (a1, 1)〉〉o ∈
−IG, then
(i) ρro(α, β) = (−1) · · · (−r)(α, β).
(ii) ρ2ro (α, β) = (α, β).
Proof. To check (i), we use Proposition 4.3 and compute
J−10 T˜
r
o J0(α, β) = J
−1
0 T˜
r
o (1/α,−β, 1) = J−10
(
1/α,−β, (−1) · · · (−r)
)
= (−1) · · · (−r)(α, β).
(ii) We consider the case (−1) · · · (−r) = −1, when we use Proposition 4.3 and
J−1o T˜
r
o Jo(−α,−β) = J−1o T˜ ro (1/α,−β,−1) = J−1o
(
1/α,−β,−(−1) · · · (−r)
)
= J−1o (1/α,−β, 1) = (α, β).
Finally, we notice the equality
T¯−1o (u, v) =
(
− sign(v)
ρo(1/u)
, sign(v)ρo(−v)
)
, ∀(u, v) ∈ Ωo ∩ (R \Q)2. (4.8)
4.3 Connection with cutting sequence and regular continued
fractions
In this section, we review the cutting sequence corresponding to the regular continued frac-
tion expansions of γ∞ and γ−∞ given in Section 3.2. As a reminder, the regular continued
fraction expansion endpoints (γ∞, γ−∞) ∈ S = ± ([−1, 0)× [1,∞)) . We define ρ(γ∞, γ−∞) =
( 1
n1−γ∞ ,
1
n1−γ−∞ ), where  = sign(γ∞), n1 = bγ∞c. We also have that ρ(yγ) = xρ(γ), where
we use xγ and yγ instead of ξγ and ηγ when referring to the regular continued fractions.
Theorem 3.5 states that for γ∞ ≥ 1,−1 ≤ γ−∞ < 0, we find that γ has cutting se-
quence . . . Rn−3Ln−2Rn0xγL
n1yγR
n2 . . . , and endpoints γ∞ = [n1;n2, n3, . . . ], and γ−∞ =
−[0;n0, n−1, n−2, . . . ]. Another way to translate the cutting sequence of a geodesic is to say
that the first digit of the regular continued fraction expansion of γ∞ corresponds to the string
between xγ and yγ, the second digit corresponds to the string between xρ(γ) and yρ(γ), and
the kth digit corresponds to the string between xρk−1(γ) and yρk−1(γ). We know from Theorem
3.5 that Ln or Rn give the digit n. Similarly, the first digit of the regular continued fraction
expansion of γ−∞ corresponds to the string between xρ−1(γ) and yρ−1(γ), and the kth digit
corresponds to the string between xρ−k(γ) and yρ−k(γ).
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We can use ρo similarly to find the odd continued fraction expansion of γ∞ and grotesque
continued fraction expansion of γ−∞. That is, the kth digit of the odd continued fraction of
γ∞ corresponds to the string between ξρk−1o (γ) and ηρk−1o (γ), and the k
th digit of the grotesque
continued fraction expansion of γ−∞ corresponds to the string between ξρ−ko (γ) and ηρ−ko (γ).
We now have that (LL)k−1LR and (RR)k−1RL give the digit (2k + 1,−1) and (LL)k−1R
and (RR)k−1L give the digit (2k − 1,+1) for k ≥ 1.
4.3.1 Odd continued fractions
This section will further explore the connection between the cutting sequences of the regular
continued fractions and the odd continued fractions.
In Cases A and B from Section 4.2.2, we get the cutting sequence . . . xLn1Rn2Ln3 . . . with
regular continued fraction expansion [n1;n2, n3, . . . ]. Without coloring, this corresponds
to . . . LξγL
n1−1Rn2Ln3ηγ . . . . We have two cases to consider for the first digit of the odd
continued fraction expansion.
(A) n1 = 2k is even, and γ∞ ∈ (2k, 2k + 1). This gives . . . ξγ(LL)k−1LRηγ as the cutting
sequence, and we get (2k + 1,−1) = (a1, 1). The next digit is represented by LnR for
n ≥ 0. When n2 > 1, the next digit is L0R, corresponding to (1,+1). This gives the
cutting sequence . . . ξγ(LL)k−1LRηγR . . . . This corresponds to
2k +
1
n2 + z
= 2k + 1− 1
1 +
1
n2 − 1 + z
.
When n2 = 1, we proceed with . . . ξγ(LL)k−1LRηγL . . . . This corresponds to
2k +
1
1 + 1
n3+z
= 2k + 1 +
−1
n3 + 1 + z
.
These equalities correspond to the singularization and insertion algorithm introduced
by Kraaikamp in [29] and explicitly computed for the odd continued fractions in
Masarotto’s master’s thesis [35] (see also [23]). This algorithm is based on the identity
a+

1 + 1
b+z
= a+ +
−
b+ 1 + z
where  ∈ {±1}.
(B) n1 = 2k − 1 is odd, and γ∞ ∈ (2k − 1, 2k). This gives . . . ξγ(LL)k−1Rηγ as the cutting
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sequence, and we get (2k − 1,+1) = (a1, 1). The next digit is represented by RnL,
where n ≥ 0. If n2 = 1, we have . . . ξγ(LL)k−1RηγL . . . , and the next digit corresponds
to R0L, which gives (1,+1).
Strings starting with R are treating similarly, with (RR)k−1L corresponding to (2k− 1,+1)
and (RR)k−1RL to (2k + 1,−1).
Geodesics of type C and D can be classified similarly. In this case, we get the cutting
sequence . . . xRn1Ln2Rn3 . . ., where γ∞ = −[n1;n2, n3, . . .]. This gives, without coloring, the
cutting sequence . . . RξγR
n1−1Ln2Rn3 . . ., and we interpret the strings in the same way as
above. Thus, we find that Cases A and C are followed by A or B, and Cases B and D are
followed by Cases C or D as in Section 4.2.2.
4.3.2 Grotesque continued fractions
We consider Cases A, B, C, and D similar to those above. To stay consistent with how we
normally read, we say that the string ends in the letter on the right. The preceding string
is the string to the left of the one we are considering.
(A) γ∞ > 1, γ−∞ ∈ (0, 2−G), and 0 = −1. We get the cutting sequence . . . (LL)k−1LRξγ . . .
and (a0, e0) = (2k+ 1,−1) as in Figure 4.4. The preceding string must end in R or L,
as in Case A or B.
(B) γ∞ > 1, γ−∞ ∈ (−G, 0), and 0 = +1. We get the cutting sequence . . . (RR)k−1Lξγ . . .
and (a0, e0) = (2k − 1,+1). Note that we cannot have a0 = 1. The preceding string
must end in R or L, as in Case C or D.
(C) γ∞ < −1, γ−∞ ∈ (G−2, 0), and 0 = −1. We get the cutting sequence . . . (RR)k−1RLξγ . . .
and (a0, e0) = (2k + 1,−1) as in the image on the left of Figure 4.5. The preceding
string must end in R or L, as in Case C or D.
(D) γ∞ < −1, γ−∞ ∈ (0, G), and 0 = +1. We get the cutting sequence . . . (LL)k−1Rξγ . . .
and (a0, e0) = (2k − 1,+1) as in the image on the right of Figure 4.5. The preceding
string must end in R or L, as in Case A or B.
To illustrate the difference between odd and grotesque continued fraction expansions,
we consider two example strings. First, note that for Case C, we have the regular con-
tinued fractions cutting sequence . . . Ln−2Rn−1Ln0xR . . . for the regular continued fractions
[n0, n−1, n−2, . . .], where x = γ ∩ [0,∞]. If we ignore coloring, this corresponds to the string
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. . . Ln−2Rn−1Ln0−1Rξγ . . .. We compare the grotesque continued fractions expansions for
[2, 1, 2, . . .] and [2, 2, 2, . . .], as well as the odd continued fractions expansion of [2; 2, 2, . . .].
In the first case, we have the string . . .RLLRLLRξγ . . .. Following the above rules, we
get the grouping . . .RL(LR)(LLR)ξγ . . ., and
[2, 1, 2, . . .] = 〈〈(3,+1)(3,−1) . . .〉〉o.
In the second case, we have . . .RLLRRLLRξγ . . ., and
[2, 2, 2, . . .] = 〈〈(1,+1)(1,+1)(3,−1) . . .〉〉o.
We need to change the grouping for the first digit to make the second digit an allowable
string, since R must be preceded by (LL)k−1L. Thus, we get . . .RLLR(RL)(L)(R)ξγ . . .,
where the final grouping is determined based on whether the previous letter is L or R.
Finally, we contrast this with the regular continued fraction 1
γ−∞
= [2; 2, 2, . . .]. The
corresponding cutting sequence . . . ξγ(LR)(R)(L)LR . . . gives the odd continued fractions.
We can see the connection between the regular continued fractions, grotesque continued
fractions, and odd continued fractions by noting that
2 +
1
2 + z
= 1 +
1
1− 1
3 + z
= 3− 1
1 +
1
1 + z
.
4.4 Some applications
4.4.1 Invariant measures
Section 4.2 provides a cross-section Xo for the geodesic flow on T1Mo. Proposition 4.3 shows
that the first return map of the geodesic flow to Xo corresponds to the transformation T˜o on
Ω˜o.
As in [54], it is convenient to express every u ∈ T1H in coordinates (α, β, t) given by
the endpoints α, β of the geodesic γ(u) through u and the distance t from the midpoint of
γ(u) to u. It is possible to transform the usual measure Haar measure dxdydt
y2
on H × S1 ∼=
T1H ∼= PSL(2,R) to dαdβdt(α−β)2 . Section 4.2 shows that So and Xo are naturally identified, up to
a null-set, by mapping γ ∈ Ao with irrational endpoints (γ∞, γ−∞) ∈ So to (ξγ, uγ) ∈ T1Mo
associated to the geodesic pio(γ) in the definition of Xo in Subsection 4.2.2. The first return
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map to Xo is subsequently identified with ρo, acting on So with corresponding invariant
measure dµ = dαdβ
(α−β)2 . We define pi, pi1, pi2 on Ω˜o by pi(x, y, ) = (x, y), pi1(x, y, ) = x, and
pi2(x, y, ) = y. The push-forward of µ under pi◦Jo provides a T¯o-invariant measure µ¯o on Ωo.
The push-forward of µ under pi1 ◦ Jo provides a To-invariant measure µo on (0, 1). Finally,
the push-forward of µ under pi2 ◦ Jo provides a τo-invariant measure νo on IG. For every
rectangle E = [a, b]× [c, d] ⊂ Ωo, we have
(pi ◦ Jo)−1(E) = [b−1, a−1]× [−d,−c] ∪ [−a−1,−b−1]× [c, d] and
µ¯o(E) =
∫ 1/a
1/b
∫ −c
−d
dα dβ
(α− β)2 +
∫ −1/b
−1/a
∫ d
c
dα dβ
(α− β)2 = 2
∫∫
E
dx dy
(1 + xy)2
,
showing that dµ¯o =
dxdy
(1+xy)2
is a finite T¯o-invariant measure. Using
1
G
= G−1 and 1
2−G = G+1,
we see that for every interval [a, b] ⊂ (0, 1),
µo([a, b]) = µ¯o
(
[1/b, 1/a]× (−IG) ∪ [−1/a,−1/b]× IG
)
=
∫ 1/a
1/b
∫ 2−G
−G
dα dβ
(α− β)2 +
∫ −1/b
−1/a
∫ G
G−2
dα dβ
(α− β)2
=
∫ b
a
∫ 2−G
−G
1
u2
· du dv
(1/u− v)2 +
∫ b
a
∫ G
G−2
1
u2
· du dv
(−1/u− v)2
= 2
∫ b
a
(
1
u+G− 1 −
1
u−G− 1
)
du.
This gives that dµo = (
1
u+G−1 − 1u−G−1)du is a finite To-invariant measure. Finally, for every
interval [c, d] ⊂ IG we have
νo([c, d]) = µ¯o
(
[1,∞)× [−d,−c] ∪ (−∞,−1]× [c, d])
=
∫ ∞
1
∫ −c
−d
dα dβ
(α− β)2 +
∫ −1
−∞
∫ d
c
dα dβ
(α− β)2 = 2
∫ 1
0
∫ d
c
1
u2
· du dv
(1/u+ v)2
= 2
∫ d
c
dv
1 + v
,
showing that νo =
dv
1+v
is a finite τo-invariant measure.
4.4.2 Quadratic surds and their conjugates
Proposition 4.5. A real number α > 1 has a purely periodic odd continued fraction expan-
sion if and only if α is a quadratic surd with −G < α¯ < 2−G. Furthermore, if
α = [[ (a1, 1); (a2, 2) . . . (ar, r) ]]o, (4.9)
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then
α¯ = −〈〈 (ar, r) . . . (a1, 1) 〉〉o. (4.10)
Proof. In one direction, suppose that α is given by (4.9). Consider the geodesic γ ∈ Ao with
endpoints at γ∞ = α and γ−∞ = β = −〈〈 (ar, r) . . . (a1, 1) 〉〉o ∈ −IG. Corollary 4.4 shows
that the geodesic γ is fixed by ρ2ro , so it is fixed by some M ∈ Γo, M 6= I. Hence both α and
β are fixed by M ; in particular, β = α¯.
In the opposite direction, suppose that Aα2 + Bα + C = 0 with gcd(A,B,C) = 1,
A ≥ 1, and α¯ ∈ −IG. The quadratic surds α, α¯, −α, −α = −α¯, and Mα = aα+bcα+d with
M ∈ Γo have the same discriminant. From α − α¯ =
√
∆
A
> G − 1 and −2AG < 2Aα¯ =
−B−√∆ < 2A(2−G), we infer that the number of quadratic surds α with fixed discriminant
∆ = B2 − 4AC and satisfying these restrictions must be finite. Employing equality (4.8),
it follows that both components of T¯ ko (
1
α
,−α¯) are quadratic surds with discriminant ∆ for
every k ≥ 0. Since they satisfy the same kind of restrictions as α above, there exist k, k′ ≥ 0,
k 6= k′ such that T¯ ko ( 1α ,−α¯) = T¯ k
′
o (
1
α
,−α¯). The map T¯o is invertible, hence there exists r ≥ 1
such that T¯ ro (
1
α
,−α¯) = ( 1
α
,−α¯), showing that α must be of the form (4.9) and α¯ of the form
(4.10).
4.4.3 Action of Γo on the real line and continued fractions
Define the m-tail of an irrational number α = [[(a1, 1); (a2, 2) . . .]]o > 1 by
tm(α) := (−1) · · · (−m)[[(am+1, m+1)(am+2, m+2) . . .]]o.
Proposition 4.6. Two irrationals α, β > 1 are Γo-equivalent if and only if there exist r, s ≥ 0
such that
tr(α) = ts(β). (4.11)
Proof. The proof follows closely the outline of statement 3.3.3 in [54]. In one direction, if
(4.11) holds, then α and β are Γo-equivalent because −a1 − 1α = t1(α).
Conversely, suppose that gα = β for some g ∈ Γo. Fix δ ∈ −IG and consider the
geodesics γ, γ′ ∈ Ao with γ−∞ = γ′−∞ = δ, γ∞ = α and γ′∞ = β. Their cutting sequences are
. . . ξγA1A2 . . . and respectively . . . ξγB1B2 . . . with Ai, Bi strings of type A, B, C or D. The
geodesics γ′′ = gγ and γ′ have the same endpoint β. Since their Γ(1)-cutting sequences in L
and R coincide (cf. [54, Lemma 3.3.1]), their cutting sequences also coincide, implying that
the cutting sequence of γ′′ is of the form ξγ′′ . . . BkBk+1 . . . for some k ≥ 1. As γ and γ′′ are
Γo-equivalent geodesics, their cutting sequences (after equivalent initial points) will coincide,
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implying that the cutting sequences of γ and γ′ are of the form . . . ξγA1 . . . ArD1D2 . . . and
respectively . . . ξγB1 . . . BsD1D2 . . .. Upon (4.6) this implies (4.11).
Any two rational numbers are Γo-equivalent, since
Lemma 4.7. Γo∞ = Q.
Proof. To show that for every pair of coprime integers (a, c) there exists M = ( a bc d ) ∈ Γo, let
b′, d′ ∈ Z such that ad′− b′c = 1. Taking b = b′+Ka, d = d′+Kc, with K to be determined
such that M ∈ Γo we still have ad− bc = 1.
When a and c are odd, there exists K such that b′+Ka is odd. Hence b is odd, d is even,
and M ≡ ( 1 11 0 ) (mod 2). When a is odd and c is even, d′ must be odd and d = d′ + Kc
is odd for every K. Since a is odd, there is K such that b = b′ + Ka is even, showing that
in this case M ≡ ( 1 00 1 ) (mod 2). Finally, when a is even and c is odd, b′ must be odd and
b = b′+Ka is odd for every K. Since c is odd, there is K such that d = d′+Kc is odd, and
so M ≡ ( 0 11 1 ) (mod 2).
The problem of characterizing Γo-equivalence classes for a broad class of subgroups of
Γ(1) has been recently investigated, with a different approach, in [43].
Proposition 4.8. The odd continued fractions expansion of an irrational α is eventually
periodic if and only if α is a quadratic surd.
Proof. If the odd continued fractions tail of α is eventually periodic, then there exists g ∈ Γo
and  ∈ {±1} such that gα = [[(a1, 1) . . . (ar, r)]]o. Proposition 4.5 gives that gα is a
quadratic surd, hence α is a quadratic surd.
Conversely, assume that α is a quadratic surd and γ is the geodesic connecting α to its
conjugate root α. Let g ∈ Γo such that the geodesic gγ is a lift of pio(γ) to H with gγ ∈ Ao.
We can assume that gα > 1, reversing α and α if necessary. Proposition 4.5 shows that gα
has purely periodic odd continued fractions expansion, and Proposition 4.6 shows that the
odd continued fractions expansion of α is eventually periodic.
Proposition 4.8 is known in more general situations, for instance it holds for all so called
D-continued fractions (see, e.g., [35, 42]).
4.4.4 Closed geodesics on Mo
Employing Proposition 4.6 and standard arguments, one can prove
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Figure 4.6: The geodesic arc [ξ, η] between consecutive return points in So
Proposition 4.9. A geodesic γ¯ on Mo is closed if and only if it has a lift γ ∈ Ao with
purely periodic endpoints
γ∞ = [[(a1, 1); (a2, 2) . . . (ar, r)]]o and γ−∞ = −〈〈(ar, r) . . . (a2, 2)(a1, 1)〉〉o
for some  ∈ {±1} and (−1) · · · (−r) = 1.
4.4.5 The roof function and length of closed geodesics on Mo
Our construction describes the geodesic flow on T1Mo as a suspension flow over the measure
preserving transformation (Ω˜o, T˜o, µ˜o) identified with (So, ρo, dαdβ(α−β)2 ). The roof function is
given by the hyperbolic distance between two consecutive return points to So:
ro(ξγ) = d(ξγ, ηγ),
with ξγ, ηγ ∈ H as in Subsection 4.2.2. The points ξγ and ηγ can also be identified with
elements in T1Mo and represent two consecutive changes in type for the cutting sequence
of the geodesic γ. It is convenient to replace the geodesic arc [ξγ, ηγ] with [ξ, η], where
ξ = ρo(ξγ), η = ρo(ηγ). Considering γ± = ρo(γ±∞), we employ as in [54] the formula
d(ξγ, ηγ) = d(ξ, η) = log
∣∣∣∣γ− − ηγ− − ξ · γ+ − ξγ+ − η
∣∣∣∣
(for a proof, see [25, Theorem 1.2.5]).
Assume first that γ is in Case A, which means ρo(x) =
1
a1−x and ξ = x + iy = [0, β] ∩
[γ−, γ+], where β = 1a1−1 and η = [1,∞]∩ [γ−, γ+]. We consider the Euclidean right triangles
with vertices {γ−, η, γ+} and {γ−, ξ, γ+}. In the first case, we have that the triangles with
vertices {γ−, η, γ+}, {γ−, 1, η}, and {η, 1, γ+} are all similar right triangles. We can do the
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same trick with {γ−, ξ, γ+} to get:
|γ− − η|
|γ+ − η| =
√
1− γ−
γ+ − 1 and
|γ+ − ξ|
|γ− − ξ| =
√
γ+ − x
x− γ− .
The equalities |x+ iy − β
2
| = β
2
and |x+ iy − 1
2
(γ− + γ+)| = 12(γ+ − γ−) lead to
x = Re ξ =
γ−γ+
γ− + γ+ − β ,
and thus
dA(ξγ, ηγ) =
1
2
log
(
γ+ − x
γ+ − 1 ·
γ− − 1
γ− − x
)
=
1
2
log
(
γ2+(β
−1 − γ−1+ )
γ+ − 1 ·
γ− − 1
γ2−(β−1 − γ−1− )
)
.
Employing 1
β
− ρo(x) = x− 1, we gather
dA(ξγ, ηγ) =
1
2
log
(
FA(γ∞)
FA(γ−∞)
)
, where FA(x) = ρo(x)
2 x− 1
ρo(x)− 1 .
Similar computations in each of the Cases B, C, D provide
FB(x) = ρo(x)
2 x− 1
ρo(x) + 1
, FC(x) = ρo(x)
2 x+ 1
ρo(x) + 1
, FD(x) = ρo(x)
2 x+ 1
ρo(x)− 1 ,
and actually we get the general formula
d(ξγ, ηγ) =
1
2
log
(
F (γ∞)
F (γ−∞)
)
with F (x) = Fγ(x) = ρo(x)
2 x− sign(γ∞)
ρ0(x)− sign(ρo(γ∞)) . (4.12)
If (α, β) ∈ So, then there exists  ∈ {±1} such that (α, β) = (α′, β′) with
α′ = [[(a1, 1); (a2, 2) . . .]]o > 1, β′ = −〈〈(a0, 0)(a−1, −1) . . .〉〉o ∈ −IG.
Equations (4.12) and (4.6) then provide
F (α) = ρo(α)
2(−1) [[(a1, 1); (a2, 2)(a3, 3) . . .]]o − 1
[[(a2, 2); (a3, 3)(a4, 4) . . .]]o − 1 = ρo(α)
2F+(α),
F (β) = ρo(β)
2(−1) 〈〈(a0, 0)(a−1, −1)(a−2, −2) . . .〉〉o + 1〈〈(a1, 1)(a0, 0)(a−1, −1) . . .〉〉o + 1 = ρo(β)
2F−(β).
(4.13)
When γ¯ is a closed geodesic onMo with endpoints as in Proposition 4.9, the contribution
of each of the factors F+ and F− to the length of γ¯ is one. Using (an+r, n+r) = (an, n), we
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find
length(γ¯) = log
( r∏
k=1
[[(ak+1, k+1); (ak+2, k+2) . . . (ak+r, k+r)]]
2
o
〈〈(ak, k)(ak−1, k−1) . . . (ak+r−1, k+r−1)〉〉2o
)
= log
(
(ρro)
′(γ∞)
(ρro)
′(γ−∞)
)
.
(4.14)
4.5 Geodesic coding and even continued fractions
4.5.1 The group Θ and the modular surface Me = Θ\H
The Theta group
Θ :=
{
M ∈ Γ(1) : M ≡ I2 or
(
0 1
1 0
)
(mod 2)
}
,
is the index three subgroup of Γ(1) generated by S = ( 0 −11 0 ) and T = (
1 2
0 1 ). The image
of the left half of the standard Dirichlet region {|Re z| ≤ 1, |z| ≥ 1} of Θ\H under the
transformation S coincides with the region {Re z ≥ 0, |z| ≤ 1, |z − 1
2
| ≥ 1
2
}. This gives
the standard Farey cell Fe = {0 ≤ Re z ≤ 1, |z − 12 | ≥ 12} as a fundamental domain for
Me = Θ\H = pie(H). We find that Me is homeomorphic to a sphere with a conic point at
pie(i) and cusps at pie(∞) and pie(1). The group Θ splits the rationals in two equivalence
classes:
Lemma 4.10. Θ∞ = {m
n
∈ Q : m or n is even} and Θ1 = {m
n
∈ Q : m and n are odd}.
Proof. Let a, c be two coprime integers, fix b′, d′ integers such that ad′ − b′c = 1, and take
b = b′ + Ka and d′ = d + Kc with integer K to be determined such that M = ( a bc d ) ∈ Θ.
When a is odd and c even, it follows that d is odd. Since a is odd, there is K such that
b = b′ + Ka is even, and so M ≡ ( 1 00 1 ) (mod 2). When a is even and c is odd, d must be
odd. Since c is odd, there is K such that d = d′ +Kc is even, and so M ≡ ( 0 11 0 ) (mod 2).
For the second part, let m,n be two odd coprime integers and show that there exists
M = ( a m−ac n−c ) ∈ Θ. Since m and n are coprime, there are integers a, c such that na−mc = 1.
Since a and c cannot be odd simultaneously, one of them must be even and the other one
odd. When a is even and c odd, m− a is odd, n− c is even, and M ≡ ( 0 11 0 ) ∈ Θ. When a
is odd and c is even, m− a is even, n− c is odd, and M ≡ ( 1 00 1 ) ∈ Θ.
The edges of the Farey tessellation project to the line running from pie(1) to pie(∞). Bauer
and Lopes [7] realized the even continued fractions natural extension T¯e as a section of the
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billiard flow on Me. Here, we describe an extension of T¯e as a section of the geodesic flow
on T1Me.
The coding of geodesics on Θ\H is analogous to the coding for Γ\H described in Sections
4.2 and 4.3. However, in this case we do not use a checkerboard coloring. Here Ae is the set
of geodesics in H with endpoints
(γ∞, γ−∞) ∈ Se :=
(
(−∞,−1) ∪ (1,∞))× (−1, 1).
Lemma 4.11. Every geodesic γ¯ on Me lifts to H to a geodesic γ ∈ Ae.
Proof. Without loss of generality, we can take γ¯ to be a positively oriented geodesic arc
in Fe connecting [−1, 1] to [−1,∞] or [−1, 1] to [1,∞]. In the first case, γ∞ < −1 and
−1 < γ−∞ < 1. In the second case, γ∞ > 1 and −1 < γ−∞ < 1. Both of these are in Ae.
As in the regular and odd continued fraction cases, we will identify a geodesic by its
endpoints. Thus, for every Mo¨bius transformation ρ¯ leaving Se invariant, we still denote by
ρ¯ the map it induces on Ae. To every geodesic γ ∈ Ae we associate the positively oriented
geodesic arc [ξγ, ηγ], where ξγ and ηγ are defined by
ξγ =
γ ∩ [1,∞] if γ∞ > 1,γ ∩ [−1,∞] if γ∞ < −1, ηγ =
γ ∩ [a1, a1 + 1] if γ∞ > 1,γ ∩ [−a1,−a1 − 1] if γ∞ < −1,
as in the odd continued fraction case.
Let Xe be the set of elements (ξγ, uγ) ∈ T1Me with base point ξγ on the line pie(±1 + iR)
and unit tangent vector uγ pointing along pie(γ) such that pie(ηγ) gives the base point of
the first return of pie(γ) to Xe. The base point ξγ breaks the cutting sequence of pie(γ) into
strings L2k−2R,L2k−1R,R2k−2L,R2k−1L that are concatenated according to the rules that
will be described in Section 4.5.2. As in Lemma 3.2, we can identify the vector with its base
point.
As in Subsection 4.2.2 four cases can occur, depicted in Figures 4.7 and 4.8. Again, we
consider Cases A, B, C, and D. Here, Case A corresponds to γ∞ ∈ (2k− 1, 2k) and 1 = −1,
Case B to γ∞ ∈ (2k, 2k+ 1) and 1 = +1, Case C to γ∞ ∈ (−2k,−2k+ 1) and 1 = −1, and
Case D to γ∞ ∈ (−2k − 1,−2k) and 1 = +1.
In Cases A and B, we write γ∞ = [[(a1, 1); (a2, 2) . . .]]e and γ−∞ = −〈〈(a0, 0)(a−1, −1) . . .〉〉e.
For C and D, we write γ∞ = −[[(a1, 1); (a2, 2) . . .]]e and γ−∞ = 〈〈(a0, 0)(a−1, −1) . . .〉〉e.
When γ∞ > 1, the Mo¨bius transformation ρe(x) = 1a1−x belongs to Θ and
ρe(γ−∞) = 1〈〈(a1, 1)(a0, 0) . . .〉〉e ∈ (0, 1), ρe(γ∞) = (−1)[[(a2, 2); (a3, 3) . . .]]e.
50
-1 10 e(-∞) 2 2k-2 a1=2k2k-1 ∞-∞
ξγ
ηγ
ρe(ηγ ξρe (γ 



 
-1 10 e(-∞) 2-2 2k+1a1=2k ∞-∞
ξγ
ηγ
ρe(ηγ ξρe (γ 



 
Figure 4.7: ECF Cases A (γ∞ > 1, 1 = −1, ξγL2k−2Rηγ) and B (γ∞ > 1, 1 = +1, ξγL2k−1Rηγ)
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Figure 4.8: ECF Cases C (γ∞ < −1, 1 = −1, ξγR2k−2Lηγ) and D (γ∞ < −1, 1 = +1, ξγR2k−1Lηγ)
When γ∞ < −1 and the transformation ρe(x) = 1−a1−x belongs to Θ and
ρe(γ−∞) = −1〈〈(a1, 1)(a0, 0) . . .〉〉e ∈ (−1, 0), ρe(γ∞) = 1[[(a2, 2); (a3, 3) . . .]]e.
In all cases, we have the following general formula for the action of ρe on Se, where  = +1
in Cases A and B, and  = −1 in Cases C and D:
ρe
(
[[(a1, 1); (a2, 2) . . .]]e,−〈〈(a0, 0)(a−1, −1) . . .〉〉e)
= −1
(
[[(a2, 2); (a3, 3) . . .]]e,−〈〈(a1, 1)(a0, 0) . . .〉〉e
)
.
(4.15)
Again, we get that when 1 = +1, ρe(γ∞) and γ∞ are on opposite sides of the imaginary
axis, and ρe agrees with the transformation ρ for the regular continued fractions in [54]. As
in the odd continued fractions case, this is exactly where the regular continued fractions and
even continued fractions agree, Cases A and C are followed by A or B, and Cases B and D
are followed by Cases C or D.
We define Ω˜e = [0, 1]× [−1, 1]× {±1} and T˜e : Ω˜e → Ω˜e by
T˜e(x, y, ) =
(
T¯e(x, y),−1(x)
)
,
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with T¯e as in equality (2.9). The map Je : Se → Ω˜e, Je(x, y) = sign(x)( 1x ,−y, 1) is invertible.
Direct verification reveals the equality
JeρeJ
−1
e = T˜e. (4.16)
As in Subsection 4.4.1, the push-forwards of the measure dαdβ
(α−β)2 on Se under the maps
pi ◦ Je, pi1 ◦ Je, and pi2 ◦ Je are T¯e-invariant, Te-invariant, and respectively τe-invariant. For
intervals [a, b] ⊂ (0, 1), [c, d] ⊂ (−1, 1) and E = [a, b]× [c, d], we find
µ¯e(E) = 2
∫∫
E
dxdy
(1 + xy)2
, νe([c, d]) = 2
∫ d
c
dv
1 + v
,
µe([a, b]) =
∫ 1/a
1/b
∫ 1
−1
dαdβ
(α− β)2 +
∫ −1/b
−1/a
∫ 1
−1
dαdβ
(α− β)2 =
∫ b
a
( 1
1 + u
+
1
1− u
)
du,
which coincide with the invariant measures found in [49].
4.5.2 Connection with cutting sequence
As in Section 4.3, we connect the action of ρe with the cutting sequence associated to γ.
We use the same coding as in [54] and in Subsection 4.2.2, but do not use the checkerboard
coding.
We can use ρe similarly to find the even continued fraction expansion of γ∞ and extended
even continued fraction expansion of γ−∞. That is, the kth digit of the even continued
fraction of γ∞ corresponds to the string between ξρk−1e (γ) and ηρk−1e (γ), and the k
th digit of the
extended even continued fraction expansion of γ−∞ corresponds to the string between ξρ−ke (γ)
and ηρ−ke (γ). We now have that L
2k−2R and R2k−2L give the digit (2k,−1) and L2k−1R and
R2k−1L give the digit (2k,+1) for k ≥ 1.
As before, Cases A and B give the cutting sequence . . . xLn1Rn2Ln3 . . ., where x indicates
γ ∩ [0,∞] and [n1;n2, n3 . . .] is the regular continued fractions expansion of γ∞. This again
corresponds to . . . LξγL
n1−1Rn2Ln3 . . .. We have two cases to consider for the first digit of
the even continued fractions expansion.
(A) n1 = 2k−1 is odd, and γ∞ ∈ (2k−1, 2k). This gives the cutting sequence . . . ξγL2k−2Rηγ
and we get (2k,−1) = (a1, 1). The next digit is LnR. In the case n2 > 1, the next digit
is L0R, corresponding to (2,−1). This corresponds to the insertion and singularization
algorithm for even continued fractions described by Kraaikamp and Lopes in [31], as
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follows:
2k − 1 + 1
1 +
1
n3 + . . .
= [[(2k,−1); (n3 + 1,+1) . . .]]e,
2k − 1 + 1
n2 + . . .
= [[(2k,−1); (2,−1)n2−1(n3 + 1,+1) . . .]]e if n2 > 1,
where (2,−1)t means the digit (2,−1) t-times.
(B) n1 = 2k is even, and γ∞ ∈ (2k, 2k+ 1). This gives the cutting sequence . . . ξγL2k−1Rηγ,
and we get (2k,+1) = (a1, 1). The next digit is represented by R
nL. In the first case,
we needed to consider what happened when n2 > 1, here we need to look at n2 = 1.
Then, we have . . . ξγL
2k−1RηγLn3 . . . , and the next digit corresponds to R0L, which is
again (2,−1).
Strings starting with R are treating similarly, with the roles of L and R switched.
Cases C and D are classified similarly, with roles of L and R exchanged. In this case, we
get the cutting sequence . . . ξγR
n1−1LηγLn2−1Rn3 . . . , where γ∞ = −[n1;n2, n3, . . .].
4.5.3 Extended even continued fractions
For the end point γ−∞, we must consider the extended even continued fractions. While
odd and grotesque continued fraction expansions differ from each other, the extended even
continued fractions give the same expansion as the even continued fractions.
We consider Cases A, B, C, and D similar to the grotesque continued fraction case.
(A) γ∞ > 1, γ−∞ ∈ (0, 1), and 0 = −1 gives the cutting sequence . . . L2k−2Rξγ . . . and
(a0, 0) = (2k,−1).
(B) γ∞ > 1, γ−∞ ∈ (−1, 0), and 0 = +1 gives the cutting sequence . . . R2k−1Lξγ . . . and
(a0, 0) = (2k,+1).
(C) γ∞ < −1, γ−∞ ∈ (0, 1), and 0 = +1 gives the cutting sequence . . . L2k−1Rξγ . . . and
(a0, 0) = (2k,+1).
(D) γ∞ < −1, γ−∞ ∈ (−1, 0), and 0 = −1 gives the cutting sequence . . . R2k−2Lξγ . . . and
(a0, 0) = (2k,−1).
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That is, we interpret the strings the same way as in the even continued fractions. However,
strings of type A and C must be preceded by those of type A or B, and strings of type B and
D must be preceded by C or D. This is similar to the restrictions on the grotesque continued
fraction from Section 4.3.2.
4.5.4 Applications to even continued fractions
The analogues of Propositions 4.5, 4.6, 4.8 and 4.9 come from changing the subscript o to e,
since the same equalities hold.
Proposition 4.12. (i) A real number α > 1 has a purely periodic even continued fractions
expansion if and only if α is a quadratic surd with −1 < α¯ < 1. Furthermore, if
α = [[ (a1, 1); (a2, 2) . . . (ar, r) ]]e,
then
α¯ = −〈〈 (ar, r) . . . (a1, 1) 〉〉e.
(ii) Two irrational numbers α, β > 1 are Θ-equivalent if and only if there are r, s ≥ 0
such that
tr(α) = ts(β), (4.17)
where
tm
(
[[(a1, 1); (a2, 2) . . .]]e
)
:= (−1) · · · (−m)[[(am+1, m+1); (am+2, m+2) . . .]]e.
(iii) The even continued fractions expansion of an irrational α is eventually periodic if
and only if α is a quadratic surd.
(iv) A geodesic γ¯ on Me is closed if and only if it has a lift γ ∈ Ae with purely periodic
endpoints
γ∞ = [[(a1, e1); (a2, 2) . . . (ar, r)]]e and γ−∞ = −〈〈(ar, r) . . . (a2, 2)(a1, 1)〉〉e (4.18)
for some  ∈ {±1} and (−1) · · · (−r) = 1.
The second point should be compared with the statement of Theorem 1 in [31]. Note
that the definition of the tail tn(x) in [31, Eq. (1.3)] should be changed to
tn(x) = (−e1) · · · (−en)[0; en+1/an+1, en+2/an+2, . . .]
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for that statement to hold.
Analogous formulas for the roof function and for the length of a closed geodesic also
hold, as in (4.12) and (4.13). Since 〈〈(b0, 0)(b1, 1) . . .〉〉−1e = 0[[(b0, 1); (b1, 2)(b2, 3) . . .]]e,
the analogue of (4.14) shows that the length of a closed geodesic γ¯ on Me with endpoints
as in (4.18) is given by
log
( r∏
k=1
[[(ak+1, k+1); . . . (ak+r, k+r)]]
2
e[[(ak, k−1); . . . (ak−r+1, k−r)]]
2
e
)
. (4.19)
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Chapter 5
Lehner and Farey continued fractions
Dajani and Kraaikamp [17] call the Lehner expansions the mother of all semiregular continued
fractions because insertion and singularization algorithms defined in Section 5.1 take the
Lehner expansions to any other semiregular continued fraction. In Section 5.2, I define an
alternate insertion and singularization algorithm that converts between the Farey expansions
and non-semiregular continued fractions. I also investigate connections between Lehner and
Farey expansions using the geodesic flow on the modular surface Γ(1)\H.
5.1 Lehner expansions
Lehner [32] showed that every irrational number x ∈ [1, 2) has a unique continued fraction
expansion of the form
x = a0 +
0
a1 +
1
a2 +
2
. . .
= [[(a0, 0)(a1, 1)(a2, 2) . . . ]],
where (ai, i) ∈ {(2,−1), (1,+1)}. Every rational number has two or four finite expansions
corresponding to the fact that 2− 1
1
= 1 and 2− 1
1+
1
1
= 2− 1
2
= 1 + 1
2
= 1 + 1
1+
1
1
. Lehner [32]
requires that the final i−1
ai
= +1
2
in order to get unique finite expansions of rational numbers.
These continued fractions are generated by the transformation
L : [1, 2]→ [1, 2], L(x) :=
 12−x if x ∈ [1, 32),1
x−1 it x ∈ [32 , 2].
Then we get (ai, i) =
(2,−1) if Li(x) ∈ [1, 32),(1,+1) if Li(x) ∈ [3
2
, 2].
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The map L is conjugate to the Farey map,
τ : [0, 1]→ [0, 1], τ(x) =
 x1−x if x ∈ [0, 12),1−x
x
if x ∈ [1
2
, 1],
as L = T ◦ τ ◦ T−1 where T (x) = x + 1. Ito [24] showed that τ is ergodic and has σ-finite
invariant measure dx
x
. As a result, L is ergodic with σ-finite invariant measure dx
x−1 .
Dajani and Kraaikamp [17] describe the insertion and singularization algorithm to convert
from a regular continued fraction expansion
x = 1 +
1
n1 +
1
n2 + . . .
= [1;n1, n2, . . . ], ni ∈ N,
to the corresponding Lehner continued fraction. By repeatedly applying this algorithm, we
get
[1;n1, n2, . . . ] = [[(2,−1)n1−1(1,+1)(2,−1)n2−1(1,+1) . . . ]], (5.1)
where (2,−1)t means the digit (2,−1) appears t times. Note that when n1 = 1, we get
[1; 1, n2, . . . ] = [[(1,+1)(2,−1)n2−1(1,+1) . . . ]]. Looking at the finite expansions again, this
rule gives
1 +
1
n
= [[(2,−1)n−1(1,+1)]] = [[(2,−1)n−2(1,+1)(1,+1)]] = 1 + 1
n− 1 + 1
1
, n ≥ 2,
corresponding to [[(2,−1)(1,+1)]] = 2− 1
1+1
= 1 + 1
1+1
= [[(1,+1)(1,+1)]]. However, we can
replace the final (1,+1)(1,+1) with (2,−1), producing four possible expansions.
5.2 Farey continued fractions
Dajani and Kraaikamp [17] call the dual continued fraction expansion the Farey continued
fraction expansion. These continued fractions have the form
y =
f0
b0 +
f1
b1 +
f2
. . .
= 〈〈(f0/b0)(f1/b1)(f2/b2) . . .〉〉 = 〈〈(b0, f0)(b1, f1)(b2, f2) . . .〉〉,
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where (bi, fi) ∈ {(2,−1), (1,+1)} for y ∈ [−1,∞). The generating map is
F (x) :=

−1
x
− 2 if x ∈ [−1, 0) ,
0 if x = 0,
1
x
− 1 if x ∈ (0,∞) .
Dajani and Kraaikamp [17] show that F is ergodic with σ-finite invariant measure with
density 1
x+1
− 1
x+2
= 1
(x+1)(x+2)
.
Converting from regular to Lehner continued fractions uses an insertion algorithm based
on the identity
A+

B + ξ
= A+ +
− 
1 +
1
B − 1 + ξ
, (5.2)
as described by Kraaikamp in [29]. However, this algorithm does not allow 1
1−ξ , which occurs
in the Farey continued fractions. Thus, we need to define a new insertion algorithm based
on the identity
A+

B + ξ
= A− + 
1− 1
B + 1 + ξ
. (5.3)
We use this new insertion and singularization algorithm to prove:
Proposition 5.1. Let −1 < y with regular continued fraction expansion ±[n0;n−1, n−2, . . . ],
where n0 = 0 when −1 < y < 1. Then the following algorithm produces the Farey expansion
of y.
(1) Let −1 < y < 0. If n−1 = 2, move to n−2.
(a) If n−1 = 1, use identity (5.2). If n−2 = 1, we have
1 +
1
1 +
1
n−3 + . . .
= 2− 1
n−3 + 1 + . . .
.
If n−2 > 1, we have
1 +
1
n−2 + . . .
= 2− 1
1 +
1
n−2 − 1 + . . .
.
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(b) If n−1 > 1, use identity (5.3) to get
n−1 +
1
n−2 + . . .
= n−1 − 1 +
1
1− 1
n−2 + 1 + . . .
.
Applying the identity repeatedly gives
−[0;n−1, n−2, . . . ] = 〈〈(−1/2)(1/1)(−1/2)n−1−2(−1/(n−2 + 1)) . . .〉〉.
(2) Let 0 < y and k be the first index where nk > 1. Use identity (5.3) to get
nk +
1
nk−1 + . . .
= nk − 1 +
1
1− 1
nk−1 + 1 + . . .
.
Applying the identity repeatedly gives
[0; 1, ...1, nk, nk−1, . . . ] = 〈〈(1/1)k+1(−1/2)nk−1(−1/(nk−1 + 1)) . . .〉〉,
[1; 1, ...1, nk, nk−1, . . . ] = 1 + 〈〈(1/1)k(−1/2)nk−1(−1/(nk−1 + 1)) . . .〉〉,
since there were already k − 1 copies of (1/1) and we inserted two more.
(3) For y > 1, apply (2) then use identity (5.3) to get
1 +
1
1 + z
=
1
1− 1
2 + z
.
Repeat with the next digit that is not (1/1) or (−1/2).
Summarizing, we have three cases to consider, corresponding to the intervals (−1, 0),
(0, 1) and (1,∞).
(a) −1 < y < 0,
y =
− 1
n−1 +
1
n−2 + . . .
=
〈〈(−1/2)n−2+1(1/1)(−1/2)n−3−1 . . .〉〉 if n−1 = 1,〈〈(−1/2)(1/1)(−1/2)n−1−2(1/1)(−1/2)n−2−1 . . .〉〉 if n−1 > 1.
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(b) 0 < y < 1, y =
1
n−1 +
1
n−2 + . . .
= 〈〈(1/1)(1/1)(−1/2)n−1−1(1/1)(−1/2)n−2−1 . . .〉〉.
(c) 1 < y, y = n−1 +
1
n−2 +
1
n−3 + . . .
= 〈〈(1/1)(−1/2)n−1(1/1)(−1/2)n−2−1 . . .〉〉.
An irrational number x has an eventually periodic regular continued fraction expansion if
and only if it is the root of a quadratic equation, called a quadratic irrational. Combining
this fact with the above algorithm gives
Corollary 5.2. Farey expansion of quadratic irrationals is eventually periodic.
The Farey continued fractions allow us to construct an invertible natural extension of the
Lehner map L, L : [1, 2)× [−1,∞)→ [1, 2)× [−1,∞) defined by
L(x, y) =
(
0(x)
x− a0(x) ,
0(x)
a0(x) + y
)
=
( −1x−2 , −12+y ) if x ∈ [1, 32),( 1
x−1 ,
1
1+y
) if x ∈ [3
2
, 2).
On the continued fraction expansions, L acts as the shift map
L([[(a0, 0)(a1, 1) . . . ]], 〈〈(b0, f0)(b1, f1) . . .〉〉) = ([[(a1, 1)(a2, 2) . . . ]], 〈〈(a0, 0)(b0, f0) . . .〉〉).
Dajani and Kraaikamp also showed that the infinite measure dxdy
(x+y)2
is L-invariant.
It will be helpful to define Ω = [1, 2) × [−1,∞) and consider the extension L˜ of L to
Ω˜ := Ω× {−1, 1} defined by
L˜(x, y, ) := (L(x, y),−0(x)).
5.3 Cutting Sequences andM
5.3.1 The group Γ(1) and M = Γ(1)\H
We consider the group generated by S(z) = 2z−3
z−1 = 2 − 1z−1 and T (z) = z + 1. Since
T−2ST (z) = −1
z
, this group is Γ(1). We take
FL = {z ∈ H : 1 ≤ Re z ≤ 2, |z − 1| ≥ 1, |z − 2| ≥ 1}
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as the fundamental domain forM = Γ(1)\H. This comes from applying T to F from Chapter
3, which agrees with the fact that L(x) is conjugate to the slow down of the regular Gauss map
by x+1. The element S takes [1+i, 3+i
√
3
2
] to [3+i
√
3
2
, 2+i] and T takes [1+i,∞] to [2+1,∞].
The resulting quotient space M = pi(H) is the usual modular surface, homeomorphic to a
sphere with a cusp at pi(∞), and cone points at pi(3+i
√
3
2
) and pi(1 + i).
We take
∆ = ST
(
FL ∪ S(FL) ∪ S2(FL)
)
= {z ∈ H : ∣∣z − 3
2
∣∣ ≤ 1
2
, |z − 5
4
| ≥ 1
4
, |z − 7
4
| ≥ 1
4
} (5.4)
to be the fundamental cell of a tessellation of H. It follows from the fact that Γ(1)(iR) gives
the Farey tessellation that:
Lemma 5.3. Γ(1)0 = Q ∪ {∞}.
We denote by AL the set of geodesics γ in H with endpoints satisfying
(γ∞, γ−∞) ∈ SL :=
(
(1, 2)× (−∞, 1)) ∪ ((−2,−1)× (−1,∞)).
Lemma 5.4. Every geodesic γ¯ on M lifts to H to a geodesic γ ∈ AL.
Proof. The action T glues the line [1 + i,∞] to [2 + i,∞], and S glues [1 + i, 3+i
√
3
2
] to
[3+i
√
3
2
, 2 + i]. Thus, without loss of generality, we can take γ¯ to be a positively oriented
geodesic arc in FL in one of the following cases:
1. connecting [1 + i,∞] to [1 + i, 3+i
√
3
2
],
2. connecting [1 + i,∞] to [3+i
√
3
2
, 2 + i],
3. connecting [1 + i, 3+i
√
3
2
] to [2 + i,∞],
4. connecting [3+i
√
3
2
, 2 + i] to [2 + i,∞],
5. connection [1 + i,∞] to [2 + i,∞].
In the first case, γ−∞ < 0 < 1 < γ∞ < 3. The transformation a(z) = T−3ST (z) = −1 − 1z
gives −2 < a(γ∞) < −1 < 1 < a(γ−∞). Thus, a(γ) gives a lift of γ¯ in AL. In the second
case, γ−∞ < 0 < 1 < γ∞ < 2 is in AL. For the third, 0 < γ−∞ < 2 < 3 < γ∞, which is
moved to AL by T−bγ∞c+1(z) = z − bγ∞c + 1. In the fourth case, 1 < γ−∞ < 2 < 3 < γ∞
again is moved to AL by T−bγ∞c+1(z) = z − bγ∞c+ 1. In the final case, γ−∞ < 1 < 2 < γ∞,
and again, T−bγ∞c+1(z) = z − bγ∞c+ 1 gives a lift in AL.
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5.3.2 Cutting sequences and continued fraction expansions
The coding of geodesics γ¯ onM is the same as the coding for the regular continued fractions.
For the Lehner and Farey continued fractions, we choose the lift γ ∈ AL instead of A.
In the case of Lehner continued fractions, the first digit of the continued fraction expan-
sion of γ∞ is determined by whether γ turns left or right when crossing the triangle with
vertices {1, 3
2
, 2} (for 1 ≤ γ∞ < 2) or {−1,−32 ,−2} (for −2 < γ∞ ≤ −1). To every geodesic
γ ∈ AL we associate the positively oriented geodesic arc [ξγ, ηγ], where
ξγ :=
γ ∩ [1, 2] if 1 ≤ γ∞ < 2,γ ∩ [−1,−2] if −2 < γ∞ ≤ −1, ηγ :=
γ ∩ [a0 + 0, 32 ] if 1 ≤ γ∞ < 2,γ ∩ [−a0 − 0,−32 ] if −2 < γ∞ ≤ −1,
with (a0, 0) = (a0(γ∞), 0(γ∞)). That is, ηγ is the next place γ crosses an edge in the Farey
tessellation. We define XL to be the collection of unit tangent vectors based at ξγ pointing
along γ ∈ AL to be our cross section of the geodesic flow on T1M. In the regular continued
fraction case, we also required that the cutting sequence change type at ξγ, but remove this
condition to get a slow down of the regular continued fraction map. Again we denote by ηγ
the base point of the first return of the geodesic flow to the cross section XL.
We consider γ∞ = [[(a0, 0)(a1, 1) . . . ]], γ−∞ = −〈〈(a−1, −1)(a−2, −2) . . .〉〉, where  =
sign(γ∞) and (γ∞, γ−∞) ∈ SL. We define ρ(x) = 1a0−x and ρ¯ = ρ× ρ. Thus,
ρ¯ (γ∞, γ−∞) =
(− 0[[(a1, 1)(a2, 2) . . . ]], 0〈〈(a0, 0)(a−1, −1) . . .〉〉). (5.5)
Note that ρ¯ takes the geodesic arc [1, 2] to the arc −0[1,∞], and it takes the geodesic
[a0 + 0,
3
2
] to −0[1, 2].
Since a geodesic is uniquely defined by its endpoints, ρ¯ acting on SL induces a well defined
action on AL.
Theorem 5.5. The map ρ¯ : SL → SL is invertible, and the diagram
SL SL
Ω˜ Ω˜
ρ
J J
L˜
commutes, where J : SL → Ω˜ is the invertible map defined by
J(x, y) := sign(x)(x,−y, 1) =
(x,−y, 1) if x ∈ [1, 2) , y < 1,(−x, y,−1) if x ∈ (−2,−1] , y > −1.
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Figure 5.1: γ (solid) has cutting sequence . . . LRL2RξγRηγL . . . , ρ¯(γ) (dashed) has cutting sequence
. . . LRL2R2ξρ¯(γ)Lηρ¯(γ)L . . .
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Figure 5.2: γ (solid) has cutting sequence. . . LRL2RξγRηγR
2 . . . , ρ¯(γ) (dashed) has cutting sequence
. . . LRLξρ¯(γ)Lηρ¯(γ)L . . .
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The final coordinate of J and L˜ keeps track of whether ρ is orientation reversing.
Proof. Let x = [[(a0, 0)(a1, 1) . . .]], y = −〈〈(a−1, −1)(a−2, −2) . . .〉〉 with  ∈ {±1}, so that
(x, y) ∈ SL. Then we have
J ◦ ρ¯(x, y) = J
(
1
a0 − x,
1
a0 − y
)
=
( −0
a0 − x,
0
a0 − y ,−0
)
,
L˜ ◦ J(x, y) = L˜(x,−y, ) =
( −0
a0 − x,
0
a0 − y ,−0
)
,
which coincide.
Corollary 5.6. The measure dxdy
(x+y)2
is L-invariant.
Proof. Again, we use the fact that the invariant measure for the geodesic flow on T1H is
dαdβdθ
(α−β)2 . We use J to push forward this measure and project to the (x, y) coordinates to get
the invariant measure for L.
5.4 Connection with cutting sequence and regular continued
fractions
Series [54] described an explicit relationship between the cutting sequence of a geodesic and
the regular continued fractions. The algorithms described in Sections 5.1 and 5.2 allow us
to translate from the cutting sequence of the regular continued fraction expansion and the
Lehner and Farey continued fraction expansions.
For the Lehner and Farey continued fractions, we read the cutting sequence one letter at
a time. If the letter is the same as the previous (letter to the left), the digit is (2,−1), if it
is different than the previous letter, the digit is (1,+1).
5.4.1 Lehner continued fractions
We look at the cutting sequence for the Lehner continued fractions. When γ∞ ∈ [1, 2),
we have the sequence . . . RξγR
n1−1Ln2 . . . and the regular continued fraction expansion
[1;n1, n2, . . . ].
(A) 1 ≤ γ∞ < 32 , then n1 > 1. The first letter after ξγ is R, which is the same as the previous
letter, so the first digit is (2,−1). In fact, each of the n1 − 1 R’s correspond to the
digit (2,−1), so the Lehner continued fraction expansion starts [[(2,−1)n1−1 . . . ]]. Next,
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Figure 5.3: Geodesic with cutting sequence . . . L3ξγRηγR . . .
we get an L corresponding to (1,+1) followed by Ln2−1 corresponding to (2,−1)n2−1.
Continuing in this way, we get γ∞ = [[(2,−1)n1−1(1,+1)(2,−1)n2−1(1,+1) . . . ]], as in
equation (5.1).
(B) 3
2
< γ∞ < 2, then n1 = 1. The cutting sequence is now . . . Ln−2Rn−1L1RξγLn2 . . . , and
the first letter after ξγ is different from the previous. Thus, as in equation (5.1), we
get γ∞ = [[(1,+1)(2,−1)n2−1(1,+1)(2,−1)n3−1(1,+1) . . . ]].
For −2 < γ∞ < −1, the same procedure holds, with L’s and R’s reversed.
5.4.2 Farey continued fractions
We read the Farey continued fraction expansion of γ−∞ from right to left starting at ξγ. To
more easily see the connection to the cases in Section 5.2, we consider  = −1 and γ−∞ > −1.
(a) −1 < γ−∞ < 0. We get the cutting sequence . . . Ln−2Rn−1−1LLξγ . . . , as in Figure 5.3.
Note the n−1 is the first digit of the regular continued fraction expansion. It helps to
split into the case where n−1 = 1 and n−1 > 1.
When n−1 > 1, the first L agrees with the previous letter, so the Lehner expansion
starts with (2,−1)(1,+1). Again, Rn−1 corresponds to (2,−1)n−1−1(1,+1) and
we get the Lehner expansion 〈〈(2,−1)(1,+1)(2,−1)n−1−2(1,+1)(2,−1)n−2−1 . . .〉〉.
When n−1 = 1, the cutting sequence is . . . Rn−3Ln−2+2ξγ . . . , so we start with n−2 + 1
letters that agree with the previous, giving 〈〈(2,−1)n−2+1(1,+1)(2,−1)n−3−1 . . .〉〉.
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(b) 0 < γ−∞ < 1. We get the cutting sequence . . . Rn−2Ln−1RLξγ . . . , as in the dashed
line in Figure 5.2. Again, we start with L which differs from the previous letter. Now
the preceding letter R also differs from the previous, giving (1,+1)(1,+1) followed
by Ln−1 and (2,−1)n−1−1(1,+1). Continuing this process gives the Lehner expansion
〈〈(1,+1)(1,+1)(2,−1)n−1−1(1,+1)(2,−1)n−2−1 . . .〉〉.
(c) 1 < γ−∞. We get the cutting sequence . . . Ln−2Rn−1+1Lξγ . . . (the  = +1 case is
shown in Figure 5.1). Since we are reading from right to left, we start with the final
L, which differs from the previous letter, so the first digit is (1,+1). Next we have
Rn−1+1 corresponding to (2,−1)n−1(1,+1). Following this procedure, we get the Lehner
expansion 〈〈(1,+1)(2,−1)n−1(1,+1)(2,−1)n−2−1 . . .〉〉 as in Section 5.2.
Again, the case where γ−∞ < 1 corresponds to reversing L’s and R’s.
5.5 Applications
5.5.1 Quadratic irrationals
Lemma 5.7. If α = [[(a0, 0) . . . (ar−1, r−1)]] ∈ (1, 2), β = −〈〈(ar−1, r−1) . . . (a0, 0)〉〉 < 1,
or α = −[[(a0, 0) . . . (ar−1, r−1)]] ∈ (−2,−1), β = 〈〈(ar−1, r−1) . . . (a0, 0)〉〉 > −1, then
(1) ρ¯ r(α, β) = (−0)(−1) · · · (−r−1)(α, β).
(2) ρ¯ 2r(α, β) = (α, β).
Proof. Note that
ρ¯(α, β) =
(− 0[[(a1, 1) . . . (ar−1, r−1)(a0, 0)]], 0〈〈(a0, 0)(ar−1, r−1) . . . (a1, 1)〉〉)
= (−0)
(
[[(a1, 1) . . . (ar−1, r−1)(a0, 0)]],−〈〈(a0, 0)(ar−1, r−1) . . . (a1, 1)〉〉
)
.
Repeated application gives (1). Continuing to apply ρ¯ gives
ρ¯ 2r(α, β) =
(
(−0)(−1) · · · (−r−1)
)2

(
[[(a0, 0) . . . (ar−1, r−1)]],−〈〈(ar−1, r−1) . . . (a0, 0)〉〉
)
= (α, β).
Proposition 5.8. A real number α ∈ (1, 2) has a purely periodic Lehner expansion if and
only if α is a quadratic irrational with α¯ < 1. Furthermore, if
α = [[ (a0, 0)(a1, 1) . . . (ar−1, r−1) ]], (5.6)
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then
α¯ = −〈〈 (ar−1, r−1) . . . (a0, 0) 〉〉. (5.7)
Proof. In one direction, suppose that α is given by (5.6). Consider the geodesic γ ∈ AL with
endpoints at γ∞ = α and γ−∞ = β = −〈〈 (ar−1, r−1) . . . (a0, 0) 〉〉 < 1. Lemma 5.7 shows
that the geodesic γ is fixed by ρ2r, so it is fixed by some M ∈ ΓL, M 6= I. Hence both α
and β are fixed by M ; in particular, β = α¯.
In the opposite direction, suppose that Aα2 +Bα+C = 0 with gcd(A,B,C) = 1, A ≥ 1,
and α¯ < 1. The quadratic irrationals α, α¯, −α, −α = −α¯, and Mα = aα+b
cα+d
with M ∈ ΓL
have the same discriminant. Since α − α¯ =
√
∆
A
< 2 and 2A < 2Aα = −B +√∆ < 4A, we
find that the number of quadratic irrationals α with fixed discriminant ∆ = B2 − 4AC and
satisfying these restrictions must be finite.
Since L−1(u, v) = (− sign(v)
ρ(1/u)
, sign(v)ρ(−v)), it follows that both components of Lk( 1
α
,−α¯)
are quadratic irrationals with discriminant ∆ for every k ≥ 0. Since they satisfy the
same kind of restrictions as α above, there exist k, k′ ≥ 0, k 6= k′ such that Lk( 1
α
,−α¯) =
Lk′( 1
α
,−α¯). The map L is invertible, hence there exists r ≥ 1 such that Lr( 1
α
,−α¯) = ( 1
α
,−α¯),
showing that α must be of the form (5.6) and α¯ of the form (5.7).
Define the m-tail of a Lehner expansion α = [[(a0, 0)(a1, 1) . . .]] to be
tm(α) = (−0)(−1) · · · (−m)[[(am+1, m+1)(am+2, m+2) . . .]].
Proposition 5.9. Two irrationals α, β ∈ (−1,∞) are Γ(1)-equivalent if and only if there
exist r, s > 0 such that tr(α) = ts(β)
Proof. The proof follows closely the outline of Statement 3.3.3 in [54] and Proposition 4.6 in
Chapter 4. In one direction, if α and β are tail equivalent, then α and β are Γ(1)-equivalent
because t1(α) =
1
a0−α ∈ Γ(1). We can repeat this process to find a suitable M ∈ Γ(1) to
move α to β.
Conversely, suppose that gα = β for some g ∈ Γ(1). Fix δ < 1 and consider the
geodesics γ, γ′ ∈ A with γ−∞ = γ′−∞ = δ, γ∞ = α and γ′∞ = β. Their cutting sequences
are . . . ξγA1A2 . . . and respectively . . . ξγB1B2 . . . with Ai, Bi either L or R. The geodesics
γ′′ = gγ and γ′ have the same endpoint β. Since their Γ(1)-cutting sequences in L and R
coincide (cf. [54, Lemma 3.3.1]), their cutting sequences also coincide. Thus, the cutting
sequence of γ′′ is of the form ξγ′′ . . . BkBk+1 . . . for some k ≥ 1. As γ and γ′′ are Γ(1)-
equivalent geodesics, their cutting sequences (after equivalent initial points) will coincide,
implying that the cutting sequences of γ and γ′ are of the form . . . ξγA1 . . . ArD1D2 . . . and
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. . . ξγB1 . . . BsD1D2 . . . respectively. Along with (5.5), the cutting sequences coinciding imply
that tr(α) = ts(β).
Similarly, the n-tail of a Farey expansion β = 〈〈(f1/b1)(f2/b2) . . .〉〉 is
τm(β) = (−f1) · · · (−fm)〈〈(fm+1/bm+1)(fm+2/bm+2) . . .〉〉.
Proposition 5.10. The Lehner expansion of an irrational α is eventually periodic if and
only if α is a quadratic irrational.
Proof. The insertion and singularization algorithm implies that quadratic irrationals are
eventually periodic [17, Corollary 1].
In the other direction, if tr(α) is periodic, then gα = [[(a0, 0) . . . (ar−1, r−1)]] for some
g ∈ Γ(1) and  ∈ {±1}. Proposition 5.9 gives that gα is a quadratic irrational, hence α is a
quadratic irrational.
Proposition 5.11. A geodesic γ¯ onM is closed if and only if it has a lift γ ∈ AL with purely
periodic endpoints γ∞ = [[ (a0, 0) . . . (ar−1, r−1) ]] and γ−∞ = −〈〈 (ar−1, r−1) . . . (a0, 0) 〉〉 <
1 for some  ∈ {±1} and (−0) · · · (−r−1) = 1.
Proof. A geodesic γ¯ is closed onM if and only if there exists r such that ρ¯ r(ξγ, uγ) = (ξγ, uγ)
for (ξγ, uγ) ∈ X.
In one direction, from Lemma 5.7, we know that if γ∞ = [[ (a0, 0) . . . (ar−1, r−1) ]] and
γ−∞ = −〈〈 (ar−1, r−1) . . . (a0, 0) 〉〉 < 1 for some  ∈ {±1} and (−0) . . . (−r−1) = 1, then
ρ¯ r(γ∞, γ−∞) = (γ∞, γ−∞). Thus, ρ¯ r(ξγ, uγ) = (ξγ, uγ), and ρ¯ r(ξγ) is also a base point for
uγ.
In the other direction, we assume that there exists some r such that ρ¯ r(ξγ) = ξγ. Since
ξγ is determined by (γ∞, γ−∞) = ([[(a0, 0)(a1, 1) . . . ]],−〈〈(a−1, −1)(a−2, −2) . . .〉〉), we also
have that
ρ¯ r(γ∞, γ−∞) = (−0) . . . (−r−1)
(
[[(ar, r)(ar+1, r+1) . . . ]], 〈〈(ar−1, r−1) . . . (a−1, −1) . . .〉〉
)
= (γ∞, γ−∞) =
(
[[(a0, 0)(a1, 1) . . . ]],−〈〈(a−1, −1)(a−2, −2) . . .〉〉
)
.
Thus, we find (−0) · · · (−r−1) = 1 and (ai, i) = (ai+r, ei+r) for all i ∈ Z.
Using the fact that ρL preserves lengths, we find that d(ξγ, ηγ) = d(ρ(ξγ), ρ(ηγ)). If we
let ρ(ηγ) = x+ iy, then
|ρ(γ−∞)− ρ(ηγ)|
|ρ(γ∞)− ρ(ηγ)| =
√
x− ρ(γ−∞)
ρ(γ∞)− x ,
|ρ(γ−∞)− ρ(ξγ)|
|ρ(γ∞)− ρ(ξγ)| =
√
1− ρ(γ−∞)
ρ(γ∞)− 1 .
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Since ρ(ξγ) lies on the geodesic sign(x)[1, 2], we find
∣∣x+ iy − sign(x)3
2
∣∣ = 1
2
. We also have
that ρ(ηγ) lies on the geodesic [ρ(γ∞), ρ(γ−∞)] and |x+ iy − 12(γ∞ + γ−∞)| = 12(γ∞ − γ−∞).
Thus,
x = Re ρ(ηγ) =
2− ρ(γ∞)ρ(γ−∞)
3 sign(x)− ρ(γ∞)− ρ(γ−∞) .
Note that sign(x) = sign(ρ(γ∞)) = −0(γ∞). We find that
d(ξγ, ηγ) =
1
2
log
( (
ρ(γ∞) + 0(γ∞)
)(
ρ(γ∞) + 20(γ∞)
)(
1− ρ(γ−∞)
)(
ρ(γ−∞) + 0(γ−∞)
)(
ρ(γ−∞) + 20(γ−∞)
)(
1− ρ(γ∞)
)) . (5.8)
5.6 An alternate dual expansion to the Farey expansions
In Section 2.2.2, I describe a generic dual continued fractions of the form
1
a0 +
0
a1 +
1
a2 + . . .
,
f0
b0 +
f1
b1 +
f2
b2 + . . .
,
based on Schweiger’s definition of a dual Mo¨bius system. However, the Lehner expansions
have the form
a0 +
e0
a1 +
1
a2 +
2
a3 + . . .
.
In fact, the Gauss map of the Lehner expansions is the only one in this thesis that gives a
nonzero integer part. In this section, I am going to define an alternate expansion with the
Gauss map F ∗ : [1
2
, 1]→ [1
2
, 1] given by:
F ∗(x) =
 1x − 1 if x ∈ [12 , 23 ],−1
x
+ 2 if x ∈ (2
3
, 1].
Thus, F ∗ is conjugate to L by the map x 7→ 1
x
and to the Farey map τ by x 7→ 1
x+1
. We
find that (ai, i) =
(1,+1) if F ∗ i(x) ∈ [12 , 23),(2,−1) if F ∗ i(x) ∈ [2
3
, 1],
agreeing with the fact that the Lehner
expansion of 1
x
comes from Li( 1
x
). Similarly, we find:
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Proposition 5.12. The infinite measure dx
x(1−x) is F
∗-invariant.
Since the regular continued fraction expansion of numbers in [1
2
, 1] begins with n1 = 1, we
can use the same insertion and singularization algorithms as (5.1).
Next, I construct the natural extension of this alternate expansion, F¯ : [1
2
, 1]× [−1,∞]→
[1
2
, 1]× [−1,∞] given by:
F¯ (x, y) =
(
0
(
1
x
− a0
)
,
0
a0 + y
)
=
( 1x − 1, 11+y ) if x ∈ [12 , 23 ],(−1
x
+ 2, −1
2+y
) if x ∈ (2
3
, 1].
(5.9)
Again, we see that F¯ is conjugate to L by ( 1
x
, y).
For the geodesic coding, we define J∗ : SL → [12 , 1]× [−1,∞)× {±1} by
J∗(x, y) = sign(x)
(
1
x
,−y, 1
)
=
( 1x ,−y, 1) if x ∈ [1, 2) , y < 1,(−1
x
, y,−1) if x ∈ (−2,−1] , y > −1,
and F˜ : [1
2
, 1]× [−1,∞)×{±1} → [1
2
, 1]× [−1,∞)×{±1} by F˜ (x, y, ) = (F¯ (x, y),−0(x)).
As in Theorem 5.5, we find that J∗ ◦ ρ¯ = F˜ ◦J∗. Finally, we recover the result from Theorem
2.18 that:
Theorem 5.13. The infinite measure dxdy
(1+xy)2
is F¯ -invariant .
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Chapter 6
Nakada’s α-regular continued fraction expansions
6.1 Introduction
Seminal work of Nakada [39] investigated in depth the α-expansion of irrational numbers in
the interval [α− 1, α), associated with his Gauss map defined by
fα(x) =

1
|x| −
[
1
|x| + 1− α
]
, x 6= 0,
0 x = 0,
aα(x) =
[
1
|x| + 1− α
]
. (6.1)
for α in the range [1
2
, 1]. Every irrational number x ∈ [α− 1, α) was shown to have a unique
expansion
x =
e1(x;α)
a1(x;α) +
e2(x;α)
a2(x;α) + · · ·
=
e1(x;α)
a1(x;α)
+
e2(x;α)
a2(x;α)
+
e3(x;α)
a3(x;α)
+ · · · ,
(6.2)
with ei(x;α) ∈ {±1} and ai(x;α) ∈ N, where additional constraints on pairs of consecutive
digits may occur. Kraaikamp [29] investigated additional properties of this α-expansion in
the range α ∈ [1
2
, 1], and several other works analyzed the more challenging situation where
α < 1
2
(see, e.g., [5, 13, 20, 30, 34, 38, 40, 41, 56]).
This chapter will outline some of the properties of the α-regular continued fractions for√
2−1 < α ≤ 1, summarizing existing results for the α-regular continued fractions presented
in the framework we will use for α-odd continued fractions in Chapter 7.
First, we analyze the natural candidate Fα for the natural extension of fα given by
Fα(x, y) :=
(
fα(x),
1
aα(x) + e(x)y
)
, (6.3)
where aα(x) is as in (6.1) and e(x) := sign(x). In Section 6.2, I will consider a region
Ωα ⊆ [α − 1, α) × [0, 1) on which Fα acts bijectively modulo a set of Lebesgue measure
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zero, with finite invariant measure dµα =
dxdy
(1+xy)2
. Given the concrete form of Fα, we show in
Section 6.3 that (Ωα,BΩα , cαµα, Fα) gives the natural extension of ([α−1, α),B[α−1,α), να, fα).
Here να is a fα-invariant probability Lebesgue absolutely continuous measure, explicitly
computed in Corollary 6.8, and BC denotes the Borel σ-algebra on C, where cα = 1µα(Ωα) .
6.2 A skew-shift over the α-regular Gauss map
In this section we define a Fα-invariant region Ωα ⊆ [α − 1, α) × [0, 1) such that Fα is
invertible, bi-measurable, and non-singular on Ωα up to a null-set. Work of Nakada and
other authors also found that Fα also gives the natural extension of fα for some appropriate
invariant measure, which is described in Section 6.3.
Nakada breaks the α-regular continued fractions into two cases [39], and I will add a
third case following the arguments from Kraaikamp, Steiner, Schmidt [30] and de Jonge and
Kraaikamp [20]. Let g = −1+
√
5
2
, then Case 1 is α ∈ (g, 1) ([39, Case (ii)]), Case 2 is α ∈ [1
2
, g]
([39, Case (i)]), and Case 3 is α ∈ [√2− 1, 1
2
).
The rank-one cylinders are
〈k〉α = {x ∈ [α− 1, α) : aα(x) = |k|, e(x) = sign(k)}, k ∈ Z∗ = Z \ {0}. (6.4)
That is,
〈−k〉α =
[ −1
k − 1 + α,
−1
k + α
)
∩ [α− 1, α),
〈k〉α =
(
1
k + α
,
1
k − 1 + α
]
∩ [α− 1, α).
Note that 〈k〉α can also be empty or it can be a proper subset of
[ −1
k−1+α ,
−1
k+α
)
or
(
1
k+α
, 1
k−1+α
]
.
When α ∈ (g, 1], 〈1〉α = ( 11+α , α), 〈−r〉α = [α − 1, −1r+α) for r = [ 11−α + 1 − α], and 〈k〉α = ∅
for k = −1,−2, ...,−(r − 1). When α ∈ (√2 − 1, g], 〈−2〉α = [α − 1, −12+α), 〈2〉α = ( 12+α , α),
and 〈−1〉α = 〈1〉α = ∅. It is also true that
{x ∈ [α− 1, α) : aα(x) = k} = 〈k〉α ∪ 〈−k〉α for k ≥ 1.
We use aα(α), aα(α − 1), fα(α), and fα(α − 1) from (6.1) to define the continued fraction
expansion of α and α− 1 as in (6.2).
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Lemma 6.1. (1) When g < α < 1, aα(α) = 1 and
0 < fα(α) ≤ 1
1 + α
,
aα(fα(α)) + 1 = aα(α− 1) ≥ 2, and
f 2α(α) = fα(α− 1).
(2) When
√
2 − 1 < α ≤ g, we have aα(α) = 2. When
√
2 − 1 ≤ α < g, we have
aα(α− 1) = 2.
(3) When 1
2
< α < g, we have
− 1
2 + α
< fα(α) < 0 < fα(α− 1) < 1
1 + α
,
aα(fα(α− 1)) = aα(fα(α))− 1 ≥ 3, and
f 2α(α) = f
2
α(α− 1).
(4) When
√
2− 1 < α < 1
2
, we have
− 1
3 + α
< fα(α− 1) < 0 < fα(α) < 1
2 + α
,
aα(fα(α− 1)) = aα(fα(α)) + 1 ≥ 4, and
f 2α(α) = f
2
α(α− 1).
(5) For α ∈ (√2− 1, 1
2
) ∪ (1
2
, g),
1
fα(α)
+
1
fα(α− 1) = −1.
Proof. (1) While this is a restatement of [39, Lemma 5], I will provide a more detailed
proof in the style of Lemma 7.1. Since we know α > 0, we have that aα(α) = 1 exactly
when α ∈ 〈1〉α. That is [ 1α + 1− α] = 1, which is true exactly when
√
2− 1 < α ≤ g.
Thus, fα(α) =
1
α
− 1. Since g < α < 1, 0 < α2 + α− 1 < α. This inequality gives
0 <
1
α
− 1 = fα(α) < 1
1 + α
.
This inequality also proves that aα(fα(α)) = [
α
1−α + 1− α] ≥ 2.
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For the last two relationships, we note that
α =
1
1 +
1
aα(fα(α)) + f 2α(α)
,
α− 1 = 1
1 +
1
aα(fα(α)) + f 2α(α)
− 1 = − 1
aα(fα(α)) + 1 + f 2α(α)
.
Therefore, aα(fα(α)) + 1 = aα(α− 1) and f 2α(α) = fα(α− 1).
(2) Since we know α > 0, we have that aα(α) = 2 exactly when α ∈ 〈2〉α. That is
[ 1
α
+ 1− α] = 2, which is true exactly when g < α ≤ 1.
Since α − 1 < 0, we have that aα(α − 1) = 2 exactly when α − 1 ∈ 〈−2〉α. That is
[ 1
1−α + 1− α] = 2, which is true for all positive α < g.
(3) This is a restatement of [39, Lemma 4]. Since 1
2
< α < g, 0 < 2α2 + α − 1 < 1 − α.
This inequality gives
0 <
1
1− α − 2 = fα(α− 1) <
1
1 + α
.
Similarly, we have that 0 < 2α2 + 3α− 2 < α, which can be rewritten as
− 1
2 + α
< fα(α) < 0.
This inequality also gives that aα(fα(α)) ≥ 3.
For the last two relationships, we note that
α =
1
2− 1
aα(fα(α)) + f 2α(α)
,
α− 1 = 1
2− 1
aα(fα(α)) + f 2α(α)
− 1 = − 1
2 +
1
aα(fα(α))− 1 + f 2α(α)
.
Thus, aα(fα(α− 1)) = aα(fα(α))− 1 and f 2α(α) = f 2α(α− 1).
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(4) Since
√
2− 1 < α < 1
2
, we have 0 < 1− 2α < α2. This inequality gives
0 < fα(α) =
1
α
− 2 < 1
2 + α
,
−1
3 + α
< fα(α− 1) = 1
1− α − 2 < 0.
For the other two equalities, we have
α =
1
2 +
1
aα(fα(α)) + f 2α(α)
,
α− 1 = 1
2 +
1
aα(fα(α)) + f 2α(α)
− 1 = − 1
2− 1
aα(fα(α)) + 1 + f 2α(α)
.
Thus, aα(fα(α− 1)) = aα(fα(α)) + 1 and f 2α(α− 1) = f 2α(α).
(5) We established that fα(α) =
1−2α
α
and fα(α − 1) = 2α−11−α . Thus, 1fα(α) + 1fα(α−1) =
α−1+α
1−2α = −1.
In order to define the natural extension of fα, we define a potential natural extension
domain. We have two cases, when α ∈ (g, 1] (Figure 6.1) and when α ∈ [√2− 1, g] (Figures
6.2 and 6.3).
First, we consider α ∈ (g, 1] and the rectangles1
ΩI,α = [α− 1, α)× [0, 12), ΩII,α = (fα(α), α)× [12 , 1),
and set
Ωα = ΩI,α ∪ ΩII,α.
Lemma 6.2. Assuming g < α ≤ 1, the transformation Fα maps Ωα one-to-one onto Ωα up
to a null-set.
Proof. Nakada gives the shape of Ωα in [39, Equation (12)], and proves that Fα maps Ωα
one-to-one onto Ωα up to a null-set in [39, Theorem 1, part (i)]. De Jonge and Kraaikamp
describe Ωα in [20, Theorem 2], while their construction guarantees that Fα maps Ωα one-
to-one onto Ωα up to a null-set.
1de Jonge and Kraaikamp [20] use the three rectangles [α−1, 0)×[0, 12]∪ [0, fα(α)]×[0, 12)∪ (fα(α), α)×[
1
2 , 1
]
, which agrees with Nakada [39] up to a set of measure 0.
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αα-1 f

(α)
g
1
1-g
1/2
Figure 6.1: The natural extension domain Ωα when g < α ≤ 1
Next, we consider α ∈ (√2− 1, g) and the rectangles 2
ΩI,α = [α−1, α)× [0, 1−g), ΩII,α = [fα(α), α)× [1−g, 12), ΩIII,α = [fα(α−1), α)× [12 , g),
and set
Ωα = ΩI,α ∪ ΩII,α ∪ ΩIII,α.
Lemma 6.3. Assuming
√
2 − 1 ≤ α ≤ g, the transformation Fα maps Ωα one-to-one onto
Ωα up to a null-set.
Proof. We break into the cases 1
2
≤ α ≤ g and √2− 1 < α ≤ 1
2
.
Nakada describes the shape of Ωα for
1
2
≤ α ≤ g in [39, Equation (10)], and again proves
that Fα maps Ωα one-to-one onto Ωα up to a null-set in [39, Theorem 1, part (i)]. De Jonge
and Kraaikamp describe Ωα in [20, Theorem 3], while their construction guarantees that Fα
maps Ωα one-to-one onto Ωα up to a null-set .
Luzzi and Marmi [34, Proposition 1] provide an explicit description of Ωα for
√
2− 1 ≤
α ≤ 1
2
, as well as proving that Fα is a natural extension of fα. Using different methods,
2de Jonge and Kraaikamp [20] include the lines [g−1, fα(α)]×{1−g} and (fα(α), 0)×{ 12} when 12 < α ≤ g
and the line {fα(α)}× [1− g, 12 ) when
√
2− 1 < α ≤ 12 . Kraaikamp, Schmidt, Steiner [30] use the closure of
the three rectangles.
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αα-1 f
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Figure 6.2: The natural extension domain Ωα when
1
2 ≤ α ≤ g
αα-1 f

(α)f

(α-1)
g
1-g
1/2
Figure 6.3: The natural extension domain Ωα when
√
2− 1 ≤ α ≤ 12
de Jonge and Kraaikamp provide an explicit description of Ωα for
√
2 − 1 < α ≤ 1
2
in [20,
Theorem 4]. Kraaikamp, Schmidt, and Steiner also describe the shape of Ωα in [30, Example
8.4].
Remark 6.4. When α = 1, f1 gives the regular Gauss map, f1(1) =
1
1
− 1 = 0 , and
Ω1 = [0, 1) × [0, 12) ∪ (0, 1) × [12 , 1), which agrees with the natural extension domain for the
regular continued fractions up to a null set.
When α = g, fg is the Hurwitz singular continued fraction Gauss map [52]. From 6.4,
we see that ag(g) = 1, so fg(g) =
1
g
− 1 = g. Thus Ωg = [g − 1, g)× [0, 12).
When α = 1
2
, we have the nearest integer continued fractions. In this case f1/2(
1
2
) =
0, f1/2(
−1
2
) = 0, so Ω1/2 = [
−1
2
, 1
2
)× [0, 1−g)∪ [0, 1
2
)× [1−g, g). The nearest integer continued
fractions are the dual continued fraction expansion to the Hurwitz singular contiued fractions
(see the digit restrictions of [29, Example 2.11, parts (i) and (ii)]).
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When α =
√
2− 1, the limit as α decreases to √2− 1 gives f√2−1(
√
2− 1) = 1√
2−1 − 2 =√
2− 1, and Ω√2−1 = [
√
2− 2,√2− 1)× [0, g) ∪ [
√
2−2
2
,
√
2− 1)× [1
2
, g).
6.3 Ergodic properties of α-regular continued fractions
We define (x) = sign(x), and
ai = ai(x;α) = aα(f
i−1
α (x)), i = i(x;α) = (f
i−1
α (x) if f
i−1
α (x) 6= 0,
ai = ai(x;α) =∞, i = i(x;α) = 0 if f i−1α (x) = 0.
(6.5)
We define the α-regular continued fraction expansion of a number x ∈ [α− 1, α) as
x =
1
a1 +
2
a2 +
3
a3 + . . .
= 〈〈(1/a1)(2/a2) . . . (n/an + fnα (x))〉〉α
and
pn(x;α)
qn(x;α)
= 〈〈(1/a1)(2/a2) . . . (n/an)〉〉α.
We also define
ωα,i(x) := i(x;α)ai(x;α) ∈ Z, i ≥ 1,
and consider the cylinder sets
〈ω1, . . . , ωn〉α := 〈ω1〉α ∩ f−1α (〈ω2〉α) ∩ . . . ∩ f−(n−1)α (〈ωn〉α)
= {x ∈ [α− 1, α) : ωα,1(x) = ω1, . . . , ωα,n(x) = ωn},
with ωi positive or negative integers.
If we let pn = pn(x;α), qn = qn(x;α), and p−1 = 1, p0 = 0, q−1 = 0, q0 = 1, then the
following standard properties hold:(
pn qn
pn−1 qn−1
)
=
(
an en
1 0
)(
pn−1 qn−1
pn−2 qn−2
)
, (6.6)
pn−1qn − pnqn−1 = (−1)ne1 · · · en, (6.7)
x =
pn + f
n
α (x)pn−1
qn + fnα (x)qn−1
, (6.8)
78
fnα (x) =
qnx− pn
−qn−1x+ pn−1 , (6.9)
F nα (x, 0) =
(
fnα (x),
qn−1(x;α)
qn(x;α)
)
, for all n ≥ 0. (6.10)
In fact, these properties hold for any continued fractions where the ai ∈ N, i ∈ {±1}, and
xn =
1
an+n+2xn+1
> 0 starting with x = a0 + 1x0. [38].
Lemma 6.5. [39, Lemma 1] For α ∈ (√2− 1, 1], any irrational number x ∈ [α − 1, α] and
any positive integer n, we have
qn > 0, qn+1 > qn,
while
pn > 0 holds if and only if x > 0.
Proof. Nakada only states this lemma for α ∈ [1
2
, 1), but his proof extends to the entire
interval (
√
2− 1, 1].
In fact, this result is true for all 0 < α ≤ 1.
Lemma 6.6. [38, Lemma 1] For 0 < α ≤ 1 and any irrational x ∈ [α − 1, α), then
qn > qn−1 > 0 for n ≥ 1.
This fact is not true for the α-odd continued fractions discussed in Chapter 7.
The results in the rest of this section are due to Nakada [39] for α ∈ [1
2
, 1], and to Luzzi
and Marmi [34] and Kraaikamp, Schmidt, Steiner [30] for α ∈ [0, 1].
Proposition 6.7. The measure dµα =
dxdy
(1+xy)2
is finite and Fα-invariant on Ωα with
µα(Ωα) := Cα =
log(1 + α) if g < α ≤ 1,logG if 1− g ≤ α ≤ g,
where G = 1+
√
5
2
= g + 1.
Proof. Nakada proves this fact for α ∈ [1
2
, 1] [39, Theorem 1, part (ii)]. The proof that µα
is Fα-invariant extends to all α ∈ (0, 1]. Kraaikamp, Schmidt, Steiner prove that for any
α ∈ [1 − g, g], µα(Ωα) = logG, and that this is the maximal interval where this is true [30,
Theorem 4].
Consider the projection piα : Ωα → [α− 1, α), piα(x, y) = x, and the section sets Rα(x) =
pi−1α (x). Consider also the Fα-invariant probability measure µ˜α =
µα
Cα
. The probability
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measure να = pi
∗
αµ˜α on [α− 1, α) defined by
να(E) = µ˜α
({(x, y) ∈ Ωα : x ∈ E}) = µ˜α(⋃
x∈E
{x} ∪Rα(x)
)
, E ∈ B[α−1,α),
is fα-invariant and Lebesgue absolutely continuous since Fα is a skew-shift over fα. Inte-
grating over the fibers Rα gives:
Corollary 6.8. dνα = hαdλ with density hα as follows:
(i) α ∈ (g, 1],
hα(x) =
1
log(1 + α)
·
 1x+2 if x ∈ [α− 1, fα(α),1
x+1
if x ∈ [fα(α), α).
(ii) α ∈ [1
2
, g],
hα(x) =
1
logG
·

1
x+G+1
if x ∈ [α− 1, fα(α)],
1
x+2
if x ∈ [fα(α), fα(α− 1)),
1
x+G
if x ∈ [fα(α− 1), α).
(iii) α ∈ [1− g, g],
hα(x) =
1
logG
·

1
x+G+1
if x ∈ [α− 1, fα(α− 1)],
1
x+G+1
+ 1
x+G
− 1
x+2
if x ∈ [fα(α− 1), fα(α)),
1
x+G−1 if x ∈ [fα(α), α).
Theorem 6.9. [30, Theorem 1] For α ∈ (0, 1], consider µ˜α = µαCα the probability mea-
sure in Proposition 6.7, να = (piα)∗µ˜α, and Ωα = {F nα (x, 0) : x ∈ [α− 1, α), n ≥ 0}. Then
(Ωα,BΩα , µ˜α, Fα) is a natural extension of ([α−1, α),B[α−1,α), να, fα, ). When
√
2−1 < α ≤ 1,
this definition of Ωα coincides with the sets considered in Lemmas 6.2 and 6.3 above.
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Chapter 7
α-Expansions with odd partial quotients
7.1 Introduction
Similar to α-regular continued fractions from the previous Section, this Section considers
a new class of continued fraction transformations ϕα on Iα := [α − 2, α), with α ∈ [g,G],
g =
√
5−1
2
, G =
√
5+1
2
, defined by
ϕα(x) :=
 1|x| − dα(x), if x 6= 0,0 if x = 0, where dα(x) := 2
[
1
2|x| +
1− α
2
]
+ 1. (7.1)
The map ϕα coincides with the Gauss extended odd continued fraction (OCF) map when
α = 1 ([46, 48], see also [9, Section 3.1]), and with the Gauss grotesque continued fraction
(GCF) map at α = G [46, 53]. Although formula (7.1) for the α-OCF Gauss map ϕα looks
like the limiting case q →∞ for the α−Rosen Gauss map considered in [19], the two types
of continued fractions are quite different. In particular, when q → ∞, the interval [1
2
, 1
λq
]
shrinks to the singleton set {1
2
}, whereas the range of α in ϕα may extend beyond [g,G].
We first analyze the natural candidate Φα for the natural extension of ϕα given by
Φα(x, y) :=
(
ϕα(x),
1
dα(x) + e(x)y
)
, (7.2)
where dα(x) is as in (7.1) and e(x) := sign(x). In Section 7.2, we define a region Ωα ⊆
[α− 2, α)× [0, G) on which Φα acts bijectively modulo a set of Lebesgue measure zero, with
finite invariant measure dµα =
dxdy
(1+xy)2
. Given the concrete form of Φα, we show in Section
7.4 that (Ωα,BΩα , 13 logGµα,Φα) gives the natural extension of (Iα,BIα , να, ϕα). Here να is
a ϕα-invariant probability Lebesgue absolutely continuous measure, explicitly computed in
Corollary 7.12, and BC denotes the Borel σ-algebra on C.
Using the explicit description of Ωα, we also prove in Proposition 7.10 that every number
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x ∈ Iα := Iα \Q has a unique representation as
x =
e1
d1 +
e2
d2 + . . .
= 〈〈(e1/d1)(e2/d2) . . .〉〉α, (7.3)
where ei = ei(x;α) = e(ϕ
i−1
α (x)) ∈ {±1} and di = di(x;α) = dα(ϕi−1α (x)) ∈ 2N − 1. When
α = g, we require that (di, ei) 6= (1,+1). When α = 1, we require that (di, ei+1) 6= (1,−1)
as for OCF expansions, while when α = G we require (di, ei) 6= (1,−1). In general, our
expansion (7.3) will also impose certain restrictions on consecutive digits, among them:
(a) when g < α < 1, (di, ei) = (1,+1) implies ei+1 = +1, and (di, ei) = (1,−1) implies
that (di+1, ei+1) 6= (1,−1), (3,−1);
(b) when 1 < α < G, (di, ei) = (1,−1) implies ei+1 = +1, and (di, ei) = (1,+1) implies
(di+1, ei+1) 6= (1,−1).
In the situation of Nakada’s α-regular continued fraction expansions, the sequence of
denominators qn(x;α) of an irrational number x is monotonically increasing. For our α-
OCF expansions, this is no longer the case, and the change in sign of qn+1(x;α) − qn(x;α)
is pretty subtle. Nevertheless, a thorough analysis of the ratio of consecutive denominators,
involving four consecutive iterates of the natural extension Φα, enables us to prove the
estimate qn(x;α) ≥ qBn for every x ∈ Iα, with B = (5G − 2)1/5 ≈ 1.43524 >
√
2 and
q ≈ 0.03438. Due to a standard argument (see e.g. [39]), this will suffice to establish
ergodicity and exactness of ϕα for every α ∈ [g,G] (cf. Theorem 7.16 below). We also show
in Proposition 7.20 that the corresponding Kolmogorov-Sinai entropy is equal to pi
2
9 logG
for
every α ∈ [g,G].
Interestingly, the shape of the natural extension domain for the α-regular continued
fraction transformation with α ∈ [√2− 1, 1
2
] investigated in [30, 34] is similar to the domain
of Φα for α ∈ [g, 1] (compare Figures 6.3 and left hand side of 7.1), and the domain for α-
regular continued fraction transformations with α ∈ [1
2
, g] from [39] is similar to the domain
of Φα for α ∈ [1, G] (compare Figures 6.2 and right hand side of 7.1).
7.2 A skew-shift over the α-odd Gauss map
In this Section, we define a Φα-invariant region Ωα ⊆ [α−2, α)×[0, G), where Φα is invertible,
bi-measurable, and non-singular up to a null-set. In Section 7.4 we show that this gives the
natural extension of ϕα for some appropriate invariant measure.
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We consider the rank-one cylinders
〈b〉α = {x ∈ Iα : dα(x) = |b|, e(x) = sign(b)}, b ∈ Z∗ = Z \ {0}.
That is, 〈b〉k = ∅ if b is even, and
〈−1〉α =
[
α− 2,− 1
1 + α
)
, 〈−2k − 1〉α =
[
− 1
2k − 1 + α,−
1
2k + 1 + α
)
if k ≥ 1,
〈1〉α =
(
1
1 + α
, α
)
, 〈2k + 1〉α =
(
1
2k + 1 + α
,
1
2k − 1 + α
]
if k ≥ 1.
Note that 〈1〉g = ∅, 〈−1〉G = ∅, and 〈±b〉α 6= ∅ for every odd positive integer b when
α ∈ (g,G). We have
{x ∈ Iα : dα(x) = 2k + 1} = 〈2k + 1〉α ∪ 〈−2k − 1〉α for k ≥ 0.
We use dα(α), dα(α− 2), ϕα(α) and ϕα(α− 2) from formula (7.1) to define the continued
fraction expansions of α and α− 2 as in 7.3.
Lemma 7.1. (1) When g < α ≤ G, we have dα(α) = 1. When g ≤ α < G, we have
dα(α− 2) = 1.
(2) When g < α < 1, we have
− 1
3 + α
< ϕα(α− 2) < 0 < ϕα(α) < 1
1 + α
,
dα(ϕα(α)) = dα(ϕα(α− 2))− 2, and
ϕ2α(α) = ϕ
2
α(α− 2).
(7.4)
(3) When 1 ≤ α < G, we have
− 1
1 + α
< ϕα(α) ≤ 0 ≤ ϕα(α− 2) < α,
dα(ϕα(α)) = dα(ϕα(α− 2)) + 2, and
ϕ2α(α) = ϕ
2
α(α− 2).
(7.5)
(4) When α ∈ (g, 1) ∪ (1, G) we have
1
ϕα(α)
+
1
ϕα(α− 2) = −2.
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Proof. (1) Since we know α > 0, we have that dα(α) = 1 exactly when α ∈ 〈1〉α. That
is 2[ 1
2α
+ 1−α
2
] + 1 = 1. Thus, we find that dα(α) = 1 when 0 ≤ 12α + 1−α2 < 1, so√
5−1
2
< α ≤
√
5+1
2
.
We also know α−2 < 0, so dα(α−2) = 1 exactly when α−2 < −11+α . Thus, dα(α−2) = 1
for all α < G.
(2) Let g < α < 1. Since dα(α) = dα(α− 2) = 1, then ϕα(α) = 1α − 1.
Since g < α < 1, 0 < α2 + α− 1 < α. This inequality gives
0 <
1
α
− 1 = ϕα(α) < 1
1 + α
.
Similarly, for α − 2, we have that ϕα(α − 2) = 12−α − 1. Again, we can rewrite
0 < α2 + α− 1 < α to get
−1
3 + α
<
1
2− α − 1 = ϕα(α− 2) < 0.
Finally, to see the last relation, we use the fact that dα(α) = dα(α − 2) = 1 and
ϕα(α− 2) < 0 < ϕα(α) to see:
α =
1
1 +
1
dα(ϕα(α)) + ϕ2α(α)
,
α− 2 = 1
1 +
1
dα(ϕα(α)) + ϕ2α(α)
− 2 = − 1
1− 1
dα(ϕα(α)) + 2 + ϕ2α(α)
.
(7.6)
Thus, dα(ϕα(α− 2)) = dα(ϕα(α)) + 2 and ϕ2α(α) = ϕ2α(α− 2).
(3) Let 1 < α < G. From part (7.1) we know that dα(α) = dα(α−2) = 1 and ϕα(α) = 1α−1.
Since 1 < α < G, −α < α2 − α− 1 < 0. We can rewrite this inequality as
−1
1 + α
<
1
α
− 1 = ϕα(α) < 0.
Similarly, for α− 2, we have ϕα(α− 2) = −1α−2 − 1 and 0 ≤ −1α−2 − 1 = ϕα(α− 2) < α.
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As in the previous case, we see:
α =
1
1− 1
dα(ϕα(α)) + ϕ2α(α)
,
α− 2 = 1
1− 1
dα(ϕα(α)) + ϕ2α(α)
− 2 = − 1
1 +
1
dα(ϕα(α))− 2 + ϕ2α(α)
.
(7.7)
Thus, dα(ϕα(α− 2)) = dα(ϕα(α))− 2 and ϕ2α(α) = ϕ2α(α− 2).
(4) We have shown that ϕα(α) =
1
α
− 1 = 1−α
α
and ϕα(α− 2) = −1α−2 − 1 = 1−αα−2 . Thus,
1
ϕα(α)
+
1
ϕα(α− 2) =
1− α + 1− α
α− 2 = −2.
In order to define the natural extension of ϕα, we consider the rectangles
ΩI;α = Iα × [0, 2−G), ΩII;α = (ϕα(α), α)× (2−G, 1], ΩIII;α = [ϕα(α− 2), α)× [1, G),
and set (see Figure 7.1)
Ωα = ΩI;α ∪ ΩII;α ∪ ΩIII;α.
First, we consider g < α < 1 and partition Ωα, up to a null-set, as Ω1;α∪· · ·∪Ω7;α, where
Ω1;α =
[
α− 2,− 1
1 + α
)
× [0, 2−G) , Ω2;α =
(
1
1 + α
, α
)
× [0, G) ,
Ω3;α =
[
− 1
1 + α
, 0
)
× [0, 2−G) , Ω4;α =
(
0,
1
1 + α
]
× [0, 2−G) ,
Ω5;α =
(
0,
1
1 + α
]
× [1, G) , Ω6;α =
(
ϕα(α),
1
1 + α
]
× [2−G, 1) ,
Ω7;α = [ϕα(α− 2), 0)× [1, G) .
Lemma 7.2. Assuming g < α < 1, the transformation Φα maps Ωα one-to-one onto Ωα up
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ϕα(α)0 1/(1+α)-1/(3+α)
2-G
1
0
αα-2
G
ϕα(α-2) ϕα(α) 0-1/(1+α)
2-G
1
0
αα-2
G
ϕα(α-2)
Figure 7.1: The natural extension domains Ωα for g < α ≤ 1 (left) and 1 ≤ α < G (right)
to a null-set. More precisely, denoting 2K + 1 = dα(ϕα(α)) we have
Φα(Ω1;α) = ΩIII;α, Φα (Ω2;α) = ΩII;α, Φα (Ω3;α) = Iα ×
⋃
k≥1
[
1
2k + 1
,
1
2k − 1 +G
)
,
Φα (Ω4;α) = Iα ×
⋃
k≥1
(
1
2k + 3−G,
1
2k + 1
]
, Φα (Ω5;α) = Iα ×
⋃
k≥1
(
1
2k + 1 +G
,
1
2k + 2
]
,
Φα (Ω6;α) = Iα ×
⋃
1≤k≤K−1
(
1
2k + 2
,
1
2k + 3−G
]
∪ [α− 2, ϕ2α(α))× ( 12K + 2 , 12K + 3−G
]
,
Φα (Ω7;α) = Iα ×
⋃
k≥K+1
[
1
2k + 2
,
1
2k + 3−G
)
∪ [ϕ2α(α), α)× [ 12K + 2 , 12K + 3−G
)
.
Proof. The following situations occur:
(i) (x, y) ∈ Ω1;α, so dα(x) = 1, e(x) = −1. The range of Φα(x, y) = ( 1|x| − 1, 11−y ) is
exactly [ϕα(α− 2), α)× [1, G) = ΩIII;α.
(ii) (x, y) ∈ Ω2;α, so dα(x) = 1, e(x) = +1. The range of Φα(x, y) = ( 1x−1, 11+y ) is exactly
ΩII;α.
(iii) (x, y) ∈ Ω3;α, so dα(x) = 2k+1 ≥ 3, e(x) = −1, and Φα(x, y) = ( 1|x|−(2k+1), 12k+1−y )
covers the rectangle Iα × [ 12k+1 , 12k−1+G) when (x, y) covers 〈−2k − 1〉α × [0, 2−G).
(iv) (x, y) ∈ Ω4;α, so dα(x) = 2k+1 ≥ 3, e(x) = +1, and Φα(x, y) = ( 1x−(2k+1), 12k+1+y )
covers the rectangle Iα × ( 12k+3−G , 12k+1 ] when (x, y) covers 〈2k + 1〉α × [0, 2−G).
(v) (x, y) ∈ Ω5;α, so dα(x) = 2k+ 1 ≥ 3, e(x) = +1, and Φα(x, y) = ( 1x − (2k+ 1), 12k+1+y )
covers the rectangle Iα × ( 12k+1+G , 12k+2 ] when (x, y) covers 〈2k + 1〉α × [1, G).
(vi) (x, y) ∈ Ω6;α, so dα(x) = 2k + 1 ≥ 3, e(x) = +1. Since dα(ϕα(α)) = 2K + 1, we
have ϕ2α(α) =
α
1−α − (2K + 1). Then Φα(x, y) = ( 1x − (2k + 1), y′ = 12k+1+y ) covers the
rectangle Iα × ( 12k+2 , 12k+3−G ] when (x, y) covers 〈2k + 1〉α × [2−G, 1) and 1 ≤ k < K, and
if k = K it covers the rectangle [α − 2, α
1−α − 2K − 1) × ( 12k+2 , 12k+3−G ] when (x, y) covers
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(ϕα(α),
1
2K−1+α ]× [2−G, 1).
(vii) (x, y) ∈ Ω7;α, so dα(x) = 2`+ 1 ≥ 5, e(x) = −1. Let L such that dα(|ϕα(α− 2)|) =
dα(
1−α
2−α) = 2L+ 1. By (7.5) we have L = K+ 1. Then Φα(x, y) = (
1
|x| − (2`+ 1), y′ = 12`+1−y )
covers the rectangle Iα × [ 12` , 12`+1−G) when (x, y) covers the rectangle 〈2`+ 1〉α × [1, G) and
` > L = K + 1, and if ` = K + 1 it covers the rectangle [ α
1−α − 2K − 1, α)× [ 12k+2 , 12k+3−G)
when (x, y) covers [ϕα(α− 2), −12K+3+α)× [1, G).
The map Φα is one-to-one and onto on Ωα up to a null-set because the interior sets
Ω˚1;α, . . . , Ω˚7;α and their images Φα(Ω˚1), . . . ,Φα(Ω˚7) are disjoint and Φα is one-to-one (up to
a null-set) on each of the Ω˚i;α .
When 1 < α < G, we consider
Ω1;α =
[
α− 2,− 1
1 + α
)
× [0, 2−G), Ω2;α =
(
1
1 + α
, α
)
× [0, 1),
Ω3;α =
[
− 1
1 + α
, 0
)
× [0, 2−G), Ω4;α =
(
0,
1
1 + α
]
× [0, 1),
Ω5;α = (ϕα(α), 0)× (2−G, 1].
When 1
1+α
< ϕα(α−2) < α, we take Ω6;α = [ϕα(α−2), α)×[1, G) and partition Ωα modulo
a null-set as Ω1;α∪· · ·∪Ω6;α. When ϕα(α−2) ≤ 11+α , we take Ω6;α = [ϕα(α−2), 11+α ]× [1, G),
Ω7;α = (
1
1+α
, α)× [1, G), and partition Ωα modulo a null-set as Ω1;α ∪ · · · ∪ Ω7;α.
We write dα(ϕα(α− 2)) = 2L+ 1, L ≥ 0, and dα(−ϕα(α)) = 2K + 1, K ≥ 1, so that
2− α
α− 1 − (2L+ 1) = ϕ
2
α(α− 2) and
α
α− 1 − (2K + 1) = ϕ
2
α(α).
By (7.5) we have K = L+ 1. Similarly to the proof of Lemma 7.2 we find
Φα(Ω1;α) = ΩIII;α, Φα(Ω2;α) = (ϕα(α), α)×
(
1
2
, 1
]
,
Φα(Ω3;α) = Iα ×
⋃
k≥1
[
1
2k + 1
,
1
2k − 1 +G
)
,
Φα(Ω4;α) = Iα ×
⋃
k≥1
(
1
2k + 2
,
1
2k + 1
]
,
Φα(Ω5;α) =
(
ϕ2α(α), α
)× ( 1
2K − 1 +G,
1
2K
]
∪ Iα ×
⋃
k>K
(
1
2k − 1 +G,
1
2k
]
.
(7.8)
Lemma 7.3. Assuming 1 < α < G, the transformation Φα maps Ωα one-to-one onto Ωα up
to a null-set.
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Proof. We consider the two possible situations mentioned above:
(i) 1
1+α
< ϕα(α− 2) < α, which corresponds to
√
13−1
2
< α < G and yields L = 0, K = 1,
and ϕ2α(α− 2) = 3−2αα−1 . We have Φα(Ω6;α) = (ϕα(α), ϕ2α(α− 2)]× (2−G, 12 ] and
Φα(Ω5;α ∪ Ω6;α ∪ Ω2;α) = [ϕα(α), α)× (2−G, 1] ∪ Iα ×
⋃
k≥2
(
1
2k + 1 +G
,
1
2k + 2
]
,
which lead in conjunction with (7.8) to the desired result.
(ii) ϕα(α− 2) ≤ 11+α , which yields L = K − 1 ≥ 1. In this case we find
Φα(Ω6;α) =
[
α− 2, ϕ2α(α− 2)
]× ( 1
2L+ 1 +G
,
1
2L+ 2
]
∪ Iα ×
⋃
1≤`<L
(
1
2`+ 1 +G
,
1
2`+ 2
]
,
Φα(Ω7;α) = (ϕα(α), α)×
(
2−G, 1
2
]
.
Employing also K = L+ 1, ϕ2α(α) = ϕ
2
α(α−2) and (7.8), we establish the desired result.
Remark 7.4. When α ∈ {g, 1, G}, the analogues of Lemmas 7.2 and 7.3 still hold and are
checked in a similar way.
When α = g, corresponding to α↘ g, we take Ωg = [g−2, g)× [0, 1−g)∪ [g−12−g , g)× [1, G),
partitioned into Ω1;g = [g−2,−g)×[0, 2−g), Ω3;g = [−g, 0)×[0, 2−G), Ω4;g = (0, g]×[0, 2−G),
Ω5;g = (0, g]× [1, G), Ω7;g = (g−12−g , 0)× [1, G).
When α = G, corresponding to α ↗ G, we take ΩG = [G − 2, G) × [0, 1), partitioned
into Ω2;G = (2 − G,G) × [0, 1); Ω3;G = [G − 2, 0) × [0, 2 − G), Ω4;G = (0, 2 − G] × [0, 1),
Ω5;G = [G− 2, 0)× (2−G, 1].
When α = 1 we can take, as in Lemma 7.2, Ω1 = [−1, 1)× [0, 2−G)∪ [0, 1)× [2−G,G),
partitioned into Ω1;1 = [−1,−12)× [0, 2−G), Ω2;1 = (12 , 1)× [0, G), Ω3;1 = [−12 , 0)× [0, 2−G),
Ω4;1 = (0,
1
2
]× [0, 2−G), Ω5;1 = (0, 12 ]× [1, G); Ω6;1 = (0, 12 ]× [2−G, 1).
7.3 The α-OCF expansions and growth of denominators
The next two lemmas will be helpful in estimating the rate of growth of the denominators
of convergents of x. For each (x, y) ∈ Ωα \Q2 we denote (xk, yk) = Φkα(x, y).
Lemma 7.5. Assume g < α ≤ 1. For every (x, y) ∈ Ωα \ Q2, at least one of the next five
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inequalities holds:
y0 ≤ 2−G < 1√
2
, y0y1 ≤ G
5−G <
1
2
, y0y1y2 ≤ 1
3
<
1
2
√
2
,
y0y1y2y3 ≤ G
7 + 4G
<
1
4
, or y0y1y2y3y4 ≤ 1
5G− 2 <
1
4
√
2
.
Proof. The following five situations can occur:
(a) (x, y) ∈ ΩI;α, when we clearly have y < 2−G < 1√2 .
(b) ϕα(α) < x ≤ 11+α and 2−G ≤ y ≤ 1. Then we have dα(x) ≥ 3, e(x) = +1, so y1 ≤ 13+y
and yy1 ≤ y3+y ≤ 14 . When 11+α < x < α and 2 − G ≤ y ≤ 1, we have y1 = 11+y and
ϕα(α) < x1 =
1
x
− 1 < α, so y2 ≤ 11+y1 =
1+y
2+y
and yy1y2 ≤ y2+y ≤ 13 .
(c) 0 < x ≤ 1
1+α
and 1 ≤ y ≤ G. Then we have dα(x) ≥ 3, e(x) = +1, so y1 ≤ 13+y and
yy1 ≤ y3+y ≤ G3+G < 12 .
(d) ϕα(α − 2) ≤ x < 0 and 1 ≤ y ≤ G. Then we have dα(x) ≥ 5, e(x) = −1, so
yy1 ≤ y5−y ≤ G5−G .
(e) When 1
1+α
< x < α and 1 ≤ y ≤ G, we have (x1, y1) ∈ ΩII;α, y1 = 11+y , yy1 = y1+y ≤
G
1+G
, y2 =
1
d2+y1
≤ 1
1+y
, and one of the following two situations holds:
(e.1) 0 ≤ y ≤ 1, when yy1y2 ≤ y2+y ≤ 13 ,
(e.2) 1 ≤ y ≤ G. This case occurs when either:
(e.2.1) ϕα(α) < x1 <
1
1+α
, so y2 ≤ 13+y1 and yy1y2 ≤
y
4+3y
≤ G
4+3G
, or
(e.2.2) 1
1+α
< x1 < α, so y2 =
1
1+y1
= 1+y
2+y
and yy1y2 =
y
2+y
. In this subcase, there
are two further subcases:
(e.2.2.1) ϕα(α) < x2 <
1
1+α
, so y3 ≤ 13+y2 and yy1y2y3 ≤
y
7+4y
≤ G
7+4G
, or
(e.2.2.2) 1
1+α
< x2 < α, so y3 =
1
1+y2
and yy1y2y3 =
y
3+2y
. Furthermore, since
ϕα(α) < x3 < α we have y4 =
1
1+y3
= 3+2y
5+3y
and yy1y2y3y4 =
y
5+3y
≤
G
5+3G
= 1
5G−2 , concluding the proof.
Lemma 7.6. Assume 1 ≤ α < G. For every (x, y) ∈ Ωα \ Q2, at least one of the next five
inequalities holds:
y0 ≤ 2−G < 1√
2
, y0y1 ≤ G
3 +G
<
1
2
, y0y1y2 ≤ 1
3
<
1
2
√
2
,
y0y1y2y3 ≤ G
5 + 2G
<
1
4
, or y0y1y2y3y4 ≤ 1
5G− 2 <
1
4
√
2
.
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Proof. We can assume 2 − G ≤ y ≤ G. When 0 < x ≤ 1
1+α
and 2 − G ≤ y ≤ 1, we have
dα(x) ≥ 3, e(x) = +1 and yy1 ≤ y3+y ≤ 14 . Four more situations can occur:
(a) 1
1+α
< x < α and 2−G ≤ y ≤ 1, Then we have y1 = 11+y and − 11+α < 1α−1 = ϕα(α) <
x1 =
1
x
− 1 < α. Two subcases can occur:
(a.1) x1 > 0, so y2 ≤ 11+y1 =
1+y
2+y
and yy1y2 =
y
2+y
≤ 1
3
.
(a.2) x1 < 0, so dα(x1) ≥ 3, e(x1) = −1 and y2 ≤ 13−y1 =
1+y
2+3y
, yy1y2 ≤ y2+3y ≤ 15 .
(b) ϕα(α) < x < 0 and 2−G ≤ y ≤ 1. Then we have dα(x) ≥ 3, e(x) = −1, so y1 ≤ 13−y .
Two subcases can occur:
(b.1) x ≥ −1
3+α
, so dα(x) ≥ 5, e(x) = −1, and y1 ≤ 15−y , yy1 ≤ y5−y ≤ 14 .
(b.2) − 1
1+α
≤ ϕα(α) < x < −13+α . Then dα(x) = 3, e(x) = −1, y1 = 13−y and 3−2αα−1 <
x1 =
1
|x| − 3 < α. If x1 > 0, then y2 ≤ 11+y1 =
3−y
4−y and yy1y2 =
y
4−y ≤ 13 . On the
other hand, since − 1
1+α
≤ 3−2α
α−1 , notice that when
3−2α
α−1 < x1 < 0 we must have
dα(x1) ≥ 3, e(x1) = −1, and so y2 ≤ 13−y1 =
3−y
8−3y and yy1y2 ≤ y8−3y ≤ 15 .
(c) When ϕα(α−2) ≤ x ≤ 11+α and 1 ≤ y ≤ G, we have dα(x) ≥ 3, e(x) = +1, so y1 ≤ 13+y
and yy1 ≤ y3+y ≤ G3+G < 12 .
(d) When ϕα(α − 2) < 11+α < x < α and 1 < y < G, we have y1 = 11+y and 1α − 1 < x1 =
1
x
− 1 < α. Three subcases can occur:
(d.1) ϕα(α) < x1 < 0, so dα(x1) ≥ 3, e(x1) = −1, y2 ≤ 13−y1 =
1+y
2+3y
. yy1y2 ≤ y2+3y ≤
G
2+3G
< 1
3
.
(d.2) 0 < x1 <
1
1+α
, so y2 ≤ 13+y1 ≤ 13−y1 and yy1y2 ≤ G2+3G as in (d.1).
(d.3) 1
1+α
< x1 < α, so y2 =
1
1+y1
= 1+y
2+y
and 1
α
− 1 < x2 = 1x1 − 1 < α. Two more
subcases can occur, as follows:
(d.3.1) 1
α
− 1 < x2 < 11+α , when as in Cases (d.1) and (d.2) above we get y3 ≤ 13−y2
and yy1y2y3 ≤ y5+2y ≤ G5+2G .
(d.3.2) 1
1+α
< x2 < α, so y3 =
1
1+y2
= 2+y
3+2y
and 1
α
− 1 < x3 = 1x2 − 1 < α. Two
subcases can occur here:
(d.3.2.1) 1
α
− 1 < x3 < 11+α , so y4 ≤ 13−y3 =
3+2y
7+5y
and yy1y2y3y4 =
y
7+5y
≤ G
7+5G
<
G
5+3G
.
(d.3.2.2) 1
1+α
< x3 < α, so y4 =
1
1+y3
= 3+2y
5+3y
and yy1y2y3y4 =
y
5+3y
≤ G
5+3G
,
concluding the proof.
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Remark 7.7. Lemma 7.5 also works for α = g and Lemma 7.6 for α = G.
Recall that with dα as in (7.1) and e(x) = sign(x), we defined
di = di(x;α) = dα(ϕ
i−1
α (x)), ei = ei(x;α) = e(ϕ
i−1
α (x)) if ϕ
i−1
α (x) 6= 0,
and also let di(x;α) =∞, ei(x;α) = 0 if ϕi−1α (x) = 0. We also define
ωα,i(x) := ei(x;α)di(x;α) ∈ 2Z− 1, i ≥ 1,
and consider the cylinder sets
〈ω1, . . . , ωn〉α := 〈ω1〉α ∩ ϕ−1α (〈ω2〉α) ∩ . . . ∩ ϕ−(n−1)α (〈ωn〉α)
= {x ∈ Iα : ωα,1(x) = ω1, . . . , ωα,n(x) = ωn},
with ωi positive or negative odd integers.
Define pn = pn(x;α) and qn = qn(x;α) by
p−1 = 1, p0 = 0, p1 = e(x),
q−1 = 0, q0 = 1, q1 = dα(x),(
pn qn
pn−1 qn−1
)
=
(
dn en
1 0
)(
pn−1 qn−1
pn−2 qn−2
)
,
with dn = dn(x;α) and en = en(x;α). When x ∈ Iα with ϕiα(x) 6= 0, i = 0, . . . , n − 1, we
have
x = 〈〈(e1/d1)(e2/d2) . . . (en/dn + ϕnα(x))〉〉α and
pn
qn
= 〈〈(e1/d1)(e2/d2) . . . (en/dn)〉〉α.
The following standard properties hold:
pn−1(x;α)qn(x;α)− pn(x;α)qn−1(x;α) = (−1)ne1(x;α) · · · en(x;α), (7.9)
x =
pn(x;α) + ϕ
n
α(x)pn−1(x;α)
qn(x;α) + ϕnα(x)qn−1(x;α)
, (7.10)
ϕnα(x) =
qn(x;α)x− pn(x;α)
−qn−1(x;α)x+ pn−1(x;α) , (7.11)
Φnα(x, 0) =
(
ϕnα(x),
qn−1(x;α)
qn(x;α)
)
, ∀n ≥ 0. (7.12)
Since dα(x) + e(x)y > 0 for all (x, y) ∈ Ωα, the expression for Φα in (7.2) and formula (7.12)
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show that qn(x;α) > 0 for every x ∈ Iα and n ≥ 1.
Proposition 7.8. For every x ∈ Iα and n ∈ N we have
(i) min
{
qn(x;α)
qn+1(x;α)
,
qn(x;α)
qn+2(x;α)
,
qn(x;α)
qn+3(x;α)
,
qn(x;α)
qn+4(x;α)
,
qn(x;α)
qn+5(x;α)
}
≤
(
1
5G− 2
)1/5
.
(ii) qn(x;α) ≥ qBn, where B = (5G− 2)1/5 ≈ 1.43524 >
√
2 and q = ( g
B
)4 ≈ 0.03438.
Proof. (i) This follows from Lemmas 7.5 and 7.6, and identity (7.12).
(ii) Denote A1 = 2 − G, A2 = G5−G , A3 = 13 , A4 = G5+2G , A5 = 15G−2 . Fix n ≥ 5. By (i)
for every x there exist n0 = n0(x) ∈ {n− 4, n− 3, n− 2, n− 1, n} and non-negative integers
α1, . . . , α5 such that α1 + 2α2 + 3α3 + 4α4 + 5α5 = n0 and
1
qn0(x;α)
=
q0(x;α)
qn0(x;α)
≤ Aα11 · · ·Aα55 ≤ An0 ,
where A := max{A1, A1/22 , A1/33 , A1/44 , A1/55 } = (5G− 2)−1/5. Since qk(x;α)qk+1(x;α) ≤ G, we find that
qn(x;α) ≥ min{A−n, gA−n+1, g2A−n+2, g3A−n+3, g4A−n+4} = qA−n = qBn.
Lemma 7.9. For every x ∈ Iα and n ∈ N we have
2Gqn(x;α) ≥ qn(x;α) + ϕnα(x)qn−1(x;α) ≥ Cαqn(x;α), (7.13)
where
Cα = min
(u,v)∈Ωα
(1 + xy) ≥ 2(
√
5− 2) > 0.
Proof. Inequality (7.13) follows directly from (7.12). The lower bound in Cα is derived using
the particular shape of Ωα as follows:
Cα = 1 +
min{(2−G)(α− 2),
G(α−1)
2−α } if g ≤ α ≤ 1,
min{(2−G)(α− 2), 1−α
α
} if 1 ≤ g ≤ G,
=
1 + (2−G)(α− 2) if g ≤ α ≤ 1,1 + min{(2−G)(α− 2), 1−α
α
} = 1
α∗ − 1 if 1 ≤ g ≤ G,
where α∗ = 12(−G+ 1 +
√
G2 + 2G+ 5) and Cα ≥ 2(
√
5− 2).
Proposition 7.10. For every α ∈ [g,G], every x ∈ Iα, and every n ∈ N, there exist universal
constants c1, c2 > 0 such that
1
qn(x;α)qn+1(x;α)
≤
∣∣∣∣x− pn(x;α)qn(x;α)
∣∣∣∣ ≤ c1q2n(x;α) ≤ c2C−n,
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where C = (5G− 2)2/5 ≈ 2.05993
Proof. The second inequality follows from (7.10), (7.9), and Lemma 7.9. The third inequality
follows from Proposition 7.8.
To prove the first inequality, denote dn+1 := dn+1(x;α), pn := pn(x;α), qn = qn(x;α), and
u = ϕnα(x). The equality dn+1 = 2[
1
2|u| +
1−α
2
] + 1 shows that 1|u| < dn+1 + α. In conjunction
with equality (7.10) we infer
|x− pn
qn
| = |u|
qn|qn + uqn−1| =
1
q2n(
1
|u| +
qn−1
qn
)
=
1
qn(qn−1 +
qn
|u|)
>
1
qn(qn−1 + (dn+1 + α)qn)
=
1
qn
· 1
qn+1 + (1− en+1)qn−1 + αqn >
1
qnqn+1
.
7.4 Ergodic properties of the map ϕα
In this section we explicitly describe the ϕα-invariant Lebesgue absolutely continuous prob-
ability measure να and the natural extension of (Iα,BIα , να, ϕα), show that ϕα is an exact
endomorphism, and compute its entropy with respect to να.
Proposition 7.11. The measure dµα =
dxdy
(1+xy)2
is finite and Φα-invariant on Ωα with
µα(Ωα) = 3 logG.
Proof. If u = e
x
− d and v = 1
d+ey
, then
1
(1 + xy)2
· ∂(x, y)
∂(u, v)
=
1
(1 + uv)2
.
The measure µα is Φα-invariant since Φα(x, y) = (
e
x
− d, 1
d+ey
) for every (x, y) ∈ (int〈ω〉α ×
[0, G)) ∩ Ωα, where ω = ed ∈ 2Z − 1. Also, µα is finite because Cα > 0, as observed in
Lemma 7.9. A direct calculation gives µα(Ωα) = 3 logG.
Consider the projection piα : Ωα → Iα, piα(x, y) = x, and the section sets Rα(x) = pi−1α (x).
Consider also the Φα-invariant probability measure µ˜α =
1
3 logG
µα. The probability measure
να on Iα defined by
να(E) = µ˜α
({(x, y) ∈ Ωα : x ∈ E}) = µ˜α(⋃
x∈E
{x} ∪Rα(x)
)
, E ∈ BIα ,
is ϕα-invariant and Lebesgue absolutely continuous since Φα is a skew-shift over ϕα.
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Corollary 7.12. dνα = hαdλ with density hα as follows:
hα(x) =
1
3 logG
·

1
x+G+1
if x ∈ [α− 2, α−1
2−α)
1
x+G+1
+ 1
x+G−1 − 1x+1 if x ∈ [α−12−α , 1−αα )
1
x+G−1 if x ∈ [1−αα , α)
when g ≤ α ≤ 1,
hα(x) =
1
3 logG
·

1
x+G+1
if x ∈ [α− 2, 1−α
α
)
1
x+1
if x ∈ [1−α
α
, α−1
2−α)
1
x+G−1 if x ∈ [α−12−α , α)
when 1 ≤ α ≤ G.
Proof. The density hα =
dνα
dλ
is given by
hα(x) =
1
3 logG
∫
Rα(x)
dy
(1 + xy)2
,
and a direct calculation shows that it coincides with the expressions above.
Since the densities hα are bounded away from 0 and∞, there exists a universal constant
c > 0 such that
c−1λ(A) ≤ να(A) ≤ cλ(A), ∀A ∈ BIα . (7.14)
For every sequence ω = (ωk) with ωk odd integers, denote ∆n(ω) := 〈ω1, . . . , ωn〉α and
qn(ω) = qn(x;α), pn(ω) = pn(x;α) if x ∈ ∆n(ω). The map ϕnα maps a non-empty cylinder
∆n(ω) one-to-one onto the interval Jn(ω) := ϕ
n
α(∆n(ω)). Equations (7.10) and (7.12) give
that non-empty cylinders correspond to the intervals
∆n(ω) =
{
x =
pn(ω) + upn−1(ω)
qn(ω) + uqn−1(ω)
: u ∈ Jn(ω)
}
, (7.15)
where for each x ∈ Jn(ω) we have
u = ϕnα(x) =
qn(ω)x− pn(ω)
−qn−1(ω)x+ pn−1(ω) .
Employing (7.9), Lemma 7.9 and Proposition 7.8, we infer that there exist universal constants
c3, c4, c5 > 0 such that
c3
λ(Jn(ω))
q2n(ω)
≤ λ(∆n(ω)) ≤ c4λ(Jn(ω))
q2n(ω)
≤ c5C−n. (7.16)
Denote by Gn(α) the collection of all rank n cylinders 〈ω1, . . . , ωn〉α with Jn(ω) = Iα.
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The next lemma reveals that the collection U(α) of all cylinders in some Gn(α) generates the
Borel σ-algebra BIα . We follow closely the proof of Lemma 6 of [39], employing the upper
bound on λ(∆n(ω)) provided by (7.16).
Lemma 7.13. For almost every x ∈ Iα, there exists a subsequence (nk), depending on x,
such that
ϕnkα
(〈ωα,1(x), ωα,2(x), . . . , ωα,nk(x)〉α) = Iα, ∀k ≥ 1.
Proof. Consider the sets Ck := {x ∈ Iα : ϕkα
(〈ωα,1(x), . . . , ωα,k(x)〉α) = Iα}, A := ⋂∞k=1Cck
and B :=
⋃∞
n=1
⋂∞
m=n+1C
c
m. We have to prove that λ(B) = 0.
Notice first that upon
ϕkα
(〈ωα,1(ϕnα(y)), . . . , ωα,k(ϕnα(y))〉α) = ϕkα(〈ωα,n+1(y), . . . , ωα,n+1(y)〉α)
= ϕn+kα
(〈ωα,1(y), . . . , ωα,n+k(y)〉α)
it follows that ϕ−nα (Ck) ⊆ Ck+n, and consequently B ⊆
⋃∞
n=1 ϕ
−n
α (A). In conjunction with
(7.14) and να = να ◦ ϕ−1α , this shows that it suffices to prove that λ(A) = 0.
For every n ≥ 1, the set
Sn :=
{
(ω1, . . . , ωn) ∈ Zn : 〈ω1, . . . , ωn〉α 6= ∅, ϕkα(〈ω1, . . . , ωk〉α) 6= Iα,∀k ∈ {1, . . . , n}
}
is contained in {ωα,1(α), ωα,1(α− 2)} × {ωα,2(α), ωα,2(α− 2)} × · · · × {ωα,n(α), ωα,n(α− 2)}.
Hence Sn contains at most 2
n elements. Estimate (7.16) then gives that the Lebesgue measure
of the union of cylinders of rank n satisfying ϕkα(〈ω1, . . . , ωk〉α) 6= Iα for every k ∈ {1, . . . , n}
is less than or equal to c5C
−n2n. Since C > 2, we have limn λ(
⋂n
k=1C
c
k) = 0 and therefore
λ(A) = 0.
Since piαΦα = ϕαpiα and να(E) = µ˜α(pi
−1
α (E)), ∀E ∈ BIα , it follows that the dynamical
system (Ωα,BΩα , µ˜α,Φα) is an extension of (Iα,BIα , να, ϕα). Standard arguments as in [39]
show the minimality of this extension, in the sense that
∨∞
n=0 Φ
n
αpi
−1
α BIα = BΩα , hence we
have
Theorem 7.14. (Ωα,BΩα , µ˜α,Φα) gives the natural extension of (Iα,BIα , να, ϕα).
For any interval [x, y] ⊆ Jn(ω), the set ϕ−nα ([x, y]) ∩ ∆n(ω) is an interval. Employing
Proposition 7.8, Lemma 7.9 and (7.15), there exist universal constants c6, c7 > 0 such that
c6
y − x
q2n(ω)
≤ λ(ϕ−nα ([x, y]) ∩∆n(ω)) = y − x(qn(ω) + xqn−1(ω))(qn(ω) + yqn−1(ω)) ≤ c7 y − xq2n(ω) .
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Upon (7.16), there now exist universal constants c8, c9 > 0 such that, for every rank n
cylinder ∆n(ω) ∈ Gn(α) and [x, y] ⊆ Iα, we have
c8(y − x)λ(∆n(ω)) ≤ λ
(
ϕ−nα ([x, y]) ∩∆n(ω)
) ≤ c9(y − x)λ(∆n(ω)).
This further gives, i.e. ∆n(ω) ∈ Gn(α) and A ∈ BIα ,
c8λ(A)λ(∆n(ω)) ≤ λ(ϕ−nα (A) ∩∆n(ω)) ≤ c9λ(A)λ(∆n(ω)). (7.17)
Proposition 7.15. The measure-preserving transformation (Iα,BIα , ϕα, να) is ergodic.
Proof. Let A ∈ BIα such that ϕ−1α (A) = A. By (7.17) we have
λ(A ∩∆n(ω)) ≥ c8λ(A)λ(∆n(ω)), ∀n ≥ 1, ∀∆n(ω) ∈ Gn(α).
Since U(α) generates BIα , this further yields
λ(A ∩B) ≥ c8λ(A)λ(B), ∀B ∈ BIα .
Choosing B = Ac, it follows that either λ(A) = 0 or λ(Ac) = 0, showing that ϕα is ergodic.
The endomorphism ϕα has stronger ergodic properties. In particular, it turns out to be
also exact, i.e the tail σ-algebra
⋂∞
n=0 ϕ
−n
α BIα only consists of null or co-null sets.
Theorem 7.16. The measure-preserving transformation (Iα,BIα , ϕα, να) is exact.
Proof. We use the exactness criterion proved in [47, Thm. 4.2]. In our situation this amounts
to showing that there exists a constant q > 0 such that the following inequality holds for
every n ≥ 1, every cylinder ∆n(ω) ∈ Gn(ω), and every Borel set X ⊂ ∆n(ω):
να(ϕ
n
α(X)) ≤ q
να(X)
να(∆n(ω))
. (7.18)
Taking E := ϕnα(X) ∈ BIα , estimate (7.17) provides
λ(X) = λ(ϕ−nα (E) ∩∆n(ω)) ≥ c8λ(ϕnα(X))λ(∆n(ω)).
Upon (7.14), this yields inequality (7.18) with q = c3c8.
Corollary 7.17. The measure-preserving transformation (Iα,BIα , ϕα, να) is mixing of all
orders.
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Proof. This follows from Theorem 7.16 and [47, Theorem 2.6]
Corollary 7.18. For every set A ∈ BIα, we have
lim
n
λ(ϕ−nα (A)) = 2να(A).
Proof. The mixing property of ϕα∫
Iα
(f ◦ ϕnα)gdνα n−→
∫
Iα
fdνα
∫
Iα
gdνα, ∀f, g ∈ L2(να),
shows in particular that
λ(ϕ−nα (A)) =
∫
Iα
(χA ◦ ϕnα)
dνα
hα
n−→
∫
Iα
χAdνα
∫
Iα
dνα
hα
= 2να(A).
Exactness of ϕα also implies that its natural extension Φα is a K-automorphism (cf.,
e.g., [47, Prop. 3.4] or [16, Thm.3, p. 289]), and that να is the unique σ-finite Lebesgue
absolutely continuous ϕα-invariant measure (cf., Theorem 2.9).
Lemma 7.19. For every α ∈ [g,G] we have
J(α) :=
∫ α
α−2
log |x|hα(x) dx = − pi
2
18 logG
.
Proof. When g ≤ α ≤ 1 we have
J(α) =
∫ 0
α−2
log(−x) dx
x+G+ 1
+
∫ 1
α
−1
0
log x dx
x+G+ 1
+
∫ 0
α−1
2−α
log(−x) dx
x+G− 1
+
∫ α
0
log x dx
x+G− 1 −
∫ 0
α−1
2−α
log(−x) dx
x+ 1
−
∫ 1
α
−1
0
log x dx
x+ 1
.
Applying the Fundamental Theorem of Calculus and equalities 1
α
+ G = α+G−1
(G−1)α and
α−1
2−α +
G− 1 = α+G−1
(G+1)(2−α) , we find
(α +G− 1)J ′(α) = − log(2− α)− G− 1
α
log
(
1− α
α
)
− G+ 1
2− α log
(
1− α
2− α
)
+ logα +
α +G− 1
2− α log
(
1− α
2− α
)
+
α +G− 1
α
log
(
1− α
α
)
= 0.
When 1 ≤ α ≤ G, a similar computation provides J ′(α) = 0 as well.
Employing some basic properties of dilogarithms it was shown in [46] that J(G) =
97
− pi2
18 logG
and in [48] that J(1) = − pi2
18 logG
.
The following are standard consequences of ergodicity of ϕα:
Proposition 7.20. For every α ∈ [g,G] and almost every x ∈ Iα:
(i) lim
n
1
n
log |qn(x;α)x− pn(x;α)| = − pi
2
18 logG
.
(ii) lim
n
1
n
log qn(x;α) =
pi2
18 logG
.
(iii) lim
n
1
n
log
∣∣∣∣x− pn(x;α)qn(x;α)
∣∣∣∣ = − pi29 logG .
Proof. (i) Equation (7.11) yields
n∏
k=0
|ϕkα(x)| =
|qn(x;α)x− pn(x;α)|
|x| , ∀x ∈ Iα. (7.19)
Since ϕα is ergodic and log |x| ∈ L1(να) = L1(λ), the ergodic theorem and Lemma 7.19 yield
lim
n
1
n+ 1
n∑
k=0
log |ϕkα(x)| =
∫ α
α−2
log |x| dνα(x) = − pi
2
18 logG
. (7.20)
The statement follows from (7.19) and (7.20).
(ii) follows from (i) and 1
qn+1
≤ |qn(x;α)x− pn(x;α)| ≤ c1qn proved in Proposition 7.10.
(iii) is a consequence of (i) and (ii).
Theorem 7.21. For every α ∈ [g,G] the entropy of (ϕα, να) and (Φα, µα) is
hµα(Φα) = hνα(ϕα) =
pi2
9 logG
.
Proof. Following the argument in the proof of Theorem 3 in [39], this can be deduced from
the Shannon-McMillan-Breiman theorem, extended by Chung for countable partitions, which
gives
hνα(ϕα) = − lim
n→∞
1
n
log να
(〈ωα,1(x), . . . , ωα,n(x)〉α) for a.e. x ∈ Iα.
Choose x and some subsequence nk = nk(x) as in Lemma 7.13. Then by Proposition 7.10
we see that
c3
q2nk(x;α)
≤ λ(〈ωα,1(x), . . . , ωα,nk(x)〉α) ≤ c4q2nk(x;α) .
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Figure 7.2: The set Φnα(Iα × {0}) with α = 0.9g and 0 ≤ n ≤ 50
Taking also into account (7.14) we find
hνα(ϕα) = 2 lim
k→∞
1
nk
log qnk(x;α) =
pi2
9 logG
.
Entropy being preserved under the natural extension, the equality hµα(Φα) = hνα(ϕα) fol-
lows.
When α < g, numerical experiments (see especially Figure 7.2) suggest that the shape
of the natural extension domain Ωα = {Φnα(Iα × {0}) : n ≥ 0} becomes considerably more
intricate, as it happens in the situation of the α-regular continued fraction expansion with
α < 1
2
.
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