A hyperbolic-parabolic "chemotaxis" system modelling aggregation of motile cells by production of a diffusible chemoattractant, is approximated by a scalar diffusion equation for the cell density, where the drift term is an explicit functional of the current density profile.
Introduction
and development of the model. In this note we shall develop and explore the behavior of a simple two-speed, one-dimensional model which describes the motion of chemosensitive cells; that is cells whose motions are influenced by a chemical gradient dp/dx, where p -p(x, t) denotes the concentration of a diffusible substance produced by each cell. A well-known example is the morphogenetic aggregation of slime mold ceils [5] , which previously has been modelled by Keller and Segel [6] using a coupled system of two equations for p and the cell density n = u(x,t), the so-called "chemotaxis system". For a recent mathematical analysis see [4, 12] . In most cases as in slime molds, however, parameter estimations reveal that the diffusion coefficient of the chemoattractant (Dp ~ 10_7cm2/sec) is about ten times larger than the motility of the cells (Du ~ 10~8 cm2/sec) (compare for example [3] ). If also the production rate of the chemoattractant is relatively large, then the quasi-stationary gradient of the rapidly diffusing substance approximately determines the chemotactic drift of the cells. This finally leads to a scalar diffusion equation for the cell density u of type where the chemotactic drift velocity V(x,t) is a functional of the momentary cell density u(-,t) at time t. For a more general treatment of these kind of equations see [1, 2, 8] .
In this first section we want to give a brief derivation of (1.1) from a basic stochastic model, and then proceed with its analysis. After rescaling space and time the one-dimensional motion of cells with speed ±c can be described by a probability density function /: {-c,c} where \ and p are positive constants. The terms 1/p ± \{dp/dx) in (1.2) and (1.3) represent the fact that, without a gradient of p, a single cell moving with one speed (±c) randomly switches to the other in a time interval of length dt with probability \/1pdt. In presence of a chemical gradient this probability is increased (or decreased) for cells moving down (or up) the gradient. For simplicity we assume a linear dependence on dp/dx.
Introducing the two moments (1.4) u -f+ + f~ the total cell density, (1.5) w = c(/+ -/~) the mean cell flux, it is easily checked that (1.2)-(1.3) is equivalent to the hyperbolic system (see also [10] ): , ^ du dŵ at + ITx = °'
The model system is closed by a parabolic diffusion equation for p with a production rate proportional to u; M
•£-<&+« where e and d are positive constants. Our primary interest is in solutions of (1.6)-(1.8) in a finite tube: -1 < x < 1 for times t > 0, given initial data for n, w, and p at time t = 0. (Due to the preliminary rescaling of space we can choose the spatial interval [-1,1] without restriction.) This requires that boundary conditions be supplied at the ends x = ±1. We shall assume zero boundary conditions for the cell flux w; (1.9) w(±l,t)=0
and that p satisfies the symmetric Robin conditions;
(1.10) ^(-l,t) = Ap(-l,t) and ^(l,t) = -A/>(l,t)
where A > 0 measures the dilution of the chemoattractant into the exterior.
We first observe that if (u, w,p) is a solution of (1.6)-(1.10), then the cumulative distribution function (1.11) E/(x)od= f ua,t)dt:
(1.12) _+«; = 0, -1 <x< 1 and t > 0.
Moreover, w(l,t) = 0 implies that, besides U(-l,t) = 0, (1.13) U(l,t) = 2u, t>0.
Here 1 z-1
is the mean value of u(-, t) which is independent of t.
The assumption mentioned at the beginning, that diffusion and production of the chemoattractant are large (relative to the macroscopic scales), means for equation (1.8 ) that e is vanishingly small, more precisely we will suppose (1.15) 0<e«d<l.
This first assumption allows us, in the asymptotic limit e -> 0, to replace ( 
contains the double integral functional of u(-, t). Using (1.16) we can replace the gradient dp/dx in (1.6)-(1.7) and obtain an approximating hyperbolic system with a functional term;
In particular, we want to analyze situations where the net chemotactic drift of the cells, described by the quotient pc\/d in equation (1.18 If we formally (for p = e = 0) proceed to the limit A -0 we observe that b(t) = n is constant and we are back to a classical nonlinear diffusion problem which, in the case of the infinite real line and with density dependent degenerate diffusion coefficient K2, has been analyzed by Mimura and Nagai [8, 9] . Remark, however, that p ~ 6/A for e -0 and A -> 0, or J_1 p(t, x) dx ~ n/2e • t for e > 0 and A = 0 in (1.10).
The remainder of this paper involves a systematic study of system (1.25)-(1.27) for -1 < x < 1 and t > 0, with initial data
where U(-) is any piecewise smooth function satisfying the compatibility conditions (1.29) <7(-l)=0, i>(l) = 2u, and ^(x) > 0, -1 < x < 1. Ueq(x) = u(x + 1) and neq = eq = u.
Our numerical computations suggest that the unique equilibrium is also globally attractive, see §4.
These results imply that when the chemotactic effects dominate the chemical diffusion (\/c » d) the cells tend to aggregate at the center of the tube whereas when chemical diffusion dominates there is a tendency of the cells to smear to a uniform distribution.
In §2 we shall investigate (1.25)-(1.28) when K2 -0. In this case (1.25) reduces to a scalar quasilinear hyperbolic conservation law and solutions with shocks must be considered. The theory of such equations is well understood; for details see e.g. [7] . The interesting feature about this case is that after a finite time the solution U is a step function with a single discontinuity; i.e.
(1-33) U(x,t) = {°> -1<z<sM> v ; v ' ' \1u, s(t) < X < 1, and x = s(t) is a shock wave satisfying
In §3 we shall analyze the system when K2 > 0. Here, we shall use the Hopf-Cole transformation to simplify the problem. Spectral methods will then be applied to the transformed systems to obtain the long-term asymptotics.
2. The case K2 = 0. In this section we shall study the system: 
(t) = U(x(t), t).
The last equation, together with the definition of b(-) and the boundary conditions (2.3), implies that characteristics emanating from the boundaries x -±1 point into the interval -l<x<last increases, and this observation confirms that boundary conditions at both ends of the interval are required to make the problem properly posed.
The presence of the quadratic nonlinearity in (2.1) forces us to consider solutions which are piecewise smooth and exhibit simple jump discontinuities (in x and t) across piecewise smooth curves x = s(t). Such curves are called shock waves and in order that they be consistent with the conservation structure of (2.1) they must satisfy the Rankine-Hugoniot condition,
where (2.8) U±(s(t),t)= lim U(s(t)±e,t).
£>0
In general, not all shock waves are admissible. However, since we look for functions U being monotone in x, we can consider only those shocks which satisfy (2.9)
U-(s(t),t)<U+(s(t),t). This last condition guarantees that the sound speeds V_ (s(t), t) = b(t) -U-(s(t), t) and V+(s(t),t) = b(t) -U+(s(t),t) to the left and right of the shock satisfy (2.10) V+(s(t),t)<-<V.(s(t),t).
(2.9) also guarantees that any shock solution is obtainable by taking limits as K2 tends to zero of solutions of (1.25); clearly a desired property for us. Compare e.g.
[11] for conservation laws without functional terms. We shall now show how to solve the system (2.1)-(2.4) when the initial data U is a step function; that is when {Ui, -Kx<s°x, Uk, s°_! <x<s°k, 2<*<n-l, Un, 5°_x < x < 1, and (2.12) 0 < <7i < U2 < ■ ■ ■ < Un < 1u.
In this case shocks will emanate from the points x = -1, x = s°, k = 1,2,..., n-1, and x = 1 and will be denoted by x = l(t), x = Sk(t), k = 1,2,... ,n-1, and x = r(t) respectively. They satisfy (2.13) |=6(f)-^ and 1(0) = -1.
(2.14) -g = 6(f) -Uk + Uk+X and sk(0) = s°k, 1 < k < n -1, dt I and (2.15) *=6(t)_-5+^I r(0) = 1, where (2.16)
, 2n, r(t) < x < 1, and it is valid so long as none of the shocks have collided. When a collision occurs we simply relabel the shocks and states and continue the solution. In this process we always reserve the labels x = l(t) and x -r(t) for the distinguished shocks satisfying 17 = 0 for -I < x < l(t) and U = 1u for r(t) < x < 1. It is clear that when collisions occur, the number of states and shocks decrease by at least one.
More importantly, we find that for times t > 2/u the only states remaining in the solution are 0 and 2n and that the curves x = l(t) and x = r(t) have merged. To see that this last statement is true we simply subtract (2.13) from (2.15) to obtain
The inequalities (2.12) then yield (2.19) -r(r-l)<-u and 0 < r -/ < 2 -ut dt which implies the result claimed.
Finally, for times t > 1/u the solution is given by
where s satisfies, by calculation of b in (2.16):
The solution to (2.1)-(2.4) for nonstep function data U satisfying (2.5) is obtained by first approximating U by step data, then solving the resulting problem with the approximating step data, and finally by extracting a convergent subsequence of approximate solutions which converge strongly in L\ of any compact subset of {(x,t)| -1 < x < 1 and t > 0} to a weak solution of (2.1)-(2.4). That such a program is possible follows from two facts: (1) the approximating step data converge strongly in Li (-1,1) to the given data U, and (2) the approximating solutions are monotone increasing in x and satisfy the boundary conditions (2.3).
Remark that (with A > 0) the final shock curves with the whole cell mass concentrated on them n(t,x) = 1u8s(t)(x) converge to the center of the interval as a(t) ~ e-A««/(i+A) _> 0 ast^oo. This convergence, however, is not uniform in A > 0 since for the limiting cases A = 0, (2.1) reduces to the well-known Hopf equation whose final shock lines are constant in time, their position depending on the initial data. For small K2 > 0 compare the numerical simulation in Figure 2b , which approximates the hyperbolic case K2 -0.
3. The case K2 > 0. We now turn to the problem described in (1.25)-(1.28).
Here it is convenient to introduce a new potential W defined by To analyze the full time dependent problem (3.2)-(3.5) it is convenient to employ the Hopf-Cole transformation; that is, to introduce a positive potential ip via the relations:
,"ia. dp W dp that is that d2tp/dxdt = d2p/dtdx. It is also easily checked that is globally defined on the strip 0 < x < 1 and t > 0. That the asymptotic limit (3.37) obtains now follows from the fact that Po = /0 (P2{x,0+)^o{x) dx > 0 and from the representation formula (3.32). The relations (3.38) follow directly from (3.15), while (3.39) and (3.40) follow from (3.37) and (3.38).
The remainder of this section will be devoted to the full problem (3.20)-(3.23) when p\ (x, t) ^ 0. We will reformulate the problem as a system of Volterra integral equations in order to derive a local convergence result (Proposition 2) which will prove the local stability of the equilibrium Weq (Theorem 2). For this aim we renormalize p and notice that it follows that f has poles at points With the aid of Lemma 2 we now can finish the proof of Proposition 2 by using the Banach fixed point theorem and standard regularity estimates for Green's function G. We define the following norms for the functions zn(t), 0(t) and c(x, t) = dZ(x,t)/dx Consider now the augmented Volterra integral system (3.57), (3.58) and (3.70) for zq,Z, and 0 with B (see (3.59)), being linear in /3 and quadratic in Z(±l,-) and 7 (see (3.72)), and being quadratic in (/3, Z(±l, •), dZ/dx). According to the inequalities (3.85), (3.89)-(3.94) we obtain the following a priori estimates for any p satisfying (3.97) y < P < Ax In general Hm'2 denotes the space of functions whose mth derivatives are L2-integrable.
REMARK. Regarding the compatibility condition (1.22) at the boundary one can improve the regularity estimates and prove at least the Lf2'2-convergence of Z(-,t) in Proposition 2, which then implies the local Lf^-stability of Weq and the L2-stability of ueq in Theorem 2.
The proof of Proposition 2 depends on the basic estimates (3.92)-(3.94), where the last one is the most difficult and whose derivation we would like to sketch briefly. We also performed the corresponding numerical simulations in the case A = 0. Within the same time a "pseudo steady state" develops which is not centralized, see Figure 2b . However, for t -> oo this hump slowly moves to the origin as predicted.
More generally, for A > 0, we observe that the convergence to the unique equilibrium neq is faster in time the larger we choose the parameter A, i.e. essentially the parameter A./(l + A) according to (4.9).
The two simulations in Figure 4 illustrate that even large perturbations uq = neq + Ui of the equilibrium state converge quite rapidly to the new equilibrium Ugq which is uniquely determined by the condition for the initial mean value n*q = u^q" + nf, uT > 0.
Comparison of the shapes of ngq and ueq confirms the theoretical information from Proposition 1, that the final density distribution is more centered around the origin for larger mean value u (see also Figure 1 ). This can clearly be seen in Figure 5 where two small humps, initially separated, move towards each other in a different manner, until they finally coalesce.
