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SUMMARY
Two-stage design is a well-known cost-effective way for conducting biomedical studies when the expo-
sure variable is expensive or difficult to measure. Recent research development further allowed one or
both stages of the two-stage design to be outcome dependent on a continuous outcome variable. This
outcome-dependent sampling feature enables further efficiency gain in parameter estimation and overall
cost reduction of the study (e.g. Wang, X. and Zhou, H., 2010. Design and inference for cancer biomarker
study with an outcome and auxiliary-dependent subsampling. Biometrics 66, 502–511; Zhou, H., Song,
R., Wu, Y. and Qin, J., 2011. Statistical inference for a two-stage outcome-dependent sampling design
with a continuous outcome. Biometrics 67, 194–202). In this paper, we develop a semiparametric mixed
effect regression model for data from a two-stage design where the second-stage data are sampled with an
outcome-auxiliary-dependent sample (OADS) scheme. Our method allows the cluster- or center-effects of
the study subjects to be accounted for. We propose an estimated likelihood function to estimate the regres-
sion parameters. Simulation study indicates that greater study efficiency gains can be achieved under
the proposed two-stage OADS design with center-effects when compared with other alternative sampling
schemes. We illustrate the proposed method by analyzing a dataset from the Collaborative Perinatal Project.
Keywords: Center effect; Mixed model; Outcome-auxiliary-dependent sampling; Validation sample.
1. INTRODUCTION
Two-stage stratified sampling design has been widely used in epidemiological studies to enhance the study
efficiency when the primary exposure variable X is either too expensive or too difficult to measure for
the full study cohort. For a typical two-stage design, a relatively large sample is drawn at the first stage
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and measurement on the outcome Y and some easily obtained covariate Z are measured. At the second
stage sample, the ascertainments of X are only made for a subsample drawn without replacement from
the first-stage data. It has been shown that greater efficiency can be obtained through the two-stage sam-
pling design (e.g. Breslow and others, 2003; Wang and Zhou, 2010). For a rare binary response and a rare
exposure, White (1982) proposed a stratified case–control design for a two-stage design. Lu and Tsiatis
(2006) proposed a new estimator in the linear transformation model component for the case-cohort study.
For a continuous outcome, among others, Zhou and others (2002) propose a semiparametric empirical
likelihood method for a continuous outcome-dependent sampling (ODS) design. Weaver and Zhou (2005)
develop an estimated likelihood method for data from the two-stage ODS design.
In many situations, there exists an easily obtained auxiliary variable W for the exposure X in the first
stage. Incorporating the information about X carried by W into the study design and statistical inference
is desirable. Auxiliary W is defined as a variable which is informative about X but has no contribution
to the regression model if X is known. When there is a covariate vector Z , auxiliary W is defined as
f (Y |X, Z , W ) = f (Y |X, Z), i.e. W can be a member of Z . Wang and Zhou (2010) considered inference
of the two-stage outcome-auxiliary-dependent sampling (OADS) design when the outcome is categorical.
Zhou, Wu, and others (2011) developed a two-stage OADS designs with a continuous outcome. How-
ever, there is no literature concerns with random effects in the setting of OADS. Proper adjustment cluster
effects in real studies is one of the important way to get rid of the systematic biases in inference. As
our motivations example shows, developing such random effect inference is critical to get answers for
the research questions. Our research is motivated by the need to modeling such center effect in analysis
the data from the Collaborative Perinatal Project (CPP). The CPP study is an epidemiologic study where
investigators were interested in studying in utero exposure to polychlorinated biphenyls (PCBs) in relation
to various heath outcomes that include neurodevelopmental abnormalities, among children born in the
CPP study (Niswander and Gordon, 1972). The status of neurodevelopment is measured as the IQ score.
The principle idea of ODS is to concentrate resources on the parts of the studied population having the
greatest amount of information. For the CPP study, because of the expense associated with conducting the
serum assay to measure the PCB (X ), the study investigators chose to measure the PCB on a subset that
were though to be more “informative” based on the ODS design (Zhou and others, 2002). Subjects were
enrolled through 12 university-affiliated medical clinic, with the centers contributing unequal numbers of
subjects. In these situations, random effect models are often needed to account for potential correlation
for subjects and unmeasured covariates within a center. The random effects model in non-ODS situations
has been well studied. Among others, Patterson and Thompson (1971) proposed the restricted maximum
likelihood estimator (REML) for the linear mixed models. Tsiatis and Davidian (2001) proposed an esti-
mator for a joint model for survival and longitudinal data. Zhang and Davidian (2001) relaxed the normal
assumption for random effect in linear mixed model by approximating the random effect density through
the semiparametric representation.
In this paper, we propose a random effect model for a two-stage cluster-based OADS design when
outcome Y is continuous. For each center, we assume (Y, W, Z) are all observed at the first stage. The
value of X is ascertained at the second stage through a subsample within each stratum defined by the
partition of the domain of Y × W . As the likelihood function for such two-stage OADS model involves
unknown conditioned distributions, we propose a semiparametric estimated likelihood estimator where
the infinite-dimensional nuisance parameter is estimated using a kernel smoother. The proposed estimator
is evaluated through both simulation study and real data analysis, and is shown to be more efficient than
other estimators and competing sampling schemes.
The rest of this paper is organized as follows. We describe the cluster-based two-stage OADS data
structure, the likelihood for the data and the model in Section 2. We then propose the estimated likelihood
method and an algorithm for obtaining the proposed estimator in Section 3. We present results from a
simulation study assessing the small sample performance of the proposed estimator under the two-stage
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OADS design in Section 4. In Section 5, we illustrate the proposed method by analyzing the CPP data.
Final remarks are given in Section 6. The technical proof about the proposed estimator is sketched in the
supplementary material available at Biostatistics online.
2. DATA STRUCTURE, MODEL AND THE LIKELIHOOD
2.1 Notation and data structure
To fix notation, let Y denote a continuous outcome variable, (X, Z) be the covariate vector, and W be a con-
tinuous auxiliary variable for X . We assume that f (Y |X, Z , W ) = f (Y |X, Z) and this implies that as an
auxiliary variable for X , W provides no additional information about Y when X and Z are known. We first
describe the sampling strata defined by the outcome-by-auxiliary combination. For a center m, assume that
the domain of (Y, W ) is denoted byYm × Wm . Without loss of generality, letYm be partitioned into 3 mutu-
ally exclusive and exhaustive strata by the known constants −∞ = am,0 < am,1 < am,2 < am,3 = ∞, and let
the the sth stratum be denoted by Am,s = (am,s−1, am,s], for s = 1, 2, 3. Similarly, letWm be partitioned into
3 mutually exclusive and exhaustive strata by the known constants −∞ = bm,0 < bm,1 < bm,2 < bm,3 = ∞,
and let the t th stratum be denoted by Bm,t = (bm,t−1, bm,t ], for t = 1, 2, 3. The interpretation of these strata
may represent the high, medium, and low values of each variable concerned. Therefore, we have the domain
of (Y, W ) partitioned into 3 × 3 mutually exclusive and exhaustive rectangles Am,s × Bm,t , for s = 1, 2, 3
and t = 1, 2, 3. For notational simplicity, we rewrite these rectangles as m,k for k = 1, . . . , K = 9. Hence,
{Am,s × Bm,t : s = 1, 2, 3 and t = 1, 2, 3} = {m,k : k = 1, . . . , K }.
Figure 1 depict the OADS strata by (Y, W ).
Let m be the index for centers, k be the index for interval partition of Y × W , i be the individuals. Then
the data structure of a clustered two-stage OADS design for a given center m is as follows:
At the first stage, a total of Nm individuals are sampled at random from a population with (Ymki , Zmki ,
Wmki ) for k = 1, . . . , K and i = 1, . . . , Nmk , being observed. Here Nmk denote the number of observations
of (Y, W ) that falls into stratum m,k in center m. Hence Nm =∑Kk=1 Nmk .
Fig. 1. Illustration for the proposed two-stage OADS design with continuous outcome in Zhou, Wu, and others (2011).
Y -axis denotes outcome variable Y , and X -axis denotes auxiliary variable W . For variables Y and W , the notations
“H”, “M”, and “L” mean the low, middle, and high values, respectively.
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The second-stage sample where X is observed is comprises of two sample components. (i) a simple
random sample (SRS) of size nm0 in center m, and (ii) a supplemental OADS sample of size nmk from the
kth Y × W stratum mk for k = 1, . . . , 9. Here nmk  0. Although there are multiple strata of Y × W , the
commonly used designs typically have only biased sample coming from a few strategic strata. For example,
without W , the original ODS with continuous design (Zhou and others, 2002) has only two strata (Y > a)
and (Y < b). With W , Zhou, Wu, and others (2011) only sample from the four-corner strata illustrated in
Figure 1. Similarly, as Zhou, Wu, and others (2011) in the two-stage OADS design, the domains of Y × W
were divided into five strata, that is, m1 = (−∞, am,1) × (−∞, bm,1), m2 = (−∞, am,1) × (bm,2,+∞),
m3 = (am,2,+∞) × (−∞, bm,1), m4 = (am,2,+∞) × (bm,2,+∞), and m5 =⋃4k=1 mk , which is the
rest of the cells in Figure 1.
Let Rmki = 1 if Xmki is observed, i.e. Rmki = 1 denote that subject i is in the second-stage sample, and
Rmki = 0 if otherwise. To organize the observed data. We defined Vmk = {i : Rmki = 1, (Ymki , Wmki ) ∈ mk}
and V̄mk = {i : Rmki = 0, (Ymki , Wmki ) ∈ mk}. Furthermore, let Ṽm0k denote the individuals in the SRS
sample falling into the kth stratum mk within a center m. Let Vm =⋃9k=1 Vmk , V̄m =⋃9k=1 V̄mk , and Ṽm0 =⋃9
k=1 Ṽm0k represent the second-stage set, the remaining of the first-stage set that are not sampled at the
second stage, and all the individuals in the SRS sample, respectively. Hence Ṽmk = Vmk − Ṽm0 represents
the supplemental OADS samples in the stratum mk . Let n̄mk = |V̄mk |, where |A| denote the cardinality
of a set A, nmk = |Ṽmk |, nm0k = |Ṽm0k |, and nm0 =∑9k=1 nm0k . Denote nm =∑9k=0 nmk , n̄m =∑9k=1 n̄mk ,
then nm = |Vm |, n̄m = |V̄m |, Nm = |Vm | + |V̄m |. To summarize, for a center m, where m = 1, . . . , M , the
observed data structure in the proposed two-stage cluster-based OADS design with a continuous outcome
is similar as that in Zhou, Song, and others (2011) and Zhou, Wu, and others (2011).
2.2 Random effects model and likelihood function
The model we consider is as follows
Ymki = β0 + β1 Xmki + β2 Zmki + um + emki , (2.1)
for m = 1, . . . , M, k = 1, . . . , K , and i = 1, . . . , Nmk , where the error term emki ∼ N (0, σ 2), and the ran-
dom effect um ∼ N (0, σ 2u ), emki , and um are independent.
Let G(x |z, w) and g(x |z, w) be the conditional cumulative distribution function (c.d.f.) and the condi-
tional probability density function (p.d.f.) of X given (Z , W ). Using the finite-sample sampling derivation
outlined in Zhou, Wu, and others (2011), we can show that the full likelihood based on all the observations















f (Ymki |Zmki , x, um;β) dG(x |Zmki , Wmki )
⎤⎦ . (2.2)







where F(um) is the c.d.f. of um .
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3. AN ESTIMATED LIKELIHOOD INFERENCE
The presence of nuisance function G(x |z, w) in (2.3) makes statistical inference for β challenging.
Obviously, direct maximization of l(β) = log L(β) is not feasible as G(x |z, w) cannot be factored out.
Assuming a parametric distribution for G(x |z, w) could lead to biased conclusion if the underlying model
is misspecified. A more desirable approach is to model it non-parametrically. In our two-stage OADS
design, the validation sample, which is defined as the observations with the covariates X observed, is not
an SRS and we cannot use a simple empirical estimator as used in Zhou and Peper (1995). Instead, we will
propose a modified nonparametric estimator for G(x |z, w) to account for the biased sampling nature of
the clustered two-stage OADS design. Specifically, let S denote the informative components of (Z , W ) in








where πm1k1(s) = Pr((Y, W ) ∈ m1k1 |s)/M and Gm1k1(x |s) = G(x |s, (Y, W ) ∈ m1k1) in center m1. We














i1∈Vm1k1 I (Xm1k1i1  x)φhNm1k1 (Sm1k1i1 − s)∑
i∈Vm1k1 φhNm1k1 (Sm1k1i1 − s)
,
where I (·) is an indicator function and φhNm1 (·) = φ( ·hNm1 ) is a d-dimensional kernel function with the
bandwidth hNm1 . For simplicity, we suppress the subscript of hNm1 and hNm1k1 hereafter. Hence, G(x |s) can







which is a consistent estimator for G(x |s) as shown in the Appendix A of the supplementary material
available at Biostatistics online.
The estimated likelihood function for center m is obtained by substituting G(x |s) in (2.2) with Ĝ(x |s)














f̂ (Ymki |Zmki , Wmki , um;β)
⎤⎦ dF(um)
(3.2)
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with












i1∈Vm1k1 f (Ymki |Zmki , Xm1k1i1 , um;β)φh(Sm1k1i1 − Smki )∑
i1∈Vm1k1 φh(Sm1k1i1 − Smki )
.
In general, directly maximizing L̂(β) in (3.2) is difficult as computing the estimated likelihood requires
numerical integration. Various approximations (e.g. Zeger and Karim, 1991; Breslow and Clayton, 1993;
Tierney and Kadane, 1986) have been proposed to approximate the integration. We approximate it by
applying the Laplace method as discussed by Breslow and Clayton (1993), and maximize the resultant
approximation to yield the estimators of β. Specifically, we approximate L̂(β) by making a quadratic
expansion of the exponent of the integrand about its maximum point before integration. Ignoring the first
determinant term of the resultant Laplace approximation (Breslow and Clayton, 1993), some calculation
shows that approximate estimator β̂ can be obtained by maximizing the following term l̃(ϑ) with respect




















See Appendix B (supplementary material available at Biostatistics online) for a detailed derivation of
expression (3.3).
Differentiating expression (3.3) with respect to ϑ yields their estimating equations as









f ′(Ymki |Zmki , Xmki , um;β)





















′(Ymki |Zmki , Xm1k1i1 , um;β)φh(Sm1k1i1 − Smki )∑









i1∈Vm1k1 f (Ymki |Zmki , Xm1k1i1 , um;β)φh(Sm1k1i1 − Smki )∑
i1∈Vm1k1 φh(Sm1k1i1 − Smki )
)
(3.4)
with f ′(y|z, x, u;β) = ∂ f (y|z, x, u;β)/∂ϑ and h′(um) = ∂h(um)/∂ϑ .
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Let Ĩ (ϑ) = −M−1∂2l̃(ϑ)/∂ϑ∂ϑT, the maximization of expression (3.3) with respect to ϑ can proceed
by the following Newton–Raphson algorithm
√







The approximate estimator for the covariance matrix cov(ϑ̂) is 	̃(ϑ̂), where






|Vm1k1 | Ĩ −1(ϑ̂)











|V̄mk |h|V̄mk | f̂|V̄mk |(Sm1k1i1)
|Vm1k1 |h|Vm1k1 | f̂|Vm1k1 |(Sm1k1i1)
× ÊMXm1k1 i1 |Sm1k1 i1
}
with
ÊMm1k1 i1 |Sm1k1 i1 =
∑
i∈V̄mk MXm1k1 i1 (Ymki , Zmki , Wmki , um0;β)φh(Sm1k1i1 − Smki )∑
i∈V̄mk φh(Smki − Sm1k1i1)
,
MX (Y, Z , W, u;β) = ∂ f (Y |Z , X, u;β)/∂ϑ
f (Y |Z , W, u;β) −
∂ f (Y |Z , W, u;β)/∂ϑ
[ f (Y |Z , W, u;β)]2 f (Y |Z , X, u;β),
f̂|V̄mk |(S) = (|V̄mk |h|V̄mk |)−1
∑
i∈V̄mk φh(Smki − S) and f̂|Vm1k1 |(S) = (|Vm1k1 |h|Vm1k1 |)−1
∑
i1∈Vm1k1 φh(Sm1k1i1 −
S). See Appendix (supplementary material available at Biostatistics online) for a detailed derivation of
expression (3.6). As a result, the matrix cov(β̂) can be easily obtained from the corresponding blocks of
cov(ϑ̂).
A simple ad hoc bandwidth selection hNmk = σ̂w,mk(nmk + nm0k)−1/3 and hNm = σ̂w,m N−1/3m can be
used if S = W almost surely, where σ̂w,mk and σ̂w,m are the sample standard error of {Wmki , i ∈ Vmk}
and {Wmki , i ∈ Vmk and k = 1, . . . , K }, respectively. To estimate (σ 2u , σ 2), we use a two-step estimation
procedure for the regression coefficients. Specifically, for given (σ 2u , σ
2), we use the Newton–Raphson
algorithm in (3.5) to obtain β̂; For a given β̂, we estimate (σ 2u , σ
2) based on the SRS sample. The REML
log-likelihood function l̃R(σ 2u , σ




2) = − 12 log |Ṽ | − 12 log |R̃′Ṽ −1 R̃| − 12 (Ỹ − R̃β̂)′Ṽ −1(Ỹ − R̃β̂), (3.7)
where Ỹ = (Ỹ τ1 , . . . , Ỹ τM)τ with Ỹm = ( Ym0i︸︷︷︸
i :i∈Ṽm0
)τ , R̃ = (1 X̃ Z̃), Z̃ = (Z̃ τ1 , . . . , Z̃ τM)τ with Z̃m = ( Zm0i︸︷︷︸
i :i∈Ṽm0
)τ ,
X̃ = (X̃ τ1 , . . . , X̃ τM)τ with X̃m = ( Xm0i︸︷︷︸
i :i∈Ṽm0
)τ , Ṽ = H̃ H̃ τ σ 2u + σ 2 I , here H̃ is matrix which makes H̃u =
(u1, . . . , u1︸ ︷︷ ︸
n10
, . . . , uM , . . . , uM︸ ︷︷ ︸
nM0
)τ . We differentiate expression (3.7) with respect to θ = (σ 2u , σ 2) and obtain
the estimators θ̂ = (σ̂ 2u , σ̂ 2) for variance components. In a special case that the the auxiliary covariate W is
associated with covariate X by W = X + ε, where X and ε are normal distribution N (0, σ 2x ) and N (0, σ 2w),
respectively, we gave another method for estimation the variance components by taking the two-stage data
into account in Appendix D of the supplementary material available at Biostatistics online.
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4. SIMULATION STUDY
We conducted a simulation study to assess the small sample performance of our proposed estimator. The
data were generated from the following linear mixed effect regression model:
Ymki = β0 + β1 Xmki + β2 Zmki + um + emki , (4.1)
here m = 1, . . . , M, k = 1, . . . , K , and i = 1, . . . , Nmk . Xmki , Zmki , and emki were generated independently
from N (0, 1), and um are generated from N (0, σ 2u ). Thus, the conditional distribution of Ymki given Xmki ,
Zmki , and um is normal with mean β0 + β1 Xmki + β2 Zmki + um and variance 1. We assume that Wmki =
Xmki + εmki , where εmki was generated from N (0, σ 2w). In this case, the correlation coefficient between X
and W is rX W = 1/
√
1 + σ 2w, and we take S = W .
Having obtained the data under the two-stage OADS design, we compare the proposed method, denoted
by β̂P, to several competing methods. The first competing method, denoted by β̂Y, is the method from ignor-
ing the center effect in model (4.1). In this case, the estimator β̂Y is from Zhou, Wu, and others (2011). The
second method, denoted by β̂W, is the two-stage ODS proposed by Weaver and Zhou (2005). We expanded
Weaver and Zhou (2005) estimator to take into account the center effect. This comparison will demon-
strate the advantage of our proposed cluster-based two-stage OADS design over the ODS design. The final
method compared, denoted by β̂S, is the estimator from a two-stage design but data in both stages are all
from a simple random sampling, and sample sizes in each stage are the same as the sample sizes as the
two-stage OADS design. The center effect is also accounted for in this estimator.
Evidently, estimators β̂P and β̂Y are from the same OADS structure which is generated from mixed
model (4.1), the difference between these two will highlight the impact of center effect on the parameter
estimation. The estimator β̂W is from the ODS design, and the difference between β̂W and β̂P will show
the impact of an auxiliary variable W on the design and parametric estimation. The comparison with the
parameter estimation β̂S will show the efficiency gain by allowing the biased sampling in the two-stage
designs.
We choose the corresponding ( 13 ,
2
3 )th percentile of Y and W as the cut point for defining the OADS
strata. Given the sample size Nm for center m, let am,i and bm,i denote the i/3 percentile of Y and W ,
respectively, for i = 1, 2. There are three subsampling designs which we mentioned above, the two-stage
SRS design, the two-stage ODS design, and the two-stage OADS design, for examining the statistical
efficiency of the proposed estimators. In the ODS design, the nm individuals consist of a simple random
subsample with sample size nm0 and an outcome-dependent subsample with (nm − nm0)/2 individuals
from each of the strata defined by Y ∈ (−∞, am,1) and Y ∈ (am,2,+∞). In the OADS design, we use the
sampling method depicted in Figure 1 to obtain the second-stage samples for the two-stage design.
We chose m = 10 and Nm = 240. The second-stage data proportion is 30%. For OADS and ODS
designs, the SRS proportion in the second stage is set at 13 (i.e. 33.33%). In the OADS design, the pro-
portion of supplement sample in second stage is 16 = 16.67% for each stratum mk, k = 1, . . . , 4. In the
ODS design, the proportion of supplement sample in the second stage is 13 (i.e. 33.33%) from each of the
stratum defined by Y ∈ (−∞, am,1) and Y ∈ (am,2,+∞).
A variety of parameter configuration for model (4.1) are considered, let (β0, β1, β2) = (0.5, 0.0, 0.5)
and (0.5,−0.5, 0.5). The value of σ 2w that corresponding to the correlation coefficient rX W =
(0.707, 0.250) between W and X is (1, 15). To study the center effect for the estimators, we consider
σ 2u = (0.0, 0.5, 1.0) with σ 2u = 0.0 corresponding to no center effect. For each simulation configuration,
1000 replicated samples were generated and the results were presented in Table 1. For the main interest
β̂1, the regression coefficient corresponding to X , we observe the following results from Table 1: (i) all
the methods in Table 1 yield consistent estimates, β̂P is the most efficient one under any settings, the vari-
ance estimators accurately reflect the true variations, and the confidence intervals have proper coverage
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Table 1. Simulation results for model (4.1) with (β0, β1, β2) = (0.5, 0.0, 0.5) and
(0.5,−0.5, 0.5)†
β1 = 0.0 β1 = −0.5
(σ 2u , rX W ) Method Mean SE ŜE CI Mean SE ŜE CI
(0.0 0.707) β̂P 0.001 0.024 0.025 0.953 −0.506 0.024 0.025 0.954
β̂Y 0.000 0.025 0.025 0.954 −0.493 0.025 0.025 0.945
β̂W 0.002 0.036 0.034 0.945 −0.496 0.031 0.029 0.944
β̂S −0.001 0.037 0.037 0.968 −0.503 0.033 0.032 0.943
(0.0 0.250) β̂P 0.000 0.028 0.027 0.946 −0.504 0.028 0.028 0.951
β̂Y −0.001 0.028 0.028 0.953 −0.496 0.029 0.028 0.945
β̂W 0.002 0.036 0.034 0.945 −0.496 0.031 0.029 0.944
β̂S −0.001 0.037 0.037 0.968 −0.503 0.033 0.031 0.943
(0.5 0.707) β̂P −0.001 0.025 0.025 0.968 −0.506 0.025 0.025 0.957
β̂Y −0.001 0.029 0.030 0.956 −0.505 0.030 0.030 0.950
β̂W 0.002 0.035 0.034 0.942 −0.494 0.031 0.029 0.944
β̂S −0.001 0.038 0.037 0.945 −0.503 0.033 0.029 0.950
(0.5 0.250) β̂P 0.001 0.028 0.029 0.954 −0.502 0.027 0.028 0.953
β̂Y 0.000 0.033 0.034 0.950 −0.495 0.035 0.033 0.942
β̂W 0.002 0.035 0.034 0.942 −0.494 0.031 0.029 0.944
β̂S −0.001 0.038 0.037 0.945 −0.503 0.033 0.029 0.950
(1.0 0.707) β̂P −0.001 0.024 0.025 0.962 −0.507 0.025 0.026 0.961
β̂Y 0.001 0.035 0.034 0.943 −0.507 0.034 0.034 0.934
β̂W 0.004 0.035 0.034 0.935 −0.497 0.031 0.029 0.937
β̂S 0.000 0.037 0.037 0.955 −0.503 0.032 0.029 0.930
(1.0 0.250) β̂P −0.000 0.029 0.030 0.953 −0.506 0.028 0.027 0.944
β̂Y 0.001 0.038 0.038 0.948 −0.497 0.037 0.039 0.963
β̂W 0.004 0.035 0.034 0.935 −0.497 0.031 0.029 0.937
β̂S 0.000 0.037 0.037 0.955 −0.503 0.032 0.029 0.930
†β̂Y denotes the estimator which does not take the cluster effect into account; β̂S denotes the regression estimator
from a SRS of the same size as the validation set at the second stage; β̂W denotes the two-stage ODS estimator; β̂P
denotes the proposed two-stage OADS estimator. σ 2u is the variance components in (4.1) and rX W is the correlation
coefficient between X and W .
probabilities; (ii) when σ 2u = 0.0, the estimators β̂P and β̂Y are almost the same. When σ 2u 
= 0, β̂P is more
efficient than β̂Y . the results in Table 1 corresponding to rX W = 0.707 versus rX W = 0.250 show that the
standard error is larger when rX W is smaller. The efficiencies of β̂P and β̂Y are not impacted by the differ-
ent values of β1 for a fixed (σ 2u , rX W ). For a fixed rX W , different values of σ
2
u did not impact the efficiency
of the estimator β̂P ; (iii) for β̂P and β̂W , it is evident from Table 1 that β̂P is more efficient than β̂W under
any scenarios. Since there is no auxiliary W for β̂W in sampling designs and parameter estimators, rX W
does not affect the simulation results for β̂W . Also different σ 2u has little influence on the efficiency of
β̂W ; (iv) for the SRS design, it is shown from Table 1 that β̂S is the most inefficient estimator in the most
settings. Also, the performance of β̂S is not affected by σ 2u and rX W since it does not utilize any auxiliary
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Table 2. Simulation results of β̂P for model (4.1) under different settings
β1 = 0.0 β1 = −0.5
Method Mean SE ŜE CI Mean SE ŜE CI
Part A: (σ ∗2u , rX W )
(0.0 0.707) β̂P 0.001 0.024 0.025 0.953 −0.501 0.025 0.024 0.953
(0.5 0.707) 0.001 0.026 0.025 0.942 −0.504 0.025 0.025 0.943
(1.0 0.707) −0.001 0.025 0.025 0.949 −0.507 0.025 0.026 0.953
Part B: g(X |W )
Correct β̂P S 0.001 0.021 0.022 0.952 −0.505 0.022 0.023 0.957
β̂P −0.001 0.024 0.025 0.962 −0.507 0.025 0.026 0.961
Misspecified β̂P S −0.031 0.026 0.025 0.891 −0.518 0.027 0.026 0.923
β̂P 0.001 0.028 0.029 0.953 −0.503 0.029 0.029 0.947
Part A: simulation results for β̂P for model (4.1) with (β0, β1, β2) = (0.5, 0.0, 0.5) and (0.5,−0.5, 0.5) with u∗ =
σu(u − 1)/
√
2, where u ∼ χ21 ; Part B: simulation results for model (4.1) under correct and misspecified settings for
g(X |W ).
information. All together, the simulation results in Table 1 demonstrated that the proposed estimator β̂P is
the most efficient one among the estimators considered.
For parameter β2, all the estimation methods in all the scenarios yield consistent estimators, and the SE
and ŜE for all the estimators are almost the same. For space consideration, we do not show the simulation
results.
Table 2 listed the results from three special situations that compliment results in Table 1. These include
nonnormal random effects (part A) and two parametric modeling of G(X |W ) under correctly and incor-
rectly special cases (part B). To check the robustness of the proposed estimator, we let the random effect
u be chi-square distributed with the degree of freedom 1. Since u has to be a mean zero and variance σ 2u
random effect, we transform the chi-square and use σu(u − 1)/
√
2. We denote the transformed chi-square
random effect as u∗. The results are summarized in Part A of Table 2. They are very similar to results in
Table 1, suggesting that the proposed estimator is fairly robust with regard to the distribution of random
effect. In part B, we compared the proposed method with the parametric approach. We assume g(X |W )
is a normal density function with mean 0.5W and variance 0.5, when σ 2w = 1. The resultant estimate is
denoted by β̂S P . Furthermore, we also considered this estimate in the misspecified situation in which the
W was generated from model W = X1/3 + ε but the working model remains to be W = X + ε. Obviously,
when g(X |W ) is correctly specified, the estimate β̂P S outperforms the nonparametrical methods. How-
ever, when g(X |W ) is misspecified, the estimate β̂P S is biased with in adequate 95% CI coverage. The
parametric modeling of G(X |W ) does have their advantages when the dimension is high and the proposed
estimator does not work due to the curse of the dimensionality. In addition, we assume that the sample
size Nm at the first stage is unbalanced and is from binomial distribution Bino(n = 240, p = 0.9). Similar
conclusion are observed for the nonequal number case in Appendix E (supplementary material available
at Biostatistics online) for space consideration.
5. ANALYSIS OF THE CPP DATASET
We applied our proposed method to a dataset from the CPP to evaluate the effect of maternal pregnancy
serum level of PCBs of mother on her children’s IQ test performance. Pregnant mothers were enrolled
through 12 university-affiliated medical clinic, that is, Boston Lying-in & Children’s Hospital, Children’s
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Hospital of Buffalo, Charity Hospital in New Orleans, Columbia University, Johns Hopkins University,
Medical College of Virginia, University of Minnesota, New York Medical College, University of Oregon,
University of Pennsylvania Hospital, Providence Lying-in Hospital (Yale), and University of Tennessee
which are denoted by numbers 5, 10, 15, 31, 37, 45, 50, 55, 60, 66, 71, and 82, respectively, for conve-
nience. Data were collected on the mothers’ each prenatal visit and each center contribute unequal num-
bers of individuals. Base characteristics of the CPP data are shown in Table 3 in which Nm means the data
number of study cohort for each center m. The children born during the study were also followed for vari-
ous outcomes for up to 8 years. One of the hypothesis is that the PCB levels are related to the performance
on the Weschler Intelligence Scale for children at 7 years of age (Longnecker and others, 1997). To inves-
tigate the in utero exposure of PCB in relation to neurodevelopmental abnormality, the PCB levels were
measured by analyzing the third-trimester blood serum specimens that had been preserved from mothers
in the CPP study. Due to the expense of conducting the blood serum assay to measure the PCB level, the
study investigators chose to assess the PCB levels for an overall SRS of 810 subjects from the underlying
population. In addition to the PCB level as the exposure variable of interest, other confounding variables
available for all subjects under study include socioeconomic status of the child’s family (SES), the gender
(SEX), and race (RACE) of the child indicating for the female and the black, respectively, the mother’s
education (EDU) and age (AGE).
To illustrate our methods, we use the SRSs of 810 subjects as our underlying population from the 12
university-affiliated medical clinic, that is, N = 810. We use EDU as the auxiliary variable for PCB. As
our condition on auxiliary covariate implies, W can be a member of covariate vector Z since it satisfies
f (Y |X, Z , W ) = f (Y |X, Z). The data number from each center is shown in Table 3. Let am,i and bm,i
denote the i/3 percentile of IQ and EDU, respectively, for i = 1, 2. The values of am,i and bm,i are shown
in Table 3. The three subsampling designs, the SRS design, the ODS design and the OADS design, are the
same as that in the simulation part, and we just give a brief description of the designs here. For a given
center m, the second-stage proportion is 30%. In the SRS design, the second-stage data are all from a
simple random subsample of the study cohort. In OADS and ODS designs, the proportion of SRS in the
second stage is 13 = 33.33%. For supplement samples, the proportion in the second stage is 16 = 66.67%
in each strata mk, k = 1, . . . , 4 in the OADS design, while that is 13 = 33.33% in each strata defined by
Y ∈ (−∞, am,1) and Y ∈ (am,2,+∞) in the ODS design.
For the two-stage OADS design, based on the SRS, we use the restricted maximum likelihood method
to get the estimator σ̂ 2u for variance component σ
2
u . To test whether the null hypothesis H0 : σ
2
u = 0, the test







Table 3. Base characteristics of the CPP data†
Center index 5 10 15 31 37 45 50 55 60 66 71 82
|Nm | 193 44 46 23 66 58 45 23 44 145 62 61
am,1 96 101 83 83 88 85 101 78 88 85 93 84
am,2 108 112 92 99 99 93 109 93 102 95 101 97
bm,1 11 12 9 10 9 9 11 9 9 10 9 9
bm,2 12 14 11 12 11 10 12 11 11 11 11 11
†Nm denotes the number of dataset for each center m. am,i and bm,i mean the i/3 percentile of IQ and EDU,
respectively, for i = 1, 2.
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Under the null hypothesis, T converges to a χ2 distribution with the degree of freedom of 1. This test,
based on the SRS data, yields a p value at 2.1373e − 004. Hence we reject the null hypothesis and assume
that there is center effect for the real dataset.
The fitted model is
IQmki = β0 + β1PCBmki + β2EDUmki + β3SESmki + β4AGEmki + β5RACEmki
+ β6SEXmki + um + emki ,
for m = 1, . . . , M, k = 1, . . . , K , and i = 1, . . . , Nmk , where e is zero mean normal variable with unknown
variance. The results for the CPP data analysis are summarized in Table 4. For comparison, we also
calculated the estimated regression coefficient, denoted by β̂A, using data from all 810 participants.
Table 4. Analysis results for CPP dataset
Method Covariate β̂ ŜE(β̂) 95% CI
β̂P Int 82.738 4.753 (73.423, 92.053)
PCB 0.290 0.360 (−0.416, 0.996)
EDU 1.159 0.341 (0.490, 1.827)
SES 0.967 0.277 (0.425, 1.509)
AGE −0.005 0.100 (−0.201, 0.191)
RACE −7.715 0.956 (−9.589, −5.840)
SEX −0.536 0.877 (−2.255, 1.184)
β̂Y Int 82.436 3.156 (76.250, 88.622)
PCB 0.336 0.363 (−0.376, 1.048)
EDU 1.144 0.228 (0.697, 1.590)
SES 1.116 0.258 (0.611, 1.622)
AGE 0.002 0.070 (−0.135, 0.138)
RACE −8.501 0.828 (−10.123, −6.879)
SEX −0.542 0.844 (−2.196, 1.112)
β̂W Int 76.255 2.998 (70.379, 82.132)
PCB 0.471 0.414 (−0.340, 1.282)
EDU 1.119 0.257 (0.615, 1.623)
SES 0.983 0.257 (0.479, 1.487)
AGE 0.004 0.066 (−0.125, 0.132)
RACE −8.195 1.001 (−10.156, −6.233)
SEX −0.534 0.841 (−2.182, 1.114)
β̂S Int 83.064 3.173 (76.591, 89.537)
PCB 0.046 0.458 (−0.841, 0.932)
EDU 1.181 0.250 (0.736, 1.626)
SES 0.957 0.268 (0.431, 1.483)
AGE 0.003 0.070 (−0.134, 0.139)
RACE −7.656 0.965 (−9.548, −5.764)
SEX −0.557 0.849 (−2.221, 1.107)
For the definition of estimators see footnote of Table 1. PCB is the level measured from the third-
trimester blood serum specimens that have been preserved from mothers in the CPP study; EDU is the
mother’s education level; SES is the socioeconomic status of the child’s family; AGE is the mother’s
age; RACE and SEX are the race and gender of the child.
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The point estimate, standard error, and 95% confidence interval on PCB effect from β̂A are 0.294, 0.233,
and (−0.164, 0.753), respectively.
The results of the estimated effect of PCB under various methods given in Table 4 reveals that the the
PCB level of mother’s third-trimester blood serum specimen is not significantly related to the IQ scores
for children at 7 years of age. Nevertheless, for the effect of PCB, the proposed estimator β̂P under the
two-stage OADS design has smaller standard error estimator than all competing estimators except the
β̂A. Similarly, the 95% confidence interval (−0.416, 0.996) for β̂P is the narrowest among all estimators,
except that for β̂A. Additionally, the point estimate for the PCB effect from β̂P is the closest to that of β̂A.
Finally, all analyses confirm that SES, EDU, and RACE have an impact on the IQ scores of children while
there is no evidence that AGE and SEX have any effect on the children’s IQ scores.
6. CONCLUDING REMARKS
We proposed a new random effect model for a two-stage OADS design in which the selected supplemental
samples at the second stage depend on both a continuous outcome variable and a continuous auxiliary
variable. An estimated likelihood function based on nonparametric kernel smoothing method is developed
to infer the two-stage OADS design with continuous outcome variable. Simulation study suggests that the
proposed estimator is more efficient than competing estimators and sampling schemes.
We choose the Laplace route because, for the linear mixed models in (2.1), when the dataset is an SRS,
it is shown in the literature that the best linear unbias estimate β̂ and the best linear unbias predictor ûm for
model (2.1) can be obtained from maximizing the joint log-likelihood function of (Y, {um}Mm=1) with respect
to β̂ and ûm under the variance components (σ 2u , σ
2). The Laplace method for approximating the integra-
tion is to maximize the joint log-likelihood function of (Y, {um}Mm=1) for model (2.1), and this approach for
maximizing the joint log-likelihood function of the response and random effect has also been well studied
(e.g. Lindstrom and Bates, 1990). Other approaches can also be used, for example, Guassian quadrature
or EM algorithm. The major advantage of Laplace approximation is to make an otherwise untractable
integration manageable. To the best of our knowledge, there are few references studying the consistence
property for the Laplace approximated method. In Section 2.5, Breslow and Clayton (1993) noted that, for
the parameters from the Laplace method, the approximations should perform well based on the following
two reasons when the response y is normally distributed, which is the case studied in our paper. First, the
estimating equations (3.4) are the REML equations and the above inference procedure is exact within the
likelihood framework when the response y is normally distributed, which is also pointed out by Zhang
(2004). Secondly, key portions of the argument involved approximating the deviance increments by the
normed, squared residuals or the penalized deviance by a quadratic function of u. The approximation is
likely to improve because the response y is assumed to be normally distributed.
The SRS sample plays two roles in OADS and ODS designs. First, it serves as a validation sample
where one can check the validity of the results and the underlying model assumptions. Epidemiologists
like to keep an SRS sample in the ODS-designed study as a “safety”. Secondly, the SRS sample in our
setting connects the set with X to the set with W only. It allows for a nonparametric modeling of the
conditional distribution from the SRS sample. Clearly, the larger the SRS sample in the overall sample,
the more precise f (X |W ) is. However, a large proportion of SRS means less supplemental samples. This
in turn will reduce the efficiency of the proposed estimator. We have found a sample size of larger than 50
(or 25–50% of the overall OADS proportion) for the SRS sample to be sufficient in practice. The optimal
SRS proportion will depend on the underlying models and further study on this topic is warranted. As our
auxiliary condition implies, W can be a member of the covariate vector Z , which makes it plausible that
conditional on X and Z , W still could be correlated to Y . Since an informative W that is independent of
Y , conditional on X and Z , could bring additional (or “orthogonal” to (X, Z)) information than W being
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a member of Z , designs based on W that is independent of Y , given X and Z , could lead to more efficient
OADS estimators.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://www.biostatistics.oxfordjournals.org.
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