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Superconducting qubits are among the most promising platforms for building a quantum com-
puter. However, individual qubit coherence times are not far past the scalability threshold for
quantum error correction, meaning that millions of physical devices would be required to construct
a useful quantum computer. Consequently, further increases in coherence time are very desirable. In
this letter, we blueprint a simple circuit consisting of two transmon qubits and two additional lossy
qubits or resonators, which is passively protected against all single qubit quantum error channels
through a combination of continuous driving and engineered dissipation. Photon losses are rapidly
corrected through two-photon drive fields implemented with driven SQUID couplings, and dephas-
ing from random potential fluctuations is heavily suppressed by the drive fields used to implement
the multi-qubit Hamiltonian. Comparing our theoretical model to published noise estimates from
recent experiments on flux and transmon qubits, we find that logical state coherence could be im-
proved by a factor of forty or more compared to the individual qubit T1 and T2 using this technique.
We thus demonstrate that there is substantial headroom for improving the coherence of modern
superconducting qubits with a fairly modest increase in device complexity.
INTRODUCTION
A universal quantum computer could provide enor-
mous computing power [1], but all attempts to construct
such a device have been stymied by noise arising from un-
controlled interactions between the physical qubits and
their environment. These quantum errors can be miti-
gated by quantum error correction [2–6], where a logical
bit is encoded in the collective state of a much larger
number of physical quantum bits, and complex parity-
check operations (stabilizers) are repeatedly measured to
algorithmically detect or correct errors before they can
proliferate. Unfortunately, the overhead requirements for
implementing a fault-tolerant quantum code are daunt-
ing [4]. To help supplement these complex process, a
growing body of work [7–23] has shown that carefully
tuned quantum noise, in the form of engineered dissi-
pation, can protect states against the effects of the un-
wanted noise. However, these approaches introduce their
own drawbacks and overhead, and finding the minimal
useful implementation– the simplest device which can be
built with current technology and passively correct or
suppress all single qubit quantum error channels– has re-
mained an elusive challenge. It is the goal of this article
to blueprint such a circuit using mature, widely adopted
superconducting device technologies.
Loosely inspired by recent proposals for “cat state
qubits” in superconducting resonators [18, 23, 24], and
directly adapting the shadow lattice passive error cor-
rection architecture previously developed by the author
and colleagues [20, 21], we propose a logical qubit which
could consist of two transmon qubit devices coupled by
driven SQUIDs to each other and to one additional lossy
object (either a qubit or resonator) each. By exploiting
the particular noise spectra of errors in superconduct-
ing qubits, this device demonstrates that passive error
correction via resonant energy transfer to a lossy system
can dramatically outperform active, measurement-based
error correction in small systems, with photon loss er-
ror correction rates approaching 10 MHz for realistic de-
vice parameters (in contrast to the ∼1 MHz rates from
measurement-based methods [25]). Further, it achieves
this rapid error correction using a simpler circuit of just
two primary qubit devices and two resonators, in con-
trast to the six or more qubits (five primary qubits and
at least one ancilla qubit to facilitate stabilizer measure-
ment) required to correct a single error of any type using
the Laflamme code [26], and twenty-five qubits for a dis-
tance 3 surface code. While dephasing (z noise) is not
corrected by this circuit, the continuous drive fields used
to implement passive error correction suppress its effects,
and we will show that for decoherence rates observed in
modern qubit designs, the effect of z noise here will gener-
ally be weaker than that of photon losses. Further, logical
gates on or between these qubits are surprisingly simple
and we do not expect them to take significantly longer
than gates on or between ordinary transmon qubits.
BASIC CIRCUIT MODEL
For clarity and generality, we will consider a simpli-
fied theoretical model for our circuit, and leave the finer
details of an example implementation and the derivation
of the various terms to the supplemental material. We
consider a pair of three-level superconducting qubit de-
vices, labelled by l and r, where the three levels corre-
spond to device occupation by zero, one or two photons.
There is a nonlinearity −δ for adding a second photon
to either device compared to the 0→ 1 energy. We cou-
ple the two devices via a high-frequency, driven coupling
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2FIG. 1: One possible implementation of our logical qubit.
The two transmon qubits (blue boxes) are the good quantum
degrees of freedom we wish to protect, and the two readout
resonators (red boxes) are lossy objects we will use for error
correction. The three driven SQUID couplings have precisely
tuned flux biases (black circles) to enable parametric interac-
tions, as discussed in the supplemental material.
which does not conserve photon number [27–29], and cou-
ple each device via a similar coupling to a second, lossy
degree of freedom, such as a rapidly decaying qubit or
readout resonator, with a full example circuit shown in
FIG. 1. We now make the following operator definitions.
We let Pnk ≡ |nk〉 〈nk| be the projector onto all states
with n photons in object k (and any number of pho-
tons in the other parts of the circuit). We further define
X˜l ≡
(
a†l a
†
l + alal
)
/2 and Z˜l ≡ P 2l − P 0l (and similarly
for r), where al annihilates a photon in the left device.
We now define our two-device, rotating frame Hamilto-
nian HP by:
HP = −WX˜lX˜r + δ
2
(
P 1l + P
1
r
)
. (1)
HP has two ground states, X˜l = X˜r = 1 or X˜l = X˜r =
−1, which we label |L0〉 and |L1〉 and choose to act as
our logical state manifold. Note that X˜k |1k〉 = 0 due to
the three-body constraint.
We now turn to the lossy “shadow” objects, which
without loss of generality we will take to be resonators
and which we label Sl and Sr (the S label denotes a
shadow object, as discussed in [20, 21]), with energies
ωSl and ωSr. The shadow objects are coupled to the pri-
mary qubit devices through driven couplings of a different
form, yielding the final qubit-resonator Hamiltonian
HPS +HS =
(
W +
δ
2
)(
a†SlaSl + a
†
SraSr
)
(2)
+Ω
(
a†l a
†
Sl + a
†
ra
†
Sr + H.c.
)
.
Our final device Hamiltonian is simply H = HP +HPS+
HS ; the precise details of the signal configurations and
wire network necessary to obtain this Hamiltonian are
described in the supplemental material. We will now
show that given a resonator decay rate ΓS which is fast
compared to the photon loss rate ΓP (= 1/T1) in the
W = 2π⨯35 MHzδ = 2π⨯350 MHzΩ = 5.5 MHzΓS = 9.2 MHz
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FIG. 2: Strong enhancement of the effective logical state life-
times TL against photon losses through engineered dissipa-
tion, with all times in µs. Each data point is computed by
numerically integrating the Lindblad equations for the Hamil-
tonian H = HP +HS +HPS from (1,2), with parameters as
stated in the plot legend and varying “bare” T1P ≡ 1/ΓP from
photon losses in the two primary qubits. The blue points plot
the improvement factor T1L/T1P ; T1L captures the decay of
the system to an incoherent mixture of states after initializa-
tion to |0L〉, extracted by fitting the measure Tr [ρ |0L〉 〈0L|]
to an exponential decay law, with short term transient behav-
ior dropped. The orange points plot the improvement factor
T2L/T1P of the “dephasing” time T2L, extracted by initial-
izing the system to Z˜lZ˜r = ±1 and fitting Tr
[
ρZ˜lZ˜r
]
(the
plotted value is the average of the Z˜lZ˜r = +1 and Z˜lZ˜r = −1
states). The two continuous curves plot the analytically pre-
dicted improvement factor from the rates calculated in (6).
The lifetime T2L is reduced by the constant error term in Γ
X
E ;
this term does not limit T1L, as the system is initialized in an
X˜ eigenstate. Increasing the nonlinearity δ would raise the
limit for T2L improvement by passive error correction. Note
that all points on the plot are past the “breakeven” point
(TL = T1P ), which occurs around T1P ' 1µs.
two qubits, this circuit is passively protected against all
single qubit errors, leading to exceptionally long lifetimes
for the logical ground states |L0〉 and |L1〉.
ERROR CORRECTION: PHOTON LOSSES
We first tackle photon loss errors, a white noise error
source which to good approximation occurs at rates in-
dependent of many-body energetics (W terms). Without
loss of generality, we consider a single photon loss in the
left qubit, which sends:
al |L0〉 → |1l〉 ⊗ |0r〉+ |2r〉√
2
⊗ |0Sl0Sr〉 , (3)
al |L1〉 → |1l〉 ⊗ − |0r〉+ |2r〉√
2
⊗ |0Sl0Sr〉 .
However, these states are not eigenstates of H, due to
the qubit-resonator couplings HPS . In the limit W  Ω,
3the full single photon excited states |Ei±〉 are
|E0±〉 ≡ 1√
2
[
|1l〉 ⊗ |0r〉+ |2r〉√
2
⊗ |0Sl0Sr〉± (4)
|0l〉+ |2l〉√
2
⊗ |0r〉+ |2r〉√
2
⊗ |1Sl0Sr〉
]
,
|E1±〉 ≡ 1√
2
[
|1l〉 ⊗ − |0r〉+ |2r〉√
2
⊗ |0Sl0Sr〉±
− |0l〉+ |2l〉√
2
⊗ − |0r〉+ |2r〉√
2
⊗ |1Sl0Sr〉
]
.
Consequently, when a photon is lost from |L0〉, the quan-
tum system is placed in a superposition of |E0+〉 and
|E0−〉, and will Rabi-flop at rate Ω. However, photons
in the shadow resonators rapidly decay, and the result-
ing aSL operation will return an |E0〉 superposition to
|L0〉 and an |E1〉 superposition to |L1〉, without any ad-
ditional phases accumulated in the process. Thus, pho-
ton loss errors are rapidly corrected in a manner which
preserves superpositions of the two logical states; the en-
ergy conservation requirement enforced by δ  W  Ω
minimizes any excursions from the logical state manifold
due to the error correction, and ensures that |E0〉 only
corrects to |L0〉 and |E1〉 only corrects to |L1〉. How-
ever, a second photon loss in either qubit before correc-
tion occurs will lead to a logical error. Integrating out
the shadow resonators, the “repair” rate ΓR (∆E) for a
process which changes the two-device system’s energy by
∆E is given by:
ΓR (∆E) =
4Ω2ΓS
4Ω2 + 4
(
∆E +W + δ2
)2
+ Γ2S
. (5)
Here, ΓR is maximized when ∆E = −W − δ/2, which
is precisely the energy of correcting a |E〉 state to its
parent |L〉 state. Noting that there are an average of two
photons in the circuit at any time and assuming δ W ,
we arrive at a net logical error rate from photon losses
and off-resonant shadow resonator interactions of
ΓXE ' 2ΓR
(
W +
δ
2
)
+
2ΓP
(
2ΓP + ΓR
(
+W − δ2
))
ΓR
(−W − δ2)
ΓYE '
2ΓP
(
2ΓP + ΓR
(
+W − δ2
))
ΓR
(−W − δ2) . (6)
Here, ΓXE and Γ
Y
E are the rates of random X˜ or Y˜ oper-
ations on a qubit in the circuit. In the limit W  Ω this
is 4Γ2P /ΓR
(−W − δ2), which can be dramatically smaller
than ΓP . This rate describes the rate of random X˜ (first
term) and Y˜ (second term) operations, processes which
can dephase a superposition of logical states or flip be-
tween them.
In FIG. 2 we demonstrate the effectiveness of this pro-
tection against photon losses by numerically integrating
the Lindblad equations [30] for the system’s density ma-
trix ρ. Specifically, given a photon loss rate ΓP , we have
∂tρ = − i~ [H, ρ] +
ΓP
2
∑
j=L,R
(
2ajρa
†
j −
{
a†jaj , ρ
})
+
ΓS
2
∑
j=L,R
(
2aSjρa
†
Sj −
{
a†SjaSj , ρ
})
(7)
As described in the figure caption, we can define two life-
times for our logical states. The first, T1L, is defined by
initializing the system in either logical state and fitting
the resulting decay to an incoherent mixture of the two
logical states to an exponential decay law. The second,
T2L, is a dephasing time defined by initialization to the
state (|L0〉 ± |L1〉) /
√
2 and fitting the expectation value
of Z˜lZ˜r to an exponential decay law. We note that T2L
will always be less than T1L, as it is sensitive to both
ΓXE and Γ
Y
E errors (6), where T1L is only sensitive to Γ
Y
E
processes. In both cases we neglect short time transient
behavior (timescales less than 1/Ω), the effect of which is
merged into an overall fidelity multiplier F . This stems
from the fact that the system is measured, there is al-
ways a small chance of finding it outside of the logical
state manifold, as the measurement may occur between
a photon loss and its passive correction. This effect leads
to a short-time dip in the expectation values of the logical
operators X˜ and Z˜lZ˜r after state initialization, where the
error rate is 2ΓP for an interval of ∆t ≈ ~/Ω and slows
down to the predicted rates in (6) after that (we neglect
this short time behavior in our numerical fits to estimate
lifetimes). However, if the measurement detects a |1〉
state, a subsequent measurement will capture the origi-
nal (pre-loss) state with probability P ' ΓR/ (ΓR + 2ΓP )
due to the continuous passive error correction.
Finally, we should consider photon addition. An in-
coherent photon addition error can immediately lead to
a logical error, since it takes |0〉 → |1〉 which is then
rapidly converted to |2〉 by passive error correction, po-
tentially enacting X˜. However, for modern, well-shielded
experiments the available population of thermal photons
is vanishingly small, and the random photon addition
rate is two or more orders of magnitude less than the
loss rate [31]. This is thus unlikely to limit our logical
state lifetimes.
ERROR SUPPRESSION: DEPHASING
Having shown that our circuit is capable of rapidly cor-
recting photon loss errors, we now demonstrate that the
continuously applied many-body Hamiltonian HP (1) re-
quired for error correction has the beneficial side effect
of suppressing dephasing noise as well. Unlike the white
noise of photon losses, dephasing noise has a power spec-
trum that is strongly frequency dependent, typically be-
ing comprised of 1/f and telegraph components [32–39].
4The noise power spectra of these two sources are given
by
S1/f =
2piS0
ω
, Stel =
(∆ω10)
2
Γsw
pi (ω2 + Γ2sw)
. (8)
If a system is continuously driven along x, the resulting
interference between the effective Hamiltonian term ησx
and the fluctuating noise term δz (t)σz can also strongly
suppress phase noise [32, 33, 35, 37, 39, 40]. When con-
sidering times t > η−1, the average phase noise in this
Rabi sequence is〈
φ2 (t)
〉(Rabi) ' piS (η) t, (9)
where η is the Rabi frequency of the drive term
(2pi × 35MHz in FIG. 2). This leads to exponential
rather than Gaussian decay for both types of noise, and
the noise suppression from a large η can be dramatic.
In our system, the large W term will play exactly the
same role, albeit with the noise strength S0 increased by
a factor of 4 relative to the single qubit noise measure,
as we are working with two-photon states and there
are two qubits experiencing noise. For a given T
(echo)
2
from 1/f noise, the effective mixing time TLZ in our
driven system can be vastly larger; for example, for
single qubit T
(echo)
2 = 10µs and W = 2pi × 35MHz we
obtain TLZ ∼ 2ms. These results were confirmed to be
qualitatively accurate by numerical noise simulations
(see supplemental material). Since the 1/f T
(echo)
2 scales
as 1/
√
S0 and our Rabi-driven TLZ scales as 1/S0, a
linear increase in T
(echo)
2 from improved shielding or
qubit design leads to a quadratic increase in TLZ , just
as in the photon loss channel. Similarly, for telegraph
noise, W  Γsw is readily achievable, and in this limit
Rabi driving can outperform spin echo as well. To
verify the prediction (9), we simulated dephasing by
averaging numerical simulations of randomly telegraph
spectra. Within these simulations (included in the
supplemental material), using published data from [39]
we find a range of simulated TLZ values from 0.2ms for
{W = 2pi × 25,Γsw = 11.9,∆ω10 = 2pi × 0.48}MHz up
to 6ms for {W = 2pi × 35,Γsw = 4.96,∆ω10 = 2pi × 0.2}.
We thus conclude that logical state lifetimes in the ms
range are still achievable in the presence of realistic
telegraph and 1/f noise sources.
We caution that our circuit offers no protection against
true white noise dephasing (where S (ω) is constant at
high frequency ranges), and increasing W does not im-
prove TLZ in this case. However, noise of this type is
typically extremely weak and sometimes entirely absent
in noise spectroscopies of modern superconducting qubit,
with photon losses, flicker and telegraph noise dominat-
ing the error rate. Further, if white noise dephasing be-
comes a problem, it can be corrected by constructing a
three-device ring from our circuit, and implementing a
passive variant of the three qubit phase flip code [21]
alongside the passive photon loss correction.
Finally, we note that single qubit dephasing is not the
only z noise channel in our system, as two-body dephas-
ing is also a concern. Specifically, flux noise through
the coupling SQUID loop can lead to a fluctuating Z˜lZ˜r
term [48], though generally with a much smaller coeffi-
cient than the accompanying single qubit Z˜ terms. Be-
cause it commutes with X˜lX˜r and mixes the two log-
ical states this term is dangerous. Fortunately how-
ever, based on previous experiments with flux qubits
(where 1/f flux noise through the qubit loop accounts
for nearly all of the dephasing [35, 37, 40]) we expect
this noise to be very weak at the symmetry point at
which our device is operated, with a typical noise power
A (1Hz) ' 1µΦ0/
√
Hz. Assuming 1/f noise of this
strength and the device parameters in the supplemental
material (EJ/EC = 50, with the two coupling SQUID
junctions having energy EJ = 2pi × 15GHz), we obtain
TZZ ' 16ms as measured by an equivalent protocol to
spin echo. More complex constructions can suppress this
noise (such as through the introduction of a driven term
g
[
X˜l
(
1 + P 1r
)
+ X˜r
(
1 + P 1l
)]
added to HP ), if it ulti-
mately becomes necessary.
LOGICAL GATES AND CONCLUSION
A simple universal two-qubit gate set can be imple-
mented by combining single qubit rotations with the
control-Z (CZ) operation. We let either X˜ operator play
the role of logical Z (ZL). To enact single logical qubit
rotations, we apply a finite length pulse involving combi-
nations of a temporary phase shift for the signals which
generate W drive fields through the central SQUID (en-
acting Y˜lY˜r, or XL) and driving a single device resonantly
at the |0〉 ↔ |2〉 transition (enacting X˜, or ZL). As the
g terms do not commute with Y˜lY˜r, they may have to
be briefly adjusted. An appropriately tuned sequence of
these terms can rapidly enact arbitrary single-qubit ro-
tations. Since the SQUID coupling can be driven fairly
strongly (especially for short, highly tuned pulses), we
do not expect these rotations to take significantly longer
than in single qubit devices. To apply the CZ gate, we
couple two of these qubit device pairs to each other, again
through a driven SQUID coupling. Labeling the two de-
vice pairs (logical qubits) by A and B, we simultaneously
apply X˜lAX˜lB through the coupling SQUID while ap-
plying X˜lB through the internal SQUID loop of the left
qubit device of the B pair. The sum of the two signals
(which must be properly synchronized) run for an appro-
priate time enacts I+(1 + ZLA) (ZLB) /2, the logical CZ
gate. Finally, our logical qubit could be measured along
X˜ through a similar driven coupling to a resonator, anal-
ogously to the protocol proposed by Didier et al [41].
5By considering a simple two-qubit circuit with driven
couplings and two auxiliary lossy objects, we have
demonstrated that passive error correction can lead to
large improvements in qubit coherence against all com-
mon error channels with current technology. While our
device is capable of only correcting or suppressing a sin-
gle error at a time, it does so very rapidly, and permits
simple and rapid logical gates between devices. We would
like to develop a way to systematically integrate this log-
ical bit into larger measurement based codes, and future
study of hybrid QEC codes, where active and passive
QEC methods work in concert, could be an extremely
fruitful line of research.
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Supplemental Information for A Very Small
Logical Qubit
Device blueprint: W terms and qubit-shadow
resonator coupling
In this section, we will explicitly derive the combina-
tion of drive signals needed to realize the Hamiltonians:
HP = −WX˜lX˜r + δ
2
(
P 1l + P
1
r
)
. (10)
HPS +HS =
(
W +
δ
2
)(
a†SlaSl + a
†
SraSr
)
(11)
+Ω
(
a†l a
†
Sl + a
†
ra
†
Sr + H.c.
)
.
Here, as in the main text, we let Pnk ≡ |nk〉 〈nk| be
the projector onto all states with n photons in object
k (and any number of photons in the other parts of the
circuit). We further define X˜l ≡
(
a†l a
†
l + alal
)
/2 and
Z˜l ≡ P 2l − P 0l (and similarly for r), where al annihilates
a photon in the left device. The derivation of (2) will
be for transmon [42, 43] qubits, but the generalization to
flux or fluxonium qubits is straightforward. We consider
a pair of superconducting transmon qubits which share a
common (bridged) ground, as shown in FIG. 1. We label
the two transmons by l and r, and design or flux tune
them so that their excitation energies ωl and ωr differ
substantially (a GHz or more). The qubits are coupled
to each other by a SQUID, with flux biases Φ1 (t) and
Φ2 (t) threaded through the larger (inner) and smaller
(SQUID) loops, respectively. We let the two junction en-
ergies be equal to EJi; the coupling Hamiltonian is then
equal to:
Hi = −EJi [cos (δφ+ Φ1 (t)) + cos (δφ+ Φ1 (t) + Φ2 (t))]
We now let:
Φ1 (t) = −pi
2
+ f (t) , Φ1 (t) = pi − 2f (t) , (12)
where f (t) is a rapidly oscillating flux signal. Assuming
the two junctions are equal in energy, this reduces to
Hi = −2EJi cos δφ sin f (t) . (13)
If the two Josephson energies are unequal, we
will have an additional term which scales as
(EJ1 − EJ2) sin δφ cos f (t); all terms which come
out of this coupling are rapidly oscillating and can be
dropped. We choose to include two junctions here rather
than the single junction used in [28] so that we can make
EJi large without worrying about instabilities from the
off-resonant sin δφ terms. We now wish to choose f (t)
so that the third order term from expanding the sine
produces the target signals:
f (t)
3
= 3α3 [cos 2 (ωl − ωr) t+ cos (2 (ωl + ωr − δ) t)]
+(r.o.); f (t)
1
= (r.o.). (14)
7Here, “(r.o.)” is short for rapidly oscillating; e.g. any
portions of the signal which are far from any resonant
transitions that can be induced by the operator cos δφ.
To provide a realistic example, if {ωl, ωr, δ} = 2pi ×
{4.5, 6.5,−0.35} GHz, we can choose
f (t) = α
[
cos
(
2ωl + 6ωr − 4δ
5
t
)
(15)
+ cos
(
6ωl − 2ωr − 2δ
5
t
)]
.
This combination is detuned from all unwanted combi-
nations by at least a GHz, and requires drive frequencies
of only 7.72 and 5.86 GHz, well within normal exper-
imental operation ranges. One could of course realize
these the terms in (14) at order α using a simple direct
drive at those target frequencies, but as the four-photon
term occurs requires frequencies in the 15-25 GHz range
it could be difficult to achieve with commonly available
microwave hardware.
To reduce this complex driven interaction to a simple,
rotating frame Hamiltonian, we begin by observing that
the phase operators cosφ and sinφ for the first three
levels can be written as:
sinφ =
 0 S01 0S∗01 0 S12
0 S∗12 0
 , cosφ =
C00 0 C020 C11 0
C∗02 0 C22
 .(16)
Here, the S and C coefficients can be determined numeri-
cally by diagonalizing the single qubit Hamiltonian. If we
transform to the rotating frame via the transformation
|Ψ〉 → ei[(ωl−δ/2)(a†l al)+(ωr−δ/2)(a†rar)]t |Ψ〉 , (17)
then neglecting all rapidly oscillating terms the state |Ψ〉
evolves under the effective primary Hamiltonian HP :
HP = −WX˜lX˜r + δ
2
(
P 1l + P
1
r
)
. (18)
Here, W = −EJiα3 |C02|2 /4, which can be in the 10−40
MHz range for realistic parameters.
We now turn to the resonators, which we label Sl and
Sr (the S label denotes a shadow object, as discussed in
[20, 21]), with energies ωSl and ωSr. These resonators
could also be (intentionally lossy) qubits; the analysis
in here proceeds identically in either case. As the target
frequencies for the two-photon drive are much lower than
for the four-photon term in W , we can use a simple direct
drive. If the flux biases through the qubit-resonator loops
are pi/2+gSk (t) and pi−2gSk (t) as outlined above (where
k = l, r), we can let
gSk (t) = β cos [(ωk + ωSk −W − δ)] t (19)
Plugging this into the interaction terms and enacting a
similar rotating frame transformation on the resonators
to cancel the time dependence, our resulting qubit-
resonator Hamiltonian is:
HPS +HS =
(
W +
δ
2
)(
a†SlaSl + a
†
SraSr
)
(20)
+Ω
(
a†l a
†
Sl + a
†
ra
†
Sr + H.c.
)
.
Our final device Hamiltonian is simply H = HP +HPS+
HS (10), as desired.
Quasiparticle tunneling
One potentially concerning source of error is quasi-
particle tunneling across a coupling junction. In ordi-
nary transmons, random tunneling from non-equilibrium
quasiparticle populations is one of the dominant error
channels after T1 exceeds 100µs [31, 44, 45], leading to
photon losses through the sinφ/2 operator. We expect
these errors to occur in our circuit as well, along with an
additional error channel from a quasiparticle tunneling
from one qubit to the other across the coupling SQUID.
The corresponding operator sin
(
φl−φr
2
)
for this process
has components which act as al, a
−
l Z˜r and alarar, cor-
responding to a single photon loss, a combination of loss
and dephasing and a three photon loss, respectively (and
equivalent operators with l and r switched). The first
process has the largest matrix element, but is just an or-
dinary single photon loss (contributing to a small increase
in ΓP ) and thus will be rapidly corrected. The second and
third processes are more serious, as they are multi-qubit
errors that can induce logical state transitions when cor-
rected by engineered dissipation. Fortunately however,
the matrix elements for these terms are very small. As-
suming EJ/EC = 50, the squared matrix elements for the
alZ˜r and alarar terms are reduced by factors of 0.004 and
0.002, respectively, compared to the bare matrix element
for a single photon loss. These terms are thus unlikely to
place significant limits on T1L. However, if single qubit
T1’s were long enough for these terms to become a real
problem, they can always be eliminated by adding a sec-
ond, identical coupling SQUID, with a flux bias of 2pi
relative to the original SQUID. This creates perfect de-
structive interference for quasiparticle tunneling without
changing the basic coupling structure [44], eliminating
this error channel.
Phase noise
In this section, we describe the effect of estimating the
effect of phase noise in the circuit. To model the effect
of phase noise (random Z˜ operations), it is sufficient to
80 2 4 6 8 10
t(μs)0.4
0.5
0.6
0.7
0.8
0.9
1.0
Px=+1
0 5 10 15 20
t(μs)0.4
0.5
0.6
0.7
0.8
0.9
1.0
Px=+1
FIG. 3: Simulations of 1/f noise along z, suppressed by a
drive term H = Wσx, with (in order of increasing lifetime)
W = 2pi × {0, 1, 2, 3, 4} MHz. The flat blue line demar-
cates 1/e for ease of extracting the lifetime. In the top plot,
the noise strength chosen so that T
(echo)
2 = 1µs, and in the
bottom plot we rescale the noise strength by 1/4 to obtain
T
(echo)
2 = 2µs. The continuous drive fields lead to a simple
exponential decay law for the initial qubit state (rather than
Gaussian for undriven Ramsey or echo decays), and as dis-
cussed in the text, a linear increase in the drive term W leads
to a linear increase in T2, while a linear decrease in the noise
power leads to a quadratic increase in T2. Each curve is the
average of 900 randomly generated noise patterns.
consider a single spin 1/2 degree of freedom with Hamil-
tonian H = −Wσx experiencing noise through a fluctu-
ating term δz (t)σz, since Z˜ errors do not change photon
number and thus cannot mix with the |1〉 state for either
transmon. By initializing the spin in σx = 1 and aver-
aging over noise patterns δz (t) randomly generated to
obey a given noise power spectrum, we can obtain a life-
time T2 for the σ
x eigenstates; the resulting logical state
lifetime TL in our 2-qubit device will be half of this since
there are two error channels. Phase noise with a white
spectrum (S (ω) is constant) produces simple exponential
decay, and needs no simulation.
To verify the prediction TRabi2 ' (piS (W ))−1 of 1/f
noise suppression by Rabi driving, we simulated ran-
domly generated noise traces with an average 1/f spec-
trum, and averaged the expectation value 〈Pσx=1〉 over
these traces with a variable driving Hamiltonian H =
Wσx. As shown in FIG. 3, the scaling form TRabi2 '
(piS (W ))
−1
is in good quantitative agreement with the
numerically simulated evolution, underestimating the
lifetime by less than 20% and accurately capturing the
scaling with W and S0.
For telegraph noise the situation is somewhat more
complex, as the noise spectrum is defined by two param-
eters, the energy difference ∆ω10 created by the noise
term, and Γsw, the incoherent switching rate between
the two states. We considered the noise spectrum of a
single telegraph fluctuator, which shifts the single pho-
ton energy of a qubit by +∆ω10 when in the “on” state,
does nothing in the “off” state, and will randomly switch
between the two states with switching rate Γsw. To
study the effect of such a flucuator, we computed life-
times by sampling over 250 points in the box defined by
W ∈ 2pi × {10, 37.5}MHz, ∆ω10 ∈ 2pi × {0.1, 0.55}MHz
and Γsw ∈ {4, 22}MHz. For each combination of
{W,∆ω10,Γsw} we simulated the evolution under 900
randomly generated noise traces, and fit the resulting
curve to an exponential decay law 〈σx (t)〉 = e−t/T2 . We
then numerically fit the data to the form aW b∆ωc10Γ
d
sw
to arrive at the expression:
T2 (W,∆ω10,Γsw) ' 2.30W
1.98
∆ω210Γ
1.07
sw
' 2.30W
2
∆ω210Γsw
(21)
As described in the main text, for realistic device param-
eters taken from contemporary experiments, the result-
ing T2 for our two-qubit device (which is one eighth the
above value as there are two noise sources and the value
∆ω10 should be doubled for two-photon states) could eas-
ily be in the range of a few ms. The protection against
telegraph phase noise from continuous driven evolution is
thus comparable to the protection against photon losses
via resonant energy transfer to the shadow resonators.
Two body phase error suppression
As described in the text, two-body phase errors, where
flux noise through the Josephson coupling randomly en-
acts Z˜lZ˜r, may become a limiting factor for long-lived
qubits. Should it become necessary, we here propose a
method of suppressing them which will not interfere with
passive error correction. We wish to add to HP a term
of the form:
g
[
X˜l
(
1 + P 1r
)
+ X˜r
(
1 + P 1l
)]
(22)
The reason for choosing this more complex term rather
than X˜l + X˜r is to ensure that the rotating frame energy
cost of a single photon loss is W +δ/2 for either X˜ eigen-
state. If the P 1l/r terms are absent and there is an energy
mismatch, a superposition of the two logical states will
rapidly dephase whenever an error occurs from a single
9photon loss, but if they are present no additional phases
will accumulate while the photon loss error is passively
corrected. Though complex, such a term could thus be
valuable, as it anticommutes with Z˜lZ˜r and thus sup-
presses low frequency errors in that channel.
We can generate these g terms perturbatively using
additional drive fields. We consider a modification of
the circuit so that the qubits are split transmons, and
have an internal SQUID loop that can be driven to en-
act single qubit operations. We then add a signal com-
ponent κ1 cos
(ωl−δ/2)
2 t to the coupling SQUID, adding
a term −EJi sin ∆φ cos
[
κ1 cos
(ωl−δ/2)
2 t
]
to HP . The
nontrivial rotating frame contribution from this term is
EJiκ
2
1 sinφl cosφr cos ((ωl − δ/2) t) /4. Finally, we apply
three frequencies through the left transmon’s internal
SQUID loop, coupling to cosφl and taking the form:
fl (t) =
1∑
k=−1
κ2,k cos
[(
ωl − δ
2
− kν
)
t
]
(23)
Here, ν is chosen to far detune these signals from any
other relevant transitions (alternative sets of signals can
be chosen here, so long as one remains at ωl − δ/2 and
the other two frequency shifts sum to zero). This adds
two terms to the system Hamiltonian (along with other
terms we neglect for ultimately being rapidly oscillating):
Hκ = −
(
κ2,0EJl +
(
κ21/4
)
EJi cosφr
)× (24)
sinφl cos
[(
ωl − δ
2
)
t
]
+EJl
κ22,0 + 2κ2,−1κ2,1
4
cosφl cos [(2ωl − δ) t] .
The first line of terms describes an off-resonant single
photon drive field, which we can eliminate perturbatively.
Specifically, and taking the fourth level into account as a
perturbative correction, the above Hamiltonian becomes
Hκ =
(
κ2,0EJI +
(
κ21/4
)
EJi cosφr
)2
2δ
(
c1X˜l + c2Z˜l
)
+c3X˜l.
For large EJ/EC the c2 term turns out to be small enough
to ignore. We now rewrite the undriven cosφr as a ma-
trix operator in our three-level basis (keeping only the
diagonal elements), and by carefully choosing the four κ
coefficients, we can always arrive at
Hκ ' g
(
1 + P 1r
)
X˜l, (25)
where the approximate equality indicates that we have
dropped terms small static terms with coefficients an or-
der of magnitude weaker than the desired terms. If we
now add an equivalent set of signals for the right trans-
mon, we will recover the g terms in the device Hamilto-
nian, protecting the circuit against two-body phase er-
rors in the same way that the W terms protect against
single-qubit phase errors.
“Leakage-free” error correction
As seen in FIG. 2 of the main text, as the photon loss
rate ΓP decreases errors induced by the passive error cor-
rection itself begin to limit lifetime. The two processes
which cause this limit are (a) excursions from the logi-
cal state manifold due to off-resonant transitions from a
one-photon error state to a state where X˜lX˜r = −1, and
(b) off-resonant photon addition from the shadow qubit
coupling, which sends either logical state to a one-photon
state and then promptly back to the logical state mani-
fold through error correction, leading to a random X˜ op-
eration. Process (a) limits both T1L and T2L, whereas
process (b) only limits T2L. Either way, we imagine
that these error processes can be suppressed by replacing
the monochromatic tones which drive the qubit-shadow
object coupling with more complex periodic sequences,
specially tuned to eliminate the off-resonant transitions.
Previous experiments in superconducting qubits have
shown that such pulse shaping can suppress leakage (un-
wanted mixing with |2〉 states) by many orders of mag-
nitude in quantum gates [46, 47], and were we to use the
same methods to eliminate mixing with |1〉 states and
the X˜lX˜r = −1 manifold, we would arrive at lifetimes
which scale as 4Γ2P /ΓR even at very small ΓP , a large
improvement over the result in FIG. 2 of the main text.
We expect that such methods will be necessary to achieve
TL values in the 10 ms range using this architecture, but
the precise details of their implementation are beyond
the scope of this paper and unimportant for reaching the
low ms range using current technology.
