The connectivity structure of graphs is typically related to the attributes of the nodes. In social networks for example, the probability of a friendship between two people depends on their attributes, such as their age, address, and hobbies. The connectivity of a graph can thus possibly be understood in terms of patterns of the form 'the subgroup of individuals with properties X are often (or rarely) friends with individuals in another subgroup with properties Y'. Such rules present potentially actionable and generalizable insights into the graph. We present a method that finds pairs of node subgroups between which the edge density is interestingly high or low, using an information-theoretic definition of interestingness. This interestingness is quantified subjectively, to contrast with prior information an analyst may have about the graph. This view immediately enables iterative mining of such patterns. Our work generalizes prior work on dense subgraph mining (i.e. subgraphs induced by a single subgroup). Moreover, not only is the proposed method more general, we also demonstrate considerable practical advantages for the single subgroup special case.
Introduction
Real-life graphs (aka networks) often contain attributes for the nodes. In social networks for example, nodes correspond to individuals and node attributes can include their age, address, hobbies, etc. A network's connectivity is usually related to those attributes: individuals' attributes affect the likelihood of them meeting, and, if they meet, of becoming friends. Hence, to a certain extent, it should be possible to understand the connec- * This research was funded by the ERC under the EU's Seventh Framework Programme (FP7/2007-2013) / ERC Grant Agreement no. 615517, the Flemish government under the "Onderzoeksprogramma Artificile Intelligentie (AI) Vlaanderen" programme, the FWO (project no. G091017N, G0F9816N), and from the EU's Horizon 2020 research and innovation programme and the FWO under the Marie Sklodowska-Curie Grant Agreement no. 665501. † IDLab, Ghent University; Firstname.Lastname@UGent.be tivity of a graph in terms of those attributes. One approach to identify the relations between the connectivity and the attributes is to train a link prediction classifier, with as input the attribute values for a pair of nodes, and predicting the edge as present or absent. Such global models often fail to provide insight though, much like a global classifier on any data type may fail to provide insight in other classification problems. To address this, the local pattern mining community introduced the concept of subgroup discovery, which aims to identify subgroups of data points for which a target attribute has homogeneous and/or outstanding values. Subgroups are local patterns, in that they provide information only about a certain part of the data.
Research on local pattern mining in attributed graphs has so far focused on identifying dense nodeinduced subgraphs, dubbed communities, that are coherent also in terms of attributes. There are two complementary approaches. The first explores the space of communities that meet certain criteria in terms of density, in search for those that are homogeneous. The second explores the space of rules over the attributes, in search for those that define subgroups of nodes that form a dense community. This is effectively a subgroup discovery approach to dense subgraph mining.
Limitations of the state-of-the-art. Both of these approaches make use of attribute homophily: the tendency of links to exist between nodes sharing similar attributes. While the homophily assumption is often reasonable, it also limits the scope of application of prior work to finding dense communities with homogeneous attributes. A first limitation of the state-of-the-art is thus its inability to find e.g. sparse subgraphs.
A second limitation is that the interestingness of such patterns has invariably been quantified by objective measures-i.e. measures independent of the data analyst's prior knowledge. Yet, the most 'interesting' patterns found are often obvious and implied by such prior knowledge (e.g. communities involving high-degree nodes, or in a student friendship network, communities involving individuals practicing the same sport), making them subjectively uninteresting.
A third limitation of prior work is that the patterns describe only the connectivity within communities and not between subgroups of nodes. As an obvious example, this excludes patterns that describe friendships between a particular subgroup of female and a subgroup of male individuals in a social network. The experiments on real-life networks contain many less obvious examples.
Contributions. We depart from the existing literature in formalizing a subjective interestingness measure, building on the ideas from the FORSIED framework [4] , and this for sparse as well as for dense subgraph patterns. In this way, we overcome the first and second limitations of prior work discussed above. Moreover, this interestingness measure is naturally applicable for patterns describing the graph density between a pair of subgroups, to which we will refer as bi-subgroup patterns. Hence, our method overcomes the third limitation of prior work. Our specific contributions are: (1) 
Subgroup pattern syntaxes for graphs
This section formalizes single-subgroup and bi-subgroup patterns for graphs, beginning with some notation.
An attributed graph is denoted as a triplet G = (V, E, A) where V is a set of n = |V | vertices, and E ⊆ V 2 is a set of m = |E| undirected edges 1 , and A is a set of attributes a ∈ A defined as functions a : V → Dom a , where Dom a is the set of values the attribute can take over V . For each attribute a ∈ A with nominal Dom a and for each y ∈ Dom a , we introduce a Boolean function s a,y : V → {true, false}, defined as true for v ∈ V iff a(v) = y. Analogously, for each a ∈ A with real-valued Dom a and for each l < u and l, u ∈ Dom a , we define s a, [l,u] 
We call these functions selectors, and denote the set of all selectors as S. A description or rule W is a conjunction of a subset of selectors: W = s 1 ∧ s 2 . . . ∧ s |W | . The extension ε(W ) of a rule W is defined as the subset of vertices that satisfy it: ε(W ) {v ∈ V |W (v) = true}. We informally also refer to the extension as the subgroup. Now a description-induced subgraph can be formally defined as: 1 We consider undirected graphs for the sake of presentation and consistency with most literature. However, we note that all our results can be easily extended to directed graphs and graphs with self-edges. Vertex  0  1  2  3  4  5  6  7  8  9  10  a 3.5 2.6 3.8 3.2 1.8 1.2 5.4 0.9 6.7 2.3 3.1 b 
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i.e., the set of vertices from V that is the extension of the description W , and
, the set of edges from E that have both endpoints in V W . Example 1. Fig. 1 (a) displays an example attributed graph with 11 vertices, 18 edges. Each node is annotated with 1 real-valued attribute (a) and 3 binary attributes (b, c, d). Consider a description W = s a, [2, 4] 
The extension of this description is the set of nodes with attribute a value from 2 to 4 and attribute b as 1, i.e., ε(W ) = {0, 1, 2, 3}. The subgraph induced by W is formed from ε(W ) and all the edges connecting pairs of vertices in that set (highlighted with red in Fig. 1(a) ). 
Single-subgroup pattern

Bi-subgroup pattern
We also define a pattern syntax informing the analyst about the edge density between two different subgroups. More formally, we define a bi-subgroup pattern as a quadruplet (W 1 , W 2 , I, k W ), where W 1 and W 2 are two descriptions, and I ∈ {0, 1} indicates whether the number of connections between ε(W 1 ) and ε(W 2 ) is upper bounded (1) or lower bounded (0) by the threshold k W . The maximum number of connections between the extensions ε(W 1 ) and ε(W 2 ) is denoted by n W |ε(W 1 )||ε(W 2 )| − 1 2 |ε(W 1 ∧ W 2 )|(|ε(W 1 ∧ W 2 )|+1) for undirected graphs without self-edges. Note that single-subgroup patterns are a special case of bisubgroup patterns when W 1 ≡ W 2 .
can be any value with which the number of connections between ε(W 1 ) and ε(W 2 ) (or within ε(W 1 ) when W 1 ≡ W 2 ) are bounded, our work focus on identifying patterns whose k W is the actual number of connections between these two subgroups (or within this single subgroup when W 1 ≡ W 2 ), as such patterns are maximally informative.
Formalizing the subjective interestingness
Previous work on mining patterns in attributed graphs focuses on identifying dense communities, with density quantified in an objective way (see Sec. 6). However, given prior information on the graph, the resulting patterns may be trivial, containing limited information that is novel to the analyst. Tackling this necessitates the use of subjective measures of interestingness.
General approach
We follow the approach as outlined by De Bie [5] to quantify the SI of a pattern. In this framework, the analyst's belief state is modeled by a background distribution over the data space. This background distribution represents any prior beliefs the analyst may have by assigning a probability (density) to each possible value for the data according to how plausible the analyst thinks this value is. As such, the background distribution also makes it possible to assess the surprise in the analyst when informed about the presence of a pattern. It was argued that a good choice for the background distribution is the maximum entropy distribution subject to some particular constraints that represent the analyst's prior beliefs about the data. As the analyst is informed about a pattern, the knowledge about the data will increase, and the background distri-bution will change. For details see Sec. 3.2.
Given a background distribution, the SI of a pattern can be quantified as the ratio of the Information Content (IC) and the Description Length (DL) of a pattern. The IC is defined as the amount of information gained when informed about the pattern's presence, computed as the negative log probability of the pattern w.r.t. the background distribution P . The DL quantifies the code length needed to communicate the pattern to the analyst. These are discussed in more detail in Sec. 3.3, but first we further explain the background distribution.
The background distribution
The initial background distribution Here we recapitulate how prior beliefs of the following types can be modelled in a background distribution: (i) on individual vertex degrees; (ii) on the overall graph density; (iii) on densities between bins.
Type (i) and (ii): Prior beliefs on individual vertex degrees and on the overall graph density. Given prior beliefs about the degree of each vertex, the maximum entropy distribution is a product of independent Bernoulli distributions, one for each of the random variable h u,v defined as 1 if (u, v) ∈ E and 0 otherwise [5] . Denoting the probability that h u,v = 1 by p u,v , this distribution is of the form:
.
This can be conveniently expressed as:
The parameters λ r u and λ c v can be computed efficiently. For a prior belief on the overall density, every edge probability p u,v simply equals the assumed density.
Type (iii): Additional prior beliefs on densities between bins. We can partition nodes in an attributed graph into bins according to their value for a particular attribute. For example, nodes representing people in a university social network can be partitioned by class year. Then expressing prior beliefs regarding the edge density between two bins is possible. This would allow the data analyst to express, for example, an expectation about the probability that people in class year y 1 is connected to those in class year y 2 . If the analyst believes that people in different class years are less likely to connect with each other, the discovered pattern would end up being more informative and useful as it contrasts more with this kind of belief. As shown by Adriaens et al. [1] , the resulting background distribution is also a product of Bernoulli distributions, one for each of the random variable h u,v ∈ {0, 1}):
, where k u,v indexes the block formed by the intersecting part of two bins which vertex u and v belong to correspondingly, λ r u ,λ c v and γ ku,v are efficiently computable parameters. Note that the background distribution can model a prior belief simultaneously for the edge densities between bins resulting from multiple partitions.
Updating the background distribution Upon being represented with a pattern, the background distribution should be updated to reflect the data analyst's newly acquired knowledge. The beliefs attached to any value for the data that does not contain the pattern should become zero. In the present context, once we present a pattern (W 1 , W 2 , I, k) to the analyst, the updated background distribution P should be such that
holds with probability one, where φ W (E) denotes a function counting the number of edges between ε(W 1 ) and ε(W 2 ). By De Bie [4] , it was argued to choose P as the Iprojection of the previous background distribution onto the set of distributions consistent with the presented pattern. Then Van Leeuwen et al. [19] showed that the resulting P is again a product of Bernoulli distribution:
How to compute λ W is also given in [19] .
The subjective interestingness measure
The Information Content (IC). Given a pattern (W 1 , W 2 , I, k W ), and a background distribution defined by P , the probability of the presence of the pattern is the probability of getting k W or more (for I = 0), or fewer than k W (for I = 1) successes in n W trials with possibly different success probabilities p u,v . While it is impractical to compute these probabilities exactly, using the same approach as Van Leeuwen et al. [19] they can be tightly upper bounded using the general Chernoff/Hoeffding bound [9] , as follows:
between two Bernoulli distribution with success probabilities k W n W and p W respectively. Note that:
We can thus write:
The IC is the negative log probability of the pattern being present under the background distribution:
The Description Length (DL). A pattern with larger IC is more informative. Yet, sometimes it is harder for the analyst to assimilate as its description is more complex. A good SI measure should trade off IC with DL. The DL should capture the length of the description needed to communicate a pattern. Intuitively, the cost for the data analyst to assimilate a description W depends on the number of selectors in W , i.e., |W |. Let us assume communicating each selector in a description W has a constant cost of α and the cost for I and k W is fixed as β 2 . The total description length of a pattern (W 1 , W 2 , I, k W ) can be written as:
The Subjective Interestingness (SI). Putting the IC and DL together finally yields the SI:
This section describes the algorithm for obtaining a set of interesting patterns. Since the proposed SI interestingness measure is more complex than most objective measures, heuristic search strategies are inevitable for tractability, as described next.
Beam search
For mining single-subgroup patterns, we applied a classical heuristic search strategy over the space of descriptions-the beam search. The general idea is to only store a certain number (called the beam width) of best partial description candidates of a certain length (number of selectors) according to the SI measure, and to expand those next with a new selector. This is then iterated. This approach is standard practice in subgroup discovery (used e.g. in Cortana [11] and pysubgroup [10] ).
Nested beam search
To search for the bisubgroup patterns, however, a traditional beam search over both W 1 and W 2 simultaneously turned out to be more difficult to apply effectively: beams large enough for good quality results turned out to be too demanding. Instead, a nested beam search strategy, where one beam search is nested into the other, gives good results. Here, the outer beam search explores promising selectors for the description W 1 , and the inner beam search expands those for W 2 . Let us denote the width of the outer and inner beam by x 1 and x 2 respectively. The total number of interesting patterns identified by our algorithm is x 1 · x 2 . To maintain a sufficient diversity among the discovered patterns, we constrain the outer beam to contain at least x 1 different W 1 descriptions. Due to the space limitation, further details are given in the Appendix.
Implementation
The implementation builds on Pysubgroup [10], a Python package for subgroup discovery implementation. We integrated our nested beam search algorithm and SI measure into this original interface. A Python implementation of the algorithms and the experiments is available. 3 All experiments were conducted on a PC running Ubuntu with i7-7700K 4.20GHz CPU and 32 GB of RAM.
Experiments
We evaluate our methods on three real-world networks. In the following, we first describe the datasets (Sec. 5.1). Then we discuss the properties of the discovered patterns (single-subgroup patterns in Sec. 5.2 and bisubgroup patterns in Sec. 5.3), with a purpose to eval-3 https://bitbucket.org/ghentdatascience/essd_public 
Evaluation of the identified subgroups
When using the SI measure to perform the pattern discovery, the prior belief is on the individual vertex degrees. As a result, single-subgroup patterns' density will not be explainable merely from the individual degrees of the constituent vertices. For Lastfm, given its sparsity, incorporating this prior leads to a background distribution with a small average connection probability. In this case, our algorithm tends to identify dense clusters (i.e. I = 0), as these are more informative. There exist numerous measures objectively quantifying the interestingness of a dense subgraph community. We make a comparison between our SI measure and some of these objective ones, including the edge density, the average degree, Pool's community score [16] , the edge surplus [18] , the segregation index [6] , the modularity of a single community [14, 15] , the inverse average-ODF (out-degree fraction) [20] and the inverse conductance. For space limitations, tables with the most interesting patterns w.r.t these measures are put in the Appendix.
The main findings are summarized here. Each of those objective measures exhibits a particular bias that arguably makes the attained patterns less useful in practice. The edge density is easily maximized to a value of 1 simply by considering very small subgraph. That's why the patterns identified by using this measure are all those composed of only 2 vertices with 1 connecting edge. In contrast, using the average degree tends to find very large communities, because in a large community there are many other vertices for each vertex to be possibly connected to. Although Pool argued that their measure may be larger for larger communities than for smaller ones, in their own experiments on Lastfm as well as in our own results, it yields relatively small communities. As they explained, the reason was Lastfm's attribute data is extremely sparse with a density of merely 0.15%. Note the attained patterns from using edge surplus are the same as those using the Pool's measure. Although these two measures are defined in different ways, Pool's measure can be further simplified to a form essentially the same as the edge surplus (shown in the Appendix). Pursuing a larger segregation index essentially targets communities which have much less cross-community links than expected. This measure emphasizes more strongly the number of cross-community links, and yields extremely small or large communities with few inter-edges on Lastfm. Using the modularity of a single community tends to find rather large communities representing audiences of mainstream music. The results for the inverse average-ODF and the inverse conductance are not displayed in the Appendix, because the largest values for these two measures can be easily achieved by a community with no edges leaving this community, for which a trivial example is the whole network.
We argue that the attained patterns by applying our SI measure are most insightful, striking the right balance between coverage (sufficiently large) and specificity (not conveying too generic or trivial information). The top one characterises a group of 78 idm (i.e., intelligent dance music) fans. Audiences in this group are connected more frequently than expected, and they al- Remark 2. This sort of qualitative comparison was also made on DblpAffs (See results in the Appendix), for which the same conclusion as above can be reached. Fig. 2 illustrates how the algorithm scales w.r.t the number of selectors in the search space (i.e., |S|). Both axes are assigned with logarithmic scales with base 2. It is clear that the run time experiences a linear growth as we double the |S| except a tiny disagreement from the second implementation.
Scalability
Results on bi-subgroup patterns
To identify bi-subgroup patterns, we applied the nested beam search with x 1 = 8, x 2 = 6, and D = 2. Moreover, we constrain the target descriptions W 1 and W 2 to include at least one common attribute but with various values, so that the corresponding pair of subgroups ε(W 1 ) and ε(W 2 ) do not overlap with each other. Under this setting, the attained patterns are more explainable, and the results are easier to evaluate.
Evaluation of the SI measure
The evaluation of the SI measure addresses two questions:
• Is the SI truly subjective, in the sense of being able to consider data analyst's prior beliefs? (Task 1) • How can optimizing SI help avoid redundancy in the resulting patterns from an iterative mining? (Task 2) Task 1: The effects of different prior beliefs, and a subjective evaluation. We consider different prior beliefs, in search for bi-subgroup patterns w.r.t our SI measure on Caltech36 and Reed98. The 4 most subjectively interesting patterns under each prior belief are presented in Table 2 (for Caltech36 ) and Table 3 (for Reed98 )). For each pattern, the expected number of edges between ε(W 1 ) and ε(W 2 ) w.r.t the background distribution (i.e., p W · n W ) is also displayed. Prior beliefs on the individual vertex degrees. We first incorporated prior belief on the individual vertex degree (i.e. Prior 1). In general, the identified patterns belong to knowledge commonly held by people, and are not useful. The top 4 patterns on Caltech36 all reveal people graduating in different years rarely know each other (rows for Prior 1 in Table 2 ), in particular between ones in class of 2006 and ones in class of 2008 (indicated by the most interesting pattern). Although W 2 of the second pattern (i.e., status = alumni ) does not contain the attribute graduation year, it implicitly represents people who had graduated in former year. For Reed98, the discovered patterns under Prior 1 also express the negative influence of different graduation years on connections (rows for Prior 1 in Table 3 ).
Prior beliefs on particular attribute knowledge. We then incorporated prior beliefs on the densities between bins for different graduation years (i.e., Prior 2). All the attained top 4 patterns on Caltech 36 indicate rare connections between people living in different dormitories, and this is also not surprising. By additionally incorporating prior beliefs on the dependency of the connectivity probability on the difference in dormitories (i.e., Prior 3), patterns characterizing some interesting dense connections are discovered. For instance, the top pattern indicates three people in class of 2004 connect with many in class of 2008. In fact, these three people's graduation had been postponed, as their status is 'student' rather than 'alumni' in year 2005. Furthermore, the starting year for those 2008 cohort is exactly when these three people should have graduated. Therefore, these two groups had opportunities to become friends. The forth pattern indicates an alumni who had studied in a high school knew almost all the students living in a certain dormitory. The reason behind this pattern might be worth investigating, which could be for instance, this alumni worked in this dormitory. For Reed98, incorporating Prior 1 and Prior 2 pro-vides interesting patterns. The top one indicates people living in dormitory 88 are friends with many in dormitory 89. In contrast, what people commonly believe is that people living in different dormitories are less likely to know each other. For an analyst who has such preconceived notion, this pattern is interesting. Both the fourth and the seventh patterns reveal a certain person knew more people in class of 2009 than expected.
Summary. As the results show, incorporating different prior beliefs leads to discovering different patterns that strongly contrast with these beliefs. Our SI measure can quantify the interestingness subjectively. Task 2: Evaluation on the iterative pattern mining. Our method is naturally suited for iterative pattern mining, in a way to incorporate the newly obtained pattern into the background distribution for subsequent iterations. For this task, we used DblpAffs and Lastfm dataset. Results for Lastfm are displayed and discussed in the Appendix. Here we only analyze the results on DblpAffs. Table 4 displays top 3 patterns found in each of the four iterations on DblpAffs. Iteration 1. Initially, we incorporated prior on the overall graph density. The resulting top pattern indicates papers from institutes in USA seldom cite those from other countries. Iteration 2. After incorporating the top pattern in iteration 1, a set of dense patterns were identified. All the top 3 patterns reveal a highly-cited subgroup of papers whose authors are affiliated to institutes in California and New Jersey. This is possible as many of the world's largest high-tech corporations and reputable universities are located in this region. Examples include Silicon valley, Stanford university in CA, NEC Laboratories, AT&T Laboratories in NJ, among others.
Iteration 3. The top 3 patterns in iteration 3 reveal that papers from authors with Chinese affiliations are rarely cited by papers with authors from other countries. However, they are frequently cited by papers Summary. By incorporating the newly attained patterns into the background distribution for subsequent iterations, our method can identify patterns which strongly contrast to this knowledge. This results in a set of patterns that are not redundant and highly surprising to the data analyst. Note this does not means we restrict patterns in different iterations not to be associated with each other. In fact, overlapping could happen when this is informative.
Evaluation on the run time
The run time of the nested beam search on each dataset, as well as the |S| and |V | statistics are listed in Table 5 . The influence of the |S| and |V | on the run time is evident.
Related work
Real-life graphs often have attributes on the vertices. Pattern mining considering both structural aspect and attribute information promises more meaningful results, and thus has received increasing research attention. The problem of mining cohesive patterns was introduced by Moser et al. [12] . They define a cohesive pattern as a connected subgraph whose edge density exceeds a given threshold, and vertices exhibit sufficient homogeneity in the attribute space. Gunnemann et al. [8] propose to combine subspace clustering and dense subgraph mining. The former technique is to determine set of nodes that are highly similar according to their attribute val-ues, and the latter is to pursue the cohesiveness of the attained subgraph. Mougel et al. [13] compute all maximal homogeneous clique sets that satisfy some userdefined constraints. All these work emphasizes on the graph structure and consider attributes as complementary information.
Rather than assuming attributes to be complementary, descriptive community mining, introduced by Pool et al. [16] aims to identify cohesive communities that have a concise description in the vertices' attribute space. They propose cohesiveness measure, which is based on counting erroneous links (i.e., connections that are either missing or obsolete w.r.t the 'ideal' community given the induced subgraph). To a limited extent, their method can be driven by user's domain-specific background knowledge, and specifically, it is a preliminary description or a set of nodes that are expected to be part of a community. Then the search is triggered by those seed candidates. Our proposed SI, in contrast, is more versatile in a sense that allows incorporating more general background knowledge. Galbrun et al. [7] proposes a similar target to Pool et al.'s, but relies on a different density measure, which is essentially the average degree. Atzmueller et al. [2] introduce descriptionoriented community detection. They apply a subgroup discovery approach to mine patterns in the description space so it comes naturally that the identified communities have a succinct description.
All previous works quantify the interestingness in an objective manner, in the sense that they can not consider a data analyst's prior beliefs and thus operate regardless of context. Also, all previous works focus on a set of communities or dense subgraphs, overlooking other meaningful structures such as a sparse or dense subgraph between two different subgroups of nodes.
Conclusion
We presented a method to identify patterns in the form of (pairs of) subgroups of nodes in a graph, such that the density of (the graph between) those node subgroups is interesting. Here, 'interesting' is quantified in a subjective manner, with respect to a flexible type of prior knowledge about the graph the analyst may have, including insights gained from previous patterns. Our approach improves upon the interestingness measures used in prior work on subgroup discovery for dense subgraph mining in attributed graphs, and generalizes it in two ways: in identifying not only dense but also sparse subgraphs, and in describing the density between subgroups that may differ from each other.
The empirical results show that the method succeeds in taking into account prior knowledge in a meaningful way, and is able to identify patterns that provide genuine insight into the high-level network's structure. 
8.1
The pseudo-code and the notation description of the nested beam search The detailed procedure for the nested beam search is shown in Algorithm 1, as well as its related notations displayed in Table 6 . The minimum number of different descriptions W 1 contained in the beam.
The inner beam width. D
The search depth (i.e., maximum number of selectors combined in a description). interestingness measures we used for a comparative evaluation are described in Table 9 . For a given attributed graph G = {V, E, Λ}, and a community induced by a description W such that ε(W ) ∈ V , we use these additional notations in the column of mathematical definition in Table 9 . d(u) denotes the degree of node u ∈ V . d W (u) denotes the inter-degree of node u ∈ ε(W ), specfically,
We consider undirected graphs for the sake of presentation and consistency with most literature. However, we note that the generalization to directed graphs is straightforward. (Table 10 for Lastfm, and Table 11 for DblpAffs). Table 12 displays the top 3 patterns found in each of the five iterations on the Lastfm. The description search space is built based on only 100 most frequently used tags, that means, |S| = 100 × 2.
Evaluation on the iterative pattern mining on Lastfm
Iteration 1. Initially, we incorporate prior belief on individual vertex degree. The attained most interesting pattern reflects a conflict between aggressive heavy metal fans and mainstream pop lovers who do not listen to heavy metal at all. Iteration 2. After incorporating the top pattern identified in iteration 1, what comes top is the one expressing again a conflict between mainstream and nonmainstream music preference, but another kind (i.e., pop with no indie, and experimental with no pop). Also, we can notice only the second pattern for the iteration 1 is remained in the iteration 2 top list but with a lower rank as third. The interestingness of any sparse pattern associated with the newly incorporated one under the updated background distribution is expected to decrease, as the data analyst's would not feel surprised about such pattern.
Iteration 3. In iteration 3, our method tends to identify some interesting dense patterns, mainly related to synth pop and new wave genres. The top one states synth pop fans frequently connect with many people listening to new wave but not synth pop. This pattern appears fallacious at the first glance. Nevertheless, synth pop is a subgenre of new wave music. Also, the latter group may listen to synth pop but they use a different tag 'synthpop' instead of 'synth pop', as there are even 102 audience only tag synth pop as 'synthpop' (see the third patten). Hence, this pattern makes sense as it describes dense connections between two groups which resemble each other.
Iteration 4. The top 3 patterns in iteration 4 all express negative associations between new wave and some sort of catchy mainstream music (eg. pop, rnb, or hip-hop, among several others).
Iteration 5. Once we incorporate the most interesting one, patterns characterizing some positively associated genres stand out. For example, the top one in iteration 5 indicates instrumental audience are friends with many ambient audience who doesn't listen to instrumental music. These two genres are not opposite concepts and share many in common (e.g., recordings for both do not include lyrics). Actually, ambient music can be regarded as a slow form of instrumental music.
Summary. By incorporating the newly attained patterns into the background distribution for subsequent iterations, our method can identify patterns which strongly contrast to this knowledge. This results in a set of patterns that are not redundant and are highly surprising to the data analyst. Note this does not means we restrict patterns in different iterations not to be associated with each other. In fact, overlapping could happen when this is informative. Pool's measure [16] the reduction in the number of erroneous links between treating each vertex as a single community and treating all the vertices as a whole
Edge Surplus [18] the number of edges exceeding the expected number of edges within the cluster assuming each edge is present with the same probability α k W − α · |ε(W )| · (|ε(W )| − 1)
Segregation index [6] the difference between the number of expected inter-edges to the number of the observed inter-edges, normalized by the expectation 1 − #inter-edges·|V |(|V |−1)
2|E||ε(W )|·(|V |−|ε(W )|)
Modularity of a single community [14, 15] the measure quantifying the modularity contribution of a single community based on transforming the definition of modularity to a local measure 1 2|E| u,v∈ε(W ) a u,v − d(u)·d(v)
2|E|
Inverse Average-ODF (out-degree fraction) [20] the inverse of the Average-ODF which is based on averaging the fraction of inter-degree and the degree for each node in the cluster 1 − 1
Inverse Conductance the ratio of the number of edges inside the cluster to the number of edges leaving the cluster kW #inter-edges 
