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Resumo
O problema da ordenac¸a˜o e´ sem du´vida um dos mais estudados na Cieˆncia da Computac¸a˜o. No escopo da
computac¸a˜o moderna, depois de mais de 60 anos de estudos, ainda existem muitas pesquisas que objetivam o
desenvolvimento de algoritmos que solucionem uma ordenac¸a˜o mais ra´pida ou com menos recursos comparados
a outros algoritmos ja´ conhecidos. Ha´ va´rios tipos de algoritmos de ordenac¸a˜o, alguns mais ra´pidos, outros
mais econoˆmicos em relac¸a˜o ao espac¸o e outros com algumas restric¸o˜es com relac¸a˜o a` entrada de dados. O
objetivo deste trabalho e´ explicar a estrutura de dados A´vore de Fusa˜o, responsa´vel pelo primeiro algoritmo de
ordenac¸a˜o com tempo inferior a n lg n, tempo esse que criou certa confusa˜o, gerando uma errada crenc¸a de ser
o menor poss´ıvel para esse tipo de problema.
1 Introduc¸a˜o
O problema da ordenac¸a˜o e´ talvez o mais estudado da Cieˆncia da Computac¸a˜o. A sua utilizac¸a˜o esta´ impl´ıcita
em etapas intermedia´rias de quase todos os programas existentes, como banco de dados, planilhas, multimı´dia etc.
Ale´m disso, a ordenac¸a˜o e´ estudada pela computac¸a˜o ha´ mais de setenta anos. O algoritmo Merge Sort, largamente
utilizado nos dias de hoje, foi proposto por Von Neumann em 1945 [5].
O problema da ordenac¸a˜o consiste em receber uma sequeˆncia de n nu´meros como entrada A = (a1, . . . , an). A
soluc¸a˜o consiste em uma permutac¸a˜o na˜o decrescente A′ = (a′1, . . . , a
′
n). Apesar deste trabalho focar em nu´meros
inteiros, a extensa˜o para racionais, ponto flutuante e cadeias de caracteres tende a ser direta.
Todos os algoritmos de ordenac¸a˜o apresentam caracter´ısticas que os fazem mais ou menos competitivos com
relac¸a˜o a outros. Algumas destas caracter´ısticas sa˜o o tipo de ordenac¸a˜o, esta´vel ou na˜o esta´vel, utilizac¸a˜o de espac¸o
extra para a execuc¸a˜o do algoritmo, tempo de ordenac¸a˜o. Alguns algoritmos podem ser mais ra´pidos que outros
dependendo do tipo de entrada de dados. Por exemplo, a ordenac¸a˜o por selec¸a˜o tende a ser vantajosa quando n e´
pequeno. A ordenac¸a˜o por inserc¸a˜o tende a ser ra´pida quando o vetor esta´ parcialmente ordenado. A ordenac¸a˜o
por contagem e´ vantajosa quando a diferenc¸a entre o maior e menor elemento e´ limitada.
Os algoritmos de ordenac¸a˜o mais conhecidos sa˜o baseados em comparac¸o˜es, como o Merge Sort, Heap Sort,
Insertion Sort e Quick Sort e os baseados em contagem, como por exemplo Counting Sort, Bucket Sort e o Radix
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Sort. Os algoritmos baseados em contagem necessitam de uma sequeˆncia de entrada com algumas restric¸o˜es.
Quando essas restric¸o˜es sa˜o satisfeitas, esses algoritmos podem resolver o problema da ordenac¸a˜o em tempo linear.
Existe um limite de tempo inferior de Ω(n lg n) comparac¸o˜es para algoritmos de ordenac¸a˜o [8]. Este limite e´
baseado em uma a´rvore de decisa˜o com n! folhas, cada uma representando uma permutac¸a˜o do vetor de entrada.
Cada permutac¸a˜o e´ uma candidata a soluc¸a˜o. Dado que uma comparac¸a˜o pode distinguir dois ramos de a´rvore,
sera˜o necessa´rios, no mı´nimo, lg(n!) = Θ(n lgn) comparac¸o˜es, no pior caso, para ordenar um vetor atrave´s de
um algoritmo de ordenac¸a˜o baseado em comparac¸o˜es. Este limite inferior foi mal interpretado, gerando uma falsa
crenc¸a em parte da comunidade de que ordenac¸a˜o e´ um problema Ω(n lgn). Tal limite na˜o se aplica, por exemplo,
a algoritmos que usam outras operac¸o˜es ale´m de comparac¸o˜es durante a ordenac¸a˜o. A ordenac¸a˜o por contagem e´
capaz de ordenar um vetor sem realizar nenhuma comparac¸a˜o entre elementos de S.
O algoritmo analisado neste trabalho e´ baseado em comparac¸o˜es e faz Θ(n lg n) comparac¸o˜es, pore´m sa˜o com-
parados (lgn)1/5 nu´meros em O(1). Ou seja, sa˜o efetuadas mu´ltiplas operac¸o˜es em tempo constante. O para´grafo
a seguir foi extra´ıdo de [5]:
“O caso de ordenar n inteiros de w bits no tempo o(n lg n) foi considerado por muitos pesquisadores.
Va´rios resultados positivos foram obtidos, cada um sob hipo´teses um pouco diferentes a respeito do
modelo de computac¸a˜o e das restric¸o˜es impostas sobre o algoritmo. Todos os resultados pressupo˜em que
a memo´ria do computador esta´ dividida em palavras enderec¸a´veis de w bits. [6] introduziram a estrutura
de dados de A´rvore de Fusa˜o e a empregaram para ordenar n inteiros no tempo O(n lg n/ lg lg n). Esse
limite foi aperfeic¸oado mais tarde para o tempo O(n
√
lg n) por [3]. Esses algoritmos exigem o uso de
multiplicac¸a˜o e de va´rias constantes pre´-calculadas. [4] mostraram como ordenar n inteiros no tempo
O(n lg lgn) sem usar multiplicac¸a˜o, mas seu me´todo exige espac¸o de armazenamento que pode ser
ilimitado em termos de n. Usando-se o hash multiplicativo, e´ poss´ıvel reduzir o espac¸o de armazenamento
necessa´rio para O(n), mas o limite O(n lg lg n) do pior caso sobre o tempo de execuc¸a˜o se torna um limite
de tempo esperado. Generalizando as a´rvores de pesquisa exponencial de [3], [10] forneceu um algoritmo
de ordenac¸a˜o de tempo O(n(lg lgn)2) que na˜o usa multiplicac¸a˜o ou aleatoriedade, e que utiliza espac¸o
linear. Combinando essas te´cnicas com algumas ide´ias novas, [7] melhorou o limite para ordenac¸a˜o ate´
o tempo O(n lg lg n lg lg lgn). Embora esses algoritmos sejam inovac¸o˜es teo´ricas importantes, todos eles
sa˜o bastante complicados e neste momento parece improva´vel que venham a competir na pra´tica com
algoritmos de ordenac¸a˜o existentes”.
Resultados: O algoritmo de ordenac¸a˜oO(n lg n/ lg lgn) analisado neste trabalho e´ conhecido na literatura. Nossa
contribuic¸a˜o consiste em detalhar a estrutura de dados A´rvore de Fusa˜o e o algoritmo de ordenac¸a˜o O(n lg n/ lg lg n)
proposto por [6].
1.1 Modelo Computacional
Considere um computador que trabalhe com palavras de w bits. Este computador e´ capaz ralizar perac¸o˜es ele-
mentares como soma, subtrac¸a˜o, multiplicac¸a˜o, divisa˜o e resto de inteiros com w bits em tempo constante. Um
computador de 64 bits tem capacidade de processar 64 bits em tempo constante, por exemplo.
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O caso geral da ordenac¸a˜o trata de inteiros com precisa˜o arbitra´ria. Para um inteiro commw bits sa˜o necessa´rios
m acessos a` memo´ria antes de ler o nu´mero por completo. Este trabalho trata do caso restrito da ordenac¸a˜o onde
os nu´meros sa˜o inteiros com w bits. Tais nu´meros esta˜o no intervalo {−2w−1, . . . , 2w−1} armazenados como inteiros
bina´rios, com 1 bit para o sinal.
Este trabalho considerou um modelo computacional capaz de ler e escrever qualquer posic¸a˜o de memo´ria em
tempo constante, conhecido como memo´ria RAM. O modelo de uma memo´ria RAM e´ aceita´vel, apesar da coexistir
com o modelo de memo´ria de acesso sequencial. Neste u´ltimo, e´ necessa´rio movimentar a fita ate´ a posic¸a˜o
desejada antes da leitura, gastando tempo linear para ler um inteiro. O algoritmo Merge Sort e´ famoso por manter
a complexidade O(n lg n) mesmo num modelo de memo´ria sequencial.
E´ razoa´vel assumir que o computador e´ capaz de processar w = logn bits tem tempo constante. Se temos n
inteiros de w bits na memo´ria, o maior enderec¸o de memo´ria tera´ pelo menos lgn bits. Assumir que e´ poss´ıvel
acessar qualquer posic¸a˜o de memo´ria em tempo constante equivale ao computador processar enderec¸os de lg n bits
em tempo constante. Observe que o nu´mero de bits do problema e´ nw ≥ n lgn. Isto significa que uma operac¸a˜o
para cada bit e´ Ω(n lgn).
Para melhor compreensa˜o da ordenac¸a˜o, primeiro sera´ mostrado como ordenar n nu´meros utilizando a estrutura
de uma a´rvore B. A A´rvore de Fusa˜o, proposta por [6], e´ uma a´rvore B modificada.
2 A´rvores B
A´rvores B sa˜o a´rvores de pesquisa balanceadas com grau t, onde B2 ≤ t ≤ B, para B constante. Cada no´ conte´m
no mı´nimo B2 e no ma´ximo B filhos, com excec¸a˜o das folhas, que na˜o conte´m nenhum filho e do no´ raiz, que na˜o
apresenta restric¸a˜o de nu´mero mı´nimo de filhos. Cada no´ da a´rvore possui no mı´nimo B2 − 1 chaves e no ma´ximo
B − 1 chaves ordenadas, e todas as folhas se encontram na mesma altura. Veja que uma no´ com grau 4 possui 3
chaves. A Figura 1 ilustra uma a´rvore B completa, onde todos os no´s possuem B − 1 chaves.
.
.
.
.
.
.
.
.
.
s1 | . . . | sB−1
s1 | . . . | sB−1 s1 | . . . | sB−1 s1 | . . . | sB−1. . .
. . .
s1 | . . . | sB−1
s1 | . . . | sB−1 s1 | . . . | sB−1 s1 | . . . | sB−1
Figura 1: Estrutura de uma a´rvore B completa.
Ale´m disso, a a´rvore B respeita a seguinte propriedade: cada no´ na˜o raiz possui t elementos elementos ordenados
S = (s1, . . . , st). Cada no´ na˜o folha e na˜o raiz possui t + 1 filhos (f0, . . . , ft) onde cada filho e´ uma a´rvore B. Os
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elementos na a´rvore f0 sa˜o menores que s1. Os elementos em fi sa˜o maiores que si e menores que si+1. Os
elementos em ft sa˜o todos maiores que st. Veja Figura 2.
s1 | . . . | si | si+1 | . . . | st
f0 fi ft
Figura 2: Estrutura de um no´ de uma a´rvore B
Para encontrar uma chave k /∈ S da a´rvore, e´ preciso determinar em qual filho do no´ X continuar pesquisa. Se
k < s1, a procura continua no no´ filho f0. Se k > st, a procura continua no no´ filho ft. Se si < k < si+1, a procura
continua no filho fi, entre as chaves si e si+1 de S.
Os tempos das operac¸o˜es de uma a´rvore B esta˜o diretamente ligadas a` sua altura. O seguinte lema baseia-se
em [5].
Lema 1 Uma a´rvore B de grau B ≥ 4 e altura h respeita a seguinte relac¸a˜o:
h = O(logB n)
Para buscar uma chave k em uma a´rvore B, deve-se, no pior caso, procurar sequencialmente B − 1 chaves em
cada no´ e repetir o processo em cada n´ıvel. Ou seja, o tempo de pesquisa de uma a´rvore B e´ de O(B logB n).
Supondo que B e´ constante, a pesquisa se da´ em Θ(lgn).
Para se inserir uma chave k na a´rvore B, primeiro deve pesquisar o no´ em que a nova chave sera´ inserida. Se
houver espac¸o no no´, gasta-se mais O(B) para acomodar a chave no no´. Este e´ o custo para inserir um elemento em
uma posic¸a˜o central de um vetor de tamanho B. Se o no´ que recebera´ a chave estiver lotado, ele deve ser dividido
ao meio. Veja Figura 3. Essa separac¸a˜o acontece da seguinte maneira: a chave mediana sm do no´ em questa˜o vai
para o no´ pai. Sa˜o criados dois no´s, um com as chaves si < sm e outro com as chaves si > sm. Tais no´s passam a
ser filhos a` esquerda e a` direita de sm, cada um com exatamente
B
2 − 1 chaves.
O custo de dividir um no´ ao meio e´ O(B) atrave´s de operac¸o˜es elementares em vetores. Pode-se perceber que
o no´ pai pode ser um no´ completo tambe´m. Neste caso, o processo de separac¸a˜o se propaga para cima da a´rvore,
possivelmente ate´ a raiz.
T1 T6 T7T8T5T4T3T2 T1T2 T3T4 T5 T6 T7T8
Separac¸a˜o
O(B)
. . . N W . . .
P Q R S T U V
. . . N S W . . .
P Q R T U V
Figura 3: Inserc¸a˜o de uma chave em um no´ completo da a´rvore B. Fonte: [5].
Se esse processo se propagar ate´ a raiz da a´rvore a separac¸a˜o sera´ realizada em tempo O(Bh) = O(B · logB n).
Esta complexidade de pior caso, entretanto, pode melhorar atrave´s de uma ana´lise amortizada. Cada separac¸a˜o
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custa O(B) e cria um novo no´. Como, ao final da iserc¸a˜o de n elementos teremos no ma´ximo a 1 + n−1B/2−1 no´s, o
custo de todas as separac¸o˜es sera´ O(B(1 + n−1B/2−1 )) = O(n). Ou seja, apo´s a inserc¸a˜o de n elementos, sera´ gasto
O(n) para realizar todas as separac¸o˜es.
Removendo-se o custo da separac¸a˜o, cada inserc¸a˜o levara´ O(B logB n+B) que e´ o custo para se encontrar o no´
mais o custo para se inserir uma chave em um no´.
Para ordenar uma sequeˆncia de n nu´meros inteiros utilizando uma a´rvore B, e´ necessa´rio inserir todos os
elementos em uma a´rvore inicialmente vazia. Ao final, tem-se um a´rvore B com os n elementos da sequeˆncia inicial.
Para se obter a sequeˆncia ordenada, e´ realizado um percurso em ordem na a´rvore, como demonstrado na Figura 4.
As setas cont´ınuas representam para onde caminhar na a´rvore, e as setas pontilhadas representam a leitura da
chave na sequeˆncia. Cada seta possui um nu´mero, que indica a sequeˆncia dos elementos visitados no percurso em
ordem.
O tempo para ordenarmos n nu´meros sera´ enta˜o a soma dos tempos de inserc¸a˜o das n chaves, ou seja, O(n ·
B logB n+ nB). Se B for constante, a complexidade final sera´ O(n lg n).
Raiz
100 | 200
i
1 2 3 5 6 8 9 11 12 13
4 7 10
11
→ Avanc¸o na estrutura
Leitura da chave
20 | 60 | 80
ւ 1
ր 10
ց 11
5 | 10 | 15 30 | 40 60 | 75 85 | 90 | 95
ւ 2
ր 3
↓ 4
↑ 5
↓ 6
↑ 7
ց 8
տ 9
Figura 4: Visitac¸a˜o em ordem de uma a´rvore B
3 A´rvores de Fusa˜o
Nesta sec¸a˜o sera´ descrita a estrutura A´rvore de Fusa˜o proposta por [6]. Uma A´rvore de Fusa˜o e´ semelhante a uma
a´rvore B. Seja t o grau em um no´ de uma a´rvore B. Considerando-se um no´ na˜o raiz e na˜o folha, o valor de t esta´
entre B2 e B. O mesmo vale para a estrutura de dados A´rvore de Fusa˜o. Entretando, o valor de B na A´rvore de
Fusa˜o na˜o e´ constante mas sim uma func¸a˜o de n. Mais precisamente B = (lg n)
1
5 . Outra diferenc¸a entre a´rvore
B e A´rvore de Fusa˜o e´ que na primeira gasta-se B para fazer a busca de uma chave k dentro de um no´, enquanto
numa A´rvore de Fusa˜o, a busca por uma chave e´ feita em O(1).
Considere o problema do sucessor/predecessor de uma chave x em um conjunto S. Este problema consiste
em encontrar o nu´mero imediatamente inferior/superior a x em S. A´rvores de Fusa˜o sa˜o estruturas de dados
semelhantes a a´rvores B, mas que conseguem resolver o problema predecessor/sucessor em tempo O(1) dentro de
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um no´. Dada uma chave de pesquisa x, a A´rvore de Fusa˜o consegue achar o ramo filho relativo a x em tempo
constante, apesar de possuir um nu´mero de filhos crescente em relac¸a˜o a n.
A notac¸a˜o a seguir e´ necessa´ria para o estudo de A´rvore de Fusa˜o [6]:
Definic¸a˜o 1 rank(x): Dado um conjunto S de nu´meros inteiros e um nu´mero x, denota-se rank(x) o valor |{t | t ∈
S, t ≤ x}|. Em outras palavras, rank(x) representa a quantidade de nu´meros em S menores ou iguais a x.
Veja que o problema de ordenar n nu´meros pode ser resumido a encontrar rank(x), pois essa func¸a˜o fornece a
posic¸a˜o exata de x no vetor ordenado. Ale´m disso, rank(x) indica o no´ filho para continuar a busca de um elemento
x em um no´ de uma a´rvore B. Como a A´rvore de Fusa˜o baseia-se na estrutura de dados trie do trabalho [2], tal
estrutura sera´ descrita a seguir.
3.1 Estrutura de Dados trie de [2]
Seja uma trie uma a´rvore Bina´ria constru´ıda da seguinte forma. Dado um nu´mero bina´rio x com w bits, cada bit
de x e´ um no´ na trie. Se o bit mais significativo de x for zero, x e´ um filho a` esquerda da raiz. Se for 1, x e´ um
filho a` direita da raiz. Esta propriedade vale para os filhos, a partir do pro´ximo bit.
Dado um inteiro qualquer, seja bi seu i-e´simo bit menos significativo. Assim b0 e´ o bit menos significativo, b1 o
segundo bit menos significativo e assim por diante. Considere dois nu´meros bina´rios s1 = 11101001 e s2 = 11111001.
A Figura 5 apresenta uma trie contendo s1 e s2. Note que as folhas da trie esta˜o sempre ordenadas. Suponha
tambe´m que o rank(x) esta´ calculado para todos os elementos da trie.
b7
b6
b5
b4
b3b3
b2b2
b1b1
b0b0
s1 s2
1
1
1
1
1
0
0
1
0
1
0
0
1
Figura 5: Estrutura trie para s1 e s2. Basta analisar o b4 para ordena´-los
Considere a seguinte definic¸a˜o:
Definic¸a˜o 2 ∆(s1, s2): Dados dois inteiros s1 e s2, seja ∆(s1, s2) o bit de interesse entre s1 e s2, ou seja, o bit
mais significativo que s1 diverge de s2.
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Para comparar nu´meros bina´rios, na˜o e´ necessa´rio comparar todos os bits, e sim os bits de interesse, que sa˜o
os bits mais significativos que diferenciam um conjunto de nu´meros. Por exemplo, para compararmos os nu´meros
bina´rios s1 = 11101001 e s2 = 11111001, basta comparar o bit mais significativo que diverge em s1 e s2. Nesse
exemplo, o bit que se deve comparar e´ o b4, que em s1 e´ 0 e em s2 vale 1. Sendo assim, ∆(s1, s2) = b4. A partir
disso, se sabe que o nu´mero s2 e´ maior que s1 sem analisar o restante dos bits. Veja Figura 6.
Seja ⊕ um xor bit a bit entre duas palavras. Dados dois inteiros s1 e s2, ∆(s1, s2) pode ser obtido pela seguinte
fo´rmula:
∆(s1, s2) = ⌊lg(s1 ⊕ s2)⌋.
Considere uma sequeˆncia de inteiros S = (s1, . . . , sn) e uma estrutura de dados trie. Apo´s inserir todos os
elementos de S na trie, sera´ feita uma compressa˜o onde sera˜o guardados apenas os bits de interesse. Esta nova
a´rvore sera´ chamada de trie condensada
b4 bit de interesse
s1 s2
10
Figura 6: Estrutura trie condensada para comparar s1 e s2 com somente o bit de interesse
A trie condensada guarda cada elemento de S em uma folha. Ja´ os no´s internos da trie condensada guardam
o bit de interesse para comparac¸a˜o entre seus dois filhos.
Lema 2 Dada uma trie condensada contendo S = (s1, . . . , st), o nu´mero de bits de interesse sera´ menor igual a
t− 1.
O Lema 2 decorre do fato de cada bit de interesse criar uma ramificac¸a˜o na trie. O nu´mero de ramificac¸o˜es sera´
exatamente t− 1. Eventualmente, duas ramificac¸o˜es distintas podem ocorrer no mesmo bit de interesse.
Para buscar x em uma trie condensada, sa˜o comparados os bits de x com os bits da trie da raiz ate´ a folha. Em
cada no´, caso o bit de x seja 0, a busca continua no filho a` esquerda. Caso o bit seja 1, a busca continua no filho a`
direita. O respectivo bit considerado em cada n´ıvel esta´ armazenado no no´ da trie condensada A Figura 7 ilustra
uma pesquisa com o elemento x em uma trie condensada contendo os elementos a, b, c e d. Seja BuscaTrie(x) o
resultado desta busca. Na Figura 7, BuscaTrie(x) = c
Ao realizar esse procedimento, chega-se a uma folha, que e´ um elemento s de S. Isso mostra que x e s teˆm os
mesmos bits nas posic¸o˜es percorridas no caminho da trie.
No exemplo da Figura 7 nota-se que o primeiro bit a divergir entre x e c e´ o b2, ou seja ∆(x, c) = b2. A Figura 8
mostra como a trie fica apo´s a inserc¸a˜o do elemento x na estrutura.
3.1.1 Calculando o rank(x)
Suponha um conjunto S = (s1, . . . , st) inseridos numa trie condensada. Esta sec¸a˜o mostrara´ como calcular rank(x)
para uma dada chave x. Primeiro, calcula-se s′ = BuscaTrie(x). O elemento s′ possui valores igual a x nos bits de
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S={a,b,c,d}
a = 1 1 0 1 1 1 1 1
b = 1 1 1 0 0 0 0 0
c = 1 1 1 0 0 0 0 1
d = 1 1 1 1 1 1 1 0
x = 1 1 1 0 0 1 1 1
b5
b4
b0 d
b c x
a
x[4] = 0 1
x[0] = 10
x[5] = 10
b7
b6
b5
b4b4
b3
b2
b1
b0
a
0
1
1
1
1
1
b3
b2
b1
b0
d
b3
b2
b1
b0
b c
1
1
1
1
1
1
1
0
0
0
0
0
0 1
Figura 7: Pesquisa de uma chave x na estrutura de dados trie condensada.
interesse. Se s′ for igual a x nos demais bits, rank(x) = rank(s′) + 1 e o problema se encerra. Caso contra´rio, sera´
necessa´ria uma segunda busca. Sera´ calculado o bit de interesse b′ = ∆(x, s′).
Lema 3 O bit de interesse b′ = ∆(x, s′) e´ o novo vit de interesse da trie condensada com S ∪ {x}.
Considere dois casos. No primeiro o bit b′ de x vale 1, ou seja x[b′] = 1 enquanto no segundo caso x[b′] = 0.
Lema 4 Os bits mais significativos de x e s′ sa˜o ideˆnticos. O primeiro bit a divergir e´ b′. Considere a ramificac¸a˜o
entre x e s′ na trie contendo S ∪ {x}. Se x[b′] = 1, o predecessor de x e´ o maior elemento no ramo b′ = 0. Se
x[b′] = 0, o sucessor de x e´ o menor elemento no ramo b′ = 1.
Caso a (x[b′] = 1) No exemplo da Figura 9, verifica-se que o predecessor de x e´ o maior elemento da sub-a´rvore
em destaque.
Para encontrar o rank(x), e´ necessa´rio realizar uma segunda busca. Do bit mais significativo ate´ o bit de
interesse b′, percorre-se a trie condensada usando os bits de x. A partir do bit de interesse, e´ necessa´rio encontrar
o maior elemento da suba´rvore, ou seja, e´ necessa´rio descer na a´rvore sempre para a direita, em direc¸a˜o ao maior
elemento.
Para se obter este comportamento, sera´ criada uma segunda chave de busca, x′ da seguinte maneira:
x = xw−1xw−2 . . . x2x1x0
OR 1 1 1 1
x′ = xw−1xw−2 . . . 1 1 1 1
O nu´mero de 1’s no final de x′ e´ b′. Ao trocar um bit de x por 1 a partir do bit de interesse, cria-se uma uma
chave de busca que ira´ encontrar o predecessor de x. Seja s′′ = BuscaTrie(x′). Enta˜o rank(x) = rank(s′′)+ 1. Veja
um exemplo na Figura 10. Observe que a ma´scara e´ computa´vel em O(1) a partir de 2b
′+1 − 1.
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S={a,b,c,d}
a = 1 1 0 1 1 1 1 1
b = 1 1 1 0 0 0 0 0
c = 1 1 1 0 0 0 0 1
d = 1 1 1 1 1 1 1 0
x = 1 1 1 0 0 1 1 1
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Figura 8: trie e trie condensada apo´s inserc¸a˜o do elemento x [2].
Caso b (x[b′] = 0) No exemplo da Figura 11, verifica-se que o sucessor de x3 e´ o menor elemento da sub-a´rvore
em destaque. Para encontrar o rank(x3), e´ necessa´rio realizar uma segunda busca. Do bit mais significativo ate´
o bit de interesse b′, percorre-se a trie condensada usando os bits de x3. A partir do bit de interesse, continua-se
descendo na a´rvore sempre para a esquerda, em direc¸a˜o ao menor elemento.
Para obter este comportamento, sera´ criada uma segunda chave de busca, x′ da seguinte maneira:
x = xw−1xw−2 . . . x2x1x0
AND 1 1 1 1 . . . 0 0 0 0
x′ = xw−1xw−2 . . . 0 0 0 0
O nu´mero de 0’s no final de x′ e´ b′. Ao trocar um bit de x por 0 a partir do bit de interesse, cria-se uma uma
chave de busca que ira´ encontrar o predecessor de x. Seja s′′ = BuscaTrie(x′). Enta˜o rank(x) = rank(s′′). Veja um
exemplo na Figura 12.
3.2 Caracter´ıstica da A´rvore de Fusa˜o
Basicamente, uma A´rvore de Fusa˜o e´ uma a´rvore B com grau B = (lg n)
1
5 , ou seja, o grau e´ crescente com relac¸a˜o
a` quantidade de nu´meros de itens a serem ordenados, como exemplificado na Figura 13.
Como a altura de uma a´rvore B e´ proporcional a logB n e na a´rvore de fusa˜o B = (lg n)
1
5 enta˜o a altura h e´ O
de:
logB n =
lgn
lgB
=
lgn
lg(lg n)1/5
= · lg n
lg 15 lgn
= O(
lg n
lg lg n
)
O tempo de busca dentro de um no´ de uma a´rvore B e´ O(B), pois e´ feita uma busca sequencial para encontrar
o filho. Isso em cada n´ıvel da a´rvore, resultando em O(B logB n). Numa A´rvore de Fusa˜o, o no´ filho e´ encontrado
em O(1). Assim, a busca termina em O(logB n). Como B = (lg n)
1
5 , a busca ocorre em
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S={a,b,c,d}
a = 1 1 0 1 1 1 1 1
b = 1 1 1 0 0 0 0 0
c = 1 1 1 0 0 0 0 1
d = 1 1 1 1 1 1 1 0
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rank(x1) = rank(c) + 1
Figura 9: Obtenc¸a˜o do rank(x1)
logB n = O(
lg n
lg lg n
)
Como visto anteriormente, para ordenar nu´meros bina´rios, na˜o e´ necessa´rio comparar todos os bits, mas somente
os bits de interesse. Esses bits de interesse sa˜o chamados de sketch:
Definic¸a˜o 3 sketch(s): O sketch de uma palavra s consiste em descartar todos os seus bits, exceto os bits de
interesse. A ordem das palavras sa˜o preservadas, ou seja, si < sj se e somente se sketch(si) < sketch(sj).
Por exemplo, na Figura 7, os sketches dos elementos a, b, c e d sera˜o respectivamente 011, 100, 101 e 110. E
pode-se perceber que a ordem entre os sketches na˜o muda em relac¸a˜o aos nu´meros originais.
A ideia central da A´rvore de Fusa˜o esta´ em como ela armazena as chaves em cada no´. Cada um de seus no´s
possui t ≤ B − 1 = O(w 15 ) chaves. Conforme o Lema 2, em um conjunto de B − 1 chaves, a trie tera´, no ma´ximo,
B − 2 bits de interesse. Um no´ poussui no ma´ximo B − 1 sketches, cada sketch possui no ma´ximo B − 2 bits de
interesse. Enta˜o, a soma dos bits dos sketches sera´:
(B − 1) · (B − 2) ≤ w 15 · w 15 = O(w 25 ) = o(w) = o(lg n).
Conclu´ımos, enta˜o, que a soma dos bits dos sketches das chaves em um no´ cabem em apenas uma palavra da
memo´ria. Cada no´ da a´rvore contera´ uma palavra que armazenara´ todos os sketches das chaves e mais alguns bits,
conforme a definic¸a˜o a seguir:
Definic¸a˜o 4 No´ Sketch: No´ Sketch e´ um no´ que conte´m todos os sketches das chaves (s1, . . . , st). Estes sketches
podem ser armazenados em uma u´nica palavra, sendo que cada sketch e´ precedido de um bit separador com valor 1.
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S={a,b,c,d}
a = 1 1 0 1 1 1 1 1
b = 1 1 1 0 0 0 0 0
c = 1 1 1 0 0 0 0 1
d = 1 1 1 1 1 1 1 0
x2 = 1 1 1 0 1 0 0 0
∆(x2, b) = b3
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Figura 10: Obtenc¸a˜o do rank(x2) apo´s a segunda busca na trie condensada
O No´ Sketch sera´ a concatenac¸a˜o dos sketchs das chaves:
wnode = 1sketch(s1)1sketch(s2)...1sketch(st).
Ale´m disso, sketches sa˜o concatenados em ordem crescente.
Na pro´xima sec¸a˜o sera´ mostrado a comparac¸a˜o de um dado nu´mero x com todas as chaves de um no´ em tempo
constante, baseado em [9].
3.3 Mu´ltiplas Comparac¸o˜es em tempo constante
Considere um no´ da a´rvore de fusa˜o com elementos S = (s1, . . . , st). Suponha que os bits de interesse deste
conjunto sejam (i1, . . . , it′) com t
′ < t. Para comparar uma chave de pesquisa x com todas as chaves de um no´,
primeiramente computa-se sketch(x).
Para extrair o bit de interesse i1 e coloca´-lo na posic¸a˜o 0 de um sketch(x), primeiro e´ feito um AND bit a bit de
x e uma ma´scara contendo zeros e um u´nico 1 na posic¸a˜o i1 . Uma vez aplicada esta ma´scara, e´ necessa´rio mover o
bit para a posic¸a˜o 0. Isso pode ser feito por um deslocamento delta para a esquerda, obtida por uma multiplicac¸a˜o
por 2delta.
Para se obter todos os bits do sketch(x) e´ necessa´rio fazer o AND bit a bit de x com uma ma´scara contendo
valores 1 apenas nos bits de interesse (i1, . . . , it′). Esta ma´scara sera´ constru´ıda junto com a trie condensada e
estara´ dispon´ıvel no momento da busca de x.
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Figura 11: Obtenc¸a˜o do rank(x3). O menor elemento da sub-a´rvore em destaque e´ o sucessor de x3.
Apo´s aplicar a ma´scara, deve-se mover os bits para as posic¸o˜es iniciais criando o sketch(x) em O(1) conforme
a figura abaixo:
x sketch(x)
0 1 0 0
Reposicionamento
O(1)
0 1 0 0
Ao multiplicar um inteiro x por uma constante pre´-definida, e´ poss´ıvel alterar a posic¸a˜o dos bits de x. Obter
este reposicionamento de bits com uma u´nica multiplicac¸a˜o na˜o e´ tarefa trivial. O trabalho [1] mostra a existeˆncia
de constantes pre´-definidas que obteˆm um reposicionamento dos bits. O resultado na˜o e´ perfeito, pois as constantes
geram alguns zeros adicionais no sketch. Tais zeros sa˜o criados de forma a na˜o alterar o funciomento do algoritmo.
Uma vez obtido o sketch(x), seu valor sera´ replicado dentro de uma palavra acrescido do bit separador 0 da
seguinte maneira:
wx = 0 sketch(x) 0 sketch(x) ... 0 sketch(x)
Suponha que sketch(x) possui 6 bits, assim tem-se que
wx = sketch(x) + sketch(x) · 27 + sketch(x) · 214 + ...
= sketch(x) · (...10000010000001).
Ou seja, e´ poss´ıvel calcular wx a partir de sketch(x) com uma u´nica multiplicac¸a˜o.
Fato 1 Ao sutrair 1sketch(si)− 0sketch(x), o resultado comec¸ara´ com 1 se e somente se sketch(x) ≤ sketch(si).
Seja sketch(x) = 1111 e sketch(si) = 0000, assim, 1sketch(si)− 0sketch(x) = 10000− 01111 = 00001. Como a
subtrac¸a˜o comec¸a com zero, enta˜o sketch(x) > sketch(si).
Agora, se sketch(x) = 0000 e sketch(si) = 00001, tem-se 1sketch(si) − 0sketch(x) = 10001 − 00000 = 10001.
Como o primeiro bit e´ 1, sketch(x) ≤ sketch(si).
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a =1 1 0 1 1 1 1 1
b =1 1 1 0 0 1 0 0
c =1 1 1 0 0 1 0 1
d =1 1 1 1 1 1 1 0
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Figura 12: Obtenc¸a˜o do rank(x4) apo´s a segunda busca na trie condensada
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Figura 13: Estrutura de uma A´rvore de Fusa˜o Completa.
Para comparar x com todas as chaves de S em O(1), e´ necessa´rio calcular a subtrac¸a˜o entre 1sketch(s) −
0sketch(x) para todos s ∈ S em uma u´nica operac¸a˜o. Ou seja, mu´ltiplas comparac¸o˜es em uma u´nica operac¸a˜o.
Calcula-se
wres = wnode − wx.
O primeiro bit de cada bloco indicara´ se sketch(x) e´ menor igual ou maior que sketch(si). Vale a pena lembrar
que os sketches esta˜o ordenados dentro do no´ sketch wnode. E´ necessa´rio encontrar o primeiro bit de cada bloco
que valha 1. Suponha que o tamanho do bloco 0sketch(x) e´ r. Para remover todos os bits, exceto os primeiros bits
de cada bloco, sera´ feita uma operac¸a˜o AND bit-a-bit entre wres e uma ma´scara contendo 1 somente nas posic¸o˜es
de interesse, (r, 2r, . . .). Seja w′res o resultado deste AND bit a bit.
O pro´ximo passo e´ encontrar o bit mais significativo igual a 1. Esta operac¸a˜o equivale ao calculo de ⌊lg(w′res)⌋
e precisa ser realizada em O(1). A soluc¸a˜o deste problema e´ conhecida na literatura [11].
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O elemento s = BuscaTrie(x) pode ser computado diretamente a partir da posic¸a˜o do primeiro 1 no in´ıcio de um
bloco em wres. Seguindo os passos da sessa˜o anterior tem-se o rank(x) em O(1). Usando esta operac¸a˜o, descobre-se
qual filho seguir na busca dentro da A´rvore de Fusa˜o em O(1).
Como exemplo, sera´ calculado BuscaTrie(x), com os mesmos valores da Figura 7.
S = (a, b, c, d) = (11011111, 11100000, 11100001, 11111110) = (223, 224, 225, 245)
Considere que x = 11100111 = 231 para esse caso. Os sketches dos elementos sera˜o
sketch(a) = 011; sketch(b) = 100;
sketch(c) = 101; sketch(d) = 110
o no´ sketch sera´
wnode = 1 011 1 100 1 101 1 110 = 48350
e o sketch(x) sera´ 101. A palavra para subtrair de wnode sera´:
wq = 0 101 0 101 0 101 0 101 = 21845
Subtraindo os valores e aplicando a func¸a˜o AND explicada acima, obte´m-se
wres = (wnode − wq) AND 1 000 1 000 1 000 1 000
= (48350− 21845) AND 1 000 1 000 1 000 1 000
= 26505 AND 1 000 1 000 1 000 1 000
= 0 110 0 111 1 000 1 001 AND 1 000 1 000 1 000 1 000
= 0 0 1 1 = 136
(1)
O primeiro bit 1 e´ ⌊lg(136)⌋ = b7. Lembrando que os bits sa˜o zero indexados, tem-se 8 bits ate´ o primeiro
1. Dividindo esse valor por 4, que e´ o tamanho do bloco, obtem-se = 2, que e´ o penu´ltimo elemento, ou seja o
elemento BuscaTrie(x) = c pois S = (a, b, c, d)
3.4 Ordenando em tempo o(n lg n)
Ja´ foi visto como realizar uma busca de uma chave com w bits em tempo O( lgnlg lgn ) utilizando uma A´rvore de Fusa˜o,
e como ordenar n elementos utilizando uma a´rvore B comum. Enta˜o, para ordenar n nu´meros, basta se inserir
elemento por elemento na a´rvore. [12] mostra como transformar uma A´rvore de Fusa˜o esta´tica, analisada neste
artigo, em dinaˆmica, ou seja, que aceite atualizac¸o˜es nas chaves, fazendo isso em tempo O( lgnlg lgn + lg(lg(n))) por
atualizac¸a˜o, obtendo assim uma ordenac¸a˜o
Θ(n ·O(logw(n) + lg(lg(n)))
lg n
lg lg n
) =
14
Θ(n · lg n
lg lg n
)
4 Conclusa˜o
O objetivo deste trabalho foi explicar de maneira detalhada um algoritmo de ordenac¸a˜o que ordena n nu´meros em
tempo O( n lg nlg lgn ). Para alcanc¸ar tal objetivo, verificou-se pouco material dispon´ıvel sobre o assunto, o que dificultou
o desenvolvimento do trabalho, pois o algoritmo emprega va´rias definic¸o˜es, teoremas e ideias que na˜o sa˜o triviais.
Este trabalho deixa algumas questo˜es complexas em aberto: descobrir o primeiro b1 em uma palavra, calcular
o no´ sketch em tempo O(1), utilizar A´rvores de Fusa˜o dinaˆmica para inserir os no´s na a´rvore de interesse.
De qualquer forma, este trabalho conseguiu completar com eˆxito a analise detalhada da estrutura de dados da
A´rvore de Fusa˜o, estrutura fundamental do primeiro algoritmo de ordenac¸a˜o o(n lg n) e base para muitos algoritmos
subsequentes.
Este trabalho tambe´m revela que os limites inferiores de tempo precisam ser vistos com muito cuidado. Se
um problema qualquer precisa de, no mı´nimo, f(n) operac¸o˜es, o verdadeiro limite inferior e´ Ω(f(n)/ lgn) pois os
modelos computacionais aceitos tem a capacidade de lidar com lg n de bits em tempo constante.
Um trabalho futuro interessante seria implementar o algoritmo de ordenac¸a˜o baseado em a´rvores de fusa˜o e
comparar seu desempenho com algoritmos tradicionais. Outro ponto que merece investigac¸a˜o e´ a possibilidade de
se fazer mu´ltiplas operac¸o˜es em O(1). Dentro da teoria, poderia-se investigar quais outros problemas poderiam ter
sua complexidade baixada por meio desta estrate´gia. Ja´ em computac¸a˜o aplicada, o uso de mu´ltiplas operac¸o˜es
dentro de uma palavra pode acelerar algoritmos tradicionais.
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