Abstract We look at some of the issues concerning the new 'quantum geometry' that can be expected to be necessary for Planck-scale physics. We outline progress in the particular kind of noncommutative geometry coming out of quantum groups and braided categories (quantum or braided geometry), including gauge theory and the choice of differential calculus. The general theory is illustrated with elementary examples of quantum geometry on SU q (2) and R n , including finite-difference gauge theory and a gauge theory of jets.
Introduction
There has been increasing awareness in recent years for the need for some kind of 'quantum geometry' in physics which, broadly speaking, may allow us to keep some kind of geometrical picture in the quantum world. Usually, as soon as we quantise a system, we lose most of the geometrical picture that was present in the classical case. There has also been a lot of development in recent years, including my own approach coming out of quantum groups and braided categories. In this note I would like to outline what I think are some of the key issues here, as well as to report on the current state of development from the quantum group and braided group side.
The paper begins in Section 2 with a more thorough discussion than I had time for in my lecture of the issues surrounding Planck scale geometry. Of course, this is speculative. However, I will argue that one needs a more broadly based programme before one can really address certain issues. In Section 3 we look at the first novel feature in the quantum groups approach -as soon as our coordinate algebras are noncommutative, we have a new degree of freedom in the geometry, namely the choice of differentiable structure. While this non-uniqueness is also known classically (fake R 4 , etc), it becomes much more pronounced in the quantum case, to the extent of a new physical degree of freedom governing the differentiable structure. In Section 4, we look briefly at quantum group and braided group gauge theory in this programme, and explore what more needs to be done in this direction. It is intended that this paper will be accessible to a wider audience and not only to specialists in quantum groups; since quantum groups have been around for a while now, a wider discussion of their role would seem appropriate. As well as introducing the main ideas, and announcing recent results from [1] [2] [3] [4] , the paper also presents detailed computations (in Sections 3 and 4) of examples of quantum 1 Royal Society University Research Fellow and Fellow of Pembroke College, Cambridge 2 During the calendar years 1995 + 1996 geometries based on SU q (2) and classical R n . The derivation of the formulae from a systematic general theory of quantum geometry [5] seems to be new. I want to thank the organisers, H.-D. Doebner, P. Kramer, W. Scherer, V. Dobrev and others for an excellent conference.
Some General Considerations for Planck Scale Physics
In his Göttingen address, Riemann explained how he came to the notion of Riemannian geometry from the need to formulate some way to give an intrinsic structure to space itself. He, and others following him, went on to develop a solid mathematical theory which only later became fully realised when it was adopted by Einstein as a theory of space-time and coupled with the strong principle of equivalence. For several years now it has seemed to me that we are in a similar stage as Riemann, with regard to the quantum world. When we quantise a system we all too often assume that the quantum system is described by B(H) (operators on a Hilbert space) and, say, a choice of Hamiltonian. This would be like always assuming that a classical system was built on R n , as in the time of Descartes, pre-Riemann. In fact, the actual observables in practice as some * -subalgebra of B(H), which in classical terms is like some submanifold inside R n . We still need to develop tools and intuition to describe the structure of that 'submanifold' intrinsically. I think this need for a 'quantum geometry' or a 'geometry of non-commuting co-ordinates' can be felt at various levels, even in the way we look at ordinary quantum systems; but its need is perhaps most evident when we speculate about Planck scale physics or the very early universe, where both gravitational (=geometrical) effects and quantum effects are strong. According to this view, we need (a) to develop a wide-ranging mathematical framework providing a generalisation of geometry that is as rich as usual geometry and which does not break down when coordinates are noncommuting operators, and (b) within that framework we need some physical input in the form of some principle or law which can be tested, but which probably could not even be formulated or written down without first passing the first hurdle (a). Of course, one can speculate about both problems at the same time, but there do appear to be two distinct issues. Basically, one needs a more advanced mathematical language and (then) something to say in that language.
In the approach which I will describe, these two aspects translate into the following considerations: (a) deform or generalise classical geometrical ideas and (b) look out for what I call 'purely quantum phenomena' which are made possible in the new more general geometry and which have no classical analogue! Some of these, combined with considerations which we currently consider metaphysics, will probably be central to the development of a significantly new theory.
Not looking for the key by the streetlamp
The above view does not exclude reasoning from fundamental principles of Planck scale physics, such as those which we have seen in Professor Fredenhagen's excellent lecture; but I would disagree with one of the conclusions in that lecture, namely that 'we do not seem to need quantum groups', which in turn stems form the following: while agreeing with most of the premises or 'physical axioms' presented at the start of Professor Fredenhagen's lecture, I would disagree with the fifth one: that we need to recover gravity at the macroscopic scale (therefore we assume exact local Poincaré symmetry in our model). The part that I disagree with is the part in brackets. Exact Poincaré symmetry plays a fundamental role in algebraic quantum field theory but it seems to me that it has no real justification. We may well need some form of 'quantum' Poincaré symmetry with (say) noncommuting translation generators, coupled with some mechanism to ensure that it appears almost exact on a macroscopic scale. Indeed, if we assume non-commuting position coordinates, and if we believe that positions and momenta remain unified as part of some more general geometry of phases space, then it is highly likely that momenta too will become non-commutative, even locally. One response I have heard to this criticism is that 'if we do not assume exact Poincaré symmetry then we don't know what to do, so we have to assume this'. This is looking for the key where the light from the streetlamp is falling. By contrast, the approach outlined above is aimed at turning on more and more streetlamps (building up a picture of what kind of non-commutative mathematics is out there) and only then looking for the key. In particular, it seems likely that we will need some generalisation of the translation group, hence of the entire Poincaré group. Quantum groups are surely not the whole answer (or perhaps not the answer at all) but they a first step which is probably necessary in order to gain enough experience in this direction of generalising symmetry to go to the next step.
Finally, for those that still think that quantum groups are incompatible with Planck scale physics (one of the questions raised at the end of the conference), I would like to refer to my thesis [6] and paper [7] devoted to this topic. As far as I know, it was one of the first attempts to seriously explore 'modified commutation relations' as an approach to Planck scale physics; and the guiding principle came from quantum groups (in the days when they were called Hopf algebras). It did not come from modified 'uncertainty principles' for the following reason: declaring any operators x, p as position and momentum in an algebra will lead to modified uncertainly through the expectation value of [x, p]. The contentful part must be in justifying that x, p and not some other operators with more usual commutation relations should be called position and momentum. This can only happen when the chosen x, p are selected naturally as part of the structure of the entire system, which generally means part of the geometrical structure. Without the geometrical context (part (a) above), or some other strong justification, it does not really make sense to make predictions like this.
What is quantum geometry coming out of quantum groups?
Here I will explain in more detail what is the 'quantum group approach', at least in the interpretation of [8] , which is heavily based on Drinfeld's concept of a quasitriangular Hopf algebra.
Indeed, as soon we agree to consider noncommutative algebras as 'coordinate algebras' of some geometry, we have a mathematical problem; general noncommutative algebras are just too wild to say very much by way of general theorems. This is Problem I: to find a reasonable class of non-commutative algebras for which something as rich as classical geometry can be defined. There are several proposals in the literature. One is to take all 'C * algebras', but this has (by the Gelfand-Naimark theorem) something like the structure contained in a topological space, which is not enough for geometry as we know it. The more standard solution to the problem is to consider algebras which are quantisations of Poisson manifolds. Starting with a classical manifold builds in 'classical handles' into the quantum algebra of observables, saying what is x, p etc. (namely, the quantisations of their classical counterparts). The problem with this approach is that it is backwards; if the real world is quantum then it should have its own structure, with classical manifolds appearing as one particular limit. They will be an important limit (the macroscopic limit) of any framework, but should not be the starting point and should not be built in a priori. Therefore we need to find some intrinsic concepts in the category of non-commutative algebras A which allow us to have as rich a theory as that for commutative algebras, while not depending a priori on a classical manifold or Poisson structures on it. At least for non-commutative algebras which have a 'group structure' (Hopf algebras) or which are covariant under a Hopf algebra (quantum homogeneous spaces), such an intrinsic approach is known. This is through the quasitriangular structure [9] as a functional [10] R : A ⊗ A → C. The key axiom is
where ∆a = a (1) ⊗ a (2) ∈ A ⊗ A expresses the group structure. If A = C(G) on some classical Lie group G with Lie algebra g, then this condition would read
where R = R i ⊗ R i is viewed as an element of U (g) ⊗ U (g) and a, b are extended linearly to linear functions on U (g). Thus, the axiom (1) says that the algebra A is commutative up to insertion of this element R. Moreover, the axiom is intrinsic in the sense that there is no Poisson manifold in the axioms; the algebra could be discrete or not related to any smooth manifold. But in the case where A is a deformation G q of the coordinate algebra of some Lie group G, and R → 1 as q → 1, we can understand A as the quantisation of a Poisson bracket on G given by
where R = 1 + tr + O(t 2 ) and q = e (1) is not itself tied to such classical geometry, being a reasonable intrinsic axiom which makes sense in the entire category of Hopf algebras. The concept of a Hopf algebra itself, which expresses group structure through a map ∆ is likewise not necessarily tied to classical geometry. This is the kind of 'axiomatic approach' taken in my text [8] , and which I would like to advocate.
Note that not everyone who works on quantum groups takes this approach; more often the 'deformation' aspect is of primary interest and the axioms of a Hopf algebra themselves take a background role. In my own view, not only should the axioms have a fundamental role, but experimenting with those axioms and finding new ones (e.g. for algebras which are not Hopf algebras) would be central to developing an intrinsically quantum geometry.
What is braided geometry?
However we decide to restrict our class of non-commutative algebras, we still need to solve Problem II: having quantized a number of different spaces separately or otherwise found reasonable noncommutative analogs for them, do they all hang together into a coherent geometry? I mean that in the Poisson bracket quantisation approach, and also to some extent in the quantum groups approach, one tends to treat each quantisation problem in isolation. But classical geometry corresponds to demanding commutativity uniformly. When we relax it in one place, e.g. for position coordinates, should we not relax it in other places too? And since there is so much freedom in which 'direction' to allow non-commutativity (e.g. which choice of Poisson structure or quasitriangular structure) for each algebra, how do we make the choices in a mutually coherent way? As far as I know, not much attention is usually paid to this question.
It is exactly this question which has been addressed in the author's braided approach to quantum geometry or 'braided geometry' introduced in [10] [11] [12] ; see also [8, Chapter 10] . The idea is the following. Most of the mathematics used in physics is built up from linear algebra (at least as the ground layer). This means a specification of objects called vector spaces, their linear maps, their tensor products etc. However, we can change the category in which we work from Vect to some other category; making all our favourite constructions in the same way but in this new category. In particular, we can deform the tensor product from ⊗ to ⊗ q or (more generally) ⊗ R .
In practice, the main axiom that changes is the concept of 'independence', expressed in the statistics arising when the lexicographical order of objects in a tensor product is interchanged. The model for this idea is supergeometry, where usual transposition is replaced by super-transposition
Here | | is the 0 or 1 (bose or fermi) degree of an observable of homogeneous degree. This is used when defining the 'super tensor product algebra' with product
The point about this product is that a ≡ a ⊗ 1 and b ≡ 1 ⊗ b do not commute as they would for a bosonic tensor product. Instead, the two factors in the super-tensor product super-commute:
|a||b| . When the concept of tensor product is such that independent systems (i.e. in different tensor factors) super-commute, one has bosefermi statistics. The idea of braided geometry is to let Ψ in (3) be some more general operator, obeying sufficient axioms to allow most of our usual constructions of linear algebra to go through. This idea of generalising supersymmetry is not so interesting as long as Ψ 2 = id, as is the case in the theory of colour Lie algebras. But it becomes rather more interesting (and more complicated), however, when we drop this assumption. Then the natural axioms for Ψ are that it generates not the permutation group (as for usual or super transposition) but the braid group. Two tensor factors a ⊗ 1 and 1 ⊗ b again fail to commute, as determined by Ψ in (4). I.e. independent systems enjoy braid statistics. From a mathematical point of view, this braided geometry [11] is the most natural direction in which to significantly generalise supersymmetry. It has been introduced and developed over the last seven years by the author. In summary, the contrast between more usual noncommutative or 'quantum geometry' as in the preceding subsection, and this 'braided geometry' is:
• Quantum geometry: ⊗ usual commutative (bosonic) one, coordinate algebras A non-commutative.
• Braided geometry: ⊗ noncommutative (braid statistics), coordinate algebras A may as well be 'commutative' but in a suitably modified sense.
Since ⊗ is modified, 'commutative' in the braided sense will generally mean non-commutative in the usual sense (for example, a super-commutative algebra is not actually commutative). But the noncommutativity will be specified in a uniform way through Ψ, as will the non-commutativity of the tensor product of independent systems. It should be said that in practice this approach does not always work so smoothly (the concept of braided commutativity [10] in particular is not always the naive · • Ψ = ·, and there could also be more than one braiding needed for different aspects of the geometry). It does, however, work reasonably well and provides a fairly complete and systematic approach to q-deforming most structures in physics. One switches on q in ⊗ q and most of our favourite constructions are automatically and uniformly q-deformed as soon as we have understood them categorically enough. See [12] [13] for reviews, as well as [8] . Moreover, it makes sense intrinsically even when there is no q or classical structure.
Note that, while braided categories arose naturally out of quantum group theory and knot theory [14] [9] [15] , actually doing algebra, group theory, Lie theory, analysis (differentiation and integration) etc., i.e. doing mathematics in a braided category is not directly motivated by knot theory or the theory of integrable systems. Rather, it arose explicitly from the idea of generalising supersymmetry to the braided case, as developed (by the author and collaborators) in the course of about 50-60 papers since braided groups themselves (Hopf algebra like objects in a braided category) were introduced in [16] [11] [10] .
The key feature of this braided approach, which is how it should be, is that it is 'contagious'. Once one makes braided one small piece of mathematics, one needs to make braided any structures that come in contact with it as well, in order to be consistent. This is the reason that one has to develop quite a lot of mathematics before one can start making physical predictions. At the moment, the indications are that one will need to braid the axioms of a Hilbert space too, i.e. quantum theory itself will be modified at the Planck scale. On the other hand, there is a theorem that any object on which a true quantum group (in Drinfeld's sense) acts, becomes braided, with
where ⊲ denotes the action (see [8, Chapter 9] ); so this braided geometry is inescapable if we want to include quantum groups as generalisations of symmetry within our framework. And by another theorem of Drinfeld [9] , every Hopf algebra A can be extended to a quantum group D(A), the quantum double (generated by A, A * op as sub-Hopf algebras) which has a quasitriangular structure R. So the only real assumption behind braided geometry is that we have a Hopf algebra with a coproduct ∆ generalising the concept of symmetry group.
The principle of representation-theoretic self-duality
Here I would like to conclude the discussion with my own specific proposal for a principle that (I believe) should survive even to the Planck scale, and which indeed needs quantum geometry to make sense (see part (b) in the discussion above). This is a notion of wave-particle duality on curved spaces which we have proposed in [17] under the heading 'principle of representation theoretic self-duality'. It is also covered in [8, Chapter 6.4] and in updated form in [18] , therefore I will be brief. The basis of the principle is rather deep and this is why I believe it can be a guide to some of the structure at or beyond the Planck scale; namely it is the dual nature of the concepts of reality and measurement. When we say 'we measure f at x and obtain the number f (x)' we could equally well say 'we measure x on f and obtain the number x(f )'; the concept of measurement is really a symmetrical pairing and neither side is more 'real' than the other. The principle of representation theoretic self-duality (in its strongest form) says that the laws of physics when properly formulated are self-dual under such an interchange. This is the origin of the notion of Fourier transform in mathematics and becomes in physics wave-particle duality. For C[x] (position space coordinate algebra) and C[p] (momentum space coordinate algebra) are dual to each other through the pairing
and yet isomorphic, so that their roles can be reversed. The canonical element for this pairing is
, which is how plane waves arise from duality considerations. We use conventions here whereby Lie algebra generators like p are antihermitian (i.e. ı times the physical momentum).
When one thinks about wave-particle duality like this, one sees that it extends to almost all concepts in mathematics. Moreover, demanding that the dual theory with the roles of measurer and measured interchanged is also valid physics (although not necessarily the same model, which is a weaker form of the principle) puts a rather strong constraint on the structures going into our model. We have argued in [17] that quantum theory and geometry are themselves in such a dual relation and that Einstein's equation indeed has the flavour of a self-duality constraint.
To see why the constraint is strong, and why it leads at once to Hopf algebras [7] , consider what happens when our position coordinates belong to a curved space; the simplest case is a group G. Then the dual of C(G) is no longer the algebra of functions on any space. But it is the Hopf algebra CG generated by linear combinations of elements in G (essentially, U (g) in the Lie case). This is non-commutative, so it is not possible to write U (g) = C(Ĝ) for some dual group (momentum space) generators p ∈Ĝ. Thus, wave particle duality is broken unless one takes the view of non-commutative geometry in which the generators of U (g) are considered as co-ordinates even though they are noncommutative. This makes sense because they have, as Hopf algebras, sufficient abstract properties similar to those of C(G) (except commutativity, of course). Indeed, the category of Hopf algebras has (essentially) such a duality operation in general and provides a natural context in which to generalise wave-particle duality. Of course, Hopf algebras are not the end of the story (just as Lie groups provide only the simplest spaces with curvature) but they are a step in the right direction.
On the basis of such ideas, one is led to look for quantum systems which exhibit such a duality interchanging the roles of observables and states (roughly speaking), for example by forming self-dual Hopf algebras. Such systems were found by the author in [7] and arise from the quantisation of particles moving on particular homogeneous spaces. The allowed homogeneous spaces are highly constrained and exhibit singularities of motion not unlike black hole event horizons. All of this suggests that these are appropriate ideas for Planck scale physics. The corresponding Hopf algebras are called bicrossproduct Hopf algebras. A four space dimensional version of such models describes a particle moving on orbits under SO(1, 3) in a curved 4-dimensional space T , while its dual Hopf algebra describes particles moving on orbits in SO(1, 3) under the action of T as a non-Abelian group. By a twist of fate, this same Hopf algebra can be identified [19] with the so-called κ-deformed Poincaré group, i.e. as the internal symmetry of a third system consisting of κ-deformed R 1,3 .
This self-duality phenomenon has been realised in braided geometry as well. Basically, whereas C(G) and U (g) are quite different, when both are q-deformed in the braided way (as braided groups) they become isomorphic as long as q = 1 [12] . At least for the standard semisimple Lie groups:
For example, the braided groups BSU q (2) [11] and BU q (su 2 ) [16] which deform C(SU 2 ) and U (su 2 ) are isomorphic when each is taken in a suitable form (technically, one of the matrix entries of BSU q (2) needs to have its inverse adjoined). Since these braided groups are also dual to one another, we see that our classical notions of coordinate rings and enveloping algebras of semisimple Lie groups arise as limits of a single family of self-dual braided groups.
This isomorphism works also at the level of the braided matrices B(R) introduced in [11] in association to an R-matrix (as the quadratic algebra with braided-commutativity relations
For example, the 2 × 2 braided matrix BM q (2) in [11] has a matrix a b c d of generators with the six 'braided-commutativity' relations and * -structure
This forms a braided semigroup (a braided bialgebra) under the multiplicative matrix co-product ∆a ∆b ∆c ∆d =
, with a suitable braiding Ψ [11] . On the other hand [20] ,
where h, x, y, γ are generators of the braided Lie algebra gl 2,q with braided Lie bracket
On the one hand, this algebra in the form BM q (2) becomes the commutative co-ordinate ring of Minkowski space, and on the other hand (with q 2 − 1 scaling of the generators) it becomes the non-commutative enveloping algebra of su 2 ⊕ u(1). Thus, these two classically very different objects are different limits of one unified q-deformed object. Also, both deformations are natural in their own contexts. As a coordinate ring of q-Minkowski space, this approach fits in with the proposal of [21] , while as an enveloping algebra, there is a homomorphism to U q (su 2 ). One can call a self-duality isomorphism such as (8) a quantum geometry transformaton [18] because it equates geometry in the form of an algebra of coordinate with an algebra of differential operators as in quantum mechanics. On the basis of such an isomorphism, one can make 'quantum Fourier transforms' [22] and extend wave-particle duality to this case. Note that one could not even begin to formulate this result classically, since Hermitian matrices do not form a classical semigroup (∆ does not commute with * , and so does not correspond to a set map, even classically). They do however, form a * -braided semigroup, where the axioms are different. BM q (2) also has an additive braided group structure [23] , expressing addition (rather than multiplication) of 2 × 2 matrices. As such, it is again self-dual. This applies more generally to all braided vector and covector spaces R n q possessing a quantum metric η ij [8] ; these are self-dual as additive braided groups with the additive coproduct ∆x [24] . Thus, R n q is both a q-deformation of C[x i ] and (they are isomorphic) a q-deformation of the algebra C[p i ] of braided differentiation operators p i = ∂ q,i in [25] . The isomorphism is given by p i = η ij x j and the coevaluation for the pairing is the q-exponential or plane wave on R n q . This is a more obvious q-deformation of wave-particle duality, and, by itself, nothing unexpected. On the other hand, given a braided group of q-deformed momentum generators, we might consider the braided-adjoint action of the p i on themselves. Transferring over to the position space side, we have a braided adjoint action of x i on themselves. This is impossible classically, where Ad x i = 0 since the coordinates are commutative! This braided adjoint action exists nontrivially only in the q = 1 world, but has an interesting remnant as q → 1: We find [4] that this is the q-deformation of the special conformal transformations whereby R n acts on itself,
where I is conformal inversion. Both numerator and denominator on the right go to zero as q → 1, but the ratio is well-defined. Thus, the special conformal transformations have a rather simple group-theoretical interpretation as the adjoint action of R n q , but only within braided geometry with q = 1. One may also push the principle of representation-theoretic self-duality back towards simpler and simpler models of geometry, or pregeometry. Some remarks about this are in [17] and [8, Chapter 6.4] . Pregeometry concerns the origin of geometry as an outgrowth of logic, and is not without its own structure. The basic idea is to understand the geometry that we take for granted as built layer-by-layer by a series of specialisations. Before Riemannian geometry is a theory of manifolds with possible differentiable structure. Before that is a theory of topological spaces. Before that one has more basic assumptions about logic. These steps have dual concepts on the quantum side. Moreover, one could perhaps consider the cooling of the very early universe as a process whereby the freedom of all possible mathematical choices (in some unknown quantum theory) are spontaneously broken, layer by layer, to give the kind of geometry (and matter content) that we know. I do think that this physical cooling and the fixing of the layers of our mathematical assumptions are correlated, if not points of view on one and the same process. Conversely, probing back to the very early universe involves a deconstruction of our mathematical assumptions. In any event, this suggests a relation between 'quantum geometry' and quantum logic which remains to be explored.
Quantum Tangent Spaces
In this section we look at the first layer of geometry, the choice of differentiable structure. We are interested in our noncommutative algebra A being like the coordinate ring on a general manifold, i.e. not just a quantum or braided group, though this is the case best understood at the present time. The first step should be the notion of 'tangent space' or (equivalently) '1-forms' Ω 1 . By specifying one of these, we specify in effect the differentiable structure (which is the choice of diffeomorphism class of a manifold for a given topological class). The algebra by itself should be thought of as topological object, needing more structure to specify differentiation. What is interesting is that whereas the additional structure is fairly unique classically (at least when we have left and right invariance under a group structure), this is very far from the case in the noncommutative case. Indeed, for each Hopf algebra we have a whole moduli space of calculi.
It should be noted that the approach which we describe here is substantially different from that of Connes [26] , even though both begin from consideration of differential forms. In that approach one uses a universal exterior algebra Ω n and encodes classical geometry and its generalisations via additional structure in the form of a 'Dirac operator'. One extracts the geometry through cyclic cohomology and a trace functional. By contrast, in the quantum groups approach we encode the geometry directly in the choice of Ω n , which is typically close in role to its classical counterpart (e.g. a q-deformation). The relation between the two approaches is not known at the present time, but see [27] for some first steps in this direction.
Nonuniqueness of bicovariant calculi
The fundamental reason for the above-mentioned non-uniqueness is as follows. In terms of 1-forms, we need to specify a vector space Ω 1 on which A acts from the left and the right (classically, one may multiply This is called the choice of first order differential calculus. It is more or less the minimal structure needed for some kind of differential geometry. Note that when A is not commutative, it makes no sense to assume that a.(db) = (db).a
as we would assume classically. This is because such an assumption and the Leibniz rule would imply d(ab) = d(ba), which is not reasonable when our algebras are non-commutative, and is the reason that we require Ω 1 to be an A-bimodule. On the other hand, the assumption (11) of a 'commutative calculus' is highly restrictive classically, and when we relax it we have a much larger range of possibilities than in the classical case.
When A is a Hopf algebra it is natural to focus on differential calculi which are covariant under left or right translations on the 'group'. Classically, this invariance condition fixes the differentiable structure uniquely as that obtained by translation from the differentiable structure at the identity. One usually identifies the tangent space at the identity with the Lie algebra g and extends it to G via left-invariant vector fieldsξ for ξ ∈ G. These then transform under right translation via the adjoint action. Likewise, at the level of '1-forms'. One may impose similar conditions in the quantum case, that Ω 1 is also an A * -bimodule (or more precisely an A-bicomodule) in a manner compatible with the A-bimodule and d
structures. This is called a bicovariant differential calculus. Being the most restrictive, we might hope to have uniqueness at least in this case. We recall first that every quantum group has a counit ǫ : A → C which, classically, denotes evaluation at the group identity. The space ker ǫ ⊂ A has a natural action of A by multiplication form the left and of A * op by the quantum coadjoint action Ad * . The two actions form an action of the quantum double D(A). Then, after a little analysis, one finds cf [28] :
Proposition 3.1 A bicovariant Ω 1 must be of the form The vector space V is called the space of left-invariant 1-forms, and its dimension is called the dimension of the differential calculus. For A = SU q (2) the lowest dimension bicovariant calculus when q = 1 has dimension 4 (not 3!) and was found in [28] . Woronowicz found in fact two calculi of dimension 4 given by a similar construction. More generally, for the ABCD series of semisimple Lie groups there is a natural R-matrix construction [29] for a bicovariant calculus of dimension n 2 (where G ⊂ M n ), and some variants of it which are classified case-by-case in [30] . It may seem therefore that (up to some variants related to a choice of roots) there is one natural bicovariant calculus for each of the standard quantum groups G q . This is misleading, however. It was shown in [31] that there is at least a whole 'algebra' of calculi associated to the non-trivial elements α of the algebra Z * (A) of Ad * -invariant elements. Classically, these are the class functions on the group G (the functions which are constant on each conjugacy class). Explicitly,
defines the calculus, where
where S is the antipode or 'linearised inversion' operator on A. This shows that the entire construction is not possible classically, since (11) would force da = 0. For the standard quantum groups G q , it is also shown in [31] that Z * (G q ) is commutative with rank-g algebraically independent generators {α i } (this is proved by studying the braided group version of G q ). Only one of these, the q-trace, is relevant to the natural n 2 -dimensional calculus of [29] , which appears after making further quotients of V [31] .
For example, for the quantum group SU q (2) with the standard matrix of generators a b c d , we take
Here d in (14) has a classical remnant as q → 1 because the normalisation of α goes to ∞, yielding a certain bicovariant differential calculus on SU 2 .
Moduli space of bicovariant quantum tangent spaces
Even the family of calculi associated to the algebra Z * (A) does not exhaust the bicovariant calculi on a typical quantum group. To get some feel for the entire moduli space, i.e. to classify all calculi, it is convenient to concentrate on the 'bicovariant quantum tangent space' or braided-Lie algebra associated to every bicovariant calculus. This is the 'tangent space at the identity' L = V * and can be characterised as follows. First of all, note that A * (defined in a suitable way) will generally also be a Hopf algebra, with its own counit ǫ. This is the self-duality of the axioms of a Hopf algebra. Moreover, ker ǫ ⊂ A * is acted upon by the quantum double D(A * ) by x⊲y = Ad x (y) = x (1) ySx (2) , a⊲y = a, y (1) y (2) − 1 a, y , ∀y ∈ ker ǫ ⊂ A *
for the action of a ∈ A and x ∈ A * . Here Ad is the quantum adjoint action, while the action of A is rather strange. Classically, A * = U (g) and ker ǫ denotes any product of Lie algebra elements. The quantum adjoint action becomes the usual coadjoint action restricted to ker ǫ, and the action of A = C(G) becomes to lowest degree a⊲ξ = a(e)ξ, a⊲(ξη) = a(e)ξη + a, ξ η + a, η ξ etc for ξ, η ∈ g. The action on higher degree elements of U (g) is more complicated, as determined by the coproduct ∆. 
for all x ∈ A * .
The explicit version (17) works (more or less equivalently) with everything in terms of the Hopf algebra structure of A * rather than mentioning the quantum double. Also note that although these quantum tangent spaces L are sometimes called 'quantum Lie algebras' [28] , they do not usually have enough structure to qualify for a Lie algebra of any kind. In nice cases where they do have enough structure, they are braided-Lie algebras [20] . Moreover, for any Hopf algebra A, the associated differentiation operators
for all a, b ∈ A and x ∈ L. Here Ψ −1 (a ⊗ x) ≡ x i ⊗ a i is our notation (summation understood) and Ψ is the braiding of L with A as spaces on which the quantum double D(A * ) acts. The elements of L define in this way the 'braided left-invariant vector fields' associated to a bicovariant calculus. This quantum tangent space point of view is developed in detail in [1] , where some general classification theorems are then obtained. Firstly, one should introduce the notion of coirreducible calculus, which we define as corresponding to an irreducible quantum tangent space. It turns out that the classical case A = C(G) is rather singular and is actually the hardest; we say more about it in Section 3.3. The finite group case is easier and known also by other means [32] ; the coirreducible bicovariant calculi correspond to nontrivial conjugacy classes in G. The span of the conjugacy class is L. Also, taking the view of noncommutative geometry that the group algebra A = CG for a finite group can be viewed as 'like' C(Ĝ) (hereĜ need not exist, however), one finds [1] that the coirreducible calculi in this case are classified by pairs consisting of an irreducible representations ρ and a continuous parameter in the projective space CP dim ρ−1 . They have dimension (dim ρ) 2 . Finally, for a strict semisimple quantum group (with a universal R-matrix R obeying some further strict conditions) one can again classify the coirreducible calculi [1] ; they turn out again to correspond to the irreducible representations ρ of g and have dimension (dim ρ) 2 . This applies essentially to the standard deformations G q for generic q, up to some variants. In the case of SU q (2), one knows that the quantum double of U q (su 2 ) can be identified when q = 1 with some version of the q-Lorentz group. Hence its possible quantum tangent spaces are the q-deformations of the particular subrepresentations of the Lorentz group acting on the space of functions on G by left and right translation. The lowest possible coirreducible calculus is therefore 4-dimensional (the action on Minkowski space). The full analysis argues that this occurs generically (up to some choices) just once, along with one copy each of the Lorentz group representations which are the tensor square of SU 2 representations.
Hence the classical q = 1 theory is more like the finite group case, while the q = 1 theory is more like the finite group-dual case. In all cases, there is an entire moduli space of calculi. One may endow the moduli space with a topology, and introduce natural operations on it. One of them, in [1] , associates to every bicovariant calculus a 'dual' or 'mirror' calculus of a quite different form but on the same quantum group.
Also introduced in [1] is a natural construction for bicovariant quantum tangent spaces which is 'dual' to the α construction in Section 3.1. It associates a quantum tangent space to any non-trivial element in the centre Z(A * ). This is the algebra of elements of A * fixed under the quantum adjoint action.
defines a bicovariant quantum tangent space.
We now compute the case A = SU q (2) and A * = U q (su 2 ) in detail. We take the latter in its standard form with generators q H 2 , X ± , relations, coproduct and counit
There is a well-known quadratic q-Casimir which we take in a certain normalisation and offset by a multiple of 1: 
When q = 1, the space L is three-dimensional and coincides with the Lie algebra su 2 .
Proof The duality pairing of U q (su 2 ) with SU q (2) is the fundamental representation
Using this and the identity
which follows from (20), we compute the elements of L corresponding to a − 1, b, c, d − 1 ∈ ker ǫ ⊂ SU q (2). They are clearly linearly independent when q = 1. The products of these generators with general elements of SU q (2) taken for a ∈ ker ǫ in Proposition 3.3 do not give new elements of L because this 4-dimensional L is already known to be stable under the action of A in (16) . Hence these elements are a basis for L. This vector space coincides with the braided Lie algebra gl 2,q in Section 2.4 because this is identified [33] with a natural subspace of U q (su 2 ), according to
The braided Lie bracket in (9) is given by the quantum adjoint action restricted to this subspace. This isomoprhism is valid for generic q = 1. By contrast, as q → 1 the elements x a−1 and x d−1 coincide and L becomes 3-dimensional in this special limit. ⊔ ⊓
The braided-Lie algebra gl 2,q is known to be the quantum tangent space for the usual 4-dimensional bicovariant differential calculus on SU q (2). The construction in Proposition 3.3 provides a new, more direct, approach to the construction of bicovariant calculi on quantum groups [1] , and includes the standard calculi which are usually found by more complicated R-matrix methods.
Quantum tangent spaces on classical groups
In this section we specialise to the case A = C(G), where G is a classical Lie group. More precisely, we take A * = U (g) where g is the Lie algebra of G. The classification of bicovariant calculi or their quantum tangent spaces in Proposition 3.2 is not known in any generality:
• It is an unsolved problem in classical Lie theory to find all irreducible subspaces L ⊂ U (g) stable under Ad and ∆ − id ⊗ 1.
Of course, many possible L (not necessarily irreducible) are known. For example, we may take
etc. as subspaces of U (g). Only the first of these obeys (11) but the rest are just as valid as soon as we relax this assumption. The construction in Proposition 3.3 works perfectly well in this classical case i.e. the q-deformed case in Section 3.2 has a smooth limit as q → 1. When g is semisimple, there are rank-g algebraically independent Casimirs, each with a natural bicovariant calculus. We will focus in fact on the very simplest case, which nevertheless demonstrates the key points: we take G = R the additive real line. Let us note that the possibility and applications of non-standard differential calculi on classical spaces such R n have already been emphasised in the papers of Müller-Hoissen and collaborators [34] [35], although perhaps not as part of a systematic theory of bicovariant calculi and quantum tangent spaces as we present now. Thus, we take A = C[x] and U (R) = C[p], i.e. functions in 1-variable with their linear coproducts. According to Proposition 3.2, we need to classify all subspaces L ⊂ C[p] which obey
An obvious family of choices is L = span{p, p 2 , · · · , p n } for any natural number n. For then all f ∈ L have the property that f (m) = 0 if m > n, ensuring the required condition. One can also write the second condition in (26) as f (p + λ) − f (λ) ∈ L for all λ (by evaluating against λ). So
• A bicovariant quantum tangent space for R means a subspace of functions vanishing at zero and closed under all projected translations (i.e. translations followed by subtraction of the value at zero).
We can also approach the construction of natural L through Proposition 3.3. All functions c(p) are central, so every function determines a calculus! This is therefore a new degree of freedom determined by an arbitrary function on R. For a basis of ker ǫ ⊂ A, we take {x, x 2 , · · ·}. Then, Proposition 3.5 Any function c(p) defines a bicovariant quantum tangent space on R,
The associated braided derivations ∂ pn and their braiding with functions f (x) are
The associated space of invariant 1-forms V is defined as L * and is computed as follows. We start with ker ǫ ⊂ C[x], i.e. with f (x) such that f (0) = 0, and quotient out by the subspace of f such that
This follows from (6) . We then choose a basis {e i } of L with dual basis {f i } and define 
where π is the projection defined by x n+1 = 0.
Proof The p n generators of L from Proposition 3.5 are p n−m+1 = p m /m! for 1 ≤ m ≤ n and p m = 0 for m > n. Hence we can take {p, · · · , p n } as basis of L. Their action from (6) is by p as usual differentiation, while the braiding Ψ −1 follows immediately from the formula in Proposition 3.5. The space V consists of functions vanishing at zero modulo powers of x higher than x n . Hence {π(x), π(x 2 )/2!, . . . , π(x n )/n!} is a dual basis for V . We then obtain df from (28) . ⊔ ⊓
The case n = 1 recovers the usual differential calculus on R, while n > 1 gives higher order jet calculi in which higher derivatives are regarded as first-order vector fields, but obeying a braided Leibniz rule (18) with nontrivial Ψ −1 . The commutativity (11) also fails for n > 1. For example, c(p) = p 3 /3! gives the 2-jet calculus with 1-forms obeying
where we identify π(x) ⊗ 1 = dx and 
Proof From Proposition 3.5, we find p n+1 = λ n p 1 so L is 1-dimensional. The braiding then follows at once from Ψ −1 in Proposition 3.5 and Taylor's theorem. ⊔ ⊓ Thus, the finite-difference operations introduced by Newton's tutor Barrow are exact bicovariant differential calculi on R! We only needed to relax (11) in order to include them, without taking the limit λ → 0. To see that (11) fails, we compute the 1-forms as follows. The vector space V consists of functions vanishing at 0 quotiented out by all f such that f (λ) = 0. This is essentially the functions divisible by x modulo those divisible by x(x − λ), which is a 1-dimensional space. As a basis of V we can take {π(x)} since p 1 , x = 1. Then
where we identify dx = π(x) ⊗ 1 to obtain the second expression. Similarly, we find that xdx − (dx)x = π(x 2 ) ⊗ 1 = λπ(x) ⊗ 1 = λdx, so we see that (11) fails for this calculus. More generally, we deduce from
so that the calculus is of the inner form (14) discussed in [31] . The story is similar for R n . For example, on R 2 the function c(p) = λ −2 e λp +µ −2 e µq (where p = (p, q) and λ, µ = 0) gives the 2-dimensional calculus L = span{p 1,0 , p 0,1 } with
Of course, there are many other interesting functions c(p) one could take. Another interesting one is c(p) = λ −1 e λp 2 yielding a 'Hermite differential calculus'. We truly have a new field in physics determining the differential calculus on spacetime. On the other hand, when we look at the q-deformed (braided) bicovariant differential calculi on R n q , we have an entirely different story when q = 1. In the braided case, the role of the quantum double is played by the q-conformal group in n dimensions. The possible L are q-deformations of the functions C[p i ] which vanish at zero and which are irreducible representations of the conformal group [4] . This means, basically, functions obeying the massless Klein-Gordon equation ⊔ ⊓f = 0. So L is the (q-deformed) set of solutions of the massless Klein-Gordon equation, and is more or less the unique nontrivial irreducible bicovariant calculus. This uniqueness gives us a clue to what will be involved in 'gluing' R n q 's together to define manifolds if we want to keep everything bicovariant under translation: infinite-dimensional tangent spaces defined by solutions of the massless wave equation. If we relax translational bicovariance then other q-deformations of the 1-forms on R n are also possible, including one which extends to the whole exterior algebra and which typically has the classical dimensions in each degree; see [13] [8].
Gauge Theory
Once we have fixed choices of differential calculi on our various spaces, we can do a systematic quantum group gauge theory. This formalism has been introduced in [5] , where the q-monopole over the q-deformed S 2 was constructed. We work with all 'spaces' in terms of algebras. So the 'total space' of a principal bundle is an algebra P . A Hopf algebra A coacts (or A * acts) on P and the fixed point subalgebra M ⊆ P plays the role of the 'base space' of the bundle. Among the 1-forms on P we have the horizontal 1-forms P Ω 1 (M )P and a connection is a choice of complement to this. One also has a theory of gauge transforms, gauge-covariant curvature, associated vector bundles and connections on them; see [5] . The theory has been generalised to braided groups and, beyond, to systems where A is merely a coalgebra [2] [3].
Here we limit ourselves to the basic elements of gauge theory for the case of trivial bundles of the form P = M ⊗ A. In this case, all formulae look like more usual gauge theory. Thus, we consider gauge fields, curvature, gauge transformations and matter fields as
respectively. Here A * is assumed to act in V . At this level, we do not really need a differential calculus on A itself. We do not even need A to be a Hopf algebra. The minimum is that A should be a coalgebra, or A * an algebra. When A is a Hopf algebra (or even a braided group) we should chose a differential
calculus Ω 1 (A) and define Ω 1 (P ) = P Ω 1 (M )P ⊕P Ω 1 (A). This splitting corresponds to a canonical trivial connection on P = M ⊗ A, while other connections are obtained from this by adding α [5] . One can also try to restrict α ∈ Ω 1 (M ) ⊗ L, although this requires some further considerations. None of this is needed for bare-bones gauge theory, where we work directly on the base and forget about the full geometrical structure of the principal bundle.
Quantum homotopy group π 1 (M)
Let M and A * be algebras. We outline the generalised gauge theory at this level, and discuss a first application. As explained, we need only Ω 1 , Ω 2 on the base algebra M . By the former, we mean a choice of first order differential calculus over M as at the start of Section 3.1. For the 2-forms we need a vector space Ω 2 such that:
2. There is a surjection ∧ :
3. There is a map d :
The first two items mean that Ω 2 is a quotient of Ω 1 ⊗ M Ω 1 . The third and fourth conditions fully specify d once we have chosen this quotient, according to
In particular, we see that if (11) holds then ∧ is antisymmetric (as it is classically), but in general we cannot assume this. Also, one knows that Ω 1 can be built by quotienting a certain universal calculus on M by a bimodule. This determines likewise a natural choice of the quotient of Ω 1 ⊗ M Ω 1 which defines ∧. In practice, these minimal relations of Ω 2 are simply obtained by applying d (extended by the Leibniz rule) to the relations of Ω 1 . We will use Ω 2 defined canonically from Ω 1 in this way; one could consider further quotients too. With these basic structures fixed, we can define the essential features of gauge theory. We consider gauge fields, gauge transformations etc. as in (34) and define gauge transformations, curvature and the covariant derivative by
Products in A * and its action on V are understood, along with the above operations involving M . For example, the allowed gauge transformations are the invertible elements of the algebra M ⊗ A * . One can then verify the fundamental lemmas of gauge theory, namely
One also has Bianchi identities, etc. at this level [5] . For example, to see exactly what is involved in the gauge covariance of F , we note first that dγ
using the Leibniz rule in the generalised form for Ω 2 and the assumption that ∧ :
The 1st and 8th, 3rd and 7th, and 4th and 9th terms cancel. The 6th term vanishes by d 2 = 0. The point is that we only used the minimal structure for Ω 1 , Ω 2 as listed above. The particular conventions here are read off from [36, Fig. 3 ]. Interestingly, by working with A * op instead of A * , all the computations can be done diagrammatically without any transpositions or braiding, i.e. the gauge theory at this level makes sense in any monoidal category with ⊗ and ⊕ operations; see [36] .
We are now in a position to define the 'fundamental group of a differential algebra' (M, Ω 1 , Ω 2 ). We
as the data which plays the role of a differentiable manifold in the formalism. Then for all algebras A * , we define
the space of flat connections. The map A * → Flat(M, A * ) defines a covariant functor from the category of algebras to the category of sets. Functors to sets are generally representable, which means there is essentially (up to some technical completions) an algebra π 1 (M ) such that
This definition is based on the classical situation
where G is a Lie group, M is a manifold and we consider the holonomy on P = M × G defined by any flat connection. This is the basic idea, and it has many variants. It is not known at present which variant works well or how to compute π 1 (M ) in practice. As explained above, for a proper geometrical picture we need more structure on A * . For example, a Hopf algebra structure and quantum tangent space for it. Then (38)
would be defined via Hom in the same category and π 1 (M ) would likewise be a Hopf algebra equipped with a choice of quantum tangent space. While clearly sketchy, we see from these remarks that one can in principle use quantum geometry to extract genuine 'quantum topology' from a noncommutative algebra M . Although genuine nontrivial computations are currently scarce, the q-monopole on S 2 q constructed in [5] likewise demonstrates nontrivial topology, although from a slightly different point of view (classically, the monopole charge is related to the fundamental group of the S 1 equator of S 2 ).
Classical Integrable Systems
In this section we specialise the above gauge theory further, to the case where M is classical. In fact, we take M = C[x], the coordinate ring of R n , but we allow non-standard Ω 1 , Ω 2 . Our goal is to demonstrate the above theory. A second motivation comes from the interesting work of Muller-Hoissen [34] [35], where it is already shown that even this almost classical setup can have useful applications. In effect, we combine those ideas with the more systematic gauge theory developed in [5] . For our gauge group we take the classical group with one point G = {e}, so A * = C. This will make the point that non-linearity emerges not from non-Abelianness of the gauge group (though one can have this too), but from the breakdown of (11).
For our first example, we take M = C[x] 1-dimensional and Ω 1 the 2-jet calculus defined by L = {p, p 
The gauge transformation by γ(x) is
under which F is invariant. This is also the gauge symmetry of the zero curvature equation a ′ = a 2 + b.
The covariant derivative on a scalar field ψ is ∇ψ = dx(ψ ′ + aψ) + ω(ψ ′′ + bψ) and is covariant under ψ → ψ γ .
Proof We write out F = dα + α ∧ α using the Leibniz rule and the relations (30),(40) to collect terms. To compute the effect of gauge transformations, we use (30) to find
It is a nontrivial check to verify that F (α γ ) = γ −1 F γ = F (the second equality by (40)), as it must by our general theory. The computation and covariance of ∇ is equally simple. To check ∇ 2 ψ = F ψ one needs ∇ on a general 1-form field σ = (dx)s + ωt, say. By similar computations to those above, this is ∇σ = (dx) 2 (−s ′ + t + a 2 ) + dx ∧ ω(−s ′′ + 2a ′ a − bs + at + t ′ ).
There are Bianchi identities for F which one may check as well. All of these nontrivial facts are ensured by the gauge theory formalism in Section 4.1. ⊔ ⊓ For our second example, we take M = C[x, y] and Ω 1 the 2-dimensional finite-difference calculus (33) on R 2 defined by c(p, q) = λ −2 e λp + µ −2 e µq . Applying the Leibniz rule to (33) , we obtain in Ω 2 (dx) 2 = 0 = (dy) 2 , dx∧dy = −dy∧dx, xdx∧dy = (dx∧dy)(x+λ), ydx∧dy = (dx∧dy)(y+µ) (42)
Here, Ω 2 is 1-dimensional and has a classical form. Although these examples are elementary (and Proposition 4.2 is probably not new to anyone who has played with lattice gauge theory), we see that non-linear differential equations and finite-difference equations on R n can be treated as actual zero-curvature equations for a general formalism of gauge theory;
just with a choice of non-standard calculi. As such, assuming trivial 'quantum fundamental group' π 1 (M ) (as defined in Section 4.1), they are completely integrable in the sense that every solution would be of the form α = γ −1 dγ as the gauge transform of the zero solution. It is not clear what class of integrable systems can be covered in this way. By using the higher jet-calculi they can, however, include arbitrary derivatives. By using a more general c(p) we have entirely new gauge theories as well. The point is that one does not need to invent and verify each of these generalised gauge theories 'by hand'; they are instead constructed as examples of a single formalism [5] [2] [3] . Moreover, the formalism allows for the possibility of non-trivial gauge symmetry, which can be a group, quantum group, braided group or even a general algebra. For example, a complete formalism of lattice non-Abelian gauge theory and scalar, vector matter fields is an immediate corollary. And we are not limited to classical spaces M for the base. They can be quantum, super or even anyonic (where the coordinate obeys θ n = 0). An example of braided gauge theory on an anyonic base is worked out in detail in [3] . Finally, we are not limited to trivial bundles. Bundles can be nontrivial both in a familiar geometrical way and in a purely quantum way (even when they are geometrically trivial), the latter being controlled by a certain nonAbelian 2-cohomology; [36] is a recent review.
