Abstract. We study generalized and degenerate Whittaker models for reductive groups over local fields of characteristic zero (archimedean or non-archimedean). Our main result is the construction of epimorphisms from the generalized Whittaker model corresponding to a nilpotent orbit to any degenerate Whittaker model corresponding to the same orbit, and to certain degenerate Whittaker models corresponding to bigger orbits.
Introduction and main results
Let F be a local field of characteristic zero, G a reductive group defined over F, g its Lie algebra and g * the dual space to g. A Whittaker pair is an ordered pair (S, ϕ) ∈ g × g * such that S is semisimple with eigenvalues of the adjoint action ad(S) lying in Q, and ad * (S)(ϕ) = −2ϕ. Note that ϕ is necessary nilpotent. Following [MW87] we attach to these a certain smooth representation W S,ϕ of G called degenerate Whittaker model for G. We will now sketch the definition and refer to §2.5 below for more details.
Let u ⊂ g denote the sum of all eigenspaces of ad(S) with eigenvalues at least 1. Note that u is a nilpotent subalgebra and let U := Exp(u) ⊂ G be the corresponding nilpotent subgroup. Fix an additive character of F. Suppose first that 1 is not an eigenvalue of ad(S). Then the restriction of ϕ to u is a character of u, which defines a character χ ϕ of U . The degenerate Whittaker model is defined to be the Schwartz induction of this character: W S,ϕ := ind G U χ ϕ . If 1 is an eigenvalue of ad(S) then consider the anti-symmetric form on u given by ω ϕ (X, Y ) := ϕ([X, Y ]) and let n denote the radical of this form. Let n ′ := n ∩ Ker ϕ, and let N ′ := Exp(n ′ ). It is easy to show that N ′ is a normal subgroup of U and U/N ′ is isomorphic to a (generalized) Heisenberg group, of which ϕ defines a central character χ ϕ . Let σ ϕ denote the oscillator representation of U/N ′ with central character χ ϕ . Consider σ ϕ as a representation of U and define W S,ϕ := ind G U σ ϕ . If S is a neutral element for ϕ (see Definition 2.2.2 below), then we call W S,ϕ a generalized Whittaker model and denote W ϕ , since it does not depend on the choice of a neutral S. It also depends on ϕ only up to conjugation, thus we will also use the notation W O for a nilpotent coadjoint orbit O.
We denote by G Sφ ⊂ g * the closure of the orbit ofφ under the coadjoint action of the centralizer of S in G.
Theorem A (See §3). Let (S,φ) be a Whittaker pair and let and ϕ ∈ G Sφ . Then there is a G-equivariant epimorphism of W ϕ onto W S,φ .
In particular, takingφ = ϕ we see that the generalized Whittaker model maps onto any degenerate Whittaker model corresponding to the same ϕ. In fact, we prove a more general result (Theorem 3.0.1) on epimorphisms between pairs of degenerate Whittaker models, which enables one to define a preorder on the pairs (S, ϕ). If we fix ϕ to be a regular nilpotent element for a Levi subgroup of G then we identify minimal elements under this preorder and call the corresponding models principal degenerate Whittaker models (see §3.3). These are inductions of (possibly degenerate) characters of the nilradicals of minimal parabolic subgroups. In the case of quasi-split G these models are studied in [Zel80, BH03] over non-archimedean F and in [GS] over archimedean F.
For the general linear groups G n := GL n (F) we show that Theorem A allows one to compare degenerate Whittaker models corresponding to any nilpotent orbits O, O ′ ⊂ g * n := gl(n, F) * s.t. O ⊂ O ′ .
Theorem B (See §4.2). Let O, O ′ ⊂ g * n be nilpotent coadjoint orbits with O ⊂ O ′ . Then there exists a Whittaker pair (S,φ) such thatφ ∈ O ′ and O intersects G Sφ . Moreover, S can be chosen to be diagonal with integer eigenvalues andφ can be chosen to be given by the trace pairing with a matrix in Jordan form.
Remark. It is interesting to know to which extent does this theorem generalize to other reductive groups. One obstacle to our approach is constituted by distinguished orbits, i.e. orbits that do not intersect the dual space of any Levi subalgebra of g. It can be shown that G Sφ does not intersect distinguished orbits for any Whittaker pair (S,φ).
The above results have applications to the study of Whittaker functionals on representations of G, Following [GZ14] we briefly recall the necessary background.
Let M(G) denote the category of smooth admissible 1 (finitely generated) representations of G (see [BZ76, Cas89, Wall88, Wall92] ). For π ∈ M(G) and a nilpotent orbit O ⊂ g denote
The study of Whittaker and generalized Whittaker models for representations of reductive groups over local fields evolved in connection with the theory of automorphic forms (via their Fourier coefficients), and has found important applications in both areas. See for example [Sh74, NPS73, Kos78, Kaw85, Ya86, Wall88a] , and a recent article of Jiang [Jia07] discussing its role in a general theory of periods of automorphic forms. From the point of view of representation theory, the space of generalized Whittaker models may be viewed as one kind of nilpotent invariant associated to smooth representations. Another nilpotent invariant is the wave front cycle:
defined by Harish-Chandra in the non-archimedean case and by Howe and Barbasch-Vogan in the archimedean case ( [How81, BV80] ; see also [Ros95, SV00] ). Recently, the behaviour of the wavefront set and the generalized Whittaker models under θ-correspondence was studied in [GZ14, LoMa] . For F non-archimedean, Moeglin and Waldspurger [MW87] have established that WFC(π) completely controls the spaces of generalized Whittaker models of interest, namely, the set of maximal orbits in WFC(π) coincides with the set of maximal orbits such that W O (π) = 0, and for any orbit O in this set we have
In [MW87] it is assumed that the residue characteristic is odd. This assumption was recently removed in [Var14] . In [Moe96] , the main result of [MW87] is used in order to prove that the maximal orbits in the wave-front set of a tempered representation are distinguished. This was generalized recently in [JLS] . For archimedean F, the correspondence between the wave-front set and non-vanishing of degenerate Whittaker models is not yet (fully) understood, except for several special cases including the representations with the largest Gelfand-Kirillov dimension [Vog78, Ma92] and unitary highest weight modules [Ya01] . For the latter, the wave front set was computed earlier in [Pr91a] . In [Mat87] , it is shown in full generality that every orbit O with W O (π) = 0 lies in the Zariski closure of some orbit in WFC(π). The paper [GS] proves an expected existence of non-zero maps from principal degenerate Whittaker models to admissible representations, and by Proposition 3.3.2 below, any other degenerate Whittaker model corresponding to the same orbit is mapped onto a principal degenerate Whittaker model. Theorems A and B allow to deduce from [MW87] the existence of embeddings of representations into the generalized Whittaker models corresponding to orbits lying in the closure of some orbits in the wave-front set. Our results are most effective for G n = GL(n, F). Let WF(π) denote the closure in the local filed topology of the union of all the orbits in WFC(π). In §4.3 we review the results of [MW87, Var14, Mat87, GS] and deduce, using Theorems A and B, the following theorem.
Moreover, in this case we can give a precise description of the generalized Whittaker spaces in terms of certain functors E k introduced in [AGS1, AGS2] in connection with the generalization of the theory of Bernstein-Zelveinsky derivatives to the archimedean setting. We will also use related functors I k that go in the other direction. We refer to §4.4 below for the precise definitions of both functors.
Theorem D ( §4.4). Let λ = (λ 1 , . . . , λ k ) be a partition of n and O λ ⊂ g * n be the corresponding nilpotent orbit. Then
where C denotes the one-dimensional representation of the trivial group G 0 , and for π ∈ M(G n ) we have
Using the main results of [AGS1, AGS2, GS13, GS] we obtain
Corollary E ( §4.5).
is irreducible and unitarizable, or if π is a monomial representation then
This corollary is new only in the archimedean case, since over p-adic fields (i) is well-known and (ii) is shown in [MW87] . In this case the "in addition" part holds for all irreducible π. Over archimedean fields, the "in addition" clearly does not extend to any irreducible π of finite dimension bigger than one. We conjecture that the functor π → W O (π) is exact for all reductive groups, and we hope to prove this in the future generalizing the technique of [AGS2] .
If F is archimedean, one can consider more general models, and analogs of Theorems A-D will remain valid for them, see Remark 2.5.4.
In Section 5 we give choice-free definitions of degenerate Whittaker models. These definitions use the Deligne filtration instead of the Jacobson-Morozov theorem and thus might be suitable for local fields of positive characteristic.
In the global case, instead of degenerate Whittaker models one considers explicit functionals on automorphic representations defined by integration against a character of a nilpotent subgroup. Such functionals are called Whittaker-Fourier coefficients and denoted WF S,ϕ (π). In Section 6 we give the definitions and explain how to adapt our arguments to the global case and deduce the following theorem.
Theorem F (See §6). Let K be a number field, let G be the group of adelic points of a reductive group defined over K and g be its Lie algebra. Let π be an automorphic representation of G.
(i) Let (S,φ) ∈ g × g * be a Whittaker pair and let ϕ ∈ G Sφ . Then WF S,φ (π) = 0 implies WF ϕ (π) = 0.
1.1. The structure of our proofs. Let us first describe the idea of the proof of Theorem A in the case ϕ =φ. We first show that S can be presented as h + Z, where h is a neutral element for ϕ and Z commutes with h and ϕ. Then we consider a deformation S t = h + tZ, and denote by u t the sum of eigenspaces of ad(S t ) with eigenvalues at least 1. We call a rational number 0 < t < 1 regular if u t = u t+ε for any small enough rational ε, and critical otherwise. Note that there are finitely many critical numbers, and denote them by t 1 < · · · < t n . Denote also t 0 := 0 and t n+1 := 1. For each t we define two subalgebras l t , r t ⊂ u t . Both l t and r t are maximal isotropic subspaces with respect to the form ω ϕ , r t contains all the eigenspaces of Z in u t with positive eigenvalues and l t contains all the eigenspaces with negative eigenvalues. Note that the restrictions of ϕ to l t and r t define characters of these subalgebras. Let L t := Exp(l t ) and R t := Exp(r t ) denote the corresponding subgroups and χ ϕ denote their characters defined by ϕ.
The Stone-von-Neumann theorem implies
. We show that for any 0 ≤ i ≤ n, r t i ⊂ l t i+1 . This gives a natural epimorphism
Altogether, we get
If ϕ =φ, we identify g ≃ g * using a non-degenerate invariant form and complete ϕ to an sl 2 -triple (e, h, ϕ) such that h commutes with S. Then we show, using the Slodowy slice, that the conditions imply thatφ is conjugate under G S to ϕ + ϕ ′ with ad * (e)(ϕ ′ ) = 0. We finish the proof by a deformation argument similar to the case ϕ =φ.
For the proof of Theorem B we identify g * n with g n using the trace form, and parameterize nilpotent orbits by partitions. Then we prove the theorem for partitions of length two by an elementary matrix conjugation argument. We finish the proof by induction. The induction argument, however, is not so easy since the statement is not "transitive". For any pair of partitions λ ≤ µ (where ≤ refers to the natural order on partitions which corresponds to the closure order on orbits), we consider two pairs of partitions of two smaller numbers that add up to a number bigger than n. Then we take S ′ and S ′′ corresponding to the two pairs of partitions and force them to coincide on the joint block by adding a scalar matrix to one of them. In this way we obtain a diagonal matrix S ∈ gl n (Z) that satisfies the requirements of the theorem.
The proof of Theorem C differs between the archimedean and non-archimedean cases. For archimedean F it was shown in [GS] that for π ∈ M(G n ), the principal degenerate Whittaker model W S,ϕ (π) does not vanish for any ϕ ∈ WF(π). By Theorem A, W S,ϕ (π) embeds into W ϕ (π) and Theorem C follows. In the non-archimedean case it was shown in [MW87] that W S,φ (π) = 0 for any Whittaker pair (S,φ) such that the orbit ofφ is a maximal orbit in WFC(π). We prove Theorem D by induction on k. We let λ ′ := (λ 2 , . . . , λ k ), and by the induction hypothesis get
Thus, in order to prove (4) we have to show that
We note that both sides of the formula are isomorphic to inductions of the same character from two nilpotent subgroups that differ only in the last λ 1 columns. Then we prove (6) by a deformation argument similar to the proof of Theorem A. Finally, (5) follows from (4) by a version of Frobenius reciprocity. Corollary E follows from (5) using the properties of archimedean prederivatives proven in [AGS1, AGS2, GS13, GS].
The proof of Theorem F is analogous to the proofs of Theorems A, B. The only difference is that we cannot apply the Stone-von-Neumann theorem since in the global case we consider WhittakerFourier coefficients, that are some explicit functionals on an automorphic representation. We replace it by Lemma 6.0.2, that is proven by an explicit integral transform followed by a Fourier transform on a compact abelian group. This lemma is in the spirit of [GRS11,  2. Preliminaries 2.1. Notation. For a semi-simple element S and a rational number r we denote by g S r the reigenspace of the conjugation by S and by g S ≥r the sum r ′ ≥r g S r ′ . We will also use the notation (g * ) S r and (g * ) S ≥r for the corresponding grading and filtration of the dual Lie algebra g * . For X ∈ g or X ∈ g * we denote by g X the centralizer of X in g, and by G X the centralizer of X in G. We say that an element h ∈ g is rational semi-simple if its adjoint action on g is diagonalizable with eigenvalues in Q.
If (f, h, e) is an sl 2 -triple, we will say that e is a nil-positive element for h, f is a nil-negative element for h, and h is a neutral element for e. For a representation V of (f, h, e) we denote by V e the space spanned by the highest-weight vectors and by V f the space spanned by the lowest-weight vectors.
From now on we fix a non-trivial unitary additive character
such that if F is archimedean we have χ(x) = exp(2πiℜ(x)) and if F is non-archimedean the kernel of χ is the ring of integers.
2.2. sl 2 -triples. We will need the following lemma which summarizes several well-known facts about sl 2 -triples. 
is an sl 2 -triple and Z commutes with two of its elements then it commutes also with the third one.
It is easy to see that the lemma continues to hold true if we replace the nil-positive elements by nil-negative ones (and g h 2 by g h −2 ). Definition 2.2.2. We will say that h ∈ g is a neutral element for ϕ ∈ g * if ϕ ∈ (g * ) h −2 and the linear map (g * ) h 0 → (g * ) h −2 given by x → ad * (x)(ϕ) is an epimorphism. Note that if we identify g with g * (in a G-equivariant way) this property becomes equivalent to ϕ being a nilnegative element for h, or −h being a neutral element for ϕ. From now till the end of the subsection let G be either an l-group or an affine real algebraic group, and H ′ ⊂ H ⊂ G be (Zariski) closed subgroups.
and let π * denote the dual representation, (endowed with the strong dual topology in the archimedean case). Then
, where ∆ H and ∆ G denote the modular functions of H and G.
The non-archimedean case of this lemma follows from [BZ76, Proposition 2.29]. We prove the archimedean in Appendix A. We will only use this lemma in the case when G is reductive, π ∈ M(G), H is nilpotent and ρ is one-dimensional.
Oscillator representations of the Heisenberg group.
Definition 2.4.1. Let W n denote the 2n-dimensional F-vector space (F n ) * ⊕ F n and let ω be the standard symplectic form on W n . The Heisenberg group H n is the algebraic group with underlying algebraic variety W n × F with the group law given by (w 1 , z 1 )(w 2 , z 2 ) = (w 1 + w 2 , z 1 + z 2 + 1/2ω(w 1 , w 2 )).
Note that H 0 = F. Definition 2.4.2. Let χ be the additive character of F, as in (7). Extend χ trivially to a character of the commutative subgroup 0 ⊕ F n ⊕ F ⊂ H n . The oscillator representation ̟ χ is the unitary induction of χ from 0 ⊕ F n ⊕ F to H n . Define the smooth oscillator representation σ χ to be the space of smooth vectors in ̟ χ .
In the archimedean case we apply the characterization of smooth vectors in a unitary induction given in [Pou72, Theorem 5.1]. By this characterization σ χ can be identified with the space
This space coincides with the Schwartz space S((F n ) * ), which in turn can be identified with ind
In the non-archimedean case let us prove a stronger statement: ind
, where Ind denotes the full smooth induction. Indeed let f ∈ Ind Hn 0⊕F n ⊕F (χ), and let f ′ be the restriction of f to (F n ) * ⊕ 0 ⊕ 0. Since f is smooth, i.e. fixed by an open compact subgroup K of H n , for any ϕ ∈ (F n ) * and v ∈ F n ∩ K we have χ(ϕ(v))f ′ (ϕ) = f ′ (ϕ). This implies that f ′ has compact support, and thus f ∈ ind 
Lemma 2.4.6. Let F be non-archimedean. Let τ be a smooth representation of H n on which the center acts by the character χ, and let τ denote the smooth contragredient. Then
2.5. Degenerate Whittaker models.
Definition 2.5.1. (i) A Whittaker pair is an ordered pair (S, ϕ) such that S ∈ g is rational semi-simple, and ϕ ∈ (g * ) S −2 . Given such a Whittaker pair, we define the space of degenerate Whittaker models W S,ϕ in the following way: let u := g S ≥1 . Define an anti-symmetric form ω ϕ on g by ω ϕ (X, Y ) := ϕ([X, Y ]). Let n be the radical of ω ϕ | u . Note that u, n are nilpotent subalgebras of g, and [u, u] ⊂ g S ≥2 ⊂ n. Let U := Exp(u) and N := Exp(n) be the corresponding nilpotent subgroups of G. Let n ′ := n ∩ Ker(ϕ), N ′ := Exp(n ′ ). If ϕ = 0 we define
Assume now that ϕ is non-zero. Then U/N ′ has a natural structure of a Heisenberg group, and its center is N/N ′ . Let χ ϕ denote the unitary character of N/N ′ given by χ ϕ (exp(X)) := χ(ϕ(X)). Let σ ϕ denote the oscillator representation of U/N ′ with central character χ ϕ , and σ ′ ϕ denote its trivial lifting to U . Define (9) W S,ϕ := ind
(ii) For a nilpotent element ϕ ∈ g * , define the generalized Whittaker model W ϕ corresponding to ϕ to be W S,ϕ , where S is a neutral element for ϕ if ϕ = 0 and S = 0 if ϕ = 0. By Lemma 2.2.1 W ϕ depends only on the coadjoint orbit of ϕ, and does not depend on the choice of S. Thus we will also use the notation W O for a nilpotent coadjoint orbit O ⊂ g * . In §5 we reformulate this definition without choosing S, but using the Killing form. (iii) For π ∈ M(G) define the degenerate and generalized Whittaker spaces of π by
, where π denotes the contragredient representation. In the non-archimedean case this is obvious and in the archimedean case this follows from the DixmierMalliavin theorem [DM78] .
Lemma 2.5.2. Let l ⊂ u be a maximal isotropic subalgebra and
Proof. By Corollary 2.4.5 and Lemma 2.3.2 we have
In the case when F is non-archimedean and π ∈ M(G), slightly different degenerate Whittaker models are considered in [MW87] . Namely, let U ′′ denote the subgroup of U generated by Exp(g S >1 ) and the kernel of χ ϕ . Let π (U ′′ ,χϕ) denote the biggest quotient of π on which U ′′ acts by the character χ ϕ . Then [MW87] considers Hom U (σ ϕ , π (U ′′ ,χϕ) ). By Lemma 2.4.6 and Frobenius reciprocity we have
Remark 2.5.3. For non-archimedean F we can define WM S,ϕ to be the full induction Ind
Since for L as in Lemma 2.5.2 we have σ ′ ϕ = Ind U L χ ϕ , our proof of Theorem A will show that under the under the conditions of this theorem we have a G-equivariant embedding WM S,φ ֒→WM ϕ . For π ∈ M(G) one can define WM S,ϕ (π) := Hom G (π, WM S,ϕ ). By the Frobenius reciprocity [BZ76, Theorem 2.28] we have WM S,ϕ (π) = Hom L (π, χ ϕ ) which by Lemma 2.5.2 is isomorphic to W S,ϕ (π). Thus, all the results of the paper can be reformulated in terms of the full induction.
In order to have an analogous formulation in the archimedean case one needs a notion of full induction of smooth Fréchet representations of moderate growth, that will satisfy transitivity of induction, Frobenius reciprocity (as in [BZ76, Theorem 2.28]) and
It consists of functions of moderate growth from G to V which are equivariant under H. It satisfies the first two of our requirements but not the third one. Probably in the suitable notion of full induction the definition of function of moderate growth should take into account the action of H on V .
Remark 2.5.4. If F is archimedean, one can define W S,ϕ for any semi-simple S with real eigenvalues in the same way, and the proof of Theorem A will be valid for this case without changes.
Proof of Theorem A
We will prove in §3.2 the following generalization of Theorem A.
Theorem 3.0.1. Let (S, ϕ) and ( S,φ) be two Whittaker pairs in g such that ϕ ∈ G Sφ . Suppose that g ϕ ∩ g S ≥1 ⊂ g S ≥1 and that there exists a neutral element h for ϕ such that h commutes with S and S, and S − h commutes withφ. Then there is a G-equivariant epimorphism of W S,ϕ onto W S,φ .
In order to deduce Theorem A we will need the following lemma.
Lemma 3.0.2 (See §3.1). Let P denote the set of conjugacy classes of Whittaker pairs in g and let Q denote the set of conjugacy classes of pairs of elements ϕ ∈ g * , Z ∈ g ϕ such that ϕ is nilpotent and Z is rational semi-simple.
Define a map µ : Q → P in the following way: for any q ∈ Q choose (Z, ϕ) ∈ q, let h ∈ g Z be a neutral element for ϕ| g Z and define µ(q) to be the class of the pair (Z + h, ϕ). Then the map µ is a well-defined bijection.
Proof of Theorem A. By Lemma 3.0.2 there exists a neutral element h for ϕ which commutes with S. Then we have g ϕ ∩ g h ≥1 = 0 . Theorem 3.0.1 applied to the Whittaker pairs (h, ϕ) and (S,φ) implies now that there exists a G-equivariant epimorphism of W h,ϕ = W ϕ onto W S,φ .
In the same way we obtain the following corollary of Theorem 3.0.1 for the case ϕ =φ.
Corollary 3.0.3. Let (S, ϕ) and ( S, ϕ) be two Whittaker pairs with the same nilpotent element and commuting semi-simple elements. If
Proof. By Lemma 3.0.2 applied to the group G S−S we obtain that there exists a neutral element h for ϕ that commutes with S and S. Thus the corollary follows from Theorem 3.0.1. This corollary enables one to define a preorder on the set of models corresponding to a fixed nilpotent element ϕ. Let us describe this preorder more explicitly. Choose a neutral element h for ϕ and let a be a maximal split Cartan subalgebra in g that includes h. Choose a root system Σ on a. By Lemma 3.0.2, if (S, ϕ) is any Whittaker pair, then S is conjugate to h + Z for some Z in the stabilizer a ϕ of ϕ in a.
Corollary 3.0.3 immediately implies the following one.
Remark 3.0.6. For ϕ / ∈ Gφ, the condition on the existence of h cannot be omitted in Theorem 3.0.1. Indeed, let F be a p-adic field,φ be a regular nilpotent element in g * n and S be a neutral element forφ. Let S = S. Then for any non-regular nilpotent orbit we can find a representative ϕ ∈ G S ϕ. However, for any supercuspidal representation π of G n we have W S,ϕ (π) = 0 while W S,φ (π) = 0.
Remark 3.0.7. The condition ϕ ∈ G Sφ in Theorem 3.0.1 cannot be replaced by the weaker condition ϕ ∈ Gφ. Indeed, let G := GL(4, F), where F is a p-adic field. Let S := S := diag(3, 1, −1, −3).
2 be defined by trace pairing with nilpotent elements in lower-triangular Jordan form with block sizes (2, 2) and (3, 1) in correspondence. Then ϕ ∈ Gφ but f / ∈ G Sφ . Let χ be a character of GL(2, F), σ be an irreducible cuspidal representation of GL(2, F) and π := χ×σ ∈ M(G) be their Bernstein-Zelevinsky product. Then the spaces W S,ϕ (π) and W S,φ (π) can be expressed through the Bernstein-Zelevinsky derivatives (see [BZ77] ) in the following way: (D 3 (π) ). We have
and by the Leibnitz rule for Bernstein-Zelevinsky derivatives
and thus W S,φ (π) = C while W S,ϕ (π) = 0.
3.1. Proof of Lemma 3.0.2. We will need the following lemma.
Lemma 3.1.1. Let (f, h, e) be an sl 2 -triple in g, let L be its centralizer in G and let l be its centralizer in g. Let Z 1 , Z 2 ∈ l and suppose that h + Z 1 is conjugate to h + Z 2 by an element of G f . Then Z 1 is conjugate to Z 2 by an element of L.
Proof. Note the Levi decomposition G f = LU , where U is the nilradical of G f . It is enough to show that if u ∈ U, X ∈ g h and ad(u)X ∈ g h then ad(u)X = X. This holds since u = Exp(Y ) for some Y ∈ (g f ) ∩ g h <0 and [Y, X] ∈ g h . Proof of Lemma 3.0.2. We choose a non-degenerate conjugation-invariant symmetric bilinear form on g and use it to identify g with g * . Thus, instead of ϕ ∈ g * we will consider f ∈ g.
To see that µ is well-defined, let Z, f ∈ g. Let (f, h, e) be an sl 2 -triple in g Z . Note that any two choices of such a triple are conjugate by G Z ∩ G f . Note also that for any g ∈ G, (ad(g)f, ad(g)h, ad(g)e) is an sl 2 -triple in g ad(g)Z , and (ad(g)h+ad(g)z, ad(g)f ) = ad(g)(h+z, f ) ∈ P. Thus µ is well-defined.
To see that µ is onto, let c ∈ P and (S, f ) ∈ c. Fix an embedding g ⊂ gl n . Choose a Cartan subalgebra a ⊂ gl n that includes S and choose a root system such that f lies in the sum of simple root spaces. Choose h ′ ∈ a to be −2 on the roots "present" in f and zero on other roots. Then S − h ′ commutes with f and S. Since g is reductive, there exists a g-module projection p : gl n ։g.
and h ∈ Im(ad(f )) and thus, by Lemma 2.2.1, −h is a neutral element for f . Thus c = µ(S − h, f ).
It is left to show that µ is injective. Let q, q ′ ∈ Q such that µ(q) = µ(q ′ ), and let (Z, f ) and (Z ′ , f ′ ) be their representatives. Then there exist sl 2 -triples (f, h, e) in g Z and (f ′ , h ′ , e ′ ) in g Z ′ , and g ∈ G such that ad(g)(f ) = f ′ and ad(g)(h + Z) = h ′ + Z ′ . Note that (f ′ , ad(g)h, ad(g)e) is an sl 2 -triple and thus ad(g)h and h ′ are conjugate by G f . Thus we can assume that f = f ′ , h = h ′ , and h + Z is conjugate to h + Z ′ by G f . By Lemma 3.1.1 this implies that Z is conjugate to Z ′ by G f and thus (Z, f ) is conjugate to (Z ′ , f ′ ). Lemma 3.2.1. Let l, r ⊂ g be nilpotent subalgebras such that [l, r] ⊂ l ∩ r, ω| l = 0, ω| r = 0 and the radical of ω| l+r is l ∩ r. Then l + r is a nilpotent Lie algebra and
Proof. If ϕ = 0 then ω = 0, thus l+r = l∩r, l = r and there is nothing to prove. Now suppose ϕ = 0 and denote k := l ∩ r ∩ Ker(χ ϕ ). Then Exp(l + r)/ Exp(k) is the Heisenberg group corresponding to the symplectic form induced by ω on the space (l + r)/(l ∩ r). Since l/(l ∩ r) and r/(l ∩
Then the previous results imply that the map f →f defines an isomorphism between these two spaces.
In the course of our proof we will make several choices and introduce some notation. The reader is welcome to track those on Examples 3.2.10 and 3.2.11 below.
Let z := S − h and K := S − z. Choose a symmetric bilinear non-degenerate G-invariant form on g and let f ∈ g correspond to ϕ using this form. Let e be the nil-positive element for h and f . Then e ∈ a := g z . Consider the embedding a * ֒→ g * corresponding to the bilinear form on g. Let A := G z .
Lemma 3.2.3. There exists ϕ ′ ∈ ((a * ) e ) K −2 such that ϕ + ϕ ′ ∈ G Sφ . Proof. Note that a * = (a * ) e ⊕ ad * (f )(a * ). Since K preserves both summands we get
Consider the map ν :
given by ν(g, X) := g(ϕ + X). Note that the differential of ν at the point (1, 0) is onto, and thus the image of ν contains an open neighborhood of ν(1, 0) = ϕ. Since ϕ ∈ G Sφ , the image of ν intersects the orbit G Sφ .
Letφ ′ := ϕ + ϕ ′ . Let i denote the smallest of the h-weights of ϕ ′ . If ϕ ′ = 0 we take i to be 0. Note that i is always non-negative.
Decompose a ϕ to joint eigenspaces of the commuting semi-simple operators h and K and let X be the component of
For any rational number 0 ≤ t ≤ 1 define (14)
, and w t := g St 1 . Definition 3.2.5. We call t regular if u t = u t+ε for any small enough ε ∈ Q, or in other words w t ⊂ g Z . If t is not regular we call it critical. For convenience, we will say that 0 is critical and 1 is regular.
Note that there are only finitely many critical numbers.
Lemma 3.2.6. (i) The form ω is ad(Z)-invariant.
( a)(ϕ) )(b) = 0∀b ⇐⇒ ad * (a)(ϕ) = 0. Thus Ker ω = g ϕ . Since ϕ is given by pairing with f , its stabilizer g ϕ coincides with the space g f that is spanned by the lowest weight vectors. (iii) Ker(ω| wt ) = w t ∩ Ker ω since ω(w t , g St s ) = 0 for any s = −1.
By the conditions of the theorem we have
Choose a Lagrangian m ⊂ g Z 0 ∩ g S 1 and let (15)
) + Ker(ω| ut ) and r t := m + (u t ∩ g Z >0 ) + Ker(ω| ut ). Lemma 3.2.7. (i) l t and r t are ideals in u t and [l t , r t ] ⊂ l t ∩ r t .
(ii) For any t ≥ 0, l t and r t are maximal isotropic subspaces of u t .
(iii) Suppose that 0 ≤ s < t, and all the elements of the open interval (s, t) are regular. Then r s ⊂ l t .
Proof. (i) follows from the inclusion [u
(ii) Since ω is ad(Z)-invariant, we see that l t and r t are isotropic. To show that l t is maximal isotropic, let Y ∈ g Z s ∩ u t . Let R denote the radical of
Thus, if we enlarge l t it will stop being isotropic. Now, note that ω defines a symplectic structure on u t /R ≃ w t /(w t ∩ g Z 0 + w t ∩ g ϕ ), and the image of l t in this space is Lagrangian. The image of r t is a complementary isotropic subspace, thus also a Lagrangian, and thus r t itself is maximal isotropic in u t .
(iii) Note that w s ∩ g Z >0 ⊂ v t ⊂ l t . Let us show that v s ⊂ l t . Note that v s ⊂ u t , since all the elements in (s, t) are regular. Let Y ∈ v s be a joint eigenvector for ad(S) and ad(Z). If Y / ∈ v t then Y ∈ w t and its Z-eigenvalue is negative. Thus Y ∈ l t . Now by Lemma 3.2.6 (v) we get w s ∩ g ϕ ⊂ u t ∩ g ϕ ⊂ l t , and from Lemma 3.2.6 (ii)-(iv) this implies Ker(ω| us ) ⊂ l t . Altogether we get r s ⊂ l t . 
Define
t , [l ′ t , r ′ t ] ⊂ l ′ t ∩r ′ t and for 0 ≤ t < (i+1)/(i+2) we have l ′ t = l t and r ′ t = r t . (iii) l ′ t ∩ r ′ t is the radical of ω| l ′ t +r ′ t
Proof. Part (i) follows immediately from Lemma 3.2.7(iii).
For part (ii) note that i ≥ 0, ϕ ′ ∈ (g * )
St
≥i−t(i+2) and thus Ker(ϕ ′ ) ⊃ g St >−i+t(i+2) . Thus, for t < 1 we have [u t , u t ] ⊂ Ker(ϕ ′ ) and for 0 ≤ t < (i + 1)/(i + 2) we have u t ⊂ Ker(ϕ ′ ). Since [u t , u t ] ⊂ v t ⊂ l t ∩ r t we obtain (ii).
For part (iii) we can assume that t ≥ (i + 1)/(i + 2) and ϕ ′ = 0. Then, by Lemma 3.2.4, there exists X ∈ g ϕ ∩ u t with ϕ ′ (X) = 1. Thus, the image of l ′ t in u t /(g ϕ ∩ u t ) coincides with the image of l t , and the image of r ′ t coincides with the image of r t . Since those images are Lagrangian, l ′ t ∩ r ′ t is the radical of ω| l ′ t +r ′ t .
Lemmas 3.2.8 and 3.2.1 imply that
t ) χ ϕ and for s < t such that all the numbers in (s, t) are regular we have (18) ind
We are now ready to prove Theorem 3.0.1.
Proof of Theorem 3.0.1. Let 0 < t 1 < · · · < t n be all the critical numbers. Note that r ′ tn is an isotropic subalgebra of u 1 , and that it is also isotropic with respect to the form ω ϕ+ϕ ′ (X, Y ) := (ϕ+ ϕ ′ )([X, Y ]). Let q be a maximal isotropic subspace of u 1 with respect to this form. It includes v 1 and thus is necessary a subalgebra. Note that
Remark 3.2.9. Observe that, in the above proof, the map ind
) χ ϕ is simply given by integration over Exp(r ′ t i )\ Exp(l ′ t i+1 ). From this, and the observation given in Remark 3.2.2, we see that the G-equivariant epimorphism promised in Theorem 3.0.1 is given by a series of integral transforms followed, if necessary, by conjugation by an element of G.
Let us now present two examples for the elements and subalgebras defined in the course of the proof. Let G := GL(4, F) and define ϕ by ϕ(X) := Tr(X(E 21 + E 43 )), where E 21 and E 43 are elementary matrices. Let h be the diagonal matrix diag(1, −1, 1, −1) and S := h. Example 3.2.10. Letφ := ϕ, K := diag(3, 1, −1, −3), z := 0. Then Z = diag(2, 2, −2, −2), S t = diag(1 + 2t, −1 + 2t, 1 − 2t, −1 − 2t) and the weights of S t are as follows:
The critical numbers are 1/4 and 3/4. For t = 1 and for t = 3/4 we get the standard degenerate Whittaker model. We have r ′ t = r t , l ′ t = l t for all t. The above system of inclusions of r 0 ⊂ l 1/4 ∼ r 1/4 ⊂ l 3/4 = r 3/4 is: 
Here, both * and − denote arbitrary elements. − denotes the entries in v t and * those in w t . The letter a denotes an arbitrary element, but the two appearances of a denote the same numbers. The passage from l 1/4 to r 1/4 is denoted by ∼. At 3/4 we have l 3/4 = r 3/4 .
Let us now give an example in which ϕ andφ are not equal and not conjugate. 
Principal degenerate Whittaker models.
Definition 3.3.1. We say that a Whittaker pair (ϕ, S) is principal if there exists a maximal split torus T ⊂ G and a choice of positive roots for T in g such that all simple roots are equal to -2 on S and ϕ lies in the sum of root spaces corresponding to simple roots. Note that in this case we have ad * (S)ϕ = −2ϕ.
A principal degenerate Whittaker model is the degenerate Whittaker model corresponding to a principal Whittaker pair.
Note that ϕ can be completed to a principal Whittaker pair if and only if it is a principal nilpotent element for a Levi subgroup of G. For the general linear groups, every orbit includes such an element. For complex classical groups, all such orbits are described in [GS, §6] in terms of the corresponding partitions. Proposition 3.3.2. Suppose that ϕ ∈ g * can be completed to a principal Whittaker pair. Then any degenerate Whittaker model W S,ϕ can be mapped onto some principal degenerate Whittaker model W S,ϕ .
Proof. By Lemma 3.0.2, we can choose a neutral element h for ϕ such that S = h + Z, where Z commutes with ϕ and h. Choose a maximal split torus a ⊂ g that includes h and Z. Choose a system of positive roots for a in g Z such that ϕ lies in the sum of root spaces corresponding to simple roots. Uniting this system with the set of all the roots in g Z >0 we obtain a positive root system for h in g. Let ∆ denote the set of simple roots. Define S ∈ a by α( S) = −2 for all α ∈ ∆. Then (ϕ, S) is a principal Whittaker pair, and we show that Z ≥ ϕ S − h in the sense of Definition 3.0.4. Indeed, if α ∈ Σ such that α(h) ≤ 0 and α(Z) ≥ 1 − α(h) then α(Z) > 0, thus α is a positive root and hence α( S) > 1. Thus Z ≥ ϕ S − h and by Corollary 3.0.5 we can map W S,ϕ onto W S,ϕ .
General linear groups
4.1. Notation. Let us first introduce some notation. A composition η of n is a sequence of natural (positive) numbers η 1 , . . . , η k with η i = n. The length of η is k. A partition λ is a composition such that λ 1 ≥ λ 2 ≥ · · · ≥ λ k . For a composition η we denote by η ≥ the corresponding partition. A partial order on partitions of n is defined by
µ i for any 1 ≤ j ≤ length(λ), length(µ).
We will use the notation diag(x 1 , . . . , x k ) for diagonal and block-diagonal matrices. For a natural number k we denote by J k ∈ g k the lower -triangular Jordan block of size k, and by h k the diagonal matrix h k := diag(k − 1, k − 3, . . . , 1 − k). For a composition η we denote
Note that [h η , J η ] = −2J η and (J η , h η ) can be completed to an sl 2 -triple. Identify g * n with g n using the trace form. Denote by O η the orbit of J η , and also the corresponding orbit in g * n . By the Jordan theorem all nilpotent orbits are of this form. It is well known that O η ⊂ O γ if and only if η ≥ ≤ γ ≥ . Let T n ⊂ G n denote the subgroup of diagonal matrices and t n ⊂ g n the subalgebra of diagonal matrices.
Proof of Theorem B.
Let E ij denote the elementary matrix with 1 in the (i, j) entry and zeros elsewhere.
Lemma 4.2.1. For any p, q, r ∈ Z ≥0 with p ≥ r there exists a diagonal matrix S ∈ t m (Z), where m = p + q + r, and a regular nilpotent X ∈ g q+r such that [S, J (p+q,r) ] = −2J (p+q,r) and
Proof. If r = 0 or q = 0 we take X := J q+r , S := h (p+q,r) and note that diag(J p , X) ∈ T m J (p+q,r) ⊂ (G m ) S J (p+q,r) . Assume now q, r > 0 and let Note that S i := S ii = p + q − (2i − 1) for 1 ≤ i ≤ p + q and S i = 2r + 3q + p − (2i − 1) for p + q + 1 ≤ i ≤ m. Thus S m−r+j = S p−r+j for 1 ≤ j ≤ r and thus g commutes with S. Note also that F ′ := Ad(g)(F ) = F + E p+1,m . Conjugating F ′ by a suitable diagonal matrix we can obtain F ′ − (1 − t)E p+1,p ∈ (G m ) S F for any t ∈ F × . Letting t go to zero, we get that
Finally, it is easy to see that f = diag(J p , X) for a regular nilpotent X ∈ g q+r .
Lemma 4.2.2. Let λ, µ be partitions of n with λ ≥ µ. Then there exists an index i ≤ length(λ) such that λ i ≥ µ i ≥ λ i+1 . Here, if i = length(λ) we take λ i+1 = 0.
Proof. We prove by induction on length(λ). If length(λ) = 1 take i = 1. For the induction step, assume length(λ) ≥ 2 and the lemma holds for all shorter partitions. If µ 1 ≥ λ 2 take i := 1. Otherwise, consider the partitions λ ′ = (λ 1 + λ 2 − µ 1 , λ 3 , . . . ) and µ ′ = (µ 2 , µ 3 , . . . ). Note that these are indeed partitions and λ ′ ≥ µ ′ . Thus, by the induction hypothesis there exists j such that
. If j > 1 take i := j + 1. If j = 1 then µ 2 ≥ λ 3 and we also have λ 2 > µ 1 ≥ µ 2 . Thus we can take i := j + 1 = 2 in this case as well.
We are now ready to prove Theorem B. Let us reformulate it in terms of partitions.
Theorem 4.2.3. Let λ, µ be partitions of n. Then λ ≥ µ if and only if there exists S ∈ t n (Z) such that [S,
Proof. We prove the lemma by induction on n. The base case n = 1 is obvious. For the induction step, assume that the lemma holds for all n ′ < n. By Lemma 4.2.2 there exists an index i with i ≤ length(λ) such that λ i ≥ µ i ≥ λ i+1 . Let r := λ i+1 , q := µ i − λ i+1 , p := λ i + λ i+1 − µ i , and m := λ i + λ i+1 . Now consider the partition λ ′ obtained by replacing the blocks λ i and λ i+1 by a single block p, and the partition µ ′ obtained from µ by omitting the block µ i . Note that both are indeed partitions of n − µ i and that λ ′ ≥ µ ′ . Thus, by the induction hypothesis there exists
Choose S ′ ∈ t m (Z) and X ∈ g µ i using Lemma 4.2.1. Consider the matrix Z ′ formed by taking the first p elements on the diagonal of S ′ and the matrix Z ′′ formed by taking the p elements number λ 1 + · · · + λ i−1 + 1, . . . , λ 1 + · · · + λ i−1 + p on the diagonal of S ′′ . Note that Z ′ − Z ′′ is a diagonal matrix that commutes with J p and thus equals c Id p for some integer c. Replacing S ′ by S ′ − c Id m we can assume that Z ′ = Z ′′ and thus there exists S ∈ t n (Z) that includes both S ′ and S ′′ as diagonal submatrices.
Let us show that S satisfies the conditions of the lemma. Let a := i−1 j=1 λ j and d :=
Let dι 1 : g m ֒→g n and dι 2 : g n−µ i ֒→g n be the differentials of ι 1 , ι 2 . These embeddings map the centralizers of S ′ and S ′′ into the centralizer of S.
Remark 4.2.4. One can show that if µ is obtained from λ by taking some parts apart, or by replacing two parts of the same parity by two equal parts, then W O λ imbeds into W Oµ . This follows from Theorem A by taking S := h λ ,φ(X) := Tr(XJ λ ), and ϕ(X) := Tr(XJ µ ). However, this does not extend to arbitrary µ ≤ λ. For example, if λ = (4, 1) and µ = (3, 2) then (g * n )
For the symplectic groups one can show that if µ is obtained from λ by replacing two parts of the same parity by two equal parts, then one can embed the generalized Whittaker model corresponding to an orbit with partition λ into the generalized Whittaker model corresponding to an orbit with partition µ.
Proof of Theorem C.
4.3.1. Archimedean case. For a smooth representation π of a real reductive group G one can define one more invariant, which we denote V(π) and call the annihilator variety of π. It is sometimes called the associated variety of the annihilator of π. It is defined to be the set of zeros in g * C of the ideal in the symmetric algebra S(g C ), which is generated by the symbols of the annihilator ideal of π in the universal enveloping algebra U (g C ). It follows from [Vog91, Theorem 8.4] and [SV00] that V(π) is the Zariski closure of WF(π) in g * C . We will use the following theorem In fact, the theorem in [Mat87] is even more general. Note that for G = G n (R) or G n (C) different nilpotent coadjoint orbits in g * define different orbits in g * C , hence WF(π) = V(π) ∩ g * and thus Theorem 4.3.1 implies one direction of Theorem C.
To prove the other direction we use the results of [GS] on the non-vanishing of principal degenerate Whittaker models for quasi-split groups.
Theorem 4.3.2 ([GS, Theorem B]). Let S := S n = diag(n − 1, n − 3, . . . , −n + 1) ∈ g n . Let O ⊂ g * n be a nilpotent orbit and let
Note that by Theorem A W S,ϕ O (π) embeds into W O (π). Theorem C follows now from Theorems 4.3.1, 4.3.2 and A. 4.3.2. Non-archimedean case. Let ϕ ∈ g * and let ν : F × → G be an algebraic group morphism (defined over F) such that ad * (ν(t))ϕ = t 2 ϕ. (
Then ad * (ν(t))φ = t −2φ and W ν,φ = W S,φ . By Theorem 4.3.3 W S,φ (π) = 0 and by Theorems A and B we have an epimorphism W O ։W S,φ , hence W S,φ (π) embeds into W O (π), and thus W O (π) = 0.
4.4.
Definition of derivatives and proof of Theorem D. The notion of derivative was first defined in [BZ77] for smooth representations of G n over non-archimedean fields and became a crucial tool in the study of this category. In [AGS1] this construction was extended to the archimedean case. The definition of derivative is based on the "mirabolic" subgroup P n of G n consisting of matrices with last row (0, . . . , 0, 1). The unipotent radical of this subgroup is an (n − 1)-dimensional linear space that we denote V n , and the reductive quotient is G n−1 . We have a natural isomorphism P n = G n−1 ⋉ V n . The group G n−1 has 2 orbits on V n and hence also on the dual group V * n : the zero and the non-zero orbit. The stabilizer in G n−1 of a non-trivial character of V n is isomorphic to P n−1 .
Let ψ n be the standard non-trivial unitary character of V n , given by
where χ is the fixed additive character of F, as in (7). We will also denote by ψ n the corresponding character of the Lie algebra v n . For all n and for all smooth representations π of P n , we define
and we put
If F is non-archimedean, our definition of Φ − coincides with the one in [BZ76, §5.11]. It differs from the definition in [BZ77] by the twist by the character | det | 1/2 .
For a smooth representation π of G n we define a representation
We call it the k-th pre-derivative of π.
Define also a functor Φ + c : Rep
where Rep ∞ denotes the category of smooth representations as in Definition 2.3.1, and
Gn π)).
Lemma 4.4.1. Let λ be a partition of n and let π ∈ M(G n ). Then
The proof of this lemma is analogous to the proof of Lemma 2.5.2. If F is archimedean then the space π(V n , ψ n ) has the same closure as the space π(v n , ψ n ) defined analogously using the Lie algebra action, since both closures equal to the joint kernel of all (V n , ψ n )-equivariant continuous functionals on π. It is shown in [AGS2] that if π ∈ M(G n ) then π(v n , ψ n ) is closed. Moreover, it is shown that for any i, the space Φ i (π)(v n , ψ n ) is closed in this case. Thus for π ∈ M(G n ) our definition of E k coincides with the functorẼ k used in [AGS1, AGS2] . It differs from the functor E k used in [AGS1, AGS2] by the twist by the character | det | (k−1)/2 .
Let us now start proving Theorem D. Let λ be a partition of n and η be the inverse reordering of λ. Let f := J η , h := h η and let e ∈ g n be the unique element such that (f, h, e) is an sl 2 triple. We will prove Theorem D by induction on k := length(η). Let Z be a diagonal matrix with first n − η k entries equal to zero, and last η k entries equal to η k + η k−1 . Define ϕ ∈ g * by ϕ(X) := Tr(f X) and let ω := ω ϕ . For 0 ≤ t ≤ 1 let S t := h + tZ and define u t , l t and r t as in formulas (14,15) in §3.2 (note though that our l ′0 . Proof. Part (i) follows from Lemma 3.2.7(i) and the fact that a is a subalgebra of g.
For part (ii) note that the h-weight of e n−η k +1 is the maximal weight inside the standard representation, and thus any element of u 0 annihilates it.
The next lemma follows from the structure of the lowest-weight vectors in a tensor product of irreducible representations of sl 2 .
Lemma 4.4.3. Let σ and τ be two irreducible representations of an sl 2 -triple (f, h, e) with dim σ ≥ dim τ . Let L := Hom F (σ, τ ) = σ * ⊗ τ . Let L 0 denote the annihilator in L of the highestweight vector in σ, and L f denote the space spanned by all the lowest-weight vectors in L.
and note that (u t ) Z ≤0 ⊂ u 0 and thus (u t ) Z ≤0 ⊂ a and Lemma 4.4.6. For s < t with no critical numbers in the open interval (s, t) we have r ′ s = l ′ t . Proof. By Lemma 3.2.7(iii) we have r s ⊂ l t and thus r ′ s ⊂ l ′ t . To prove the inverse inclusion note that l
Since there are no critical elements in (s, t) we also
Proof of Theorem D. Corollary 4.4.5 and Lemmas 4.4.6 and 3.2.1 imply
Let η − := (η 1 , .., η k−1 ) and consider the corresponding elements h η − ∈ g n−η k and ϕ η − ∈ g * n−η k . Note that (28) ind
The isomorphism (4) now follows by induction on length(η). The isomorphism (5) follows from (4) using Lemma 4.4.1.
4.5. Proof of Corollary E. For non-archimedean F, part (i) is well-known and (ii) follows from Theorem 4.3.3. Thus we assume that F is archimedean.
4.5.1. Preliminaries on pre-derivatives. The highest non-zero pre-derivative of π ∈ M(G n ) plays a special role. It has better properties than the other derivatives. In particular it is also admissible. The index of the highest non-zero pre-derivative is called the depth of π. As shown in [GS13, AGS1, GS] the depth also equals the maximum among the first parts of the partitions in the orbits in WF(π). The following theorem summarizes the main results of [AGS1] .
denote the corresponding monomial representation. Then For non-archimedean F, the theorem follows from [BZ77] since E d coincides with the highest Bernstein-Zelevinsky derivative considered in [BZ77] .
For archimedean F, WF(E k (π)) is calculated in [GS] . In particular, [GS, Theorem 5.0.5] implies the following result.
Theorem 4.5.2. Let F be archimedean and let π ∈ M(G n ). Suppose that WF(π) = O (n 1 ,...,n k ) with n 1 ≥ ... ≥ n k . Then depth(π) = n 1 and WF(E n 1 (π)) = O n 2 ,...,n k . 4.5.2. Proof of Corollary E. Let λ be a partition of n and O λ be the corresponding nilpotent orbit. Denote W λ (π) := (E λ k (. . . E λ 1 (π) . . . )) * . We use Theorem D and identify W O λ (π) with W λ (π). Part (i) follows now from Theorem 4.5.1 (i,ii).
We prove (ii) by induction using Theorems 4.5.1 and 4.5.2. For the base of the induction we note that M(G 0 ) is the category of finite-dimensional vector spaces, and monomial or irreducible representations of G 0 are one-dimensional. Now suppose O λ is maximal in WFC(π) and let µ := (λ 2 , . . . , λ k ) and τ := E λ 1 (π). Then τ ∈ M(G n−λ 1 ), O µ is maximal in WFC(τ ) and if π is unitarizable and irreducible, or if π is monomial then so is τ .
5.
Choice-free definitions 5.1. Generalized Whittaker models. In this section we define the generalized Whittaker model corresponding to a nilpotent element e ∈ g, without choosing a neutral element h. First of all, the filtration g ≥k (unlike the grading g k ) can be defined without choosing h. It is in fact called the Deligne filtration and by [Del80, §I.6] is uniquely defined by the properties:
(29) ad(e)(g ≥k ) ⊂ g ≥k+2 and the map g ≥−k /g ≥−k+1 → g ≥k /g ≥k+1 given by ad(e) k is an isomorphism.
It is easy to see that this filtration can be defined explicitly by
We will sometimes denote this also by g >k−1 or by g e,≥k . Let e ⊥ denote the orthogonal complement to {e} under the Killing form ·, · and let
Lemma 5.1.1.
(1) I is an ideal in u. Proof. Note that ad(e) 2 (g ≥−2 ) = g ≥2 = v and ad(e) 2 (g >−2 ) = g >2 . Pick an sl 2 -triple (f, h, e). Using the h-grading it is easy to see that g ≥k is a Lie algebra filtration. Now Definition 5.1.2. We now define a character of the center of u/I by requiring it to be 1 onē, consider the corresponding oscillator representation of the Lie group Exp(u/I) and lift it to an irreducible representation S e of U := Exp(u). We then define the generalized Whittaker model associated to e by M e := ind G U (S e ). The connection to the generalized Whittaker models W f is given by the following straightforward lemma.
Lemma 5.1.3. Let (f, h, e) be an sl 2 -triple and define ϕ ∈ g * by ϕ(x) := f, e −1 f, x . Then M e is naturally isomorphic to W ϕ .
Remark 5.1.4. The analogous approach in positive characteristic immediately faces two problems: exponentials not being defined and the Killing form being degenerate. However, for g = g n we can replace the Killing form by the trace form, and try to replace the exponential by the map X → Id +X. Then the next question is whether Lemma 5.1.1 holds. One can show that in three cases it fails completely: if charF = 2, n ≥ 3, or charF = 3, n ≥ 8, or n ≥ charF − 1 > 3. In these cases there exists e ∈ g n such that e ∈ g ≥3 and I = v. We also see in these cases that the Deligne filtration is not a Lie algebra filtration.
In other cases we have, for any e ∈ g, e ∈ g ≥2 but e / ∈ g ≥3 . It is not clear whether u and v are always Lie subalgebras or whether I is an ideal in u. However, any e ∈ g n can be completed to an sl 2 -triple. Using this triple, one can show that if charF > 2 and e (charF+1)/2 = 0 then Lemma 5.1.1 holds, Id +u forms a subgroup of G which includes Id +I as a normal subgroup, e defines a central character of the Heisenberg group (Id +u)/(Id +I) and one can consider the corresponding oscillator representation and Whittaker model. 5.2. Degenerate Whittaker models. Let Z be a rational semi-simple element that commutes with e. For any t ∈ Q define
Note the following straightforward lemma.
Lemma 5.2.1. If h ∈ g Z is a neutral element for e then g e,Z ≥t = g h+Z ≥t
In fact, commuting e and Z is the same amount of information as the Lie algebra element X = e + Z. We can reformulate the filtration in terms of X. First define (Ker((ad(X) − t Id) i ) ∩ Im((ad(X) − t Id) i+k )).
The following lemma is straightforward. I := ad(X) 2 (e ⊥ ) ∩ v J := I + ad(X)(u).
Lemma 5.2.3. J is an ideal in u, and the algebra u/J is isomorphic to the Heisenberg algebra defined in §5.1 using the element e of the Lie algebra g Z .
Proof. Note that for any t = 0, g Z t ⊂ X ⊥ and X is invertible on g Z t . Thus J ∩ g Z t = u ∩ g Z s . To see that J is an ideal in u, let a ∈ u ∩ g Z s and b ∈ J ∩ g Z t . Then [a, b] ∈ u ∩ g Z s+t , which lies in J unless s + t = 0. If s + t = 0 then [a, b] ∈ (g Z ) >2 , which lies in the ideal I ′ defined by e in (g Z ) ≥2 .
We also see that u/J = (g Z ) ≥2 /I ′ .
Definition 5.2.4. Using the isomorphism in Lemma 5.2.3 we define an oscillator representation of the Lie group Exp(u/I) and lift it to an irreducible representation σ e of U := Exp(u). We then define the degenerate Whittaker model associated to e and Z by M Z,e := ind G U (σ e ). From the Lemmas 5.1.3 and 5.2.3 we obtain Corollary 5.2.5. Let Z ∈ g be a rational semi-simple element and let (f, h, e) ∈ g Z be an sl 2 -triple. Let ϕ ∈ g * be defined by pairing with f, e −1 f . Then M Z,e is naturally isomorphic to W h+Z,ϕ .
Global setting
Let K be a number field and let A = A K be its ring of adeles. In this section we let χ be a non-trivial unitary character of A, which is trivial on K. Then χ defines an isomorphism between A andÂ via the map a → χ a , where χ a (b) = χ(ab) for all b ∈ A. This isomorphism restricts to an isomorphism ( 
35)
A/K ∼ = {ψ ∈Â |ψ| K ≡ 1} = {χ a | a ∈ K} ∼ = K.
Given an algebraic group G defined over K we will denote its Lie algebra by g and we will denote the group of its adelic (resp. K-rational) points by G(A) (resp. G(K)). We will also define the Lie algebras g(A) and g(K) in a similar way. Given a Whittaker pair (S, ϕ) on g(K), we set u = g S ≥1 and n to be the radical of the form ω ϕ | u , where ω ϕ (X, Y ) = ϕ([X, Y ]), as before. Let l ⊂ u be any choice of a maximal isotropic Lie algebra with respect to this form, and let U = exp u, N = exp n and L = exp l. Observe that we can extend ϕ to a linear functional on g(A) by linearity and, furthermore, the character χ L ϕ (exp X) = χ(ϕ(X)) defined on L(A) is automorphic, that is, it is trivial on L(K). We will denote its restriction to N (A) simply by χ ϕ .
Definition 6.0.1. Let (S, ϕ) be a Whittaker pair for g(K) and let U, L, N, χ ϕ and χ L ϕ be as above. For an automorphic function f , we define its (S, ϕ)-Whittaker-Fourier coefficient to be χ ϕ (n) −1 f (n)dn.
We also define its (S, ϕ, L)-Whittaker-Fourier coefficient to be
Observe that WF S,ϕ and WF L S,ϕ define linear functionals on the space of automorphic forms. If (π, V π ) is an automorphic representation of G, then we will denote their restrictions to π by WF S,ϕ (π) and WF L S,ϕ (π) respectively.
In order to adapt our arguments to the global setting we will have to replace Lemma 3.2.1 by the following one, which is analogous to [GRS11, Propositions 7.2 and 7.3].
Lemma 6.0.2. Let (π, V π ) be an automorphic representation of G. Then WF S,ϕ (π) = 0 if and only if WF L S,ϕ (π) = 0. More specifically, if WF S,ϕ (f ) = 0 for some f ∈ π then WF L S,ϕ (π(u)f ) = 0 for some u ∈ U (K).
Proof. We assume that ϕ is non-zero since otherwise the statement is a tautology. Let f ∈ π be such that WF S,ϕ (f ) = 0. Define a function f χ where the equality follows from the fact that L/N is abelian. Therefore, we have a Fourier series expansion
where Here we are taking again u = exp X, l = exp Y and the middle equality follows from the vanishing of ϕ on g S >2 . But now, from formula (40) and the fact that f is automorphic, we have
for all u ∈ U (k). Since we have already seen that at least one of these coefficients is nonzero, we obtain the result claimed in the lemma.
The rest of the proof of Theorem A, as well as the proof of Theorem B can be applied in the adelic setting, with the appropriate modifications.
Here, G acts on S(G, π) by Lπ, while H acts diagonally: on ρ ⊗ ∆ H and on S(G, π) by R. This action is isomorphic to in action in which G acts on S(G, π) by L and H by Rπ. Under this action we have Hom G×H (ρ ⊗S(G, π), C) ∼ = ((S * (G)) G ⊗π * ⊗ρ
Since all left G-invariant distributions on G are proportional and right ∆ G -equivariant, the later space is isomorphic to Hom H (ρ, π * ∆ −1 H ∆ G ).
