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Abstract. In this workwe obtain algebraicity results on special L-values attached to Siegel–
Jacobi modular forms. Our method relies on a generalization of the doubling method to the
Jacobi group obtained in our previous work, and on introducing a notion of near holomorphy
for Siegel–Jacobi modular forms. Some of our results involve also holomorphic projection,
which we obtain by using Siegel–Jacobi Poincaré series of exponential type.
1. Introduction
This paper should be seen as a continuation of our earlier paper [2] on properties
of the standard L-function attached to a Siegel–Jacobi modular form. Indeed, in
[2] we have established various analytic properties (Euler product decomposition,
analytic continuation and detection of poles) of the standard L-function attached to
Siegel–Jacobi modular forms, and in this paper we turn our attention to algebraicity
properties of some special L-values.
Shintani was the first person who attached an L-function to a Siegel–Jacobi
modular form which is an eigenfunction of a properly defined Hecke algebra. He
initiated the study of its analytic properties by finding an integral representation.
His work was left unpublished, but then was took over by Murase [16,17] and
Arakawa [1]who obtained results on the analytic properties of this L-function using
variants of the doubling method. In our previous work [2] we extended their results
to a very general setting: non-trivial level, character and a totally real algebraic
number field. For this purpose we applied the doubling method to the Jacobi group,
and consequently related Siegel-type Jacobi Eisenstein series to the standard L-
function. This identity has a further application in the current paper.
Here the starting point of our investigation is a result of Shimura in [20] on the
arithmeticity of Siegel–Jacobi modular forms. Namely, if we let S be a positive defi-
nite half-integral l by l symmetric matrix, write Mnk,S for the space of Siegel–Jacobi
modular forms of weight k and index S (see next section for a definition), and of
any congruence subgroup, and denote by Mnk,S(K ) the subspace of M
n
k,S consisting
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of those functions whose Fourier expansion at infinity has Fourier coefficients in a
subfield K of C, then it is shown in (loc. cit.) that Mnk,S(K ) = Mnk,S(Q) ⊗Q K . In
particular, for a given f ∈ Mnk,S and a σ ∈ Aut (C/Q) one can define the element
f σ ∈ Mnk,S by letting σ act on the Fourier coefficients of f .
The main result of this paper comes in two flavours: Theorem 4.6 and Theorem
7.1. Without going into too much details, it may be vaguely stated as follows.
Denote by L(s, f, χ) the standard L-function attached to a Siegel–Jacobi cuspidal
eigenform f ∈ Mnk,S(Q), which is twisted by a Dirichlet character χ , and let
(s, f, χ) := L(2s − n − l/2, f, χ)
{
Lc(2s − l/2, χψS) if l ∈ 2Z,
1 if l /∈ 2Z,
where ψS is the non-trivial quadratic character attached to the




if KS = Q, and otherwise ψS = 1. Then
for certain integers σ and for k  0,
(σ/2, f, χ)
πeσ < f, f >
∈ Q,
for an explicit power eσ ∈ N, and where < f, f > is a Petersson inner product on
the space of cuspidal Siegel–Jacobi modular forms.
In Theorem 4.6, where the cusp form f is defined over a totally real field F , we
can take above any k > 2n + l + 1, but we have to assume that in the theta decom-
position of f the modular forms of (half-)integral weight are all cuspidal, which
we call Property A in this paper. It is very tempting to say that this last assumption
always holds (see examples and remark on pages 11-12), but nevertheless it may
not be so easy to check in practice. Theorem 7.1 seeks to improve this situation,
and does not rely on Property A. This second theorem is obtained under a slightly
weaker bound on the weight, namely k > 6n + 2l + 1, and for simplicity we prove
it only for F = Q.
We would like to emphasize that these two results come with very different
methods, although they both base on the doubling identity. The key difficulty which
forces the aforementioned assumptions is the existence of a projection from nearly
holomorphic to cuspidal Siegel–Jacobi forms. In the first case this is resolved by
employing the known projection from (nearly) holomorphic Siegel modular forms
(see Sects. 4 and 5). In the second case, modelled on the work [25] of Sturm, we
studySiegel–Jacobi Poincaré series of exponential type anddefine the projection via
the associated reproducing kernel (Sect. 6); this might be of independent interest.
The latter approach involves also a twist in the proof, which uses the theory of CM
points in the Jacobi setting.
Let us now try to put the main result of this paper in some broader context.
Results of the above form for the standard L-functions of automorphic forms asso-
ciated to Shimura varieties, such as Siegel and Hermitian modular forms, were
obtained by many researchers, most profoundly by Shimura (see for example [23]).
These results can also be understood in the general framework of Deligne’s Period
Conjectures for critical values of motives [7]. Indeed, according to the general
Langlands conjectures, the standard L-functions of automorphic forms related to
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Shimura varieties can be identified with motivic L-functions, and hence the alge-
braicity results for the special values of the automorphic L-functions can also be
seen as a confirmation of Deligne’s Period Conjecture, albeit is usually hard to
actually show that the conjectural motivic period agrees with the automorphic one.
Siegel–Jacobi modular forms and—in particular—the algebraicity results
obtained in this paper do not fit in this framework: since the Jacobi group is not
reductive, it does not satisfy the necessary properties to be associatedwith aShimura
variety. Nevertheless, the Jacobi group can be actually associated with a geomet-
ric object, namely with a mixed Shimura variety, as it is explained for example
in [13,15]. It is thus very tempting to speculate - although we do not address this
question in this paper - that the standard L-function studied here might be identified
with an L-function of a mixed motive, and hence the theorem above could be seen
as a confirmation of the generalization of Deligne’s Period Conjecture to the mixed
setting as for example stated by Scholl in [19].
We shouldmentionhere that even though in somecases one can identify the stan-
dard L-function associated to a Siegel–Jacobi form with the standard L-function
associated to a Siegel modular form (see for example the remark on page 252 in
[17]), this is possible under some quite restrictive conditions on both index and
level of the Siegel–Jacobi form. Actually, even in the situation of classical Jacobi
forms this correspondence becomes quite complicatedwhen one considers an index
different than 1 and/or non-trivial level, which is very clear for example in the work
of [24].
Remark. In an earlier version of [2], which one can find on the arXiv ([3]), we had
also included the results of this paper (except the last two sections). However this
had resulted in a rather long exposition, and for this reason we decided to keep
the two main results of our investigations separately. Namely, [2] contains now
our results towards the analytic properties of the standard L function, whereas this
paper focuses on the algebraic properties.
2. Preliminaries
In this sectionwe recall basic facts regarding Siegel–Jacobimodular forms of higher
index and set up the notation. We follow closely our previous work [2].
Let F be a totally real algebraic number field of degree d, d the different of
F , and o its ring of integers. For two natural numbers l, n, we consider the Jacobi
group G := Gn,l := Hn,l  Spn of degree n and index l over F :
Gn,l(F) := {g = (λ, μ, κ)g : λ,μ ∈ Ml,n(F), κ ∈ Syml(F), g ∈ Gn(F)},













The group law is given by
(λ, μ, κ)g(λ′, μ′, κ ′)g′ := (λ + λ̃, μ + μ̃, κ + κ ′ + λ tμ̃ + μ̃ tλ + λ̃ tμ̃ − λ′ tμ′)gg′,
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where (λ̃ μ̃) := (λ′ μ′)g−1 = (λ′ td − μ′ tc μ′ ta − λ′ tb), and the identity element
of Gn,l(F) is 1H12n , where 1H := (0, 0, 0) is the identity element of Hn,l(F)
(whenever it does not lead to any confusion we suppress the indices n, l). For an





, where ag, bg, cg, dg ∈ Mn .
We write {σv : F ↪→ R, v ∈ a} for the set of real embeddings of F and put
Fa := ∏v∈a σv(F), a denoting the set of archimedean places of F . Each σv induces
an embedding G(F) ↪→ G(R); we will write (λv, μv, κv)gv for σv(g). The group
G(R)a := ∏v∈a G(R) acts on Hn,l := (Hn × Ml,n(C))a component wise via




−1 + λvgvτv + μv),





For k = (kv) ∈ Za := ∏v∈a Z and a matrix S ∈ Syml(d−1) we define the
factor of automorphy of weight k and index S by
Jk,S : Gn,l(F) × Hn,l → C




kvJSv (gv, τv, wv),
where g = (λ, μ, κ)g, j (gv, τv) = det(cvτv + dv) = det(λ(gv, τv)) and
JSv (gv, τv, wv) = e(−tr (Svκv) + tr (Sv[wv]λ(gv, τv)−1cv)
−2tr ( tλvSvwvλ(gv, τv)−1) − tr (Sv[λv]gvτv))
with e(x) := e2π i x , and we set S[x] := tx Sx ; Jk,S satisfies the usual cocycle rela-
tion:
Jk,S(gg′, z) = Jk,S(g, g′ z)Jk,S(g′, z).
For a function f : Hn,l → C we define the action of g ∈ Gn,l by
( f |k,S g)(z) := Jk,S(g, z)−1 f (g z).
One can define a very general notion of a congruence subgroup of G(F) by
considering any congruence subgroup 
 of Spn(F) and a lattice in Hn,l(F) that is
stable under the action of
. However in this paperwewillmainly focus on functions
f which are invariant under the action of a particular congruence subgroup ofG(F),
namely,
[b, c] :=C[o, b−1, b−1]  
[b−1, bc] ⊂ G(F),
where b and c are respectively a fractional and an integral ideal of F , and
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Now, let S ∈ bd−1Tl where
Tl := {x ∈ Syml(F) : tr (xy) ∈ o for all y ∈ Syml(o)},
and assume additionally that S is positive definite in the sense that if we write
Sv := σv(S) ∈ Syml(R) for v ∈ a, then all Sv are positive definite.
Definition 2.1. Let k and S be as above, and  a subgroup of [b, c] (for some
ideals b, c) equipped with a homorphism χ . A Siegel–Jacobi modular form of
weight k ∈ Za, index S, level  and Nebentypus χ is a holomorphic function
f : Hn,l → C such that
i) f |k,S g = χ(g) f for every g ∈ ;
ii) for each g ∈ Gn(F), f |k,S g admits a Fourier expansion of the form






c(g; t, r)ea(tr (tτ))ea(tr ( trw)) (∗)




≥ 0, i.e., this is a semi-positive definite matrix for each v ∈ a; we set
ea(x) := ∏v∈a e(xv) for x =∏v∈a xv .
We will denote the space of such functions by Mnk,S(, χ).
Remark 2.2. Thanks to the Köcher principle for Siegel–Jacobi forms the second
condition is automatic if n ≥ 2 or F = Q and hence it needs to be imposed only if
n = 1 and F = Q. Indeed, this is shown in [27, Lemma 1.6] or [20, Proposition
3.1] for the case of n ≥ 2 and F = Q but it is very clear that its proof extends to
the case of F = Q since it only relies to the Köcher principle for Siegel modular
forms which is true also for totally real fields (see for example [23, page 31]. For
the case of n = 1 and F a totally real field different toQ one can use the same proof
but now use the Köcher principle for Hilbert modular forms (see also [4, Lemma
3.50]).
We say that f is a cusp form if in the expansion (∗) above for every g ∈ Gn(F),





is positive definite for every v ∈ a. The
space of cusp forms will be denoted by Snk,S(, χ).
We define Petersson inner product of Siegel–Jacobi forms f and g of weight k
and level  under assumption that one of them is a cusp form as:
< f, g > := vol(A)−1
∫
A
f (z)g(z)S,k(z)dz, A :=  \ Hn,l ,
where for z = (τ, w) ∈ Hn,l , τ = x + iy with x, y ∈ Symn(Fa) and w = u + iv
with u, v ∈ Ml,n(Fa), we set
dz := d(τ, w) := det(y)−(l+n+1)dxdydudv , S,k(z) := det(y)k expa(−4π tr (S[v]y−1)).
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We also recall (see [1, p. 187]) that S,k(gz) = |Jk,S(g, z)|−2S,k(z) for any
g ∈ Gn,l(F). In this way the inner product is independent of the group .
We finish this section with a final remark. In this paper we consider the L
function (see next section) attached to integral weight Siegel–Jacobi form i.e. k =
(kv) with kv ∈ Z. However some half-integral weight Siegel–Jacobi forms will
arise quite naturally in the paper, and in particular theta series. That is we will
have to consider weights of the form k = (kv) with all kv ∈ 12Z \ Z. In this
case the definition is similar to the one given above (i.e. Definition 2.1, but one
replaces j (gv, τv)kv in the definition of Jk,S(g, z) above, with the corresponding
half-integral one as for example is defined in [23, paragraph 6.10].
3. The standard L-function and the doubling method identity
In this section we recall some results and notation from [2] which will be necessary
to establish results in the next section.
3.1. The L-function
We start by fixing some notation. For a fractional ideal b, and an integral ideal cwe
let
 := 1(c) := {(λ, μ, κ)g ∈ C[o, b−1, b−1]  
[b−1c, bc] : ag − 1n ∈ Mn(c)},
For any integral ideal a of F we have defined in [2, Section 7] a Hecke operator
T (a) : Snk,S() → Snk,S(). We now consider a nonzero f ∈ Snk,S() such that
f |T (a) = λ(a) f for all integral ideals a of F . For a Hecke character χ of F ,
and denoting by χ∗ the corresponding ideal character, we define an absolutely
convergent series
D(s, f, χ) :=
∑
a
λ(a)χ∗(a)N (a)−s, Re(s) > 2n + l + 1.
In [2] we proved a theorem regarding the Euler product representation of this
Dirichlet series. The theorem is subject to a condition on the matrix S, which first
appeared in [16, page 142], and may be stated as follows. Consider any prime ideal
p of F such that (p, c) = 1 and write v for the corresponding finite place of F .
We say that the lattice L := olv ⊂ Flv is an ov-maximal lattice with respect to a
symmetric matrix 2S if for every ov lattice M of Flv that contains L and satisfies
S[x] ∈ ov for all x ∈ M , we have M = L . For any uniformiser π of Fv we now
set
L ′ := {x ∈ (2S)−1L : π S[x] ∈ ov} ⊂ Flv.
We say that the matrix S satisfies the condition M+p if L is an ov-maximal lattice
with respect to the symmetric matrix 2S and L = L ′.
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Theorem 3.1. [Theorem 7.1, [2]] Let 0 = f ∈ Snk,S() be such that f |T (a) =
λ(a) f for all integral ideals a of F. Assume that the matrix S satisfies the condition
M+p for every prime ideal p with (p, c) = 1. Then










(1 − μp,i X)(1 − μ−1p,i X)
)
, μp,i ∈ C× if (p, c) = 1,
1 if (p, c) = 1.
Moreover, L(χ, s) =∏(p,c)=1 Lp(χ, s), where
Lp(χ, s) :=Gp(χ, s) ·
{∏n
i=1 Lp(2s + 2n − 2i, χ2) if l ∈ 2Z∏n
i=1 Lp(2s + 2n − 2i + 1, χ2) if l /∈ 2Z.
Here, for aHeckeCharacterψ , we let Lp(s, ψ) := 1−ψ∗(p)N (p)−s , and Gp(χ, s)
is a ratio of Euler factors which for almost all p is equal to one. In particular, the
function L(s, f, χ) is absolutely convergent for Re(s) > n + l/2 + 1.
We note here that the Euler product expression implies that
L(s, f, χ) = 0, Re(s) > n + l/2 + 1. (1)
For the rest of the paper, whenever the L function attached to a Jacobi form
f is considered, we will always assume that the index matrix S of f satisfies the
condition M+p for every prime ideal p away from the level c of f .
Let us nowalso remark that ifwe replace f with f c(z) := f (−z), the L-function
remains the same:
Proposition 3.2. [Proposition 7.9, [2]] Let f ∈ Snk,S() be an eigenform with
f |T (a) = λ(a) f for all fractional ideals a prime to c. Then so is f c. In particular,
f c|T (a) = λ(a) f c and L(s, f, χ) = L(s, f c, χ).
3.2. Doubling method
The L-function introduced above may be also obtained via a doubling method. We
chose to take Arakawa’s approach [1] and considered a homomorphism
ιA : Gm,l × Gn,l → Gm+n,l ,
ιA((λ, μ, κ)g × (λ′, μ′, κ ′)g′) := ((λ λ′), (μμ′), κ + κ ′)ιS(g × g′),
where
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The map ιA induces an embedding
Hm,l × Hn,l ↪→ Hn+m,l , z1 × z2 → diag[z1, z2],
defined by
(τ1, w1) × (τ2, w2) → (diag[τ1, τ2], (w1 w2)).
The doubling method suggests that computation of the Petersson inner product
of a cuspidal Siegel–Jacobi modular form f on Hn,l against a Siegel-type Jacobi
Eisenstein series pull-backed from Hn+m,l leads to an L-function associated with
f . Before we state the result, we define the Jacobi Eisenstein series which was
used. It will appear again in the last section (Theorem 5.5), where the question
of its nearly holomorphicity will be addressed. In order to avoid excessive and
unnecessary notation, we state here an adelic definition of the Eisenstein series; the
interested reader is referred to [2] for a derivation of a classical definition.
Fix a weight k ∈ Za and consider a Hecke character χ such that for a fixed
integral ideal c of F we have
(1) χv(x) = 1 for all x ∈ o×v with x − 1 ∈ cv , v ∈ h (finite places of F),




, for xa = (xv) ∈∏v∈a R;
we will also write χc := ∏v|c χv . Further, let






where Kh[b, c] ⊂ ∏′v∈h G(Fv) is defined so that [b, c] = G(F) ∩ ∏v∈a
G(Fv)Kh[b, c] and D∞ is a maximal compact subgroup of Spn(R).
We define an absolutely convergent adelic Eisenstein series of Siegel type on a
Jacobi group with a parabolic subgroup
Pn(F) := {(0, μ, κ)g : μ ∈ Ml,n(F), κ ∈ Syml(F), g ∈ Pn(F)} ,




φ(γ x, s;χ), Re(s) > 1
2
(n + l + 1) ,
where φ(x, s;χ) := 0 if x /∈ Pn(A)Kn and otherwise, if x = pw with p ∈ Pn(A)
and w ∈ Kn , we set
φ(x, s;χ) := χ(det(dp))−1χc(det(dw))−1 Jk,S(w, i0)−1| det(dp)|−2sA ,
where p, w ∈ Spn(A) denote symplectic parts of p,w, respectively. The classical
Jacobi Eisenstein series which corresponds to En(x, s;χ) is given by
En(z, s;χ) := Jk,S(x, i0)En(x, s;χ),
where i0 = (i1n, 0)a ∈ Hn,l , and x ∈ ∏v∈a G(Fv) is such that x i0 = z; for a
formula which does not involve x see [2, equation (11)].
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Theorem 3.3. [[2]] Let f ∈ Snk,S() be a Hecke eigenform whose index S satisfies
the condition M+p for all prime ideals p of F coprime to c, and let E2n(z, s;χ) be
the Eisenstein series defined above. Then, there exists an ρ ∈ G(F) such that:
G(χ, 2s − n − l/2)N (b)2nsχh(θ)−n(−1)n(s−k/2)vol(A)2nk−l/2,c(s − l/4, χψS)
· < (E2n|k,Sρ)(diag[z1, z2], s;χ), ( f |k,Sηn)c(z2) >
= νecS,k(s − k/2)(s, f, χ) f (z1), (2)
where
2nk−l/2,c(s − l/4, χψS) =
{
Lc(2s − l/2, χψS)∏ni=1 Lc(4s − l − 2i, χ2) if l ∈ 2Z,∏[(2n+1)/2]
i=1 Lc(4s − l − 2i + 1, χ2) if l /∈ 2Z,
(s, f, χ):=L(2s − n − l/2, f, χ)
{
Lc(2s − l/2, χψS), l ∈ 2Z,
1, l /∈ 2Z,
Lc(s, χ) = L(s, χ)
∏
q|c
(1 − χ(q)N (q)−s),
G(χ, 2s − n − l/2) :=
∏
(p,c)=1
Gp(χ, 2s − n − l/2), (3)





and for σ = (σv) ∈ Ca satisfying Re(σv) ≥ 0 and Re(σv) + kv − l/2 > 2n for





± det(2Sv)−n2n(n+3)/2−4σv−nkv πn(n+1)/2 
n(σv + kv −
l
2 − n+12 )

n(σv + kv − l2 )
)
and
n(x) := πn(n−1)/4∏n−1i=0 
(x− i2 ). Furthermore the characterψS is theHecke
character corresponding to the quadratic extension F(det(2S)1/2)/F if l is odd and
to the quadratic extension F((−1)l/4 det(S)1/2)/F if l is even.
Statement of the above theorem expresses a combination of equations (30) and (31)
from [2, Section 9] before multiplying them by the factor Gk−l/2,2n(s − l/4).
Remark 3.4. In fact, the results proved in [2] are more general than the ones pre-
sented above. Indeed, we worked with congruence subgroups of the form
̃ := {(λ, μ, κ)g ∈ C[o, b−1, b−1]  
[b−1e, bc] : ag − 1n ∈ Mn(e)},
where e is an integral ideal such that c ⊂ e and e is prime to e−1c; then
1(c) ⊆ ̃ ⊆ 0(c),
where the last group is obtained by setting e = o. However, in this paper we decided
to work with e = c, because for simplicity reasons we restricted the proof of our
main theorem to this case.
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4. Arithmetic properties of Siegel–Jacobi modular forms
In this section we will write f (instead of f ) for Siegel–Jacobi modular forms and
use f for other types of forms.
For a congruence subgroup  of G(F) and a subfield K of C we define the set
Mnk,S(, K ) := { f ∈ Mnk,S() : f (τ, w) =
∑
t,r
c(t, r)ea(tr (tτ + trw)), c(t, r) ∈ K };
the subspace Snk,S(, K ) consisting of cusp forms is defined in a similar way.More-
over, we write Mnk,S(K ) for the union of all spaces M
n
k,S(, K ) for all congruence
subgroups .
For an element σ ∈ Aut (C) and an element k = (kv) ∈ Za we define
kσ := (kvσ ) ∈ Za, where vσ is the archimedean place corresponding to the embed-
ding K
τv
↪→ C σ→ C, if τv is the embedding in C corresponding to the archimedean
place v.
Proposition 4.1. Let k ∈ Za, and let  be the Galois closure of F in Q, and k
the subfield of  such that
Gal(/k) =
{
σ ∈ Gal(/F) : kσ = k} .
Then Mnk,S(C) = Mnk,S(k) ⊗k C.
Proof. If F = Q, this is [20, Proposition 3.8]. A careful examination of the proof
[20, page 60] shows that the proof is eventually reduced to the corresponding
statement for Siegel modular forms of integral (if l is even) or half-integral (if l is
odd) weight. However, in both cases the needed statement does generalize to the
case of totally real fields, as it was established in [23, Theorems 10.4 and 10.7]. 
Given an f ∈ Mnk,S(C), we define
f ∗(τ, w) := ea(tr (Sw(τ − τ)−1tw)) f (τ, w)
and writeQab for the maximal abelian extension ofQ. Moreover, for k ∈ 12Za such
that kv − 12 ∈ Z for all v ∈ a we write Mnk for the space of Siegel modular forms of
weight k, and of any congruence subgroup, and Mnk (K ) for those with the property
that all their Fourier coefficients at infinity lie in K (see for example [23, Chapter
2] for a detailed study of these sets).
Proposition 4.2. Let K be a field that contains Qab and  as above. Then
(1) f ∈ Mnk,S(K ) if and only if f ∗(τ, vτ ) ∈ Mnk (K ) for all v ∈ Ml,2n(F), where
τ := t(τ 1n).
(2) For any element γ ∈ Spn(F) ↪→ Gn(F) and f ∈ Mnk,S(K ), we have
f |k,Sγ ∈ Mnk,S(K ).
Moreover if f ∈ Mnk,S(, K ), it follows that f |Tr ∈ Mnk,S(, K ) for any
r ∈ Q(c).
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Proof. If F = Q, this is [20, Proposition 3.2]. It is easy to see that the proof
generalizes to the case of any totally real field. Indeed, the first part of the proof is
a direct generalization of the argument used by Shimura. The second part requires
the fact that the space Mnk (K ) is stable under the action of elements in Spn(F),
which is true for any totally real field, as it is proved in [23, Theorem 10.7 (6)]. The
last statement follows from the definition of the Hecke operator Tr . 
For a symmetric positive definite matrix S ∈ Syml(F), h ∈ Ml,n(F) and a
lattice L ⊂ Ml,n(F) we define the Jacobi theta series of characteristic h by











(x + h)τ t(x + h) + w t(x + h)
)))
.
Theorem 4.3. Assume that n > 1 or F = Q, and let K be any subfield of C.
Let A ∈ GLl(F) be such that AS tA = diag[s1, . . . , sl ], and define the lattices
1 := AMl,n(o) ⊂ Ml,n(F) and 2 := 2diag[s−11 , . . . , s−1l ]Ml,n(o) ⊂ Ml,n(F).
Then there is an isomorphism




given by f → ( fh)h, where the fh ∈ Mnk−l/2(K ) are defined by the expression











⎠ ⊂ Snk,S(K ).
Remark 4.4. We remark here that the assumption of n > 1 or F = Q is needed
to guarantee that the fh’s are holomorphic at the cusps, which follows from the
Köcher principle. However, even in the case of F = Q and n = 1, if we take f
to be of trivial level, then the fh’s are holomorphic at infinity (see for example [8,
page 59]).
Proof of Theorem 4.3. The first statement is [20, Proposition 3.5] for F = Q and
it easily generalizes to the case of any totally real field. We explain the statement
about cusp forms.
Consider first expansions around the cusp at infinity. Fix h ∈ 1/2 and let





c(t1, r)ea(tr (t1τ))ea(tr ( trw))
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are nonzero only if 4t1 = tr S−1r (see [27, p. 210]). Hence, the coefficients of







ea(tr (tτ))ea(tr ( trw))
are nonzero only if 4t = 4(t1 + t2) = tr S−1r + 4t2 > tr S−1r . This means that the
function fh(τ )2S,2,h(τ, w) satisfies cuspidality condition at infinity.
Now let γ be any element in Spn(F). The first statement in the Theorem states
that for every h1 ∈ 1/2 there exist fh1,h2 ∈ Mnk−l/2(K ), h2 ∈ 1/2, such
that




Hence, for some cusp forms fh1 ∈ Snk−l/2(K ),
















fh1 |kγ (τ) fh1,h2(τ )
⎞
⎠2S,2,h2(τ, w).
The same argument as used for the cusp at infinity implies that the functions
f |k,Sγ (τ,w) and∑h1 fh1 |kγ (τ) fh1,h2(τ ) are cuspidal. This finishes the proof. 







Snk,S(K ). For this reason we make the following definition.
Property A. We say that a cusp form f ∈ Snk,S(K ) has the Property A if




Examples of Siegel–Jacobi forms that satisfy the Property A:
(1) Siegel–Jacobi forms over a field F of class number one, and with trivial level,
i.e. with c = o. Note that in this situation there is only one cusp. Then, keep-
ing the notation as in the proof of the theorem above we need to verify that
if f (τ, w) = ∑t,r cf (t, r)ea(tr (tτ))ea(tr ( trw)) with 4t > tr S−1r whenever
c(t, r) = 0, then all the fh have to be cuspidal. Observe first that if h1, h2 ∈
1/2 are different, 2S,2,h1(τ, w) =
∑
t,r c1(t, r)ea(tr (tτ))ea(tr (
trw)),
and 2S,2,h2(τ, w) =
∑
t,r c2(t, r)ea(tr (tτ))ea(tr (
trw)), then there is no r
such that at the same time c1(t, r) = 0 and c2(t, r) = 0. Indeed, if it was
not the case then there would be λ1, λ2 ∈ 2 such that r = 2S(λ1 + h1) and
r = 2S(λ2 + h2), that is, λ1 + h1 = λ2 + h2 or, equivalently, h1 − h2 ∈ 2;
contradiction. Hence, for any given r there is a unique h ∈ 1/2 such
that 2S,2,h has a nonzero coefficient c(t, r). This means that there exists a
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unique h such that cf (t, r) is the Fourier coefficient of fh(τ )2S,2,h(τ, w) =∑
t,r
∑
t1+t2=t c(t1, r)c(t2)ea(tr (tτ))ea(tr (
trw)). But then tr S−1r < 4t =
4(t1 + t2) = tr S−1r + 4t2 and so t2 > 0, which proves that fh is cuspidal.
(2) Siegel–Jacobi forms of index S such that det(2S) ∈ o×, as in this case the
lattices 1 and 2 from Theorem 4.3 are equal.
(3) Siegel–Jacobi forms of non-parallel weight, that is, if there exist distinct v, v′ ∈
a such that kv = kv′ . Indeed, in this case Mnk−l/2(K ) = Snk−l/2(K ) for all
h ∈ 1/2 (see [22, Proposition 10.6]).
Remark. It is tempting to claim that Property A always holds. Actually the first
example above suggests a possible way of establishing it for all Jacobi forms.
However in the presence of more than one cusps, and of non-trivial index [1 : 2]
one needs to understand the behavior of the theta series2S,2,h(τ, w) at all cusps,
which seems to be quite hard in general.
Let us now explain the significance of the Property A. Recall first that we have
defined a Petersson inner product < f , g > when f , g ∈ Mnk,S(K ) and one of
them, say, f is cuspidal. If f satisfies the Property A, then we claim that
< f , g >= N (det(4S))−n/2
∑
h∈1/2
< fh, gh > .
Indeed, as in [27, Lemma 3.4],





fh(τ )gh(τ ) det(Im(τ ))
k−l/2−(n+1)dτ,
where A = 
\Han and a congruence subgroup 
 is deep enough. We obtain the
claimed equality after exchanging the order of integration and summation. This can
be done exactly because each fh is cuspidal, which makes each individual integral
well defined.
Lemma 4.5. Assume that n > 1 or F = Q and that f ∈ Snk,S(Q) satisfies the
Property A and one of the following two conditions holds:
(i) there exist v, v′ ∈ a such that kv = kv′;
(ii) k = μa = (μ, . . . , μ) ∈ Za, withμ ∈ Z depending on n and F in the following
way:
n > 2 n = 2, F = Q n = 2, F = Q n = 1 .
μ > 3n/2 + l/2 μ > 3 μ > 2 μ ≥ 1/2
Then for any g ∈ Mnk,S(Q) there exists g̃ := q(g) ∈ Snk,S(Q) such that
< f , g >=< f , g̃ > .
Proof. There is nothing to show in the case of non-parallel weight, since as it
was mentioned above there is no (holomorphic) Eisenstein part in this case. In
the parallel weight case, as f has the Property A, < f , g >= N (det(4S))−n/2
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∑
h∈1/2
< fh, gh >. It is known (see [23, Theorem 27.14]) that under the assump-
tions stated in (ii), there exists a projection q̃ : Mnk−l/2(Q) → Snk−l/2(Q) such that
< f, g >=< f, g̃ > for all f ∈ Snk−l/2(Q), g ∈ Mnk−l/2(Q). Then, if we put
g̃h := q̃(gh) for all h ∈ 1/2, we get
< f , g >= N (det(4S))−n/2
∑
h∈1/2
< fh, gh >= N (det(4S))−n/2
∑
h∈1/2
< fh, g̃h > .
In particular, if we set g̃ := −1((g̃h)h), we obtain the statement of the lemma. 
Now, fix a fractional ideal b and an integral ideal c of F , set  := 1(c) and
let f ∈ Snk,S(, Q) be a non-zero Siegel–Jacobi form. Furthermore, assume that
f is an eigenfunction of the operators T (a) for all integral ideals a, and write
f |T (a) = λ(a) f . We define the space
V ( f ) := { f̃ ∈ Snk,S(, Q) : f̃ |T (a) = λ(a) f̃ for all a}.
We are now ready to state themain theorem of this paper on algebraic properties
of
(s, f , χ) = L(2s − n − l/2, f , χ)
{
Lc(2s − l/2, χψS) if l ∈ 2Z,
1 if l /∈ 2Z.
Recall that the L-function L(s, f , χ) is defined only when the index matrix S
of f satisfies the property M+p , as stated in Theorem 3.1.
Theorem 4.6. Assume n > 1 or F = Q, and that S satisfies the property M+p
for all prime ideals p of F prime to c. Let χ be a Hecke character of F such that
χa(x) = sgna(x)k , and 0 = f ∈ Snk,S(, Q) an eigenfunction of all T (a). Set
μ := minv kv and assume that
(1) μ > 2n + l + 1,
(2) Property A holds for all f̃ ∈ V ( f ),
(3) kv ≡ kv′ mod 2 for all v, v′ ∈ a.
Let σ ∈ Z be such that
(i) 2n + 1 − (kv − l/2) ≤ σ − l/2 ≤ kv − l/2 for all v ∈ a,
(ii) |σ − l2 − 2n+12 | + 2n+12 − (kv − l/2) ∈ 2Z for all v ∈ a,
(iii) kv > l/2 + n(1 + kv − l/2 − |σ − l/2 − (2n + 1)/2| − (2n + 1)/2) for all
v ∈ a,
but exclude the cases
(a) σ = n + 1 + l/2, F = Q and χ2ψ2i = 1 for some ψi ,
(b) σ = l/2, c = o and χψSψi = 1 for some ψi ,
(c) 0 < σ − l/2 ≤ n, c = o and χ2ψ2i = 1 for some ψi .
(d) σ ≤ l + n in case F has class number larger than one.
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Under these conditions
(σ/2, f , χ)






(kv − l + σ) − de, e :=
{
n2 + n − σ + l/2, if l ∈ 2Z and σ ≥ 2n + l/2,
n2, otherwise.
This theorem will be proved at the end of the next section. First we need to
introduce the notion of nearly holomorphic Siegel–Jacobi modular forms Nn,rk,S ()
for r ∈ Za.
5. Nearly holomorphic Siegel–Jacobi modular forms and algebraicity of
special L-values
Definition 5.1. A C∞ function f (τ, w) : Hn,l → C is said to be a nearly holo-
morphic Siegel–Jacobi modular form (of weight k and index S) for the congruence
subgroup  if
(1) f is holomorphic with respect to the variable w and nearly holomorphic with
respect to the variable τ , that is, f as a function of τ belongs to the space
Nr (Hdn), r ∈ Zd+, where the space Nr (Hdn) is defined in [23, page 99];
(2) f |k,Sγ = f for all γ ∈ .
Actually one needs to also put the usual condition at the cusps when n = 1 and
F = Q but we will later restrict ourselves to the case of n = 1 or F = Q where
this condition is automatic.






k,S () for the space
of all nearly holomorphic Siegel–Jacobi modular forms of weight k and index S.
It follows that f ∈ Nn,Dk,S () has a Fourier expansion of the form







−1)v∈a)ea(tr (tτ))ea(tr ( trw))
for some suitable lattices L ⊂ Symn(F) and M ⊂ Ml,n(F), where pt,r is a
polynomial function on Symn(Fa) of total degree D ∈ Zd+.
We note that if f ∈ Nn,rk,S , then f ∗(τ, v τ ) ∈ Nn,rk , the space of nearly
holomorphic Siegel modular forms, where recallτ := t(τ 1n), and v ∈ Ml,2n(F).
The next theorem, which has been established in [2], extends Theorem 4.3 to the
nearly-holomorphic situation.
Theorem 5.2. Assume that n > 1 or F = Q. Let A ∈ GLl(F) be such that
AS tA = diag[s1, . . . , sl ], and define the lattices 1 := AMl,n(o) ⊂ Ml,n(F) and
2 := 2diag[s−11 , . . . , s−1l ]Ml,n(o) ⊂ Ml,n(F). Then there is an isomorphism
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given by f → ( fh)h, where the fh ∈ Nn,rk−l/2 are defined by the expression




The above theorem immediately implies the following.
Corollary 5.3. For a congruence subgroup , Nn,rk,S () is a finite dimensional C
vector space.





h) for some con-
gruence subgroups 
h . The spaces N
n,r
k−l/2(
h) are known to be finite dimensional
(see [23, Lemma 14.3]). 
Given an automorphism σ ∈ Aut (C) and f ∈ Nn,rk,S , we define
f σ (τ,w) :=
∑
h∈1/2
f σh (τ )2S,2,h(τ, w),
where fh ∈ Nn,rk−l/2, and f σh is defined as in [23, page 117]. Also, for a subfield K




k,S (K )) =⊕
h∈1/2 N
n
k−l/2(K ). In particular, f ∈ Nn,rk,S belongs to Nn,rk,S (K ) if and only if
f σ = f for all σ ∈ Aut (C/K ). Moreover, if K contains the Galois closure of
F in Q and Qab, then Nn,rk,S = Nn,rk,S (K ) ⊗K C as the same statement holds for
Nn,rk−l/2. Similarly it follows that if f ∈ Nn,rk,S (Q), then f |k,Sγ ∈ Nn,rk,S (Q) for all
γ ∈ G(F). At this point we also remark that for an f ∈ Mnk,S the f c defined in Sect.
3 is nothing else than f ρ where 1 = ρ ∈ Gal(C/R), i.e., a complex conjugation.
We now define a variant of the holomorphic projection in the Siegel–Jacobi
case. We define a map p : Nn,rk,S (Q) → Mnk,S(Q) whenever kv − l/2 > n + rv for
all v ∈ a by








p̃( fh(τ ))2S,2,h(τ, w),
where p̃ : Nn,rk−l/2(Q) → Mnk−l/2(Q) is the holomorphic projection operator defined
for example in [23, Chapter III, Section 15] and its algebraic properties are estab-
lished in [23, Lemma 28.2].
Lemma 5.4. Assume n > 1 or F = Q, and that f ∈ Snk,S satisfies the Property A,
and kv − l/2 > n + rv for all v ∈ a. Then for any g ∈ Nn,rk,S (Q),
< f , g >=< f , p(g) > .
Proof. This follows from the fact that the above property holds for nearly holomor-
phic Siegel modular forms, and the fact that the Property A allows us to write the
Petersson inner product of Siegel–Jacobi forms as a sum of Petersson inner prod-
ucts of Siegel modular forms, in a similar way as we did in the proof of Lemma
4.5. 
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Let us write F1 for the Hilbert class field extension of F and denote by {ψi } the
ideal characters corresponding to the characters of Gal(F1/F). We can now state
a theorem regarding the nearly holomorphicity of Siegel-type Jacobi Eisenstein
series.
Theorem 5.5. Consider the normalized Siegel-type Jacobi-Eisenstein series
D(s) := D(z, s; k, χ) := nk−l/2,c(s − l/4, χψS)En(z, s, χ).
Let μ ∈ Z be such that
(i) n + 1 − (kv − l/2) ≤ μ − l/2 ≤ kv − l/2 for all v ∈ a, and
(ii) |μ − l/2 − n+12 | + n+12 − kv + l/2 ∈ 2Z,
but exclude the cases
(a) μ = n+22 + l/2, F = Q and χ2ψ2i = 1 for some ψi ,
(b) μ = l/2, c = o and χψSψi = 1 for some ψi ,
(c) 0 < μ − l/2 ≤ n/2, c = o and χ2ψ2i = 1 for some ψi .
(d) μ ≤ l + n if F has class number larger than one.
Then






2 if μ = n+22 + l2 , F = Q, χ2 = 1,
k
2 − l4 if n = 1, μ = 2 + l2 , F = Q, χψS = 1,
n
2 k − n2 ( l2 + |μ − l2 − n+12 | + n+12 )a otherwise








[ (n+1)24 ] − μ + l2 if 2μ − l + n ∈ 2Z, μ ≥ n + l2 ,
[ n24 ] otherwise.
Proof. The proof is similar to the proof of Theorem 8.3 in [2], where the analytic
properties of the series D(s) were established. Indeed, the relation between the
Jacobi Eisenstein series and the classical Siegel Eisenstein series (for details see
[2, Section 8]) allows us to read off the near holomorphy of D(s) from the near
holomorphy of the latter series, which was established in [23, Theorem 17.9].
To be more precise, in [2] (page 45 there, just before Theorem 8.2) we related
the Jacobi Eisenstein series En(z, s, χ) to a sum involving the Siegel Eisenstein
series En(τ, s − l/4;χψSψi ) (with the notation as in [2]), where ψi ’s vary over
all the finite unramified characters of F , that is the characters corresponding to the
Hilbert class group of F . However, the normalizing factor for the Jacobi Eisenstein
series D(s) is nk−l/2,c(s − l/4, χψS) whereas for the various Siegel Eisenstein
series is nk−l/2,c(s − l/4, χψSψi ), which of course depends on the characters ψi .
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Therefore we need to assure that the series
nk−l/2,c(μ/2 − l/4, χψS)
nk−l/2,c(μ/2 − l/4, χψSψi )
nk−l/2,c(μ/2 − l/4, χψSψi )En(τ, μ/2 − l/4;χψSψi )
has the samealgebraic properties, i.e.,whether it is definedoverQ, as the normalized
series
nk−l/2,c(μ/2 − l/4, χψSψi )En(τ, μ/2 − l/4;χψSψi ),
which is known (see [23, Theorem 17.9]) to be in πβNn,rk,S (Q) with the choices of
β and r as in the theorem. Of course, we need to exclude the cases where the factor
nk−l/2,c(μ/2−l/4,χψS)
nk−l/2,c(μ/2−l/4,χψSψi ) has a pole. Then it remains to check whether
nk−l/2,c(μ/2 − l/4, χψS)
nk−l/2,c(μ/2 − l/4, χψSψi )
∈ Q. (∗)
If the class number of F is one, (∗) holds trivially. If it is greater than one, this
should follow from the general Beilinson conjectures for motives associated to
finite Hecke characters over totally real fields (see for example [19]). However
since this is not known in general, in the proof below we are forced to set then the
condition μ > n + l.
Recall first that for a finite Hecke character φ of F , we defined
nk−l/2,c(μ/2 − l/4, φ) =
⎧⎨
⎩
Lc(μ − l/2, φ)∏[n/2]j=1 Lc(2μ − l − 2 j, φ2) if l ∈ 2Z,∏[(n+1)/2]
j=1 Lc(2μ − l − 2 j + 1, φ2) if l /∈ 2Z.
We prove the statement in (∗) term by term for quotients of the corresponding
factors in the product above. For this we use the fact stated in [22, Theorem A6.5]:







positive integer  (for us, since F is totally real, only the parity of  matters), then
Lc(, φ) ∈ πd Q. Now observe that the characters χψS and χψSψi (for each i)
have the same infinite type since the characters ψi are even at all infinite places due
to the fact that they correspond to the Hilbert class field extension of F (unramified
also at infinity). In particular this establishes that for all i ,
∏[(n+δ(l))/2]
j=1 Lc(2μ − l − 2 j + δ(l), χ2)∏[(n+δ(l))/2]
j=1 Lc(2μ − l − 2 j + δ(l), χ2ψ2i )
∈ Q ,
where δ(l) is zero or one depending whether l is even or odd, and where we have
used the fact that ψ2S = 1.
Now it remains to show that for l even and μ > n + l, Lc(μ−l/2,χψS)Lc(μ−l/2,χψSψi ) ∈ Q
for all i . This condition on μ together with the assumption (i i) imply that μ ≡ kv
(mod 2) for all v ∈ a. Furthermore, since ψS is the Hecke character corresponding
to the quadratic extension F((−1)l/4 det(S)1/2)/F (see Theorem 3.3), l/2 has the
same parity as the character ψS . Hence the parity of μ − l/2 coincides with the
parity of the characters χψS and χψSψi for all i . 
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Lemma 5.6. Consider the embedding






⊂ Nn,rk,S (Q) ⊗Q Nn,rk,S (Q).
Proof. The proof of this lemma is identical to the Siegel modular form case (see
[23, Lemma 24.11]). Let f ∈ N 2n,rk,S (2n, Q) for a sufficiently deep congruence





where gi ∈ Nn,rk,S , and hi ∈ Nn,rk,S , where the latter form a basis of Nn,rk,S . Using now
the fact that Nn,rk,S = Nn,rk,S (Q) ⊗Q C, we may take hi ∈ Nn,rk,S (Q). Now, for any
σ ∈ Aut (C/Q),









Hence, gσi (z2) = gi (z2) for all σ ∈ Aut (C/Q), and thus gi ∈ Nn,rk,S (Q). 
We can now establish a theorem which is the key result towards Theorem 4.6.
We note that this kind of results are well known for the case of Siegel and Hermitian
modular forms, see for example [23, Theorem 28.5 and Theorem 29.5], and our
proof is inspired by the proofs of these theorems. We would like to emphasise that,
as in the case of Siegel and Hermitian modular forms, a vital component of the
proof is a result on the algebraic splitting of the cuspidal part from the Eisenstein
part. For the case of Siegel–Jacobi modular forms this is provided by Lemma 4.5
above, and it is precisely this part that makes the Property A so important for our
result.
Theorem 5.7. Assume n > 1 or F = Q. Let 0 = f ∈ Snk,S(, Q), with S satisfying
the condition M+p for all prime ideals p of F coprime to c, be an eigenfunction of
T (a) for all integral ideals a with (a, c) = 1. Define μ := minv∈a {kv} and assume
that
(1) μ > 2n + l + 1,
(2) Property A holds for all f̃ ∈ V ( f ),
(3) kv ≡ kv′ mod 2 for all v, v′ ∈ a.
(4) kv > l/2 + n(1 + kv − μ) for all v ∈ a.
Then for any g ∈ Mnk,S(Q),
< f , g >
< f , f >
∈ Q.
T. Bouganis, J. Marzec
Proof. By Lemma 4.5 it suffices to prove this theorem for g ∈ Snk,S(Q). Further-
more, as it was shown in [2, Section 7.4], the Hecke operators are normal and
Proposition 4.2 states that the Hecke operators T (a) preserve Snk,S(, Q). That is,
we have a decomposition
Snk,S(, Q) = V ( f ) ⊕ U,
where U is a Q-vector space orthogonal to V ( f ). Therefore, without loss of ge-
nerality, we may assume that g ∈ V ( f ).
Now consider a character χ of conductor fχ = o such that χa(x) = sgna(x)k ,
χ2 = 1 and G(χ, μ − n − l/2) ∈ Q×, where G(χ, μ − n − l/2) is as in Theorem
3.3, equation (3). The existence of such a character follows from the fact that
G(χ, 2s − n − l/2) is the ratio of products of finitely many Euler polynomials.
We recall that if f̃ ∈ V ( f ), then so is f̃ c ∈ V ( f ) and their L-functions agree.
In particular, up to some non-zero algebraic number, the identity (2) in Theorem
3.3 becomes:
2nk−l/2,c(μ/2 − l/4, χψS)vol(A) < (E |k,Sρ)(diag[z1, z2], μ/2;χ), ( f̃
c|k,Sηn)c(z2) >
= Q×cS,k(μ/2 − k/2)(μ/2, f , χ) f̃ c(z1),




. Since we take μ > 2n + l + 1, and μ is equal to
the smallest of the kv’s, it follows that for all v ∈ a:
(1) 2n + 1 − (kv − l/2) ≤ μ − l/2 ≤ kv − l/2,
(2) μ − kv ∈ 2Z;
the last condition is possible because all kv have the same parity. Thanks to the
above choice of μ we can apply Theorem 5.5 (note that the excluded cases there
do not apply for μ larger than 2n + l + 1) so that
2nk−l/2,c(μ/2 − l/4, χψS)E2n(z, μ/2;χ) ∈ πβN 2n,rk,S (Q)
for some β ∈ N and
r = n(k − μa).
The same then holds for
2nk−l/2,c(μ/2 − l/4, χψS)E2n(z, μ/2;χ)|k,Sρ.
Indeed if we set
E(z, μ/2) = k−l/2,c(μ/2 − l/4, χψS)E2n(z, μ/2;χ) ∈ N 2n,rk,S (Q),




Eh(τ ) 2S,2,h(τ, w)
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Eh(τ )|kρ 2S,2,h(τ, w)|k,Sρ,
where by [21, page 153] we have Eh |kρ ∈ N 2n,rk−l/2. In this way E(z, μ/2)|k,Sρ ∈
N 2n,rk,S .
In particular, we can now conclude that,
π−β2nk−l/2,c(μ/2 − l/4, χψS)(E |k,Sρ)(diag[z1, z2], μ/2;χ) =
∑
i
f i (z1)gi (z2),
where f i , gi ∈ Nn,rk,S (Q) by Lemma 5.6. Moreover, vol(A) = πd0Q×, where d0 is
the dimension of Hdn since the volume of the Heisenberg part is normalized to one.
Furthermore,






f i (z1) < gi (z2),w(z2) >= Q
×
πδ−d0+β(μ/2, f , χ) f̃ c(z1),
where w := ( f̃ c|k,Sηn)c = f̃ |k,Sη−1n ∈ Snk,S(Q). Considering the Fourier expan-
sion of f i ’s and f̃
c
, and comparing any (r, t) coefficients for which c(r, t; f̃ c) =




αi,r,t gi (z2),w(z2) >= Q
×
πδ−d0+β(μ/2, f , χ) = 0,
for some αi,r,t ∈ Q, where the non-vanishing follows from (1), a corollary to
Theorem 3.1. Setting hr,t (z2) := ∑i αi,r,t gi (z2) ∈ Nn,rk,S (Q), we obtain
< hr,t (z2),w(z2) >= Q
×
πδ−d0+β(μ/2, f , χ) = 0,
or,
< p0(hr,t |k,Sηn)(z2), f̃ (z2) >= Q
×




p, k not parallel,
q ◦ p, k parallel,
and we have used the assumptions (2) and (4) in the statement of the theorem in
order to be able to apply Lemma 5.4.
Since f̃ ∈ V ( f ) was arbitrary, the forms h̃r,t := p0(hr,t |k,Sηn) ∈ Snk,S(Q) (or
rather their projections to V ( f )) for the various (r, t) span the space V ( f ) over Q.
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Indeed, if we denote by S ⊂ V ( f ) the Q vector space spanned by the projections
of h̃r,t to V ( f ) and if there exists an f̃ ∈ V ( f ) which is not in S then there is a
form, say f̃ 1 ∈ V ( f ) which is orthogonal to S. But then this would imply by (∗)
above that c(r, t; f̃ 1c) = 0 for all (r, t). In particular f̃ 1 = 0. Hence indeed h̃r,t
span V ( f ). Moreover we have
< h̃r,t , f̃ >∈ πδ−d0+β(μ/2, f , χ)Q×.
That is, for any g ∈ V ( f ) we have < g, f >∈ πδ−d0+β(μ/2, f , χ)Q×. In
particular, the same holds for g = f , and that concludes the proof. 
We are now ready to give the proof of Theorem 4.6.
Proof of Theorem 4.6. We follow the same steps as in the proof of Theorem 5.7
but this time we apply Theorem 5.5 with selecting μ := σ there. Note that the
restrictions on σ in conditions (i) and (i i) are the ones that make the corresponding
Eisenstein series nearly holomorphic (compare with conditions in Theorem 5.5).
Condition (i i i) allows us to use the holomorphic projection operator. Finally, the
restrictions on the minimal weight are set so that we can apply the above Theorem
5.7 on the algebraicity of the ratio of the Petersson inner products.
In exactly the same way as above we obtain
< hr,t (z2), f (z2) >= Q
×
πδ−d0+β(σ/2, f , χ),
for some hr,t ∈ Nnk,S(Q). In particular we obtain,
< p0(hr,t (z2)), f (z2) >= Q
×




p, k not parallel,
q ◦ p, k parallel,
and p0(hr,t (z2)) ∈ Mk,S .
Thanks to Theorem 5.7 the proof will be finished after dividing the above
equality by < f , f > if we make the powers of π precise. Recall that






n(σ/2 + kv − l/2 − (n + 1)/2)







(σ/2 + kv − l/2 − (n + 1)/2 − i/2)∏n−1
i=0 
(σ/2 + kv − l/2 − i/2)
= Q×πdn(n+1)/2.
Hence, δ = dn(n + 1)/2. However, this is also equal to the dimension of the space
H
d





(kv − l + σ) − de,
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where e := n2+n−σ +l/2 if 2σ −l ∈ 2Z and σ ≥ 2n+l/2, and e := n2 otherwise.
This concludes the proof of the theorem. 
6. Poincaré series of exponential type and holomorphic projection
Our results in the previous section were obtained under the assumption of Property
A, which allowed us to obtain Lemma 4.5 and Lemma 5.4 above. The first one
allowed us to split the Eisenstein series from the cuspidal part while preserving
the algebraicity of the coefficients (the operator q above), and the second to define
a projection from nearly holomorphic Siegel–Jacobi forms to modular forms via
the known projection from Siegel modular forms of integral (when  ∈ 2Z) or
half-integral (when  ∈ Z) weight (the operator p above). As we indicated above,
PropertyA is known to hold inmany cases, as for example in the case of non-parallel
weight. However in general, it may not be so easy to check in practice. For this
reason in this sectionwedevelop a different approach to the holomorphic projection,
which does not rely on Property A, and projects the given nearly holomorphic form
directly to a cusp form. This new approach is modelled on the one developed by
Sturm [25] in the case of Siegel modular forms; and as it is there, Poincaré series
play a central role. In the first part of this section we study properties of such series
in the Jacobi setting.
In the next section we will apply the results of this section to obtain algebraicity
results of the special L-values without assuming Property A. For simplicity we will
restrict ourselves to the case of F = Q, even though the results of this section
should generalize to the case of totally real fields.
We let  = H(Z)  
, equipped with a homomorphism χ , where 
 is a
subgroup of Spn(Z) of finite index. We denote by M
n
k,S(, χ) the space of C
∞
(smooth) functions f : Hn,l → C such that f |k,S g = χ(g) f for every g ∈ .
We further let λ
 be the smallest positive integer for which





: μ ∈ Ml,n(Z), b ∈ λ
Symn(Z)}
is contained in the kernel of χ . It follows that f has a Fourier epxansion of the form












e(tr ( trw)), (4)
where L := {t ∈ 12 Symn(Z) : tii ∈ Z for all i = 1, . . . , n} and At,r are C∞
functions on
Yn := {y ∈ Mn(R) : ty = y, y > 0}.
Throughout this section we will write τ = x + iy, w = u + iv with x, y, u, v
having real entries.
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Further, for a positive definite matrix t ∈ L and r ∈ Ml,n(Z) such that 4t −
λ
S−1[r ] > 0, we define the (t, r)-th Siegel–Jacobi Poincaré series










e(tr ( trw))|k,S g, (5)
where Zl := {±(0, 0, κ)12n : κ ∈ Syml(Z)} ∩  is the subgroup of  which acts
trivially on Hn,l .
Proposition 6.1. The Poincaré series Pt,r converges absolutely and locally uni-
formly on Hl,n for k > n + l + 1. If k > 2n + l, then Pt,r ∈ Snk,S(, χ).
In order to prove this proposition, and also for further calculations, we need the
following two identities:
• For positive integers k, n such that k > (n − 1)/2 and for τ ∈ Hn ,∫
Yn
det(t)k−(n+1)/2e−tr (tτ)dt = 
n(k) det(τ )−k, (6)
where dt =∏1≤i≤ j≤n dti j and 
n(k) := πn(n−1)/4∏n−1j=0 
(k − j/2).• For a positive definite matrix S ∈ Syml(R), R ∈ Mn,l(R), A ∈ Symn(C) and
a ∈ C×, ∫
Ml,n(R)











The first identity is derived in [12, Lemma 6.2], and the proof of the second one
may be found in [3, Lemma 6.5].
Proof of Proposition 6.1. The required convergence follows from an easy genera-
lization of [5, Lemma 2.27], where n = 1, l arbitrary. For this notice that the coset
representatives for Zl∞\ are (λ, 0, 0)γ , where λ ∈ Ml,n(Z) and γ runs through
the coset representatives for 
∞\
, and use the identity (7).
The modularity property follows from the definition of Pt,r and absolute con-
vergence.
In order to prove cuspidality we generalise to the case of Jacobi forms the
approach of [12, section III.6], where the case of Siegel Poincaré series is consi-
dered. We first note that it suffices to show that the function
(det y)k/2 exp(−2π tr (S[v]y−1))|Pt,r (τ, w)|
is bounded on Hn,l (c.f. [16, Lemma 1.3]; note that this condition is independent
of the level of Pt,r because of strong approximation theorem).

















e(tr ( trw)), t > 0, 4t
λ

− S−1[r ] > 0
0, otherwise
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defined on Symn(R) × Ml,n(R) and for the lattices
 := L × Ml,n(Z) and ′ := Symn(Z) × Ml,n(Z).










































e(tr ((4S)−1[r ](τ + λ
































tr (t (τ1 + τ2))
)













ink det(4S)n/2, and |(1)k,S denotes





χ(g) det(τ1 + τ2)−ke(−tr (S[w1 − w2](τ1 + τ2)−1))|(1)k,S g.
(8)
As we will shortly show, for a fixed z2 ∈ Hn,l the series Pk,S(· , z2) is absolutely
convergent on Hn,l for k > 2n + l (and by symmetry also in other variable when
z1 is fixed); then





















We will establish the cuspidality of the Poincaré series Pt,r (z1) by showing that
Pk,S(z1, z2) is cuspidal in z1 for every fixed z2. We remark here that various prop-
erties of Pk,S have already been studied in [1] and [26, Proposition 2]. The rest of
the proof, which is implied but not written in [1], is based on the approach taken by
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Klingen in [12] in the case of Siegel modular forms and offers a slightly different
way of proving the cuspidality of Pk,S than [26]; for this reason we have decided
to include it.
Similarly to the proof of [12, Proposition 2 and its Corollary], the rest of the




| det(τ1 + τ̂2)k det(τ1 − τ̄2)−ke(tr (S[w1 − ŵ2](τ1 + τ̂2)−1))|
·|e(−tr (S[w1 − w̄2](τ1 − τ̄2)−1))|(S,k(z2))1/2dz2
defined onHn,l ×Hn,l ; if k > 2n+ l, then by [26, Lemma 3 and Lemma 1.(2)] the
defining integral is finite for any z1, ẑ2 ∈ Hn,l . Moreover, similarly to [12, page
80], for any compact subset K ⊂ Hn,l there exists a constant c(K) > 0 such that
G(z1, ẑ2) ≥ c(K) for (z1, ẑ2) ∈ Hn,l × K. (9)
In order to proceed we recall from [1, p. 192–193] that the map










defines an involutive automorphism of Gn,l(R) with the following properties:
g̃(−τ̄ , w̄) = (−gτ , gw), Jk,S( g̃, (−τ̄ , w̄)) = Jk,S(g, (τ, w))
and (c.f. [1, Lemma 1.4])
det(gτ1 − τ̄2)−ke(−tr (S[gw1 − w̄2](gτ1 − τ̄−12 )))Jk,S(g, (τ1, w1))−1
= det(τ1 + g̃−1(−τ̄2))−ke(−tr (S[w1 − g̃−1w̄2](τ1 + g̃−1(−τ̄2)−1)))Jk,S( g̃−1, (−τ̄2, w̄2))−1,
where gw1 := w1λ(g, τ1)−1 + λgτ1 + μ.
Hence, for g = (λ, μ, 0)g ∈  we have









| det(τ1 − g−1τ2)−ke(−tr (S[w1 − g−1w2](τ1 − g−1τ2)−1))|




| det(τ1 − g−1τ2)−ke(−tr (S[w1 − g−1w2](τ1 − g−1τ2)−1))|(S,k(g−1z2))1/2dz2.
We now fix a ẑ2 and write C for the constant c(K) appearing in equation (9)
above, for some compact set K  ẑ2. By triangle inequality,




G(gz1, ẑ2)| det(gτ1 + τ̂2)−ke(−tr (S[gw1 − ŵ2](gτ1 + τ̂2)−1))Jk,S(g, z1)−1|











| det(τ1 − τ̄2)−ke(−tr (S[w1 − w̄2](τ1 − τ̄2)−1))|(S,k(z2))1/2dz2 < ∞.
The finiteness follows again from [26, Lemma 3], and thus proves absolute
convergence of Pk,S(z1, ẑ2) (because what we really bound here is the series of
absolute values of the consecutive terms of Pk,S(z1, ẑ2)).
In fact, a closer look at the proof of [26, Lemma 3] reveals that if ξ ∈ Gn,l(R)





| det(τ1 − τ̄2)−ke(−tr (S[w1 − w̄2](τ1 − τ̄2)−1))|(S,k(z2))1/2dz2
= |Jk,S(ξ , (i1n, 0))|
∫
Hn,l
| det(i1n − τ̄2)−ke(−tr (S[w̄2](i1n − τ̄2)−1))|(S,k(z2))1/2dz2,
where
Jk,S(ξ , (i1n, 0)) = S,k((i1n, 0))1/2S,k(z1)−1/2 = (det y1)−k/2 exp(2π tr (S[v1]y−11 ))
and the integral, now independent of z1, is explicitly computed in the remaining
part of the proof and turns out to be finite if k > 2n + l. This proves that for every
fixed ẑ2 the function
(det y1)
k/2 exp(−2π tr (S[v1]y−11 ))|Pk,S(z1, ẑ2)|
is bounded onHn,l , and hence Pk,S(z1, ẑ2) is a cusp form in the z1 variable. From the
discussion above on the relation between Pk,S and Pt,r it follows that the Poincaré
series Pt,r is a cusp form. 
Corollary 6.2. For k > 2n + l, for every z2 ∈ Hn,l , the function


















,k,n,S Pk,S((τ1, w1), (−τ̄2, w̄2)),
where Pk,S is defined in (8), is absolutely and uniformly convergent in z1 on compact
subsets of Hn,l and defines a cusp form in Snk,S(, χ). The use of the constant
C,k,n,S := vol(\Hn,l)−1 det(2S)−n/2
n
(








will be justified in Theorem 6.4(a). Moreover, for any f ∈ Snk,S(, χ):
< f, K ( · , z2) >= f (z2).
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Proof. The first statement is a direct consequence of the proof of Proposition 6.1.
In particular, K (z1, z2) can be given by two formulas indicated above. The second
equality implies that, up to a constant and appearance of χ , it coincides with the
function studied in [26, Proposition 2]. From this it is not difficult to see that the
formula for the inner product remains valid in our setting. In fact, this formula
naturally comes out in the proof of Theorem 6.4 below, where we carry out more
general computations. 
Remark 6.3. It seems to us that for convergence reasons the series K (z1, z2), when
written using the formula (8) for Pk,S , should be defined as a sum which is taken
only over g ∈ Zl\, and not over all g ∈  as in [26]. Our definition coincides
also with the one used by [1].
Corollary 6.2 implies that K (z1, z2) is the reproducing kernel for Snk,S(, χ).
This means that in fact
K (z1, z2) =
d∑
i=1
fi (z1) fi (z2),
where { f1, . . . , fd} is an orthonormal basis for Snk,S(, χ). As a consequence,
< f (z1), K (z1, z2) >=
d∑
i=1
< f (z1), fi (z1) > f (z2) ∈ Snk,S(, χ)
for any f ∈ Mnk,S(, χ), as long as the sum is finite. The finiteness condition will
follow if we assume that f is of bounded growth. We define this notion as follows:
We say that a function f : Hn,l → C is of bounded growth, and we write
















e−2π tr ( trv)S,k(z)dz
is finite for every pair (t, r) ∈ 12 Symn(Z) × Ml,n(Z), with t > 0 and 4t −
λ
S−1[r ] > 0. Here
Xn := {x ∈ Mn(R) : tx = x, |xi, j | ≤ λ
/2 for all i, j},
Un := {u ∈ Ml,n(R) : |ui, j | ≤ 1/2 for all i, j};
if it does not lead to confusion, we will omit the subscripts n in Xn,Un
and Yn . We recall here that S,k(z) = det(y)ke−4π tr (S[v]y−1) and dz =
(det y)−(l+n+1)dxdydudv, where τ = x + iy andw = u+ iv, and we remark that




where F is a fundamental domain for .
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We will be writingBnk,S for the union ofBnk,S() over all congruence subgroups
. Our definition should be seen as a generalisation of the notion of bounded growth
introduced by Sturm in [25] in the case of Siegel modular forms.
We note that for k > 2n + , we have Snk,S(, χ) ⊂ Bnk,S(). Indeed, if
f ∈ Snk,S(, χ), then the function S,k(z)1/2| f (z)| is bounded on Hn,l (see [27,


































e−2π tr ( trv) det(y)k/2e−2π tr (S[v]y−1)dz.






























where d×y = det(y)−1dy; and is finite since (4t−λ
S−1[r ])y > 0 and k−l2 −n >
0.
We are now ready to state themain result of this section. The following Theorem
(except the statement (b)) is a generalization of [25, Proposition 1 and Theorem 1]
to the Jacobi setting.
Theorem 6.4. Let k > 2n + l and f ∈ Mnk,S(, χ) ∩ Bnk,S() with the Fourier
expansion (4). For t > 0 and r ∈ Ml,n(Z) such that 4t − λ






































e(tr ( trw2)) ∈ Snk,S(, χ)
and
< f, g >=< Hol( f ), g > for all g ∈ Snk,S(, χ).
Moreover,
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e(tr ( trw2)) ∈ Snk,S(, χ), then
< f, Pt,r >= C,k,n,S det(4t − λ
S−1[r ])−k+(n+l+1)/2 c̃(t, r),
where the constant C,k,n,S is as in (10); hence Hol( f ) = f ;







e(tr ( trw)) ∈ Nn,Dk,S (, χ) and k >
n + l2 + D, then






















Hol( f )(z2) =
n
(






























where Rt,r (y) := (det y)D pt,r (y−1) is a polynomial in the entries of y, h := 4t−
λ
S−1[r ] > 0, ∂∂y := [ 12 (1 + δi j ∂∂yi j )]1≤i≤ j≤n and δi j denotes Dirac delta.
Proof. First we compute the inner product of f and Pt,r :





































f (τ, w)e(−tr ( trw̄ + t
λ

τ̄ ))S,k(z)dz < ∞,
where the interchange of integration and summation is justified by the bounded









At ′,r ′ (y)
∫
X




e(tr ( tr ′(u + iv) − tr(u − iv)))du
= At,r (y)e−2π tr (t y)/λ
 e−4π tr ( trv)







−2π tr (t y)/λ














−2π tr (t y)/λ
 eπ tr (S−1[r ]y)(det y)k−(l/2+n+1)dy,
we obtain a finite quantity




−2π tr (t y)/λ
 eπ tr (S−1[r ]y)(det y)k−(l/2+n+1)dy.
If f ∈ Snk,S(, χ)withFourier coefficients c̃(t, r), then At,r (y) = c̃(t, r)e−2π tr (t y)/λ
 .
As we have seen above, f is of bounded growth and by applying identity (6) we
obtain























Hence Hol( f ) = f , which provides another proof of the second statement in
Corollary 6.2.
Now for any f ∈ Mnk,S(, χ) ∩ Bnk,S(), since K (z1, z2) is the reproducing
kernel for Snk,S(, χ), we have






























e(tr ( trw2)) ∈ Snk,S(, χ).
Furthermore, for any g ∈ Snk,S(, χ),
< Hol( f ), g >=
∑
i
< f (z1), fi (z1) >< fi (z2),
∑
j




< f, fi > < g(z1), fi (z1) > =< f (z2),
∑
i
< g, fi > fi (z2) >=< f (z2), g(z2) > .
If f ∈ Nn,Dk,S (, χ) is a nearly holomorphic Jacobi form, then we can
also explicitly evaluate the integral over Y (c.f. [6, eq. (2.165), p. 89]). Now
At,r (y) = pt,r (y−1)e−2π tr (t y)/λ
 , where pt,r (y−1) is a polynomial of total degree
D in the entries of y−1. Since y−1 = (det y)−1 tAd j (y) with Ad j (y) denot-
ing the adjoint of y, we can replace each homogeneous polynomial of degree
d occurring in pt,r (y−1) by (det y)−d Rdt,r (y), where Rdt,r (y) is a polynomial in
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yi j , 1 ≤ i ≤ j ≤ n, of homogeneous degree d(n − 1). We adjust it fur-
ther to Rt,r (y) := ∑Dd=0(det y)D−d Rdt,r (y) = (det y)D pt,r (y−1). Then, as long
as k > n + l2 + D,






























where h := 4t−λ
S−1[r ] > 0, ∂∂y := [ 12 (1+δi j ∂∂yi j )]1≤i≤ j≤n and δi j denotes Dirac
delta. 
We can now derive the following important corollary from the calculation done
above.
Corollary 6.5. Let f ∈ Nn,Dk,S (, χ, Q)∩Bnk,S(), with k > max{n+ l2+D, 2n+l}.
Then Hol( f ) ∈ Snk,S(, χ, Q).
Proof. This follows immediately from the Theorem above. Indeed, if we write
























(m + 12 ) is a rational multiple of
√
π for any m ∈ N. Then by Theorem
6.4 (b) above, Hol( f ) has Fourier expansion with coefficients in Q since (in the







y=h ∈ Q, as h =
4t − λ
S−1[r ] > 0 is a symmetric positive definite matrix with rational entries for
all (t, r). 
We conclude this section with another Corollary of Theorem 6.4, which we will
use in the next section. Namely, if the nearly holomorphic Siegel–Jacobi form has
a particular kind of Fourier expansion, then the required bound on the weight k can
be improved.
Corollary 6.6. Let f ∈ Nn,Dk,S (, χ, Q) ∩ Bnk,S() and assume that D = m n for
some m ∈ Z+. Assume further that











for some polynomials Qt,r (y) ∈ Q[yi j ], that is, the polynomials in the entries of
y, with algebraic coefficients. Then Hol( f ) ∈ Snk,S(, χ, Q) if k > max{n + l2 +
m, 2n + l}.
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Proof. This follows from the proof of Theorem 6.4 (b) after observing that in
the notation used there, At,r (y) = det(y)−mQt,r (y)e−2π tr (t y)/λ
 . In particular the


















and thus we can evaluate it using the formula in [6, eq. (2.165), p. 89] directly,
without the need to apply the transformation involving the adjoint of y; that is, it





















where h := 4t − λ












which concludes the proof. 
Remark 6.7. The construction of holomorphic projection by Sturm [25], which we
extended to the Siegel–Jacobi setting in Theorem 6.4, was generalized by Courtieu
and Panchishkin in [6, Theorem 2.16]. Under a weaker growth condition, which
they call “ofmoderate growth”, theywere able to define a projection to holomorphic
(not necessarily cuspidal) Siegel modular forms. It seems that a similar extension
is possible in the Siegel–Jacobi setting, and one could introduce there a notion of
moderate growth. One of the reasons we haven’t pursue this here is that the crucial
difficulty to derive any applications lies in establishing which functions are actually
of the required growth. Therefore we content ourselves with the case which already
provides the necessary tool for our purposes.
We should point out here that in case of (non-holomorphic) elliptic modular
forms the moderate growth condition has been already stated in the work [10]
of Gross and Zagier, and verified later in certain cases in [9, Chapter III]. It is
also known that nearly holomorphic vector-valued Siegel modular forms are of
moderate growth (see [18]). The notion of moderate growth used in these articles
differs though from the one defined in [6].
In the next section, Lemma 7.3 provides a sufficient condition for bounded
growth of certain C∞ functions, which is then verified in Proposition 7.4 in case
of nearly holomorphic Siegel–Jacobi Eisenstein series.
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7. Algebraicity results without assuming Property A
In this last part we use the theory developed in the previous section to obtain alge-
braicity results without assuming Property A. In particular, the aim is to establish
the following theorem, whose proof will be concluded in the end of the section. We
note that in comparison to Theorem 4.6, the bound on k is slightly weaker. This
is because we need to ensure that the growth condition is met, in order to be able
to apply the holomorphic projection discussed above. As it was mentioned in the
introduction, the main tool to establish the theorem below is the doubling identity
of Theorem 3.3, however the approach for proving the algebraicity of the ratio of
the Petersson inner products is different (compare the proofs of Theorem 5.7 above
with Theorem 7.9 below). Finally, as we indicated above, we restrict ourselves to
the case of F = Q, but we expect that our results could be extended to totally real
fields (see also Remark 7.5 below).
We fix a fractional ideal b and an integral ideal c of Q, and write  for the
congruence subgroup introduced in Sect. 3.
Theorem 7.1. Let n > 1, and assume that S satisfies property M+p for all prime
ideals p of Q prime to c. Let 0 = f ∈ Snk,S(, Q) be an eigenfunction of all T (a),
where k > 6n + 2l + 1, and χ a Dirichlet character such that χ(−1) = (−1)k .
Let σ ∈ Z be such that
(i) k/2 − 2n − l/2 > σ/2 > n + l/2 + 1,
(ii) σ − k ∈ 2Z.
Under these conditions
(σ/2, f , χ)
πeσ < f , f >
∈ Q,
where
eσ = n(k − l + σ) − e, e :=
{
n2 + n − σ + l/2, if l ∈ 2Z,
n2, otherwise.
First, in a few steps, we will establish the range for s in which the Eisenstein
series E2n|k,Sρ(z, s, χ) is of bounded growth.
Lemma 7.2. Let g ∈ Mnk,S(′, ψ) be a Jacobi form of weight k ∈ 12Z for some
congruence subgroup′ and characterψ . Then there exists a positive real constant
c1 such that








where λ j are the eigenvalues of y. Here we write τ = x + iy and w = u + iv.
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Proof. The proof of this lemma is similar to an analogue statement proved in [25,
Corollary 1, (B)]. Indeed, we define the function φ(z) := det(y)k/2e−2π tr (y−1S[v])
|g(z)|, where as usual we write z = (τ, w) with τ = x + iy and w = u + iv. Then
φ(γ z) = φ(z) for all γ ∈ ′. We write ′ = H(Z)  
′ and we choose
 := {(τ, λτ + μ) : τ ∈ F
′ , λ, μ ∈ Ml,n(R),∀i, j |λ|, |μ| ≤ 1}
as a fundamental domain of ′\Hn,l , where F
′ is Siegel’s fundamental domain
for 
′\Hn . Then there exists a constant c depending only on g such that |g(z)| ≤ c
for all z ∈ , and hence in particular thanks to the invariance of φ we have
φ(γ z) ≤ c det(y)k/2e−2π tr (y−1S[v]) for all z ∈  and γ ∈ ′.
We now consider any z. We pick a γ such that γ z ∈ . Then
φ(z) = φ(γ −1(γ z)) ≤ c det(y1)k/2e−2π tr (y−11 S[v1]),








j + λ−k/2j )
⎞
⎠ e−2π tr (y−11 S[v1]),
where λ j are the eigenvalues of y. From the description of, wemay take v1 = λy1
where λ ∈ Ml,n(R) with |λi j | ≤ 1, that is,
e−2π tr (y
−1
1 S[v1]) = e−2π tr (S[λ]y1).
But this last expression is bounded for y1 ∈  since y1 > ε1n for some ε > 0 and








j + λ−k/2j )
⎞
⎠ ,
and hence we obtain our claim by using φ(z) = det(y)k/2e−2π tr (y−1S[v])|g(z)|. 
Lemma 7.3. Let h ∈ Mnk,S(′, ψ), for some congruence subgroup ′ and charac-
ter ψ . Assume h(z) = g(τ )φ(τ,w) for some nearly holomorphic Siegel modular
form g(τ ) of weight k − l/2 and a holomorphic Jacobi form φ(τ,w) of weight l/2.









(1 − λ−l/2j )
)
e−π(εtr (y))(det y)(k−l/2)−(n+1)dxdy < ∞
for all ε > 0, where λ j = λ j (y) are the eigenvalues of the symmetric matrix y > 0.
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Proof. By Lemma 7.2, a sufficient condition on the bounded growth of h(z) can













(1 − λ−l/2j )
)


















































Since 4t0 − λ









(1 − λ−l/2j )
)
e−π(εtr (y))(det y)(k−l/2)−(n+1)dxdy < ∞
for all ε > 0, where we recall that λ j = λ j (y) are the eigenvalues of the symmetric
matrix y > 0. This is similar to the condition of Sturm for a weight k − l/2
nearly holomorphic form multiplied by a holomorphic modular form of weight l/2
(compare with the proof of [25, Corollary 2]). There is however a difference in the
power of the determinant. In [25] we have k − (n + 1) and in our case we have
k − l/2 − (n + 1). 
Proposition 7.4. With notation as in Sect. 3,
E2n|k,Sρ(z, s, χ) ∈ B2nk,S
for s ∈ 12Z such that k−l2 − 2n > s > 2n+1+l/22 .
Proof. We write ′ for the congruence subgroup of the Eisenstein series
E2n(z, s, χ). As it was shown in [2, Section 8], generalizing a previous result
of Heim in [11, Theorem 3.6], the Eisenstein series E2n(z, s, χ) can be expressed
as the trace from a congruence subgroup 1 ⊂ ′ of some finite index m of a form
E2nk−l/2(τ, s − l/4)θ(τ,w), where E2nk−l/2(τ, s − l/4) is a Siegel type Eisenstein
series of weight k − l/2, and θ(τ,w) a theta series in Ml/2,S ; that is,
E2n(z, s, χ) =
m∑
i=1
E2nk−l/2(τ, s − l/4)θ(τ,w)|k,Sγi ,
where the sum is over a set of representatives γ i ∈ ′/1. From this we obtain
E2n|k,Sρ(z, s, χ) =
m∑
i=1
E2nk−l/2(τ, s − l/4)θ(τ,w)|k,Sγiρ.
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If we write γi and ρ for the Siegel part of γ i and ρ respectively, we see that the
growth of the series E2nk−l/2(τ, s − l/4)|kγiρ, for each γi , is bounded by the growth
of the series
Hk−l/2(z, s) = det(y)s−k/2
∑
det(cz + d)−2s+l/2,
where the sum is over all coprime matrices c, d ∈ M2n(Z). This growth of this
series was studied by Sturm in [25]. Strictly speaking Sturm considers integral
weight series, namely the case of k − l/2 ∈ Z, however since we are actually
interested in the absolute value |Hk−l/2(z, s)| his result is valid also for the case
of k − l/2 ∈ 12Z, by using the fact, see [23, Theorem A.2.4 (2)], that the absolute
value of the half-integral factor of automorphy is equal to the square root of the
absolute value of integral one, i.e |h(γ, z)| = | j (γ, z)|1/2, in the notation of [23].
For more on how the results of Sturm can be extended to the case of half-integral
Siegel modular forms we refer to [14]. Furthermore we note that the statements in
[25] are valid for any congruence subgroup and hence in particular valid for the
groups ρ−1γ −1i 
′γiρ.
We can now use Lemma 7.3 above to establish the range where the Eisenstein
series is of bounded growth. For this we need to modify slightly the range obtained
by Sturm in [25, Corollary 2] to accommodate for the small difference in the
exponent of the determinant observed in the condition of bounded growth in the




> s − k
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Remark 7.5. In order to extend the results of this section to the case of totally real
field, one needs to extend [25, Corollary 2] to the case of totally real fields. We
have not attempted doing this.
Lemma 7.6. Let
G(z) := π−β2nk−l/2,c(μ/2 − l/4, χψS)(E2n|k,Sρ)(z, μ/2;χ)
and assume that k−l2 −2n > μ2 > 2n+1+l/22 , k−μ ∈ 2Z, andβ is as in Theorem 5.5.





. Moreover, the Fourier coeffi-
cients of G are of the form det (y)−D/2n P(y), where P ∈ Q[yi j ] is a polynomial
of degree at most D.
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Proof. The first statement of the Lemma is already contained in Proposition 7.4
and Theorem 5.5. The new information is the nature of the Fourier coefficients of
G, which a priory are the polynomials (with algebraic coefficients and of degree at
most D) in the entries of y−1. We have seen in the above proposition that up to a





E2nk−l/2(τ, μ/2 − l/4)θ(τ,w)
)
|k,Sγiρ.
In particular, it is enough to establish the statement for the nearly holomorphicSiegel
modular forms E2nk−l/2(τ, μ/2−l/4)|k−l/2γiρ, where γi andρ denote the Siegel part
of γ i and ρ, respectively. It is well known that the Eisenstein series E
2n
k−l/2(τ, μ/2−





μ−l/2(τ ), where E
2n




are the Shimura-Maass differential operators (see for example [6, page 135] for
l ∈ 2Z and [23, pages 145–146] for any l ∈ Z). Moreover, if a nearly holomorphic
modular form is obtained by such operators from a holomorphic modular form,
then the coefficients of its Fourier expansion are of the form det(y)−(k−μ)/2P(y)
where P is a polynomial in the entries of y of degree at most 2n(k − μ)/2 (see
[6, page 106]). Moreover, the operators δrm have the property (see [6, page 116] for
m ∈ Z and [23, Paragraph 14.14] for m ∈ Z + 12 ) that δrm( f |mγ ) = (δrm f )|m+2rγ
for a Siegel modular form f of weight m and any γ ∈ Sp2n(R). In particular,


















which proves that the Fourier coefficients of E2nk−l/2(τ, μ/2− l/4)|k−l/2γiρ are of
the required form. 
The next Lemma shows that the pullback ∗ defined in Lemma 5.6 preserves
the bounded growth property.
Lemma 7.7. Let f ∈ B2nk,S and let g(z1, z2) := ∗( f ). Then g is of bounded growth
in both variables z1 and z2. If moreover f ∈ N 2n,rk,S for some r ∈ N, then we may
write g(z1, z2) =∑mi=1 gi (z1)hi (z2), where gi , hi ∈ Bnk,S ∩ Nn,rk,S .
Proof. We first prove that the growth condition is satisfied for g(z1, z2) both for
z1 and z2. Since the argument is symmetric we may keep z2 fixed and consider the
function g(z1) := g(z1, z2). Let ′ be the congruence subgroup for g(z1) and λ
′
the associated constant. We need to show that for any (t, r) with t ∈ 12 Symn(Z)
half-integral and r ∈ Ml,n(Z) such that 4t − λ









|g(z1)|e−2π tr (t y1/λ
′ )e−2π tr ( trv1)S,k(z1)dnz1 < ∞.
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Since f if of bounded growth, we already know that for any given (t0, r0), now of
degree 2n, such that 4t0 − λ









| f (z)|e−2π tr (t0 y/λ
′ )e−2π tr ( tr0v)S,k(z)d2nz < ∞.
We note here that since g is simply the pull back of f with respect to the diagonal
map  we can use the same λ
′ .
We specialize to t0 := diag[t, 1n] and r0 = [r 0l,n] with t, r as above, so that
4t0 − λ
′ S−1[r0] > 0. Moreover, in the second integral we decompose X2n =
(Xn) ∪ (Xn)c, where (Xn) = diag[Xn, Xn] and (Xn)c is its complement









|g(z1, z2)|e−2π tr (t y1/λ
′+y2/λ











| f (z)|e−2π tr (t0 y/λ
′ )e−2π tr ( tr0v)S,k(z)d2nz < ∞.










|g(z1, z2)|e−2π tr (t y1/λ
′ )e−2π tr ( trv1)S,k(z1)dnz1.
It is continuous in z2, since g is continuous in the variable z2.
Suppose that for the selected (t, r) there exists a z′2 such that g(z1, z′2) is not of










|g(z1, z′2)|e−2π tr (t y1/λ
′ )e−2π tr (
trv1)S,k(z1)dnz1 = ∞.
Since h is continuous, for every N > 0 there exists a neighborhood of z′2, say
D(z′2, δ) such that |h(z2)| > N for all z2 ∈ D(z′2, δ). This means that the function
h is unbounded in any neighborhood of z′2. We will show that this further implies
that the first integral in (), call it I , is infinite.
Choose a compact neighborhood D of z′2 and denote byM be the smallest value
of the continuous function e−2π tr (y2)/λ










|g(z1, z2)|1D(z2)e−2π tr (t y1/λ
′ +y2/λ
′ )










|g(z1, z2)|1D(z2)e−2π tr (t y1/λ
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where 1D(z2) is the indicator function of the set D. Now let K be the smallest value
of the continuous function S,k(z2) det(y2)−(l+n+1) on D. Then the last integral is





Since h is unbounded on D, the last integral is undefined and hence so is I
(note that all the integrands are positive valued), which is in contradiction with ().
Since (t, r) were selected arbitrarily, we conclude that this holds for any pair (t, r)
and hence g(z1, z2) is of bounded growth in z1 for all z2. A symmetric argument
establishes also the bounded growth in the z2 variable.
For the last statement of the lemma we use an argument similar to the proof [23,
Lemma 24.11]. We first observe that if f is additionally nearly holomorphic, then
g is both of bounded growth and nearly holomorphic in z1 and z2. Since the space
of nearly holomorphic Siegel–Jacobi forms (of a given level) is of finite dimension
(Corollary 5.3), so is the linear subspace of the nearly holomorphic functions of
bounded growth. If {gi : i = 1, . . . ,m} forms a basis of such functions, then for any
fixed z2 we may write g(z1, z2) = ∑mi=1 gi (z1)hi (z2) for some complex numbers
hi (z2). We can find enough values of z1, say a1, . . . , am such that the linear system
g(a j , z2) = ∑mi=1 gi (a j )hi (z2), j = 1, . . . ,m, with the unknowns hi (z2) is non-
singular, and hence solving for the hi (z2)we see that they have the same properties
(of being bounded and nearly holomorphic) as the g(a j , z2). 
We now letω be a CM point ofHn in the sense of [23, Section 9], v ∈ Ml,2n(Q)
and P :=Pk(ω) ∈ C× be the corresponding period of ω of weight k, defined for
example in [23, Paragraph 11.12]. We set ω := (ω, vω) where ω := t(ω 1n) and
consider G∗(ω, z2) :=G∗((ω, vω), z2), where G∗(z1, z2) = e(tr (S[w1](τ1 −
τ̄1)
−1))G(z1, z2), G(z1, z2) := ∗(G) and G is as in Lemma 7.6; this is in agree-
ment with the notation of Proposition 4.2.
Lemma 7.8. The Fourier coefficients of the function
gω,v(z2) := 1
P
G∗(ω, z2) ∈ Bnk,S ∩ Nn,Dk,S (Q)





and P(y2) ∈ Q[y2,i j ].
Proof. By Lemmas 7.6 and 7.7, G(z1, z2) = ∑i f i (z1)gi (z2) for some f i , gi ∈
Bnk,S ∩ Nn,Dk,S (Q). Hence,
gω,v(z2) = 1
P




f i∗(ω)gi (z2) ∈ Bnk,S .
As we have seen in Sect. 5, f i∗ ∈ Nn,Dk (Q), and thus by [23, Paragraph 14.4],
P−1 f i∗(ω) ∈ Q, which in turn implies that gω,v ∈ Nn,Dk,S (Q).
On the other hand, G(z1, z2) is the diagonal restriction of a series with Fourier









), where Qt,r ∈
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Q[yi j ] are polynomials of degree at most D and λ
′ is the constant determined by
the level of G. Hence,
gω,v(z2) = 1
P























Observe that At2,r2 is a polynomial in C[y2,i j ]: it can be written as a sum of
infinitely many polynomials, but all of them are of degree at most D. How-
ever, since gω,v ∈ Nn,Dk,S (Q), it follows that in fact P−1e(tr (S[vω](ω −
ω̄)−1)) det(Im(ω))−D/2n At2,r2(y2) ∈ Q[y2,i j ]. In particular, the Fourier coeffi-
cients of gω,v(z2) are of the form det(y2)−D/2n P(y2), where P ∈ Q[y2,i j ]. 
We can now establish the analogue of Theorem 5.7 without assuming Property
A. Its proof is different from the one of Theorem 5.7, since instead of using Fourier
expansion to characterize Siegel–Jacobi forms, we use their values at CM points.
This allows us to take the lower bound for k as small as possible. The main issue
with the first approach is that if one writes, with the notation above, G(z1, z2) =∑
i f i (z1)gi (z2) then we do not know whether the f i , gi ∈ Nn,Dk,S have Fourier
coefficients of the form det(y)−D/2n P(y), which would allow us to take a smaller
bound for k when we apply the holomorphic projection (cf. Corollaries 6.5 and
6.6). We note here that a similar idea (evaluation at CM points) was used in [23,
section 29] on results of non-splitting unitary groups to compensate for the lack of
Fourier expansion in the classical sense.
Theorem 7.9. Assume n > 1, and let 0 = f ∈ Snk,S(, Q) be an eigenfunction of
T (a) for all integral ideals a with (a, c) = 1. Assume that k > 6n + 2l + 1 and
that the matrix S satisfies the condition M+p for every prime ideal p of Q coprime
to c. Then for any g ∈ Snk,S(Q),
< f , g >
< f , f >
∈ Q.
Proof. As we argued in the proof of Theorem 5.7, thanks to the decomposition
Snk,S(, Q) = V ( f ) ⊕ U,
where U is a Q-vector space orthogonal to V ( f ), we may assume, without loss of
generality, that g ∈ V ( f ). We now select μ ∈ k + 2Z such that
k − l
2
− 2n > μ
2
>
2n + 1 + l/2
2
.
As in the proof of Theorem 5.7 we consider a character χ of conductor fχ = o
such that χa(x) = sgna(x)k , χ2 = 1 and G(χ, μ − n − l/2) ∈ Q×, where
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G(χ, μ − n − l/2) is as in Theorem 3.3, equation (3). Then for any f̃ ∈ V ( f ) we
can evaluate the doubling identity of Theorem 3.3 at s = μ/2 to obtain
2nk−l/2,c(μ/2 − l/4, χψS)vol(A) < (E |k,Sρ)(diag[z1, z2], μ/2; χ), ( f̃
c|k,Sηn)c(z2) >
= Q×cS,k(μ/2 − k/2)(μ/2, f , χ) f̃ c(z1),
where we recall that f̃
c
(z1) is the Jacobi form obtained from f̃ (z1) by taking
complex conjugation on the Fourier coefficients.
In particular, for
G(z1, z2) = π−β2nk−l/2,c(μ/2 − l/4, χψS)(E |k,Sρ)(diag[z1, z2], μ/2;χ),
the diagonal restriction ofG(z) defined in Lemma 7.6, that is, with β as in Theorem
5.5, we obtain
< G(z1, z2), F(z2) >= Q
×
πδ−d0+β(μ/2, f , χ) f̃ c(z1),
where F := ( f̃ c|k,Sηn)c = f̃ |k,Sη−1n ∈ Snk,S(Q). Then, for a CM point ω ∈ Hn
and v ∈ Ml,2n(Q), with the notation as in Lemma 7.8,
< G∗(ω, z2), F(z2) >= Q
×
πδ−d0+β(μ/2, f , χ) f̃ c∗(ω),
or equivalently
< gω,v(z2), F(z2) >= Q
×
πδ−d0+β(μ/2, f , χ)Pk(ω)−1 f̃
c
∗(ω),
where Pk(ω) ∈ C× is the CM period corresponding to ω. By the lemma above,
gω,v ∈ Nn,Dk,S (Q) with D = n(k − μ). We note that k > n + l/2 + (k − μ) since
we have selected the μ such that μ > 2n + l/2 + 1. In particular, we can employ
Lemma 7.8 and Corollary 6.6, and consider hω,v(z2) := Hol(gω,v(z2)) ∈ Snk,S(Q)
to obtain
< hω,v(z2), F(z2) >= Q
×
πδ−d0+β(μ/2, f , χ)Pk(ω)−1 f̃
c
∗(ω). (∗)
Since f̃ ∈ V ( f ) was arbitrary, the forms h̃ω,v := hω,v|k,Sηn ∈ Snk,S(Q) (or
rather their projections to V ( f )) for the various (ω, v) span the space V ( f ) over
Q. Indeed, if we denote byS ⊂ V ( f ) theQ vector space spanned by the projections
of h̃ω,v to V ( f ) and if there exists an f̃ ∈ V ( f ) which is not in S then there is a
form, say f̃ 1 ∈ V ( f ) which is orthogonal to S. But then this would imply by (∗)
above that f̃
c
1∗(ω) = 0 for all (ω, v), since (μ/2, f , χ) = 0 for μ > 2n + l + 1
by the statement (1). In particular, since the CM points are dense in Hn (see [23,
page 77]), we conclude that f̃ 1∗ = 0 and thus so is f̃ 1 = 0. Hence, indeed, h̃ω,v
span V ( f ). Moreover, for any (ω, v),
< h̃ω,v, f̃ >∈ πδ−d0+β(μ/2, f , χ)Q.
This means that for any g ∈ V ( f ), and taking f̃ above to be equal to f , we obtain
< g, f >∈ πδ−d0+β(μ/2, f , χ)Q. In particular, the same holds for g = f , and
that concludes the proof by observing that of course < f , f >= 0. 
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We are now ready to give the proof of Theorem 7.1.
Proof of Theorem 7.1. We follow the same steps as in the proof of Theorem 7.9,
but now we take f̃ to be our f and evaluate the doubling identity of Theorem
3.3 at s = σ/2. Note also that the restrictions on σ in conditions (i) and (i i) are
the ones that make the corresponding Eisenstein series nearly holomorphic and
of bounded growth. For every CM point ω of Hn and v ∈ Ml,2n(Q) such that
f c∗(ω) = f c∗((ω, vω)) = 0 we obtain as in (∗) above,
< hω,v(z2), f (z2) >= Q
×
πδ−d0+β(σ/2, f , χ)
for some hω,v ∈ Snk,S(Q), where we have used the fact thatPk(ω)−1 f̃
c
∗(ω) ∈ Q×.
The exact power of π can be derived in exactly the same way as in Theorem 4.6.
Hence, thanks to Theorem 7.9, dividing the above equality by < f , f > finishes
the proof. 
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