Using pulsed-field-gradient (PFG) experiments, the sizes of the pores in ordered porous media can be estimated from the ''diffraction'' pattern that the signal attenuation curves exhibit. A different diffraction pattern is observed when the experiment is extended to a larger number (N) of diffusion gradient pulse pairs. Simulations to calculate signal values from arbitrary gradient waveforms are performed for diffusion in restricted geometries using a matrix operator formalism. The simulations suggest that the differences in the characteristics of the attenuation curves are expected to make it possible to measure smaller pore sizes, to improve the accuracy of pore size measurements and potentially to distinguish different pore shapes using the N-PFG technique. Moreover, when an even number of PFG pairs is used, it is possible to observe the diffraction pattern at shorter diffusion times and measure an approximation to the average pore size even when the sample contains pores with a broad distribution of sizes. Published by Elsevier Inc.
Introduction
The observation of diffusion of spin-labeled molecules provides an indirect means to probe geometries whose characteristic dimensions are smaller than the voxel resolution of conventional noninvasive MR imaging techniques. Incorporation of pulsed-field gradients in MR pulse sequences has made it possible to conveniently measure the diffusion characteristics of the sample [1] . One striking observation was that in materials with an ordered structure, signal attenuation (when plotted as a function of q = cdG/2p, where c is the gyromagnetic ratio, d is the diffusion pulse duration and G is the gradient vector) exhibited non-monotonic behavior [2] . Specifically, when the wave-number (q = jqj) assumed certain values depending on the spacing between the restrictions, there was an almost perfect phase cancelation resulting in very small signal values. This fact was exploited to determine the compartment size. Perhaps the simplest system that exhibits this behavior is diffusing molecules sandwiched between two infinite parallel planes separated by a distance L. For this geometry, the diffraction dips occur when the wavevector takes the values q = n/L, where n = 1, 2, 3,. . . is the index of the diffraction well.
Another observation regarding the diffraction patterns is that in anisotropic samples, if diffusion is almost free along certain directions but restricted along others, the diffraction pattern is very sensitive to the direction of the diffusion gradient; it is observed only when the diffusion gradients are almost perpendicular to the restricting walls [3] . This fact can be exploited to estimate fiber orientations.
Despite its potential, the application of diffraction patterns has been limited mostly because of the demanding nature of the experiments. In particular, the q-value has to exceed the reciprocal of the spacing between restricting barriers. This can be achieved by increasing the magnitude of the diffusion gradients or their durations. However, hardware limitations prohibit increasing the gradient strength beyond a certain point. Although increasing the gradient duration is possible, the violation of the narrow pulse approximation pushes the diffraction dips towards even larger q-values which in turn makes the pore size estimations less accurate. Another characteristic of the diffraction patterns that limits their widespread use is that the diffraction wells are observable when the diffusion time is long. In short diffusion times, the signal attenuation curve is quite featureless. In contrast to the requirement on q described above, this makes it difficult to measure the sizes of larger pores.
Last but not least, most porous materials of interest are composed of pores with a broad distribution of sizes. In this case the diffraction wells are not observable at all, and the estimation of an average pore size may be possible using sophisticated methods but not directly from the locations of the diffraction dips. This problem is especially important for the estimation of cell sizes in biological specimens because of their large variability. Consequently, the non-monotonicity of the MR signal has been observed only in the very coherently organized regions of biological tissue such as corpus-callosum of fixed rat brains [4] .
A logical extension of the PFG experiment involved the inversion of the magnetization via the application of a series of subsequent 180°radio-frequency (RF) pulses and application of separate pairs of diffusion gradients before and after each of the RF pulses as shown in Fig. 1 . Here, t m denotes the waiting time between two consecutive pulsed-gradient spin-echo (PGSE) blocks. This pulse sequence, or variants of it, have been considered before but to our knowledge not in the context of diffusion/diffraction phenomenon. The experiment was first proposed in [5] , was used to map velocity exchange in molecules undergoing flow [6] , and more generally to observe the time correlations of molecular motion [7] . Mitra studied the multi-PFG experiments theoretically in [8] where his emphasis was on the dependence of the MR signal on the angle between the two diffusion gradient pulses. This angular dependence is a signature of local anisotropy, which was observed in lyotropic liquid crystals [9] as well as in macroscopically isotropic biological tissue [10] . Furthermore, Mitra showed that for very long mixing times (t m ), the quartic term in a Taylor series expansion of the signal had a dependence on the angle between the two gradients whereas when t m = 0 the quadratic term exhibited this angular dependence. The former finding was employed to measure the average eccentricity and sizes of randomly oriented elongated yeast cells [11] . The latter finding was also used in the estimation of an average pore size [12] [13] [14] . Both of these approaches have employed the results from 'idealized' experimental conditions such as d = 0, D fi 1 (where D is the diffusion pulse separation) and t m = 0 or t m fi 1.
In this paper, we consider the case of applying the same gradient strength along the direction perpendicular to the boundaries, where D corresponding to each pair of the pulses is equal. This special case of the N-PFG experiment has been studied before to observe the (temporal) frequency dependence of the MR signal [15, 16] . Stapf has proposed a single-shot acquisition of several echoes in such experiments with particular emphasis on obtaining the values of the correlation function at multiple times [17] . 1 In this work, we show that this special case of the N-PFG experiment will yield diffraction-type non-monotonic signal attenuation patterns which are different from the diffraction patterns obtained when a single pair of pulses is used. To produce the signal attenuation curves, we employ the matrix formalism developed by Callaghan [19] , which is based on the idea of representing an arbitrary gradient waveform by a series of impulses [20] . This approach was previously used to investigate the diffraction patterns from finite pulsewidth single-PFG experiments in parallel plane, cylindrical and spherical pores with finite wall relaxation [21] . In this paper, we show that this approach can be extended to conveniently simulate the signal from multi-PFG experiments in these restricted domains. Specifically, we first illustrate the diffusion-diffraction pattern in idealized experimental conditions for diffusion taking place in parallel plane, cylindrical and spherical pores. Then we focus on the parallel plane pore and simulate the effects of variations of D, d and t m on the signal attenuation curves. The new diffraction patterns obtained from multi-PFG experiments are expected to improve the feasibility and accuracy of the pore size estimation from diffusion/diffraction experiments and make it possible to estimate an average pore size even when the sample contains pores with a broad distribution of sizes. 
Theory

The experiment in ''ideal'' conditions
When the duration of the diffusion gradients (d) is small compared to the diffusion time, given by the time delay between the application of the pulses (D), the echo attenuation, i.e., the ratio of the diffusion-attenuated signal to the signal obtained when no gradient is applied, in a single-PFG experiment is given by
where q(r) is the initial spin density, and P D (r, r 0 ) is the propagator indicating the probability of a diffusing particle initially at location r to end up at r 0 after time D. For extreme values of diffusion time, the propagator becomes
and
Note that this single-PFG experiment is a special case of the experiment in Fig. 1 with d = 0 and N = 1. Next, we shall consider the N-PFG experiment depicted in Fig. 1 with d = 0. We further consider the case in which all diffusion times, gradient strengths and their directions, and mixing times are equal. In this case, there are a total of 2N gradients applied and the signal attenuation is given by
In the limit of infinite diffusion times as well as mixing times, Eq. (3) can be used in all appearances of the propagator in Eq. (4), which results in complete decoupling of all integrations to yield
where S 0 (q) is the structure function given by
and obeys the relation S 0 (Àq) = S 0 (q) * . When q(r) is taken to be equal to the reciprocal of the pore volume inside the pore and 0 elsewhere, the structure function takes the following forms for three simple geometries considered: À cosð2pqRÞ ; spherical pore with radius R:
Perhaps a more interesting limit is when D is infinite, but mixing time is 0. In this case, there are a total of N + 1 gradient pulses with effective q-values
resulting in a signal attenuation of
When P number of pores, isolated from each other, contribute to the overall signal, the resulting signal attenuation is given by
where E D;tm;k is the signal attenuation from the k-th pore, which depends on its size, and V k is the volume of the pore, which can be taken to be L, r 2 and R 3 when, respectively, distributions of parallel plane, cylindrical and spherical pores are concerned.
N-PFG experiment with arbitrary timing parameters
Although the above results are quite instructive, the assumptions regarding the timing parameters are not met in real-life experiments. The deviations from the ideal parameters typically involve finite values of D and d. Moreover, although t m = 0 condition can be realized experimentally, this would require application of gradient pulses whose magnitude is twice that of the first and last gradients. Therefore, when the gradient strength is limited, it is beneficial to have a mixing time greater than or equal to d. To understand the effects of deviations from ideal parameters, we have adapted the matrix formalism developed in [19] to the multi-PFG experiments that we are considering. Our implementation followed directly from [19] with one correction on the discretization of finite-width pulses, which is detailed in Appendix A.
Results
In Fig. 2 , we show the results of our simulations from parallel plane, cylindrical and spherical pores under idealized experimental parameters. The left column shows the results with infinite mixing time, whereas the right column depicts the same for t m = 0. It is clear from Eq. (5) that the experiments with higher number of pulse pairs (N) when mixing time is large, simply attenuates the signal even more without adding any new information. The left column confirms this expectation.
The situation is quite different when mixing time is set to 0. There are a number of observations that should be made. First, we shall consider the case when N is odd.
When N is greater than 1, Eq. (9) suggests that the echo attenuation from a single-PFG experiment is multiplied by a power of the absolute value of S 0 (2q). Since S 0 (q) exhibits diffraction dips, jS 0 (2q)j has to have similar behavior at exactly half the q-value. This fact is readily observed by comparing the attenuation curves from N = 1 with those from N = 3. It should also be noted that when N is odd, the signal is real and positive.
Finally, we consider the case when N is even. In this case, the signal can in general be complex. However, since the structure function is the Fourier transform of a real function, when the geometry is symmetric around the plane that goes through the origin and whose normal is parallel to the diffusion gradient, the results will be real. Furthermore, the S 0 (q) 2 S 0 (2q) * factor ensures that the resulting signal will be real even when S 0 (q) is complex, as long as the geometry has a symmetry plane perpendicular to the direction of the gradient. This is the case for the parallel plane pore that we study. The signal may be negative valued though. In our plots, negative values are flipped, but assigned a dotted line to discriminate them from the positive sections of the curves represented by continuous lines. Note that Eq. (9) does have the S 0 (2q) factor, indicating that the compartment size can be estimated using half the gradient strength. In this case, however, the signal crosses into negative values rather than bouncing back up. Note that there are significant qualitative differences between the signal curves obtained from different geometries. The signal decay curves obtained from cylindrical and spherical pores possess extra lobes when compared to the curves from parallel planes when N is greater than 1. The signal vanishes when qr = {0.305, 0.558, 0.610, . . .} for the cylindrical pore and qR = {0.358, 0.601, 0.715, . . .} for the spherical pore. Fig. 3 shows the signal attenuation curves when a distribution of isolated pores with varying dimensions are considered. In these simulations we have assumed that the dimensions are Gaussian distributed with mean values of L 0 , R 0 and standard deviations of r L , r R for the parallel plane and spherical pore ensembles, respectively. Note that as the distribution of pore sizes gets broader, the diffraction dips disappear in single-PFG experiments. A similar response is observed when experiments with other odd number of pulse pairs are simulated. However, when the number of pulse pairs is even, especially the first diffraction dip is well preserved although its location may suffer slight shifts. This is due to the fact that the ''dips'' for even N are characterized by zero crossings. Consequently, when the qvalue is close to its zero-crossing value, the contribution of the pores whose sizes are smaller than what is implied by the zero crossing will be positive whereas the contribution from larger pores will be negative. These two groups of contributions will cancel each other maintaining the zero crossing. There are two competing effects that try to shift the zero crossing away from its position implied by a homogeneous distribution of pores. The larger pores contain more spins than the smaller pores. This is why the signal attenuations are multiplied by the pore volume in Eq. (10) . This effect pushes the zero crossings to the left. However, diffusion inside larger pores gives rise to more rapid signal attenuation, which acts in the opposite fashion. As seen in the second row of Fig. 3 , in the simulations we have performed, the latter effect seems to influence the signal more than the former. However, the location of the first zero crossing seems to remain very close to the point implied by the mean value of the pore size even when the standard deviation is large.
Next, we focus on the parallel plane pore and investigate the effects of variations in D. The results for experiments from N = 1 through N = 6 are shown in Fig. 4 . Similar to the t m fi 1 case, increasing N beyond N = 3 does not create any change other than attenuating the signals more. The straightening of the single-PFG curve for smaller values of D is observed in a similar fashion in other odd values of N. When N is even, the features of the curves are more resilient to the decreases in D. This is because the zero crossings do not disappear readily in the attenuation curves. The first of these crossings appears to occur at slightly larger values of q when D is reduced.
Another timing parameter that can be changed in multi-PFG experiments is the mixing time t m . Since it is not defined in single-PFG experiments, we provide results from doubleand triple-PFG experiments only. The left column of Fig. 5 shows the results when t m is increased from the value of 0. This is important because the t m = 0 condition necessitates the application of twice the gradient strength which may not be affordable especially when one is interested in measuring the sizes of smaller pores. If this is the case, then the minimum value of t m can be equal to d. The results indicate that the first few lobes of the attenuation curves are quite robust to the variations in t m although significant alterations are observed at higher q-values. Progressively increasing t m pushes the zero crossings towards the locations of diffraction wells observed when N = 1. The locations of these do not change at all. When t m gets very large, zero crossings reach these points. This is the case when the diffusional processes in different sections of the multi-PFG experiment become completely independent from one another. In this case, the diffraction patterns become similar to those from single-PFG experiments although experiments with larger number of gradient pairs suffer more signal loss.
Finally, we consider the N-PFG experiment with finite sized gradient pulses. It was shown that in finite pulsewidth single-PFG experiments, the diffusion signal appears as if the motion of spins takes place between the two centersof-mass of the particles calculated during the application of the diffusion pulses [22] . Therefore, the pore appears to be smaller than its actual size resulting in a shift of the diffraction dips towards higher q-values. As shown in Fig. 6 , as the pulsewidth increases, the same effect is observed in multi-PFG experiments.
Discussion
The formulations and the simulations we have presented indicate that the non-monotonic behavior of the signal attenuation from N-PFG experiments leads to significant advantages in the determination of compartment sizes when compared to single-PFG experiments. An estimate for the compartment sizes can be obtained by determining the locations (q-values) at which the signal is lost. The reciprocal of the q-values that yield the diffraction dips, upon multiplication of the expected values of qL, qr or qR as described above, gives the estimate for the compartment size. If the experimental parameters differ from the ideal conditions, then the values of qL, qr and qR will have to be modified accordingly.
Since the diffraction patterns have different characteristics when different number of pulse pairs (N) are employed, it may be beneficial to repeat the experiment with different number of pulse pairs. An alternative is to simply acquire the signal obtained at different refocussing times [17] during a single scan. In either case, obtaining a hierarchy of signals is expected to improve the identification of different diffraction dips. Despite the significant improvements the N-PFG experiment introduces to the feasibility of the observation of diffraction dips, it has some disadvantages as well. The predicted signal values when N > 1 are smaller than those from single-PFG experiments necessitating higher signal-tonoise-ratios (SNRs). This may be alleviated to certain extent by using smaller D values and even number of gradient pulse pairs (see Fig. 4 and related discussion). Also note that, when N is even, the signal is predicted to be negative and possibly complex. Therefore magnitude-valued data can not illustrate the zero crossings. However, upon taking the magnitude value of the signal, the zero crossings turn into dips, which can still be employed in the compartment size estimation.
Finally, we would like to note that it may be possible to obtain more information from the signal attenuation curves by transforming the signal decay profiles into higher-dimensional joint probability density functions [23, 18] , which could suggest an alternative explanation to the origins of the predicted diffraction patterns by illustrating the correlations of molecular motion between the separate encoding intervals.
Conclusion
We have investigated the diffusion/diffraction phenomenon in multi-PFG experiments. We have shown that the diffraction patterns of multi-PFG experiments with small mixing times are qualitatively different from those obtained via single-PFG experiments. These differences are predicted to yield significant improvements in the feasibility of acqui- sitions and widen the range of potential applications of the diffraction patterns. Specifically, we have shown that the first diffraction dip occurs at exactly half the q-value when compared with diffraction patterns from a single-PFG experiment. This makes it possible to measure smaller pore sizes and make the pore size estimates more accurate as pulses of half the width can be applied. Moreover, the diffraction pattern is different when obtained from different pore shapes, which can be exploited to infer the shapes of the pores. When an even number of gradient pulse pairs is used, it is possible to observe diffraction patterns at shorter diffusion times; this in turn makes the experiments more feasible, reduces the total acquisition time and makes it possible to measure large pore sizes. Finally, it is possible to estimate an average compartment size from samples with a broad distribution of pore sizes using the multi-PFG technique with an even number of pulse pairs. 
