In order to make hyperspectral image classification computationally efficient, it is necessary to select the most informative bands instead to process the whole data without losing the geometrical representation of hyperspectral data. To cope with high dimensionality of hyperspectral data, an improved unsupervised non-linear deep autoencoder (UDAE) based band selection method is proposed. The proposed method selects the most informative bands that preserve the most and key information, in which the hidden representation is a non-linear transformation that maps the high dimensional data to a data of lower dimensions without losing the geometrical representation. This work emphasizes to analyze which information is needed to preserve the hierarchical representation while selecting a subset of high dimensional space. Our experiments on publically available hyperspectral dataset demonstrate the effectiveness of proposed method, which equates favorably with traditional state-of-the-art methods.
I. INTRODUCTION
EMOTE sensing is concerned with the extraction of meaningful information from earth surface or objects of interests based on their radiance acquired by the sensors. One of the applications of remote seining is hyperspectral imaging. Hyperspectral imaging has been extensively used in real life applications such as environmental and mineral exploration [1] .
Hyperspectral image classification has been a very active area of research, and due to the enhanced capabilities, the hyperspectral sensors are able to capture hundreds of narrow and contiguous spectral bands with high spatial resolutions that have led to a better identification of relatively small structures. Due to the high spatial and spectral resolutions, the geometrical structure of a scene have a great perceptual significance that can be directly exploited for modeling the objects, but it usually leads to the curse of dimensionality. To cope with high dimensionality, several linear and non-linear dimensional reduction (DR) [4] and band selection (BS) methods have been proposed [5] .
Linear transformation based band selection techniques have been widely used to cope with issues related to high dimensionality. These techniques include principal component analysis (PCA), kernelized principal analysis (KPCA), linear discriminant analysis (LDA), stepwise linear discriminant analysis (SWLDA) [4] , kernelized linear discriminant analysis (KLDA), factor analysis (FA), and minimum noise fraction transformation. All these techniques change the physical meaning of the original space because the channels in lower dimensional space do not correspond to the individual band but their linear combinations. Band selection techniques to select a subset of the original hyperspectral data may also be preferred when the physical meaning of bands needs to be maintained [6] .
The simplest band selection techniques are linear transformation based techniques, such as PCA or LDA. In general, these methods do not preserve the complex structure of the data while maximizes the amount of the original variance present in the transformed space [7] . This leaves the question of what non-linear transformation is optimal for some given hyperspectral data. In contrast to the above, PCA simply maximizes the variance, but actually, we want to maximize the degree to which complex structure is preserved by the transformation instead to maximize the other metrics. There are several metrics exists, one of which is used by autoencoders (AE) [8] . More specifically, the metrics used by the AE is designed to minimize the difference between corresponding inter-point relations into two spaces;
A transformation is regarded as preferable if it preserves
the root mean square error between each pair of points. 2. It attempts to ensure that the encoding and decoding do not affect the topology, i.e., the importance of preserving relations between points is emphasized.
Unlike traditional unsupervised non-linear band selection techniques, the deep autoencoder (DAE) does not explicitly represent the transformation function. Instead, it simply provides a measure of how well the result of a transformation reflects the structure present in the original hyperspectral data. To this end, usually, band selection techniques encountered three main problems.
1. Number of bands to be select, i.e., how many bands one should have to select to obtain a good performance of any classifier. 2. The criterion, i.e., which objective function to be used for said purpose. 3. Searching strategy, i.e., which strategy to be adopted to have maximum performance.
The concept of virtual dimensionality is used to estimate the number of spectrally distinct signatures that serve as a reference value [9] , and particle swarm optimizer (PSO) method to automatically determine the optimal number of bands [10] [11] .
The criterion selection and searching strategy process have been addressed in [12] without using external classifier. Band selection techniques take distance metrics as class separability, such as Jeffrey's Matusita [13] , Bhattacharyya [14] , and divergence [15] . However, a representative spectral signature for each class can be used to compute the minimum abundance covariance [16] [17] [18] . However, sometimes the accuracy of a classifier can directly be used as objective function [19] [20] .
The core objective of any searching strategy is to avoid testing all possible band combinations, such as forward searching methods e.g., sequential forward and floating selections methods [16] . A firefly method [21] is an evolutionary type computation technique has also been adopted in band selection methods [19, 22] , due to its capability of global searching in a high dimensional space to solve many complex optimization problems.
However, hyperspectral band selection with Firefly searching method is expensive due to its scheme that classification needs to conduct during the band selection process. It is computationally unaffordable if the selected classifier is expensive with many training samples. Moreover, the selected bands may be optimal only to the involved classifier.
Based on the facts stated above, our main contribution is to address all three problems concerned with band selection as discussed above, using an unsupervised non-linear deep autoencoder (UDAE) method. The proposed band selection technique is classifier independent and significantly improves the classification performance and reduces the computational power. To justify our claims, we employed several external classifiers to validate the performance of our proposed method. For this, our aim in not only to find an optimal mapping but also to construct a new space that has a structure similar to the original hyperspectral data.
Hyperspectral bands can be reduced to the different number of dimensions, but one thing need to maintain is to preserve the important information about the scene. Usually, such information is not much known and thus can be assumed about the space in which the relevant aspect of the scene is represented. Thus, the core objective is to attain a subset, which preserves the geometrical structure of the original space.
II. DEEP AUTOENCODERS (DAE)

A. TOPOLOGY
There can be diverse choices for neural network topology that determines the number of parameters in autoencoder, i.e., the number of neurons in each layer and the number of hidden layers to generate. There are strong ties between the amount to samples and the number of parameters, which is required to determine the parameters for the whole dataset. There is a risk that the system will be overwhelmed with too many parameters i.e., the trained system attains too much information about the data which leads to the week generalization for unseen samples coming from the same source. Thus, the reconstruction error and the number of parameters are two most important variables to control the generalization performance, i.e., a small increase in the reconstruction generally produce a large improvement in the data rate.
A prerequisite for any trained multi-layer back-propagation based neural network: the network must be able to regenerate the original samples with a small reconstruction error because in deep structure the output of one layer is the input to the next layer. Thus the output of initial layer should be adapted carefully that could be suitable as input to the next layer and so on. However, the right choice for learning rate is also critical for the convergence of learning model in reasonable time. However, there is no guarantee that the algorithm will converge to the global minima, converge somehow, or converge at all. That is why the learning rate depends on the number of input neurons.
B. DEEP STRUCTURE OF AUTOENCODERS
An AE is a back-propagation based artificial neural network composed of one or more hidden layers that map the entire input space onto itself. AE learned by using unlabeled samples and back propagation algorithm. Thus, there is no need to account the class information, because the AE maps the input space onto itself independently, i.e., the mapping has done without knowing the class information. While the training phase, the best possible encoder, and decoder for input space through hidden representation U. The hidden representation U can be visualized as a compression of the input space containing the key contents or information.
Deep autoencoder (DAE) is a new and emerging machine learning method and receives remarkable results for many real life applications [23] [24] [25] . The key concept in DAE is to represent the data space in such a way that improves the classification performance.
DAE are generated using multiple layers of AE, where these encoders normally constructed by greedy methods, i.e., layer wise methods. The AE are trained without the knowledge of class information and then the trained AE maps the input space X of training set to already learnt lower dimensional space U. The autoencoder trained using U as feature resulting in V (a new hidden representation) of even lower dimensional then U and so on. Piling the greedy layerwise learned autoencoders construct the deep structures of AE, where the DAE maps the original input space through a hierarchical representation to a lower dimension.
Let us assume { } =1 be a matrix of data samples and each row of data space contains spectral information for each sample of L spectral bands. Let { } =1 be a matrix of validation set and assume a non-linear activation function denoted by ( );
where ( , ) = (2, 3), and a node in the artificial neural network implements the function expressed in (ii) and further this function can be written as expressed in (iii); and a layer in network is composed on n nodes is presented in expression (iv);
where W is a matrix with each row and column for each node of output space and for each input space, respectively. An AE as per one layer in a deep structure consist of two layers of nodes, single hidden layer and single output layer, where the output layer contain a linear activating function ( );
where ( , ) are encoding and decoding layer parameters, and finally the, training is done in an iterative fashion by adjusting the network parameters using back propagation method.
C. PROPOSED METHOD
The UDAE based band selection technique is described as follows; 
D. CLASSIFIERS
Machine learning methods often suffer for hyperspectral classification due to the curse of dimensionality, because in hyperspectral space each sample consists of hundreds of potential bands. Eventually evaluating every sample from each band can affect not only the classifiers efficiency for training and execution but in fact reduce the classification power. Unlike to the traditional machine learning methods, the proposed UDAE method process selects only those bands for classification which known to improve the predictive power of the model and potentially improve the execution time because irrelevant bands do not need to be computed. To this end, we have used several external classifiers to test the efficiency of UDAE method.
III. EXPERIMENTAL SETTING
This section contains the brief description and schematic illustration of proposed system and experimental settings. In this work, we conduct an unsupervised non-linear band selection process in which all samples are modeled through greedy layer-wise method, upon which the learning is conducted for final classification.
A. EXPERIMENTAL DATASET
A publically available real hyperspectral dataset [26] is used to evaluate the performance of the band selection technique. The experimental dataset consists of 224 spectral bands with a spatial resolution of 3.7m. Some bands were water absorption and removed prior to the analyses. The removed bands are 108-112, 154-167, and 224. The actual Salinas scene was covered with 512*217 samples per band and contains vegetables, bare, soils, and vineyard field.
Salinas ground truth contains 16 classes and the selected sub scene consists of only six classes and 86*83 samples per band. The selected samples scene located in the original scene at 591-676, and 158-240. The class information of Salinas-A dataset is presented in Table I . 
B. EXPERIMENTAL SETUP
Our aim is to investigate the efficient representation of hyperspectral space using UDAE. Efficient means the representation in a lower dimensional space from, which it is possible to reconstruct the original space with least reconstruction error (root mean square error). Prior to the actual analysis, we normalize the data just to improve the convergence of the learning model by translation of each hyperspectral band to obtain zero mean.
In proposed UDAE method, the last activation function is set as a linear function based on the spectral target values. In this process, we observe two different learning models (stochastic and batch learning). In the batch model, the gradient is computed as an average of a set of spectral vectors, while in the stochastic model, the net model is adopted to one spectral vector at a time. The gradient process gives a better approximation, while stochastic model takes the advantage from the random walks. During the implementation of UDAE, we found that there is a significant difference in speed of going through an epoch in the learning model, which leads to conclude a solution between the extremes by using tiny batches. The learning rate is determined by hit and trial based on error just to speed up the convergence rate of learning model, while if the learning rate is selected too big then the model will not converge and kept jumping around minimum values.
The network configuration contains parameters, namely, the number of hidden layers, the number of neurons in every hidden layer, and the learning rate to control the reconstruction and fine tuning process, and a maximum number of iterations to train each layer.
The number of hidden layers is selected in the range from 4-6, and the number of hidden neurons are chosen form {250, 200, 100, No. of bands to be select} in the case of four hidden layers, the learning parameters are selected from the range [0.01 0.1]. All these parameters are carefully tuned for the given experimental results.
The optimal selection of these parameters was obtained according to the optimal classification performance. In addition, the network training includes two more parameters; the maximum number of iterations for training and finetuning which we randomly set to between 30-100.
The proposed method is compared with two different type of classifiers i.e., kNN, and ensemble learners. kNN classifier is trained using the range from {1, 23} nearest neighbors, and ensemble learning for both AdaBoost and bag classifiers are trained using tree learning model, with {1, 100} and {1, 30} number of trees respectively. All these parameters are tuned by the 10-cross validation process. Table 1 presents the comparison of classification results obtained by using different classifiers using 95% confidence interval for T-test, and for these comparisons, kappa coefficient, overall, and average accuracy metrics are employed, which are widely used in existing works. In all experiments, we randomly split the dataset into the training and testing set for 10-fold cross-validation, and the reported results are the average of the 10-folds.
C. EXPERIMENTAL RESULTS
The kappa coefficient [27] is obtained by using the expression given bellow.
is the number of correctly classified samples in the jth class, ∑ is the number of all correctly classified samples, is the number of samples belonging to the jth class in the ground truth signatures, and is the number of samples which have been classified into the jth class.
From Table II , it is clear that kNN outperformed with acceptable generalization performance than ensemblelearning classifiers. This also demonstrates that the bands selected by the proposed UDAE method can effectively increase the separation between classes. Figure 1 (A-B) shows the out of bag error and resubstituting error for both ensembles learning classifiers respectively. Figure 2 presents the reconstruction error on each layer for proposed UDAE method, and Figure 3 shows the classification maps obtained through kNN, Bag and AdaBoost classifiers. The obtained results demonstrate the acceptable generalization capability for the UDAE method for all three classifiers. The internal comparison with different band selection methods using 50 numbers of selected bands is shown in Table II for all three classifiers. 
A. STATE OF THE ART WORKS
The proposed UDAE technique is compared with state-ofthe-art-works, such as Principle Component Analysis (PCA), Locally Linear Embedding (LLE), and Laplacian Eigenmaps (LEM's).
All these methods are unsupervised, where Laplacian Eigenmaps and Locally Linear Embedding methods are nonlinear while PCA is linear mapping method. To maintain the consistency between these different methods, 50 most informative bands were selected empirically by each method.
After carefully selecting the bands, the kNN, Bag, and AdaBoost classifiers are used to classify these selected bands. Table III show the obtained overall accuracy from the said band selection methods using kNN classifier. From results, one can conclude that the UDAE technique outperforms then the other well-known band selection techniques. UDAE significantly outperformed with kNN classifier. 
I. CONCLUSION
Unsupervised deep autoencoder (UDAE) based hyperspectral band selection method is proposed in which several external classifiers are used to classify the selected bands. From results, we observe that the proposed method outperformed together with kNN and ensemble learning classifiers. The tuned UDAE method also provides better classification than several popular band selection techniques, which demonstrates the acceptable discriminant ability of band selection. In our current work, we only explore the possibilities to use spectral information for band selection; in this extension, there are several methods that can be used to fuse the spatial information. These methods include morphological methods and the spatial coordinate information and relations between spatial adjacent pixels. Our future direction is to fuse the spatial information together with spectral information to improve the classifiers performance for other high dimensional hyperspectral datasets (Pavia University, Pavia Centre, Indian Pines, etc.) with least computations and computational cost such as time and space, with optimal number of training samples to further cope with the issues of classifiers generalization.
