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Abstract
The paper concerns standard supersymmetry algebras in diverse dimen-
sions, involving bosonic translational generators and fermionic supersymmetry
generators. A cohomology related to these supersymmetry algebras, termed
supersymmetry algebra cohomology, and corresponding ”primitive elements”
are defined by means of a BRST-type coboundary operator. A method to
systematically compute this cohomology is outlined and illustrated by simple
examples.
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1 Introduction
This paper is the first in a series of papers related to standard supersymmetry alge-
bras in diverse dimensions D. The supersymmetry algebras involve bosonic trans-
lational generators Pa (a = 1, . . . , D) and fermionic supersymmetry generators Q
i
α
where α is a spinor index and i (i = 1, . . . , N) numbers sets of supersymmetry gen-
erators. The supersymmetry algebras under consideration are graded commutator
algebras
[Pa , Pb ] = 0, [Pa , Q
i
α ] = 0, {Qiα , Qjβ} =M ij(ΓaC−1)αβPa (1.1)
where [A , B ] = AB−BA denotes the commutator of two generators A and B and
{A , B} = AB + BA denotes the anticommutator of two generators A and B. Γa
are gamma-matrices representing a D-dimensional Clifford algebra with signature
(t, D − t), C is a related charge conjugation matrix, and M ij are the entries of a
(generally complex) N ×N matrix (cf. sections 2 and 4 for details).
The generators Pa, Q
i
α are represented in some representation space F which, in
particular, may be a space of field variables of some supersymmetric field theory (cf.
section 6 for examples).
The object of this work is a cohomology related to the supersymmetry algebras
(1.1) which we shall call supersymmetry algebra cohomology because it is an analog
of Lie algebra cohomology [1, 2]. This cohomology can be suitably formulated for
any supersymmetry algebra (1.1) my means of a BRST-type coboundary operator
ssusy constructed of the generators Pa, Q
i
α of the supersymmetry algebra and corre-
sponding ghost variables ca (”translation ghosts”) and ξ
α
i (”supersymmetry ghosts”)
2
according to
ssusy = c
aPa + ξ
α
i Q
i
α − 12M ij(ΓaC−1)αβ ξαi ξ
β
j
∂
∂ca
(1.2)
where ∂/∂ca denotes an ”algebraic differentiation” with respect to ca (cf. section 3)
and Einsteins summation convention is used (summation over repeated upper and
lower indices; e.g., caPa stands for
∑D
a=1 c
aPa). The Pa and Q
i
α act on the elements of
the representation space F according to the respective representation, and trivially
on the ghost variables ca and ξαi according to
[Pa , c
b ] = {Qiα , ca} = [Pa , ξαi ] = [Qiα , ξ
β
j ] = 0. (1.3)
Hence, denoting an element of the representation space F by φ, ssusy acts on this
element and on the ghost variables respectively according to
ssusyφ = c
a(Paφ) + ξ
α
i (Q
i
αφ) , ssusyc
a = −1
2
M ij(ΓaC−1)αβ ξ
α
i ξ
β
j , ssusyξ
α
i = 0
(1.4)
where (Paφ) and (Q
i
αφ) are determined by the respective representation of Pa and
Qiα in the representation space F . On functions f(φ, c, ξ) of the elements of F and
of the ghost variables, ssusy acts as an antiderivation (cf. section 3).
The translation ghosts ca are fermionic (anticommuting) variables, the supersym-
metry ghosts ξ
α
i are bosonic (commuting) variables (the c
a carry Grassmann parity
1, the ξαi carry Grassmann parity 0, cf. section 3), i.e. their commutation relations
read
cacb = −cbca, caξαi = ξαi ca, ξαi ξ
β
j = ξ
β
j ξ
α
i . (1.5)
Equations (1.2) to (1.5) imply
s2susy = ssusy ◦ ssusy
= cacbPaPb + c
aξαi (PaQ
i
α −QiαPa) + ξαi ξ
β
jQ
i
αQ
j
β + (ssusyc
a)Pa + (ssusyξ
α
i )Q
i
α
= 1
2
cacb[Pa , Pb ] + c
aξαi [Pa , Q
i
α ] +
1
2
ξαi ξ
β
j {Qiα , Qjβ} − 12M ij(ΓaC−1)αβ ξαi ξ
β
j Pa.
The latter expression vanishes owing to the supersymmetry algebra (1.1), i.e. ssusy
squares to zero,
s2susy = 0. (1.6)
The supersymmetry algebra cohomology is denoted by H(ssusy) and defined as the
cohomology of ssusy in a space Ω with members ω(φ, c, ξ) depending on the ghost
variables and on the elements of F where the dependence on the ghost variables is
always polynomial and the dependence on elements of F depends on the particular
context, i.e. on the particular cohomological problem under consideration. In typical
applications the dependence of members ω ∈ Ω on elements of F is polynomial too,
3
but often it is further restricted by additional requirements such as an invariance of
the members ω ∈ Ω under certain transformations (e.g. an SO(t, D − t) invariance
in the case of signature (t, D−t)). Hence, the definition and structure of H(ssusy) for
a supersymmetry algebra (1.1) involves the representation of this algebra, i.e. the
representation space F and the way the supersymmetry algebra (1.1) is represented
on that space, and the particular properties of the space Ω under consideration.
General results concerning the dependence of H(ssusy) on the representations of the
supersymmetry algebra (1.1) seem to be unknown so far, except in the particular
case D = 4, N = 1 [3, 5, 8].
However, there is one aspect of the supersymmetry algebra cohomology which does
not depend on the representation of a supersymmetry algebra (1.1) at all and which
we shall focus on. It is the part of the cohomology which only affects the ghost
variables ca, ξαi and involves the last part of ssusy in (1.2). We denote this part of
ssusy by sgh,
sgh = −12M ij(ΓaC−1)αβ ξαi ξ
β
j
∂
∂ca
. (1.7)
Clearly, sgh squares to zero by itself (s
2
gh = 0), whatever the representation of the su-
persymmetry algebra may be. We denote the cohomology of sgh in Ω by H(sgh) and
shall show that H(sgh) can be used to systematically analyse H(ssusy) (cf. section
5) which is our primary motivation for studying H(sgh).
Since sgh only involves the ghost variables, H(sgh) is obtained from the cohomology
of sgh in the space of polynomials in the ghost variables. We denote this space by
Ωgh and the cohomology of sgh in Ωgh by Hgh(sgh),
Ωgh =
{ D∑
p=0
r∑
n=0
ca1 . . . capξ
α1
i1
. . . ξ
αn
in a
i1...in
α1...αna1...ap
| ai1...inα1...αna1...ap ∈ C, r = 0, 1, 2, . . .
}
,
Hgh(sgh) = H(sgh,Ωgh). (1.8)
We note that we do not impose any additional restriction on Ωgh (in particular,
we shall not impose SO(t, D− t) invariance on the members of Ωgh, even when the
members of Ω are required to be SO(t, D−t) invariant). Hence, in general Ωgh is not
a subspace of Ω and representatives of Hgh(sgh) are not necessarily representatives
of H(sgh) or H(ssusy).
We term the representatives ofHgh(sgh) the primitive elements of the supersymmetry
algebra cohomology. According to their definition they only depend on the particular
supersymmetry algebra (1.1) under consideration but not on its representation.1
Hence, the primitive elements only depend on the spinor representation, on the
number N of sets of supersymmetries and on the matrices M and C−1 used in the
supersymmetry algebra (1.1). The spinor representation depends on the dimension
D and on the signature (t, D − t) of the Clifford algebra of the gamma-matrices.
1One may interpret the primitive elements as the representatives of H(ssusy) for a trivial repre-
sentation of the respective supersymmetry algebra (1.1), i.e. a representation with all generators
Pa, Q
i
α
represented by zero and a trivial representation space, such as F = {1}.
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The primary purpose of this and follow-up papers is the determination of the prim-
itive elements of the supersymmetry algebra cohomology in various physically in-
teresting cases (e.g. dimensions D ≤ 11, Minkowskian signature (1, D − 1)). The
present paper introduces the general structures, conventions and notation for all
dimensions D and signatures (t, D − t). Furthermore it explains briefly the above
mentioned relation of H(ssusy) and H(sgh) and illustrates it by simple examples.
The paper has been organized as follows. Section 2 presents the spinor represen-
tations underlying our analysis. Section 3 introduces conventions related to the
Grassmann parity. Section 4 describes the supersymmetry algebra and the cobound-
ary operators ssusy and sgh in terms of Majorana type supersymmetries. In section
5 general structures of H(sgh) and H(ssusy) are discussed and related. Section 6
illustrates the structure and computation of primitive elements of a supersymme-
try algebra cohomology and of H(ssusy) for simple examples in D = 1 dimension.
Section 7 contains final remarks.
To the best of the authors knowledge, Hgh(sgh) has been previously computed ex-
haustively only in the case D = 4, N = 1 for signatures (3, 1) and (1, 3) in [3] (see
section 13.1 there) and [4]. H(ssusy) has been investigated for that case for vari-
ous representations of the supersymmetry algebra in spaces Ω of Poincare´ invariant
functions of fields in [3, 5, 6, 7], and for particular representations of the supersym-
metry algebra (so-called chiral multiplets) in spaces Ω of functions that need not be
Poincare´ invariant in [8].
2 Spinor representations
In this section we present the spinor representations underlying the supersymmetry
algrebras (1.1) under consideration. For background concerning these spinor repre-
sentations which is not reviewed here, particularly with regard to supersymmetry,
we refer to [9] and references cited there. We shall use conventions and a notation
which essentially agree with those used in [9].2
The gamma-matrices Γa in D dimensions are 2
⌊D/2⌋× 2⌊D/2⌋-matrices with complex
entries, where ⌊D/2⌋ denotes the largest integer less than or equal to D/2. The
gamma-matrices Γa represent a D-dimensional Clifford algebra with a metric ηab of
signature (−, . . . ,−,+, . . . ,+) with t entries −1 and D − t entries +1, referred to
as signature (t, D − t) henceforth:
{Γa , Γb} = 2ηab1, ηab =

−1 if 1 ≤ a = b ≤ t,
1 if t < a = b ≤ D,
0 if a 6= b
(2.1)
where 1 denotes the 2⌊D/2⌋ × 2⌊D/2⌋ unit matrix. The metric ηab and its inverse ηab
2However, certain conventions and notation differ from [9], such as the notation and conventions
for raising and lowering spinor indices, cf. equations (2.26).
5
are used to raise and lower the index a of gamma-matrices respectively:
Γa = ηabΓb , Γa = ηabΓ
b, ηacηcb = δ
a
b =
{
1 if a = b,
0 if a 6= b. (2.2)
In even dimensions D = 2k, the matrix Γˆ given by
D = 2k : Γˆ = (−i)D/2+t Γ1 . . .ΓD (2.3)
squares to 1 and anticommutes with all gamma-matrices:
ΓˆΓˆ = 1, ∀a : {Γˆ , Γa} = 0. (2.4)
2.1 Charge conjugation and complex conjugation
The charge conjugation matrix C relates the gamma-matrices Γa to either the trans-
posed gamma-matrices Γ⊤a or the negative transposed gamma-matrices −Γ⊤a accord-
ing to
∀a : C ΓaC−1 = −η Γ⊤a with η ∈ {+1,−1}, (2.5)
and is either symmetric or antisymmetric,
C⊤ = −ǫ C with ǫ ∈ {+1,−1}. (2.6)
The possible sign factors η and ǫ depend on the dimension D, see below. These
sign factors determine whether the matrices ΓaC−1 that occur in a supersymmetry
algebra (1.1) are symmetric or antisymmetric since equations (2.5) and (2.6) imply
∀a : (ΓaC−1)⊤ = ǫ η ΓaC−1. (2.7)
More generally one has for products of different gamma-matrices:
ai 6= aj for i 6= j : (Γa1 . . .ΓakC−1)⊤ = σ(k) Γa1 . . .ΓakC−1
where σ(k) =

−ǫ for k mod 4 = 0,
ǫ η for k mod 4 = 1,
ǫ for k mod 4 = 2,
−ǫ η for k mod 4 = 3.
(2.8)
The gamma-matrices Γa are related to either the conjugate-complex gamma-matrices
Γ∗a or the negative conjugate-complex gamma-matrices −Γ∗a by a matrix B according
to
∀a : B ΓaB−1 = κΓ∗a, κ ∈ {+1,−1} (2.9)
with a sign factor κ depending on the respective dimension D and on the signature
(t, D − t), see below. We choose C and B such that they are related by
BC−1B⊤ = κC−1∗. (2.10)
Owing to (2.5) and (2.9), the matrix Γˆ defined in (2.3) fulfills
Γˆ⊤ = (−1)D/2C ΓˆC−1, Γˆ∗ = (−1)D/2+tB ΓˆB−1. (2.11)
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2.2 Standard spinor representations
We shall now present spinor representations which we shall call standard spinor
representations and which we shall use for explicit computations. These standard
spinor representations are constructed in terms of the 2× 2 unit matrix σ0 and the
Pauli-matrices σ1, σ2, σ3,
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.12)
The gamma-matrices of the standard spinor representation in D dimensions are
defined by direct products of ⌊D/2⌋ σ-matrices according to
D ∈ {2k, 2k + 1} : Γ1 = k1
k factors︷ ︸︸ ︷
σ1 ⊗ σ0 ⊗ σ0 ⊗ . . .⊗ σ0,
Γ2 = k2 σ2 ⊗ σ0 ⊗ σ0 ⊗ . . .⊗ σ0,
Γ3 = k3 σ3 ⊗ σ1 ⊗ σ0 ⊗ . . .⊗ σ0,
Γ4 = k4 σ3 ⊗ σ2 ⊗ σ0 ⊗ . . .⊗ σ0,
Γ5 = k5 σ3 ⊗ σ3 ⊗ σ1 ⊗ . . .⊗ σ0,
...
Γ2k = k2k σ3 ⊗ σ3 ⊗ . . .⊗ σ3 ⊗ σ2,
D = 2k + 1 : ΓD = kD σ3 ⊗ σ3 ⊗ . . .⊗ σ3 ⊗ σ3,
(2.13)
where ⊗ denotes the direct product of matrices, such as
(
a11 a12
a21 a22
)
⊗
(
b11 b12
b21 b22
)
=

a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b12
a21b21 a21b22 a22b21 a22b22
 ,
and
ka =
{
i for a ≤ t,
1 for a > t.
For the corresponding matrix Γˆ defined in equation (2.3) one obtains, for every value
of t:
D = 2k : Γˆ = σ3 ⊗ σ3 ⊗ . . .⊗ σ3 . (2.14)
In every even dimension D = 2k there are charge conjugation matrices C both for
η = 1 and η = −1 (this reflects that in even dimensions a set of gamma-matrices
{Γ1, . . . ,ΓD} is equivalent to the set {−Γ1, . . . ,−ΓD} owing to Γa = −ΓˆΓaΓˆ). In
the standard spinor representations these charge conjugation matrices C are chosen
according to
D = 2k : C =
{
σ2 ⊗ σ1 ⊗ σ2 ⊗ σ1 ⊗ . . . for η = +1,
σ1 ⊗ σ2 ⊗ σ1 ⊗ σ2 ⊗ . . . for η = −1. (2.15)
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In an odd dimension D = 2k + 1 only one of the matrices in equation (2.15) ful-
fills equation (2.5) (this reflects that in odd dimensions a set of gamma-matrices
{Γ1, . . . ,ΓD} is not equivalent to the set {−Γ1, . . . ,−ΓD}). Indeed, ΓD in D =
2k + 1 dimensions is proportional to Γˆ in D = 2k dimensions and thus fulfills
Γ⊤D = (−1)kCΓDC−1 according to the first equation (2.11). Hence, in order to fulfill
equation (2.5) in D = 2k+ 1 dimensions with a matrix C as in equation (2.15), the
sign factor η must fulfill −η = (−1)k. This yields:
D = 2k + 1 : C =
{
σ2 ⊗ σ1 ⊗ σ2 ⊗ σ1 ⊗ . . . for D mod 4 = 3 (η = +1),
σ1 ⊗ σ2 ⊗ σ1 ⊗ σ2 ⊗ . . . for D mod 4 = 1 (η = −1).
(2.16)
The respective values of ǫ are easily obtained from equations (2.15) and (2.16) for
the various cases.
For the matrix B there are two options in any standard spinor representation. The
first option is B = B(1) with
B(1) = b(1)
{
C Γ1 . . .Γt for t > 0,
C for t = 0,
(2.17)
where, in order to fulfill equation (2.10), b(1) is chosen such that
(b(1))
2 = (−η)t+1. (2.18)
B(1) fulfills equation (2.9) with κ = −(−1)tη:
∀a : B(1) ΓaB−1(1) = −(−1)tη Γ∗a. (2.19)
The second option is B = B(2) with
B(2) = b(2)
{
C Γt+1 . . .ΓD for t < D,
C for t = D,
(2.20)
where, in order to fulfill equation (2.10), b(2) is chosen such that
(b(2))
2 = ηD−t+1. (2.21)
B(2) fulfills equation (2.9) with κ = (−1)D−tη:
∀a : B(2) ΓaB−1(2) = (−1)D−tη Γ∗a. (2.22)
Notice that the sign factors in equations (2.19) and (2.22) differ in even dimensions
and agree in odd dimensions (again, this reflects that the sets {Γ1, . . . ,ΓD} and
{−Γ1, . . . ,−ΓD} are equivalent in even dimensions but inequivalent in odd dimen-
sions).
In D = 1 dimension we use
D = t = 1 : Γ1 = i, C = 1, B = i. (2.23)
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2.3 Spinor indices
The entries of the gamma-matrices Γa, transposed gamma-matrices Γ
⊤
a , conjugate-
complex gamma-matrices Γ∗a and adjoint gamma-matrices Γ
†
a = Γ
⊤∗
a are denoted by,
respectively,
Γa α
β , Γ
⊤β
a α , Γ
∗
aα
β , Γ†βa α (2.24)
where in each case the left spinor index (whether up or down) numbers the rows and
the right spinor index numbers the columns of the respective matrix. As in (2.24),
complex conjugation of an object is indicated by a star ∗ and by interchanging
underlining and overlining of spinor indices.3 The corresponding index structure of
the matrices C, B and the respective inverted, conjugate-complex and conjugate-
complex inverted matrices is
Cαβ , C−1αβ , C
∗αβ, C−1∗αβ , Bα
β, B−1α
β, B∗α
β, B−1∗α
β (2.25)
where, again, the left spinor index is a row index and the right spinor index is a
column index, respectively. The charge conjugation matrix C, its inverse C−1 and
the corresponding conjugate-complex matrices C∗ and C−1∗ are used to raise and
lower indices of spinors ψα, ψ
α, ψα and ψ
α, respectively, according to
ψα = Cαβψβ , ψα = C
−1
αβψ
β, ψα = C∗αβψβ , ψα = C
−1∗
αβψ
β. (2.26)
We remark that raising and lowering of the spinor indices of the gamma-matrices
and of the conjugate-complex gamma-matrices (and, analogously, of the matrices
C, B etc.) must not be confused with the transposition of these matrices. E.g.,
Γa
β
α = C
βγC−1αδΓa γ
δ = −ǫ (CΓaC−1)βα
is in general different from
Γ
⊤β
a α = −η (CΓaC−1)βα .
2.4 Majorana and symplectic Majorana spinors
Majorana spinors ψα with lower spinor indices α are defined by the requirement that
they are related to the conjugate-complex spinors through the matrix B according
to ψ∗α = bBα
βψβ with some phase factor b, |b| = 1, that can be chosen appropriately
(and depending on the respective spinor ψ). This requires B∗B = 1 owing to
ψ∗α = bBα
βψβ , |b| = 1 ⇒ ψα = (ψ∗α)∗ = (bBαβψβ)∗ = b∗B∗αβψ∗β
= b∗B∗α
βbBβ
γψγ = (B
∗B)α
βψβ .
3The position (up or down) and underlining or overlining of spinor indices indicate the trans-
formation properties under so(t,D − t) transformations, cf. section 2.6.
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The two options (2.17) and (2.20) for B yield, respectively:
B∗(1)B(1) = −ǫ ηt (−1)t(t+1)/2 1, (2.27)
B∗(2)B(2) = −ǫ ηD−t (−1)(D−t)(D−t+1)/2 1. (2.28)
Hence, in general it depends on the dimension D and on the signature (t, D − t)
whether and how Majorana spinors can be defined. For upper indices of Majorana
spinors one obtains:
ψ∗α = bBα
βψβ ⇒ ψ∗α = C∗αβψ∗β = b(C∗B)αβψβ = b(C∗BC−1)αβψβ
= bκB−1⊤αβψ
β = bκ ψβB−1β
α
where we have used (2.10). Hence we define Majorana spinors with lower and upper
spinor indices according to:
Majorana spinors (B∗B = 1): ψ∗α = bBα
βψβ , ψ
∗α = bκ ψβB−1β
α, |b| = 1.
(2.29)
If B∗B = −1 Majorana spinors do not exist. Nevertheless, one can still impose a
reality condition on spinors ψi, a so-called ”symplectic Majorana condition”, when
there are at least two sets of spinors (N ≥ 2):
symplectic Majorana spinors (B∗B = −1):
ψ∗i α = ΩijBα
βψjβ , ψ
∗α
i = κΩijψ
j βB−1β
α, (2.30)
ψ∗i α = −ψβj B−1βαΩ∗ji, ψ∗iα = −κBαβψj βΩ∗ji (2.31)
where we have used the convention that complex conjugation changes the position
(up or down) of an i-index,
ψ∗i α := (ψ
i
α)
∗, ψ∗iα := (ψi α)
∗ , (2.32)
and Ωij are (in general complex) entries of an invertible matrix Ω fulfilling Ω
−1 =
−Ω∗:
Ω∗ikΩkj = −δij with Ω∗ij := (Ωij)∗. (2.33)
(2.33) is required by consistency: e.g., for ψiα one obtains ψ
i = (ψ∗i )
∗ = (ΩijBψ
j)∗ =
Ω∗ijB∗ψ∗j = Ω
∗ijΩjkB
∗Bψk = −Ω∗ijΩjkψk where in the last step we used B∗B = −1.
2.5 Majorana-Weyl and symplectic Majorana-Weyl spinors
In even dimensions, Weyl spinors (chiral spinors) are eigenspinors of Γˆ. Owing to
Γˆ2 = 1, Γˆ only has eigenvalues +1 and −1:
Weyl spinors (D = 2k): ψα = c Γˆα
βψβ , c ∈ {+1,−1}. (2.34)
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The eigenvalue c will be called ”chirality” of a Weyl spinor.
Corresponding Weyl spinors with upper indices α fulfill accordingly
ψα = Cαβψβ = c (C Γˆ)
αβψβ = c (C ΓˆC
−1)αβψ
β = c (−1)D/2ψβΓˆβα
where we have used the first equation (2.11). Weyl spinors with overlined spinor
indices are accordingly eigenspinors of Γˆ∗.
Majorana-Weyl spinors are Weyl spinors fulfilling the Majorana condition (2.29).
Symplectic Majorana-Weyl spinors are Weyl spinors fulfilling the symplectic Majo-
rana condition (2.30) (with Ω fulfilling (2.33)). Such spinors only exist if B Γˆ = Γˆ∗B.
The latter condition arises because, e.g., consistency requires for a Majorana-Weyl
spinor ψα that ψ
∗ = bBψ = bcB Γˆψ and ψ∗ = (c Γˆψ)∗ = c Γˆ∗ψ∗ = bc Γˆ∗Bψ are
equal. The second equation (2.11) yields
Γˆ∗B = (−1)D/2+tBΓˆB−1B = (−1)D/2+tBΓˆ. (2.35)
Hence, Majorana-Weyl spinors only exist in even dimensions when both (−1)D/2+t =
1 and B∗B = 1 hold. Symplectic Majorana-Weyl spinors only exist in even dimen-
sions when both (−1)D/2+t = 1 and B∗B = −1 hold.
2.6 so(t, D − t) transformations
The supersymmetry algebra (1.1) is for signature (t, D − t) form-invariant under
transformations which form the Lie algebra so(t, D − t). This Lie algebra will be
helpful to describe the supersymmetry algebra cohomology in D dimensions for the
signature (t, D − t) and therefore will be briefly introduced in the following. We
denote the real generators of the Lie algebra so(t, D − t) by ℓab (with ℓab = −ℓba)
and choose a basis of these generators such that their commutator algebra reads
[ ℓab , ℓcd ] = ηadℓbc − ηacℓbd − ηbdℓac + ηbcℓad . (2.36)
The generators ℓab are represented on so(t, D − t)-covariant vectors with compo-
nents va, so(t, D − t)-contravariant vectors with components va and spinors with
components ψα, ψ
α, ψα and ψ
α respectively according to
ℓabvc = (ηbcδ
d
a − ηacδdb )vd , ℓabvc = (δcbηad − δcaηbd)vd,
ℓabψα = −Σab αβψβ , ℓabψα = ψβΣab βα,
ℓabψα = −Σ∗ab αβψβ , ℓabψα = ψβΣ∗ab βα (2.37)
where
Σab α
β = 1
4
[ Γa , Γb ]α
β , Σ∗ab α
β = (Σabα
β)∗ = (BΣabB
−1)α
β . (2.38)
We denote so(t, D − t)-invariant products of spinors by a dot-symbol and define
them for spinors with indices α, β according to
ψ · χ := ψαχβ C−1αβ = −ǫ ψαχβ Cαβ . (2.39)
The corresponding so(t, D−t)-invariant products of spinors with spinor indices α, β
follow from (2.39) by complex conjugation using the rules given in section 3.
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2.7 Equivalent spinor representations
Two sets {Γa}, {Γ′a} of gamma-matrices are called equivalent if they are related by
an invertible (not necessarily unitary) complex matrix R according to
∀a : Γ′a = RΓaR−1. (2.40)
When passing in this way from one set of gamma-matrices to an equivalent set, we
simultaneously pass from the matrices C and B to matrices C ′ and B ′ given by
C ′ = R−1⊤CR−1, B ′ = R∗BR−1. (2.41)
One readily checks that (2.40) and (2.41) preserve the above equations (2.5) to (2.11)
as well as (2.27) and (2.28) (with unchanged values of η, ǫ and κ) in the sense that
the latter equations hold for the primed matrices whenever they hold for unprimed
matrices. Furthermore, the Majorana condition (2.29), the symplectic Majorana
condition (2.30) and the Weyl condition (2.34) are preserved (without changing the
matrix Ω in equation (2.30), and with Γˆ ′ = R ΓˆR−1 in even dimensions), when we
relate spinors accordingly by
ψ′α = Rα
βψβ , ψ
′α = ψβR−1β
α (2.42)
and the respective conjugate-complex relations. In particular, using equations (2.40)
to (2.42), one can pass from a standard spinor representation of the Γa, C and B
given section 2.2 to any equivalent spinor representation, keeping all the features
(2.5) to (2.11) as well as the respective (possibly symplectic) Majorana or Majorana-
Weyl condition.
A consequence of the above relations between equivalent spinor representations in
even dimensions D is that they do not mix chiralities in the following sense: when
passing from a first spinor representation to an equivalent second spinor represen-
tation, the components of a spinor with positive chirality in the second spinor rep-
resentation are always linear combinations of the components of the corresponding
spinor with the same chirality in the first spinor representation, and analogously for
spinors with negative chirality,
ψα = c Γˆα
βψβ ⇒ ψ′α = c Γˆ ′αβψ′β ;
ψα = c ψβΓˆβ
α ⇒ ψ′α = c ψ′βΓˆ ′βα. (2.43)
This applies, in particular, to spinors ψ composed polynomially in an so(t, D − t)-
covariant manner of the ghost variables ca and ξ
α
i , such as c
aξ
α
i Γa α
β.
2.8 Summary of features of spinor representations
We shall now summarize features of spinor representations presented above which
depend on the dimension D and on the signature (t, D − t). Table (2.44) collects
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the possible values of η and ǫ in the various dimensions D and indicates, depending
on the signature (t, D − t), whether there are Majorana-Weyl spinors (MW ), just
Majorana spinors (M), symplectic Majorana-Weyl spinors (SMW ) or just symplec-
tic Majorana spinors (SM). The table also indicates whether a matrix B(1) or B(2)
(given in equations (2.17), (2.20) for the standard spinor representations) may be
used to define Majorana, Majorana-Weyl or symplectic Majorana-Weyl spinors in
the various cases which allow such spinors. To that end, the respective matrix (B(1)
or B(2)) is given in parantheses if only that matrix can be used in a particular case;
if no matrix is given in parantheses, one may use either B(1) or B(2). In fact, the
cases in which the choice of B(1) or B(2) matters are those for which D is even and
D/2 + t is odd (as these are the only cases for which the sign factors on the right
hand sides of (2.27) and (2.28) differ). These are precisely those cases in even di-
mensions for which Majorana spinors but no Majorana-Weyl spinors exist. All the
features depend modulo 8 on the dimension D and modulo 4 on the value of t.
D mod 8 η ǫ t mod 4 = 0 t mod 4 = 1 t mod 4 = 2 t mod 4 = 3
0 +1 −1 MW M (B(2)) SMW M (B(1))
0 −1 −1 MW M (B(1)) SMW M (B(2))
1 −1 −1 M M SM SM
2 +1 +1 M (B(2)) MW M (B(1)) SMW
2 −1 −1 M (B(1)) MW M (B(2)) SMW
3 +1 +1 SM M M SM
4 +1 +1 SMW M (B(1)) MW M (B(2))
4 −1 +1 SMW M (B(2)) MW M (B(1))
5 −1 +1 SM SM M M
6 +1 −1 M (B(1)) SMW M (B(2)) MW
6 −1 +1 M (B(2)) SMW M (B(1)) MW
7 +1 −1 M SM SM M
(2.44)
Table (2.44) shows in particular that in all dimensions D the signatures (t, D − t)
and (D− t, t) have corresponding properties concerning reality properties of spinors
in the sense that corresponding types of spinors (MW , M , SMW or SM) exist
(however, as remarked above, the matrix B needed to define such spinors may differ
for the signatures (t, D − t) and (D − t, t)). This reflects that these signatures are
related just by changing the overall sign of the metric ηab.
3 Grassmann parity and related conventions
The Grassmann parity is an attribute to describe algebraic features of the objects
relevant to the supersymmetry algebra (1.1) and the related cohomology H(ssusy).
These objects are ”variables”, and ”operators” acting on (functions of) the variables.
The ”variables” are the elements of the representation space F , the translation
ghosts ca and the supersymmetry ghosts ξ
α
i . The variables are treated as alge-
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braically independent objects, possibly modulo algebraic relations such as Majorana
oder symplectic Majorana conditions. However, when such algebraic conditions be-
tween variables are present one alternatively may work with a smaller number of
variables that are algebraically independent. E.g., the components of a Majorana
spinor ψ (which is not subject to any further condition apart from the Majorana
condition) and the conjugate-complex spinor ψ∗ are not algebraically independent
as they are related by the Majorana condition (2.29). Hence, one may take the
components of ψ or ψ∗ as algebraically independent variables, but not both of them
simultaneously.
”Operators” are, in particular, the generators Pa, Q
i
α occurring in supersymmetry
algebra (1.1) and the coboundary operators ssusy and sgh defined in equations (1.2)
and (1.7).
The Grassmann parity of an object X is denoted by |X| ∈ {0, 1}. The Grassmann
parities of the variables determine their commutation relations according to
ϕ1ϕ2 = (−1)|ϕ1| |ϕ2|ϕ2ϕ1, ϕ1, ϕ2 ∈ {ca, ξαi } ∪ F. (3.1)
The translation ghosts ca are Grassmann odd, the supersymmetry ghosts ξαi are
Grassmann even variables,
|ca| = 1, |ξαi | = 0. (3.2)
The Grassmann parity is additive modulo 2 in the sense that
|ϕ1ϕ2 . . . ϕm| = (|ϕ1|+ |ϕ2|+ · · ·+ |ϕm|) mod 2. (3.3)
A first order differential operator γ with Grassmann parity |γ| ∈ {0, 1} satisfies a
graded Leibniz rule on products of variables: a derivation is Grassmann even and
an antiderivation is Grassmann odd,
γ(ϕ1ϕ2) = (γϕ1)ϕ2 + (−1)|γ| |ϕ1|ϕ1(γϕ2). (3.4)
The translational generators are derivations, the supersymmetry generators Qiα and
the coboundary operators ssusy and sgh are antiderivations,
|Pa| = 0, |Qiα| = |ssusy| = |sgh| = 1. (3.5)
A particular first order differential operator is the ”algebraic differentiation” ∂/∂ϕ
with respect to a variable ϕ. It is defined according to
∂
∂ϕ1
ϕ2 =
∂ϕ2
∂ϕ1
+ (−1)|ϕ1| |ϕ2|ϕ2 ∂
∂ϕ1
,
∂ϕ2
∂ϕ1
=
{
1 if ϕ1 = ϕ2,
0 if ϕ1 6= ϕ2. (3.6)
In particular, ∂/∂ϕ thus has the same Grassmann parity as ϕ,∣∣∣∣ ∂∂ϕ
∣∣∣∣ = |ϕ|. (3.7)
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Complex conjugation is defined with a sign factor depending on the Grassmann
parity: the conjugate-complex of the product of two objects (variables and/or oper-
ators) is defined as the product of the conjugate-complex objects times a sign factor
which is negative when both objects are Grassmann odd and positive otherwise,
(XY )∗ = (−1)|X| |Y |X∗Y ∗. (3.8)
This implies, for instance, that the conjugate-complex (γϕ)∗ of a real operator γ
acting on a real variable ϕ equals −γϕ when both γ and ϕ are Grassmann odd.
One infers from equations (3.6), (3.7) and (3.8) that the conjugate-complex of the
algebraic differentiation ∂/∂ϕ with respect to a variable ϕ is the algebraic differ-
entiation ∂/∂ϕ∗ with respect to the conjugate-complex variable ϕ∗ times the sign
factor (−1)|ϕ|, (
∂
∂ϕ
)∗
= (−1)|ϕ| ∂
∂ϕ∗
. (3.9)
In particular, the algebraic differentiation ∂/∂ϕ with respect to a real variable ϕ is
thus a purely imaginary differential operator when ϕ is Grassmann odd,
ϕ = ϕ∗ ⇒
(
∂
∂ϕ
)∗
= (−1)|ϕ| ∂
∂ϕ
. (3.10)
The translation ghosts ca and the translational generators are real,
(ca)∗ = ca, (Pa)
∗ = Pa. (3.11)
The reality properties of the supersymmetry generators Qiα, of the supersymmetry
ghosts ξαi and of the coboundary operators ssusy and sgh are discussed in section 4.
Notice that equations (3.2), (3.10) and (3.11) imply that the algebraic differenti-
ations ∂/∂ca that occur in the definitions (1.2), (1.7) of ssusy and sgh are purely
imaginary operations, (
∂
∂ca
)∗
= − ∂
∂ca
. (3.12)
4 Majorana type supersymmetries
We shall formulate and investigate the supersymmetry algebra cohomology in terms
of Majorana type supersymmetries. In this section we introduce the corresponding
structures and notation.
4.1 Supersymmetry algebra
Supersymmetry generators Qiα of Majorana supersymmetries fulfill a Majorana con-
dition (2.29). With no loss of generality we define
Majorana supersymmetries (B∗B = 1): Q∗i α = Bα
βQiβ with Q
∗
i α := (Q
i
α)
∗.
(4.1)
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This implies a reality condition on the matrixM that occurs in the anticommutators
{Qiα , Qjβ} of the supersymmetry algebra (1.1). Indeed, (4.1) implies
({Qiα , Qjβ})∗ = −{Q∗i α , Q∗j β} = −BαγBβδ{Qiγ , Qjδ}
= −BαγBβδM ij(ΓaC−1)γδPa
(4.2)
where the minus sign originates from equations (3.5) and (3.8). According to (1.1),
(4.2) must be equal to
(M ij(ΓaC−1)αβPa)
∗ =M∗ij(Γ
a∗C−1∗)αβPa = M
∗
ij(B Γ
aB−1BC−1B⊤)αβPa
= Bα
γBβ
δM∗ij(Γ
aC−1)γδPa
(4.3)
where we used equations (2.9), (3.11), (2.10) and the notation
M∗ij := (M
ij)∗. (4.4)
We read off from equations (4.2) and (4.3) that for Majorana supersymmetries (4.1)
the entries of M are purely imaginary:
for Majorana supersymmetries: M∗ij = −M ij . (4.5)
The supersymmetry generators Qiα of symplectic Majorana supersymmetries fulfill
a symplectic Majorana condition (2.30),
symplectic Majorana supersymmetries (B∗B = −1): Q∗i α = ΩijBαβQjβ (4.6)
where Ω is subject to (2.33). Analogously to (4.2) one derives from (4.6) that
({Qiα , Qjβ})∗ = −ΩikΩjlBαγBβδMkl(ΓaC−1)γδPa . (4.7)
The latter expression must be equal to the expression (4.3). This yields
for symplectic Majorana supersymmetries: M∗ij = −ΩikΩjlMkl. (4.8)
We recall that the product ǫ η determines the symmetry of the matrices ΓaC−1 oc-
curring in the supersymmetry algebra (1.1), cf. equation (2.7). As a consequence,
this product also influences the symmetry of M . The reason is that the anticom-
mutators {Qiα , Qjβ} = {Qjβ , Qiα} are symmetric under the interchange i, α ↔ j, β.
Hence, when ΓaC−1 are symmetric matrices, M is symmetric, and, conversely, M is
antisymmetric when ΓaC−1 are antisymmetric matrices (with no loss of generality).
The matrix M thus has the following symmetry property:
M ji = ǫ ηM ij . (4.9)
As a consequence, in the cases ǫ η = −1 one needs at least two sets of supersym-
metries (N ≥ 2) in order that the supersymmetry algebra (1.1) has a nontrivial
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anticommutator {Qiα , Qjβ}. Table (2.44) shows that a choice with ǫ η = 1 is avail-
able in 0, . . . , 4 modulo 8 dimensions whereas it is not available in 5, 6, 7 modulo 8
dimensions.
We add a remark on Majorana-Weyl and symplectic Majorana-Weyl supersymme-
tries in even dimensions D = 2k. In these cases the Majorana condition (4.1) or
the symplectic Majorana condition (4.6) are imposed on Weyl supersymmetry gen-
erators denoted by Q
i+
+ , Q
i−
− where the subscripts ± indicate the chirality of the
respective generator. The numbers of supersymmetry generators with positive and
negative chirality are denoted by N+ and N− respectively,
D = 2k : Γˆα
βQ
i+
+β = Q
i+
+α , i+ = 1, . . . , N+ ,
Γˆα
βQ
i−
−β = −Qi−−α , i− = 1, . . . , N− . (4.10)
A supersymmetry algebra with N+ Majorana-Weyl or symplectic Majorana-Weyl
supersymmetry generators Q
i+
+ and N− Majorana-Weyl or symplectic Majorana-
Weyl supersymmetry generators Q
i−
− is denoted (N+, N−)-supersymmetry algebra.
The above equations (4.1) to (4.8) apply to these supersymmetry algebras with
N = N+ +N− , (4.11)
i.e., the index i runs in these cases over all sets of Majorana-Weyl or symplectic
Majorana-Weyl supersymmetry generators (with positive and negative chirality).
In this context we remark that in dimensions D = 4k + 2 the anticommutators of
supersymmetry generators of different chiralities vanish. The latter holds because
one has Q
i±
± =
1
2
(1± Γˆ)Qi±± which implies
{Qi++α , Qj−−β} = 14(1+ Γˆ)αγ(1− Γˆ)βδ{Qi++γ , Qj−−δ}
= 1
4
(1+ Γˆ)α
γ(1− Γˆ)βδM i+j−(ΓaC−1)γδPa
= 1
4
M i+j−((1+ Γˆ)ΓaC−1(1− Γˆ⊤))αβPa
= 1
4
M i+j−((1+ Γˆ)ΓaC−1(1− (−1)D/2CΓˆC−1))αβPa
= 1
4
M i+j−((1+ Γˆ)Γa(1− (−1)D/2Γˆ)C−1)αβPa
= 1
4
M i+j−((1+ Γˆ)(1+ (−1)D/2Γˆ)ΓaC−1)αβPa
= 1
4
M i+j−(1 + (−1)D/2)((1+ Γˆ)ΓaC−1)αβPa (4.12)
where we used equations (2.11) and (2.4).
Analogous results for {Qi++α , Qj++β} and {Qi−−α , Qj−−β} show that in dimensionsD = 4k
the anticommutators of supersymmetry generators with the same chirality vanish.
Hence, we may impose, with no loss of generality,
D mod 4 = 2 : M i+j− = M j−i+ = 0; D mod 4 = 0 : M i+j+ = M i−j− = 0. (4.13)
In particular, in order that the supersymmetry algebra (1.1) has a nontrivial an-
ticommutator {Qiα , Qjβ} in a case D = 4k with Majorana-Weyl or symplectic
Majorana-Weyl supersymmetries, there must be at least two such supersymmetries
with different chirality, i.e. one needs N+ ≥ 1 and N− ≥ 1.
17
4.2 Coboundary operators
For Majorana type supersymmetry generators Qiα fulfilling equations (4.1) or (4.6)
we impose on the corresponding supersymmetry ghosts ξ
α
i according to equations
(2.29) or (2.31), respectively:
Majorana supersymmetries: ξ∗i α = ξ
β
i B
−1
β
α, (4.14)
symplectic Majorana supersymmetries: ξ∗i α = −ξβj B−1βαΩ∗ji, (4.15)
where
ξ∗i α := (ξαi )
∗. (4.16)
Equations (4.14), (4.1), (4.5) (for Majorana supersymmetries) and (4.15), (4.6), (4.8)
(for symplectic Majorana supersymmetries) imply by a computation analogous to
(4.3):
(ξαi ξ
β
jM
ij(ΓaC−1)αβ)
∗ = −ξαi ξ
β
jM
ij(ΓaC−1)αβ . (4.17)
Owing to equation (3.12), this implies that the coboundary operator sgh is real for
supersymmetry ghosts subject to the Majorana condition (4.14) or (4.15) and the
M ij satisfying equation (4.5) or (4.8) respectively:
sgh = (sgh)
∗. (4.18)
Furthermore one easily deduces from equations (4.1), (4.6), (4.14) and (4.15) that
the part ξαi Q
i
α of ssusy is real for Majorana type supersymmetry generators:
Majorana supersymmetries:
(ξαi Q
i
α)
∗ = ξ∗i αQ∗i α = ξ
β
i B
−1
β
αBα
γQiγ = ξ
β
i Q
i
β , (4.19)
symplectic Majorana supersymmetries:
(ξαi Q
i
α)
∗ = ξ∗i αQ∗i α = −ξ
β
j B
−1
β
αΩ∗jiΩikBα
γQkγ = ξ
β
j Q
j
β . (4.20)
Owing to (3.11), the part caPa of the coboundary operator ssusy is real too. Hence,
for supersymmetry generators and ghosts of Majorana type defined as above, the
coboundary operator ssusy is real,
ssusy = (ssusy)
∗. (4.21)
Majorana-Weyl and symplectic Majorana-Weyl supersymmetry ghosts in even di-
mensions corresponding to a supersymmetry generator Q
i+
+ are denoted by ξ
+
i+
. Ac-
cordingly Majorana-Weyl and symplectic Majorana-Weyl supersymmetry ghosts in
even dimensions corresponding to a supersymmetry generator Q
i−
− are denoted by
ξ−i−. These spinors fulfill
ξ
+β
i+
Γˆβ
α = ξ
+α
i+
, ξ
−β
i−
Γˆβ
α = −ξ−αi− . (4.22)
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5 General structure of H(sgh) and H(ssusy)
5.1 General structure of H(sgh)
There are two obvious degrees which can be used to structure H(sgh). The first
is the degree of homogeneity in the translation ghosts, called ”c-degree” in the
following. The second is the degree of homogeneity in the supersymmetry ghosts,
called ”ξ-degree” in the following. We denote by Ωp,n the subspace of Ω containing
the members of Ω with c-degree p and ξ-degree n,
Ωp,n = {ωp,n ∈ Ω |Nc ωp,n = p ωp,n, Nξ ωp,n = nωp,n} (5.1)
where Nc and Nξ are the counting operators for the translation ghosts and the
supersymmetry ghosts respectively,
Nc = c
a ∂
∂ca
, Nξ = ξ
α
i
∂
∂ξαi
. (5.2)
Hence, explicitly a member ωp,n of Ωp,n takes the form
ωp,n = ca1 . . . cap ξ
α1
i1
. . . ξ
αn
in f
i1...in
α1...αna1...ap
(φ)
where the coefficients f i1...inα1...αna1...ap(φ) depend on elements of the particular represen-
tation space F .
As the translation ghosts ca anticommute, a member of Ωp,n is reminiscent of an
ordinary differential p-form, with the translation ghosts playing the part of differ-
entials dx. In particular, the c-degree ranges from p = 0 to p = D in D dimensions.
In contrast, the ξ-degree is not bounded from above.
The space Ω in which the supersymmetry algebra cohomology is computed is thus
the direct sum of the subspaces Ωp,n (with 0 ≤ p ≤ D and n ≥ 0),
Ω =
⊕
p,n
Ωp,n. (5.3)
sgh decrements the c-degree by one unit and increments the ξ-degree by two units,
i.e., it maps the members of Ωp,n for p > 0 to members of Ωp−1,n+2 and the members
of Ω0,n to zero,
sgh :
{
Ωp,n −→ Ωp−1,n+2 if 0 < p ≤ D,
Ω0,n −→ 0. (5.4)
Explicitly, sgh acts on a member of Ω
p,n (0 < p ≤ D) according to
sgh(c
a1 . . . cap ξ
α1
i1
. . . ξ
αn
in f
i1...in
α1...αna1...ap
(φ))
= 1
2
p∑
k=1
(−1)kca1 . . . ĉak . . . cap ξα1i1 . . . ξ
αn
in ξ
α
i ξ
β
j M
ij(ΓakC−1)αβ f
i1...in
α1...αna1...ap
(φ) (5.5)
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where ĉak denotes omission of cak .
H(sgh) is thus the direct sum of cohomology groups H
p,n(sgh) which denote the
cohomology of sgh in Ω
p,n respectively:
H(sgh) =
⊕
p,n
Hp,n(sgh), H
p,n(sgh) = H(sgh,Ω
p,n). (5.6)
H(sgh) can be obtained from Hgh(sgh) as follows. Hgh(sgh) is represented by a
set {P1(c, ξ), P2(c, ξ), . . . } of primitive elements PA(c, ξ) ∈ Ωgh numbered by A =
1, 2, . . . , i.e. every cocycle in Hgh(sgh) is in Hgh(sgh) equivalent to a complex lin-
ear combination of the PA(c, ξ) and no nonvanishing such linear combination is a
coboundary in Hgh(sgh). Since sgh ”does not see” the elements φ of the repre-
sentation space and treats them like constants, one immediately infers that any
representative ω of H(sgh) can be written as ω = PA(c, ξ)f
A(φ) with ”coefficients”
fA(φ) depending on elements of the representation space F . However, two things
should be kept in mind: (i) in order to be a representative of H(sgh), PA(c, ξ)f
A(φ)
must be in Ω; (ii) a complete set of inequivalent representatives of H(sgh) involves
usually many (in fact, typically infinitely many) different fA(φ), see section 6.2 for
an example.
We add a few rather elementary results on H(sgh). The first result is:
Lemma 5.1 (Hp,n(sgh) for p = D).
If sgh 6= 0, all cohomology groups HD,n(sgh) vanish trivially,
∀n : sghωD,n = 0, ωD,n ∈ ΩD,n ⇔ ωD,n = 0. (5.7)
Proof: Every ωD,n ∈ ΩD,n can be written as ωD,n = V (c)pn(ξ, φ) where V (c) =
c1 . . . cD denotes the product of all translation ghosts and pn(ξ, φ) depends on the
supersymmetry ghosts and on the elements of the representation space F and
has ξ-degree n. This yields sghω
D,n = −1
2
M ij(ΓaC−1)αβ ξ
α
i ξ
β
j (∂V (c)/∂c
a)pn(ξ, φ).
∂V (c)/∂c1, . . . , ∂V (c)/∂cD are linearly independent as ∂V (c)/∂ca is proportional
to the product of all translation ghosts other than ca. Hence, sghω
D,n = 0 imposes
M ij(ΓaC−1)αβ ξ
α
i ξ
β
j p
n(ξ, φ) = 0 for all values of a. This implies pn(ξ, φ) = 0 since
at least one of the polynomials M ij(ΓaC−1)αβ ξ
α
i ξ
β
j is nonzero if sgh 6= 0. Hence,
sghω
D,n = 0 implies pn(ξ, φ) = 0 and thus ωD,n = 0 if sgh 6= 0. This proves lemma
5.1 as the implication ⇐ in equation (5.7) is trivial. 
Remark: Lemma 5.1 applies to all dimensions, all signatures, all numbers of super-
symmetries and all representations of the respective supersymmetry algebra (1.1).
In particular it thus applies also for trivial representations of any supersymmetry
algebra (1.1) and thus to Hgh(sgh). Hence, the cohomology groups H
D,n
gh (sgh) vanish
for all n.
Another universal and obvious result concerning H(sgh) is that the cohomology
group H0,1(sgh) is represented by complex linear combinations of the supersymmetry
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ghosts ξαi (with coefficients that may depend on elements of the representation space
F ), for any dimension D, any signature (t, D − t) and any number N of sets of
supersymmetries. Indeed, every ghost polynomial with c-degree p = 0 is trivially
sgh-closed owing to sghξ
α
i = 0. Furthermore, no nonvanishing ghost polynomial in
Ω0,1 is a coboundary in H(sgh) because the image of Ω under sgh only contains
ghost polynomials with ξ-degrees n ≥ 2, cf. equation (5.4), whereas the members of
Ω0,1 have ξ-degree n = 1. This yields the following elementary result valid for any
particular choice of (D, t,N):
Lemma 5.2.
If sgh 6= 0, there is a number p0 ∈ {0, . . . , D − 1} such that all cohomology groups
Hp,∗(sgh) =
⊕
nH
p,n(sgh) vanish for p > p0 and H
p0,n(sgh) does not vanish for at
least one value of n,
∃p0 ∈ {0, . . . , D − 1} : (∀p > p0 : Hp,∗(sgh) = 0 ∧ ∃n : Hp0,n(sgh) 6= 0). (5.8)
Remark: p0 is the border of the c-degree above which H(sgh) is trivial. It will turn
out that typically p0 is quite small as compared to the dimension D and decreases
as the number N of sets of supersymmetries increases.
5.2 General structure of H(ssusy) and its relation to H(sgh)
We shall now outline how H(sgh) can be used to systematically compute H(ssusy).
An obvious degree to structure H(ssusy) is the degree of homogeneity in all the
ghost variables ca, ξαi . We term this degree the ghost-degree. It is the sum of the
c-degree and the ξ-degree. The counting operator corresponding to the ghost-degree
is denoted by Ngh. It is the sum of the counting operators in equations (5.2),
Ngh = Nc +Nξ . (5.9)
ssusy increments the ghost-degree by one unit,
[Ngh , ssusy ] = ssusy . (5.10)
H(ssusy) thus decomposes into cohomology groups H
g(ssusy), g ≥ 0 where Hg(ssusy)
denotes the cohomology of ssusy in the subspace Ω
g of Ω with ghost-degree g. Ωg is
the direct sum of the subspaces Ωp,g−p with p = 0, . . . ,min{D, g} where min{D, g}
denotes the minimum of D and g,
Ω =
⊕
g
Ωg, Ωg = {ωg ∈ Ω |Ngh ωg = g ωg} =
min{D,g}⊕
p=0
Ωp,g−p, (5.11)
H(ssusy) =
⊕
g
Hg(ssusy), H
g(ssusy) = H(ssusy,Ω
g). (5.12)
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To relate H(ssusy) to H(sgh), we use a decomposition according to the c-degree. ssusy
decomposes with respect to the c-degree into three parts with c-degree 1, 0 and −1
given by caPa, ξ
α
i Q
i
α and sgh respectively,
ssusy = dc + dξ + sgh , dc = c
aPa , dξ = ξ
α
i Q
i
α ,
[Nc , dc ] = dc , [Nc , dξ ] = 0, [Nc , sgh ] = −sgh . (5.13)
Owing to s2susy = 0, the parts dc, dξ and sgh are antiderivations fulfilling the algebra
(dc)
2 = 0, {dc , dξ} = 0, (dξ)2 + {dc , sgh} = 0, {dξ , sgh} = 0, (sgh)2 = 0.
(5.14)
The part dc of ssusy is reminiscent of the ordinary exterior derivative on differential
forms, with the translation ghosts taking the place of ordinary differentials dx and
the translational generators Pa taking the place of partial derivatives (notice that
the Pa commute and, at least in this respect, they are similar to partial derivatives;
in fact, in simple cases the Pa actually can be represented by partial derivatives or
related operators, cf. section 6.2). dξ is somehow an analog of dc with the super-
symmetry ghosts ξαi in place of the translation ghosts c
a and the supersymmetry
generators Qiα in place of the translational generators Pa. Nevertheless there are
important differences between dξ and dc: the supersymmetry ghosts ξ
α
i commute
whereas the translation ghosts ca anticommute, and the supersymmetry generators
Qiα are antiderivations with a nontrivial algebra whereas the Pa are commuting
derivations. As a consequence dξ is not a coboundary operator in Ω (it does not
square to zero in Ω), in contrast to dc.
To analyse the cocycle condition ssusyω
g = 0 in Hg(ssusy) we decompose a cocycle
ωg into parts of definite c-degree according to
ωg =
M∑
p=m
ωp,g−p, Nc ω
p,g−p = p ωp,g−p, Nξ ω
p,g−p = (g − p)ωp,g−p (5.15)
where 0 ≤ m ≤M ≤ min{D, g}, and where ωm,g−m 6= 0 and ωM,g−M 6= 0 denote the
parts with lowest c-degree m and highest c-degreeM occurring in the decomposition
of ωg. Accordingly, the cocycle condition ssusyω
g = 0 in Hg(ssusy) decomposes into
ssusyω
g = 0 ⇔

0 = sghω
m,g−m,
0 = dξω
m,g−m + sghω
m+1,g−m−1,
0 = dcω
p,g−p + dξω
p+1,g−p−1 + sghω
p+2,g−p−2 for m ≤ p ≤M − 2,
0 = dcω
M−1,g−M+1 + dξω
M,g−M ,
0 = dcω
M,g−M .
(5.16)
The equations (5.16) will be called (supersymmetric) ladder equations henceforth.
They show that the part ωm,g−m of lowest c-degreem contained in an ssusy-cocycle ω
g
is a cocycle in Hm,g−m(sgh). This originates from the fact that sgh is the unique part
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in the decomposition (5.13) of ssusy which decrements the c-degree. Therefore, to
relate H(sgh) and H(ssusy) one may analyse the following problems: which cocycles
ofH(sgh) can be ”lifted” via ladder equations (5.16) to cocycles ofH(ssusy) and when
is such a cocycle of H(ssusy) nontrivial? These problems can be attacked by means of
well-known spectral sequence methods which have been developed to analyse similar
towers of equations, sometimes termed descent equations, in the context of Yang-
Mills type theories, cf. [10, 11, 12, 13, 14, 15]. We shall therefore only briefly sketch
how these methods can be applied in the present context referring for details to the
quoted references.
We say that a cocycle ωm,g−m in Hm,g−m(sgh) can be lifted k times if there are
ωm+1,g−m−1, . . . , ωm+k,g−m−k fulfilling the second to the (k+1)th of equations (5.16).
Lifting ωm,g−m in this way one or more times can be obstructed and the possible
obstructions lie in H(sgh).
Indeed, according to the second equation (5.16), dξω
m,g−m must be exact in H(sgh)
(more precisely in Hm,g+1−m(sgh)) in order that ω
m,g−m can be lifted once. Now,
dξω
m,g−m is sgh-closed owing to the first equation (5.16) and {dξ , sgh} = 0 (which
yield sghdξω
m,g−m = −dξsghωm,g−m = 0), i.e. dξωm,g−m is a cocycle inHm,g+1−m(sgh).
However, when Hm,g+1−m(sgh) does not vanish, dξω
m,g−m might be nontrivial in
Hm,g+1−m(sgh), i.e. the latter cohomology group might obstruct a first lifting of
ωm,g−m.
Those ωm,g−m that can be lifted once are actually determined by the cohomology
H(dξ, H
m,∗(sgh)), i.e. by the cohomology of dξ in H
m,∗(sgh) (this cohomology is well-
defined because dξ is a coboundary operator in H(sgh) owing to (dξ)
2 = −{dc , sgh},
cf. equations (5.14)). Indeed ωm,g−m is an sgh-cocycle by the first equation (5.16).
The second equation (5.16) thus requires that dξω
m,g−m vanishes in Hm,∗(sgh).
Hence, those ωm,g−m that can be lifted once are cocycles in H(dξ, H
m,∗(sgh)). Fur-
thermore, if ωm,g−m is exact in H(dξ, H
m,∗(sgh)), i.e. if ω
m,g−m = dξη
m,g−m−1 +
sghη
m+1,g−m−2 for some sgh-closed η
m,g−m−1 ∈ Ωm,g−m−1 (sghηm,g−m−1 = 0) and
some ηm+1,g−m−2 ∈ Ωm+1,g−m−2, then one can remove ωm,g−m from ωg by subtract-
ing an ssusy-coboundary and considering ω
′ g = ωg− ssusy(ηm,g−m−1+ ηm+1,g−m−2) in
place of ωg. ω′ g is equivalent to ωg in Hg(ssusy) and does not contain terms with
c-degrees p ≤ m, i.e. its decomposition (5.15) either vanishes (in that case ω′ g and
ωg are trivial in Hg(ssusy)) or starts at some c-degree m
′ > m.4
The second and further liftings can be discussed analogously. In particular it is easy
to see that the candidate obstructions for lifting ωm,g−m more than one time also lie
in H(sgh). Indeed, suppose ω
m,g−m can be lifted k times. Then the first k+1 equa-
tions (5.16) are fulfilled for some ωm,g−m, . . . , ωm+k,g−m−k. The (k + 1)th equation
(5.16) reads 0 = dcω
m+k−2,g−m−k+2 + dξω
m+k−1,g−m−k+1 + sghω
m+k,g−m−k. Applying
dξ to the latter equation one obtains, using the algebra (5.14) and the kth equa-
tion (5.16), sgh(dcω
m+k−1,g−m−k+1+ dξω
m+k,g−m−k) = 0. Hence dcω
m+k−1,g−m−k+1+
dξω
m+k,g−m−k is a cocycle in Hm+k,g+1−m−k(sgh). In order to lift ω
m,g−m a (k+1)th
4Accordingly one selects the representatives of cohomology classes of H(ssusy) such that their
respective decomposition (5.15) starts at a c-degree m which is as high as possible.
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time, the (k + 2)th equation (5.16) requires this cocycle to be a coboundary in
Hm+k,g+1−m−k(sgh). Hence, the candidate obstruction for this lifting is indeed in
H(sgh).
These considerations reveal that a cocycle in H(sgh) (with ghost-degree g) whose
lifting is obstructed corresponds to another cocycle in H(sgh) (with ghost-degree
g + 1) obstructing this lifting. In other words, the cocycles in H(sgh) which cannot
be lifted and the cocycles which obstruct the lifting of other cocylces occur pairwise.
Accordingly one can prove that there is a basis B = B0 ⊕ Bobstructed ⊕ Bobstructing
of representatives of H(sgh) such that Bobstructed contains representatives of H(sgh)
which cannot be lifted to cocycles of H(ssusy), Bobstructing contains representatives
of H(sgh) which obstruct the lifting of the elements in Bobstructed, and B0 contains
the remaining representatives of H(sgh), which can be lifted to representatives of
H(ssusy) providing a basis of representatives of H(ssusy).
Hence, in principle H(ssusy) can be obtained from H(sgh) by constructing B0 and
lifting its elements. In actual computations the construction of B0 often has prac-
tical limitations, primarily because the basis B of representatives of H(sgh) usually
contains infinitely many elements, or it is not even really needed because the partic-
ular problem under study does not require a complete determination of H(sgh) but
only part of it. In fact, often it is difficult, or not even necessary, to fully determine
B and decompose it according to B = B0 ⊕ Bobstructed ⊕ Bobstructing. In such cases
one may use the ladder equations (5.16) to at least partly determine H(ssusy), such
as in particularly interesting subspaces of Ω adapted to the problem under study, or
to characterize H(ssusy) without specifying B or B0 explicitly (cf. sections 6.2 and
6.3 for examples).
The c-degree p0 above which H(sgh) is trivial, cf. lemma 5.2, plays a particular role
in the analysis of the ladder equations (5.16) because obstructions to the lifting of
representatives of H(sgh) can occur only at c-degrees p ≤ p0. Hence the analysis of
the ladder equations is nontrivial only at c-degrees p ≤ p0. For instance, in cases
with p0 = 0 the whole analysis of the ladder equations ”collapses” to c-degree p = 0
because the cohomology groups Hp,∗(sgh) vanish for all p > 0 and thus only the
first lifting of members of Ω0,∗ may be obstructed. The above discussion of the first
lifting then implies:
Lemma 5.3 (H(ssusy) ≃ H(dξ, H0,∗(sgh)) if p0 = 0).
If the cohomology groups Hp,∗(sgh) vanish for all p > 0, H
g(ssusy) is isomorphic to
the cohomology of dξ in H
0,g(sgh),
Hp,∗(sgh) = 0 ∀p > 0 ⇒ Hg(ssusy) ≃ H(dξ, H0,g(sgh)). (5.17)
5.3 Relating primitive elements for different signatures
There is a close relation between supersymmetry algebras (1.1) in a specific dimen-
sion D differing only in the signature (t, D−t). Accordingly there is also a close rela-
tion between the primitive elements of the corresponding supersymmetry algebra co-
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homologies. This is readily realized using that for every set {Γ1, . . . ,ΓD} of gamma-
matrices for signature (t, D − t) there is a corresponding set {Γ1(t=0), . . . ,ΓD(t=0)} of
gamma-matrices for signature (0, D), with Γa = −iΓa(t=0) for a ≤ t and Γa = Γa(t=0)
for a > t. The action of the coboundary operator sgh on the translation ghosts for
signature (t, D − t) can thus be written as
sghc
a =
{
i
2
M ij(Γa(t=0)C
−1)αβ ξ
α
i ξ
β
j if a ≤ t,
−1
2
M ij(Γa(t=0)C
−1)αβ ξ
α
i ξ
β
j if a > t.
(5.18)
Defining translation ghost variables cˆa according to
cˆa =
{
ica if a ≤ t,
ca if a > t
(5.19)
we can thus write the action of the coboundary operator sgh on the translation
ghosts for any signature (t, D − t) in the ”universal form”
sghcˆ
a = −1
2
M ij(Γa(t=0)C
−1)αβ ξ
α
i ξ
β
j . (5.20)
Hence, for fixed dimension D, fixed matrices M and C and sets of gamma-matrices
related to a fixed set {Γ1(t=0), . . . ,ΓD(t=0)} as described above, the coboundary operator
sgh has exactly the same form (i.e., with the same numerical coefficients of the
supersymmetry ghosts) for different signatures (t, D − t) when written in terms of
the translation ghost variables cˆa and the supersymmetry ghosts ξαi . Of course, this
statement refers to supersymmetry algebras with the same number of independent
supersymmetries and the same value of N . As a direct consequence, the primitive
elements of such supersymmetry algebras may be expressed in a ”universal form”
in terms of the translation ghost variables cˆa and the supersymmetry ghosts ξαi . In
this form they are independent of the signature (t, D − t) and may be rewritten in
terms of the original ghost variables using (5.19). The reality relations between the
supersymmetry ghosts ξαi differ, however, in general for different signatures as these
reality relations are the respective Majorana or symplectic Majorana conditions
(4.14) or (4.15) which depend on the signature (t, D − t).
In particular, the above discussion shows immediately that for fixed D, N , M and
C and sets of gamma-matrices related to a fixed set {Γ1(t=0), . . . ,ΓD(t=0)} as described
above, the cohomologiesHgh(sgh) for signatures (t, D−t) and (D−t, t) are isomorphic
owing to the corresponding properties of the spinor representations for signatures
(t, D− t) and (D− t, t) (cf. section 2.8). Furthermore, the corresponding primitive
elements for signature (D− t, t) can be directly obtained from their counterparts for
signature (t, D− t) and vice versa by expressing them in universal form as explained
above. Hence, with no loss of generality one may restrict the computation of the
cohomology groups Hgh(sgh) to signatures (t, D − t) with t ≤ D/2 (or t ≥ D/2) in
order to determine the primitive elements for the various signatures in a particular
dimension D.
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5.4 Dependence on the spinor representation
In section 2.7 we have outlined the relation between equivalent spinor representa-
tions. As every supersymmetry algebra (1.1) involves explicitly the gamma-matrices
Γa and an inverse charge conjugation matrix C−1 of a spinor representation, it is
natural to ask how the cohomologies Hgh(sgh), H(sgh) and H(ssusy) for equivalent
spinor representations are related to one another and whether one can express these
cohomologies in a manner that does not depend on the particular spinor represen-
tation.
Supersymmetry algebras (1.1) involving different equivalent spinor representations
are related by equations (2.40) to (2.42) with
Q′ iα = Rα
βQiβ , ξ
′α
i = ξ
β
i R
−1
β
α. (5.21)
The coboundary operators sgh and ssusy are evidently invariant under such a change
of the spinor represenation in the sense that
(sgh)
′ = −1
2
M ij(Γ′ aC ′ −1)αβ ξ
′α
i ξ
′β
j
∂
∂ca
= −1
2
M ij(ΓaC−1)αβ ξ
α
i ξ
β
j
∂
∂ca
= sgh ,
(ssusy)
′ = caPa + ξ
′α
i Q
′ i
α + (sgh)
′ = caPa + ξ
α
i Q
i
α + sgh = ssusy .
An immediate consequence is that the cohomologies Hgh(sgh), H(sgh) and H(ssusy)
are isomorphic to their respective ”primed” counterparts defined in terms of an
equivalent spinor representation.
However, it is somewhat involved to relate the representatives of an ”unprimed” and
a corresponding ”primed” cohomology to one another. The reason is that not only
the supersymmetry generators, supersymmetry ghosts and spinorial elements of the
representation space F are related by a matrix R as in equations (5.21) and (2.42),
but in addition the gamma-matrices and the charge conjugation matrices which
occur in the primed and unprimed supersymmetry algebras (1.1) are also related by
this matrix R according to equations (2.40) and (2.41). For this reason, in general
the representatives of the cohomologies Hgh(sgh), H(sgh) and H(ssusy) for different
equivalent spinor representations can not be obtained from one another solely by
relating the supersymmetry ghosts and the spinorial elements of the representation
space F according to equations (5.21) and (2.42). In addition one has to include
the change of the gamma-matrices and the charge conjugation matrix according to
(2.40) and (2.41).
An expedient way to account for this influence of the spinor representation on the
representatives of the cohomologies is to express these representatives appropriately
in terms of so(t, D − t)-covariant quantities (in the case of signature (t, D − t))
built by means of gamma-matrices and/or the charge conjugation matrix (such as
caξαi Γaα
β, ξαi ξ
β
j C
−1
αβ etc.). This allows one to describe the cohomologies Hgh(sgh),
H(sgh) and H(ssusy) for all equivalent spinor representations at once, and thus in a
form that does not depend on a particular spinor representation.
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5.5 Dependence on the choices of B and C
As remarked above (cf. in particular section 2.8) one may use different matrices
B for the definition of Majorana type spinors (MW , M , SMW or SM spinors)
for a particular signature (t, D − t), except when D is even and D/2 + t is odd.
This, however, does not affect the cohomology Hgh(sgh) in the following sense. The
matrix B only enters the respective Majorana condition (2.29) or (2.30), (2.31),
i.e., it only determines which type of spinors exist and how the components of the
supersymmetry ghosts are related by complex conjugation, see equations (4.14) and
(4.15). According to these equations one may always use the components of the
supersymmetry ghosts ξi in order to express the representatives of Hgh(sgh) and
never needs the components of the conjugate-complex supersymmetry ghosts ξ∗i
because the components of ξ∗i are algebraically related to those of ξi by (4.14) or
(4.15). Furthermore, the matrix B does not enter the coboundary operator sgh.
Therefore, the representatives of Hgh(sgh) do not depend on the choice of B when
expressed solely in terms of the components of the supersymmetry ghosts ξi.
This is different for the charge conjugation matrix C as its inverse occurs explicitly
in the supersymmetry algebra (1.1) and in the coboundary operator sgh. In par-
ticular C determines whether the matrices ΓaC
−1 are symmetric or antisymmetric,
cf. equation (2.7), which is relevant to the number N of sets of supersymmetries
which can be present. In particular, in dimensions D mod 8 = 0 and D mod 8 = 4
there is one choice of C with ηǫ = 1 for which the matrices ΓaC
−1 are symmetric,
and another choice with ηǫ = −1 for which they are antisymmetric, cf. table (2.44).
An N = 1 supersymmetry thus exists in these dimensions only for a choice with
ηǫ = 1. This has to be taken into account when relating or comparing the results
for Hgh(sgh) for the different choices of C in these dimensions. A second aspect that
has to be taken account of in this context is that in every even dimension there are
two different options for the choice of C, cf. equation (2.15) and table (2.44). The
two different matrices C are related by multiplying one of them by Γˆ from the right
(up to a factor ±i or ±1). This relation may be used to relate or compare the results
for Hgh(sgh) valid for the two different choices of C. In particular one may use it in
order to derive the results for one of these choices from the other one.
6 Examples in D = 1 dimension
In this section we illustrate aspects of the supersymmetry algebra cohomology for
simple examples in D = 1 dimension. The examples are the determination of
Hgh(sgh), i.e. of the primitive elements of the supersymmetry algebra cohomology,
for arbitrary numbers N of supersymmetries in D = 1 dimension, and of H(ssusy)
for two particular representations of the N = 1 supersymmetry algebra in D = 1
dimension. We consider in D = 1 dimension the supersymmetry algebras
[P1 , P1 ] = 0, [P1 , Q
i ] = 0, {Qi , Qj} = −δijP1 (6.1)
27
where the ”Majorana” supersymmetry generators Qi fulfill
(Qi)∗ = iQi, i = 1, . . . , N, (6.2)
i.e., (1 + i)Qi/
√
2 are real operators.
6.1 Primitive elements in D = 1 dimension
We shall now determine the cohomology groupsHgh(sgh) for all supersymmetry alge-
bras (6.1), i.e. for all numbers N of supersymmetries. In other words, we determine
for all N a complete set of primitive elements of the corresponding supersymmetry
algebra cohomology.
The coboundary operator sgh reads in these cases
sgh =
1
2
δij ξiξj
∂
∂c1
(6.3)
where the supersymmetry ghosts fulfill
(ξi)
∗ = −i ξi , i = 1, . . . , N. (6.4)
Hence, the coboundary operator sgh acts on the translation ghost c
1 according to
sghc
1 = 1
2
N∑
i=1
(ξi)
2. (6.5)
Since there is only one translation ghost, the only c-degrees are p = 1 and p = 0.
The cohomology groups H1,ngh (sgh) vanish according to lemma 5.1. Hence, we only
need to determine the cohomology groups H0,ngh (sgh), i.e. the cohomology of sgh in
the spaces Ω0,ngh of polynomials in the supersymmetry ghosts with ξ-degree n.
In the case N = 1, equation (6.5) reduces to sghc
1 = 1
2
(ξ1)
2 and a polynomial
ω0,n ∈ Ω0,ngh takes the form ω0,n = (ξ1)nan with an ∈ C. For n ≥ 2, ω0,n is a
coboundary owing to (ξ1)
nan = sgh(2c
1(ξ1)
n−2an). For n ∈ {0, 1}, ω0,n is at most
linear in ξ1 and thus it is not sgh-exact in Ωgh unless it vanishes, since any coboundary
depends at least quadratically on ξ1 in this space. Hence, in the case N = 1 the
cohomology groups H0,ngh (sgh) vanish for n ≥ 2, H0,1gh (sgh) is represented by ξ1a1 and
H0,0gh (sgh) is represented by a0, with a0, a1 ∈ C:
Lemma 6.1 (Hgh(sgh) for D = 1, N = 1).
In the case N = 1 Hgh(sgh) is represented by polynomials in the supersymmetry
ghosts which are at most linear in ξ1:
sghω = 0, ω ∈ Ωgh ⇔ ω = a0 + ξ1a1 + sghη, a0, a1 ∈ C, η ∈ Ωgh; (6.6)
a0 + ξ1a1 = sghη, η ∈ Ωgh ⇔ a0 = a1 = 0. (6.7)
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In the cases N > 1, we expand a polynomial ω0,n ∈ Ω0,ngh in powers of ξ1 according
to
ω0,n =
K∑
k=0
(ξ1)
kak(ξ2, . . . , ξN), K ≤ n (6.8)
where ak(ξ2, . . . , ξN) is a polynomial in the supersymmetry ghosts ξ2, . . . , ξN with
ξ-degree n−k and K denotes the highest degree in ξ1 occurring in this expansion. If
K ≥ 2 we remove the term of degree K in ξ1 from ω0,n by subtracting a coboundary:
K ≥ 2 : ω0,n − sgh(2c1(ξ1)K−2aK(ξ2, . . . , ξN)) =
K−1∑
k=0
(ξ1)
ka˜k(ξ2, . . . , ξN)
where
a˜K−2(ξ2, . . . , ξN) = aK−2(ξ2, . . . , ξN)− ((ξ2)2 + · · ·+ (ξN)2)aK(ξ2, . . . , ξN),
k /∈ {K − 2, K} : a˜k(ξ2, . . . , ξN) = ak(ξ2, . . . , ξN).
Then we proceed as follows: if K−1 > 1, we remove analogously the term of degree
K − 1 in ξ1 by subtracting another coboundary, and continue this procedure until
all the terms with degrees k > 1 in ξ1 have been removed. Hence, any polynomial
ω0,n ∈ Ω0,ngh is at most linear in ξ1 up to a coboundary in Hgh(sgh). Furthermore one
readily verifies that a polynomial ω0,n which is at most linear in ξ1 is sgh-exact in
the space of ghost polynomials if and only if it vanishes. This is seen as follows:
a0(ξ2, . . . , ξN) + ξ1a1(ξ2, . . . , ξN) = sgh(c
1g(ξ1, . . . , ξN))
⇔ a0(ξ2, . . . , ξN) + ξ1a1(ξ2, . . . , ξN) = 12((ξ1)2 + · · ·+ (ξN)2)g(ξ1, . . . , ξN)
⇔ a0 = a1 = g = 0
where we used that ω0,n is a coboundary in Hgh(sgh) if and only if it equals sghω
1,n−2
for some ω1,n−2 = c1g(ξ1, . . . , ξN) where g(ξ1, . . . , ξN) is a polynomial in the super-
symmetry ghosts with ξ-degree n− 2.
We conclude:
Lemma 6.2 (Hgh(sgh) for D = 1 and N > 1).
In the cases N > 1 Hgh(sgh) is represented by polynomials in the supersymmetry
ghosts which are at most linear in ξ1:
sghω = 0, ω ∈ Ωgh ⇔ ω = a0(ξ2, . . . , ξN) + ξ1a1(ξ2, . . . , ξN) + sghη, η ∈ Ωgh;
(6.9)
a0(ξ2, . . . , ξN) + ξ1a1(ξ2, . . . , ξN) = sghη, η ∈ Ωgh ⇔ a0 = a1 = 0 (6.10)
where a0(ξ2, . . . , ξN) and a1(ξ2, . . . , ξN) are polynomials in the supersymmetry ghosts
ξ2, . . . , ξN .
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6.2 H(ssusy) for D = 1, N = 1: first example (off-shell)
We shall now illustrate the representation of a supersymmetry algebra (1.1) and
the determination of H(ssusy) by a first simple example in D = 1 dimension with
N = 1 supersymmetry. Hence, this example concerns the supersymmetry algebra
(6.1) with a single supersymmetry generator Q1,
[P1 , P1 ] = 0, [P1 , Q
1 ] = 0, (Q1)2 = −1
2
P1 . (6.11)
This algebra is represented on bosonic (i.e. Grassmann even) real variables Φ(n) and
fermionic (i.e. Grassmann odd) variables Ψ(n) fulfilling (Ψ(n))∗ = iΨ(n) where n =
0, 1, 2, . . . , with Φ(0) and Ψ(0) representing functions Φ(x) and Ψ(x) of a coordinate
x of some one-dimensional base space, and Φ(n) and Ψ(n) representing the nth order
derivatives dnΦ(x)/dxn and dnΨ(x)/dxn of these functions with respect to x. The
Φ(n) and Ψ(n) are treated as jet coordinates of an infinite jet space J∞ associated with
Φ(x) and Ψ(x) and make up the representation space F in the present example. In
the jet space J∞, the derivative with respect to x is represented by a total derivative
operator ∂ given by
∂ =
∑
n≥0
(
Φ(n+1)
∂
∂Φ(n)
+Ψ(n+1)
∂
∂Ψ(n)
)
. (6.12)
∂ represents in this example the translational generator P1 occurring in the super-
symmetry algebra (6.11),
P1 = ∂ ⇒ P1Φ(n) = Φ(n+1), P1Ψ(n) = Ψ(n+1), n = 0, 1, 2, . . . (6.13)
The supersymmetry generator Q1 is represented according to
Q1Φ(n) = Ψ(n), Q1Ψ(n) = −1
2
Φ(n+1), n = 0, 1, 2, . . . (6.14)
It can be readily verified that equations (6.13) and (6.14) provide indeed a repre-
sentation of the supersymmetry algebra (6.11).
Hence, the coboundary operator ssusy is in this example given by
ssusy = c
1P1 + ξ1Q
1 + 1
2
(ξ1)
2 ∂
∂c1
,
P1 =
∑
n≥0
(
Φ(n+1)
∂
∂Φ(n)
+Ψ(n+1)
∂
∂Ψ(n)
)
, Q1 =
∑
n≥0
(
Ψ(n)
∂
∂Φ(n)
− 1
2
Φ(n+1)
∂
∂Ψ(n)
)
.
(6.15)
We shall now determine H(ssusy) in the space Ω of polynomials in the ghost variables
c1, ξ1 and the jet variables Φ
(n), Ψ(n), n = 0, 1, 2, . . . along the lines of section 5.
The ladder equations (5.16) reduce in D = 1 dimension to
0 = sghω
0,g, 0 = dξω
0,g + sghω
1,g−1, 0 = dcω
0,g + dξω
1,g−1 (6.16)
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where ω0,g or ω1,g−1 may vanish.
Specializing the considerations of section 5 to the case D = 1, one obtains that every
nontrivial cocycle of H(ssusy) contains a nontrivial representative ω
0,g of H(sgh).
From lemma 6.1 we infer that H(sgh) is represented by f0([Φ,Ψ]) + ξ1f1([Φ,Ψ])
where f0([Φ,Ψ]) and f1([Φ,Ψ]) are arbitrary polynomials in the jet variables Φ
(n),
Ψ(n), n = 0, 1, 2, . . . (polynomial dependence on these jet variables is collectively
denoted by [Φ,Ψ]). Since f0([Φ,Ψ]) has ghost-degree g = 0 and ξ1f1([Φ,Ψ]) has
ghost-degree g = 1, Hg(ssusy) vanishes for all ghost-degrees g > 1 and the only cases
that remain to be studied are those with ghost-degrees g = 0 and g = 1. Lemma
5.3 yields H0(ssusy) ≃ H(dξ, H0,0(sgh)) and H1(ssusy) ≃ H(dξ, H0,1(sgh)).
H0(ssusy) is thus obtained from H(dξ, H
0,0(sgh)). Cocycles of H(dξ, H
0,0(sgh)) are
polynomials f0([Φ,Ψ]) fulfilling dξf0([Φ,Ψ]) = 0 (since coboundaries in H
0,0(sgh)
vanish). dξf0([Φ,Ψ]) = 0 is equivalent to Q
1f0([Φ,Ψ]) = 0. The latter condition
imposes that f0 does not depend on the jet variables at all and thus that H
0(ssusy)
is represented by constants owing to the following lemma:
Lemma 6.3 (Kernel of Q1 – first example).
The only polynomials in the jet variables Φ(n), Ψ(n) (n = 0, 1, 2, . . . ) which are
annihilated by Q1 are polynomials of degree 0,
Q1f0([Φ,Ψ]) = 0 ⇔ f0 = a ∈ C. (6.17)
Proof: Q1f0([Φ,Ψ]) = 0 implies (Q
1)2f0([Φ,Ψ]) = 0 and thus P1f0([Φ,Ψ]) = 0 ow-
ing to (6.11). To analyse the latter condition, we use that f0([Φ,Ψ]) is a polynomial
in the jet variables Φ(n) (n = 0, 1, 2, . . . ). Hence, there is always a value M such
that f0([Φ,Ψ]) does not depend on any jet variable Φ
(n) with n > M . We may thus
write
f0([Φ,Ψ]) =
K∑
k=0
(Φ(M))khk(Φ
(0), . . . ,Φ(M−1), [Ψ])
which implies
P1f0([Φ,Ψ]) =
K∑
k=1
kΦ(M+1)(Φ(M))k−1hk(Φ
(0), . . . ,Φ(M−1), [Ψ]) + . . .
where the non-written terms do not depend on the jet variable Φ(M+1). Hence,
P1f0([Φ,Ψ]) = 0 implies that the coefficient functions hk(Φ
(0), . . . ,Φ(M−1), [Ψ]) van-
ish for all k ≥ 1, i.e., f0 does not depend on Φ(M) at all. This holds for any value ofM
and thus f0 actually does not depend on any of the jet variables Φ
(n) (n = 0, 1, 2, . . . ).
One now repeats the arguments for the jet variables Ψ(n) (n = 0, 1, 2, . . . ) and con-
cludes f0 = a ∈ C. This proves the lemma as the implication⇐ in (6.17) is trivial. 
H1(ssusy) is obtained from H(dξ, H
0,1(sgh)). H
0,1(sgh) is represented by polynomials
ξ1f1([Φ,Ψ]). dξ(ξ1f1([Φ,Ψ])) vanishes in H
0,1(sgh) for any f1([Φ,Ψ]) since H
0,2(sgh)
vanishes. Hence, there is no obstruction to complete a polynomial ξ1f1([Φ,Ψ])
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to a cocycle of H1(ssusy). Explicitly the cocycle takes the form ξ1f1([Φ,Ψ]) −
2c1Q1f1([Φ,Ψ]) because of
dξ(ξ1f1([Φ,Ψ])) = (ξ1)
2Q1f1([Φ,Ψ]) = sgh(2c
1Q1f1([Φ,Ψ])). (6.18)
We thus conclude:
Lemma 6.4 (Cocycles in H(ssusy)).
The general solution of the cocycle condition in H(ssusy) is, up to coboundaries, a+
ξ1f1([Φ,Ψ])−2c1Q1f1([Φ,Ψ]) where a is an arbitrary complex number and f1([Φ,Ψ])
is an arbitrary polynomial in the jet variables Φ(n), Ψ(n) (n = 0, 1, 2, . . . ),
ssusyω = 0, ω ∈ Ω ⇔ ω = a+ (ξ1 − 2c1Q1)f1([Φ,Ψ]) + ssusyη, a ∈ C, η ∈ Ω.
(6.19)
According to lemma 5.3 a cocycle (ξ1−2c1Q1)f1([Φ,Ψ]) is a coboundary in H1(ssusy)
if and only if ξ1f1([Φ,Ψ]) is a coboundary in H(dξ, H(sgh)), i.e. if there is some
f0([Φ,Ψ]) such that ξ1f1([Φ,Ψ]) = dξf0([Φ,Ψ]), or, equivalently, f1([Φ,Ψ]) = Q
1f0([Φ,Ψ]).
This can be easily verified explicitly:
f1([Φ,Ψ]) = Q
1f0([Φ,Ψ]) ⇒ ξ1f1([Φ,Ψ])− 2c1Q1f1([Φ,Ψ])
= ξ1Q
1f0([Φ,Ψ])− 2c1(Q1)2f0([Φ,Ψ])
= ξ1Q
1f0([Φ,Ψ]) + c
1P1f0([Φ,Ψ])
= (dξ + dc)f0([Φ,Ψ]) = ssusyf0([Φ,Ψ]).
Hence, a polynomial ξ1f1([Φ,Ψ]) − 2c1Q1f1([Φ,Ψ]) is a coboundary in H(ssusy) if
and only if f1([Φ,Ψ]) can be written as Q
1f0([Φ,Ψ]) for some polynomial f0([Φ,Ψ]).
We have thus shown:
Lemma 6.5 (H(ssusy) – first example).
H0(ssusy) is represented by complex numbers, H
1(ssusy) is represented by polynomials
(ξ1 − 2c1Q1)f1([Φ,Ψ]) with f1([Φ,Ψ]) 6= Q1f0([Φ,Ψ]), and the cohomology groups
Hn(ssusy) vanish for n ≥ 2.
Let us finally add a few remarks about how the result fits in with the analysis of the
supersymmetric ladder equations outlined in section 5.2. We recall that H(ssusy) can
be obtained from H(sgh) by constructing a basis B = B0⊕Bobstructed⊕Bobstructing of
H(sgh) where Bobstructed contains representatives that cannot be lifted and Bobstructing
contains representatives that are the corresponding obstructions to the lifting of the
elements of Bobstructed. H(ssusy) is then represented by the lifted elements of B0.
In the present case the only nontrivial cohomology groups Hp,n(sgh) are H
0,0(sgh)
which is represented by polynomials f0([Φ,Ψ]) and H
0,1(sgh) which is represented
by polynomials ξ1f1([Φ,Ψ]). By lemma 6.3, no non-constant polynomial f0([Φ,Ψ])
can be lifted, while all polynomials ξ1f1([Φ,Ψ]) can be lifted (cf. equation (6.18)).
Hence, in the present example non-constant representatives f0([Φ,Ψ]) of H
0,0(sgh)
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make up the part Bobstructed in a decomposition B = B0 ⊕Bobstructed ⊕Bobstructing of
a basis B of H(sgh). The obstructions to the lifting of representatives of H
0,0(sgh)
are in H0,1(sgh). Hence, the part Bobstructing of B contains polynomials ξ1f1([Φ,Ψ])
which obstruct the lifting of polynomials f0([Φ,Ψ]), i.e., which fulfill ξ1f1([Φ,Ψ]) =
dξf0([Φ,Ψ]) and thus f1([Φ,Ψ]) = Q
1f0([Φ,Ψ]). Accordingly, B0 contains a constant
a ∈ C and polynomials ξ1f1([Φ,Ψ]) with f1([Φ,Ψ]) 6= Q1f0([Φ,Ψ]) which are lifted to
representatives ξ1f1([Φ,Ψ])− 2c1Q1f1([Φ,Ψ]) of H(ssusy), in agreement with lemma
6.5.
6.3 H(ssusy) for D = 1, N = 1: second example (on-shell)
By means of a second example we shall now illustrate how a field theoretical ”on-
shell” representation of a supersymmetry algebra (1.1) is constructed from a BRST-
formulation in the so-called antifield formalism [16, 17, 18]. Actually we use here the
extended antifield formalism [19] which extends the standard antifield formalism by
including global symmetries in addition to local symmetries. Furthermore we shall
also show that, in the example under consideration, the on-shell supersymmetry
algebra cohomology is isomorphic to the (extended) local BRST cohomology. Finally
we shall compute this on-shell supersymmetry algebra cohomology and comment on
its relation to the corresponding off-shell supersymmetry algebra cohomology derived
in section 6.2.
The present example extends the example discussed in section 6.2 and involves again
the variables Φ = Φ(0) and Ψ = Ψ(0) representing functions Φ(x) and Ψ(x) in D = 1
dimension and their supersymmetry transformations (6.14). This time, however,
we shall go ”on-shell”, i.e. we shall take into account Euler-Lagrange equations of
motion for Φ and Ψ using the (extended) BRST-antifield formalism which provides
an expedient tool to include equations of motion through the BRST-transformations
of so-called antifields.
The second example is based on the Lagrangian
L = 1
2
(∂Φ)2 +Ψ∂Ψ (6.20)
where, as before, ∂ represents the derivative d/dx with respect to x in the jet space
J∞. The Lagrangian (6.20) is globally supersymmetric, for its supersymmetry trans-
formation Q1L equals a total derivative,
Q1L = ∂(1
2
Ψ∂Φ). (6.21)
Hence, we can employ the extended antifield formalism in order to set up an extended
BRST-differential s which includes both the supersymmetry transformations and
the Euler-Lagrange equations of motion for Φ(x) and Ψ(x) corresponding to the
Lagrangian (6.20). This yields the following extended BRST-transformations of the
global (i.e. constant) ghosts ξ1, c
1, the ”fields” Φ,Ψ and corresponding ”antifields”
Φ⋆,Ψ⋆ according to
sΦ = ξ1Ψ+ c
1∂Φ,
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sΨ = −1
2
ξ1∂Φ + c
1∂Ψ,
sΦ⋆ = −∂2Φ− 1
2
ξ1∂Ψ
⋆ + c1∂Φ⋆,
sΨ⋆ = −2∂Ψ + ξ1Φ⋆ + c1∂Ψ⋆,
sc1 = 1
2
(ξ1)
2,
sξ1 = 0. (6.22)
The Grassmann parity of an antifield is opposite to the Grassmann parity of the
corresponding field. Hence, Φ⋆ is Grassmann odd and Ψ⋆ is Grassmann even. The
BRST-transformations of ”derivatives” ∂Φ, ∂2Φ, . . . of the fields and antifields are
defined through prolongations of the transformations (6.22), using [ s , ∂ ] = 0 and
∂c1 = ∂ξ1 = 0. E.g., this gives s∂Φ = ∂sΦ = ∂(ξ1Ψ + c
1∂Φ) = ξ1∂Ψ + c
1∂2Φ. s is
defined as an antiderivation on functions of all these variables and squares to zero
by construction,
s2 = 0. (6.23)
Analogously to section 6.2 we denote by Φ(n) = ∂nΦ, Ψ(n) = ∂nΨ, Φ⋆(n) = ∂nΦ⋆,
Ψ⋆(n) = ∂nΨ⋆ jet variables representing the nth order derivative of Φ(x), Ψ(x), Φ⋆(x),
Ψ⋆(x) with respect to x, respectively.5 Furthermore we denote polynomials in the
variables c1, ξ1, Φ
(n), Ψ(n), Φ⋆(n), Ψ⋆(n) (n = 0, 1, 2, . . . ) by ω(c, ξ, [Φ,Ψ,Φ⋆,Ψ⋆]) and
the space of these polynomials by Ωc,ξ,[Φ,Ψ,Φ⋆,Ψ⋆]. The (extended) BRST-cohomology
H(s) is defined as the cohomology of s in Ωc,ξ,[Φ,Ψ,Φ⋆,Ψ⋆].
In order to determine H(s) it is most helpful to change variables to uℓ, vℓ, wI
(ℓ = 0, 1, 2, . . . , I = 1, . . . , 5):
u2k = Φ⋆(k), u2k+1 = Ψ⋆(k), k = 0, 1, 2, . . .
v2k = sΦ⋆(k), v2k+1 = sΨ⋆(k), k = 0, 1, 2, . . .
w1 = c1, w2 = ξ1, w
3 = Φ, w4 = Ψ˜, w5 = Φ˜(1) (6.24)
where
Φ = Φ(0), Ψ˜ = Ψ(0) − 1
2
c1Ψ⋆, Φ˜(1) = ∂Φ + 1
2
ξ1Ψ
⋆ − c1Φ⋆. (6.25)
The new variables (6.24) replace one by one the original variables c1, ξ1, Φ
(n), Ψ(n),
Φ⋆(n), Ψ⋆(n) (n = 0, 1, 2, . . . ) such that every polynomial in the original variables can
uniquely be written as a polynomial in the new variables and vice versa. Indeed
the variables uℓ are the original antifield variables Φ⋆(n), Ψ⋆(n) (n = 0, 1, 2, . . . ) and
the variables w1 and w2 are the original ghost variables c1, ξ1. The remaining new
variables vℓ, w3, w4, w5 replace one by one the original jet variables Φ(n), Ψ(n)
(n = 0, 1, 2, . . . ) owing to
v2k = sΦ⋆(k) = −Φ(2+k) + . . . (k = 0, 1, 2, . . . ),
5The jet variables Φ(n), Ψ(n), Φ⋆(n), Ψ⋆(n) refer to an infinite jet space corresponding to the
fields Φ(x), Ψ(x), the antifields Φ⋆(x), Ψ⋆(x) and all derivatives dn/dxn thereof.
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v2k+1 = sΨ⋆(k) = −2Ψ(1+k) + . . . (k = 0, 1, 2, . . . ),
w3 = Φ(0),
w4 = Ψ(0) + . . . ,
w5 = Φ(1) + . . . (6.26)
where non-written terms are quadratic in the original variables. Hence, Ωc,ξ,[Φ,Ψ,Φ⋆,Ψ⋆]
is equal to the space Ωu,v,w of polynomials ω(u, v, w) in the variables u
ℓ, vℓ, wI and
can be written as the direct product of the space Ωu,v of polynomials ω(u, v) in the
uℓ, vℓ and of the space Ωw of polynomials ω(w) in the w
I ,
Ωc,ξ,[Φ,Ψ,Φ⋆,Ψ⋆] = Ωu,v,w = Ωu,v ⊗ Ωw . (6.27)
The new variables (6.24) have been constructed such that the uℓ and vℓ form ”BRST-
doublets” (uℓ, vℓ) with vℓ = suℓ and that, for every wI , swI can be expressed as a
polynomial rI(w) in the w’s. The latter holds because equations (6.22) imply
sΦ = ξ1Ψ˜ + c
1Φ˜(1), sΨ˜ = −1
2
ξ1Φ˜
(1), sΦ˜(1) = 0. (6.28)
This implies that s does not lead out of the subspacees Ωu,v and Ωw respectively,
sΩu,v ⊂ Ωu,v , sΩw ⊂ Ωw . (6.29)
Owing to equations (6.27) and (6.29) the BRST-cohomology H(s) factorizes into
the cohomologies H(s,Ωu,v) and H(s,Ωw), i.e. into the cohomologies of s in the
subspaces Ωu,v and Ωw (Ku¨nneth formula):
H(s) = H(s,Ωu,v)⊗H(s,Ωw). (6.30)
As the uℓ and vℓ form BRST-doublets, we immediately infer by standard arguments
that H(s,Ωu,v) ≃ C and thus that H(s) ≃ H(s,Ωw):
Lemma 6.6 (H(s) ≃ H(s,Ωw)).
The cohomology H(s) of s in Ωc,ξ,[Φ,Ψ,Φ⋆,Ψ⋆] = Ωu,v,w is isomorphic to the cohomology
H(s,Ωw) of s in Ωw and represented by representatives of H(s,Ωw):
sω(u, v, w) = 0 ⇔ ω(u, v, w) = sη(u, v, w) + ω˜(w), sω˜(w) = 0; (6.31)
ω˜(w) = sη(u, v, w) ⇔ ω˜(w) = sη˜(w). (6.32)
Proof: (6.31) is proved by means of a standard contracting homotopy technique
using an antiderivation r defined by
r =
∑
ℓ≥0
uℓ
∂
∂vℓ
. (6.33)
The anticommutator {r , s} is the counting operator Nu,v of all variables uℓ and vℓ,
{r , s} = Nu,v =
∑
ℓ≥0
(
uℓ
∂
∂uℓ
+ vℓ
∂
∂vℓ
)
. (6.34)
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This yields
ω(u, v, w)− ω(0, 0, w) =
∫ 1
0
dτ
τ
Nu,v ω(τu, τv, w)
=
∫ 1
0
dτ
τ
{r , s}ω(τu, τv, w)
=
∫ 1
0
dτ
τ
rs ω(τu, τv, w) + s
∫ 1
0
dτ
τ
r ω(τu, τv, w) (6.35)
where ω(τu, τv, w) arises from ω(u, v, w) by replacing each variable uℓ and vℓ by τuℓ
and τvℓ. (6.35) implies
sω(u, v, w) = 0 ⇒ ω(u, v, w) = ω(0, 0, w) + s
∫ 1
0
dτ
τ
r ω(τu, τv, w), (6.36)
which yields (6.31) with ω˜(w) = ω(0, 0, w). (6.32) holds as a consequence of equa-
tions (6.27) and (6.29). 
According to lemma 6.6 the BRST-cohomology H(s) reduces in the present ex-
ample to the cohomology H(s,Ωw) of s in the space Ωw of polynomials in the five
variables c1, ξ1, Φ, Ψ˜, Φ˜
(1). As can be read off from equations (6.28), the cohomology
H(s,Ωw) is actually the supersymmetry algebra cohomology H(ssusy) for the super-
symmetry algebra (6.11) represented on the three variables Φ, Ψ˜, Φ˜(1) according
to
Q1Φ = Ψ˜, Q1Ψ˜ = −1
2
Φ˜(1), Q1Φ˜(1) = 0, (6.37)
P1Φ = Φ˜
(1), P1Ψ˜ = 0, P1Φ˜
(1) = 0. (6.38)
Hence, the coboundary operator ssusy is in this example given by
ssusy = c
1P1 + ξ1Q
1 + 1
2
(ξ1)
2 ∂
∂c1
,
P1 = Φ˜
(1) ∂
∂Φ
, Q1 = Ψ˜
∂
∂Φ
− 1
2
Φ˜(1)
∂
∂Ψ˜
. (6.39)
In order to determine H(ssusy) (= H(s,Ωw)), we employ the same strategy as in
section 6.2 for determining H(ssusy) in the case of the off-shell representation of the
supersymmetry algebra (6.11) considered there. Again we conclude from lemma 6.1
by means of the ladder equations (6.16) that H(ssusy) can be nontrivial at most in
ghost-degrees g = 0 and g = 1.
In the case g = 0, arguments analogous to those used in the text preceding lemma 6.3
show that every nontrivial representative of H0(ssusy) is a polynomial f0(Φ, Ψ˜, Φ˜
(1))
satisfying Q1f0(Φ, Ψ˜, Φ˜
(1)) = 0. In place of lemma 6.3 we obtain in the present
example:
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Lemma 6.7 (Kernel of Q1 – second example).
A polynomial f0(Φ, Ψ˜, Φ˜
(1)) in the jet variables Φ, Ψ˜, Φ˜(1) is annihilated by Q1 if
and only if it neither depends on Φ nor on Ψ˜,
Q1f0(Φ, Ψ˜, Φ˜
(1)) = 0 ⇔ ∂f0(Φ, Ψ˜, Φ˜
(1))
∂Φ
=
∂f0(Φ, Ψ˜, Φ˜
(1))
∂Ψ˜
= 0. (6.40)
Proof: Since Ψ˜ is Grassmann odd, f0 can depend at most linearly on Ψ˜. Hence, we
have f0(Φ, Ψ˜, Φ˜
(1)) = g0(Φ, Φ˜
(1)) + Ψ˜g1(Φ, Φ˜
(1)) for polynomials g0 and g1 in Φ and
Φ˜(1). This gives explicitly
Q1f0(Φ, Ψ˜, Φ˜
(1)) = Ψ˜
∂g0(Φ, Φ˜
(1))
∂Φ
− 1
2
Φ˜(1)g1(Φ, Φ˜
(1)).
Hence, Q1f0(Φ, Ψ˜, Φ˜
(1)) = 0 imposes ∂g0(Φ, Φ˜
(1))/∂Φ = 0 and g1(Φ, Φ˜
(1)) = 0
and thus f0(Φ, Ψ˜, Φ˜
(1)) = g0(Φ˜
(1)). Conversely, any polynomial g0(Φ˜
(1)) fulfills
Q1g0(Φ˜
(1)) = 0 owing to (6.37). 
We conclude that H0(ssusy) is represented by polynomials in Φ˜
(1).
In the case g = 1 one obtains by arguments analogous to those used in section 6.2
that the cocycles in H1(ssusy) are polynomials ξ1f1(Φ, Ψ˜, Φ˜
(1))− 2c1Q1f1(Φ, Ψ˜, Φ˜(1))
because there are no obstructions to lifting polynomials ξ1f1(Φ, Ψ˜, Φ˜
(1)), and that
such a cocycle is a coboundary if and only if f1(Φ, Ψ˜, Φ˜
(1)) = Q1f0(Φ, Ψ˜, Φ˜
(1)) for
some f0(Φ, Ψ˜, Φ˜
(1)).
This yields the following result:
Lemma 6.8 (H(ssusy) – second example).
H0(ssusy) is represented by polynomials g0(Φ˜
(1)), H1(ssusy) is represented by poly-
nomials (ξ1 − 2c1Q1)f1(Φ, Ψ˜, Φ˜(1)) with f1(Φ, Ψ˜, Φ˜(1)) 6= Q1f0(Φ, Ψ˜, Φ˜(1)), and the
cohomology groups Hn(ssusy) vanish for n ≥ 2.
Comments: Notice that equations (6.37) and (6.38) provide indeed an on-shell
version of the off-shell representation of the supersymmetry algebra (6.11) given
in equations (6.13) and (6.14). Namely the Euler-Lagrange equations of motion
following from the Lagrangian (6.20) give ∂2Φ = 0 and ∂Ψ = 0. Hence, these
equations of motion set to zero all jet variables Φ(n) for n ≥ 2 and all jet variables
Ψ(n) for n ≥ 1. The only jet variables that derive from Φ and Ψ and survive on-
shell are thus Φ(0), Ψ(0) and Φ(1) which correspond to the new variables Φ, Ψ˜ and
Φ˜(1) in equation (6.25). The representations of Q1 and P1 in equations (6.37) and
(6.38) are precisely the on-shell versions of the representations in equations (6.14)
and (6.13) respectively, since setting to zero all Φ(n) for n ≥ 2 and all Ψ(n) for n ≥ 1
in equations (6.14) and (6.13) one obtains the representations in equations (6.37)
and (6.38).
Notice also that those jet variables Φ(n) and Ψ(n) which are set to zero by the equa-
tions of motion correspond to the variables vℓ in the present example, cf. equations
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(6.26). The latter variables do not contribute to the BRST-cohomology according
to lemma 6.6 because they form BRST-doublets with the antifields. In this way the
equations of motion are taken into account by the BRST-cohomology.
7 Final remarks
We have defined the supersymmetry algebra cohomology for supersymmetry alge-
bras (1.1) for all dimensions D, all signatures (t, D− t) and all numbers N of sets of
supersymmetries by means of a real coboundary operator ssusy in terms of Majorana
or symplectic Majorana supersymmetries. Furthermore we have outlined how one
may systematically analyse the supersymmetry algebra cohomology by means of su-
persymmetric ladder equations (5.16), starting out from a set of primitive elements
of the supersymmetry algebra cohomology, and we have illustrated this strategy for
two simple field theoretical examples in D = 1 dimensions. The first example con-
cerns an off-shell representation of the D = 1, N = 1 supersymmetry algebra, the
second example concerns a corresponding on-shell representation of this algebra.
Thereby the second example illustrates a particulary useful construction of an on-
shell representation of a supersymmetry algebra (1.1) in the field theoretical context
by means of the (extended) BRST-antifield formalism. This approach allows one
to overcome certain complications occurring typically in the context of supersym-
metric field theories. Namely, in a typical supersymmetric field theoretical model
the commutator algebra of the supersymmetry transformations and the translations
actually closes only on-shell and/or modulo gauge transformations differing from
the supersymmetry transformations and translations because the commutators of
two supersymmetry transformations usually contain terms that vanish only on-shell
and/or terms that contain gauge transformations differing from the supersymmetry
transformations and translations.
Hence, in a typical supersymmetric field theoretical model the supersymmetry trans-
formations usually do not directly provide a representation of a supersymmetry alge-
bra (1.1). In particular, an off-shell representation of a supersymmetry algebra like
the representation discussed in section 6.2 is not present in a typical supersymmet-
ric field theoretical model. Furthermore, in field theories with local supersymmetry,
such as standard supergravity models, the supersymmetry and translational ghosts
are ”local ghosts” depending on the points of the base space (instead of constants
like in the examples discussed in section 6) and the supersymmetry transformations
involve partial derivatives of these ghosts with respect to base space coordinates.
Nevertheless, even in presence of such complications (open algebras, local ghosts)
usually there is a representation of a supersymmetry algebra (1.1) and a correspond-
ing supersymmetry algebra cohomology H(ssusy). Typically such a representation
is an on-shell representation on appropriately defined gauge covariant tensor fields
(field strenghts, curvatures, matter fields and covariant derivatives thereof), with
the translational generators Pa represented by gauge covariant derivatives of the
tensor fields and the supersymmetry generators Qiα by the linearized supersymme-
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try transformations of these tensor fields (with linearization in the tensor fields). The
”non-closure-terms” disappear from the algebra because of the on-shell nature of the
representation (which removes the on-shell vanishing terms) and the linearization
(which removes the terms containing the additional gauge transformations). A rep-
resentation of this type can be constructed systematically by BRST-cohomological
means along the lines of [20, 21] using variables uℓ, vℓ, wI such that the u’s and v’s
form BRST-doublets (uℓ, vℓ = suℓ) and the BRST-transformations of the w’s take
the form swI = rI(w) as in the simple example discussed in section 6.3. In this
approach {wI} contains the tensor fields on which the supersymmetry algebra (1.1)
is represented and the ghost variables ca and ξ
α
i (as well as further ghost variables
corresponding to additional gauge transformations, if any). {uℓ, vℓ} contains par-
tial derivatives of local ghosts, gauge fields, antifields and on-shell vanishing field
variables.
We end this paper with remarks on applications and relevance of the methods and
results derived in this and follow-up papers. These remarks are mainly directed to
experts in BRST-cohomological methods.
The supersymmetry algebra cohomology H(ssusy) shows up and is particularly rele-
vant in the context of algebraic renormalization [22], in particular within the classi-
fication of counterterms and anomalies, and of consistent deformations [23] of super-
symmetric (quantum) field theories by BRST-cohomological methods. Details and
examples of how H(ssusy) arises and can be used within a BRST-cohomological anal-
ysis of supersymmetric field theories can be found in [6, 7]. H(ssusy) contributes in
this context an essential part to the cohomology H(s) of the (extended) BRST differ-
ential s on local functions (if additional symmetries are present, such as Yang-Mills
type gauge symmetries, H(s) is not determined solely by H(ssusy) but also receives
contributions from the additional symmetries). This is not surprising and, in fact,
similar to the role of Lie algebra cohomology in standard (non-supersymmetric)
Yang-Mills theory where Lie algebra cohomology provides directly H(s) (cf. section
8 of [14] for a review).
However, there is a considerable difference concerning the relevance of H(s) in su-
persymmetric field theories6 as compared to standard Yang-Mills theories which is
worthwhile to be commented on in this context and responsible for the particular
importance of H(ssusy) and H(sgh).
In fact many important field theoretical topics, such as the classification of coun-
terterms, anomalies and consistent deformations, are actually not obtained directly
from H(s) but from the cohomology H(s|d) of s modulo the spacetime exterior
derivative d on local differential forms (cf. [22, 14] and refs. given there). H(s) and
H(s|d) are related by so-called descent equations for s and d (a double complex for
s and d), see section 9 of [14] for a review.
The relation of H(s) and H(s|d) is quite involved in standard Yang-Mills theories
(cf. section 11.2 of [14]) but very direct in supersymmetric field theories (cf. section
6Here and in the following discussion it is always assumed that the supersymmetry transforma-
tions are contained in s in the case of supersymmetric field theories.
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3 of [7] for a discussion in D = 4). The reason for the direct relation of H(s) and
H(s|d) in supersymmetric theories is that in this case s contains a translational
part because the translations occur in the commutator algebra of the supersymme-
try transformations. The situation is analogous to standard gravitational theories
where H(s|d) is directly obtained from H(s) as a consequence of the presence of the
spacetime diffeomorphisms in s (cf. section 6 of [24]). Likewise, in supersymmetric
theories H(s|d) is directly obtained from H(s) as all the information on H(s|d) is
already contained in H(s).
The reason for this difference between standard Yang-Mills theory and supersym-
metric or gravitational theories is that, concerning these matters, the counterpart
of the supersymmetric or gravitational BRST-differential s is not the Yang-Mills
BRST-differential s but the sum s+d (the d-part of s+d provides a spacetime trans-
lational part analogous to the translational part contained in the BRST-differential
of supersymmetric and gravitational theories).
This explains why H(s) in supersymmetric and standard gravitational theories is in
fact more comparable to H(s|d) (actually to H(s+ d)) than to H(s) in Yang-Mills
theories (the cocycle condition (s + d)ω = 0 decomposes into descent equations for
s and d). Furthermore it implies that an analog of the Yang-Mills descent equations
arises in supersymmetric or standard gravitational theories by decomposing the
cocycle condition sω = 0 into terms of definite degree in the translation ghosts
(c-degree) as this degree is the counterpart of the differential form degree in the
Yang-Mills descent equations. In the case of H(ssusy) this decomposition provides
precisely the ladder equations (5.16) which can therefore be considered an analog of
the Yang-Mills descent equations for the supersymmetry algebra cohomology.
When comparing the ladder equations with the Yang-Mills descent equations, two
fundamental differences stand out: the ladder equations actually establish a triple
complex instead of the double complex of the Yang-Mills descent equations and
comprise the coboundary operator sgh which decrements the c-degree by one unit.
In particular the presence of sgh has no counterpart in standard Yang-Mills and
gravitational theories. sgh determines the primitive elements of the supersymmetry
algebra cohomology and makes them appear in the ”bottom elements” of the ladder
equations (those elements with lowest c-degree, denoted by ωm,g−m in (5.16)). This
is analogous to standard Yang-Mills theory where the primitive elements of the Lie
algebra cohomology appear in the bottom forms of the descent equations. However,
in sharp contrast to the primitive elements of Lie algebra cohomology, the primitive
elements of the supersymmetry algebra cohomology determine in addition directly
also the c-degrees of the bottom elements as well as those c-degrees at which the lift-
ing of bottom elements may get obstructed (see section 5.2). Actually these features
apply likewise to H(ssusy) and to H(s) in standard supersymmetric field theories be-
cause the remainung parts of s (those parts that are not in ssusy) normally do not
contain another piece that decrements the c-degree. This makes the primitive ele-
ments of the supersymmetry algebra cohomology particularly important and useful
within the BRST-cohomological analysis of supersymmetric field theories.
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