Abstract-In music production, the role of the mix engineer is to take recorded music and convey the expressed emotions as professionally sounding as possible. We investigated the relationship between music production quality and musically induced and perceived emotions. A listening test was performed where 10 critical listeners and 10 non-critical listeners evaluated 10 songs. There were two mixes of each song, the low quality mix and the high quality mix. Each participants subjective experience was measured directly through questionnaire and indirectly by examining peripheral physiological changes, change in facial expressions and the number of head nods and shakes they made as they listened to each mix. We showed that music production quality had more of an emotional impact on critical listeners. Also, critical listeners had significantly different emotional responses to non-critical listeners for the high quality mixes and to a lesser extent the low quality mixes. The findings suggest that having a high level of skill in mix engineering only seems to matter in an emotional context to a subset of music listeners.
INTRODUCTION
T HERE are a number of stages when it comes to producing music for mass consumption. The first step is to record a musical performance using specific microphone placement techniques in a suitable acoustic space. In the post-production stage, the mix engineer combines the recordings through mixing and editing to achieve a final mix. Predominately, the more skilled the mix engineer is, the better the final mix sounds in terms of production quality. The mixing of audio involves applying signal processing techniques to each recorded audio track whereby the engineer manipulates the dynamics (balance and dynamic range compression), spatial (stereo or surround panning and reverberation), and spectral (equalisation) characteristics of the source material. Once the final mix has been created, it is sent to a mastering studio where additional processing is applied before it can be distributed for listening in a home or a club environment [1] .
There have been several studies that have looked at why people prefer certain mixes over others. [2] , [3] conducted a mix experiment where groups of nine mix engineers were asked to mix 10 different songs. The mixes were evaluated in a listening test to infer the quality as perceived by a group of trained listeners. Mix preference ratings were correlated with a large number of low level features in order to explore if there was any relationship, but the findings indicated in this particular case was that there was no significantly strong correlations.
In [4] , we analysed the same tracks used in [2] , [3] , to ascertain the impact of subgrouping practices on mix preference, where subgrouping involves combining similar instrument tracks for processing and manipulation. We looked at the quantity of subgroups and the type of subgroup effect processing used for each mix, then correlated these findings with mix quality ratings to see the extent of the relationship [5] . [6] claimed that audio production quality is linked to perceived loudness and dynamic range compression. It also demonstrated that a participant's expertise is not a strong factor in assessing audio quality or musical preference.
To our knowledge, there have been no previous studies that examined the relationship between music production quality and emotional response. This represents a new area of research in music perception and emotion that we intend to explore. In [7] , three of the mix engineers that were interviewed mentioned the importance of emotion in the context of mixing and producing music. This indicates that emotion plays a significant role in how a mix engineer tries to achieve a desired mix. [8] states that dynamic contrast in a piece of music has been heralded as one of the most important factors for conveying emotion.
The purpose of the current study is to determine the extent of the link between music production quality and musically induced and perceived emotions. The participants in this study listened to low and high quality mixes (rated in [2] , [3] ) of the same musical piece. We then measured each participant's subjective experience, peripheral physiological changes, changes in facial expressions and head nods, and shakes as they listened to each mix.
The rest of the paper is organised as follows. Section 2 provides the background to this study with respect to musically induced vs. perceived emotions, psychological emotion models and measuring emotional responses to music. Section 3 provides the methodology used to conduct this experiment. Section 4 presents the results and subsequent
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analysis. Section 5 discusses the results, Section 7 proposes future work and the paper is concluded in Section 6.
BACKGROUND

Musically Induced vs. Perceived Emotions
In the study of emotion and music listening, induced emotions are those experienced by the listener and perceived emotions are those conveyed in the music, though perceived emotions may also be induced [9] , [10] , [11] . A listener's perception of emotional expression is mainly related to how they perceive and think about a musical process, in contrast to their emotional response to the music where someone experiences an emotion [11] .
Perceived emotion in music can be provoked in a number of ways. It can be associated with the metrical structure of the music, or how a certain song might be perceived as happy or sad because of the chords being played [9] . Numerous studies have shown that any increase in tempo/speed, intensity/loudness or spectral centroid causes higher arousal. These studies have been summarised in [12] , where tempo, loudness and timbre were shown to have an impact on how other typical 'musical' variables such as pitch and the major-happy minor-sad chord associations are perceived.
The most complete framework of psychological mechanisms for emotional induction is in [13] and its extensions [14] , [15] . Until that point, most research in that area had been exploratory, but Juslin et al. posited a theoretical framework of eight different cognitive mechanisms known as BRECVEMA. The eight mechanisms are as follows:
• Brain stem reflex is a hard-wired primordial response that humans have to sudden loud noises and dissonant sounds. A reason given for the brain stem reflex reaction is the dynamic changes in music [15] . This particular mechanism might be related to music production in terms of a recording having good dynamics. A mix that has sudden large bursts in volume should arouse the listener more.
• Rhythmic entrainment is when the listener's internal body rhythm adjusts to an external source, such as a drum beat. This may relate to music production in a similar way as the brain stem reflex, i.e., if the drums in a musical production are loud and have a clear pulse, the listener may be more aroused.
• Evaluative conditioning occurs because a piece of music has been paired repeatedly with a positive or negative experience and an emotion is induced.
• Emotional contagion is when the listener perceives an emotional expression in the music and mimics the emotions internally [16] . This may mean that a better quality mix conveys the emotion in music in a clearer sense than a poorer quality mix, e.g. vocals or lead guitar is more audible in one mix over the other.
• Visual imagery may occur when a piece of music conjures up a particularly strong image. This could potentially have negative or positive valence and has been linked to feelings of pleasure and deep relaxation [15] .
• Episodic memory is when music triggers a particular memory from a listener's past life. When a memory is triggered, so is an attached emotion [13] . A mix engineer might use a certain music production technique from a specific era, which may trigger nostalgia in the listener.
• Musical expectancy is believed to be activated by an unexpected melodic or harmonic sequence. The listener will expect musical structure to be resolved, but suddenly it is violated or changes in an unexpected way [16] .
• Aesthetic judgement is the mechanism that induces 'aesthetic emotion' such as admiration and awe. This may play a part in music production quality by enhancing musically induced emotions. How well a song has been mixed can be judged on the artistic skill involved as well as how much expression is in the mix. A poor mix is not typically going to be as expressive as a well constructed mix.
How both perceived and induced emotions in music relate to music production quality is an area of music and emotion that has not yet been explored. For both induced and perceived musical emotions we have proposed a number of ways in which a mix engineer may have a direct effect, which we seek to capture from the listener through selfreport, physiological measures, facial expression and body movement.
Psychological Models of Emotion
To describe musical emotions, three well-known models may be employed; discrete, dimensional and music specific.
The discrete or categorical model is constructed from a limited number of universal emotions such as happiness, sadness and fear [17] , [18] . One criticism is that the basic emotions in the model are unable to describe many of the emotions found in everyday life and there is not a consistent set of basic emotions [19] , [20] .
Dimensional models consider all affective terms along broad dimensions. The dimensions are usually related to valence and arousal, but can include other dimensions such as pleasure or dominance [?], [21] . Dimensional models have been criticised for blurring the distinction between certain emotions such as anger and fear, and because participants can not indicate they are experiencing both positive and negative emotions [11] , [19] , [20] .
In recent years, a music-specific multidimensional model has been constructed. This is derived from the Geneva Emotion Music Scale (GEMS) and has been developed for musically induced emotions. This consists of nine emotional scales; wonder, transcendence, tenderness, nostalgia, peacefulness, power, joyful activation, tension and sadness [11] , [22] . The scales have been shown to factor down to three emotional scales; calmness-power, joyful activation-sadness and solemnity-nostalgia [22] , [23] .
Empirical evidence [24] , [25] suggests both discrete and dimensional models are suitable for measuring musically induced and perceived emotions [11] . [22] compared the discrete approach, the dimensional approach and the GEMS approach. It was found that participants preferred to report their emotions using the GEMS approach. Therefore, we adopted the GEMS approach as well as the dimensional model.
Measuring Emotional Responses to Music
We employed self-report, physiological measures, facial expression analysis and head nod-shake detection for measuring emotional responses to music.
Self-Report Methods
The most common self-report method to measure emotional responses to music is to ask listeners to rate the extent to which they perceive or feel a particular emotion, such as happiness. Techniques to assess affect are measured using a Likert scale or choosing a visual representation of the emotion the person is feeling. An example visual representation is the Self-Assessment Manikin [26] where the user is asked to rate the scales of arousal, valence and dominance based on an illustrative picture.
Another method is to present listeners with a list of possible emotions and ask them to indicate which one (or ones) they hear. Examples are the Differential Emotion Scale and the Positive and Negative Affect Schedule (PANAS). In PANAS, participants are requested to rate 60 words that characterise their emotion or feeling. The Differential Emotion Scale contains 30 words, 3 for each of the 10 emotions. These would be examples of the categorical approach mentioned previously [27] , [28] .
A third approach is to require participants to rate pieces on a number of dimensions. These are often arousal and valence, but can include a third dimension such as power, tension or dominance [19] , [29] .
Self-reporting leads to concerns about response bias. Fortunately, people tend to be attuned to how they are feeling (i.e., to the subjective component of their emotional responses) [30] . Furthermore, Gabrielsson came to the conclusion that self-reports are "the best and most natural method to study emotional responses to music" after conducting a review of empirical studies of emotion perception [9] . One caveat with retrospective self-report is 'duration neglect' [31] , where the listener may forget the momentary point of intensity of the emotion attempted to be measured.
We chose self-report in our experiment due to it being the most reliable measure according to [9] . GEMS-9 was used for measuring induced emotion and Arousal-ValenceTension for perceived emotion. We selected GEMS-9 due to it being a specialised measure for self-report of musically induced emotions and Arousal-Valence-Tension due to it being a dimensional rather than categorical model.
Physiological Measures
Measures for recording physiological responses to music include heart or pulse rate, galvanic skin response, respiration or breathing rate and facial electromyography. Such measures have been used in recent papers [16] , [32] , [33] .
High arousal or stimulative music tends to cause an increase in heart rate, while calm music tends to cause a decrease [34] . Respiration has been shown to increase in 19 studies on emotional responses to music [34] . These studies found differences between high-and low-arousal emotions but few differences between emotions with positive or negative valence.
One physiological measure that corresponds with valence is facial electromyography (EMG). EMG measurements of cheek and brow facial muscles are associated with processing positive and negative events, respectively [35] . In [36] , each participant's facial muscle activity was measured while they listened to different pieces of music that were selected to cover all parts of the valence-arousal space. Results showed greater cheek muscle activity when participants listened to music that was considered high arousal and positive valence. Brow muscle activity increased in response to music that was considered to induce negative valence, irrespective of the arousal level.
Galvanic skin response (GSR) is a measurement of electrodermal activity or resistance of the skin [37] . When a listener is aroused, resistance tends to decrease and skin conductance increases [38] , [39] . We used skin conductance measurements in our experiment as it has been used extensively in previous studies related to music and emotion [16] , [32] , [33] , [34] .
Facial Expression and Head Movement
The Facial Action Coding System (FACS) [40] provides a systematic and objective way to study facial expressions, representing them as a combination of individual facial muscle actions known as Action Units (AU). Action Units can track brow and cheek activity, which can be linked to arousal and valence when listening to music [36] .
[41] examined how schizophrenic patients perceive emotion in music using facial expression, and [42] looked at the role of a musical conductors facial expression in a musical ensemble. We were unable to find anything directly related to our research questions.
People move their bodies to the rhythms of music in a variety of different ways. This can occur through finger and foot tapping or other rhythmic movements such as head nods and shakes [43] , [44] . In human psychology, head nods are typically associated with a positive response and head shakes negative one [45] . In one study, participants who gauged the content of a simulated radio broadcast more positively were more inclined to nod their head than those who performed a negatively associated head shaking movement [44] , [46] . But for music, a head shake might be considered a positive response as this might simply be a rhythmic response.
We examined facial expression in this experiment since it had not been attempted before in music and emotion or music production quality research. Facial expression analysis is somewhat similar to facial EMG, so we should be able to link results to previous findings [34] .
METHODOLOGY
Research questions and hypotheses
Our original hypothesis was that music production quality had a direct effect on the induced and perceived emotions of the listener. However, before we proceeded to the main study, we conducted a short pilot study on six participants, three of whom had critical listening skills. The feedback from the pilot study indicated that training was required in order for participants to become familiar with the adjectives used to describe induced emotions. We also decided to track head nods and shakes, a typical response to musical enjoyment, based on a review of the recorded videos. Observation of potential differences between critical and noncritical listeners led us to revise our original hypothesis. It was refined to be that music production quality has more effect on the induced and perceived emotions of critical listeners than non-critical listeners.
Participants
Twenty participants were recruited from within the university. 14 were male, 6 female and their ages ranged from 26 to 42 (µ = 30.4, σ 2 = 4.4). 10 participants had critical listening skills, i.e, knew what critical listening involved and had been trained to do so previously or had worked in a studio, while the other 10 did not i.e., no music production experience and not trained in how to critique a piece of music. A pre-experiment questionnaire established the genre preference of participants, shown in Table 1 , since some participants may have bias towards certain genres. 
Stimuli
Ten different songs were used, each with nine mixes (90 mixes in total). Songs were split into three study groups, where mixes for songs within a study group were created by 8 student mix engineers and their instructor, who was a professional mix engineer (the same professional mix engineer participated in Groups 1 and 2). These mixes were obtained from the experiment conducted in [2] . Mixes of a song had been rated for mix quality by all the members of the other study groups, so no one rated their own mix. Further details on how the stimuli was obtained can be seen in [2] . For our experiment, we selected the lowest and highest quality mix of each song. Table 2 shows the names of each song, the song genre and which group mixed each song. Some song names had to be removed due to copyright issues, but the rest are available on the Open Multitrack Testbed [47] . All mixes were loudness normalised using ITU-R BS. 1770-2 specification [48] to avoid bias towards loud mixes.
Measurements
Physiological Measures
To measure skin conductance we used small (53mm x 32 mm x 19 mm) wireless GSR sensors developed by Shimmer Research. The GSR module was placed around the wrist of their usually inactive hand, and electrodes strapped to their index and middle finger. ECG measurements were attempted but discarded due to extreme noise levels in the data, at least partly since participants moved in the rotatable chair provided. 
Facial Expression and Head Nod-Shake
To record video for facial expression and head nod/shake detection, we used a Lenovo 720p webcam that was embedded in the laptop used to perform the experiment. In Figure 1 we can see the automatic facial feature tracking for one of our participants. 
Self-Report
After listening to each piece of music, participants GEMS-9 to rate the emotions induced while listening. This was done using a 5-point Likert scales ranging from 'Not at all' to 'Very much' based on 9 adjectives; wonder, transcendence, power, tenderness, nostalgia, peacefulness, joyful activation, sadness and tension. Each participant also rated the emotions they perceived in each song using three discrete (1-100) sliders for arousal, valence and tension. They were also asked to indicate how much they liked each piece of music they heard based on a 5-point Likert scale ranging from 'Not at all' to 'Very much'.
User Interface
The physiological measurements, self-report scores and video were recorded into a bespoke software program developed for the experiment. It was designed to allow the experiment to run without the need for assistance, and the graphical user interface was designed to be as aesthetically neutral as possible.
Pre-and Post-Experiment Questionnaires
We provided pre-and post-experiment questionnaires. The pre-experiment questionnaire asked simple questions related to age, musical experience, music production experience, music genre preference and critical listening skills.
There was also a question clarifying each participant's emotional state as well as how tired they were when they started the study. If any participant indicated that they were very tired, we asked them to attempt the experiment at a later time once rested. The post-experiment questionnaire asked questions such as could they hear an audible difference between the two mixes of each song, was there any difference in emotional content between the two mixes of each song and was there any difference in the induced emotions between the two mixes of each song. These were all asked on a 5-point Likert scale ranging from 'Not at all' to 'Very much'.
Setup
The experiment took place in a dedicated listening room at the university. The room was very well lit, which was important for facial expression analysis and head nod/shake detection. Each participant was sat at a studio desk in front of the laptop used for the experiment. The audio was heard over a pair of studio quality loudspeakers, where the participant could adjust the volume of the audio to a comfortable level. Figure 2 shows the room in which the experiment was conducted. 
Tasks
After the pre-experiment questionnaire, we trained each participant in how the interface worked. They were supervised while they listened to two example songs and were shown how to answer each question.
Each participant was then asked to relax and listen to the music as they would at home for enjoyment. Next, three minutes of relaxing sounds were played to each participant in order to get an emotional baseline. They then had to click play in order for one of the mixes to be heard, where the order in which mixes were presented was randomised. While the music was playing, GSR measurements and facial and head movements were recorded. Once the music finished, each participant rated the induced emotions using GEMS-9. They then rated perceived emotions on the ArousalValence-Tension scale and rated how much they liked each mix. Once answers were submitted, there was another 30 seconds of relaxing sounds played for an emotional baseline and the same procedure repeated for the next mix. The participant was updated on their progress throughout the experiment via the software. Finally, the participant filled out the post-experiment questionnaire and the experiment was concluded. This process is illustrated in Figure 3 .
Data Processing
Skin conductance response (SCR) has been shown to be useful in analysis of GSR data [49] , [50] . We used Ledalab 5 to extract the timing and amplitude of SCR events from the raw GSR data (sampled at 5Hz) using Continuous Decomposition Analysis (CDA) [51] . Interpolation was performed and the mean, standard deviation, positions of maxima and minima, and number of extrema divided by task duration, were calculated from the SCR amplitude series for each mix [49] , [52] . GSR data of one critical listener was discarded due to poor electrode contact.
We extracted head nod events, head shake events, arousal, expectation, intensity, power and valence from each video clip using the method introduced in [53] .
Intensity values (0-1) of eight AUs, see Table 3 , were extracted every five frames (0.2 sec) for each video, using the method of [54] . We calculated the average and standard deviation values of each AU for each video clip. Table 4 summarises the conditions tested in our experiment. In conditions C1, C2, C5 and C6, we constrained listener type and tested if there was a statistical difference in emotional response ratings and scores based on mix quality. In conditions C3, C4, C7 and C8 we constrained mix quality type and tested if there was a statistical difference in emotional response ratings and scores based on critical listening skills. We used two types of weightings for ratings and scores, similar to the approaches in [55] , [56] , [57] . The audible difference weighting was used in conditions C1 -C4. It weighted participant results by how much they indicated they could hear an audible difference between the high and low quality mix types. The perceived emotional difference weighting was used in conditions C5 -C8, based on how much participants could perceive an emotional difference between the high and low quality mixes. Weights were calculated based on each participant's response to questions asked in the Post-Experiment questionnaire. Each participant indicated on a Likert scale how much they could perceive an audible difference between the two mixes of each song and to what extent they could perceive an emotional difference between the mixes of each song. Weighting was applied as
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, where O R is the original and W R the weighted result, D X is the Likert value for either perceived audible difference or perceived emotional difference, and N is the number of points used in the Likert scale.
In conditions C1, C2, C5 and C6 we used the Wilcoxon Signed Rank non-parametric statistical test because our data is ordinal and we have the same subjects in both datasets. In conditions C3, C4, C7 and C8 we used the Mann-Whitney U non-parametric statistical test because our data is ordinal and we are comparing the medians of two independent groups. In each table in this section the results shown are pvalues from the statistical tests for rejecting the null hypothesis, where the numbers in bold are significant (p < 0.05). We have not used the Bonferroni correction because the method is concerned with the general null hypothesis. In this instance, we are investigating how emotions and reactions vary along the many different dimensions tested [?] .
The data used for this analysis can be accessed at
GEMS-9
Table 5 compared the ratings for each of the GEMS-9 emotional adjectives on a song by song basis for conditions C1 to C4. We have removed any p-values that were not significant in order to make the tables easier to read. There are four statistically significant p-values for C1 in contrast to C2 where there are no statistically significant p-values. This occurred for two songs and happened for the emotions transcendence, tenderness, joyful activation and tension. We see a lot more significant p-values for C3 and C4 than for C1 and C2. We have 47 significant p-values out of a possible 90 for C3 and 43 significant p-values out of 90 for C4. The most amount of significant p-values occur for the emotions of nostalgia, peacefulness, joyful activation and sadness. 
Arousal-Valence-Tension
GSR
We compared the mean, standard deviation, positions of maxima and minima and frequency of event values for each participant's GSR data on a song by song basis. However, since there were few significant p-values we did not present the results in a table. This was also the only part of the experiment where we tested conditions C1 to C4 as well as conditions C5 to C8, as it was the only time these conditions gave a noticeable amount of significant p-values. When we tested C1 and C2, there were only 3 out of 50 statistically significant p-values for critical listeners and 3 out of 50 statistically significant p-values for noncritical listeners. Similar results occurred when we tested conditions C5 and C6. C3 gave 5 out of 50 statistically significant p-values for two songs, and there were 4 out of 50 for C4. When we tested condition C7, there were 9 out of 50 statistically significant p-values. This is in contrast to C8 where there were 2 out of 50 statistically significant p-values.
Head Nod and Shake
We compared Head Nod and Shake scores on a song by song basis. There were no statistically significant p-values for condition C1, and only 2 out 70 p-values for C2 were statistically significant. The results for conditions C3 and C4 are summarised in Table 6 . For C3, we have 31 significant pvalues out of a possible 70. The most amount of significant p-values occurred for shake, expectation and power. C4 gave 35 significant p-values out of 70. The largest amount of significant p-values occur for shake, arousal and power.
Facial Action Units
We compared the standard deviation for each participant's Facial Action Unit scores on a song by song basis. We saw 3 out of 80 statistically significant p-values for condition C1, whereas C2 gave 7 out of 80 statistically significant pvalues. Results for conditions C3 and C4 are summarised in Table 7 . There were 23 significant p-values out of a possible 80, mainly for AU1, AU4 and AU45. For condition C4, we have 20 significant p-values out of 80, mostly from AU4 and AU45.
We also examined which AUs had the highest intensity throughout the experiment. We checked every mix that each participant listened to, to see if any of their average AU intensities was >= 0.5. If the average AU intensity was >= 0.5 we marked the AU for that particular mix with a 1, otherwise a 0. We summarised the results as a percentage of all the mixes listened to for critical listeners and noncritical listeners in Table 4 .5. AU1 and AU4 gave the greatest amount of average AU intensities >= 0.5. The results for AU12 and AU17 were omitted since all the results were 0. Critical listeners experienced a greater number of average AU intensities >= 0.5 than non-critical listeners for all AUs except AU28. However, the difference in the case of AU28 is 0.005, which is negligible.
DISCUSSION
Findings
GEMS-9
With GEMS-9 we investigated if there was a significant difference in the distribution of induced emotions of each listener type. Table 5 results indicate that the critical listeners were the only group where there was significant differences in the distribution of induced emotions between the two mix types. This suggests that our hypothesis is true. However, since there are so few p-values in comparison to the amount of tests we can not draw a strong conclusion from this.
Results also indicate that high quality mixes had a greater significant difference on the distribution of induced emotions between the two listener types. These results support our hypothesis, in that the high quality mix had more of an impact emotionally on one listener type over the other. They also imply that there was a greater difference in the indicated levels of joyful activation and sadness between critical and non-critical listeners for the high quality mixes (C3). Joyful activation and sadness would be synonymous with the positive and negative valence, implying that the quality of the mix may have an impact on how happy or sad a critical listener may feel.
Arousal-Valence-Tension
We investigated if there was a significant difference in the distribution of emotions perceived by each listener type along Arousal-Valence-Tension dimensions. was the only time a noticeable difference in the amount of significant p-values occurred when we compared the critical listener's high quality mixes to critical listener's low quality mixes. This also occurred in the case of noncritical listeners (C2), but to a lesser extent. These results support our hypothesis, in that critical listeners were able to perceive an emotional difference between the two mixes much more so than non-critical listeners and this was mostly with respect to arousal and tension. Table 4 .2 showed a lot of significant p-values for Conditions C3 and C4 in comparison to C1 and C2. Interestingly, we have the same amount of significant values in each dimension for both conditions C3 and C4. This implies that there are the same amount of significant differences in the distribution of emotions for both listener types due to mix quality, but it varies by song. The two listener types are perceiving different levels of arousal and tension, but on different songs. However, this may have something to do with the participant's genre preference. These results are similar to those seen in Table 5 (iii) and (iv), in the respect that joyful activation corresponds to positive valence and sadness corresponds to negative valence.
GSR
Overall GSR gave largely inconclusive results except when we examined response of critical and non-critical listener's to high quality mixes (C3, C7). There is also a trend when we compare the results for C3 and C7, against the results for critical and non-critical listeners' low quality mixes (C4, C8). There are more significant results when we do this comparison as opposed to comparing responses of critical listener's to high and low quality mixes (C1, C5), against responses of non-critical listener's to high and low quality mixes (C2, C6). We also saw this for GEMS-9 and Arousal-Valence-Tension. Thus testing critical versus non-critical listener responses to high versus low quality mixes supported our hypothesis.
Head Nod and Shake
Head nod/shake results proved to be conclusive and supported our hypothesis. The difference in nodding is far more apparent for low quality mixes (C4) than high quality mixes (C3). Notably, on low quality mixes, non-critical listeners nodded their heads more than critical listeners. This could mean that non-critical listeners might enjoy the mix regardless of mix quality. We also see something similar for arousal and power where there are slightly more significant p-values for the low quality mixes than for the high quality mixes.
Power, expectation and arousal seem to be divisive features when comparing the types of listeners. Power is based on the sense of control, expectation on the degree of anticipation and arousal on the degree of excitement or apathy [53] . These are features based on tracking emotional cues when conversing with someone, so it is interesting to see them having such an effect during music listening. Having examined the participant's videos we found that since they were sitting in a chair that could rotate, they sometimes moved the chair in time with the music. The classifier detected this as a head shake, which would normally be viewed as a negative response [45] , but in this case it could indicate that the participant is engaged with the music and most likely enjoying it. It is also worth noting that music is very cultural and certain individuals might react differently than others with respect to head nods and shakes.
Facial Action Units
Results indicated that the high quality mixes had a greater effect than low quality mixes on the distribution of AU1 and AU4 between the two listener types. AU1 corresponds to inner brow raiser and AU4 corresponds to brow lowering, so this is similar to research on Facial EMG and music, where the brow is associated with the processing of negative events [35] , [36] . AU45 corresponds to blinking. There is one more significant AU45 result for condition C4 than there is condition C3, which might imply that there is a difference in intensity of blinking for critical and non-critical listeners.
The percentage total of average AU intensities >= 0.5 for AU45 is small, but provided a large amount of significant p-values in Table 7 . This suggests that the differences in blink intensity between listener type may have been very subtle.
This is the first experiment of its kind that has looked at automatic facial expression recognition and tracking head nod/shakes in a music production quality context. By inspecting the videos we found that some participants were much more expressive in their face than others or might be a lot more inclined to nod and shake their head than use facial expressions. Some critical listeners gazed left or right of the camera, closed their eyes while listening for a prolonged duration, placed their hand under their chin, looked down, looked up, moved their head back and forth, tilted their head or sucked their lip. For non-critical listeners, there were not as many AU's activated, except in one case where the participant was looking away, moving their body on the chair left and right, moving their head back and forth and moving their head left and right. Some stills from the videos can be seen in Figure 4 , where the top two participants are critical listeners and the bottom two are non-critical listeners. 
Measures
Self-report measures proved to be the most revealing when comparing mixes and when comparing listener types. We expected the GSR results to be more telling, but found them to be mostly inconclusive. This might have been due to noise in the data as a result of poor electrode contact which is similar to what happened in [33] .
The values for the AUs only became interesting when we looked at the standard deviation. This is expected since someone that is more excited by music tends to be more expressive in their face as the music is played. Head nod/shake detection proved to be very interesting when comparing the types of listeners. Non-critical listeners nodded their heads more than critical listeners when listening to the poor quality mix, which was something we decided to analyse based on our initial findings in the pilot study.
Design
As beneficial as it was to have a pilot study, we learned a lot about experimental design from the main part of the experiment, which could be used to help future studies. One participant reported that most of the emotions that music induces for them comes from the lyrics. They reported that if they disliked the lyrics, then they tended to dislike the song, thus potentially meaning a negative or lack of emotional response. This aspect of music listening may have had an impact on the emotional responses of non-native English speakers. Ten of the participants were non-native speakers and may not have fully understood all lyrics, so this is a confounding variable we had not considered [?] . Recent research on perceptual evaluation of high resolution audio found that providing training before conducting perceptual experiments greatly improved the reliability of results [58] . In our experiment we provided two training songs, but this was to become familiar with the experimental interface. However, it could be argued that training would have blurred the distinction between critical and non-critical listeners.
Ideally we would have used songs in the experiment that came from a wider variety of genres. A number of participants were dissatisfied with the songs because they simply did not like the genre. But this was out of our control since we used songs rated in a previous experiment [3] . We would have also liked to have had a bigger sample size for our experiment, to further generalise the results.
We would also suggest that each participant be made sit on a chair that does not rotate or have wheels. When some participants were enjoying a song they tended to move around, which sometimes caused sensors to become dislodged and rendered the acquired data unusable.
CONCLUSION
Our exploratory study provides an insight into the relationship between music production quality and musically induced and perceived emotions. We highlighted some of the challenges with working with physiological sensors and conducting listening tests when trying to measure emotional responses in a musical context. We conducted the first experiment of its kind using facial expression analysis and head nod-shake detection in conjunction with a perceptual listening test.
When we tested to see if critical listeners and noncritical listeners had different emotional responses based on the difference in music production quality, the results were inconclusive for GSR, facial expression and head nod-shake detection. Results strongly agreed with our hypothesis only when we looked at the self-report of perceived emotion.
When we examined just high quality mixes and looked at the difference in emotions of critical and non-critical listeners we found significant p-values in most cases. This was most evident for self-report, head nods/shakes and facial expression. When we examined low quality mixes and looked at the difference in emotions of critical and noncritical listeners we also found a lot of significant p-values, but to a lesser extent than that of the high quality mixes. This was also most evident for self-report, head nods/shakes and facial expression.
The results implied that emotion in a mix, whether induced or perceived, mattered the most to those with critical listening skills, which agrees with our hypothesis. This was most evident from the GEMS-9, Arousal-Valence-Tension, Head Nod/Shake Detection and Facial Action Unit results since they had the most amount of significant p-values.
If one was to take a cynical view, it could be said that using a more professional and experienced mix engineer to mix a piece of music only really matters to those who have been trained to listen for mix defects, and mix quality has little bearing on the layperson emotionally. This is an important result for audio engineers and specifically in the context of automatic mixing systems. The perceived quality of an automatically generated mix may not be important to those without critical listening skills and it suggests that automatically generated mixes may be good enough for the general public.
FUTURE WORK
It would be interesting to perform pair-wise ranking between the two mix types, as Likert scales may not be the best tool for affect studies since the values they ask people to rate may mean different things to each participant [59] . However, one argument against pairwise testing is that it is time consuming, e.g. for 10 samples, one might need 10*9/2 comparisons [60] , [61] .
It would also be interesting to see if we get similar results when non-critical listeners are provided with training before the experiment i.e. trained to spot common mix defects. This would help identify if the trained non-critical listener's exhibited emotions based on what they think is expected of them due to the training.
We would like to track if a participant is singing along to the music being played, as this could be regarded as a measure of engagement and potential enjoyment of the music. This could be achieved by tracking the Action Units that correspond to the mouth as well as having a microphone near the participant to verify if they were actually singing or not. We would also recommend looking at tracking foot or finger tapping as this is a common form of movement to music [43] . This could be achieved by attaching accelerometers to the participant's feet and placing small piezo contact microphones on their fingertips.
We hope this work will inspire future research. In particular there is a need to use more varied genres of music for evaluation and to see if emotional measures correlate well with low to high level audio features. This could potentially be used in automatic mixing systems such as [62] , [63] , [64] , [65] .
