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Abstract
This paper study the efficient simulation methods for estimating some metrics that depend
heavily on a certain rarely occurring event. The process considered is the so-called level/phase
process, a Markov process in which the “level” and the “phase” are two state variables. Fur-
thermore, changes of level and phase are induced by events, which have rates that are inde-
pendent of the level except at a “boundary”. If a system typically stays at lower levels, then
reaching a high level n is a rare event, thus direct simulation for the related metrics is very
inefficient. We change the events rates in a level/phase process to accelerate simulation, and
find from simulation the so-called hitting probability: the probability of entering a rare event
set. This method is called “rate-tilting”, and in our approach, a proper construct of rate-tilting
relates to a generalized eigenvalue problem involving the infinitesimal generator matrix of
the process being considered. We can show that the relative estimation error of the hitting
probability resulting from the proposed simulation remains bounded as the level increases,
provided that the boundary set of the state space satisfies certain conditions. If these conditions
are met, rate-tilting will be advantageous.
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1. Introduction
The efficient simulation of stochastic processes involving rare events has received
much attention recently. The reason is that rare events are very important in many
applications, yet they pose great challenges for an efficient Monte-Carlo simula-
tion.
We work on some models that can be described using Markov processes on a
finite state space. The transit matrix can be calculated from the model specification.
We perform discrete event simulations for assessing some metrics of the processes.
One may ask, with a Markov chain formulated, why simulation, instead of just solv-
ing it numerically? The answer lies in the possible large size of the state space,
and the fast growing complexity of the numeric solution methods when the state
space becomes larger. Note that large state spaces are reality for many applications,
because of the combinational explosion. In comparison, simulation is advantageous
in this regard: when the state space becomes larger, the simulation effort grows only
slowly. Thus Monte-Carlo simulation is competitive dealing with large state space,
however the efficiency is challenged by rare events (rarely observe the events of
interest in a simulation). The mainstream methods of efficient rare event simulation
incorporate the importance sampling principle, which basically changes the system
dynamics so that in the new system, we can observe the events of interest more
frequently, allowing us to find performance metrics relating to the original system
more efficiently.
Following other authors [3,14], we use a particular importance sampling esti-
mator, which is referred to as “rate-tilting” in this paper. However, this study dif-
fers from previous studies in several aspects, as detailed in the following. We use
the framework of the level-phase process in this paper. This is a Markov process
with a two-dimensional state space, described by two variables: the level and the
phase. The level takes non-negative integer values and the phase takes discrete val-
ues. The changes of states (levels and phases) are induced by events. The rates of
events are independent of the level, provided that the current level has a value high
enough. However, this “level-independence” is typically violated at lower levels. We
call these levels boundary levels. The level/phase process is stable if the expected
number of levels going down is always greater than the expected number of levels
going up. Another condition that turns out to be convenient in our discussion is that
the given process is positive recurrent. A positive recurrent process must be stable.
For a related discussion, see [15].
In a positive recurrent level/phase process, let a regenerative cycle be the period
that a system starts from a particular state s, and terminates when either it enters a set
C or returns to s. Let us take s to be (0, 0) (level 0, phase 0). Specifically, let C = Cn
denote the set of states at or above level n, and we define γn be the probability of
reaching Cn. If n is large, then a direct simulation to find γn is inefficient because in
a stable process, reaching level n becomes a rare event. Hence, importance sampling
methods become advantageous. In the approach suggested here, we create a new
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process, called “tilted” process, which is constructed from the original process by a
“rate-tilting” transform: in this transform, we increase the rates of going up one or
more levels and decrease the rates of going down. In this fashion, one will reach the
target level n more often, and one might expect that this type of rate-tilting would
always increase the efficiency of the simulation. Unfortunately, this is not always the
case. Our paper will clarify this issue by providing criteria ensuring that rate-tilting
will be advantageous.
The method of changing rates in queuing systems with the intention of making
rare events occur more often has been pioneered by Parekh and Walrand [21]. A sim-
ilar method has been used later by Chang et al. [3] to investigate a discrete queuing
system. Kroese and Nicola [14] modified the tilting method of Chang et. al. to solve
a problem involving tandem queues. This paper generalizes these ideas to arbitrary
level/phase processes. Instead of relying on the theory of Markov additive processes
[1,12,14,20], we use eigenvalue approaches (see [9,10,16]) to calculate explicitly
the dominant eigenvalue and its associate eigenvector. By using this approach, we
can explicitly account for the boundary levels. We will show that the relative esti-
mation error of γn remains bounded as n increases, provided certain conditions to
be discussed are met. Note that, an efficient simulation will justify the cost we pay
for finding the dominant eigenvalue. Further, there are situations when the dominant
eigenvalue can be obtained efficiently and more simply than all the other eigenvalues
(Section 5).
2. Background
In this section, we describe the level/phase process, briefly review the importance
sampling, and indicate the complications arising because of the boundary.
2.1. Level/phase model
We consider a Markov level/phase process as described in the introduction. In
continuous time, the process is given by an infinitesimal generator Q = (Qij ), where
i, j are levels. The sub-matrix Qij contains all transition rates of going from a phase
of level i to a phase of level j . In other words, matrix Q is block structured, with
each block containing the transition rates between the respective levels. Q has the
following features:
• block-banded: we assume that Q is “block-banded”, i.e. Qij = 0 unless i − g 
j  i + h, where g, h > 0 are integers;
• level invariance: Qij = Qi−1,j−1 holds true for almost all (i, j), which we take
to mean that there is a value N0 such that Qij = Qi−1,j−1 for i > N0, which in
turn implies Qij = Qj−i for i > N0.
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As an infinitesimal generator, the sum of each row of Q must equal 0. We will call
this as the regularity condition. Outside the boundary, the regularity condition can
be expressed as follows:
 h∑
d=−g
Qd

 · 1 = 0. (1)
Here, 1 is a vector with all components being 1. At boundary level(s), the regularity
condition usually takes a different form.
The level/phase process is related to the QBD process and to the M/G/1 and
the GI/M/1 paradigms of Neuts [18,19]. If g = h = 1, i.e., the level increases or
decreases at most 1 in a single transition, then the process is called a QBD (quasi-
birth–death) process. If g = 1 and h = ∞, then the process is covered by the M/G/1
paradigm. If g = ∞ and h = 1, then the process is covered by the GI/M/1 paradigm.
In our discussion, we require both g and h to be finite because we require the matrix
Q be block-banded.
In many occasions, it is convenient to consider the so-called “jump chain” [4],
which is a discrete time Markov chain embedded at the epoch of each transition.
How the jump chain can be found from a continuous time Markov process will be
discussed in Section 3.2.
2.1.1. The hitting probability, other metrics of interest
It is convenient to express γn, the hitting probability, by using the indicator func-
tion. Let Cn be the set of states at level n. Consider a sample path ω that starts from
(0, 0), and stops when it either hits Cn or returns to (0, 0), i.e. a sample path in a
regenerative cycle. The indicator function 1Cn(ω) is defined as
1Cn(ω) =
{
1 if ω enters Cn,
0 otherwise.
Now
γn = EPr[1Cn(ω)], (2)
where EPr is the expectation operator, given Pr, in which Pr is the probability mea-
sure over all sample paths in the process described by the matrix Q.
The following two metrics are also of interest. The first one is the stationary prob-
ability of being in a high level n. In continuous time, and for ergodic processes,
this measures the portion of time the process spends in level n. In discrete time, this
similarly measures the percentage of visits to a state in level n. We will later establish
a relation of this stationary probability with γn. The other metric is the expected time
to reach a high level n, starting from a given state. This problem can be reduced to
the problem of finding the hitting probability γn by exploiting the following ratio
formula. Given a specific starting state, let tH be the time to hit the target level, and
let tE be the time to return to the starting state. In this case, the following formula
applies (see [11,13]):
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E[tH ] = E[min(tH , tE)]
γn
.
Finding E[min(tH , tE)] does not involve a rare event simulation, because the event
of either hitting the starting state or the target level is not a rare event. Fast simulation
is only needed to find γn. Hence, we will focus on estimating γn in this paper.
2.1.2. An example––complex boundary behavior
As an example of the level/phase model, we use the tandem queues. In this queu-
ing system, there are two exponential servers in tandem. Arrivals are Poisson, and all
arrivals join a first line, to be served by the first server. After the service is completed,
they join a second line to be served by the second server. After receiving service
there, they leave. In this model, we could use either the length of second line as level,
or the length of first line as level. The length of the other line becomes phase. Note
the only boundary level in this model is level 0, because only at level 0, no departures
are possible. In some models, a server becomes slower if less than a certain number
of customer is waiting. In this case, the boundary will include several levels.
There are two types of boundary behaviors. To demonstrate this, consider in the
tandem queue model, the level is the length of the second queue. Incorporating dif-
ferent boundaries leads to the following three models:
• Example (1a) (the build-up at a bottleneck server). The second server is the bottle-
neck. For this situation, [7] indicates that in the dominant path to reach the target,
there is no significant build-up at the first buffer. This implies that there are not
many transitions at the boundary.
• Example (1b) (the build-up at a non-bottleneck server). The first server is the
bottleneck. For this situation, [7] suggests the dominant way to reach the target is
that the first buffer builds up to a certain level at first, and then the second buffer
starts to build up. Hence, there are many transitions at the boundary.
• Example (1c) (the build-up at a movable, non-bottleneck server). The fast server
(assumed to be the second server), when seeing a small number of clients, helps
to clear up the backlogs of the other server. That is, we consider the so called
movable server model [10]. A movable server will significantly reduce the transi-
tions at the boundary.
Note that Examples (1a) and (1c) have only a small number of transitions at the
boundary, whereas Example (1b) has many. This difference turns out to be important
later. Note also that the importance of the boundary depends not only on the system,
but also on the performance metrics we are seeking. If the metrics relates to such
a cycle which always starts and ends at a set of states above the boundary, then
obviously, the boundary is not a concern.
The reasons why we are concerned with the boundary behavior will be clarified
in the following two sections.
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2.2. The principle of importance sampling
The main idea of importance sampling is to change the distribution Pr(ω) of the
replications ω in question to a new distribution P˜r(ω), in order to increase the occur-
rences of the rare events of interest. To form an unbiased estimator, the observed
events are weighted by the likelihood ratio. The likelihood ratio (LR) is the ratio
of the probability that an event will occur under the original distribution Pr to the
probability that event will occur under the new sampling distribution P˜r. This ratio
depends on the particular sample path ω. The likelihood ratio is therefore expressed
as follows:
L(ω) = Pr(ω)/P˜r(ω). (3)
If importance sampling is applied, the hitting probability becomes the expectation of
L(ω)1Cn(ω), that is
γn = EPr[1Cn(ω)] = EP˜r[L(ω)1Cn(ω)]. (4)
An estimator suggested by (4) is as follows. We generate W replications in the new
system, in which the distribution of sample paths is P˜r(·), then we estimate γn by
using
γˆn = (1/W)
∑
{ω:1Cn (ω)=1}
L(ω).
We will call this estimator as an importance sampling (IS) estimator.
3. The rate-tilting transform
In order to estimate γn, we first construct a tilted system, which implicitly gen-
erates a new distribution of the sample paths. Secondly, we estimate the expectation
of L(ω)1Cn(ω) based on the observation of the tilted system, in accordance with
the right hand side of formula (4). For a level/phase process, we give the following
condition called canonical condition, as follows. From any phase i of level k, there
is a path to every phase j at some level l > k. Except for pathological cases, this
canonical condition is always met, and we assume it to be valid.
3.1. The construct of rate-tilting
The state space can be divided into two regions, the non-boundary and the bound-
ary. The boundary are those levels below or at N0. Note that in non-boundary levels,
the transition rates are specified by the matrices Qd,−g  d  h. In boundary lev-
els, the transition rates are specified by the matrices Qij , i  N0, −g  j − i  h.
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The so-called “rate-tilting transform” is basically the same in both regions, except
some special care is required at the boundary.
To facilitate the discussion, we use B to denote the set of states at the bound-
ary. Suppose the original level/phase process is Q. We now suggest the following
algorithm for the “rate-tilting transform”.
Step 1. For 0 < |x|  1, define (x) = ∑hd=−g xh−dQd .
Step 2. (Characteristic equation) For the following equation:
(x) · η(x) = 0, (5)
find non-trivial solutions at 0 < |x| < 1. The equation above is referred to as the
characteristics equation. Of all solutions of x, we are only interested in the x
with the largest norm. Denote this solution by x1.
In Lemma 5, it is claimed that x1 = sp(R), the spectral radius of a non-nega-
tive matrix R. We will show that provided the canonical condition is met, sp(R)
is strictly positive, and η(x1), the eigenvector associated with x1, can be made
positive by multiplying with an appropriate constant. For details of supporting
arguments, see Section 4.1.
Step 3. (Rate-tilting transform) The rate-tilting transform (for non-boundary) is
as follows:
Q˜d = (diag[η(x1)])−1(x−d1 Qd)(diag[η(x1)]), −g  d  h, (6)
where diag[η(x1)] denote a diagonal matrix with entries equal to the elements
of a vector η(x1). Transform (6) is applied for all non-boundary levels. Since x1
is positive, and diag[η(x1)] is positive, the transform properly produces matrices
with all entries remaining to be non-negative, except for the diagonal elements of
Q˜0.
Step 4. (New boundary construct) We extend the “rate-tilting” naturally to the
boundary, i.e., we use
Q˜kl = (diag[η(x1)])−1
(
(x1)
−(l−k)Qkl
)
(diag[η(x1)])((k, ·) ∈ B). (7)
Then we set the diagonal elements of (Q˜kk) such that the sum of row is 0. Other
constructs at the boundary are possible, provided the sum of row is 0, i.e., the
regularity condition holds.
To save space, let η1 = η(x1). In the following, η1(i) denote the ith component of
η(x1), and we abbreviate it to η(i). If a transition is from a non-boundary state to any
other state, then we expand formula (6), yielding
(Q˜d)ij = x−d1 (η(j)/η(i))(Qd)ij , −g  d  h. (8)
This gives the tilted rates we require.
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The regularity condition (1) holds for non-boundary levels: those levels above N0:
h∑
d=−g
(Q˜d) · 1
=
∑
d
(diag[η1])−1(x−d1 Qd)(diag[η1]) · 1 [by formula (6)]
= (diag[η1])−1
(
(x1)
xh
)
η1 [by def. of (·)]
= 0 [by characteristic equation (5)]
Besides, by the construction of the algorithm, it is obvious that the level invariance
still holds. So Q˜ is truly an infinitesimal generator of a level/phase process.
3.2. The formula of the likelihood ratio (LR)
It turns out to be convenient to consider the so-called “jump chain” [4] embedded
at the epoch of each transition. This means that if two replications visit the same set
of states in the same order, they are considered as same, irrespective of how long
each replication stays in a state. This will simplify the calculation of LR. We can use
this simplification, because how long a replication stays at a state has no effect on
γn, the metric of interest.
To find this jump chain, we proceed as follows. Let Q be the infinitesimal gen-
erator. Let each diagonal element of Q be denoted by −r(l,j), that is, r(l,j) is the
sum of rates of all transitions from level l, phase j . Let  = diag[r(0,0), . . . , r(0,m),
r(1,0), . . . , r(1,m), . . . , r(N,0), . . . , r(N,m)], where m is the number of phases, and N
is the highest level considered in the model. Then,
P = I + −1Q. (9)
P , the transition matrix of the jump chain, is a stochastic matrix with vanishing
diagonal elements.
The main purpose of this subsection is to show the following result:
Theorem 1. Consider a sample path ω∗ that starts from some phase j0 of level 0
and ends at some phase jτ of level n. Then the likelihood ratio of such a sample path
is
L(ω∗) = xn(η(j0)/η(jτ ))∗, (10)
where ∗ is a factor that depends only on the transitions at the boundary B.
Proof. Consider the DTMC P . The probability of following a path is the prod-
uct of the probability of the transitions that occur along the path, because of the
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Markov property. We start from a single transition from state (l, j) to state (l′, j ′),
(l′, j ′) /= (l, j). Let Lsg (the subscript sg stands for a single transition) denote the
ratio of the probability that this transition occurs in Pr to the probability it occurs in
P˜r, where P˜r relates to the jump chain of the tilted process. Now let r˜(l,j) be defined
like r(l,j), except that it relates to the tilted system. Then,
Lsg = (Qll
′)j,j ′/r(l,j)
(Q˜ll′)j,j ′/r˜(l,j)
[by expanding formula (9)]
= (Qll′)j,j ′
(Q˜ll′)j,j ′
r˜(l,j)
r(l,j)
.
To calculate this ratio, we must consider two situations.
Case 1: single transition starting in a non-boundary state, i.e., (l, .) /∈ B.
According to Eq. (8) with d = 0, i = j ,
r(l,j) = (Q0)j,j = (Q˜0)j,j = r˜(l,j).
Making use of formula (8) with d = l′ − l, Lsg becomes
Lsg = (Qll
′)j,j ′
(Q˜ll′)j,j ′
= (x1)l′−l (η(j)/η(j ′)), where (l, ·) /∈ B. (11)
Case 2: single transition starting in a boundary state, i.e., (l, ·) ∈ B.
For the boundary, r(l,j) = r˜(l,j) does not necessarily hold. Let ϕl,j = r˜(l,j)/r(l,j);
we call ϕl,j as a correction factor. We write Lsg as
Lsg = (Qll
′)j,j ′
(Q˜ll′)j,j ′
= (x1)l′−l (η(j)/η(j ′))ϕl,j , where (l, ·) ∈ B. (12)
Now consider a sample path ω∗ that starts from some phase j0 of level 0 and ends at
some phase of level n, as follows:
ω∗ : (l0, j0) → (l1, j1) · · · → (lt , jt ) · · · → (lτ , jτ ),
where (lt , jt ) is the level and the phase after t th transition. Apply formula (11) and
(12) as appropriate, for the 1st, 2nd, ... until the τ th transition, and take the product
to get
L(ω∗) =
τ∏
t=0
(x1)
lt+1−lt (η(j0)/η(jτ )) ∏
(lt ,jt )∈B
ϕlt ,jt = (x1)n
(
η(j0)/η(jτ )
)
∗(ω∗).
Here∗(ω∗) denotes the product of all correction factors at the boundary. The expo-
nent of x in the last expression is n because lτ − l0 = n.
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This proves the theorem. Eq. (10) allows us to analyze the efficiency of rate-
tilting. 
4. Effectiveness of rate-tilting
Rate-tilting, as just discussed, is in the category of importance sampling (IS).
Some authors’ proofs for the efficiency of an IS estimator relies on the result that the
probability of the event of interest in the tilted system is bounded away from 0, no
matter how high the level is (see, e.g. [3,14]). However, it is not easy to extend the
proof to any level/phase process. We take a different approach to address efficiency.
Let Cn be the event set of interest, and define Ln as follows:
Ln = EPr[L(ω)1Cn(ω)]/γn = EPr[L(ω)|1Cn(ω) = 1]. (13)
Ln is the expectation of the likelihood ratio L(ω), conditional on that the path ω does
hit level n. The following Theorem 2 opens up an avenue to discuss the efficiency
of γn. Note that the underlying method may be generalized to deal with other IS
estimators.
Theorem 2. The importance sampling estimator of γn that is based on EP˜r[L(ω)
1Cn(ω)] has a bounded relative error if and only if, as γn → 0, (Ln/γn) has a
uniform upper bound, independent of n.
Proof. We find the variance of the estimator based on (4) as follows:
VarP˜r[L(ω)1Cn(ω)] = EP˜r[L2(ω)1Cn(ω)] − (EP˜r[L(ω)1C(ω)])2
= EPr[L(ω)1Cn(ω)] − γ 2n (NoteL(ω)P˜r(ω) = Pr(ω))
= Lnγn − γ 2n . (14)
Since the estimator is unbiased, we can calculate the square of the relative error as
follows:
2 = (Var[L(ω)1Cn(ω)]/γ 2n ) = (Ln/γn) − 1.
Theorem 2 follows from the formula above. 
We will show that, provided a certain condition is satisfied, Ln/γn is upper
bounded. This condition primarily involves the system behavior at the boundary: the
compliant boundary condition, to be discussed in Section 4.2. Essentially, we show
that γn decays asymptotically geometrically for a level/phase process (Section 4.1),
and when the compliant boundary condition is satisfied, Ln decays with roughly the
same rate as γn decays (Section 4.2).
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4.1. The geometric decay of γn
The main result of this subsection is the asymptotic decay of γn, as follows.
Theorem 3. In a level/phase process which is positive recurrent, and satisfies the
canonical condition, γn has an asymptotic geometric decay, i.e., when n is suffi-
ciently large,
γn = c(x1)n + o((x1)n), (15)
where c is a scaler.
Note that, in our approach, we assume that x1 is known, or can be obtained (see
Section 5). We do not need to know the scaler c. The value of γn is obtained from
the simulation.
Remark 1. To make the analysis easier, we convert the level/phase process to a
QBD process by re-blocking, i.e. rearranging the infinitesimal generator into larger
blocks. This can be done for any level/phase process. For a simple example, in the
case that g = 1 and h = 2, we can arrange the blocks as follows:
Q−1 =
[
0 Q−1
0 0
]
, Q0 =
[
Q0 Q1
Q−1 Q0
]
, Q1 =
[
Q2 0
Q1 Q2
]
.
Ql = 0 as l > 1 or l < −1. Now Q has a structure than can be identified as a QBD
process, except that the number of phases is doubled. This conversion facilitates
the theoretic development. Another advantage is that QBD is a special case of both
GI/M/1 and M/G/1 paradigm, so many results in that category becomes applicable
for our analysis. Note some authors also use re-blocking to design efficient algo-
rithms [2,6], so it is also useful from the view of computation, but we will not address
this issue.
Following we present some supporting arguments for Theorem 3. We will relate
γn, the hitting probability, to the stationary probability of being in level n. It is mostly
convenient to consider the jump chain, where the said stationary probability is the
percentage of visits to states at level n, and is denoted by πˆn. To see the relation
between γn and πˆn, let νn denote the expectation of number of visits to level n in a
cycle, conditional that the replication hits n. We have
γnνn = πˆnE[length of a regenerative cycle]. (16)
By definition, both the L.H.S. and the R.H.S. represents the expected number of
visits to level n in a cycle, so they must agree.
Concerning νn in (16), we have the following:
Lemma 4. In a QBD process, as n → ∞, νn converges to a constant ν > 0.
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The proof of Lemma 4 will be given later in this section.
From (16) and Lemma 4, as n → ∞, γn and πˆn decays at the same rate. In other
words, the expression of γn and πˆn are the same, except a constant factor. The proof
of Theorem 3 can be accomplished by showing that πˆn has an asymptotic geometric
decay, i.e. there is some constant c′ > 0, such that as n → ∞,
πˆn = c′(x1)n + o(xn1 ). (17)
To be clear, we define ˆπn as a vector of m components, where m is the number of
phases, each component being the stationary probability of being in a phase of level
n; the scaler πˆn is simply the sum of these components, i.e. πˆn = ˆπn · 1.
Using the approach of eigenvalue solution [9,16], we should have
ˆπn = c(x1)n + o(xn1 ),
where c > 0, x1 > 0, since ˆπn > 0. More rigorously, suppose that process Q is pos-
itive recurrent and canonical. Then obviously, the jump chain associated with Q is
also positive recurrent and canonical. We can apply the matrix geometric solution
to the jump chain P (see [18, pp. 9–10], where the discussion is for a discrete time
Markov chain), to obtain the vector ˆπn (n > N0) as
ˆπn = ˆπN0Rn−N0
in which R is the rate matrix for P , R is non-negative, and sp(R) < 1. (In the original
text [18], the formula is given by πˆn+1 = πˆnR. Also, the rate matrix for P has the
same set of eigenvalues as the rate matrix for Q has.) From the well-known Per-
ron–Frobenieus theorem (see, e.g. [22,23]), sp(R) > 0 is a simple eigenvalue of R,
and all other eigenvalues have a norm strictly less than sp(R), unless the following
exceptional circumstance on R arises:
(E1) all eigenvalues of R are 0, or R is reducible.
The canonical condition ensures that (E1) never holds. It then follows that, ˆπn =
c′(sp(R))n(1 + o(1)). Right multiply both sides by 1, and denote πˆn = ˆπn · 1, c′ =
c′ · 1, then we have πˆn = c′(sp(R))n(1 + o(1)). Now in order to prove (17), it
remains to show the following:
Lemma 5. sp(R) = x1.
This is indicated in [10]. Note the theory we just developed applies to any banded
level/phase process (see Remark 1 at this section).
The remainder of this section is devoted to the proof of Lemma 4. We assume
that n > N0 (i.e., level n is above the boundary levels). We decompose νn into three
parts as follows. Let ν(0)n denote the expected number of visits to level n from the
first hitting n to the instant that the replication exit to a below-n level. After these
visits come other visits to level n, which can be further divided into two parts. Some
visits are contributed by those paths that, after hitting level n, have never visited level
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N0 or below (denoted by ν(1)n ), and the rest (denoted by ν(2)n , which are contributed
by those replications that hit n, visit the boundary, and then come up to visit level n
again).
Now we write,
νn = ν(0)n + ν(1)n + ν(2)n .
The replications contributing to ν(0)n are always above-n, thus above the boundary.
We conclude that ν(0)n is a constant, because of the level invariance. Now we show
that as n increases,
(a) ν(2)n → 0;
(b) ν(1)n increases, with a finite upper bound, hence converges to a constant.
If both (a) and (b) hold, and ν(0)n is a constant, then νn converges to a constant; it is
obvious that this constant must be positive.
In order to show (b), we show first that ν(1)n increases. Let ν(1)n (b) be defined
analogously to ν(1)n , however, we count only those paths that at the first below-n
sojourn do not visit level below b, b > N0. Let qn(b) denote the probability that in a
below-n sojourn, the lowest level visited is level b. We can calculate ν(1)n as follows:
ν(1)n =
∑
b>N0
qn(b)ν
(1)
n (b). (18)
Note the following,∑
b>N0
qn+1(b)ν(1)n+1(b)
= qn+1(N0 + 1)ν(1)n+1(N0 + 1) +
∑
b−1>N0
qn(b − 1)ν(1)n (b − 1)
= qn+1(N0 + 1)ν(1)n+1(N0 + 1) +
∑
b>N0
qn(b)ν
(1)
n (b)
>
∑
b>N0
qn(b)ν
(1)
n (b).
Hence,
ν
(1)
n+1 − ν(1)n = qn+1(N0 + 1)ν(1)n+1(N0 + 1) > 0. (19)
So as n increases, ν(1)n always increases.
Next we show that ν(1)n is upper bounded. Take the sum of Eq. (19) for l =
n + 1, n + 2, . . . , until n′(n′ > n), we get
ν
(1)
n′ − ν(1)n =
n′∑
l=n+1
ql(N0 + 1)ν(1)l (N0 + 1) 
n′∑
l=n+1
ν
(1)
l (N0 + 1)
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=
n′∑
l=n+1
E
[

 visits to level l,
after a visit to level N0 + 1 | 1Cl (ω) = 1
]
 E
[

 visits to level n + 1, . . . , n′,
after a visit to level N0 + 1 | 1Cn(ω) = 1
]
.
As n′ → ∞, ν(1)
n′ − ν(1)n is upper bounded, and the bound is independent of n′. To
show this, note the system is positive recurrent, so the expected number of visits
during a sojourn from level N0 + 1 is finite in any case. Hence, as n increases, ν(1)n
remains bounded, and it must therefore converge.
Finally, we show that ν(2)n → 0. We simply note that for fixed b < N0, after
descending down to level b, the expected number of visits to level n must converges
to 0 as n increases. Otherwise, summarizing all expected number of visits above level
b, we get +∞, which contradicts that the process being considered is positive recur-
rent. Also, in all paths contribute to ν(2)n , the lowest level visited is b < N0. Certainly
there are only finite levels below b, so sum over all b < N0, we get limn→∞ ν(2)n = 0.

4.2. The bound for Ln/γn
In order that the rate-tilting estimator for γn has a bounded relative error, we
require that Ln/γn has an upper bound (Theorem 2). Let
Cn = {ω : 1Cn(ω) = 1},
i.e., Cn is a set of all sample paths that reach level n in a cycle; using (10), (13) and
(15), we have
Ln/γn 
(x1)n[maxi,j (η(i)/η(j))][maxCn ∗(ω)]
cxn1 + o(xn1 )
= (1/c)
[
max
i,j
(η(i)/η(j))
] [
max
Cn
∗(ω)
]
(1 + o(1))
= (M/c)
[
max
i,j
(η(i)/η(j))
]
(1 + o(1)). (20)
Here, M = maxCn ∗(ω). If M < ∞, we already have an upper bound for Ln/γn.
For example, when the simulation is designed in such a way that ω always starts and
ends above the boundary, then ∗(ω) = 1 for any sample path ω. Unfortunately, it
is often the case that M = ∞. For this situation, it is more difficult to check whether
Ln/γn is bounded.
For a sample path ω, let K(ω) denote the number of transitions in the path that
go from a boundary state to any other state. Firstly, if for a finite K0, K(ω) < K0 for
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all sample paths, then∗(ω) is uniformly bounded. To show this, we use the largest
correction factor, say ϕ(l∗,j∗), to obtain,
∗(ω) < [ϕ(l∗,j∗)]K0 < +∞. (21)
To facilitate further discussion, let
K0Cn = {ω : 1Cn(ω) = 1,K(ω) < K0},
i.e., K0Cn is a set of all sample paths that reach level n, and the number of transitions
from the boundary state is less than K0.
Secondly, even if the likelihood ratio L(ω) may be extremely large due to a very
large K(ω), it is often true that such paths are not likely to occur (i.e. they have a very
small probability), either in the tilted system, or in the original system. Under such
situations, Ln/γn may still have a finite upper bound. Elaboration on this issue leads
to the condition we call the compliant boundary condition, which is summarized by
conditions (A1) and (A2) below.
(A1) If for n sufficiently large, and ′ > 0 very small, there is a K0, such that
(1/γn)
∑
Cn\K0Cn
Pr(ω) < ′, (22)
then we say that the system behavior at the boundary has an negligible effect
on the estimate of γn.
(A2) If there is a K0, such that
(1/γn)
∑
Cn\K0Cn
∗(ω)Pr(ω) < SB < +∞ (23)
is uniformly bounded for all n, then we say that the system is well-behaved at
the boundary.
There is a particular situation that for fixed K0, K(ω) < K0 for all sample paths.
Then in both (A1) and (A2), the respective sum is 0. So both (A1) and (A2) hold
true.
Under the situation that (A1) holds but (A2) does not, we developed a modified
rate-tilting estimator, given as follows:
EP˜r
[
L(ω)1
(
ω ∈ K0Cn
)]
, (24)
where 1(·) is the indicator function. Precisely, for any sample path ω such that
K(ω) > K0, we stop simulation and exclude the sample path from the statistics
collected.
Note, when either (A1) or (A2) is satisfied, we say that the system satisfies the
compliant boundary condition. Under the compliant boundary condition, the rate-
tilting estimator has a relative estimation error that is bounded, as indicated in the
following theorem:
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Theorem 6. For the rate-tilting estimator of γn,
(a) If (A1) is satisfied, then the modified rate-tilting estimator (24) has a bounded
relative error; this new estimator has a bias, but the bias can be made arbi-
trarily small;
(b) If (A2) is satisfied, then the rate-tilting estimator has a bounded relative error.
Proof. Note that (by definition)
Ln = EPr[L(ω) | 1Cn(ω) = 1] =
∑
Cn
L(ω)Pr(ω | 1Cn(ω) = 1).
We decompose the summand in the formula above into two parts. Let L[K0]n and
L
∗
n be the sum over subspace 
K0
Cn
, respectively the sum over subspace (Cn\K0Cn ).
Then,
Ln/γn = L[K0]n /γn + L∗n/γn.
Since K0 is finite, according to (21), ∗(ω) is uniformly bounded on the subspace
K0Cn . With this, provided we consider at subspace 
K0
Cn
, the derivation of formula
(20) goes through, which means that the first term L[K0]n /γn is always bounded. For
the second term L∗n/γn, we argue as follows. If (A1) holds but not (A2), then the
modified rate-tilting estimator results in L∗n/γn = 0. In this case, modified rate-tilting
estimator introduces a bias, but if (A1) holds, the bias is negligible, and the relative
bias is less than ′. On the other hand, if (A2) holds, we claim that L∗n/γn has a finite
upper bound, this is shown as follows:
Ln(ω)/γn = (1/γ 2n )
∑
Cn\K0Cn
L(ω)Pr(ω) [by def.]
= (1/γ 2n )
∑
Cn\K0Cn
xn1
ηj0
ηjτ
∗(ω)Pr(ω) [use (10)]
=
[
(1/γn)xn1 max
i,j
ηi
ηj
](1/γn) ∑
Cn\K0Cn
∗(ω)Pr(ω)



[
xn1
cxn1 + o(xn1 )
max
i,j
ηi
ηj
]
[SB ] [use(15)]
< +∞.
Note SB < ∞ follows from (A2).
Hence when either (A1) or (A2) holds true, Ln/γn has a finite upper bound. Now
employing Theorem 6, we can conclude that the rate-tilting estimator has a bounded
relative error. 
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We note that it may be difficult to check by simulation for either assumption (A1)
or assumption (A2). However, it will be beneficial to have an idea about a proper
choice of K0, and the magnitude of L
[K0]
n /γn and L
∗
n/γn. We may even set up a sen-
tinel in the program to monitor L[K0]n /γn and L
∗
n/γn. If these amounts exceeds a spe-
cific value, it would signal that the rate-tilting estimator is not working efficiently and
the simulation is aborted. In addition, further investigation of the boundary behavior
and the efficiency of rate-tilting is desirable. Theorem 6 provides a facility for such
an investigation.
4.3. Calculation of the relative error for the estimator
Even for simple benchmark models, like the tandem queue model, it is very dif-
ficult to calculate the exact value of Var[γˆn] from Eq. (14). However, calculation
of the variance and the relative error might be advantageous to see how good the
estimator is. For this purpose, we adopt the batch mean method, which works under
the assumption that different batches are independent (this is not exact, however we
usually assume that batches have small correlation if and only the batch size is large
enough). Suppose we observe replicas ωi , i = 1, 2, . . . ,W , from the simulation. We
group them into b batches, each batch containing k successive samples, i.e. kb = W .
Now let
βˆj = (1/k)
jk∑
i=(j−1)k+1
[1Cn(ωi)L(ωi)]
then γˆn = (1/b)∑bj=1 βˆj . Note this is the same IS estimator as before. The variance
of γˆn can be assessed as
σ 2 = Var[γˆn] = (1/b)
b∑
j=1
(βˆj − γˆn)2.
Further, when both k and b are sufficiently large, we can apply the central limit the-
orem to get βˆj − γn ≈ N(0, σ 2). Here N(·, ·) is the normal distribution. If the con-
fidence is set at 99%, the desired confidence interval is given as (γˆn − 2.576σ/
√
b,
γˆn + 2.576σ/
√
b). As the variance is assessed from simulation, it should be noted
that the length of the confidence interval is an approximation.
5. On pilot study––the methods
Two parameters: the dominant eigenvalue x1 and its associate eigenvector η1 are
needed before we apply the rate-tilting transform, which induces a tilted system that
we can simulate efficiently. The two parameters mentioned are usually not in the
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model specification. We will call the procedure to find x1 and η1 a pilot study. The
pilot study may be performed either by analytic methods, or by pilot simulations.
One may doubt on the efficiency of an approach that involves eigenvalues, since
the explicit calculation of eigenvalues and eigenvectors is usually prohibitively expen-
sive for large systems. There is ground for this doubt, yet fortuitously, in quite a
number of situations, the dominant eigenvalues x1 can be obtained more simply than
all the other eigenvalues. Note the dominant eigenvalue and its associate eigenvector
is all we need to know. We look at how to obtain x1. Once we have found x1, it is
usually less difficult to find η(x1).
We conduct a mini-survey on a number of situations in which the dominant eigen-
value x1 can be found efficiently. In Jackson queuing network, good approximation
of x1 can be obtained by simple calculation. For example, consider the tandem queue
example given in the text, with the first buffer of infinite size. Here for the probability
that the second queue exceeds a designated n, as n increases, the asymptotic decay
rate x1 is λ/µ2. When the first buffer has finite size, we have x1 < λ/µ2, but λ/µ2
can be used as an approximation. In some other cases, we can take advantage of
some special structures on (x), e.g. (x) has a tri-diagonal structure. Better still,
there are situations that we have a closed-form solution for the dominant eigenvalue
(see, e.g., [14], [24, Eq. (38)] and [10, p.468]). The model specification could be
more involved in application. For example, in [5], the authors consider a typical
multiplexing system, where the eigenvalue problem can be decomposed into small
coupled problems. In such a situation, the solution of the eigenvalues is difficult,
except the dominant eigenvalue, which can be obtained more simply than all the
others (see in [5], Theorem 7.1, Eq. (2.20) and Proposition (2.1)).
Another possibility to obtain x1 is to scale down the given model. Let us examine
the model of two queues in tandem for this purpose. Let the length of first line be
the phase, hence m, the number of phases, corresponds to the capacity of the first
buffer. If x1 changes little as m changes, we can perhaps use the x1 obtained when
m is small to approximate the x1 when m is large. This is true, as we find by a
look up at the exact analytic solution. If, in our example, the traffic intensity at the
first node is 0.50 and at the second is 0.33, then the following results are obtained:
at m = 5, x1 = 0.2637, at m = 10, x1 = 0.2921, and at m = 40, x1 = 0.3095, at
m = ∞, x1 = 0.3333. Note that, for small m, finding x1 has a low complexity, thus
we can resort to an analytic solution whenever we do not have a better approach.
This discussion suggests to find x1 as follows:
• Step 0. For a level/phase process in consideration, identify the basic structure of
phases.
• Step 1. Scale the problem down to a smaller problem, with a relatively small num-
ber of phases. This smaller problem preserves the basic structure of the original
one. Solve this smaller problem to find the largest generalized eigenvalue. Sup-
pose we find x′1 (we use x′1 to denote the eigenvalue solution for the smaller prob-
lem, i.e. with m′ phases, m > m′).
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• Step 2. We set x1 = x′1 as an approximate value for the larger problem (i.e. with
m phases).
In addition, we might also look at obtaining the dominant eigenvalue and its asso-
ciated eigenvector by some pilot simulation. In the worst case, if none of the above
is applicable, we have a problem of solving the (generalized) dominant eigenvalue
x1 from Eq. (5). The matrix (x) is of size m × m, and involves only m phases. In
comparison, the original state space is nm, in which n is the number of levels in
the model. We have already benefited from the reduction of space from size nm to
size m, which is possible only when we take the eigenvalue approach. To summa-
rize, we feel encouraged by all the results above that practical situations exist where
the dominant eigenvalue can be found efficiently, yet the complete solution is more
complicated.
Below, we comment on two properties of the pilot study.
On the change of boundary conditions
It is noteworthy that the parameters x1 and η1 are independent of the specifi-
cation at the boundary levels, because they are the solution of (5) which does not
involve any boundary level. We claim that, this independence is an advantage of the
rate-tilting method.
Why? Note the changes at the boundary may be of practical importance, because
it is often important to compare different policies, and such policies may change
only the boundaries, as when a server becomes movable (see Example (1c)). Using
our method, the pilot analysis for the tilting parameters needs to be done only once,
then we can go for an efficient simulation (provided the boundary conditions are
compliant). However, in a numeric solution method, we have to repeat the numeric
solution process for any boundary change.
Issue of robustness
Note the value of tilting parameter x1 may be approximated, so the tilting parame-
ter we apply in tilting would deviate from the true value. Let x† be an approximation
of x1. If we extend the rate-tilting transform with approximate tilting parameter x†
to obtain a new matrix Q†, then the following problem emerges: that the regularity
condition (as defined in (1)) is violated. To make Q† to be truly an infinitesimal gen-
erator, we enforce the regularity condition by changing Q† on the diagonal elements
only. The necessary amounts of changes are very small, provided x† is close enough
to x1.
Note that the rate-tilting estimator (4) is unbiased, irrespective of the tilting para-
meter. However, the efficiency may suffer. The question arises on how much effi-
ciency will be lost. We will address this using experiments.
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6. Some experiments on tandem queues
There are two issues on which we want to do some experiments. Firstly, the sim-
ulation efficiency has been established on the “compliant boundary condition”, this
is done theoretically, we also want to test the efficiency from experiments. Secondly,
the issue of robustness has been raised in the end of last section yet not been resolved.
We want to test the robustness using experiments.
In our experiment, we use the model of two queues in tandem, each with a ded-
icated buffer. We use three sub-models, named (1a)–(1c), as they were described
previously. In all these models, the capacity of the first buffer is fixed at 20. Let λ
be the arrival rate to the first queue, and let µ1, µ2 be the service rate of the first
and second server, respectively. Let ρ1 = λ/µ1, ρ2 = λ/µ2 be the respective traffic
intensity. The parameters of traffic intensity differ in the sub-models, thus they will
be listed before reporting the experiment results. In the movable server model, we
assume that the second server, when seeing no clients, joins the first server imme-
diately. The second server returns when customers are in the second buffer. After
the two servers join, the service rate in the first station becomes µ1 + µ2. We are
interested in the probability that the length of second queue exceeds a certain value n.
We simulate on a SUN workstation of Ultra5-10, running an operating system of Sun
OS 5.7. The simulation is usually accomplished within a few minutes. We finished
four experiments. The first three experiments are for the purpose of examining the
efficiency of rate-tilting, and the last one is to test the sensitivity of rate-tilting when
x† and x1 differ.
We choose several typical conditions to test the efficiency of rate-tilting method.
In the first and the second model, the bottleneck server is different. In the third model,
the fast server in the second model is made movable. We use the rate-tilting approach
previous discussed to run fast simulation, with 65,000 or 130,000 replications. For
the purpose of verifying our theoretical analysis, we design these experiments; other
than the points indicated above, the parameters are chosen ad-hoc. The results of
the first three experiments are summarized in Tables 1–3, respectively. The column
marked “IS Simulation” is the rate-tilting estimator of γn by simulation, and the
column marked “Exact” is the true value calculated through numeric methods. In
reporting the result, we provide an interval estimate where the confidence is set at
Table 1
Tandem queues, model (1a)
Target level IS simulation Exact
65000 replications
n = 20 1.249 × 10−6 ± 2.4% 1.27 × 10−6
n = 40 1.195 × 10−12 ± 2.4% 1.21 × 10−12
n = 60 1.131 × 10−18 ± 2.4% 1.15 × 10−18
Traffic parameter is as follows: λ = 1.0, µ1 = 4.0, µ2 = 2.0 (ρ1 = 0.25, ρ2 = 0.50).
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Table 2
Tandem queues, model (1b)
Target level IS simulation Exact
n = 20 3.172 × 10−6 ± 50% 2.87 × 10−6
n = 40 1.074 × 10−13±??% 4.67 × 10−13
n = 60 7.067 × 10−21±??% 3.53 × 10−20
Traffic parameter is as follows: λ = 1.5, µ1 = 2.0, µ2 = 3.0 (ρ1 = 0.75, ρ2 = 0.50). We use 130000
replications.
Table 3
Tandem queues, model (1c)—movable server model
Target level IS simulation Exact
n = 20 6.749 × 10−8 ± 11% 6.01 × 10−8
n = 40 4.357 × 10−15 ± 6.7% 4.09 × 10−15
n = 60 3.367 × 10−22 ± 7.5% 3.29 × 10−22
Traffic parameter is as follows: λ = 1.5, µ1 = 2.0, µ2 = 3.0 (ρ1 = 0.75, ρ2 = 0.50). We use 65000
replications.
99%. See Section 4.3 for a method to decide the confidence interval. We note that
using direct simulation, we observe no replication reaching a level above 20, hence
there is no way to estimate γn by direct simulation, unless we use many more replica-
tions. We note that the rate-tilting approach works fine for Example (1a), but that in
Example (1b), there is a degradation of efficiency because of the curse of boundary.
In Example (1c), rate-tilting works better than in (1b). This is because, in (1c), the
second server helps to clear the backlog at the first buffer, thus the build-up of first
queue on the boundary drops significantly. This is confirmed by tracing the simu-
lation replications. The analysis shows a strong relationship between the boundary
behavior and the efficiency of rate-tilting. We conclude that the rate-tilting estimator
works fine provided the compliant boundary condition is met. This is consistent with
the theory discussed in this paper.
To justify the attention to the boundary, we note the following point. By com-
paring the numeric value in Example (1c) with (1b), we note that γn, the hitting
probability of interest, drops almost two orders of magnitudes, even if the boundary
condition is modified only slightly. This shows that γn may be very sensitive to the
changes at the boundary.
The results of the last experiment are summarized in Table 4. The row marked
“Exact” shows the true value calculated through (non-simulation) numeric com-
putation methods. In each row, we use a different tilting parameter, with a fixed
simulation budget (we use 65,000 replications), and examine how the accuracy de-
grades when the tilting parameter moves away from the optimal x1. We indicate the
ratio of the tilting parameter applied in the experiment to the optimal parameter x1.
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Table 4
Sensitivity analysis for tandem queues, model (1a)
Tilted parameter n = 20 n = 40 n = 60
Exact 1.27 × 10−6 1.21 × 10−12 1.15 × 10−18
1.2x1 1.207 × 10−6 1.268 × 10−12 1.498 × 10−18
1.1x1 1.225 × 10−6 1.183 × 10−12 1.144 × 10−18
1.05x1 1.252 × 10−6 1.168 × 10−12 1.129 × 10−18
x1 (opt.) 1.249 × 10−6 1.195 × 10−12 1.131 × 10−18
0.95x1 1.238 × 10−6 1.177 × 10−12 1.171 × 10−18
0.9x1 1.230 × 10−6 1.206 × 10−12 1.138 × 10−18
0.8x1 1.216 × 10−6 1.220 × 10−12 0.779 × 10−18
Traffic parameter is as follows: λ = 1.0, µ1 = 4.0, µ2 = 2.0 (ρ1 = 0.25, ρ2 = 0.50). We use 65000 rep-
lications.
For example, in the row dealing with tilting parameter 1.05x1, the tilting parameter
applied is 5% greater than the true x1.
From these results, we think that the rate-tilting might be reasonably robust. For
example, with the relative deviation of the tilting parameter being within −5% to
+5% of x1, for target level n = 20, n = 40, and n = 60, the additional relative errors
induced of estimate of γn, are all within −5% to +5% of the true value of γn. How-
ever, as that tilting parameter moves further away, and the target level is high, Table 4
shows some obvious degradation of simulation accuracy. For future investigation, we
are planning to experiment with more models. Also, some theoretical investigation
to understand and predict the sensitivity may be worthwhile.
7. Conclusion/outlook
Our proposed rate-tilting method is actually a hybrid approach of pilot analysis
and fast simulation. In this paper, we construct and validate a rate-tilting transform
which induces a tilted system, that is guaranteed to be efficient under the compliant
boundary conditions. One feature of the method is, that the transform relies on the
explicit knowledge of dominant eigenvalue and its associated eigenvector. The other
feature is that we take explicit account for the boundary conditions.
The boundary condition is investigated in Section 4.2. The discussion there leads
to an immediate application of setting up a sentinel program to guard the simula-
tion from becoming inefficient. Further, we want to tell whether using our proposed
method, a system can be simulated efficiently, just by looking at the specification of
the model and the system. This question is of practical interest so deserves attention
in the future.
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We have used examples from queuing networks, but there is a potential to apply
in other settings. The efficiency of rate-tilting depends largely on the following con-
ditions:
(B1) The metric of interest illustrates asymptotic decay as the rarity index increase.
(B2) A proper tilted system can be found such that the induced likelihood ratio (LR)
is such that Ln/γn has an upper bound.
Under level/phase processes, (B1) has been illustrated, and we also show (B2) under
the compliant boundary condition. The question on whether there is an efficient way
to find the tilting parameter remains open, yet we are encouraged by some results in
the literature (see Section 5). In many situations, the probability of entering a rare
event illustrates an asymptotic decay rate, according to the large deviation theory.
This is an active area of research [8,17]. On the other hand, the generalized eigen-
value approach has advanced considerably in recent years, to bring up many new
results. We are particularly interested in those models where the dominant eigenvalue
can be obtained more simply than all other eigenvalues. Under that situation, the
rate-tilting method is competitive, and merits being considered.
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