Temperature Regulation in Multicore Processors Using Adjustable-Gain
  Integral Controllers by Rao, Karthik et al.
ar
X
iv
:1
50
7.
06
35
7v
1 
 [m
ath
.O
C]
  2
2 J
ul 
20
15
Temperature Regulation in Multicore Processors Using Adjustable-Gain
Integral Controllers
K. Rao, W. Song, S. Yalamanchili, and Y. Wardi∗†
Abstract— This paper considers the problem of tempera-
ture regulation in multicore processors by dynamic voltage-
frequency scaling. We propose a feedback law that is based
on an integral controller with adjustable gain, designed for
fast tracking convergence in the face of model uncertainties,
time-varying plants, and tight computing-timing constraints.
Moreover, unlike prior works we consider a nonlinear, time-
varying plant model that trades off precision for simple and
efficient on-line computations. Cycle-level, full system simulator
implementation and evaluation illustrates fast and accurate
tracking of given temperature reference values, and compares
favorably with fixed-gain controllers.
I. INTRODUCTION
The end of Dennard scaling has led to increasing power
densities on the processor die and consequently higher chip
temperatures [1], [2]. Emerging and future processors are
thermally limited and must operate within the cooling capac-
ity of the chip package, which is typically represented by the
maximum operating temperature. Dynamic Thermal Man-
agement (DTM) techniques have emerged to manage thermal
behaviors and are challenged by a number of phenomena.
In particular, the exponential dependence of static power on
temperature limits the effectiveness of many existing DTM
techniques. This coupling can also lead to thermal runaway
that must be prevented by DTM to avoid damaging the chip.
Furthermore, the structure of the thermal field matters as
spatial and temporal variations in the thermal field degrade
device reliability and accelerate chip failures. Similarly, rapid
changes in the thermal field referred to as thermal cycling,
also cause thermal stresses that degrade device and hence
chip reliability.
A specific class of thermal regulation techniques includes
activities’ management like instruction fetch throttling and
clock gating [3], [4], thread migration (computations’
rescheduling) [5], [6], and core frequency scaling [7].
References [3], [4] use PI and PID controls to slow down the
rate of the instruction-fetch unit whenever the temperature
exceeds a given upper bound, while [5], [6] schedule threads
(computations) from hot cores to cooler cores in effort to
maintain a balanced thermal field. Initial heuristic approaches
started giving way to control-theoretic formalisms, with
the aforementioned references [3], [4] providing (to our
knowledge) the earliest examples. Subsequently, Reference
[8] considered a similar upper-bound regulation problem
but uses Dynamic Voltage Frequency Scaling (DVFS) for
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temperature control. More recently [9] described a controller
for regulating the fluid in a microfluidic heat sink based on
the measured temperature as well as predicted temperature
estimated from the projected power profile. Other work
has investigated DTM under soft and hard real-time con-
straints [10], [11] seeking to satisfy thermal upper bounds
while operating under scheduling constraints.
More recently, there emerged a number of approaches,
which are based on optimal control and optimization. Ref-
erence [12] minimizes a least-square difference between the
working frequency and the frequency mandated by the oper-
ating system, subject to thermal and frequency constraints, by
using model-predictive control. Reference [13] uses similar
techniques to minimize the least-square difference between
set power levels and actual power levels in a core. Refer-
ence [14] uses a combination of off-line convex optimization
and on-line control to obtain uniform spatial temperature
gradient across several cores in a processor. We point out
that these references assume linear and time-invariant plant-
models for their respective control systems; [13] updates
the model on-line while [12], [14] do not. Finally, refer-
ence [15] minimizes energy consumption while preserving
performance levels within a tolerable limit by employing
separate Model Predictive Controllers for each core to ensure
thermal safety, and updates the power-temperature model for
the cores online.
Besides the need to limit core and chip temperatures,
there is a pressure to maintain temperatures close to package
capacity in order to maintain high levels of performance. This
typically is achieved by adjusting the rates of the processor
cores as, for example, in Intel processors [16] and AMD
processors [17]. Moreover, spatiotemporal variations in the
thermal field generally impact device degradation and energy
efficiency. For example, thermal gradients between adjacent
cores on a die increase leakage power in the cooler core,
thereby increasing its temperature and reducing its energy
efficiency (ops/joule) [18]. Further, the stresses introduced
by the gradients reduce lifetime reliability by accelerating
device degradation [19]. These affects are exacerbated in
heterogeneous multicore processors where cores of different
complexities (and therefore thermal properties) are utilized
to improve overall energy efficiency. Consequently, it has
become necessary to be able to allocate and control the
usage of thermal capacity in different regions of the die.
Core-temperature regulation (and not only optimization) can
provide an important means to this end.
This paper proposes an approach for regulating core
temperatures by DVFS so as to track given reference tem-
perature values (set points). The frequency is adjusted by
an integral controller with adjustable gain, designed for fast
tracking-convergence under changing program loads. Unlike
the aforementioned references that are based on optimal
control and optimization, we consider a nonlinear, time-
varying plant model that captures the exponential dependence
of temperature on static power. The basic idea is to have the
on-line computations of the integrator’s gain be as simple and
efficient as possible even at the expense of precision. This is
made possible by a great degree of robustness of the tracking
performance of the controller with respect to variations from
the designed integrator’s gain, which was observed from
extensive simulations (see [20] for analysis and discussion).
We verify the efficacy of our technique by simulations on a
full system, cycle level simulator executing industry standard
benchmark programs, and demonstrate rapid convergence
despite the modeling errors and changing program loads.
We first applied the proposed approach in [20] for con-
trolling the dynamic core power via DVFS. The problem
considered here is more challenging for the following two
reasons. 1). The underlying model required in this paper is
much more complicated. Ignoring the static power permitted
Reference [20] to use an established third-order polynomial
formula for the dynamic power as a function of frequency.
In contrast, the temperature’s dependence on frequency has
no explicit formula, but rather is described implicitly by a
differential equation that models the heat flow. Furthermore,
the temperature depends on the total (static and dynamic)
power while the static power depends on the temperature
(and voltage), and this circular dependence was avoided in
[20] by ignoring the static power.1 For reasons discussed
later, the duration of the control cycle is about 10ms, which
requires fast computations in the loop. Our main challenge
in this regard was to find an approximate model yielding
simple computations while preserving the aforementioned
convergence properties of the control algorithm. 2). The
temperature levels in different cores on a chip are inter-
related due to the diffusion of heat between them, while
their dissipated dynamic powers are not directly related to
each other by such physical laws. Therefore it is natural
for the dynamic-power control law in [20] to be distributed
among the cores, while in this paper the temperature control
appears to have to be centralized. Nonetheless we argue for
a distributed control law and justify its use via analysis and
simulation.
The next section presents our regulation techniques in an
abstract setting and recounts relevant existing results. Section
III describes our modeling approach to the thermal regulation
problem, Section IV presents simulation results on standard
industry benchmarks, and Section V concludes the paper.
II. REGULATION TECHNIQUE
Consider the discrete-time, Single-Input-Single-Output
(SISO) feedback system shown in Figure 1, whose input is
1In present-day technologies and applications the static power can be as
high as the dynamic power and no-longer can be ignored.
Controller Plant
r en un yn
Fig. 1. Control System Block Diagram
a constant reference r, its output is denoted by yn, the input
to its controller is the error signal en, and the input to the
plant is un ∈ R. Suppose that the plant is a time-varying
nonlinear system described via the relation
yn = gn(un−1), (1)
where the function gn : R→ R is called the plant function.
If the controller is an integrator having the transfer func-
tion Gc(z) = Az−1/(1 − z−1), for a constant A > 0,
then in the time domain it is defined by the relation un =
un−1 + Aen−1. However, we will consider an adjustable
(controlled) gain, and hence the controller equation has the
form
un = un−1 +Anen−1, (2)
where the gain An is computed in a manner described below.
The error signal has the form
en = r − yn. (3)
Suppose that the plant functions gn(u) are differentiable, and
let “prime” denote their derivatives with respect to u. We
define the gain An as
An =
1
g′n(un−1)
. (4)
The systems considered in the sequel have the following
structure. Consider a SISO dynamical system having an
input {u(t)} and output {y(t)}, t ≥ 0. Partition the time-
horizon {t ≥ 0} into consecutive time-slots [τn−1, τn),
n = 1, 2, . . ., with τ0 := 0 and τn+1 > τn ∀ n = 1, . . .;
define Cn := [τn−1, τn) and call it the nth control cycle.
Suppose that the value of the input is changed only at the
boundary points τn, and denote the value of the input u(t)
during Cn by un−1. Let yn be a quantity of interest that
is generated by the system during Cn from un−1, such as
y(τ−n ) or
∫
Cn
y(t)dt. yn also depends on the initial condition
y(τn−1), but this is reflected in Equation (1) by the system’s
definition as time varying. Thus, (1) represents certain input-
output properties of dynamical systems while hiding the
details of the dynamics and appearing to have the form of a
memoryless nonlinearity. Regarding the feedback system, we
suppose that un−1, yn−1, and en−1 are available to it at time
τn−1, and it generates yn by (1) and computes An during
Cn via (4). The closed-loop system is defined by repeated
applications of Equations (1)→ (4)→ (2)→ (3).
To see the rationale behind the definition of the gain An
in (4) consider the case where the plant is time invariant,
namely gn(u) = g(u) for a function g : R → R. Then
this control law amounts to a realization of the Newton-
Raphson method for solving the equation g(u) = r, whose
convergence means that limn→∞ en = 0. Furthermore, if
the derivative g′(un−1) cannot be computed exactly, conver-
gence also is ensured under broad assumptions. For instance,
suppose that Equation (4) is replaced by
An =
1
g′(un−1) + ξn−1
, (5)
where the error term ξn−1 is due to modeling uncertain-
ties, noise, or computational errors. If the function g(u) is
globally monotone increasing or monotone decreasing, and
convex or concave throughout R, and if the relative error
term |ξn|/|g′(un)| is upper-bounded by a constant α ∈ (0, 1)
for all n = 1, 2, . . ., then convergence (in the sense that
limn→∞ en = 0) is guaranteed for every starting point e0
as long as g−1(r) 6= ∅. If g(u) is piecewise monotone and
piecewise convex/concave then convergence is guaranteed for
a local domain of attraction; namely, for every point uˆ ∈ R
such that g(uˆ) = r and g′(uˆ) 6= 0, there exists an open
interval I containing uˆ such that, for every u0 ∈ I , un → uˆ
and hence en → 0 as n→∞. More specifically, there exist
γ ∈ (0, 1) and N ≥ 0 such that, for every n ≥ N ,
|en| ≤ γ|en−1|. (6)
These, and more extensive results concerning convergence of
Newton-Raphson method for finding the zeros of a function
can be found in [21].
In the general time-varying case where the plant function
gn is n-dependent (as in (1)), it cannot be expected to have
en → 0. However, the term lim supn→∞ |en| has been shown
to be bounded by quantified measures of the system’s time-
variability. For instance, [20] derived the following result
under conditions of monotonicity and strict convexity of
the functions gn: For every ε > 0 there exist δ > 0 such
that, if |gn−1(un−1) − gn(un−1)| < δ ∀n = 1, 2, . . ., then
lim supn→∞ |en| < ε. Moreover, there exist η > 0 and
N ≥ 0 such that, for every n ≥ N , Equation (6) holds
true as long as |en−1| > η.
These results have had extensions to the multivariable
case arising in Multi-Input-Multi-Output (MIMO) systems
with the same number of outputs as inputs (e.g., [21], [22]).
Accordingly, for a given M ≥ 1, let u ∈ RM and y ∈ RM
denote the input and output of the plant, respectively. Define
the plant function by Equation (1) except that gn is a function
from RM to RM , the feedback equation by (2) except that
An is an M×M matrix, the error term via Equation (3), and
the gain matrix An by the following extension of Equation
(4),
An =
(∂gn
∂u
(un−1)
)−1
. (7)
In the time-invariant case where g := gn is independent of n,
the system consisting of repetitive applications of Equations
(1) → (7) → (2) → (3) comprises an implementation of
Newton-Raphson method for solving the equation g(u) = r.
We are concerned with the time-varying case where the
plant function depends on n as in (1), and the Jacobian matrix
∂gn
∂u (un−1) is approximated rather than computed exactly. In
this case Equation (7) is replaced by the following extension
of (5),
An =
(∂gn
∂u
(un−1) + ξn−1
)−1
, (8)
where the error term ξn−1 is an M × M matrix. Define
the relative error at the nth step of the control algorithm
by En := ||ξn−1||
(
||∂gn∂u (un−1)||
)−1
. Various general results
concerning the Newton-Raphson method guarantee local
convergence of the control algorithm under the condition
that En ≤ α for some α < 1, for all n = 1, 2, . . .; see, e.g.,
[21]. They typically state that limn→∞ en = 0 in the time-
invariant case, and show upper bounds on lim supn→∞ ||en||
in the case of time-varying systems.
The control law defined by Equations (8) and (2) updates
all of the M components of un simultaneously and hence
can be viewed as centralized. However, by ignoring the
off-diagonal terms of ∂gn∂u (un−1) we effectively obtain a
distributed controller. Formally, define Dn to be the matrix
comprised of the diagonal elements of ∂gn∂u (un−1), and
define ξn−1 := Dn − ∂gn∂u (un−1). Then Equation (8) can
be computed in parallel by Equation (5) for each input-
output coordinate. Thus the system comprised of repeated
applications of Equations (1) → (8) → (2) → (3) can be
viewed as a distributed system consisting of repeated runs
of (1)→ (5)→ (2)→ (3).
III. TEMPERATURE CONTROL IN MULTI-CORE
COMPUTER PROCESSORS
This section describes an application of the control tech-
nique described in Section II to temperature regulation in
computer cores by adjusting their frequencies. Unlike the
case of regulating the dynamic power, described in [20], the
frequency-to-temperature relationships are highly dynamic
and complex, and moreover, the temperatures at various cores
on a chip are inter-related. Nevertheless our objective is
to have a distributed controller whose required calculations
are as simple as possible since, among other reasons, their
complexity poses a lower bound on the durations of the
control cycles.
To this end we consider approximations that trade off
precision with low computational complexity by leveraging
the convergence robustness reflected in Equations (5) and (6).
Therefore much of the developments in this section concern
modeling approximations that yield simple computations.
The resultant control law is tested in the next section.
The first part of the investigation concerns the frequency-
to-temperature relations in a single core, formalized via the
scalar-version of Equation (1). Suppose that the frequency
applied to the core has a constant value during each control
cycle and it is changed only at the cycle boundaries. Let
φ denote the frequency applied to the core during a typical
control cycle, and let P := P (t) and T := T (t) denote the
resulting dissipated power and spatial average temperature
during the cycle. The power has two main components: static
power and dynamic power, respectively denoted by Ps and
Pd. The static power is dissipated due to leakage currents
in the transistors, and the dynamic power is dissipated when
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the transistors are switched between the on and off states.
Figure 2 depicts the functional relations between these quan-
tities, and we note that the dynamic power depends on the
frequency, the temperature depends on the total power, and
the static power depends on the frequency and temperature.
The relationships between these quantities are indicated in
the figure by the system-notation S1, S2, and S3, and we
next describe their models in detail.
The core frequency typically is controlled by an applied
voltage V , not shown in Fig. 2. The relationship between
frequency and voltage can be modeled by the affine equation
V = mφ+ V0, (9)
[23], [24] whose slope m often can be obtained from the
manufacturer.
As mentioned earlier, the total power is given by
P = Ps + Pd. (10)
The system S1 (Figure 2): An established physical model for
the static power is described in [25], and it is given by the
equation
Ps = V NkdesignI
′
soe
−(Voff )q/(ηkT )
×10−(VT )q/(2.303ηkT ), (11)
where V is the applied voltage, N is the number of transis-
tors in the core, kdesign is a positive parameter depending
on the core design, I ′so is a constant related to the sub-
threshold drain current, Voff is an empirically determined
model parameter, q = 1.6 × 10−19C is the electron’s
charge, η is a technology-dependent parameter, k = 1.38×
10−23m2kgs−2K−1 is the Bolzmann’s constant, T is the
core temperature in Kelvin, and VT is the threshold voltage
of the transistor. Grouping terms and defining
β = NkdesignI
′
so
and
γ = q(Voff + VT )/(2.303ηk),
we obtain the equation
Ps = V β × 10
−γ/T , (12)
where we note that β > 0 and γ > 0. Observe that Ps
depends on V (and hence on φ via (9)) as well as on T .
The system S2: An established model for the dynamic
power [26] is described by the following equation,
Pd = α(t)CV
2φ, (13)
where C is the lumped capacitance of the core, and α(t),
called the activity factor, is a time-varying parameter related
to the amount of switching activity of the logic gates at the
core. We note that α(t) cannot be effectively computed or
predicted in real time, but its evaluation is not needed for
the control algorithm.
The system S3: A detailed physical model for the power-
to-temperature relationship is quite complicated. However, it
will be seen that what we need is the derivative term dTdP , and
that this can be approximated by a constant which can be
computed off line. In making this approximation we leverage
the robustness of the tracking algorithm with respect to errors
in the computation of g′n(un−1) (see (5),(6)), as discussed
in Section II.
The power-to-temperature relationship in a core has had
an effective model in [27], that is based on a linear and time-
invariant system, and hence yields fast simulation-response
time as compared to physics-based models. The dimension
of the system is the number of functional units in the core,
typically in the 50 - 100 range, the input u represents the
vector of the dissipated power at each functional unit, and
the state variable x is the temperature at each functional unit.
The state equation has the form
x˙ = Ax+Bu, (14)
where the matrices A and B can be estimated off line. At
each time t, the total dissipated power at the core, P :=
P (t), and the spatial average of the core temperature, T :=
T (t), are linear combinations of u and x, respectively, and
therefore the P − T relationship can be described via the
scalar differential equation
T˙ = aT + bP. (15)
Consequently, the derivative term dTdP satisfies the equation
d
dt
(dT
dP
)
= a
(dT
dP
)
+ b. (16)
The constants a and b can be estimated off line via simulation
and used to solve the latter equation. Moreover, if the settling
time of this equation is shorter than the control cycles then
we just use the steady-state value of Equation (16), which
is − ba . We feel confident that this additional approximation
simplifies the control algorithm without significantly degrad-
ing its tracking performance. Details of the computation of
this term will be presented in the next section, where its
effectiveness in temperature control will be demonstrated.
Using the above models for the systems S1, S2, and S3,
we can approximate the derivative term dTdφ that is required
by the regulation law via Equation (5). In fact, combining
Equations (9), (10), (12), and (13), and taking derivatives,
we obtain, after some algebra, that
dT
dφ
=
(
dT
dP
)(
mPsV + (P − Ps)
(
1
φ +
2m
V
))
1−
(
dT
dP
)
Ps(log 10)
(
−γ
T 2
) . (17)
We point out that all of the terms in the RHS of this
equation except for Ps and dTdP can be obtained from
Core 1 Core 2
Core 3 Core 4
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Fig. 3. Floor Plan of the 4 Core Processor
real-time measurements of a core, Ps can be calculated
online using Equation (12), and dTdP can be estimated off-line
by its steady-state value, − ba , obtained from (16).
Consider now the case of multiple cores on a chip, where
the problem is to regulate their temperatures to given (not-
necessary identical) setpoints by adjusting their respective
frequencies. Due to the thermal gradients between the cores,
it appears that their temperatures have to be regulated jointly.
However, extensive simulations, described in the next sec-
tion, revealed that the Jacobian matrix of the function relating
the cores’ frequency vector to the temperature vector is
diagonally dominant and this justifies the use of a distributed
control where each core runs an adjustable-gain integrator as
described in Section II. The details of this control law will
be presented in the next section.
IV. SIMULATION EXPERIMENTS
We tested the proposed controller on Manifold [28], a
cycle-level, full-system processor simulation environment
with a suitable interface for injecting the thermal controller.
The Manifold framework simulates the architecture-level
execution of applications based on state-of-the-art physical
models [29]. A functional emulator front-end [30] boots
a Linux kernel and executes compiled binaries from an
established suite of benchmarks [31].
The processor that we simulated consists of four out-of-
order execution cores, a two-level cache hierarchy, and a
memory controller, and its architecture is shown in Figure
3. The centralized (joint) control consists of repeated ap-
plications of Equations (1) → (8) → (2) → (3), where
un−1 = φn−1 ∈ R
4 is the vector of core frequencies during
the nth cycle and yn = Tn ∈ R4 is the vector of core
temperatures at the end of the nth cycle. Recall that Equation
(8) denotes the controller’s gain, and since it is diagonal, the
control is implemented by the cores in a distributed fashion.
In contrast Equation (1) represents the processor system and
hence must be simulated jointly. This was done in Manifold
in the following way.
Equation (1) can be written as Tn = gn(φn−1), where
φn−1 := (φn−1,1, . . . , φn−1,4)
⊤ ∈ R4 and Tn :=
(Tn,1, . . . , Tn,4)
⊤ ∈ R4 according to their respective co-
ordinates, with the second subscript j = 1, . . . , 4 corre-
sponding to the index of the core in Figure 3. In Equation
(8) we approximate the 4 × 4 Jacobian matrix dTndφn−1 . Its
diagonal terms, ∂Tn,j∂φn−1,j , j = 1, . . . , 4, are just the terms
dT
dφ in the Left-Hand Side (LHS) of Equation (17) with the
subscripts n, j indicating core j at the nth control cycle.
As mentioned earlier all the terms in the RHS of (17) can
be obtained from real-time measurements and computation
except for dTdP , now referred to as
dTn,j
dPn−1,j
. For estimating this
term we used (16) in the steady state. To this end we ran
extensive Manifold simulations of the processor in open loop
with various input frequencies. Each simulation was run for
successive cycles of 10ms, long enough for the temperature
to reach its steady state, and it yielded traces of power
and its corresponding temperature at each cycle. The traces,
providing over 4, 000 data pairs per core, indicated a nearly-
affine power-to-temperature relation for each core regardless
of the physical state (frequencies and temperatures) at the
other three cores. We used the MATLAB Curve-Fitting
Toolbox to approximate these power-temperature relations
by respective lines, whose slopes serve to estimate the terms
∂Tn,j
∂Pn−1,j
. Since the P -T traces were generated across the
entire spectrum of frequencies at all four cores, the slopes of
the approximating lines do not depend on n, although they
may depend on j = 1, . . . , 4 according to the processor’s
floor plan. Thus, the steady-state solution of Equation (16)
in our case has the following approximation,
∂Tn,j
∂Pn−1,j
∼= −
bj
aj
, j = 1, . . . , 4, (18)
whose right-hand side is the slope of the line associated with
core j. The MATLAB Curve-Fitting Toolbox yielded the
following values, 3.97, 5.242, 3.877, 4.055 for cores 1 − 4,
respectively, with an R-Square confidence metric > 0.97. As
a further approximation we averaged these four numbers and
thus used − bjaj
∼= 4.286 for j = 1, . . . , 4. This, in conjunction
with (17) yields the terms ∂Tn,j∂φn−1,j . We note that while this
approximation of ∂Tn,j∂Pn−1,j is independent of n or j, the partial
derivative ∂Tn,j∂φn−1,j does depend on n and j through the other
terms in the RHS of (17).
For the off-diagonal terms of dTndφn−1 we observe (by the
chain rule) that for i, j = 1, . . . , 4,
∂Tn,i
∂φn−1,j
=
∂Tn,i
∂Tn,j
.
∂Tn,j
∂φn−1,j
. (19)
The second multiplicative term in the RHS of (19) was
discussed in the previous paragraph. As for the first term,
we estimated it by finite-difference approximations from the
traces of simulation outputs. To this end we used HotSpot,
an established simulation platform designed to assess the
thermal behavior of digital designs [32]. The thermal model
generated by HotSpot consists of a linear, time-invariant cir-
cuit comprised of resistors and capacitors, where potentials
and currents represent temperature and power, respectively.
The input to the circuit consists of current sources and the
outputs are node voltages, and hence HotSpot is a suitable
tool for modeling the thermal behavior of the core.
Varying the input power to the cores one-at-a-time, we
obtained the temperature variations from which the finite-
difference approximations for ∂Tn,i∂Tn,j were derived. These
approximating terms also are independent of n and hence
denoted by ∂Ti∂Tj , but
∂Tn,j
∂φn−1,j
certainly depends on n through
the second term in the RHS of (19).2
The matrix ∂Ti∂Tj , i, j = 1, . . . , 4, thus obtained from
HotSpot, is
∂Ti
∂Tj
=


1× 106 0.0439 0.003378 0.003378
0.0439 1× 106 0.003378 0.003378
0.003378 0.003378 1× 106 0.0439
0.003378 0.003378 0.0439 1× 106


×10−6.
This is clearly diagonally dominant, and hence we expected
the Jacobian matrix dTndφn−1 to be diagonally dominant as well.
This indeed was observed at each value of n, as the following
randomly-chosen example from our Manifold runs shows,
dTn
dφn−1
=


23800 1109 73.78 72.73
1045 25270 73.78 72.73
80.405 85.37 21870 945
80.405 85.37 958 21530

× 10−6.
With this we felt confident in neglecting the off-diagonal
terms of the Jacobian matrix, thereby replacing the joint core-
temperature control based on Equation (8) by four parallel
one-dimensional controllers, one for each core, based on
Equation (5).
We implemented the distributed controller in conjunction
with Manifold simulation of the processor. Each one of
the cores executed a different benchmark program from the
parsec suite of benchmarks [31]: blackscholes, swaptions,
facesim, and fluidanimate were executed by Core 1, Core 2,
Core 3, and Core 4 (see Figure 3), respectively. The target
temperature of all cores was set to 340K, a typical value, and
the range of frequencies was 1GHz to 4.7GHz. The control
cycles at each one of the controllers were 10ms. blackscholes
running on Core 1 lasts 400ms and hence the control was
run for 40 cycles, while the rest of the benchmarks take
longer than 700ms but we graph the results only for the first
70 control cycles. The results are shown in the four graphs
in Figure 4, and for each core we computed the average
temperature from the end of the first overshoot to the cycle
ending at the final time shown in the graph (400 ms for Core
1, 700 ms for the other cores).
In Core 1 we notice convergence at 5 iterations (control
cycles) following a fast rise and a 5-degree overshoot. The
average temperature (from the end of the first overshoot to
iteration 40) is 339.995K. In Core 2 we see a similar rise
2Manifold has the core frequencies as input but it does not permit us
to vary the core powers one-at-a-time, while HotSpot allows us to do just
that. This is the reason we used both simulation environments in the manner
described above.
and overshoot as in Core 1, but then we note an oscillatory
behavior and not a smooth tracking. The reason is that the
benchmark swaptions had large and rapid variations in its
activity factor (α(t)) and hence in the dissipated dynamic
power, causing ripples in the temperature profile. However,
the computed average temperature is 339.96K - arguably
quite close to the target setpoint of 340K.
Core 3 shows no tracking until 250ms, then an overshoot
followed by a 130-ms smooth tracking, and a period of minor
ripples. The reason for the delayed tracking is that during the
first 250ms the benchmark facesim is in a data-fetch phase
when most of the computation units within the core are idle.
Therefore there is no significant dynamic power dissipation
and the core temperature does not rise. During that phase the
core frequency first climbs to its maximum value (4.7Ghz)
and then stays there until time 250ms. Once the program
enters the computation phase (time > 250ms), the dynamic
power rises which causes the core temperature to increase
and the controller is now able to track the set temperature
of 340K. The average temperature, computed as before, was
340.204K.
In Core 4 the benchmark program has two data-fetch
periods and also periods of wide-range power dissipation
during its execution. We discern a similar delayed tracking as
was observed with Core 3 but for a shorter duration, ending
at t = 80ms. Later the program enters another data-fetch
phase in the time range of 400 - 500ms, causing the core
temperature to drop while the frequency rises to its maximum
value. In both cases the data-fetch phase is followed by a
computation phase which results in a temperature overshoot
followed by a period of tracking except for ripples that are
due to large variability in the dynamic power. The average
temperature from the end of the first overshoot to the last
control cycle shown in the graph was 339.565K.
In the previous simulation we allowed the frequency to
take any value in the range 1GHz to 4.7GHz. However, in
a typical processor only a finite set of frequencies can be
applied to a core. Therefore we repeated the simulation of the
control technique for the following set of allowed frequen-
cies, {1, 1.5, 1.8, 3.4, 3.7, 3.9, 4.0, 4.1, 4.2, 4.4, 4.7} GHz.
The only difference from the previous simulation is that in
Equation (2) we took the control un to be the nearest element
in this set to the computed term un−1+Anen−1. The results
are shown in Figure 5, and they are similar to those in Figure
4 except that slightly larger ripples and minor steady-state
errors are discerned. These were expected, and are due to the
quantization errors in the selection of frequencies. However,
the average temperatures at the cores, from the end of the
first overshoot to the final time, are quite close to the setpoint
reference: 340.482K, 339.986K, 340.623K, and 339.392K at
Cores 1− 4, respectively.
We close this section by comparing the tracking perfor-
mance of our adaptive-gain controller with those using fixed
gains. The need for an adaptive-gain control arises from
unpredictable program activity factors (α(t)), which may
vary widely during the program. We simulated the four-core
system but applied the controllers only to core 4 running the
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Fig. 4. Tracking results with Continuous Frequencies
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Fig. 5. Tracking results with Discrete Frequencies
fluidanimate benchmark. The frequency range is continuous.
We chose a low gain of 10 and a high gain of 120. The graphs
of the temperature traces obtained from these two gains as
well as the variable-gain control are shown in Figure 6. It is
readily seen that the low gain results in the longest settling
times, while the high gain yields larger oscillations. Not
surprisingly, the tracking performance of the variable-gain
controller is better than those of the two fixed-gain controls.
V. CONCLUDING REMARKS
Temperature regulation has emerged as a fundamental
requirement of modern and future processors. The state of
the practice to date has been dominated by ad-hoc adaptive
heuristics. More recent attempts have begun to apply the
rich landscape of control theory to this problem. However,
these techniques have primarily dealt with temperature as a
constraint while controlling power dissipation.
This paper makes a subtle but important observation -
temperature ought to be directly regulated to track a target
value while power should be managed to maximize per-
formance. Regulating chip-wide temperature to a balanced
thermal field is necessary while preventing transitions across
a maximum temperature, since the latter can produce thermal
fields that adversely affect reliability and performance. Fur-
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Fig. 6. Tracking results with fixed gains and variable gains
thermore, unlike prior works we consider a nonlinear, time-
varying plant model that explicitly captures the exponential
dependence of temperature and static power, and devise a
distributed control technique that trades off precision with
simplicity of real-time computations. Simulation results us-
ing a full system, cycle level simulator executing industry
standard benchmark programs indicate convergence of our
regulation technique despite the modeling approximations.
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