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Ordinary phase separation (PS) is a generic phenomenon in density-driven first-order phase transitions. If the global density n is constrained in the "miscibility gap" (n In electronic systems one often encounters [1] [2] [3] [4] [5] first-order phase transitions driven by the electronic density n. PS in electronic systems is, however, severely hampered by the longrange Coulomb interaction. The macroscopic imbalance of charge due to PS has indeed an electrostatic-energy cost that grows faster than the volume in the thermodynamic limit. This has been discussed by many authors [1, 4, 5] who have proposed that the system should instead break in domains so as to maintain large-scale neutrality.
Nagaev and collaborators have pioneered the study of this frustrated PS (FPS) in the context of doped magnetic semiconductors by considering a PS state made of spherical drops [1] .
Despite this and other studies [4, 5] FPS is a poorly understood problem specially in the broader context of strongly correlated systems where nevertheless FPS is an ubiquitous phenomenon. Examples where FPS can potentially play an important role are the Mott-Hubbard metal insulator transition, the doped antiferromagnet [4] , the Wigner crystallization transition in the 2D and 3D electron gas [2] , the puzzling metal-insulator transition observed in heterostructures [6] , the complex phase diagram of manganites [1, 5] , etc. Related phenomena have also been discussed in the context of neutron star matter [7] .
In this work we extend Nagaev's approach within a generic scenario of FPS and consider the situation in which the size of the inhomogeneities is mesoscopic i.e. much larger than the interparticle distance. We restrict to 3D systems although our results can be easily generalized to lower dimensionality.
As in the ordinary Maxwell construction, our results are independent of the specific nature of the two phases. This is in contrast with the more complicated case in which the scale of the inhomogeneities is of the order of the interparticle distance and the resulting texture is determined by the details of both short-and long-range interactions on an equal footing [4] .
In our case because of the mesoscopic hypothesis the inhomogeneities can be treated as charged classical objects which order in a regular array. The distance between inhomogeneities and their size is determined by the competition between the long-range Coulomb interaction and the interface boundary energy. Both effects introduce an energy cost (hereafter the mixing energy) and tend to frustrate the phase-separated state.
Assuming a uniform density (uniform density approximation (UDA)) within each phase we obtain the coexistence equations which generalize the Maxwell construction to the present situation. These equations can be applied to different geometries of the inhomogeneities (drops, layers, etc.). Their solution is presented when each phase can be simply characterized in terms of a few density-independent physical parameters (compressibility, etc.). We introduce a dimensionless coupling constant λ which is given by the ratio of the characteristic energy loss due to the mixing energy and the characteristic energy gain due to the Maxwell construction. We find that: i) The coexistence region shrinks as λ increases and the uniform phases are stabilized for densities at which a Maxwell construction in the absence of long-range Coulomb interaction would predict a PS state. ii) The transition to the mixed state is abrupt in contrast with ordinary Maxwell construction. iii) The local phase densities depend on the global density n, again in contrast with Maxwell construction, giving rise to novel nonlinear effects. iv) The inhomogeneity radius is of the order of or smaller than the electric-field screening length. v) If the two phases are both compressible, a critical value of the coupling constant (λ c ) exists above which mesoscopic PS is not possible. In the latter case two situations can occur depending on the nature of the uniform phases. If the uniform phases can be connected continuously, the system is always in a uniform neutral single phase. If the electronic free energies have instead a crossing point at a critical density n c a lattice instability occurs close to n c leading to coexistence of two uniform neutral phases with different unit cell volumes.
In the same spirit of the Maxwell construction our starting point are bulk free energies per unit volume of hypothetical uniform and neutral phases f A and f B . Within the mixed state the phases are assumed to have different charge densities −en A , −en B (constant within each phase) in a rigid background of charge density en. We have explicitly checked the validity of the UDA by a more involved computation in which the densities are allowed to vary also within each phase [8] . We had found that the UDA is quantitatively correct for not too large frustration and it is a good approximation even for strong frustration provided n A and n B are interpreted as average densities. Indeed the UDA is successful since the inhomogeneity extends to a radius constrained according to point iv) mentioned above.
The total volume and number of electrons are fixed and the system is globally neutral.
The densities obey, therefore, the constraint n = (1 − x)n A + xn B , where x is the volume fraction of the B phase. The total free energy per unit volume in the mesoscopic mixed state reads
The mixing energy per unit volume is given by e m = e e + e σ , with e e (e σ ) the electrostatic (surface) energy density. e e is the mesoscopic electrostatic energy correction due to the fact that one phase is undercompensated and the other one is overcompensated by the background. The underlying assumption is that in the many-body problem there is a separation of length scales so that the short-range effects of the interaction (i.e. on the scale of the interparticle distance) can be incorporated in the bulk free energies whereas the long-range effects of the Hartree type can be taken into account in e e . Thinking in terms of the Fourier-transformed Coulomb potential, e e takes into account the terms 4πe 2 /q 2 with wave vector q close to q = 0 that do not cancel with the background and give a large contribution to the energy. e σ is the contact short-range contribution to the energy at the interface between A and B.
Consider a periodic array of B phase inhomogeneities hosted by A. For simple geometries the B inhomogeneity can be characterized by a linear dimension R d and by the inhomogeneity volume ∝ R D d where the effective dimensionality D is 1, 2, 3 for layers, rods and spherical drops, respectively. In order to compute e e in the simple geometries we use the Wigner-Seitz approximation, i.e. we divide the space in slightly overlapping and globally neutral unit cells of linear dimension R c with the same effective dimensionality D. The electrostatic contribution is then computed adding the electrostatic self-energy of each cell [1, 7, 8] . We can eliminate R c in favor of R d and the volume fraction x using x = (R d /R c ) D . Due to the densities constraint this leaves three parameters x, R d and δ ≡ n B − n A to be determined.
The interface boundary energy is characterized by a parameter σ with dimensions of energy per unit surface. In general σ will depend on the nature of the two phases and on the densities. Here we neglect the density dependence for simplicity. In the simplest geometries the surface energy density is given by e σ = xσD/R d .
The electrostatic energy density must be proportional to the square of the electronic density difference between the two phases. Using dimensionality arguments, one finds that e e ∝ e 2 δ 2 R 2 d , where the proportionality factor is a dimensionless function of x and can be computed in detail integrating the electric field in the Wigner-Seitz cell [1, 7, 8] .
The mixing energy e m is the only free-energy term depending explicitly on R d which can therefore be eliminated by minimizing e m with respect to it. One obtains
where all the geometric information are contained in the dimensionless function u(x). This equation is also valid if B (and not A) is the host by changing u(x) → u(1 − x). In fig. 1 we plot u(x) obtained from detailed computation [8] in the two geometries of spherical drops and of layers. As one can expect from general surface energy considerations the A (B) drop solution is the most favorable geometry at large (small) volume fraction. In the limit x → 0 or x → 1 the electric field inside the Wigner-Seitz cell vanishes rendering e e → 0 and u(x) → 0.
Minimizing the free energy with respect to δ and x, we obtain the coexistence equations: Here
are the electronic pressures (the chemical potentials) of the bulk phases. Equations (3), (4) are our generalization of the Maxwell construction which is recovered in the limit e → 0.
To avoid the complications of switching from different geometries, we define a symmetrized drop function given by u(x) = 3
which interpolates smoothly between the correct drop geometry in the limits x → 0 and x → 1. To determine the optimal geometry at intermediate x is beyond the scope of this work, however, as is apparent in fig. 1, u(x) , and consequently all our results are weakly sensitive to the particular geometry considered. From now on we will restrict to the symmetrized drop geometry but one should keep in mind that the results are qualitatively valid independently of the choice of the optimum geometry as a function of x. We can also define a symmetrized drop radius that interpolates smoothly between the B drop radius at small x and the A drop radius for x close to 1:
This is expression for R d is strictly valid close to x = 0, 1 otherwise it has the meaning of a typical inhomogeneity size.
To gain further insight, we solve the coexistence equations in a simple case. We assume that f A can be expanded around the density n A 0 :
and similarly for f B . The reference densities n (k A , k B ) . We call the phase with compressibility k m the "soft phase". Important as shown in eq. (2) . The other is the Maxwell construction phase separation energy, i.e. the energy that the system would gain by PS in the absence of long-range Coulomb interaction, and is of order δ 2 0 /k m . The ratio of these two energies defines a dimensionless constant that characterizes the degree of frustration:
where the numerical factors have been introduced for convenience. Large values of λ correspond to high frustration. In addition to λ the theory has other two dimensionless parameters, the dimensionless density n ≡ (n − n 0 A )/δ 0 and the ratio k A /k B . The coexistence equations are solved numerically without further approximations. In fig. 2 we show the phase diagram in the λ-n plane for the two limiting case k A = k B and k A = 0. This last case (k A = 0) is representative of the coexistence of an insulator (A) with a metal (B). In both cases k A = k B and k A = 0 one sees that, as λ increases the n range of stability of PS shrinks (point i) above). When the host phase is incompressible, one sees from fig. 2 at small n , that a drop state is stable no matter how big λ is. Indeed in this case the PS energy gain stays finite at n 0 A (the Maxwell construction density) whereas the energy cost e m ∼ u(x) ∼ x ∼ n vanishes.
In fig. 3 we report the behavior of the symmetrized drop radius, volume fraction and the density of the B phase as a function of the global density for k A = 0.
The behavior of the system close to the threshold for the appearance of drops is largely independent of the compressibility of the drops and is mainly determined by that of the host. Indeed the boundary line ( fig. 2 ) is very similar for k A = 0 and for k A = k B , when n > 1/2, where B plays the role of the host. To further illustrate this point we also show in fig. 3 the volume fraction for k A = k B and λ = 0.2 (thick dashed line). Near the threshold density (n ≈ 0.76) (for both k A = 0 and k A = k B ) the curves practically coincide. Therefore the case k A = 0 alone contains the two physically relevant cases of an incompressible host (A) for small n and a compressible host (B) for large n . Because of this, we analyze this case in more detail.
Starting from n = 1 and reducing n at fixed λ one switches from the uniform B phase (x = 1, n B = n) to the A drop state (fig. 3) . For the generic case of a compressible host the transition is abrupt with a discontinuity of both the volume fraction and the local density (point ii) above). Reducing the density further the two phases exchange their role and the host is the incompressible phase A. In this case (incompressible host) the transition is continuous as can be seen from the fact that x goes continuously to zero when n → 0. Indeed the mixing energy, responsible of the nonlinearities, becomes irrelevant in this limit as explained above.
Remarkably in contrast to the Maxwell construction, the local density n B depends on the global density ( fig. 3 ) and more interestingly it increases as the global density decreases (point iii) above). This behavior is generic for compressible phases, independent of the ratio k A /k B and can give rise to unexpected effects in real systems. Any physical quantity that depends on the local density will have an anomalous behavior in the coexistence region. We have recently proposed that this may be the reason why some manganites have regions of doping where the doping dependence of the Curie temperature (dT c /dn) has opposite sign with respect of the double exchange predictions. We assume a FPS state where the T c of ferromagnetic inhomogeneities depends on the local density rather than the global one [8] .
Independently of k A /k B the drop radius R d behaves as 2 √ λl s for small λ and saturates to a value close to 2l s for large λ with some smooth variation around these values upon varying the global density ( fig. 3 ). Generically inhomogeneities can only appear if they are small enough that the electric field can penetrate them (point iv) above). Indeed for large λ and k A = 0 only soft-phase (B) drops are allowed (n small, fig. 2 ) and the radius R d ∼ 2l s is of the order of the screening length in the drops. For small λ since l s is the smallest screening length among A and B and R d ∼ 2 √ λl s l s , drops are penetrated by the field independently of k A /k B . We mention that the same criterion applies to the interstitial regions.
This behavior is better understood when the UDA is relaxed [8] by noticing that metallic inhomogeneities with a radius much larger than the metallic screening length would have a central region with zero electric field where the local density coincides with the average density. The energy density of this central region is exactly that one of a uniform phase and there is no PS energy gain which would stem from shifting the local density from the global density value. Then if inhomogeneities are stable, it will be convenient to break the drop to avoid this passive region until the drop itself becomes at least of the order of the screening length.
When the phases are both compressible, a critical value of the coupling exists such that for λ > λ c the inhomogeneous state is not possible (fig. 2 ). This does not depend on the specific parameterization of eq. (6). It rather depends on the existence of a maximum available PS energy gain per unit volume. More specifically this gain is given by the largest difference between the Maxwell construction free energy and the most stable uniform free energy at each global density. If frustration increases at some point the mixing energy cost is not compensated by this energy gain. Two situations can then occur. The two phases in the absence of long-range Coulomb interaction can be connected continuously through the instability region as in van der Waals treatment of the liquid-gas transition. In this case one expects that the first derivative of the bulk free energy with respect to the density is continuous and the second derivative (the compressibility) is negative in some range. For λ > λ c this finite negative compressibility is compensated by the background which we assume to have a very large positive inverse compressibility and the whole system is in a stable single phase at all densities.
When instead the two phases cannot be connected continuously, e.g., because of a symmetry mismatch, the bulk free energies should cross at a critical density n c just as in our simple parameterization of eq. (6). For λ > λ c the transition occurs at n c between the two uniform phases. Then a severe problem occurs because the free energy has a cusp pointing up at n c and the electronic inverse compressibility is minus infinity. The system cannot be stabilized by the large but finite positive inverse compressibility of the background. Clearly in this situation one has to consider that the background is compressible from the beginning. We have therefore extended the expansion of eq. (6) and allowed the background volume per formula unit to be different in the two phases with a certain lattice compressibility. The free energy as a function of the unit cell volume consists now of a parabola with positive curvature given by the lattice compressibility plus a pointing up cusp due to the singular electronic contribution. As a result one has a two minima structure for the total free energy. In this case a standard Maxwell construction analysis gives a coexistence between neutral phases with different unit cell volumes (point v) above). * * * This work was partially supported by PIP 4952/96 of CONICET and by the INFM Center for Statistical Mechanics and Complexity (SMC).
