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4Introduccio´n
Diversos procesos de las Ciencias Aplicadas se pueden modelar matema´-
ticamente usando ecuaciones que involucran operadores diferenciales.
Para este tipo de problemas, por lo general se puede establecer una
teor´ıa de existencia y unicidad para intervalos de tiempo, sin embargo,
puede suceder que la solucio´n deje de existir en un tiempo finito, este
feno´meno aparece cuando la solucio´n tiende a infinito si el tiempo se
apro´xima a un cierto tiempo finito T > 0.
En las ecuaciones no lineales puede aparecer este feno´meno relacionado
simplemente a la estructura no lineal del problema, como se puede
evidenciar en el siguiente ejemplo. Considerese la ecuacion ordinaria
u′ = f(u), u(0) = u0 > 0
donde f es positiva, creciente y regular. En particular cuando f(u) = up
con p > 1, esta ecuacion tiene como u´nica solucio´n a
u(t) = Cp(T − t)
−1
p−1
donde, T = u1−p0 (p−1)−1 y Cp = (p−1)
−1
p−1 , la solucio´n u(t) existe y es
regular para todo t < T y u(t)→∞ cuando t→ T−. En este caso, se
dice que la solucio´n u explota en tiempo finito T . (En literatura inglesa
se conoce como Blow-up). En general, si
∫ +∞
1/f < +∞, entonces u(t)
explota en tiempo finito T .
Las Ecuaciones Diferenciales Parciales (EDP) aparecen en problemas
relacionados con campos electricos, dina´mica de fluidos, difusio´n y
movimientos ondulatorios, entre otros. E´stas tratan problemas que
tienen estructura espacial y temporal, es decir, su solucio´n u depende
de la posicion x y del tiempo, u = u(x, t) con x ∈ Ω un dominio en
Rn y t ∈ [0, T ), entre e´stos se encuentran los problemas de Reaccio´n -
Difusio´n.
En la la teor´ıa de propagacio´n te´rmica y combustio´n es natural que
sean modelados de la forma:
ut(x, t) = A(u(x, t)) + f(u(x, t))
donde A es un operador el´ıptico de segundo orden, el cual puede ser
no lineal y degenerado que representa la difusio´n y f(u) es una funcio´n
superlineal que representa la reaccio´n.
5Al analizar este tipo de problemas surgen interrogantes como: Hay
blow-up?, Cua´ndo?, Do´nde?, Co´mo?, su respuesta resulta de gran ı´nteres
y su importancia radica en la prediccio´n de comportamientos singulares
en modelos gobernados por ecuaciones de evolucio´n. Por tal razo´n, el
presente trabajo se fundamenta en el Ana´lisis y explosio´n de las solu-
ciones del problema de Cauchy asociado a un operador de difusio´n
No-Local.
El esquema del presente trabajo es el siguiente: En la primera seccio´n
se presentan los antecedentes, all´ı se hace una revisio´n Bibliogra´fica
que conlleva al planteamiento del problema. La segunda seccio´n corres-
ponde a los preliminares, se incluyen algunas definiciones y teoremas
necesarios para el desarrollo del estudio. En la tercera se desarrolla el
estudio de existencia y unicidad y en la cuarta seccio´n se analiza el
feno´meno de explosio´n de las soluciones del problema.
61. Antecedentes
En esta seccio´n se presentan los antecedentes del problema, resultado
de la revisio´n Bibliogra´fica de las principales fuentes de informacio´n
relacionadas con el tema de estudio.
Sea J : RN → R con N ≥ 1, una funcio´n no-negativa, suave, sime´trica,
con
∫
RN
J(r)dr = 1. Se asume estrictamente decreciente y de soporte
compacto en la bola unitaria.
Ecuaciones de la forma:
(1) ut(x, t) = J ∗ u− u(x, t) =
∫
R
J(x− y)u(y, t)dy − u(x, t),
y variaciones de e´sta han sido recientemente usadas para modelar pro-
cesos de difusio´n,ver [1] y [3].
En [3] se afirma que si u(x, t) se considera como la densidad en el punto
x en el tiempo t y J(x− y) representa la distribucio´n de probabilidad
de saltar de la posicio´n y a la posicio´n x, entonces, (J ∗ u)(x, t) es la
razo´n con la cual los individuos llegan a la posicio´n x desde las otras
posiciones y −u(x, t) =
∫
R
J(y − x)u(x, t)dy es la razo´n con la cual los
individuos dejan la posicio´n x para viajar a cualquier otra posicio´n.
Estas consideraciones en ausencia de fuentes externas llevan a que la
densidad u(x, t) satisfaga la ecuacio´n (1). Esta ecuacio´n es llamada
ecuacio´n de difusio´n no-local, debido a que el te´rmino difusio´n adema´s
de depender de x, depende de valores de y que esten en una vecindad
de x.
Como se puede ver en [8], la ecuacio´n (1) comparte algunas propiedades
con la ecuacio´n del calor ut = 4u, entre ellas, el principio del ma´ximo
y la propiedad de propagacio´n de velocidad infinita que establece que
si J es de soporte compacto y el dato inicial u(x, 0) > 0 para x ∈ R
entonces u(x, t) > 0 para (x, t) ∈ R× (0,∞).
Una ecuacio´n diferencial cla´sica, usada para modelos de difusio´n, es la
ecuacio´n de medios porosos (EMP) ut = ∆u
m, con m > 1. A pesar
de tener un comportamiento ana´logo con la ecuacio´n del calor, existe
una diferencia fundamental y es que la (EMP) tiene la propiedad de
propagacio´n de velocidad finita, es decir, en el caso en el que el dato
inicial u(·, 0) sea de soporte compacto, entonces, u(·, t), tiene soporte
compacto para todo t > 0. Las propiedades de su solucio´n han sido
7ampliamente estudiadas, ver [7].
Corta´zar, Elgueta y Rossi en [4] proponen y estudian un modelo de
difusio´n simple, no lineal y no local, donde la difusio´n para un punto
depende de la densidad. En este modelo la distribucio´n de probabilidad
de saltar de la posicio´n y a la posicion x de todos los otros lugares, esta
dada por
J
(
(x− y)
u(y, t)
)
1
u(y, t)
cuando u(y, t) > 0 y 0 en otro caso.
La razo´n de cambio de individuos que llegan a la posicio´n x de otros
lugares es
∫
R
J
(
(x− y)
u(y, t)
)
dy y la razo´n con la cual los individuos dejan
la posicio´n x para viajar a otros lugares es:
−u(x, t) =
∫
R
J
(
(x− y)
uα(y, t)
)
dy.
La ausencia de fuentes externas, conduce inmmediatamente al hecho
de que la densidad de u(x, t) tiene que satisfacer la ecuacio´n:
(2) ut(x, t) =
∫
R
J
(
x− y
u(y, t)
)
dy − u(x, t)
con dato inicial u(x, 0) = w(x, 0) + C, C > 0 y w(x, 0) ∈ L1(R)
En [4] se estudia la existencia y unicidad de las soluciones, un principio
de comparacio´n para las soluciones continuas, y el ana´lisis de frontera
libre. Lo anterior conduce a un comportamiento ana´logo a la (EPM).
Luego Bogoya, Ferreira y Rossi en [5] estudian el problema con condi-
ciones de frontera de Neumann asociado a (2),
(3) ut(x, t) =
∫ L
−L
J
(
x− y
u(y, t)
)
dy − J
(
x− y
u(y, t)
)
dy
en [−L,L]×[0,∞) con dato inicial u(x, 0) = u0(x). En este modelo se
asume que ningu´n individuo puede entrar o salir del dominio [−L,L],
es decir el flujo de individuos que entran o salen es nulo, luego se tienen
las condiciones de frontera de Neumann.
En [5] se estudia para (3), la existencia y unicidad de las soluciones,
un principio de comparacio´n y el comportamiento asinto´tico de las
soluciones, las cuales convergen al valor medio del valor inicial.
8Posteriormente, Bogoya en [6] estudia la generalizacio´n del problema
(2), en N dimensiones con N ≥ 1, con dato inicial u(x, 0) = u0 y
0 < α ≤ 1/N , el cual conlleva al problema:
(4) ut(x, t) =
∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t)dy − u(x, t)
All´ı se estudia la existencia y la unicidad de las soluciones, un principio
de comparacio´n para las soluciones de este modelo y se demuestra que
(4) tiene un comportamiento ana´logo a la ecuacio´n de medios porosos,
ya que sus soluciones satisfacen la propiedad de propagacion finita, es
decir que si el dato inicial es de soporte compacto, entonces la solucio´n
es de soporte compato a cualquier tiempo.
El presente trabajo se refiere al estudio del modelo (4) considerando
una fuente externa f y para analizarlo se tiene que:
1. La distribucio´n de probabilidad de saltar de la posicio´n y a la x esta
dada por
J
(
(x− y)
uα(y, t)
)
1
uNα(y, t)
para u(y, t) > 0 y 0 en otro caso.
2. La razo´n de cambio de los individuos que llegan a la posicio´n x de
todos los lugares es∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t)dy
3. La razo´n de cambio de los individuos que viajan de la posicio´n x a
otros lugares es
−u(x, t) = −
∫
RN
J
(
(y − x)
uα(x, t)
)
u−1−Nα(x, t)dy
4. f es la fuente externa del modelo, la cual satisface:
H1 : f : [0,∞)→ [0,∞) funcio´n convexa, creciente, con f(0) ≥ 0.
H2 :
∫ ∞
a
1
f(s)
ds <∞.
9Las cuatro condiciones anteriores, conducen a que la densidad de u(x, t)
satisfaga el siguiente Problema de Cauchy
(5) ut(x, t) =
∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t)dy − u(x, t) + f(u(x, t))
con dato inicial u(x, 0) = u0(x), u0 ∈ L1(RN).
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2. Preliminares
En e´sta seccio´n se dan conceptos y resultados de especial intere´s en este
trabajo, se encuentran definiciones y teoremas que tienen por finalidad
facilitar la comprensio´n del ana´lisis aqu´ı expuesto.
Definicio´n 1. Un Espacio Normado sobre C o (R), es un espacio vec-
torial V con una una funcio´n ‖ · ‖ : V −→ R tal que:
N1): Para todo x ∈ V ‖x‖ ≥ 0 y ‖x‖ = 0 si y solamente si
x = 0.
N2): Para todo x ∈ V y para α ∈ C ‖αx‖ = |α‖x‖.
N3): Para todo x, y ∈ V ‖x + y‖ ≤ ‖x‖ + ‖y‖. (Desigualdad
Triangular)
Definicio´n 2. Sea (X, ‖·‖) un espacio normado, (xn)n es una sucesio´n
de Cauchy si para todo ε > 0, existe un N > 0, tal que
‖xn − xm‖ < ε
si n,m ≥ N .
Definicio´n 3. Sean E y F espacios normados, f : E −→ F es una
funcio´n Lipschitz, si existe un M > 0, tal que para todo x, y ∈ E se
cumple que
‖f(x)− f(y)‖ ≤M‖x− y‖
M se denomina Constante de Lipschitz.
Definicio´n 4. Un Espacio de Banach es un espacio vectorial normado
completo.
Definicio´n 5. Sea X un espacio me´trico y f : X → X, se dice que f
es una contraccio´n si existe un nu´mero α ∈ (0, 1) tal que:
‖f(x)− f(y)‖ ≤ α‖x− y‖
para todo x, y ∈ X.
Teorema 1. Teorema de punto fijo de Banach. Sea X un espacio me´-
trico completo y f una contraccio´n, entonces existe un u´nico punto fijo
u ∈ X, tal que f(u) = u.
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Teorema 2. Teorema de la convergencia Mono´tona. Sea (fn)
∞
n=1 una
sucesio´n monotona de funciones A-medibles sobre X, que convergen a
una funcio´n f , entonces ∫
X
fdµ = lim
∫
X
fnµ
Teorema 3. Teorema de Cambio de Variable. Sea U ⊂ Rn un conjunto
abierto y acotado, y sea g : U → R una funcio´n inyectiva de clase C1,
tal que det(Dg(x)) 6= 0 para todo x ∈ U . Si f : g(U) → R es funcio´n
integrable, entonces ∫
g(U)
=
∫
U
(f ◦ g)| det(Dg)|
Teorema 4. Teorema de Fubini. Sean (X,M1, µ), (Y,M2, ϕ) espacios
de medida σ-finitos y F : X ×Y → R Sea U ⊂ Rn un conjunto abierto
y acotado, y sea g : U → Rn una funcio´n pi-integrable entonces las
funciones
f(x) =
∫
Y
Fxdϕ, g(y) =
∫
X
F ydµ
son integrables y vale∫
X
fdµ =
∫
Z
Fdpi =
∫
Y
gdϕ∫
X
[∫
Y
Fdϕ
]
dµ =
∫
Z
Fdpi =
∫
Y
[∫
X
Fdµ
]
dϕ
Definicio´n 6 (Explosio´n). Se dice que la solucio´n u(x, t) de un proble-
ma explota en tiempo finito T si existe un tiempo T > 0, tal que u(x, t)
esta´ definida para todo t ∈ [0, T ), pero
l´ım
t→T−
sup
x∈Ω
u(x, t) =∞
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3. Existencia y Unicidad
La existencia y unicidad de la solucio´n de (5) se obtiene como con-
secuencia del Teorema del Punto fijo de Banach aplicado al espa-
cio X = C([0, t0], L
1(RN)) con t0 > 0 fijo, dotado de la norma
‖|z|‖ = ma´x
0≤t≤t0
‖z(x, t)‖L1(RN ), donde
‖z(x, t)‖L1(RN ) =
∫
RN
|z(x, t)|dx
Proposicio´n 1. ‖|z‖| es una norma.
Demostracio´n. En efecto ‖|z‖| cumple:
N1: Por definicion ‖|z‖| = ma´x
0≤t≤t0
∫
RN
|z(x, t)|dx ≥ 0 y |‖z‖| = 0 si y solo
si z = 0.
N2: ‖|αz‖| = ma´x
0≤t≤t0
‖αz(x, t)‖L1(RN ) de lo cual se sigue que:
ma´x
0≤t≤t0
∫
RN
|αz(x, t)|dx = ma´x
0≤t≤t0
∫
RN
|α||z(x, t)|dx = ma´x
0≤t≤t0
|α|
∫
RN
|z(x, t)|dx
luego,
‖|αz‖| = |α| ma´x
0≤t≤t0
∫
RN
|z(x, t)|dx = |α||‖z‖|
N3: Cumple la desigualdad triangular. En efecto
ma´x
0≤t≤t0
∫
RN
|z(x, t)+w(x, t)|dx ≤ ma´x
0≤t≤t0
∫
RN
|z(x, t)|dx+ ma´x
0≤t≤t0
∫
RN
|w(x, t)|dx
y por propiedades del ma´ximo
ma´x
0≤t≤t0
∫
RN
|z(x, t)+w(x, t)|dx ≤ ma´x
0≤t≤t0
∫
RN
|z(x, t)|dx+ ma´x
0≤t≤t0
∫
RN
|w(x, t)|dx
luego se concluye:
|‖z + w‖| ≤ |‖z‖|+ |‖w‖|.
Por N1, N2 y N3 se tiene que |‖z‖| es norma. 
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Proposicio´n 2. El espacio X = C([0, t0], L
1(RN)) para t0 > 0 fijo,
con la norma ‖|z|‖ = ma´x
0≤t≤t0
‖z(x, t)‖L1(RN) es un espacio de Banach.
Demostracio´n. Veamos que X = C([0, t0], L
1(RN)) es completo con la
norma ‖|z|‖
En efecto, consideremos una sucesio´n de Cauchy (zn)n enX, luego dado
ε > 0 existe N > 0 tal que para n, k > N
|‖zn − zk‖| < ε
por definicio´n de la norma |‖ · |‖ en X se tiene que:
‖zn − zk‖L1(RN )(t) =
∫
RN
|zn − zk|(x, t)dx ≤ ma´x
0≤t≤t0
∫
RN
|zn − zk|(x, t)dx
= |‖zn − zk‖| < ε
luego, para t fijo (zn)n es una sucesio´n de cauchy en L
1(RN) por lo
tanto converge en L1(RN), es decir, existe z(x, t) tal que
l´ım
n→∞
‖zn − z‖L1(RN )(t) = 0
para todo 0 ≤ t ≤ t0.
Entonces
l´ım
n→∞
‖|zn − z‖| = l´ım
n→∞
ma´x
0≤t≤t0
‖zn − z‖L1(RN )(t) = 0
por tanto, dado ε > 0 existe k ∈ N tal que para n > k
|‖zn − z‖| < ε

Sea
Xt0 = {w ∈ C[0, t0];L1(RN) : w ≥ 0}
un subconjunto cerrado de C([0, t0];L
1(RN)). En efecto, si zn ∈ Xt0 y
zn → z , entonces z es una funcio´n continua y positiva, z ∈ Xt0 .
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Ahora, se hallara´ el operador Tu0 de (5). Tu0 : Xt0 −→ Xt0 :
al multiplicar (5) por et se tiene
etut(x, t) = e
t
(∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t)dy − u(x, t) + f(u(x, t))
)
agrupando te´rminos resulta,
et(ut(x, t)+u(x, t)) = e
t
(∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t)dy + f(u(x, t))
)
luego
etut(x, t) + e
tu(x, t) = et
∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t)dy+ etf(u(x, t))
y por la regla del producto para derivadas,
[et · u]′ = et
∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t)dy + etf(u(x, t))
e integrando a ambos lados,∫ t
0
[es.u]′ds =
∫ t
0
[
et
∫
RN
J
(
(x− y)
uα(y, s)
)
u1−Nα(y, s)dy + etf(u(x, s))
]
ds
de lo cual se sigue que el operador es:
(6)
Tu0(u)(x, t) = e
−t
∫ t
0
es
∫
RN
J
(
(x− y)
uα(y, s)
)
u1−Nα(y, s) dyds
+e−t
∫ t
0
es(f(u(x, s)) ds+ e−tu0
Inicialmente se estudia el problema (5) para f una funcio´n Lipschitz,
y luego por convergencia se extiende a una funcio´n que satisfaga H1.
El siguiente lema es muy importante para nuestro estudio.
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Lema 1. Sea w0, z0 funciones no negativas de L
1(RN) y w, z ∈ Xt0 y
f Lipschitz, entonces existe una constante C = (t0, K) > 0, tal que
|‖Tw0 − Tz0‖| ≤ C|‖w − z‖|+ ‖w0 − z0‖L1(RN )
donde C = [(1 + e−t0)(1 +K)]
Demostracio´n. Dados w, z ∈ Xt0 , entonces:
Tw0(w)(x, t)− Tz0(z)(x, t)
=e−t
∫ t
0
es
∫
RN
J
(
x− y
wα(y, s)
)
w1−Nα(x, s)dyds
+ e−t
∫ t
0
es (f(w(x, s))) ds+ e−tw0
− e−t
∫ t
0
es
∫
RN
J
(
x− y
zα(y, s)
)
z1−Nα(x, s)dyds
+ e−t
∫ t
0
es(f(z(x, s))ds+ e−tz0
agrupando te´rminos se tiene:
Tw0(w)(x, t)− Tz0(z)(x, t)
= e−t
∫ t
0
es
∫
RN
[
J
(
x− y
wα(y, s)
)
w1−Nα − J
(
x− y
zα(y, s)
)
z1−Nα
]
dy ds
+e−t
∫ t
0
es (f(w(x, s))− f(z(x, s))) ds+ e−t(w0 − z0)
de lo cual se sigue que
‖(Tw0(w)(x, t)− Tz0)(z)(x, t)‖L1(RN ) =
∫
RN
|Tw0(w)(x, t)− Tz0(z)(x, t)|dx
≤
∫ t
0
es−t
∫
RN
∣∣∣∣∫
RN
[
J
(
x− y
wα(y, s)
)
w1−Nα − J
(
x− y
zα(y, s)
)
z1−Nα
]
dy
∣∣∣∣ dx ds
+
∫ t
0
∫
RN
es−t |(f(w(x, s))− f(z(x, s))| dx ds+ e−t
∫
RN
|(w0 − z0)| dx
= I1 + I2 + e
−t||w0 − z0||L1(RN ).
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Para estudiar el te´rmino I1, se consideran los siguientes conjuntos
B+(s) = {y ∈ RN : w(y, s) ≥ z(y, s)}
B−(s) = {y ∈ RN : w(y, s) < z(y, s)}.
por tanto∫
RN
∣∣∣∣∫
RN
[
J
(
x− y
wα(y, s)
)
w1−Nα − J
(
x− y
zα(y, s)
)
z1−Nα
]
dy
∣∣∣∣ dx
≤
∫
RN
∫
B+(s)
[
J
(
x− y
wα(y, s)
)
w1−Nα − J
(
x− y
zα(y, s)
)
z1−Nα
]
dy dx
+
∫
RN
∫
B−(s)
[
J
(
x− y
wα(y, s)
)
w1−Nα − J
(
x− y
zα(y, s)
)
z1−Nα
]
dy dx
= A1 + A2.
Al ser J una funcio´n estrictamente decreciente, por el teorema de Fubini
se tiene que
A1 =
∫
RN
∫
B+(s)
[
J
(
x− y
wα(y, s)
)
w1−Nα − J
(
x− y
zα(y, s)
)
z1−Nα
]
dy dx
≤
∫
B+(s)
∫
RN
[
J
(
x− y
wα(y, s)
)
w1−Nα − J
(
x− y
zα(y, s)
)
z1−Nα
]
dx dy
haciendo
η =
(
x− y
wα(y, s)
)
β =
(
x− y
zα(y, s)
)
y aplicando el teorema de cambio de variable se tiene que∫
B+(s)
∫
RN
[
J
(
x− y
wα(y, s)
)
w1−Nα − J
(
x− y
zα(y, s)
)
z1−Nα
]
dx dy
=
∫
B+(s)
(
w(y, s)
∫
RN
J(α)dα
)
dy −
∫
B+(s)
(
z(y, s)
∫
RN
J(β)dβ
)
dy
=
∫
B+(s)
(w(y, s)− z(y, s)) dy
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y de forma similar para la integral A2. Por lo tanto
A1 + A2 ≤
∫
RN
|(w(y, s)− z(y, s))|dx
de lo cual se sigue que
I1 ≤
∫ t
0
es−t
∫
RN
|(w(y, s)− z(y, s))|dx ds
para estudiar el termino I2, como f es una funcio´n Lipschitz con cons-
tante K > 0, se tiene que
I2 ≤ K
∫ t
0
es−t
∫
RN
|(w(y, s)− z(y, s))|dx ds
En resumen∫
RN
|Tw0(w)(x, t)− Tz0(z)(x, t)| = I1 + I2 + e−t
∫
RN
|(w0 − z0)| dx
≤ (1− e−t)
∫
RN
|(w(y, s)− z(y, s))|dx
+K(1− e−t)
∫
RN
|(w(y, s)− z(y, s))|dx+ e−t
∫
RN
|(w0 − z0)| dx
≤ (1− e−t)(1 +K)
∫
RN
|(w(y, s)− z(y, s))|dx+ e−t
∫
RN
|(w0 − z0)| dx
≤ [(1− e−t0)(1 +K)]|‖w − z‖|+ e−t‖w0 − z0‖L1(RN )
y tomando el ma´x sobre [0, t] se obtiene que
|‖Tw0 − Tz0‖| ≤ C|‖w − z‖|+ ‖w0 − z0‖L1(RN )
con C = [(1− e−t0)(1 +K)] 
18
Teorema 5. Existencia y Unicidad. Sea f una funcio´n Lipschitz,
u0 ∈ L1(RN) funcio´n no negativa, existe una u´nica solucio´n u de (5)
tal que u ∈ C([0, t0];L1(RN)).
Demostracio´n. Sea Tu0 el operador definido en (6) y u ∈ Xt0 entonces,
Tu0 : Xt0 −→ Xt0 .En efecto, para u ≥ 0, se tiene que
Tu0f(u)(x, t) = e
−t
∫ t
0
es
∫
RN
J
(
(x− y)
uα(y, s)
)
u1−Nα(y, s) dy ds
+e−t
∫ t
0
es(f(u(x, s)) ds+ e−tu0 ≥ 0
lo cual garantiza que Tu0 ∈ Xt0 para cada u ∈ Xt0 .
Tomando z0 = w0 en el Lema 1 se tiene que
|‖Tw0 − Tz0‖| ≤ C|‖z − w‖|.
Para todo t0 tal que C < 1, se tiene que Tu0 es una contraccio´n, luego
por el Teorema del punto fijo de Banach existe un u´nico punto fijo u
de Tu0 en Xt0 el cual es solucio´n de (5) en C([0, t0];L
1(RN)). 
Como consecuencia de lo anterior se tienen las siguientes observaciones:
Observacio´n 1. Las soluciones de (5) dependen continuamente de las
condiciones iniciales, en el siguiente sentido: Si u y v son soluciones
de (5) con datos iniciales u0 y v0 respectivamente, entonces existe una
constante C˜ = C˜(t0, K), tal que
ma´x
0≤t≤t0
‖u(·, t)− v(·, t)‖L1(RN ) ≤ C˜‖u0 − v0‖L1(RN )
Demostracio´n. Sean u y v soluciones de (5) con condiciones iniciales
u0 y v0 respectivamente, entonces por el Lema 1 se tiene
‖|u− v‖| ≤ C‖|u− v‖|+ ‖u0 − v0‖L1(RN )
de donde
(1− C)‖|u− v‖| ≤ ‖u0 − v0‖L1(RN )
por lo tanto
‖|u− v‖| ≤ C˜‖u0 − v0‖L1(RN ),
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donde
C˜ =
1
(1− C)

Observacio´n 2. La funcion u, es solucio´n de (5) si y solo si
u(x, t) = e−t
∫ t
0
es
∫
RN
J
(
(x− y)
uα(y, s)
)
u1−Nα(y, s) dyds
+e−t
∫ t
0
es(f(u(x, s)) ds+ e−tu0(x)
Demostracio´n. ⇒ Si u es solucio´n de (5),entonces
Tu0(u)(x, t) = u(x, t)
⇐ Veamos que u(x, t) satisface (5). En efecto derivando u con respecto
a t se tiene que
ut(x, t) = −e−t
∫ t
0
es
∫
RN
J
(
(x− y)
uα(y, s)
)
u1−Nα(y, s) dy ds
+e−tet
∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t) dy
−e−t
∫ t
0
es(f(u(x, s)) ds+ e−tet(f(u(x, t))
−e−tu0(x)− u(x, t)
luego
ut(x, t) =
∫
RN
J
(
(x− y)
uα(y, t)
)
u1−Nα(y, t)dy − u(x, t) + f(u(x, t))
por lo tanto u(x, t) es solucio´n de (5). 
A continuacio´n se estudiara´ un principio de comparacio´n, el cual es
va´lido para funciones continuas.
Teorema 6. Principio de Comparacio´n. Sean u y v soluciones
continuas de (5) con datos iniciales u0, v0 respectivamente.
Si u(x, 0) ≤ v(x, 0) para todo x ∈ RN entonces u(x, t) ≤ v(x, t) para
todo (x, t) ∈ RN × [0, t0)
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Demostracio´n. Sean u y v soluciones de (5) con condiciones iniciales
u(x, 0) y v(x, 0) respectivamente. Supongamos que u(x, 0) y v(x, 0) son
funciones de soporte compacto C1.
Como u(x, 0) ≤ v(x, 0) existe un δ > 0 tal que u(x, 0) + δ < v(x, 0).
Asumiendo por contradiccio´n que la conclusio´n no se tiene, es decir, que
existe un tiempo t0 > 0 y un punto x0 ∈ RN tal que u(x0, t0) = v(x0, t0)
y u(x, t) ≤ v(x, t) para todo (x, t) ∈ RN × [0, t0).
Consideremos el conjunto G = {x ∈ RN : u(x, t0) = v(x, t0)}, el cual
es no vacio y cerrado.
Sea x1 ∈ G se tiene que:
0 ≤ (u− v)t(x1, t0)
=
∫
RN
(
J
(
(x1 − y)
uα(y, t0)
)
u1−Nα(y, t0)dy − J
(
(x1 − y)
vα(y, t0)
)
v1−Nα(y, t0)
)
dy
−(u(x1, t0)− v(x1, t0)) + (f(u(x1, t0))− f(v(x1, t0)))
≤ 0
lo cual implica que u(y, t0) = v(y, t0) para todo y ∈ B(x1), por lo
tanto, G es abierto. Luego se deduce que G = RN . Lo cual es una
contradicio´n entonces u(·, t0) ∈ L1(Rn)
Ahora sean un(x, 0) y vn(x, 0) sucesiones de funciones C
1 de soporte
compacto tales que, un(x, 0)↘ u(x, 0) y vn(x, 0)↘ v(x, 0) en L1(RN)
cuando n→∞, adema´s un(x, 0) ≤ vn(x, 0).
Sean un y vn soluciones con datos iniciales un = (x, 0) y vn = (x, 0)
respectivamente. Por el ana´lisis anterior se tiene que un(x, t) ≤ vn(x, t)
para todo (x, t) ∈ RN × [0, t0). De la Observacio´n 2 y del teorema de
convergencia mono´tona se sigue que un(x, t) → u(x, t), vn(x, t) →
v(x, t) cuando n→∞. 
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Hasta aqu´ı se ha garantizado la existencia y unicidad y un principio
de comparacio´n para la solucio´n de (5), con f una funcio´n Lipschitz
y positiva. Ahora, se extendera este ana´lisis a cualquier funcio´n f que
satisfag H1
Teorema 7. Para todo u0 ∈ L1(RN) funcio´n positiva, para todo f que
satisface (H1) , existe un tiempo T > 0 y una u´nica solucio´n u de (5)
tal que u ∈ C([0, T ];L1(RN)
Demostracio´n. Consideremos (fn)n una sucesio´n creciente de funciones
Lipschitz tal que fn ≤ fn+1 y fn(s) = f(s) en [0, n]. Sea un la solucio´n
de (5) con fuente fn y condicio´n inicial un(x, 0). Supongamos que las
condiciones iniciales satisfacen un(x, 0) < un+1(x, 0) y
un(·, 0) converge uniformemente a u(·, 0).
Por el Principio de Comparacio´n (Teorema 4.) se tiene que un(x, t) ≤
un+1(x, t), por lo tanto, existe u que puede ser ∞ en algunos puntos
tal que l´ımn→∞ un = u. Sea
T = sup
{
t | sup
x∈RN
u(x, t) <∞
}
T > 0. De la observacion 2 y por el teorema de la convergencia mono´tona
se sigue que u es la u´nica solucio´n de (5) en RN × [0, T ) con condicio´n
inicial u(x, 0) y fuente f(u).

En una forma similar se tiene el Principio de Comparacio´n para fun-
ciones f que satisfagan H1.
Teorema 8. Si f satisface H1 y u(x, t), v(x, t) soluciones continuas de
(5) con datos iniciales u0(x), v0(x) respectivamente. Si u0(x) ≤ v0(x)
para todo x ∈ Rn, entonces u(x, t) ≤ v(x, t) para todo (x, t) ∈ Rn ×
[0, T ).
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4. Ana´lisis de Explosio´n
Se analizara´ el feno´meno de explosio´n para las soluciones de (5), cuan-
do f satisface las hipo´tesis (H1) y (H2). En este sentido, se tiene el
siguiente Teorema.
Teorema 9. Sea u solucio´n de (5) con dato inicial (u0) > 0 y fuente f
que satisface las condicio´n (H1) y (H2), entonces u explota en tiempo
finito T .
Demostracio´n. Sea v una solucio´n de (5) con g(t) = v(x, t) para t > 0
y para todo x ∈ Rn, con condicio´n inicial g(0) = v(x, 0) > 0. Reem-
plazando en (5) se tiene que
g′(t) =
∫
RN
J
(
(x− y)
gα(t)
)
g1−Nα(t)dy − g(t) + f(g(t)).
Haciendo el cambio de variable r =
x− y
gα(t)
se tiene que
∫
RN
J
(
(x− y)
gα(t)
)
g1−Nα(t)dy =
∫
RN
J(r)g1−Nα(t)gNα(t)dr
= g(t)
∫
RN
J(r)dr = g(t),
por lo tanto las solucio´n g debe satisfacerla ecuacio´n diferencial
(7) g′(t) = f(g(t)), g(0) > 0.
Como f satisface la hipo´tesis (H2), se tiene que la solucio´n de (7) ex-
plota en tiempo finito.
Sea u(x, t) una solucio´n de (5) con dato inicial u0(x) ≥ g(0), por el
Teorema de Comparacio´n se tiene
u(x, t) ≥ g(t)
para todo (x, t) ∈ RN × [0, t0). Por consiguiente como g(t) explota en
tiempo finito se tiene que u(x, t) explota en tiempo finito. 
Corolario 1. La solucio´n u de (5) con f(u) = up, p > 1,f(u) = eu o
f(u) = (1 + u)(ln(1 + u))p, p > 1 explotan en tiempo finito.
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Se analizara´ el perfil de la solucio´n u de (5) para las funciones f dadas
en el corolario anterior. Del ana´lisis anterior si g(t) = u(x, t) es solucio´n
de (5) con dato inicial g(0) > 0 entonces g satisface (7), por lo tanto
se tiene el siguiente ana´lisis.
dg
dt
= f(g(t))
(8)
∫ g(T )
g(t)
ds
f(s)
=
∫ T
t
ds
De esta forma, considerando
F (g) =
∫ ∞
g
ds
f(s)
como g explota en tiempo finito T , entonces F (g(T )) = 0 y de (7) se
obtiene:
F (g(t))− F (g(T )) = F (g(t)) = T − t,
luego
(9)
∫ g(T )
g(t)
ds
f(s)
= T − t
Siguiendo los resultados anteriores, el ana´lisis del perfil de explosio´n
para las funciones presentadas en el corolario 1. es:
1.) Sea f(u) = up con p > 1, reemplazando en (9) se tiene:
∫ g(T )
g(t)
ds
sp
= T − t
para t ∈ [0, T ), por lo tanto
g1−p(T )
1− p −
g1−p(t)
1− p = (T − t)
g1−p(t)
1− p = (T − t)
1
(1− p)g−1+p(t) = (T − t)
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de esta forma se tiene que
1
(1− p)gp−1(t) = (T − t)
y as´ı
(10) u(x, t) = g(t) =
Cp
(T − t) 1p−1
donde Cp =
1
(p− 1) 1p−1
.
2.) En forma ana´loga sea f(u) = eu , reemplazando en (9) se tiene:
∫ g(T )
g(t)
ds
es
= T − t
−e−u(T ) + e−u(t) = T − t
luego
(11) u(x, t) = − ln(T − t).
3.) En forma ana´loga sea f(u) = (1 + u) lnp(1 + u) con p > 1, reem-
plazando en (9) se tiene:
∫ g(T )
g(t)
ds
(1 + s) lnp(1 + s)
= T − t
para t ∈ (0, T ), al resolver la ecuacio´n, resulta:
ln1−p(1 + u(T ))
1− p −
ln1−p(1 + u(t))
1− p = (T − t)
entonces,
(12) g(t) = ln
(
Cp
(T − t) 11−p
)
− 1
donde Cp =
1
(p− 1) 1p−1
.
El ana´lisis anterior nos permite enunciar el siguiente teorema.
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Teorema 10. Sea u(x, t) la solucio´n de (5) con condicio´n inicial g(0) >
0, se tiene que:
1. Si f(u) = up con p > 1, entonces u(x, t) ∼ Cp
(T − t) 11−p
.
2. Si f(u) = eu, entonces u(x, t) ∼ −ln(T − t).
3. Si f(u) = (1 + u) lnp(1 + u) con p > 1, entonces
u(x, t) ∼ ln
(
Cp
(T − t) 11−p
)
− 1
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