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Abstract
This thesis presents a numerical study of turbulent flows in internal combustion engines (ICEs) with
focus on selected modeling and physical aspects. All studies base on a substantial number of consecutive
cycles (up to 100) generated for simplified as well as state-of-the-art engine setups. Throughout the
work, the results are compared and validated to existing experimental data and results obtained by
direct numerical simulation (DNS). One major aspect is to study cycle-to-cycle variations (CCVs).
Appropriate modeling strategies for ICEs are intensively discussed. One example is the most suit-
able treatment of the intake and the exhaust ports. Here, three different port modeling strategies are
applied on a well-known experimental engine setup. Integral quantities are evaluated and the velocity
components as well as their fluctuations are compared to existing experimental data.
Furthermore, the accuracy of selected scale-resolving turbulence models and their capability to capture
large-scale and small-scale fluctuations are analyzed. For this, three LES models (Smagorinsky, WALE
and Sigma), one hybrid model (DES-SST) and one second-generation URANS model (SAS-SST) are ap-
plied to a simplified engine setup. The predicted averaged velocities and the resolved fluctuations are
compared to each other and to reference data from DNS and experiment. The investigated key aspect is
the models’ capability to resolve CCVs.
A quasi steady state flow bench configuration is used to analyze the effect of the applied turbulence
model and the numerical grid on the flow in the vicinity of the intake valve. For a detailed investigation
with regard to the intake jet, the velocity field is transformed into a local jet-adapted coordinate system.
Based on this transformation, three characteristic zones within the intake jet are identified.
A simplified engine setup is used to quantify the cyclic variability of large-scale structures within the
combustion chamber in a next step. For that purpose, a novel ad-hoc methodology is presented. This
methodology (combining proper orthogonal decomposition and conditional averaging) groups the in-
stantaneous flow fields into different subsets and allows a quantification of a large and a small-scale
contribution to the total fluctuations.
The generation of the large-scale tumble structure and its interaction to the piston boundary layer dur-
ing the intake stroke is studied based on an experimental gasoline engine setup with a state-of-the-art
cylinder head. The instantaneous and phase-averaged tumble structures within the 3D flow field are vi-
sualized. Based on specific values of the dimensionless wall normal distance, the thickness of the piston
boundary layer is computed and its interaction with the large-scale tumble structure is studied.
Finally, the tumble development during the compression stroke is considered based on two established
experimental engine setups, for which benchmark data was made available. After a general evaluation of
the phase-averaged and instantaneous tumble structures, the CCV is quantified. To quantify the kinetic
energy stored by the in-cylinder charged motion, the phase-averaged tumble intensity is evaluated. The
tumble development during the compression stroke is subdivided into four consecutive phases.
In summary, this thesis offers a significant advance in the evaluation of several modeling strategies.
Furthermore, it contributes to a deeper understanding of the in-cylinder flow processes, especially during
the intake and compression stroke.
III

Kurzfassung
Die vorliegende Arbeit präsentiert eine numerische Untersuchung von Strömungen in Verbrennungsmo-
toren. Der Fokus liegt auf ausgewählten modellierungsspezifischen und physikalischen Aspekten.
Als Grundlage dienen sowohl vereinfachte als auch moderne seriennahe Motorkonfigurationen. Die
erzeugten Simulationsergebnisse werden mit verschiedenen Referenzergebnissen (Experiment und di-
rekte numerische Simulation) verglichen. Im Rahmen der Arbeit werden ausschließlich skalenau-
flösende Turbulenzmodelle verwendet, um auch durch zyklische Schwankungen hervorgerufene Effekte
zu berücksichtigen.
Ein kritischer und häufig diskutierter Punkt bei der Berechnung von Verbrennungsmotoren stellen
die verschiedenen zum Einsatz kommenden Modellierungsansätze dar. Im ersten Schritt wird basierend
auf einem experimentellen Versuchsmotor die Handhabung des Rechengebietes analysiert. Dabei kom-
men drei verschiedene Ansätze zur Behandlung des Ein- bzw. des Auslasskanals zum Einsatz. Die Bew-
ertung erfolgt mittels integraler Größen, Geschwindigkeitskomponenten und deren Fluktuationen. Die
so gewonnenen Ergebnisse werden untereinander und mit experimentellen Daten verglichen.
Weiterhin wird auf Basis einer vereinfachten Motorkonfiguration die Genauigkeit ausgewählter Tur-
bulenzmodelle sowie deren Fähigkeit, zyklische, groß- und kleinskalige Schwankungen korrekt
wiederzugeben, untersucht. Hier kommen drei LES-Modelle (Smagorinsky, WALE und Sigma), ein
hybrides Modell (DES-SST) und ein URANS-Modell der zweiten Generation (SAS-SST) zum Einsatz.
Mit Hilfe eines quasi-stationären Strömungsprüfstandes wird die Sensitivität des Rechenergebnisses
hinsichtlich des zum Einsatz kommenden Turbulenzmodells und Rechengitters betrachtet. Der Fokus
der Auswertung liegt dabei auf dem Einlassjet in unmittelbarer Nähe zum Einlassventils. Zur weit-
erführenden Analyse wird das Geschwindigkeitsfeld mittels eines lokal an den Einlassjet angepassten
Koordinatensystems transformiert und in drei charakteristische Zonen unterteilt.
Anhand einer vereinfachten Motorkonfiguration werden die zyklischen Schwankungen innerhalb
des Brennraums analysiert. Mittels einer neu entwickelten Methode werden die instantanen
Geschwindigkeitsfelder in verschiedene Gruppen eingeteilt. Diese Gruppierung geschieht durch eine
kombinierte Anwendung der „proper orthogonal decomposition” und einer „konditionierten Mittelung”.
Anschließend können die Fluktuationen in einen groß- und einen kleinskaligen Anteil zerlegt werden.
Im weiteren Verlauf der Arbeit wird die Ladungsbewegung innerhalb des Brennraums (Tumble) sowie
deren Auswirkung auf die Strömungsgrenzschicht auf dem Kolben untersucht. Die instantanen Tumble
und deren Phasenmittel werden innerhalb des 3D-Strömungsfeldes visualisiert. Die Dicke der Kolben-
grenzschicht wird (anhand spezifischer Werte des dimensionslosen Wandabstandes) ausgewertet und die
Verbindung mit der Tumble-Struktur hergestellt.
Zum Abschluss wird der Tumble während der Kompressionsphase bewertet. Die Basis hierfür bilden
zwei hochmoderne experimentelle Versuchsmotoren. Die Bewertung des Tumble erfolgt anhand seiner
räumlichen Entwicklung, der auftretenden zyklischen Schwankung und der phasen-gemittelten Tumble-
Intensität.
Zusammengefasst stellt diese Arbeit einen wesentlichen Fortschritt bei der Bewertung von ver-
schiedenen Modellierungsstrategien dar. Weiterhin leistet sie einen Beitrag zum verbesserten Verständnis
der innermotorischen Strömungsphänomene während der Einlass- und Kompressionsphase.
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1 Introduction
Despite the growing trend of electrically driven cars, internal combustion engines (ICEs) will continue
to play a leading part in the short, medium and long term future [1–3]. This is particularly true for
the transport sector (e.g. heavy commercial vehicles and cargo ships), where no adequate alternative
currently exists. Engine manufacturers are faced with contradictory requirements. On the one hand,
customers often expect a high-performance powertrain [4] and on the other, the legislature sets more
and more stringent requirements in terms of emissions and fuel consumption. On September 1st 2017
the Euro 6c standard came into force within the European Union (EU), which bases for the first time
on the Worldwide harmonized Light vehicles Test Procedure (WLTP) [5–7]. Compared to the former
test cycle (New European Driving Cycle; NEDC), emissions and energy consumption are measured on
an extended range of engine speed and load as well as with a stronger focus on transient phases. The
measurement of real driving emissions (or a reduction of the currently applied confirmation factors) in
the future leads to a further growth in complexity and therefore to a significantly increased effort in
development [8, 9]. Up to 2021, the “average specific emissions of CO2”, which serve as a standard
for fuel consumption, have to be reduced to 95 gkm−1 for newly registered cars and light commercial
vehicles [10, 11]. A notable reduction can only be achieved by a combination of various measures
(e.g. hybridization, lightweight design, synthetic fuels) and by further improved engine technology. For
modern spark-ignited ICEs, direct injection, down-sizing and supercharging can be considered as stan-
dard. In addition, less widespread approaches (e.g. Miller cycle) became more and more popular in the
recent years, even for passenger cars [12]. A highly topical issue in research is the field of heat insulation
coatings [13–15], which aims to reduce thermal losses and thus increased efficiency (i.e. reduced fuel
consumption). The result of a consistent engine development strategy is presented in [16]. By means of
a skillful combination of different individual aspects (e.g. optimized gas exchange and piston contour),
a gasoline engine with a compression ratio of " = 14 and a significantly reduced fuel consumption could
be presented.
A strongly limiting element for a further increase in efficiency are the so-called cycle-to-cycle varia-
tions (CCVs). Several engine parameters (e.g. spark timing and injected fuel mass) are set with regard
to a representative averaged cycle. For example, cyclic variations in flame propagation lead to devia-
tions in terms of the desired center of combustion and therefore to efficiency losses or even to critical
operating states (e.g. knock). A fundamental problem of these CCVs is that the complex non-linear
cause-and-effect chain (CEC), starting from cyclic variations of the intake flow and finally leading to
cyclic variations of the combustion process, is not fully understood. Consequently, it is difficult to apply
suitable countermeasures. To enable a basic understanding of this CEC, the engine process is divided
into the three consecutive phases intake flow, spray formation and mixing and combustion. Each of these
phases is characterized by a variety of individual phenomena. The majority of them are highly sensitive
towards initial and boundary conditions. The interaction of these phenomena constitutes a complex
system where instabilities are amplified and may evolve in space and time. For that reason, at the same
crank angle of consecutive cycles different conditions develop (referred as CCVs). Figure 1.1 schemat-
ically illustrates the previously mentioned phenomena which occur within the consecutive phases of a
spark-ignited 4-stroke gasoline engine with direct injection.
Version: July 14, 2018 1
Figure 1.1: The overall engine process is divided into three consecutive phases: intake flow, spray for-
mation and mixing as well as combustion. Within these phases several fundamental phenomena and
sub-processes are identified. The progression of each phenomenon/process is highly sensitive towards
initial and boundary conditions. The interaction of all processes constitutes a complex system, in which
instabilities are amplified and may evolve in space and time (referred as cause-and-effect chain). For that
reason, at the same crank angle of successive cycles different (flow) conditions develop. These varying
conditions are referred as cycle-to-cycle variations. Picture taken from [17].
During the intake flow, fresh gas enters the combustion chamber, due to the piston motion and
the resulting increase of the cylinder volume. Starting at the intake port, the cylindrical valve shaft
represents an obstacle where, depending on the actual flow rate, various phenomena can be identified
(e.g. vortex shedding, turbulence) [18, 19]. After an acceleration of the fluid caused by the valve gap,
a turbulent jet is formed [20–22], while its fundamental position is defined by several factors like the
inclination of the intake port/valves as well as the existence and position of machined separation edges.
A free turbulent shear layer arises and, with increasing penetration depth, the intake jet is destabilized
more and more regarding its position and orientation. Similar to a stagnation point [23–25] the intake
jet interacts with the cylinder liner, where it is redirected towards the piston first and along the piston
afterwards. The result leads to a large-scale vortical flow structure, the so-called “tumble”, which is an
important goal in engine development due to its positive effect on the subsequent fuel-air mixing and
combustion. The tumble acts like a storage system for the kinetic energy transported into the combustion
chamber during the intake stroke. Ideally, this kinetic energy is released repeatedly and in a well-defined
manner shortly before ignition occurs due to the tumble breakdown near to the top dead center at
firing (fTDC). The resulting small-scale turbulent fluctuations accelerate the flame front propagation
and consequently the combustion process. This helps to increase the efficiency of ICEs. A more detailed
overview of the importance of the tumble and its influence on subsequent processes is given in [26, 27].
Another important aspect are the boundary layers [18, 28, 29], which strongly depend on the tumble
over wide time periods. It is of particular interest for the entire operating cycle, as the fluid boundary
layer is directly coupled to the thermal boundary layer and thus to the heat losses.
In the injection phase, fuel is added to the cylinder charge. The flow within the injector (nozzle
flow) is highly complex (key word: cavitation) and investigated by several research teams (e.g. Engine
Combustion Network). Starting from the nozzle, the fuel enters the combustion chamber with a high
momentum in the form of a liquid jet. Immediately after the entering, it diverges and its surface becomes
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unstable, forming ligaments and droplets. This process is typically referred as primary breakup [30–32].
Subsequently, the secondary breakup [30, 33] occurs where the droplets break up into smaller droplets
until a critical point is reached (usually determined by the Weber-number). From then on, evaporation is
the dominant phenomenon [34, 35]. During the entire period, the droplets interact/collide with the sur-
rounding gas phase, with other ligaments and droplets and with the walls. A profound understanding of
these processes is very important for the development of direct-injecting ICEs running in stratified oper-
ation conditions, where several development objectives (e.g. minimized engine roughness and pollutant
formation) strongly depend on the local fuel-air mixture and the existence of wall films.
In spark-ignited gasoline engines, the combustion process is initiated by an electrical discharge. As a
result, a plasma channel occurs, which is strongly deflected and curved by the local flow field. From this
plasma channel, radicals and thermal energy are transported into the surrounding fuel-air-mixture and
the first self-propagating flame kernels are generated [36, 37]. The propagation speed of this exother-
mic reaction, the related emissions and the soot formation strongly depend on local conditions like the
equivalence ratio, temperature and turbulence intensity [38–40]. Reaching the walls, the reaction zone
rapidly cools down and the flame quenches, which can cause problems in terms of pollutant emissions
(unburned fuel and carbon monoxide [41–43]). This is especially the case for the piston crevice because
of its relatively large volume (depending on the engine design). The ongoing trend of higher specific
power densities increases the risk of undesired combustion phenomena, which, in the worst case, can
lead to engine damage. One of the most common of these phenomena is knock, which represents a
spontaneous ignition of the fuel-air mixture before the arrival of the flame front. These phenomena
were intensively investigated in the past [44–46] and still represent a highly topical field of research.
3D computational fluid dynamics (3D-CFD) is a fundamental tool for the investigation of the above
described phenomena, their role within the CEC and for preliminary design studies. Considering the
industrial engine development process, these topics are frequently done based on unsteady Reynolds-
averaged Navier-Stokes (URANS) and other statistical approaches. However, scale-resolving simulations
(SRSs), which are well-established in the academic community, are essential for the quantification of
CCVs and the detection of sporadically occurring phenomena (e.g. misfire and knock [45, 47]). A recent
review of phenomena investigated by means of SRSs is given in [27, 48]. One major drawback of SRSs
in ICEs are the computational requirements, which are orders of magnitudes beyond what is needed for
URANS [21, 49, 50]. This results from the need of a high spatial and temporal resolution for an indi-
vidual cycle and the necessity to calculate a statistically relevant number of cycles to obtain meaningful
averages. It should be mentioned that the “number of relevant cycles” is currently unknown and still a
topic of research. Furthermore, at the moment there is a lack of efficient methods to evaluate a large
amount of data which provide a high significance in terms of CCVs of large-scale coherent structures
(e.g. the intake jet or the tumble) and therefore new approaches have to be developed. In addition to
the previously mentioned issues there are still a number of open questions which have to be answered.
These questions concern modeling and physical aspects, such as:
• Where should the boundaries be positioned?
• How to treat the intake and exhaust port while the valves are closed?
• Which turbulence model should be applied?
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• How do coherent structure develop during an engine cycle?
• What is the importance of coherent structures with regard to the in-cylinder flow field (e.g. on
boundary layers)?
• How to quantify CCVs of coherent structures?
Some of these questions shall be clarified within this thesis.
The first section deals with the treatment of the numerical domain in ICE simulations. For SRSs,
the choice of an appropriate numerical domain and the placement of the boundaries is a challenge. On
the one side, its spatial extensions have a significant influence on the computational costs and have to
be kept as small as possible. On the other, it has to be large enough so that the region of interest is
not affected by the modeling approach (e.g. boundary conditions). The literature provides different port
modeling strategies for SRSs in ICEs, especially with respect to the extent of the computational domain
(boundary close to the flange vs. the entire system up to the plenum) and the numerical treatment of the
intake/exhaust when the valves are closed (enabled vs. disabled) [51–60]. To the author’s knowledge,
there has been no systematic comparative study for these different approaches in the context of ICEs.
This work’s aim is to identify the requirements for SRSs in terms of the treatment of intake and exhaust
ports to obtain accurate statistics (mean and variance) and CCVs.
The next section investigates the suitability of different turbulence models for SRSs at ICE flows,
a still unresolved issue in the industrial and academic community. Typically, turbulence models are
developed and validated for well-defined generic test cases. It is not clear whether these findings are also
valid for flows in complex geometries with spatial and temporal varying Reynolds numbers and moving
boundaries, where local flow structures might be significantly different. This is further complicated by
flows with several interacting phenomena (see above) which have to be predicted correctly. In previous
studies, several turbulence models were applied to engine flows. However, a comparison of these models
with regard to ICEs is difficult because of the large number of different engines and numerical approaches
[51, 53, 55, 60–68]. The scope of this study is to evaluate different turbulent models in terms of their
accuracy and capability to capture fluctuations, local flow structures and CCVs based on a single engine
and numerical approach.
Furthermore, the studies are extended by the investigation of physical aspects. In addition to a
sensitivity analysis in terms of the numerical mesh, the third section deals with the flow in the vicinity
of the intake valve. It constitutes the beginning of the CEC and significantly influences the in-cylinder
velocity field. Especially in the upper part of the cylinder a highly complex flow field occurs (indicated in
figure 1.1), which results from a multitude of interacting phenomena. The most dominant phenomena
are
1) the flow around bluff bodies,
2) turbulent jet,
3) flow separation,
4) wall reattachment and
5) the generation of recirculation zones.
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All these phenomena have been analyzed by experiments or direct numerical simulations (DNSs) based
on generic test cases. For example, the flow around bluff bodies was considered in [69–71]. Fundamental
studies of turbulent jets are presented in [72, 73]. The phenomena 3 to 5 were investigated by means
of a backward-facing step [74–76] and a turbulent offset jet [20, 22]. Several studies have shown that
SRSs can capture the flow field correctly when only a reduced number of these phenomena in simple
geometries are considered [19, 77–80].
Other experimental studies investigated the intake jet within engines on the symmetry plane [81–83]. In
[84, 85] magnetic resonance velocimetry was used to analyze the intake flow within the cylinder volume.
However, the SRS of a steady-state flow-bench configuration (i.e. intake flow based on non-moving
geometry) have revealed noticeable discrepancies between CFD and experimental findings [86]. Due
to its importance for the in-cylinder charge motion [51, 87] and the difficulties in terms of simulation,
this analysis focuses on the turbulent intake jet. The investigations are done on the valve middle plane
of a steady-state flow bench configuration and based on an ad-hoc “streamline method”. The aim is
to identify the intake jet and its characterization in terms of position, penetration depth and curvature.
Furthermore, two turbulence models are compared to one another.
Due to its importance in terms of the engine process, the tumble structure is investigated in the
next step. Borée, Maurel, and Bazile [87] analyzed the generation of the tumble using particle image
velocimetry (PIV). One of the major findings was the existence of a precessing vortex core (PVC), which
was also observed in a numerical study [51]. CCVs in tumble position, intensity and its spatial/temporal
breakdown lead to variations in terms of fuel-air mixture and combustion. Considerable research in
recent years has focused on a quantification of theses CCVs [81, 88–93]. However, most investigations
were limited to a phase-averaged statistical evaluation or to certain in-cylinder planes (i.e. 2D) and there
remains a need for an improved understanding of the full 3D tumble structure. This thesis addresses the
spatial and temporal development of the tumble structure during the intake stroke and the compres-
sion stroke. At first, a heuristic approach is used to identify its CCVs based on the velocity field. The
approach presented is a combination of proper orthogonal decomposition (POD) and conditional aver-
aging [87, 94–100] and quantifies the cyclic fluctuations of large-scale (coherent) and smaller structures
with respect to an ensemble average. Secondly, the tumble center (TC) position within a 3D flow field of
experimental engine setups [82, 101, 102] is investigated. For this purpose, an extension of a previously
developed 2D algorithm is used to characterize the phase-averaged tumble structure in terms of its po-
sition, its intensity and the CCVs. Subsequently, the tumble breakdown is considered, which is a highly
topical issue. For example, Janas [103] introduced a modified version of the two-point correlation for
an estimation. In this study, the tumble breakdown is analyzed based on integral quantities (i.e. volume
averaged tumble intensity and turbulent kinetic energy).
Additionally, the piston boundary layer during the intake stroke is analyzed. From a simulation
perspective, two approaches have to be distinguished.
• Wall-resolved boundary layer: Turbulence has to be fully resolved. Near wall turbulence length
scales are of the same order of magnitude as the thickness of the viscous sublayer which depends
on the Reynolds number.
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• Wall-modeled boundary layer: Modeling approaches are applied to avoid the necessity to resolve all
turbulent scales. These modeling approaches are frequently derived from classical boundary layer
assumptions (CBLA).
Typically, the boundary layers have to be fully resolved in classical large eddy simulations (LESs) of
wall-bounded flows. Although, a highly accurate prediction of the boundary layer is achieved, LESs are
difficult to apply (even in academic investigations) because of their high computational requirements
[21, 49, 50]. This is particularly true for most of application-oriented research (as is the case for IC
engine flows) where flows with moderate or high Reynolds numbers are considered. The frequently
used wall-modeled approach offers a resource-conserving alternative [18, 104–106]. However, previous
investigations have shown that the CBLA typically does not describe the real flow structure in ICEs [107,
108]. These findings are of high practical relevance since the wall resolution is usually not sufficient in
URANS and SRSs, and thus, new wall models have to be developed [109]. This work aims to provide
additional information about the complex flow structure close to the piston surface within the combus-
tion chamber. The piston boundary layer is investigated in terms of its velocity profile, its thickness and
how it is influenced by the tumble motion during the final phase of the intake stroke.
Table 1.1 gives an overview of the considered experimental engines setups, a selection of corre-
sponding publications and the investigations based on it.
Table 1.1: Considered engines and investigations done
Section Experimental References Addressed topics
research center (selection) (in this work)
3.1
TU Darmstadt [82, 102, 110, 111]
Numerical domain
(port treatment)
4.4 Tumble development
(during compression)
3.2
Imperial College London [68, 112, 113]
Choice of turbulence model
4.2 Quantification of CCVs
4.1 University Duisburg-Essen [86]
Mesh sensitivity analysis
Investigation of intake jet
4.3 TU Bergakademie Freiberg [101]
Tumble generation
(during intake stroke)
Tumble-piston interaction
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2 Numerical and modeling approach
This section gives an overview about the most important modeling approaches applied in this work. To do
so, the governing equations and the applied turbulence models are presented as a first step. Afterwards,
the CFD solver and the principle methodology utilized for ICE simulations are briefly discussed. Finally,
the terminology in terms of averaging used is clarified.
2.1 Governing equations
The section gives a short overview of the governing equations for fully compressible and turbulent flows
(as applied in section 3.1), solved by ANSYS CFX. Please note that the formalism in the following is
limited to those of an eddy viscosity model, which is applied throughout this thesis. A more general and
detailed description can be found in [21, 49, 114]. The transport equations for mass, momentum and
energy are defined as
∂ ρ
∂ t
+
∂ (ρeui)
∂ x i
= 0 , (2.1)
∂ (ρeu j)
∂ t
+
∂ (ρeuieu j)
∂ x i
= −∂ pm
∂ x j
+
∂
∂ x j

(µ+µt)

∂ eui
∂ x j
+
∂ eu j
∂ x i

︸ ︷︷ ︸
τi j+τmodi j

and (2.2)
∂ (ρ eH)
∂ t
+
∂ (ρeu j eH)
∂ x j
=
∂ pm
∂ t
+
∂
∂ x j

λ
∂ eT
∂ x j
+
µt
Prt
∂eh
∂ x j

+
∂
∂ x j
eui τi j +τmodi j  , (2.3)
where eφ represents the density-weighted quantity. It is defined as
eφ = ρφ
ρ
. (2.4)
φ denotes, depending on the specific modeling approach (LES or URANS), an either filtered or averaged
variable µ, λ and Prt represent the dynamic viscosity, the thermal conductivity and the turbulent Prandtl
number (Prt = 0.9). pm and µt denotes a modified pressure (includes the isotropic part of turbulent
fluctuations) and the eddy viscosity, while the latter requires modeling (see section 2.2). The quantityeH, defined as
eH = eh+ 1
2
eu jeu j + 0.5Þu′ju′j , (2.5)
describes the total enthalpy. This system is complemented by the equation of state for perfect gases,
which is defined as
p = ρ
R
W
eT , (2.6)
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with the molecular weight W and the universal gas constant R.
Please note that for the remaining sections an incompressible approach is applied. This leads to
a simplified system of equations (e.g. no Favre filtering and no energy equation), which is not further
described for the sake of brevity.
2.2 Turbulence models
In this work, several modeling approaches for SRSs are analyzed. These approaches can be divided into
three groups. The first is the group of large eddy simulations (LESs), which base on the filtered form of
equations (2.1) to (2.6). Here, the eddy viscosity is defined as
µt = ρ(cm∆)
2Dm , (2.7)
with the model-specific constant cm. The presented results are based on a non-dynamic formulation and
cm is set to a fixed value. An alternative would be a dynamic procedures, where the value of cm is adapted
locally [115–117]. The filter width is set to ∆= 3
p
∆x∆y∆z with ∆i as element size in x , y, z direction.
Dm represents the model-specific differential operator, which is described afterwards.
The second group consists of hybrid turbulence models, which combines LES and URANS [50]. In
the case of LES, the approach is fundamentally identical to those mentioned above. A small adjustment
is done for the filter width, which is set to ∆ = max(∆x ,∆y ,∆z), corresponding to the investigations
in [118, 119]. In case of an insufficient local grid size (in terms of LES), these models revert to a
URANS formulation. For URANS, which bases on the averaged form of equations (2.1) to (2.6), the
eddy viscosity is generally modeled as
µt∝ ρ L
2
t
, (2.8)
with a characteristic length scale L and characteristic time scale t [104]. A great advantage of this
approach is that a significant decrease in computational effort can be achieved [120], which is partially
true for wall-bounded flows.
Finally, the third group is formed by new URANS approaches, developed in the recent past. They
have the capability to resolve a substantial amount of turbulent fluctuations. The first type of these
so-called “second-generation” URANS models is the partially-averaged Navier-Stokes (PANS) approach
[121–123], where the eddy viscosity is factorized in a suitable way. The second type, which is investi-
gated here, is scale-adaptive simulation (SAS), which results from revisiting the k − L model developed
by Rotta [124].
The following investigation focusses on the Smagorinsky, WALE, Sigma, DES-SST and SAS-SST
turbulence model and the specific formulations are described next.
Smagorinsky model
This is one of the most widely used LES models [125] and has already been applied to a notable number
of ICE simulations [53, 60–65]. The differential operator is defined as
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Dm =
Ç
2eSi jeSi j , (2.9)
with the strain rate
eSi j = 0.5 ∂ eui
∂ x j
+
∂ eu j
∂ x i

. (2.10)
To avoid an overprediction of the eddy viscosity in the wall boundary layers, van Driest damping [126]
is used. It is defined as
fD(y
+) = 1− e− y
+
A+ , (2.11)
with the model constant A+ and the dimensionless wall distance y+. Throughout this study, the model
constant cm and A
+ is set to 0.1 and 25, respectively [49].
WALE model
The wall-adaptive local eddy viscosity (WALE) model [127] has already been used for ICE simulations
[66–68]. Dm is defined as
Dm =

Sdi jS
d
i j
 3
2
(eSi jeSi j) 52 + (Sdi jSdi j) 54 , (2.12)
with
Sdi j = eSikeSk j + eΩikeΩk j − 13(eSmneSmn − eΩmneΩmn) (2.13)
and
eΩi j = 0.5 ∂ eui
∂ x j
− ∂ eu j
∂ x i

. (2.14)
An important feature of this model is that it exhibits the correct scaling for the eddy viscosity µt = O (y3)
close to the wall (wall corresponds to y = 0). Furthermore, it has the capability to reproduce the laminar
to turbulent transition due to zero eddy viscosity in the case of pure shear. For this work, cm is set to 0.5
[127].
Sigma model
The Sigma model was developed by Nicoud et al. [128], where Dm is defined as
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Dm =
σ3(σ1 −σ2)(σ2 −σ3)
σ21
, (2.15)
with the singular values σi of the matrix Gi j = ∂ euk/∂ x i ∂ euk/∂ x j. Like the WALE model, the Sigma
model ensures the correct scaling of the eddy viscosity towards the wall. Furthermore, there are im-
provements in terms of 2D flows, solid body rotation, and isotropic expansion and contraction [128].
The model constant cm is set to 1.5 [129].
DES-SST model
Travin et al. [130] developed a detached eddy simulation model (DES-SST; DES in the following), which
belongs to the group of hybrid LES-URANS turbulence models and was successfully applied to ICEs [51,
55]. The underlying URANS approach is the shear stress transport (SST) turbulence model [131], which
solves a transport equation for the turbulent kinetic energy ek and the turbulent frequency eω [104]. The
dissipation term of the ek equation in the SST model is modified:
e"SST = β∗ek eω= ek 32Lt → e"DES = ek
3
2
LDES
, (2.16)
with the constant β∗. In the case of a sufficiently fine spatial resolution, the model-specific length scale
LDES = min(Lt , cDES∆) (2.17)
switches from the integral length scale Lt (i.e. the URANS approach) to a grid-dependent length scale
cDES∆ (i.e. the LES approach). The model constants are set in line with [131, 132] and [86].
SAS-SST model
For the SAS-SST model (SAS in the following) [133], an additional source term QSAS, defined as
QSAS =max

c1ρκeS2i j  LtLvK
2
− c2ρek max 1eω2

∂ eω
∂ x j
2
,
1ek2

∂ek
∂ x j
2
, 0

, (2.18)
is introduced into the scale-determining eω equation. c1 and c2 denote model constants, while κ repre-
sents the von Kármán constant. The von Kármán length scale
LvK = κ
q
2eSi jeSi j
u′′ (2.19)
is calculated based on
10
u′′ =
√√√∂ 2eui
∂ x2k
∂ 2eui
∂ x2j
. (2.20)
LvK allows the turbulence model to recognize resolved scales in unstable flows and to adjust the eddy
viscosity to a level which allows the formation of a turbulent spectrum, while attached boundary layers
are treated in URANS mode. The capability of the SAS model to resolve small-scale turbulent fluctuations
is shown in [133–138]. The model constants are the same as in [132, 133].
2.3 Solver, ICE methodology and engine basics
All simulations are performed using ANSYS CFX R16.0, with the exception of section 4.2 (ANSYS CFX
R15.0). The transport equations are discretized using a node-based finite volume method, which is
conservative and time-implicit [139–141]. A control volume is constructed around each nodal point of
the mesh and the fluxes are computed at the integration points located at the sub faces between two
control volumes. The mass flow is evaluated such that a pressure-velocity coupling is achieved [142].
The discrete system of equations is solved by a coupled algebraic multi-grid method [141]. For a reduced
numerical diffusion, a second-order backward scheme in time is used for all simulations presented in this
thesis. The solver’s suitability for SRSs in ICEs has investigated extensively and demonstrated in previous
works [19, 51, 55].
A crucial topic for the simulation of ICEs is the rather complex mesh generation taking into account
the moving piston and valves, which require special treatment. Here, the so-called key grid approach is
applied. Starting from an initial mesh, the grid is deformed according to the moving boundaries until
a critical mesh quality is reached. At this point a new mesh is generated and the previous results are
interpolated to it. A detailed description of the methodology can be found in [114, 143]. Both, the
implications of the mesh morphing and the interpolation in ANSYS CFX was investigated in detail in
[55].
In this work, several engines are considered and analyzed by a variety of different methods. To
present the results in a consistent and understandable manner, two basics have to be defined. The first
concern is the coordinate system, illustrated in figure 2.1.
The origin of the coordinate system lies in the plane defined by the upper edge of the cylinder head
gasket. Its x axis is oriented normal to the engine symmetry plane and the z axis is aligned with the
cylinder axis and points towards the cylinder head.
The second concern the definition of the engine phases (which may differ from those presented in
the original publications). For all realistic engines, the working process is divided into
• the intake stroke (−360° to −180 °CA),
• the compression stroke (−180° to 0 °CA),
• the expansion stroke (0° to 180 °CA) and
• the exhaust stroke (180° to 360 °CA),
only related to the crank angle. If not otherwise stated, this holds throughout this thesis.
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Figure 2.1: Definition of coordinate system used for IC engine investigations. Origin is positioned in the
plane formed by the upper edge of cylinder head gasket. Red and green valves are related to the exhaust
and intake side, respectively.
2.4 Definition of statistical quantities
For quasi-stationary flows, time-averaged quantities are typically used. In contrast, the analysis of non-
stationary flows is more challenging and the calculation of statistical quantities varies from case to case.
In this thesis, different evaluation methods are applied which are described next. An averaged quantity
is defined as
〈φ〉N (x,ϕ) = 1|N |
∑
n∈N
φ(x,ϕ,n) , (2.21)
where φ(x,ϕ,n) represents an scalar/vectorial quantity which depends on the spatial coordinate x, the
crank angle ϕ and the cycle n. |N | represents the total number of:
• Samples in time→ time-averaged quantity denoted by 〈φ〉T
• Cycles→ phase-averaged quantity denoted by 〈φ〉P
• Samples along a line/trajectory→ line-averaged quantity denoted by 〈φ〉L
• Samples within a defined area→ area-averaged quantity denoted by 〈φ〉A
• Samples within a volume→ volume-averaged quantity denoted by 〈φ〉V
The corresponding fluctuations and its root mean square (rms) are calculated as
φ′(x,ϕ,n) = φ(x,ϕ,n)− 〈φ〉N (x,ϕ) (2.22)
and
φ′rms(x,ϕ) =
√√√√ 1
|N |
∑
n∈N
1
k
k∑
i=1
φ′i
2(x,ϕ,n) , (2.23)
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where k represents the number of variables to be averaged (e.g. 3 if the rms is calculated for all 3
velocity components).
In section 4.2, a subset of specific statistical values are calculated. These subsets base on a reduced
number of instantaneous flow fields, whereby these flow fields are identical in terms of a conditioning
vector Ξ. A subset average is defined according to
〈φ〉M(Ξ)(x,ϕ) = 1|M(Ξ)|
∑
n∈M(Ξ)
φ(x,ϕ,n) . (2.24)
As can be seen, equation (2.24) is very similar to equation (2.21), while the individual subsets M(Ξ) are
defined by
M(Ξi)∩M(Ξ j) = ; for all i 6= j (2.25)
and
S⋃
s=1
M(Ξs) = N , (2.26)
where S represents the total number of subsets. Based on this conditional average, the following decom-
position becomes feasible
φ(x,ϕ,n) = 〈φ〉M(Ξ)(x,ϕ) +φ∗(x,ϕ,n) for all n ∈ M(Ξ) . (2.27)
Averaging the resulting subset-dependent flow fields yields
〈φ〉N (x,ϕ) =
S∑
s=1
|M(Ξs)|
|N | 〈φ〉M(Ξs)(x,ϕ) . (2.28)
The quantification of the subset specific small-scale fluctuations is performed similarly to Eq. (2.22)
φ∗rms,M(Ξ)(x,ϕ) =
√√√√ 1|M(Ξ)| ∑
n∈M(Ξ)
1
k
k∑
i=1
φ∗2i (x,ϕ,n) . (2.29)
Please keep in mind that each cycle n belongs to one subset s. The root mean square of the coherent
structure fluctuations is
φ†rms(x,ϕ) =
√√√√ S∑
s=1
|M(Ξs)|
|N |
1
k
k∑
i=1
 〈φi〉M(Ξs) − 〈φi〉N2 , (2.30)
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and this can be seen as an indicator for large-scale CCV. The fluctuations are defined by the difference of
the globally averaged flow field (Eq. (2.21)) and the subset average (Eq. (2.24)).
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3 IC engine modeling aspects
This section recaps selected modeling aspects for SRSs in ICEs. The first part addresses the location
of the boundaries and the treatment of the intake and exhaust port during the time period with closed
intake and exhaust valves. The second part investigates selected turbulence models (presented in section
2.2) in terms of their applicability and accuracy in IC engine flows.
3.1 Set up a scale-resolving IC engine case
An appropriate treatment of boundaries and boundary conditions is a crucial point in scale-resolving
engine simulations. Literature offers different strategies for the handling of the intake and the exhaust
ports and each of them has a different effect on the temporal and spatial development of resolved
fluctuations within these regions. The presented study investigates the impact of two aspects, namely
the location of boundaries and the temporal treatment of the intake and exhaust ports. The aim is to
identify the requirements to obtain an accurate in-cylinder velocity field.
This section is structured as follows. First, an overview of the engine setup and of the analyzed
numerical domains is given. Afterwards, the modeling strategies are compared to each other and to the
experimental values [82] in terms of the phase-averaged in-cylinder mass, pressure and velocities. This
is followed by an investigation of the in-cylinder charge motion. The final part summarizes the results.
For further details and results, the reader is referred to [144].
3.1.1 Engine and numerical setup
The analysis bases on the well-established benchmark engine from TU Darmstadt under motored condi-
tions at 800 rpm as presented in [82]. The engine is characterized by very long ports, while the intake
port is designed in such a way that a high level of charge motion (i.e. tumble) is introduced.
The top of figure 3.1 shows the first and most CPU-intensive modeling strategy, referred as long ports
permanently (LPP). Here, the entire intake and exhaust port with a length of 1680mm and 1080mm
(measured from the flange of the cylinder head up to the pressure plenum) are simulated throughout
the entire operating cycle. This strategy is similar to those chosen in [51–53] and offers two major
benefits:
• The simulated spatial and temporal development of the mean flow field, turbulent structures
and temperature field within the ports allows the usage of relatively simple boundary conditions
(e.g. no superimposed turbulence necessary).
• Due to the spatial extension of the domain, it can be assumed that there is a minimized influence
of the boundary conditions onto the flow field within the cylinder (at least for this engine setup).
In contrast, the strategy with short ports permanently activated (SPP) leads to a significantly reduced
numerical domain. The intake and the exhaust ports, which are calculated throughout the cycle, are
shortened to a length of 192mm and 122mm. Thus, the temporal and spatial development of the flow is
only simulated in close vicinity to the valves and the development in the upstream/downstream part has
to be taken into account by the boundary conditions. Due to the small distance between the boundaries
and the valves, the flow field imposed at the boundaries are likely to still exist at the (intake) valves.
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2. Short ports permanently activated (SPP)
3. Short ports temporally disabled (SPT)
1. Long ports permanently activated (LPP)
Valves open Intake valves openValves closed Exhaust valves open
Figure 3.1: Numerical domain of three different port modeling strategies at TDC. The green and red areas
in the LPP model indicate the boundaries of the short port versions. Figure adapted from [144].
A great advantage is the significant reduced demand of computational resources (compared to LPP). A
similar strategy was chosen for the investigations presented in [54–59].
The last and least CPU-intensive modeling strategy (short ports temporally; SPT) bases on the SPP do-
main. Here, the ports are temporally disabled for the time period when the corresponding valves are
closed and readded to the domain when the valves reopen. This methodology (applied in [60]) demands
that the flow field of each port is reinitialized within each individual cycle. In this study the reinitial-
ization is done by one (previously calculated) flow field for each port to minimize the computational
costs.
For this compressible case, the full set of equations (2.1) to (2.6) has to be solved. The scale-
adaptive simulation (SAS-SST) turbulence model (see section 2.2) is chosen for the highly complex
in-cylinder flow field. All simulations are based on an identical mesh topology within the combustion
chamber, consisting of tetrahedral, prismatic and hexahedral elements with a maximum cell size of
1mm. Mesh refinements of 0.25mm are defined at the intake jet region, the valve shaft and the separa-
tion edge within the intake port. The boundary layer flow is resolved by 10 prism layers with a minimum
height of 25 µm next to the wall. A calibrated 0D/1D engine model was used to generate the necessary
time-resolved boundary conditions for each modeling strategy. For the short port models, synthetic fluc-
tuations [145] are superimposed to the time-resolved boundary condition at the intake. The simulation
of 60 full engine cycles for each case ensures reasonable statistics.
3.1.2 Results
A fundamental element for the comparison is the agreement in terms of the trapped in-cylinder mass
(not shown here). In general, all models show almost identical results with small discrepancies of about
2% at closed intake valves (IVC). These discrepancies are traced back to differences at the input of
thermal energy within the intake port, which also affects the in-cylinder temperature (and consequently
the density) at IVC. Corresponding to the differences at the cylinder charge, there are small differences
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at the peak pressure. The lowest peak pressure of 12.87 bar occurs in the case of SPT, while for the SPP
and LPP cases a pressure of 12.92 bar and 13.14 bar is obtained.
Figure 3.2 illustrates the phase-averaged in-plane velocity components on the engine symmetry
plane (x= 0m). Please note that fTDC is defined at 0 °CA.
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Figure 3.2: Phase-averaged in-plane velocity components 〈v〉P and 〈w〉P on engine symmetry plane. The
red dot denotes the origin of the coordinate system and the x axis is the out-of-plane component. Firing
TDC is defined at 0 °CA. Figure adapted from [144].
The velocity vectors at −270 °CA (i.e. during intake stroke) indicate a good agreement with respect
to the general flow topology. For all results, there exist a distinctive intake jet and tumble structure
develops. The highest absolute values for 〈v〉P and 〈w〉P (> 20ms−1) occur in the vicinity of the intake
valve (regions A and C). Interestingly these are the regions with the most notable differences. This
is in good agreement to the investigations in [86], which has already pointed out the difficulties of
capturing the intake jet correctly. The intake jet is deflected by the cylinder liner and the piston surface,
leading to high velocities in regions B and D. The bottom of figure 3.2 illustrates the phase-averaged in-
plane velocity components on the engine symmetry plane at −90 °CA (i.e. during compression stroke),
which correspond even better. All results exhibit a TC (indicated by the circularly arranged velocity
vectors) within the right half of the combustion chamber (region E). Compared to the simulation, the
PIV data show a slightly higher absolute value for 〈v〉P in region F, while minor differences between the
simulations occur in region G.
Next, the integral in-cylinder charge motion with respect to the x axis is evaluated. This is done by
the scalar quantity
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Tux(ϕ,n) =
1
2piΩ
∫
V
ρ(ϕ,n)[(y− yc)vz(ϕ,n)− (z− zc)vy(ϕ,n)]dV∫
V
ρ(ϕ,n)[(y− yc)2 + (z− zc)2]dV , (3.1)
with Ω and V as the engine speed and the in-cylinder volume, respectively. yc and zc denote the center
of the in-cylinder fluid mass. The sign of Tux represents the direction of rotation.
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Figure 3.3: Left: Phase-averaged and instantaneous in-cylinder charge motion obtained by SPT. Right:
Phase-averaged in-cylinder charge motion and its fluctuations obtained by SPT, SPP and LPP. Figure
adapted from [144].
The left of figure 3.3 illustrates the phase-averaged and the instantaneous values for Tux obtained by
the SPT strategy. A significant tumble motion develops during the intake stroke (identifiable from the
increasing absolute value of 〈Tux〉P), which is highly relevant for the mixing and combustion process of
modern direct injecting gasoline engines. It reaches a maximum of |〈Tux〉P | ≈ 2.7 at −260 °CA, decreases
afterwards and remains on a level of |〈Tux〉P | = 1.42± 0.15 in the time period between −200 °CA and
−60 °CA. From this point to 0 °CA the tumble motion vanishes. Up to exhaust valve opens (EVO), 〈Tux〉P
remains at zero. The subsequent development of the tumble motion is specific for a motored case and
can not be simply transferred to a fired engine setup. A reversed mass flow into the combustion chamber
at EVO, causes an inverted tumble motion during the exhaust stroke. Similar to the phase-averaged
velocity field, all simulations exhibit almost identical results in terms of 〈Tux〉P (right of figure 3.3).
The rms of the fluctuations Tu′x, illustrated on the right of figure 3.3, quantifies the cyclic variability of the
in-cylinder charge motion. It is interesting to see that up to about −160 °CA there are almost no CCVs,
even though there is a highly turbulent flow field for all modeling strategies. An explanation for this is
the distinctive intake jet, which enters the combustion chamber approximately in the same direction each
cycle and is the main contributor to the angular momentum (nominator in equation (3.1)) during the
intake stroke. The CCVs rapidly increase at IVC reaching a maximum value shortly before 0 °CA. During
the expansion stroke, the cyclic variability decreases to a global minimum at about 160 °CA, followed by
an increase and a subsequently decrease during the exhaust stroke. In total, all models exhibit the same
trends for the in-cylinder charge motion and its CCVs, though there are deviations between the exact
values (e.g. shortly before fTDC).
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3.1.3 Interim findings
Three different port modeling strategies (long ports version, short ports version and a version with short
and temporally disabled ports) for scale-resolving ICE simulations were investigated. The results of the
different port models were compared to each other as well as to the experimental results and they are
summarized as follows:
i) In-cylinder mass, in-cylinder pressure and in-cylinder velocity field:
All models exhibit similar results for the integral quantities. The LPP model differs most from
the other approaches. A qualitative and quantitative comparison of the velocity components on
the engine symmetry plane shows good agreement between the simulations and the experimental
results.
ii) In-cylinder charge motion:
Each port modeling strategy exhibits a distinctive and very similar intake jet and a corresponding
in-cylinder charge motion (tumble). The tumble dominates the in-cylinder flow field during the
intake and compression stroke. Examining the phase-averaged in-cylinder charge motion and its
CCV, all models yield similar results.
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3.2 Choice of an appropriate turbulence model
In the recent past, a number of different turbulence models have been applied to IC engine flows [51,
53, 55, 60–68]. However, based on the published results, a one-by-one comparison of these models
is difficult because of the large number of different engine setups and numerical approaches. In the
following, five turbulence models (three LES models, one hybrid model and one second-generation
URANS model) are investigated with the goal to analyze the models’ accuracy and capability to capture
fluctuations. For a consistent and systematic comparison, all simulations are performed on the same grid
and numerical approach (discretization, time integration).
This section is structured as follows. First, the engine setup, for which experimental, DNS and LES
data are available [61, 68, 112, 113, 146, 147], is described. Next, the results obtained by the different
turbulence models are compared to each other in terms of the phase-averaged velocity, resolved velocity
fluctuations and variability of the tumble. Further results (e.g. comparison to experimental and DNS
data as well as investigation of structural aspects of the resolved fluctuations [148]) are published in
[149].
3.2.1 Engine and numerical setup
Figure 3.4 illustrates the axisymmetric engine setup, running at 200 rpm under motored condition. It
consists of a flat piston, a flat dome and the cylindrical intake pipe and the single non-moving valve are
concentric with the cylinder liner. A full cycle consists of an intake stroke (−360 °CA to −180 °CA) and
exhaust stroke (−180 °CA to 0 °CA; not considered) with its top dead center at 0 °CA. [112, 113] offer a
detailed description of the engine.
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Figure 3.4: Geometry and mesh at bottom dead center and cylindrical coordinate system used. The
evaluation plane is indicated in red. The red lines in the top view mark the azimuthal arrangement of the
evaluation planes. Furthermore, the simulation domain of the preliminary pipe simulation is indicated.
Figure adapted from [149].
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All simulations are performed on a single hexahedral mesh (i.e. no remeshing necessary) with
14.5× 106 nodes, a maximum element width of 0.5mm and a mesh refinement at the wall up to an
element height of 20 µm. The same sinusoidal piston movement is used as in the experiment. The time
step width is adapted to the piston speed, reaching a minimum and a maximum value of 18.75× 10−3 °CA
(15.6 µs) and 25× 10−3 °CA (20.8 µs), respectively. This ensures a Courant-Friedrichs-Lewy (CFL) num-
ber smaller than unity for almost the entire domain. Corresponding to the experimental conditions,
the simulations are performed at 1.013 bar and 293K. Due to the low velocities (|u|max ≈ 12ms−1 at
−270 °CA), an incompressible approach is used. The average flow rate at the inlet is calculated based
on the piston speed and the ratio of the piston and the inlet area. Furthermore, resolved turbulent fluc-
tuations were superimposed at the inlet, generated by a stand-alone simulation of the cylindrical intake
pipe (indicated in figure 3.4).
Due to the rotational symmetry of the setup, a total number of 26 realizations is chosen for each
cycle and crank angle to calculate statistical quantities. For each turbulence model, 13 consecutive cycles
were calculated. The first cycle was initialized by a quiescent flow field and discarded for all analyses,
which leads to a total number of 312 realizations for each model and crank angle. The average of these
312 realizations is denoted as “phase-average” (〈φ〉P) in the following.
3.2.2 Results
The upper row of figure 3.5 illustrates the phase-averaged velocity magnitude at −270 °CA. The resulting
flow fields of all models, consisting of an intake jet and a tumble structure in the center of the evaluation
plane, differ only slightly. The intake jet is guided by the valve gap towards the cylinder liner and
deflected towards the piston afterwards. Compared to the other models, a lower penetration depth is
identified for the DES results. Furthermore, there are small differences for the TC position, indicated
by zero velocity magnitude in the center of the combustion chamber. The DES model exhibits a shift
towards the cylinder head. The models show further discrepancies at the flow structure close to the
piston surface.
The bottom row of figure 3.5 visualizes the rms of the resolved velocity fluctuations (see equa-
tion (2.23)). High fluctuations occur in the shear layer of the intake jet. With increasing penetration
depth, the fluctuations spread over the entire intake jet. Strong velocity fluctuations also exist in the
area where the jet is redirected by the cylinder liner. However, there are noticeable deviations between
the different turbulence models in this region. The fluctuations obtained by the Smagorinsky and the
SAS models extend deeper into the combustion chamber. In contrast, the WALE and Sigma models show
smaller regions with high fluctuation levels. For all models, slightly increased levels of fluctuation occur
in the region of the presumed TC position (see top row). These fluctuations are partially attributed to
CCVs of coherent structures (i.e. precessing vortex core; discussed below) as investigated in [51, 81,
137].
A very important aspect of IC engine flows is the cyclic variability of the large-scale tumble structure,
usually known as the precessing vortex core. At first, the Γ2-criterion (introduced in [150]; applicable
due to the axissymmetry of the engine setup) is used to analyze the spatial and temporal development
of the phase-averaged TC position. It is defined as
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Figure 3.5: Comparison of the different turbulence models at −270 °CA. Top row: Phase-averaged veloc-
ity magnitude. Bottom row: Resolved velocity fluctuations evaluated by the root mean square. Figure
adapted from [149].
Γ2(r, z,ϕ) =
1
A
∫
(ro ,zo)∈A
[r(ro, zo)× (u(ro, zo,ϕ)− 〈u〉A(r, z,ϕ))]
‖r(ro, zo)‖‖u(ro, zo,ϕ)− 〈u〉A(r, z,ϕ)‖ · ndA , (3.2)
with a specified area A and its normal vector n at the currently considered point (r, z). r(ro, zo) describes
the distance vector between (r, z) and the other point (ro, zo), which lies within the area A. u(ro, zo)
represents the velocity vector at position (ro, zo), and 〈u〉A(r, z) is the averaged velocity in A. For the
Γ2-criterion either the phase-averaged or the individual cycle velocity field can be used.
The left-hand side of figure 3.6 illustrates the temporal development of the phase-averaged TC
position for all models. Initially, no distinct tumble structure is established independent of the model
and thus the analysis starts at −330 °CA, where larger differences for the TC positions are obtained.
These differences decrease up to −324 °CA (indicated by squares). Interestingly, for this specific crank
angle, the z coordinate of the TC position is almost identical for all turbulence models, while there are
radial differences. Up to −270 °CA (dots), the models predict different TC positions, and two groups are
identified. The first group consists of the DES and the SAS models, while the Smagorinsky, WALE and
Sigma models form the second group. Within each group the TCs are close together. Up to −216 °CA
(triangles), the deviations between these groups become smaller.
The phase-averaged velocity field and the TC position (indicated by red dots) for the Sigma model at the
three selected crank angles are shown on the right-hand side of figure 3.6. As described before, there is a
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Right: Phase-averaged velocity magnitude and tumble center position (indicated by red dots) of the
Sigma model. Figure from [149].
distinctive intake jet at −324°, −270° and −216 °CA. Furthermore, a tumble structure is clearly identified
for −270°, and −216 °CA and the calculated TC lies close to the point with a zero velocity magnitude.
The left of figure 3.7 shows the phase-averaged and the instantaneous TC positions for the Sigma
model at −270 °CA, where a significant clustering of the instantaneous TC is obtained. In general,
the results of the other turbulence models are very similar, while there are differences in terms of the
variability. The right of figure 3.7 illustrates the phase-averaged distance between the instantaneous and
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Figure 3.7: Left: Phase-averaged (dot) and instantaneous tumble center positions for Sigma model at
−270 °CA. Right: Average distance between the phase-averaged and the instantaneous tumble center
for all turbulence models. Figure adapted from [149].
the phase-averaged TC position as a measure of the spatial fluctuation of the vortex core. This distance
is calculated by
〈d〉P = 1N
N∑
n=1
q
(r(n)− 〈r〉P)2 + (z(n)− 〈z〉P)2 (3.3)
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with the total number of realizations N and the r and z coordinates of the instantaneous and phase-
averaged TC. The initial phase of the tumble formation starts at −330 °CA, and all models exhibit great
variability in the TC position. The Sigma model exhibits the largest averaged distance (〈d〉P = 8.2mm),
while the lowest value results from the DES model (〈d〉P = 6.0mm). These differences in 〈d〉P decrease
until an averaged distance of about 4.0mm is reached at −320 °CA. Up to about −260 °CA, the SAS
model exhibits a noticeable increase (〈d〉P = 6.1mm) and a subsequent decrease for the averaged dis-
tance, while the other models exhibit a slight increase to about 5.0mm. In the range from −262 °CA to
−232 °CA an increase (maximum value of 6.0mm) and a subsequent decrease in 〈d〉P are seen for the
Smagorinsky model, while the other models exhibit smaller variations. At −230 °CA, all models show an
increase in 〈d〉P until the end of the intake stroke. At this point, the largest value is obtained by the SAS
model (〈d〉P = 10.0mm) and the lowest value by the DES model (〈d〉P = 6.1mm).
3.2.3 Interim findings
Several scale-resolving turbulence models were applied to an established ICE benchmark case. The
results were compared to each other in terms of the phase-averaged velocities, the resolved velocity
fluctuations and the cyclic variability of the coherent vortical structure (“tumble”). The results are sum-
marized as follows:
i) Qualitative evaluation of different turbulence models:
All turbulence models exhibit an almost identical in-cylinder flow structure, while there are small
differences in the TC position and the penetration depth of the intake jet. Considering the velocity
fluctuations, high values occur in the shear layer of the intake jet, in the area where the jet is
redirected by the cylinder liner and in the region of the presumed TC position, while there are
notable differences between the different turbulence models.
ii) Temporal development and cyclic variability of the TC position:
All models exhibit a similar temporal development for the phase-averaged TC position and its
cyclic variability. In the early phase of the intake stroke, the TC lies in the vicinity of the valve
gap. Afterwards, it moves downwards (in line with the piston motion) and towards the cylinder
liner. Starting with a high variability in the early phase of tumble formation, the CCVs decrease
and remain low until about −270 °CA. Later, the CCVs of the tumble structure increase until the
end of the intake stroke.
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4 IC engine intake flow
In the following, selected physical aspects in terms of the ICE intake flow are investigated. At first,
a quasi steady state flow bench configuration is used to analyze the flow in the vicinity of the intake
valve. In the second part, the CCVs of the intake jet and the large-scale tumble are quantified based on a
simplified engine setup. Afterwards, a state-of-the-art engine geometry is used to investigate the tumble
generation during the intake stroke and its interaction with the piston boundary layer. Finally, two well-
known engine setups are investigated with regard to the tumble development during the compression
stroke.
4.1 Investigation of the intake jet
The intake flow is the main contributor to the formation of a distinctive large-scale tumble motion. For
the following investigations, a quasi steady-state flow bench setup is chosen, which offers an excellent
basis for the study of such an intake flow. The presented results base on different meshes and different
turbulence models. First, the phase-averaged velocity field and the resolved fluctuations are compared
to each other and to 2D-2C PIV. Afterwards, the phase-averaged intake jet is investigated in terms of its
position and its velocity along the jet-centerline. A more detailed description of the applied methodology
and further investigations can be found in [151].
4.1.1 Flow bench setup
The left-hand side of figure 4.1 shows the complete CAD model (basis for the numerical domain) con-
sisting of the intake port, the cylinder head and the outlet tube. The valve lift is set to h = 5mm.
Corresponding to the experiment, the simulations are performed at a temperature of 298K. For the inlet
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Figure 4.1: Left: CAD model of the intake port, cylinder head and outlet tube, including experimental
measurement points for temperature T and pressure p. Right: Ensemble-averaged Mach number and
streamlines on the valve middle plane. A to E indicate the most relevant phenomena, referred throughout
this section. Subscripts L, R, V and P denote “left”, “right”, “valve” and “port”, respectively. Figure taken
from [151].
boundary condition, a mass flow of 3 kgmin−1 with resolved turbulent fluctuations is chosen and ambi-
ent pressure is set at the outlet. Three body conformal and hybrid meshes (coarse, medium and fine)
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consisting of tetrahedral, prismatic and hexahedral elements are applied, which are identical in their
general topology. The minimum grid size is set to 0.5mm (coarse), 0.25mm (medium) and 0.125mm
(fine). Mesh refinements are located in the vicinity of the valve stem, at the separation edges (B in the
right side of figure 4.1) and in the region of the intake jet (C in the right side of figure 4.1). A total
number of 10, 15 and 20 (coarse, medium, fine) prisms are chosen for the boundary layer to attempt
to place the first layer within the viscous sublayer (i.e. y+ < 5) corresponding to [26, 107]. Depending
on the grid size, the time step width is chosen in such a way that a CFL number smaller than unity is
obtained for the entire domain. Previous numerical studies [86] have shown that the incompressible set
of equations are suitable for this case. This is also confirmed by the right-hand side of figure 4.1, where
the maximum Mach number is smaller than 0.25. In this study, the Sigma and the DES-SST models are
investigated (see section 2.2). The analysis is limited to specific combinations of turbulence models and
meshes, which are termed by the following abbreviations:
1. SF→ Sigma on fine mesh
2. SM→ Sigma on medium mesh
3. SC→ Sigma on coarse mesh
4. DES→ DES-SST on medium mesh
Identical to the PIV, horizontal and vertical velocity components on the valve middle plane are used for
the comparison and for the investigations in terms of the intake jet. All statistic quantities are calculated
by a total number of N = 600 samples for the experiment and N = 400 samples for each simulation.
4.1.2 Results
The top row of figure 4.2 illustrates the ensemble-averaged velocity magnitude obtained from PIV and
simulations. The intake jet (CL in figure 4.1), outside the experimental ROI, become detached at the
valve (BLV) and is redirected by the cylinder liner (EL). The intake jet (CR), identifiable in experiment
and simulation, detaches at the valve (BRV and BRP) and penetrates the combustion chamber towards its
center. This part of the jet is the main contributor to the recirculation zone (D) and characterized by a
significant variation in its position and shape. Further downstream, the jet is deflected by the cylinder
liner (ER) towards the outlet. With the exception of small deviations at the intake jet and the TC (CR
and D), the results are almost identical.
The bottom row of figure 4.2 shows the instantaneous velocity magnitude. All simulation results show
a significant amount of resolved small-scale structures at the valve shaft (A). These structures are trans-
ported into the combustion chamber by the mean flow, identifiable by the scattered spots in the velocity
magnitude within the valve gap. Similar to the PIV, SF and SM exhibit turbulent structures directly at
the separation edges of the valve (BLV, BRV). In contrast, for the SC and DES turbulent structures occur
notably behind these locations.
The left of figure 4.3 illustrates the trajectory-based Y ∗ − Z∗ coordinate system, used for the inves-
tigation of the intake jet. The red dot represents the reference point for the jet centerline extraction,
located on the outer edge of the valve face in the valve center plane. At this point, an evaluation line
perpendicular to the valve face is constructed, which is shifted one valve lift downstream (red vector).
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Figure 4.2: Ensemble-averaged (top row) and instantaneous (bottom row) velocity magnitude obtained
by PIV and simulation on the valve middle plane. Figure adapted from [151].
The starting point of the jet centerline x0 = x(s = 0) is defined by the maximum velocity on this evalua-
tion line. s represents a curved coordinate axis (adapted to the jet centerline). x is the two component
vector which describes the position of the jet centerline on the considered plane. Beginning with the
starting point, the jet centerline is integrated based on the phase-averaged velocity field according to the
following equation:
x(s) =
∫ s
0
u(x(s
′
))
|u(x(s′))|ds
′
,x(s) =

Y (s)
Z(s)

u=

uy
uz

. (4.1)
The downstream integration limit is s = 30mm and the upstream integration limit is s = −10mm. A
trajectory-based Y ∗−Z∗ coordinate system is introduced. The Y ∗−Z∗ plane and the Y −Z plane (see left
of figure 4.3) are identical to the X axis as the out-of-plane component. Y ∗ represents a dimensionless
axis along the jet centerline, and Z∗ is a dimensionless axis normally oriented to the Y ∗ axis (i.e. locally
adapted). Both coordinates are normalized by the valve lift.
The right of figure 4.3 illustrates the jet centerline obtained by PIV and simulations. Starting at the valve
gap, the jet centerlines are close together. Leaving the valve gap, the PIV exhibits a slight deflection
towards the center of the cylinder, while the simulation results are curved towards the cylinder head.
Apart from that, the initial intake jet is less influenced by the in-cylinder flow field, identifiable by the
almost straight jet centerlines. Beginning with Y ∗ ≈ 3, strong curvatures occur, which differ notably
between the simulation results. The jet centerline of the DES model shows the smallest curvature, and
the Sigma model shows increasing curvature with increasing spatial resolution. The intake jet obtained
by SF agrees best with the PIV in terms of its position, although there are still non-negligible differences
between the two results.
Figure 4.4 illustrates the ensemble-averaged velocity and the rms of the velocity fluctuations in
the direction of flow along the jet centerline (Y ∗). Values are normalized by a reference velocity vchar,
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Figure 4.3: Left: Jet centerline and corresponding Y ∗− Z∗ coordinate system. Right: Jet centerlines based
on the ensemble-averaged velocity fields on the valve middle plane. Starting point (Y ∗ = 0) on each jet
centerline is denoted by a circle. Symbols (e.g. squares) are distributed in intervals of ∆Y ∗ = 1. Figure
adapted from [151].
calculated from the mass flow, the density and the cross-sectional area of the two intake valves (see
[151]).
u "#	/	
v "'()
u′ ",),-	
/	v "'()
 2  1 0 1 2 3 4 5 6
Y ⇤
0.0
0.4
0.8
1.2
1.6
hu
ci n
o
Z
on
e
I
Z
on
e
II
Zone III
0.0
0.4
0.8
1.2
1.6
u
0 c,r
m
s/
v c
h
ar
PIV
DES
SC
SM
SF
Figure 4.4: Ensemble-averaged velocity ( ) and rms of velocity fluctuations ( ) in the direction of flow
along the jet centerline (Y ∗). Both values are normalized by a reference velocity vchar, calculated from the
mass flow, density and the cross-sectional area of the two intake valves. Figure taken from [138].
Three zones are defined. Zone I starts at Y ∗ = −2 (i.e. within the valve gap) where the fluid is ac-
celerated. The velocity fluctuations are low and nearly constant. For all results, the maximum velocity
is located at Y ∗ = −1.3, which marks the end of Zone I. Zone II is defined by a moderate (and almost
linear) velocity decrease until 〈uc〉/vchar = 1.2. The exact location for 〈uc〉/vchar = 1.2 varies for each
result around Y ∗ = 0 (gray area in figure 4.4). The velocity fluctuations increase notably in this region.
Zone III marks the far field of the intake jet, identifiable by the stronger velocity decrease and the mod-
erate decrease of velocity fluctuations on the jet centerline.
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Similar trends are obtained for all results and the different zones are clearly identifiable. Over the entire
jet centerline, the DES model shows higher values for 〈uc〉/vchar than the Sigma model (independent of
the grid). In Zone I and Zone II, the PIV exhibits higher values for 〈uc〉/vchar than the simulations. These
differences vanish at the beginning of the third zone. Regarding the normalized velocity fluctuations in
flow direction, the highest and lowest values are obtained by the PIV and the DES model. The results of
SC, SM and SF are almost identical. In Zone III similar results are obtained for all models.
4.1.3 Interim findings
This work investigated a quasi steady-state flow bench configuration, focusing on the flow field in the
vicinity of the intake valve. The DES-SST and the Sigma turbulence models were applied on three
different grids (coarse, medium and fine). The results are summarized as follows:
i) Qualitative comparison:
The ensemble-averaged flow fields are similar with differences at the exact position of the intake jet
and the recirculation zone. Experiment and simulations exhibit a high level of resolved fluctuations
close to the valve gap and throughout the cylinder. A higher spatial resolution leads to more
resolved small-scale structures and to a more pronounced jet breakup close to the separation edge
of the valve.
ii) Detailed analysis of the phase-averaged intake jet:
Differences within the valve gap amplify along the direction of flow. The curvature of the intake
jet shows a high grid sensitivity and the Sigma model on the fine mesh shows best agreement to
the experiment. For a more detailed comparison, the velocity fields were transformed into a local
adapted coordinate system. Based on the velocity component aligned with the jet centerline, three
zones were identified: acceleration, moderate velocity decrease and strong velocity decrease.
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4.2 Large-scale fluctuations
An important topic in the field of ICEs is the definition and the quantification of CCVs. Typically, CCVs of
global quantities (peak and mean pressure) can be identified clearly. Such definitions are less straight-
forward for local results based on a very limited number of cycles, as is the case for 3D-CFD. This study
aims to identify large-scale structures and quantify its CCVs with respect to an ensemble average. For this
reason, a heuristic approach (originally presented in [137]) is applied on in-cylinder velocity fields. This
approach combines POD, previously used for the identification and investigation of velocity fluctuations
[87, 94–99], and conditional averaging [100].
After an overview of the general workflow, the results obtained by the previously described simplified
engine setup (section 3.2.1) are shown. The detailed workflow can be found in [137].
4.2.1 Engine setup and definition of CCVs
The study bases on a simplified engine, already described in section 3.2.1. Please note that a reduced
mesh with about 8× 106 grid points is used and the results are limited to those obtained by the SAS-
SST turbulence model. A total number of 208 samples (i.e. 9 consecutive cycles while the first one is
dropped) is considered. Although the terminology “CCV” is used frequently, to the author’s knowledge
there is no generally accepted and unique definition. Here, the definition of CCV in terms of the velocity
field within an ICE bases on the following considerations:
• Each engine cycle represents an individual process.
• For any crank angle within an engine cycle, the flow field is influenced by intrinsically (e.g. turbu-
lence) and extrinsically (e.g. pressure waves) induced fluctuations.
• Each specific flow field bases on a less complex and unique flow topology. This flow topology is
superposed with large-scale and small-scale flow structures.
• Cyclic variations of large-scale flow structures are considered as CCVs.
• Additional fluctuations (i.e. small-scale structures) exist, but are not considered as CCVs.
This means that CCVs of the velocity field are exclusively defined by the spatial and/or temporal varia-
tions of large-scale structures (e.g. the intake jet and tumble). To extract these CCVs, an ad-hoc method-
ology is applied, which bases on the snapshot POD method [98, 99, 152] and conditional averaging.
Figure 4.5 shows the general workflow.
The starting point of this method is the fact that the high-energetic POD modes are linked to high-
energetic flow structures (e.g. the intake jet) [56, 97, 99]. CCVs of these flow structures are reflected by
a variation of the first POD coefficients. These coefficients are used to cluster the instantaneous cycles
into subsets. As a result, each subset is characterized by a fundamental flow structure, similar for all
instantaneous cycles within this subset. The deviation of the subset average to the ensemble average
represents large-scale CCVs. For a mathematical description see section 2.4 or [137].
4.2.2 Results
Figure 4.6 shows the first POD modes (each normalized by its maximum value) resulting from the
velocity field at −310 °CA.
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Figure 4.5: General workflow to calculate conditional averages and large-scale fluctuations in context of
ICEs at a specified crank angle. Figure taken from [137].
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Figure 4.6: POD modes 1 to 4 (each normalized by its maximum value) resulting from the velocity field at
−310 °CA of the simplified engine setup. Figure taken from [137].
As mentioned in previous investigations [56, 81, 87, 96–98], a similarity between the first POD mode
(figure 4.6a) and the ensemble-averaged velocity field (figure 4.8a) exists. Due to the dominant struc-
tures, it can be assumed that especially the second and third modes are connected to the intake jet and
large-scale vortex. In contrast, an interpretation of the forth mode is more difficult.
In a next step, the POD coefficients are used to group the instantaneous flow fields into different subsets.
Here, the following observations are taken into account:
• For most of the intake stroke, the singular values of the first and second modes are high compared
to those of the higher modes (see [137]).
• Mode 1 is associated to the ensemble-averaged velocity field.
• Modes 2 and 3 are associated to the dynamics of the intake jet and the large-scale tumble structure
(see figure 4.6).
• The POD coefficient of the first mode is almost constant and thus less useful for a classification (see
figure 4.7).
• The other POD coefficients show variations and are suitable for a clustering (see figure 4.7).
Furthermore, it is important to find a compromise between the number of subsets and the samples within
each subset. Due to these reasons, a total number of four subsets is chosen, which base on the coefficients
of the second and third POD modes (see table 4.1). Beside the classification criteria, table 4.1 shows the
number of instantaneous velocity fields clustered into each subset.
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Figure 4.7: POD coefficients of first, second and third modes. Vertical lines illustrate a single example for
each classification criteria. Figure adapted from [137].
Table 4.1: Subset classification based on the coefficients of the second POD mode and the third POD
mode at −310 °CA. Number of samples within the subsets are shown in the last column.
Subset Coefficient mode 2 Coefficient mode 3 Number of samples
1 ≥ 0 ≥ 0 36
2 ≥ 0 < 0 65
3 < 0 ≥ 0 64
4 < 0 < 0 43
Figure 4.8 shows the ensemble average and the subset averages (obtained by the instantaneous
velocity fields within an individual subset) at −310 °CA. All results exhibit a similar flow topology,
characterized by an intake jet and a tumble-like vortex structure. An explicit comparison of the obtained
fields is illustrated in figure 4.8f by means of velocity isolines (intake jet 6m/s; vortex structure 1m/s).
Close to the valve gap, there is a strong influence of the wall on the flow, and the intake jet is identical
for all the averages. In contrast, a clear variation of the jet direction and its penetration depth exists
within the combustion chamber.
Compared to the ensemble average, the first and third subset averages show an increased penetration
depth, while the second and forth show a larger deviation with respect to the jet direction. With excep-
tion of the first, each subset average shows a clear variation of the vortex core position compared to the
ensemble average. It is interesting to see that the vortex core position is linked to the position of the
intake jet. Considering the second subset, the intake jet exhibits the most significant bending, while the
corresponding vortex core is shifted significantly towards the cylinder axis.
Figure 4.9a shows the rms of the velocity fluctuations calculated by the ensemble-averaged and by
the total number of instantaneous velocity fields according to equation (2.23).
The velocity fluctuations are observed in a well-defined and thin shear layer generated by the intake jet
close to the valve gap and rapidly spreading out with increasing penetration depth. Figures 4.9b to e
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Figure 4.8: Ensemble average (a) and subset averages (b-e) at −310 °CA. Comparison of results using
velocity isolines (6ms−1 for the intake jet and 1ms−1 for the vortex core) in f. Figure adapted from [137].
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Figure 4.9: Root mean square of velocity fluctuations calculated by equation 2.23 (a), by equation 2.29
(b-e) and by equation 2.30 (f) at −310 °CA. Isolines defined as in figure 4.8. Figure adapted from [137].
show the rms calculated instantaneous velocity fields within the subsets (equation (2.29)). Similar to
figure 4.9a, each subset exhibits very narrow regions of velocity fluctuations in the vicinity of the valve
gap. This concentration to the shear layer region of the corresponding intake jet is preserved up close
to the cylinder liner and piston, where an increased level of velocity fluctuations indicates the final jet
breakup. This well-defined structure of velocity fluctuations indicates that the subset averages are a good
approximation to the fundamental flow topology representative for the corresponding instantaneous
velocity fields. Figure 4.9f shows the large-scale fluctuations (equation (2.30)), which represent the CCV
as defined in section 4.2.1. It is interesting to see that the general structure of large-scale fluctuations
looks very similar to the second POD mode. Another interesting observation is the occurrence of the
narrow region bounded by the high rms values, which marks an overlap between all the subset averages
and the ensemble average.
An identical analysis was performed based on the well-known TCC engine [153]. The results ob-
tained by this realistic 4-stroke engine setup are similar to those obtained by the simplified engine. Both
are presented in [137].
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4.2.3 Interim findings
A new ad-hoc methodology to identify and quantify CCVs in ICEs was proposed. The general idea is
to identify the large-scale structures and quantify their deviation to the ensemble average. For this, the
instantaneous flow fields are grouped into subsets with the aim to average and to calculate a large-
and a small-scale contribution to the total fluctuations. The difference of the subset average to the
ensemble average is denoted as large-scale fluctuation (i.e. CCV), while the differences between the
instantaneous velocity fields within an individual subset are denoted as small-scale fluctuations. The
results are summarized as follows:
i) Proper orthogonal decomposition:
As mentioned in previous investigations, the first POD mode is very similar to the ensemble-
averaged velocity field. The interpretation of higher modes is more difficult.
ii) Ensemble and subset averages:
A total number of 4 subsets was chosen, which base on the coefficient of the second and third POD
modes, representing a compromise between the number of subsets and the number of snapshots
within each subset. All averages show a similar structure in general, consisting of an intake jet and
a tumble-like vortex structure in the center of the cylinder. The orientation and penetration depth
of the intake jet differs from result to result. Furthermore, a variation of the vortex core position
was detected.
iii) Quantification of CCVs and small-scale fluctuations:
The quantification of CCVs was based on the deviations between the subset and ensemble averages.
The structure of CCVs is very similar to those of the second POD mode. Small-scale structures occur
in regions where high turbulent fluctuations are expected, e.g. in the high shear region of the jet.
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4.3 Tumble structure development during the intake stroke
In recent years, much research has focused on the large-scale tumble structure [51, 81, 87–92]. However,
most of these investigations are limited to a 2D evaluation on certain in-cylinder planes, and thus,
there remains a lack of knowledge in terms of the full 3D tumble structure. For this reason, this work
visualizes the 3D tumble structures during the intake stroke based on highly resolved simulations of an
experimental single stroke engine [101]. In addition, the interaction between the tumble and the piston
boundary layer is analyzed. These and further results (e.g. angular velocity of the tumble) can be found
in [137].
4.3.1 Engine and numerical setup
The setup bases on a modern gasoline cylinder-head and operates in a single stroke mode (stroke referred
as “cycle” in the following), representing an engine speed of 960 rpm at full load operation condition.
Each cycle starts at −360 °CA with slightly opened intake valves (0.6mm) and a clearance height of
7mm between the piston and the dome. Reaching BDC (i.e. −180 °CA), the piston motion and intake
valve motion are stopped and a subsequent time period of 100 °CA is analyzed, resulting into 280 °CA
for an individual cycle. It has to be noted that each cycle is independent of the previous ones since
it starts from a quiescent initial state (i.e. zero velocity). Due to the limitation to the intake stroke
and the experimental setup (i.e. water as working fluid), an incompressible approach is sufficient for
this case. Similar to the SPP strategy (section 3.1), the inlet is placed upstream of the flow split, and
the corresponding boundary condition consists of an averaged flow rate (section 4.2) superposed by
synthetic fluctuations [145].
The applied hybrid mesh consists of tetrahedral, prismatic and hexahedral elements with a maximum
and minimum cell size of 1mm and 0.25mm, respectively. Normal to the piston surface, 55 prism
layers with a total height of 2mm (first layer height 5 µm) are used to ensure a high resolution of the
wall boundary layer (i.e. y+ < 1) for the entire simulation time. For remaining surfaces, 15 prism
layers are applied. This leads to a total number of up to 34.3× 106 nodes. To ensure a sufficient
temporal resolution (i.e. CFL < 1) for the entire simulation domain, the time step width is adapted
to the piston speed. Starting with 0.05 °CA, it reaches a minimum value of 0.025 °CA at −270 °CA. A
central differencing scheme in space and a second-order backward scheme in time are used to minimize
numerical diffusion. The scale adaptive simulation (SAS-SST) turbulence model (section 2.2) is chosen.
In total, 30 realizations are available.
4.3.2 Results
Figure 4.10a shows the resolved turbulent structures of an individual cycle, visualized by the Q-criterion
(Q=1000 s−2) [154].
Due to the “stable flow” [155] within the intake port, only a small amount of resolved turbulence exists.
Behind the valve shaft and the separation edge, the SAS-SST model is triggered into an LES-like mode,
which is confirmed by the significant number of resolved small-scale structures in the valve gap region
and throughout the combustion chamber. These turbulent structures are colored by the viscosity ratio
(µt/µ). The observed values are typical for scale-resolving engine simulations [64]. Figure 4.10b and
figure 4.10c illustrate the phase-averaged velocity in two cross sections. The orientation of the intake
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Figure 4.10: a) Turbulent structures at −200 °CA, visualized by Q-criterion and colored by viscosity ratio.
b) Phase-averaged velocity magnitude |〈u〉P | on valve middle plane and 3.5mm above piston. c) |〈u〉P |
on a y-normal plane (indicated by the dotted line in b). Figure adapted from [138].
port and the separation edge upstream of the intake valve lead to a well defined intake jet, which is
deflected by the cylinder liner and the piston surface (identifiable by regions with increased velocity
magnitude). The resulting tumble structure (indicated by black arrows) characterizes the flow within
the combustion chamber in the second half of the intake stroke.
Next, the rotation center of the in-cylinder charge motion (i.e. the tumble center) is detected by the
Γ 3p criterion (introduced and described in detail in [138]). It is defined as
Γ 3p(x,ϕ) =
1
V (x,ϕ)
∫
xo∈V
rp(xo)× up(xo,ϕ)
‖rp(xo)‖‖uˆ(xo,ϕ))‖dxo . (4.2)
with uˆ(xo,ϕ) = u(xo,ϕ)− 〈u〉V (x,ϕ). V (x,ϕ) represents a rectangular subvolume with an edge length
of 24mm and the point x as centroid. Depending on the spatial position and the considered crank angle,
each edge of V (x,ϕ) can be reduced to a minimum length of 6mm (independent from the other edges).
On the one hand, this adaption allows a calculation of Γ 3p until close to the cylinder liner. On the other,
as much volume as possible (up to the defined limit) is used for the calculation, which improves the
robustness and the reliability of the detection method. The velocity vector up(x0,ϕ) and the position
vector rp(xo) are defined as
up(xo,ϕ) = uˆ(xo,ϕ)− eΓ 3(x,ϕ) · (uˆ(xo,ϕ) · eΓ 3(x,ϕ)) . (4.3)
and
rp(xo) = r(xo)− eΓ 3(x,ϕ) · (r(xo) · eΓ 3(x,ϕ)) (4.4)
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with r(xo) being the distance vector between x and xo (both within V ). The unit vector eΓ 3 is calculated
as
eΓ 3(x,ϕ) =
Γ 3(x,ϕ)
‖Γ 3(x,ϕ)‖ (4.5)
and bases on
Γ 3(x,ϕ) =
1
V (x,ϕ)
∫
xo∈V
r(xo)× uˆ(xo,ϕ)
‖r(xo)‖‖uˆ(xo,ϕ)‖dxo , (4.6)
which was originally presented in [156, 157].
Considering an axisymmetric and uncurved vortex structure, its rotation axis is represented by a trajec-
tory tangential to the vectors for which |Γ 3p(x,ϕ)| = 1 is valid. In contrast, |Γ 3p| = 0 means that no
rotation appears. In this thesis, the TC of an IC engine is represented by exactly the trajectory which
includes the maximum magnitude for Γ 3p(x,ϕ) on the symmetry plane (i.e. max(|Γ 3p(x = 0, y, z,ϕ)|) =
Γ 3p(x= 0, yTC, zTC,ϕ) with yTC and zTC as tumble center coordinates). The results are presented in figure
4.11, where the phase-averaged and the cycle-individual TC are shown.
Phase-averaged
-140° CA-170° CA-200° CA-230° CA-260° CA
𝑥𝑦
𝑧
0.750.600.450.300.150.00
Instantaneous
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Figure 4.11: Phase-averaged and instantaneous tumble center, detected by the Γ 3p criterion. Phase-
averaged velocity magnitudes 3.5mm above the piston and on the valve middle plane. Figure adapted
from [138].
Starting with −260 °CA, a cyclic variation of the TC (also known as PVC) occurs. With regard to the
selected planes, the PVC was also identified in previous investigations [51, 81, 87]. During the entire in-
take stroke and even in the phase when the piston remains in its lowest position, a significant movement
of the TC can be observed. Considering the valve middle plane, the TC starts next to the intake valves
and moves against the main flow direction towards the piston surface until −160 °CA. Afterwards, there
is a movement towards the cylinder head. Up to −200 °CA the TC is highly deformed (“w-shaped”),
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while a less complex structure (“v-shaped”) is observed from −170 °CA onwards. An analysis of the
phase-averaged tumble structure in terms of its angular velocity figured out a strong variance of the
angular velocity along the TC line (shown in [138]). Regions directly affected by the intake jet (next to
the valve middle plane) exhibit a high angular velocity while smaller values are obtained close to the
symmetry plane. This variance vanishes with a declining intake jet (i.e. at the end of the piston motion).
Figure 4.12 illustrates the flow field and the boundary layer profile exemplary at −200 °CA in two
different cross sections. In region A the tumble structure is deflected by the piston surface, leading to a
flow topology similar to a stagnation point. A flow almost parallel to the wall exists at positions P1 and
P3 and a constantly thin boundary layer is observed (height of the viscous sublayer less than 0.1mm).
In region B the tumble is redirected towards the cylinder head, and the boundary layer height increases
significantly. At later crank angles, the boundary layer thickness increases, while its general structure
is maintained. This increase can be traced back to the decreasing angular velocity of the tumble (see
[138]) and its reduced interaction with the piston, due to the upward motion of the tumble (see figure
4.11).
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Figure 4.12: Velocity magnitude on the engine symmetry plane and the valve middle plane at −200 °CA.
P1 - P4 indicate locations where dimensionless velocity profiles are evaluated (see figure 4.13). Regions
marked by orange boxes are enlarged and illustrated in the lower part. The red and blue lines represent
the z+ = 5 and z+ = 30 isosurfaces. Black dots mark the local tumble center. Figure adapted from [138].
Figure 4.13 shows the phase-averaged dimensionless piston boundary layer profiles at −260°, −200°
and −140 °CA. The profiles are evaluated at positions P1 - P4, illustrated in figure 4.12. For comparison
purposes, the classical boundary layer assumption (CBLA) [18] (red dashed line) is shown, being the
basis for many wall model formulations. P2 and P4 are in the stagnation point region with significant
normal velocity components, see figure 4.12. P1 and P3 are in a region with a flow mostly parallel to the
wall. For all averaged profiles, comparable results are obtained up to z+ ≈ 5. With increasing z+ values,
the dimensionless velocity profiles exhibit larger deviations and no agreement with the log-formulation
of the CBLA is found. This is consistent with observations in [26, 107] and [86], confirming that no
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turbulent equilibrium boundary layer exists at the piston surface. Interestingly, the results for P1 and P3
are closer to the CBLA, while the profiles for P2 and P4 show the largest discrepancies.
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 [-
] 
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Figure 4.13: Phase-averaged dimensionless velocity profiles at P1 - P4 (see figure 4.12). In addition, the
velocity profile from the classical boundary layer assumption is shown for reference. Figure taken from
[138].
4.3.3 Interim conclusion
This work investigated the generation of the large-scale tumble structure and its interaction with the
piston boundary layer. In the following, the results are summarized:
i) Generation of large-scale tumble:
The TC and its movement during the investigated time period was visualized. A complex “w-
shape” structure in the early phase and a less complex “v-shape” structure were obtained for the
TC. Based on the available multi-cycle numerical data, significant CCVs of the entire 3D-tumble
structure were found.
ii) Interaction with piston boundary layer:
The piston boundary layer was investigated based on a highly resolved mesh and the thickness of
the boundary layer (based on specified values for y+) was computed. It was shown that the bound-
ary layer thickness varies strongly along the piston surface. This was connected to the interaction
with the tumble flow structure, which leads to regions with stagnation points and wall-parallel
flows in the vicinity of the piston surface. The dimensionless velocity profiles at specified loca-
tions were calculated, and significant deviations from the classical boundary layer profile could be
identified.
Version: July 14, 2018 39
4.4 Tumble structure development during compression stroke
Although the technical terms “tumble” and “tumble breakdown” are frequently used in the IC engine
community, the current literature is mostly limited to a phenomenological point of view. In this section,
the tumble structure during the compression stroke is analyzed with the aim to get more information
and a deeper insight. To do so, two well-known experimental engine setups [82, 102] are considered by
means of
• the phase-averaged velocity field,
• the development of the phase-averaged TC position and its CCV,
• the development of the phase-averaged tumble intensity (TI) and its CCV and
• an evaluation of integral quantities.
Please note that these results are not published yet and represent an enhancement of the previous inves-
tigations.
4.4.1 Engine and numerical setup
At first, an overview of the investigated engines is given. Figure 4.14 illustrates their cylinder head
geometries. The top row shows the “wall-guided” (WG) engine, already described in section 3.1. Here, a
side mounted injector (placed between the intake valves) is used, oriented towards the centrally mounted
spark plug. The “spray-guided” (SG) engine (bottom row) is a derivative of the WG engine. Its injector
is placed close to the cylinder axis. Another important aspect is the modification of the intake system,
especially at the intake valves (smaller diameter of the valve disks) and at the lower intake port in close
vicinity to the valves (elimination of the separation edges). [84, 102] provide a detailed description of
the SG engine.
Both engines are identical in terms of their global parameters, like bore and stroke, and run under iden-
tical boundary conditions (e.g. motored at 800 rpm, same cooling temperature and ambient pressure).
For modeling and simulation, the SPT approach (described in section 3.1) is applied. The most important
facts in terms of the simulation are summarized as follows:
• Compressible approach of the governing equations; i.e. equations (2.1) to (2.6)
• Usage of the scale-adaptive simulation model (see section 2.2)
• Same mesh topology and parameters as specified in section 3.1
• Generation of the necessary time resolved boundary conditions is done as described in section 3.1
For reasonable statistics, a total number of 100 (50) consecutive cycles were simulated for the WG (SG)
engine setup. Please note that the higher number of consecutive cycles in case of the WG engine raises
the expectation of an improved quality in terms of the results (compared to the SG engine).
4.4.2 Results
In order to get a first impression of the general in-cylinder flow structure, figure 4.15 shows the phase-
averaged velocity vectors and magnitude on the engine symmetry plane during the compression stroke.
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Figure 4.14: Lower part of the intake port and cylinder head for wall-guided and spray-guided engine
setup. Most significant differences between the engines concern the diameter of the intake valve disk,
the intake port in vicinity of the valves (orange circles) and the position of the injector (red circle).
Both engines exhibit a significant rotational in-cylinder charge motion (i.e. tumble) for all illustrated
crank angle. The velocity field obtained by the WG engine is structured. The SG engine at −180 and
−150 °CA exhibits some “stagnation point like” topologies in the upper part of the combustion chamber.
It is interesting to see that the location of the TC (i.e. center of the rotational charge motion) notably
differs for both engines, although there are only limited differences in terms of the engine geometries.
After −60 °CA, it becomes challenging to interpret the velocity field due to its more complex topology.
The velocity magnitude shows even greater discrepancies. For all considered crank angle, the values of
the WG engine are larger than the values of the SG engine. This is particularly true for the early (−180
to −150 °CA) and the late (after −60 °CA) compression stroke. For these phases, the WG engine exhibits
a maximum velocity magnitude of more than 10ms−1, while the SG engine reaches about 7ms−1.
In a next step, the tumble structure is analyzed. The TC is detected based on the vectorial quantity
Γ13p. It represents a variation of Γ 3p (see section 4.3) and bases on the same set of equations. As
a slight modification uˆ(xo,ϕ) is replaced by u(xo,ϕ). This leads to great advantages with regard to
computational demands and robustness. A disadvantage of this approach is that it does not take into
account the relative velocity of the tumble center and therefore it is not Galilei invariant. This leads
to a discrepancy in terms of the exact tumble center position for cases when the tumble is transported
by convection and its relative velocity is large compared to its rotational speed [158]. However, due
to the lack of convection (from a macroscopic point of view), it can be expected that the effect of the
Galilei invariance becomes small or even negligible during an ICE compression stroke. The left-hand
side of figure 4.16 illustrates TC calculated by Γ13p (blue; not Galilei invarinat) and Γ 3p (orange; Galilei
invarinat). The largest deviation between both approaches occurs at −180 °CA, where a mass flow into
the combustion chamber exists (i.e. before IVC) [137]. For phases with closed intake valves, the results
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Figure 4.15: Phase-averaged velocity vectors and velocity magnitude on engine symmetry plane for WG
engine (top row) and SG engine (bottom row).
obtained by both approaches are quasi identical. This is also true for crank angle with high piston speeds,
like −90 °CA. Because of the previously mentioned advantages and the small deviation in terms of the
position, the Γ13p approach is used in the following.
The following investigations (e.g. in terms of the TI) focus on the “core region” of the large-scale tumble
structure. For this, evaluation planes are defined, which are distributed with a distance of 1mm in x
direction along the TC. These evaluation planes use the tangent on the local tumble center line as normal
vectors and have a radius of 3mm. The right of figure 4.16 demonstrates the principle arrangement of
the evaluation planes.
-180° CA
-90° CA
0° CA
Figure 4.16: Left: Phase-averaged tumble center calculated by Γ13p (blue) and Γ 3p (orange). Right: Prin-
ciple arrangement of evaluation planes (exemplarily shown for x = 0 and x = 20mm; brown and green)
along the tumble center.
To gain an initial impression, the phase-averaged and instantaneous TC positions during the com-
pression stroke are considered next. The temporal development of the phase-averaged TC is illustrated
in figure 4.17.
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Figure 4.17: Temporal development of the phase-averaged tumble center during the compression stroke.
Black lines indicate the tumble center at −180°, −120° and −60 °CA. The engine geometry is fixed at
−110 °CA.
Both engines start with a strongly deformed tumble structure in the lower half of the combustion cham-
ber. Due to the upwards motion of the piston, the TC is pushed towards the cylinder head. This move-
ment is accompanied by a continuous deformation of the tumble. As already assumed by means of figure
4.15, there are clear differences between both engines. Considering −180 °CA, the tumble structure ob-
tained by the SG engine is located notably closer to the piston than this is the case for the WG engine.
Starting from this initial position, the TC of the SG engine exhibits a continuous rotation and movement
towards the cylinder head. In contrast, a fast reorientation and movement towards the cylinder head at
the beginning of the compression stroke (i.e. at less than 45 °CA) is observed for the WG engine. This
is followed by a moderate upwards movement of the tumble. The differences between the engines with
regard to the TC position become smaller shortly before fTDC.
Figure 4.18 shows the phase-averaged TC and the corresponding instantaneous results at various crank
angle. Both engines exhibit a “v-shaped” tumble structure at −180 °CA. Consistent to section 4.3, this
deformation lies in a plane approximately perpendicular to the piston crown. During the compression
stroke, the TC changes its orientation and twists in such a way that the deformation lies in a plane almost
parallel to the piston crown. However, there are differences between both engines concerning the exact
shape and orientation of the phase-averaged TC. Shortly before fTDC, the TC is moved towards the
cylinder head and the “v-shape” becomes less pronounced. Finally, the tumble is pushed into the roof-
shaped compression volume and the TC becomes an almost straight line.
Both engines evince a distinctive cyclic variability, indicated by the scattering of the instantaneous results
with a different intensity. Considering −180 °CA, the instantaneous results of the SG engine are strongly
clustered (apart from a few exceptions), while the WG engine exhibits a higher spreading. This clustering
vanishes until −120°, and no significant differences between the engines occur at this point in time. At
−60 °CA, the SG engine shows higher CCVs compared to the WG engine. There are again no substantial
differences at 0 °CA.
To gain a more quantitative statement, the CCVs in terms of the TC position are evaluated. For this,
〈d〉P,Norm is introduced, which is defined as
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Figure 4.18: Phase-averaged and instantaneous tumble center detected by Γ13p.
〈d〉P,Norm(x,ϕ) = 1N
N∑
n=1
√√√y′(x,ϕ,n)
b
2
+

z′(x,ϕ,n)
s(ϕ) + h
2
. (4.7)
Fluctuations in terms of the spatial coordinate are indicated by y′ and z′. In contrast to the evaluation
method in section 3.2, the decreasing volume of the combustion chamber is taken into account for this
analysis. To do so, each term in equation (4.7) is normalized by its corresponding characteristic length
scale, namely the bore b and the height between the uppermost point of the pent-roof cylinder head
and the piston (sum of current stroke s and a fixed height of h = 13.5mm). Figure 4.19 illustrates
the results obtained from equation (4.7). Consistent to the discussion in context with figure 4.18, both
engines show different levels of cyclic variability in terms of the tumble center position at −180 °CA. For
|x| < 20mm, the differences become smaller until the intake valves are closed (i.e. −130 °CA). This is
not the case for the region close to the cylinder liner (marked by A), where the CCVs obtained by the
WG engine become stronger compared to the ones of the SG engine. It is interesting to see that both
engines exhibit a very different behavior after IVC. For the WG engine, 〈d〉P,Norm decreases and reaches
a local minimum in the range between −80 °CA and −60 °CA (depending on the x position; blue region
marked by B). During this period, a repeatable and not varying tumble structure (with regard to the TC
position) is assumed. This looks quite different for the SG engine, where 〈d〉P,Norm remains on a constant
level at the center of the combustion chamber and a massive increase is obtained in the region close to
the cylinder liner. The differences between the engines become smaller up to about −35 °CA. In the time
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Figure 4.19: Cyclic variability for the WG engine (left) and the SG engine (right). CCVs are quantified by
an averaged and normalized distance between the instantaneous and the phase-averaged tumble center
positions. Dashed line marks IVC. Dotted lines mark points in time already shown in figure 4.18.
period between −30 °CA and −10 °CA (depending on the x position; marked by C), both engines exhibit
an increase regarding the cyclic variability. This level is kept until the end of the compression stroke.
Please note that the streaks after IVC (between A and B; especially visible for the SG engine) result from
a discontinuity of the TC position caused by pressure oscillations. The pressure oscillations result from
the discretely closed valves (i.e. a shortcoming of the numerical model) and do not represent a physical
phenomenon.
Next, the phase-averaged tumble intensity 〈T I〉P(x,ϕ) is evaluated (see also [138]). It is defined as
〈T I〉P(x,ϕ) = 12piΩ
1
N
N∑
n=1
 1|A(x)|
∫
x∈A(x)
|ω(x,ϕ,n) · nA(x,ϕ,n)| dx
 , (4.8)
with the engine speed Ω and the vorticity ω. The evaluation is done on circular planes along the TC
(exemplarily shown in figure 4.16) with an area |A(x)| and their normal vectors nA. The higher the
tumble intensity the higher is the energy content of the in-cylinder charged motion, stored by its kinetic
energy. The obtained results are illustrated in the top row of figure 4.20. Focussing on the center of
the combustion chamber (i.e. |x| < 20mm), both engines exhibit a similar behavior during the entire
compression stroke. Starting with 〈T I〉P ≈ 10 (depending on the x position) the TI decreases and reaches
a local minimum shortly after IVC. Afterwards, the TI first increases moderately (close to B), followed
by a stronger increase in the second half of the compression stroke, which results from the conservation
of angular momentum. Both engines reach a global maximum in terms of the TI between −40 °CA and
−30 °CA and remain on this high level for about 15 °CA. Shortly before TDC, the TI exhibits a rapid drop
from 〈T I〉P ≈ 15 to 〈T I〉P ≈ 6 in a time period of about 3 °CA (depending on the engine; marked by
C). Close to the cylinder liner, both engines exhibit a contrary behavior. Starting on a similar level, the
TI of the WG engine increases moderately from about −120 to −60 °CA. In contrast, a strong decrease
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Figure 4.20: Phase-averaged tumble intensity (TI; top row) and its cyclic fluctuations (bottom row) ob-
tained from the WG engine (left) and the SG engine (right). Dashed line marks IVC. Dotted lines mark
points in time already shown in figure 4.18.
is identifiable for the SG engine in the same time period. Until the end of the compression stroke, the
differences vanish.
The bottom row of figure 4.20 illustrates the cyclic variability with regard to the TI. The calculation of
the CCVs, labelled by T I ′rms,Norm(x,ϕ), bases on equation (2.23). The results are additionally normalized
by 〈T I〉P(x,ϕ). Similar to the TI, both engines show a similar behavior at the center of the combustion
chamber and a contrary behavior close to the cylinder liner. Considering the range −20mm < x <
20mm, both engines start with a low level of cyclic variability. For the WG engine, the CCVs are kept
on a low level until about −50 °CA, followed by a continuous increase until the end of the compression
stroke. For the SG engine, a first moderate increase is identified shortly before IVC. This is followed by a
second increase, beginning in the range between −60° and −40 °CA (depending on the x position). Close
to the cylinder liner, both engines show a similar level for T I ′rms,Norm at −180 °CA. In the middle of the
combustion stroke, the WG engine exhibits a decrease and the SG engine a strong decrease. At the end,
the cyclic variability for both engines is on a similar level.
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To obtain a more condensed presentation, the quantity |〈T I〉P | is averaged along the TC (de-
noted as |〈T I〉L,P |) in a next step. Due to its importance in terms of a fast and therefore effective
combustion in gasoline engines, the volume-and phase-averaged resolved fluctuations 〈kres〉VTum,P , with
kres = 0.5(u′res
2 + v ′res
2 + w′res
2) are calculated as well. VTum represents a tube-like subvolume with the
TC as the center-axis and a radius of 3mm. The results are illustrated in figure 4.21. For the sake of
completeness, the in-cylinder charge motion |〈Tux〉P | (equation (3.1)) and the in-cylinder- and phase-
averaged resolved fluctuations 〈kres〉VC yl ,P are also shown, representing commonly used quantities of the
engine design process. All results are shown for the WG engine (left) and SG engine (right).
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Figure 4.21: Line- and phase-averaged tumble intensity |〈T I〉L,P |, subvolume- and phase-averaged re-
solved fluctuations 〈kres〉VTum,P , phase-averaged in-cylinder charge motion |〈Tux〉P | as well as in-cylinder-
and phase-averaged resolved fluctuations 〈kres〉VC yl ,P for WG engine (left) and SG engine (right). P1 to P4
indicate 4 phases in terms of the large-scale tumble structure during the compression stroke. Solid lines
and dotted lines represent smoothed curves and raw data, respectively.
At first, |〈T I〉L,P | and 〈kres〉VTum,P obtained by the WG engine are considered. Four phases can be distin-
guished.
P1) Vanishing intake jet: Phase with shrinking energy input into the combustion chamber and a
negligible tumble compression (only moderate piston motion and opened intake valves). |〈T I〉L,P |
starts with a value of 10 at BDC and decreases until a local minimum of 7 at IVC. In the meantime,
〈kres〉VTum,P also decreases due to a significantly reduced production of turbulent structures (less
pronounced shear layer of the intake jet).
P2) Tumble compression: The tumble is compressed and the conservation of angular momentum
leads to an increase of the TI. |〈T I〉L,P | reaches a local maximum of 10 at −70 °CA and 〈kres〉VTum,P
remains almost constant (equilibrium between production and dissipation).
P3) Initial tumble breakdown: Phase in which no further increase at the TI can be achieved. |〈T I〉L,P |
remains almost constant until −28 °CA although the tumble structure is further compressed.
This ongoing tumble compression leads to instabilities, which are directly transferred to a gen-
eration/production of small-scale fluctuations. A significant increase in 〈kres〉VTum,P is obtained
(production larger than dissipation).
Version: July 14, 2018 47
P4) Final tumble breakdown: Phase with strongly decreasing TI and fluctuations. Tumble com-
pression becomes small due to the reduced piston motion. The tumble structure decreases to
|〈T I〉L,P | ≈ 5 until fTDC. Also 〈kres〉VTum,P decreases until fTDC is reached (dissipation larger than
production). The significant reduced energy transfer from the tumble structure to small-scale
fluctuations indicates that the tumble is mainly influenced by dissipation.
The in-cylinder charge motion |〈Tux〉P | starts with a value of 1.46 at BDC and decreases until a local
minimum at IVC. Afterwards, it increases to a maximum of 1.58 at −78 °CA, followed by a monotonically
drop until fTDC. With exception of the plateau, the general trend of |〈Tux〉P | is very similar to those
obtained by |〈T I〉L,P |. Very similar trends also exist for 〈kres〉VC yl ,P and 〈kres〉VTum,P . With exception of a
deviation shortly before IVC, both curves exhibit same phases with decreasing, constant and increasing
values. Even the local minimum and maximum exist at the same points in time.
Different results occur for the SG engine, which is especially true for |〈T I〉L,P | and 〈kres〉VTum,P . Again, a
time period exists with the same characteristics as the phase P1 obtained by the WG engine. However,
the local minimum at |〈T I〉L,P | is reached considerably after IVC. Compared to the WG engine, phase
P2 is significantly shorter and less pronounced. It can be allocated in the time period from −100 °CA
to −65 °CA, where an increase for |〈T I〉L,P | and relatively stable values for 〈kres〉VTum,P exist. The major
difference to the WG engine concerns phase P3. In absence of an plateau, the TI exhibits a continuous
increase, which goes hand in hand with an increase in terms of 〈kres〉VTum,P . Both quantities reach a
maximum value at about −25 °CA. It should be noted that the maximum values are considerably smaller
than those obtained by the WG engine. Phase P4 shows the same trend as is the case for the WG engine.
Considering the trend of the in-cylinder charge motion |〈Tux〉P | and 〈kres〉VC yl ,P , no significant differences
to the WG are identified. An interesting fact is that the local minimum of |〈Tux〉P | is shifted towards the
BDC (compared to the WG engine), while the minimum obtained by |〈Tux〉P | lies closer to the TDC.
4.4.3 Interim findings
In this section, the development of the large-scale tumble structure during the compression stroke was
investigated. Several observations were made:
i) Phase-averaged velocity field:
Both engines exhibit a considerable rotational in-cylinder charge motion (i.e. tumble) for a wide
time period during the compression stroke.
ii) Phase-averaged and instantaneous tumble center (TC):
The temporal development of the phase-averaged TC was shown and a complex tumble structure
was figured out. Depending on the crank angle, both engines exhibit a notable spreading in terms
of the instantaneous TC position, which indicates strong CCVs. The WG engine showed a repeat-
able TC position in the range between −100 °CA to −40 °CA. In contrast, the SG engine exhibits
stronger CCVs. A first indicator for the tumble breakdown is the increased cyclic variability shortly
before fTDC for both engines.
iii) Phase-averaged tumble intensity (TI) and its cyclic variations:
Considering the center of the combustion chamber, both engines exhibit a strong increase at the TI
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during the second half of the compression stroke. After reaching a maximum, the TI remains on
this high level for a time period of about 15 °CA. Shortly before fTDC (exact point in time differs
for both engines) a massive drop within a time period of about 3 °CA occurs. Both engines exhibit
moderate CCVs in terms of the TI for a wide time period during the compression stroke. A massive
increase of the CCVs occur in the range of −40 °CA < ϕ < −20 °CA. This and the massive drop
with regard to the TI before fTDC are a second indicator for the tumble breakdown.
iv) Evaluation of integral quantities:
Based on the line- and phase-averaged tumble intensity and the subvolume- and phase-averaged
resolved fluctuations, the compression stroke was classified into four phases. The first phase is
connected to the intake jet. During the second phase the TI is increased due to the tumble com-
pression. The third and fourth phase were associated to the tumble breakdown. A very different
behavior for both engines could be figured out.
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5 Conclusion and further studies
Despite more than 100 years of experience, ICEs are still a big challenge for industry and academia,
and their development is still a predominantly heuristic approach. For the last three decades, due to the
increasing computational resources and the arising possibilities in terms of analyses, CFD has become
more and more important. In line with this further growing importance, the presented work offered a
numerical study of several ICEs with focus on two topics:
• Investigation of modeling aspects
• Investigation of the intake flow
All presented studies were done based on experimental engine setups and compared to existing measure-
ments (and numerical data in case of their significance) to ensure a high quality of the obtained results.
To take into account effects caused by CCVs, scale-resolving turbulence models were used throughout
this thesis.
Investigation of modeling aspects
An appropriate modeling in terms of ICEs is a crucial and widely discussed point. This is particularly
true for scale-resolving simulations, where the chosen modeling approach significantly affects the tem-
poral and spatial development of resolved fluctuations and consequently the CCVs. The presented study
focussed on two modeling aspects. The aim was to identify the requirements and to obtain an accurate
in-cylinder velocity field as well as cyclic variations.
The first modeling aspect dealt with the location of the boundaries as well as the temporal treatment
of the intake ports and the exhaust ports. Based on a well-known experimental engine setup, running in
motored operation condition, three different port modeling strategies were applied:
• LPP: Entire intake and exhaust port up to the pressure plenum were simulated throughout the
entire operating cycle.
• SPP: Shortened intake and exhaust ports were calculated throughout the operating cycle.
• SPT: Same domain as SPP with temporally disabled ports for the time period when the correspond-
ing valves were closed.
Each of these variants was analyzed based on a total number of 60 consecutive cycles.
Evaluating the integral quantities (e.g. the integral in-cylinder charge motion), all models exhibited
similar phase-averaged results and CCVs. A qualitative and quantitative comparison of the velocity
components and their fluctuations offered a good agreement among the different simulations as well as
between the simulations and the experiment. All port modeling strategies exhibited an intake jet, which
resulted in a distinctive rotational in-cylinder tumble motion. This tumble dominated the in-cylinder
flow field during the second half of the intake stroke and for a long time period during the compression
stroke. It can be summarized that there were only negligible differences between the different modeling
approaches in terms of the simulation results. Considering the computational resources, the demands of
the LPP model were more than twice as high as those of the short port approaches. SSP and SPT, which
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were on a similar level, offer a good compromise between computational demands and accuracy. This
fact becomes particularly important when a large number of engine cycles is needed, e.g. for statistics,
as it is the case here.
The second modeling aspect dealt with the accuracy of scale-resolving turbulence models and their
capability to capture large-scale and small-scale fluctuations. Three LES models (Smagorinsky, WALE,
Sigma), one hybrid model (DES-SST) and one second-generation URANS model (SAS-SST) were inves-
tigated, based on a simplified engine setup running in motored operation condition. To ensure a reliable,
consistent and systematic comparison, all simulations were performed on the same grid and numerical
approach (e.g. time integration). A total number of 312 realizations for each turbulence model formed
the basis for the investigation.
Very similar phase-averaged in-cylinder flow structures were obtained for all applied models. Small dif-
ferences occurred at the penetration depth of the intake jet and the exact position of the tumble-like
vortex structure. Larger differences existed at the resolved small-scale velocity fluctuations (e.g. in the
jet shear layer). Considering the tumble center, all models showed a high variability at the beginning
of the tumble formation, a decreased cyclic variability in the middle of the intake stroke and increasing
CCVs at the end of the intake stroke.
In case of sufficient spatial and temporal resolution, the Sigma model is a very suitable choice. It rep-
resents a state of the art LES model and has the advantage that it yields the correct scaling towards
walls. Compared to DES-SST and SAS-SST, it exhibits a higher amount of resolved turbulent structures,
which can be useful for further analyses and/or the interaction with other models, e.g. for the accu-
rate description of mixing. For more realistic engine geometries and operation points, hybrid models
become more relevant. Higher engine speeds and therefore higher (local) variations of the Reynolds
number lead to very small turbulent scales. Thus, a sufficient spatial and temporal resolution might not
be guaranteed within the entire computational domain. Here, the underlying URANS approach offers a
reasonable backup for describing the fluid flow. For sufficiently high Reynolds numbers, the SAS model
shows preferable characteristics, especially since other models such as the DES family might require spe-
cial attention to avoid numerical artefacts like grid induced separation.
Investigation of the intake flow
As mentioned previously, ICEs combine a multitude of highly complex and interacting sub-processes, like
fluid mechanics, mixing processes and combustion. The intake flow is placed at the beginning of the so-
called cause-and-effect chain and great care should be taken in its prediction quality. For example, cyclic
variations in the combustion phase originate (at least partially) from CCVs of the intake flow and even
the best models are ineffective in case of an incorrect flow field. Due to this importance, the presented
work focussed on the intake jet and the large-scale tumble motion.
The first topic dealt with the intake flow of a simplified engine setup (flow bench configuration) with
focus on the part of the intake jet which points into the center of the combustion chamber. To estimate
the sensitivity of this tumble forming phenomenon, several modeling aspects, like the applied turbulence
model and the numerical grid, were discussed. In a first step, a detailed comparison between experiment
and the simulation results was done, and relevant phenomena (e.g. flow separation at the intake valve)
were explained. Afterwards, the velocity field was transformed into a local coordinate system (locally
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aligned with the jet centerline) and normalized by the mass flow through the valve gap. The highly
complex jet structure could be divided into three zones:
• Strong acceleration of the flow (in vicinity of the valve gap) with low level of resolved velocity
fluctuations
• Moderate velocity decrease and increasing resolved fluctuations
• Strong velocity decrease and moderate decrease of resolved fluctuations
It can be summarized that the intake jet position, its orientation, its penetration depth and its curvature
strongly depend on the applied numerical approach. For an accurate prediction of the intake jet (and
the resulting tumble motion) the region close to the intake valve demands a particularly high level of
attention (e.g. during the mesh generation).
The second topic aimed to identify and quantify the cyclic variability of large-scale structures within
the combustion chamber. To do so, the instantaneous velocity fields were decomposed into an averaged
part as well as a large and a small-scale contribution to the total fluctuations. The separation of the fluc-
tuations based on a combination of POD and conditional averaging. The instantaneous flow fields were
grouped into different subsets by usage of the cycle-dependent POD coefficients. Afterwards, averaged
fields were calculated using the individual subsets (subset-averaged) and all available data sets (phase-
averaged). The difference between the subset average and phase average was defined as large-scale
fluctuation (CCV), while the difference between the instantaneous velocity field and its specific subset
average denote small-scale fluctuation.
The new ad-hoc methodology was applied on a simplified engine setup running in motored operation
condition with 208 independent samples. The focus was to detect large scale flow topologies and their
cyclic fluctuations in addition to small-scale fluctuations. All subset averages showed similar structural
elements, consisting of an intake jet and a tumble-like vortex structure in the center of the cylinder. How-
ever, there existed clear deviations in terms of the intake jet (e.g. orientation and penetration depth) for
each of the four subsets. Furthermore, a variation of the vortex core position was detected. Small-scale
structures occurred in regions where high turbulent fluctuations are expected, e.g. in the shear-layer of
the intake jet. It can be concluded that the proposed methodology allows to separate fluctuations of the
velocity field into a large-scale coherent and a small-scale turbulent contribution.
In the third subsection, the generation of the large-scale tumble structure and its interaction to the
piston boundary layer during the intake stroke was studied. The basis for this were 30 realizations of an
experimental gasoline engine setup with a state-of-the-art cylinder head.
In accordance to the previous setups, the engine exhibited a distinctive intake jet which leaded to a
significant rotational in-cylinder charge motion (i.e. tumble). An extension of a previously presented
methodology was developed and applied to detect and visualize the phase-averaged tumble center within
the 3D flow field. The phase-averaged and the instantaneous tumble center were highly deformed at the
beginning of the tumble generation. A less complex tumble center structure occurred at the end of
the intake stroke. During its entire existence, the tumble center exhibited a significantly rotational
and translational movement, even in the phases with a piston speed of almost zero. Based on the
instantaneous tumble center, it could be shown that significant cycle-to-cycle variations exist.
Consequently, the piston boundary layer was analyzed. Its thickness was computed based on specified
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values of the dimensionless wall normal distance and strongly varying values (with regard to the piston
surface) were extracted. This varying boundary layer thickness could be connected to the large-scale
tumble structure, which leads to regions similar to a stagnation point and wall-parallel flows. Finally,
dimensionless velocity profiles were calculated and significant deviations from the classical boundary
layer profile were found.
In the last subsection, the tumble development during the compression stroke was considered. The
investigation based on two well-known experimental engine setups, running in motored operation con-
dition. A total number of 100 and 50 consecutive cycles (depending on the engine) were calculated.
Consistent to the previous subsections, the phase-averaged velocity fields exhibited a significant tumble
motion, existent for a wide time period during the compression stroke. The evaluation of the phase-
average and instantaneous tumble displayed a highly complex tumble structure for both engines as well
as a notable cyclic variability in terms of the tumble center position. To gain an impression of the kinetic
energy stored by the in-cylinder charged motion, the phase-averaged tumble intensity was evaluated.
Apart from differences with regard to the exact values, both engines showed a similar general trend
with a notable increase during the second half of the intake stroke and a massive drop shortly before
fTDC. Moderate CCVs of the tumble intensity until about −30 °CA were obtained. This was followed by
a strong increase until fTDC. In a final step, the tumble intensity in connection with the velocity fluctua-
tions within the tumble structure were analyzed. The tumble development during the compression stroke
could be subdivided into four consecutive phases vanishing intake jet, tumble compression, initial tum-
ble breakdown and final tumble breakdown. However, the intensity of these phases differ for both engines.
In summary, detailed insights into the intake jet and the tumble structure within IC engines were
given. By means of the usage of newly developed post processing methodologies both phenomena were
characterized in terms of their phase-averaged and instantaneous structures. Furthermore, their cyclic
variability could be figured out and quantified.
The new methodologies and findings offer an excellent base for further analyses with regard to the
previously mentioned cause-and-effect chain. A very interesting phenomena is the impact of the large-
scale tumble structure and its cyclic variability on the combustion and therefore the efficiency of an IC
engine. In order to make a quantitative statement, a substantial number of engine geometries under
identical operating conditions and boundary conditions should be considered.
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