Abstract. This paper decribes cyclical changes in negative and wh-constructions as a change from Spec(ifier) to Head. It accounts for this change through an economy principle that says 'if possible, be a head'. The changes examined all show a tendency towards heads and headchecking but execute this in slightly different ways. In addition, innovations introduce new specifiers, and prescriptive rules retain them, counteracting the effects of economy.
2 This is part of a larger principle, as in (4): (4) Heads-over-Phrases Be a Head rather than a Phrase (if possible).
Stated as in (4), the principle holds for Merge (projection) as well as Move (checking). Within recent Minimalism, there is a second economy principle, namely (5), (see, e.g., Chomsky 1995, p. 348) . Merge, as in (2), "comes 'free' in that it is required in some form for any recursive system" (Chomsky 2001b, p. 5) and is "inescapable" (Chomsky 1995, pp. 316, 378) : (5) Merge over Move.
Principle (5) says it is less economical to merge early and then move than to wait as long as possible with Merge. This reduces to (6):
though not in all, because there are other forces which may at times neutralize it or prove stronger than it". Lightfoot (1979, p. 384 ) sees borrowing and expressivity as external factors. He distinguishes (p. 405) between "changes necessitated by various principles of grammar" and those "provoked by extra-grammatical factors", hence, between necessity and chance. In this paper, I provide examples of cyclical changes of both chance (e.g., which prescriptive rule is enforced) and of necessity (e.g., Spec to Head). The outline is as follows. In section 2, I discuss changes in pronouns, showing that head-checking is used whenever possible over phrasechecking, in accordance with principle (4). Then, in section 3, I show how principle (4) accounts for changes affecting relative constructions, negation, and the complementizer/pronoun whether. In section 4, I examine head to head changes and use (6) to account for this as well as for Spec to Spec changes. Section 5 is a conclusion.
Subject Pronouns in Modern English
Chomsky (1995, p. 265) argues that movement carries along as much as is absolutely necessary. He does not go into the question of head versus phrasal movement but the conclusion seems obvious. In cases where it is possible to strand, stranding is obligatory. Thus, it is cheaper to move a pronoun as a head than as a phrase, and checking will be via Head to Head rather than via Spec to Head. I will show that this is indeed the case. Pronouns move as heads if they can but as phrases if they are part of a coordinate phrase or are modified by a relative clause. When phrasal, the Case is often a default one, not always clearly nominative in subject position. Cardinaletti and Starke (1995, p. 36) , following an older literature, analyze pronouns as being of three kinds: clitics are 'deficient heads', weak pronouns are 'deficient XPs', and strong pronouns are 'non-deficient XPs' (XPs being full phrases). In their discussion of, for instance, French, they argue that "the strong variant can be used only if the deficient variant is not accessible" (p. 33 bold type omitted), e.g., in the case where an adverb separates it from a verb or with coordination. The weak pronoun "remains an XP on the surface . . . , while . . . resisting coordination or modification" (p. 36). Being an XP while resisting modification seems incompatible, and I will therefore reformulate Cardinaletti and Starke's three-fold distinction as a two-fold one: elements are either X or XP, but whenever possible, XPs can be X.
A traditional analysis of pronouns is that pronouns move to D from N, as in (7): 5 The pronoun is argued to occupy D because other Ds cannot occur together with pronouns, e.g., *the he, *her she, and *that I. The reason it starts out in N is that it has some lexical features (certainly in the case of first and second person, cf., e.g., Benveniste 1966, chap. 18 , see also note 7). In (7), to check the features of she, either the entire DP or the D moves to a position higher in the tree. Movement of the head, as in (8), will occur, I argue, if nothing else prohibits it:
A bare phrase structure alternative for (7) would be along the lines of (2). In this case, the economy principle favoring heads over phrases, i.e. (4), does not apply to what moves but to how items are merged. For the purposes of this paper nothing hinges on which version, (2) or (7), is adopted. Full NPs, or coordinated pronouns, are different since they are forced to be phrases and check as phrases. I will now turn to the actual evidence that whenever possible, pronouns will project and move as heads.
ECONOMY, INNOVATION, AND PRESCRIPTIVISM
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The first piece of evidence that pronouns typically function as heads, i.e., incorporate, involves modification. For instance, they are not preceded by adjectives or modified by (restrictive) relative clauses. The reason is that they 'prefer' to be heads. So, nice they is not possible, 6 and relative clauses occur very infrequently. 7 In the Corpus of Spoken Professional American English (hence CSE, see note 1), the 161,000-word Faculty Meetings' part shows a split between nouns and pronouns. Thus, nouns such as faculty, department (s) , and school(s) are coordinated in approximately 10% of the cases, e.g., faculty occurs 749 times and is coordinated with and/or 70 times, i.e., 9.3%, and department(s) occurs 188 times, of which 18 are coordinated, i.e., 9.6%. 8 Nouns are hard to distinguish in terms of subject or object, and the 10% constitutes all nouns. The same texts contain 2,748 first person singular nominative pronouns, but only 15 of these are coordinated, and none are modified. This means only 0.5% are phrases. Accusative forms are slightly more frequent (the numbers are statistically significant at p < 0.05), but the numbers are small (6 coordinated out of 322 makes 1.55%). Second person pronouns are not distinguished for Case and hence include both subject and object pronouns. They occur 1,434 times, of which 8 are coordinated, 3 appositive, and 26 have a wh-relative. This means they are phrasal 2.6% of this time. This corpus has fewer third person singular nominative pronouns, namely 246 s/he, and of these 9 are coordinated but none modified. So, third person is a phrase in 3.7% of the cases. These figures indicate (a) that the pronoun versus noun difference is very distinct, as shown in Table 1 , for all first person pronouns against two nouns. It may also indicate (b) that there is a person split since first person is the least often phrasal (statistically significant between first and second and between first and third at p < 64 ELLY VAN GELDEREN 6 First and second person pronouns have more nominal characteristics, hence unlucky we/us is possible, and we linguists. Lyons (1999, pp. 27, 141) argues that first and second person pronouns are Ds and that the absence of third person they linguists is due to the being the third person D rather than he/she/they. 7 If they occur, they are usually non-restrictive, as in (i), or if the pronoun is a generic, as in (ii). There are many archaic sounding ones ('blessed are they that . . .'):
But if he, who had undoubtedly been always so much the most in love of the two, were to be returning with the same warmth of sentiment which he had taken away, it would be very distressing. (Jane Austen, Emma, Vol. 3, chap. 1)
(ii) He who believes in separate and innumerable acts of creation will say, that . . . (Charles Darwin, Origin of Species, chap. 6) 0.001 but not between second and third), and hence first person more often projects as a Head. When personal pronouns are 'pushed into' being full phrases through coordination, as in (9), the Case is often a default Case:
Huck and me ain't cry-babies. (Mark Twain, Tom Sawyer, chap. 16) This is true in most colloquial usage, as (9) shows, and (12) below, and confirms that checking through Spec-Head in (9) is different from checking through Head-Head with non-coordinated pronouns. Other, less direct, evidence that pronouns are heads is that there are varieties of English, e.g., North East Yorkshire (Cowling 1915 , cited in Chapman 1995 where agreement on the verb disappears if the pronoun is adjacent, indicating that the pronoun has 'become the agreement', and that means it is a head. In these dialects, there would be a choice of either a verbal ending or an adjacent pronoun. I won't provide an analysis as to whether the Verb moves to I in these dialects or whether the pronoun+V combination is listed as such in the lexicon. Chapman (1995) divides English dialects of the British Isles into three groups: those in southwest England and East Anglia where no inflection is left; those in south east England where the -s ending is used throughout the paradigm; and those of the 'North Country', where "the use of -s as a marker of all persons singular and plural in the present is determined by the type of subject with which the verb agrees" (Chapman 1995, p. 36) . If a pronoun is immediately adjacent to the verb, as in (10), there is no -s; if it isn't, the -s occurs, as in (11) 
him and me drinks nought but water (also from Chapman)
Another tendency in this variety is that only the pronouns that are adjacent to the verb get nominative Case, as in (10). This trend is not absolute, as (11) shows. Wolfram et al. (1999, p. 70) show how these tendencies are reflected in American dialects. For instance, agreement tends to be lacking with pronominal subjects. Evidence that pronouns are heads from code-switching involves subjects and finite verbs. For many language pairs (e.g., Jake 1994 , Nortier 1990 ), a switch between a full NP subject and a verb, as in (13) between English and Dutch, results in an acceptable switch, but in the case of a pronoun and verb, as in (14) again between English and Dutch, it does not:
Those awful neighbors schijnen altijd herrie te Those awful neighbors seem always noise to moeten maken. have to make (14) * They schijnen altijd herrie te moeten maten.
They seem always noise to have to make
This is usually described as a prohibition against the switching of grammatical categories, but it can be explained, as in, e.g., MacSwan (1999) , in terms of a prohibition against language mixing at the word level in the case of a pronoun and a verb. In the languages where pronouns and verbs can code switch, the pronouns are emphatic (see, e.g., Jake 1994), i.e., phrasal.
A minor piece of evidence that pronouns incorporate (i.e., move as heads) is that when pronouns are separated from the verb by an adverb as in (15) or interjection, as in (16), they are often repeated. This is 66 ELLY VAN GELDEREN to the verb if the latter is in C, as in questions such as What wiltow seyn of this (HC-ME3). I won't go into this. There is perhaps something special with second person since in Dutch verbal inflection is reduced in exactly those circumstances.
In many of the modern Germanic languages (e.g. Dutch and Swedish), there is a restriction for many speakers not to separate subject pronouns from C, as in (i) for Dutch and (ii) for Swedish (see e.g. Holmberg 1991, p. 166 A last argument is that if pronouns check as heads, they might be more often 'cliticized'. This is indeed the case as Table 2 shows. Cliticization of is (or has) is much more common to a pronoun than to an NP 10 in the CSE 1-million word White House briefings' part: The difference is statistically significant at p < 0.001, X-square 853.435. No other noun occurs with as much frequency in the CSE as president, but other nouns show the same tendency, e.g. teacher is followed 8 times by is but never by 's; work is followed 34 times by is and never by 's.
If pronouns check features in a head-head configuration, as in (8), they can start to be seen as agreement markers. Standard English is not that far (yet), but further along perhaps with first than with third person. Pierce's (1994) data comparing French and English child language shows that French subject pronouns, in accordance with Lambrecht's (1981) observations, are much further along to being agreement markers than English ones. French children use pronouns only with finite verbs (which in the singular have the same null form), but NPs occur with non-finite verbs. Coordinated pronouns are not used, and non-emphatic pronouns are also repeated in (20), showing they are needed for proper checking:
Moi je sautes et je descends (Pierce 1994, p. 329 
) me I jump and I go-down
English children, in contrast, use pronouns with infinitives as well, coordinate pronouns, and need not repeat them in sentences such as (20).
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The view that agreement represents an argument, as Jelinek (1984) and Willie (1991) have argued for, e.g., Navajo, is similar to the view that the agreement on the verb in Spanish and Italian licences the (subject) argument (e.g., Safir 1985) . Recent work by Taraldsen (1992) and Ordonez and Trevino (1999) argues that the (subject) NP in languages such as Spanish is an adjunct, not an argument. However, as Jelinek (2001) makes clear, all NPs are adjuncts in pronominal argument languages, and that is certainly not the case in (English and) French. In the latter, only definite NPs can be adjuncts.
In conclusion to section 2, standard English pronouns have the option to be heads (move as D) or to be phrases (move as DP). Whenever possible, heads will strand their projections and move as heads and 68 ELLY VAN GELDEREN (10) and (11) above, where this is the case). There is a person split where coordination and modification is concerned, indicating that first (and second) person pronouns are less often phrasal than third (perhaps caused by differences in inflection).
Spec to Head: 'Be a Head, if possible'
Having just shown that, whenever possible, pronouns behave like heads and not like full phrases, I now show that this economy principle also holds in language change: change will be from Spec to Head. All of the changes below show the interesting interaction, talked about in, e.g., Jespersen (1921, chap. 14, section 6) as a 'tug-of-war', between economy and innovation. Economy eliminates Specs; innovations reintroduce them (e.g., reinforcing not and wh-relatives); and prescriptive rules either stop their introduction (e.g., the ban on multiple negation) or try to stop their change to head (e.g., rendering whether phrasal by adding or not). Under this view, grammaticalization is uni-directional, caused by structural factors.
Relative Pronouns
In 3.1.1, I first sketch the Modern English situation and show that even though heads are preferred, there are (prescriptive) forces at work that favor specifiers. In 3.1.2, I outline some uncontroversial views on the history of relatives and argue (against the conventional belief) that relative that has a different status in Old English than it has in Modern English and that this is a case of a phrase/Spec becoming a Head. In 3.1.3, the reason for this change is again argued to be the Heads-over-Phrases Economy Principle in (4).
A Head preference in Modern English?
In Modern English, relatives are formed using that or a wh-pronoun in the case of restrictives, as in (21), and a wh-pronoun in the case of, relatively infrequent, non-restrictive relative clauses, as in (22). A whelement and that are not allowed to occur together in standard English, as (23) shows, but occur in certain varieties of English, e.g., in BelfastEnglish, as in (24), as in other varieties of Germanic:
The woman that/who lives next door is about to travel to Mull.
ECONOMY, INNOVATION, AND PRESCRIPTIVISM (22) Clinton, who was president two terms, is thinking of running again.
(23) * The woman who that I met yesterday is great.
(24) I wonder which dish that they picked. (Henry 1995, p. 107) As in the case of interrogatives, the relatives are involved in checking the features of the C (see Rizzi 1990 for an early version of the Wh-Criterion).
Using a (non-expanded) CP model, the wh-element would be in the specifier of CP and that in the head, and both cannot occur (in Modern English).
Assuming that in (23) is the head of CP accounts for the absence (again in standard English) of (25) and (26), where of that and that's are XPs:
(25) * The woman of that I saw a picture . . .
(26) * The woman that's picture I saw . . .
There could in principle also be evidence in terms of extraction, but this can't be tested since relative clauses are islands (part of the complex NP constraint). In Modern English, there is a strong tendency in relative clauses to use heads, such as that (and as), rather than specifiers, such as wh-pronouns. This is shown in Table 3 for the 2-million spoken CSE. This corpus was searched for the string [article + noun + relative-pronoun]: Others have noticed similar trends, e.g., Romaine (1982) . There are several reasons that the change to heads has not been completed. Many prescriptive rules concern relatives, and these favor whrelatives over that, for instance, the rule that who is to be used for humans. Fowler (1926 Fowler ( [1950 , p. 716) says "at present there is much more reluctance to apply that to a person than to a thing. Politeness plays a great part", and a more recent guide says: "who refers to people or to animals that have names. Which and that usually refer to objects, events, or animals and sometimes to groups of people" (Kirszner and Mandell 1992, p. 381) . There is a second rule that favors wh-relative, i.e., specifiers, namely, the rule against preposition stranding. Sentences that end with prepositions, such as (27), are judged to be incorrect, and (28) is preferred: (27) I met the woman who I had seen a picture of. (28) I met the woman of whom I had seen a picture.
Since (28) is only possible with wh-relatives, this rule again favors whrelatives.
It is also interesting to notice that very few wh-elements are Casemarked. For instance, in the CSE, there is one instance of a noun followed by whom, as in (29), but hundreds with who. So perhaps who is becoming a head, not expressing Case (only phrasal categories have the functional categories present to be able to have Case): (29) and that the president, whom I think you've all heard on this subject, is -he has . . .
(CSE-WH97B)
This occurrence of who without Case marking may be the reason it is a head 'competitor' to that. There are Norwegian dialects (e.g., Taraldsen 1985) in which the wh-element when it is monosyllabic does not bring about Verb-second, as in (30) 
Changes from Spec to Head
Turning now to the historical data, I show that there are innovative cyclical changes where specifiers become heads, in accordance with (4), but where new specifiers are introduced. For Old English, it is widely accepted in the literature that the regular relative complementizer is þe (e.g. Quirk and Wrenn 1955, p. 72; Allen 1977) . Another relative clause marker is the demonstrative pronoun (se, þat, etc.) with þe, as in (32) There is evidence that the demonstrative originally belongs to the main clause since the case in OE is often that of the main clause, unlike in Modern English. Hock (1991, p. 342) mentions that "similar patterns are found in Old Norse and traces also in Gothic). Allen (1977, pp. 84-85) says that "there are a few examples where the relative pronoun 'attracts' into the case of the head noun phrase", as in (33) The use of þe dies out in the thirteenth century when it is replaced by þat (see, e.g., Noack 1992, pp. 21, 35) . Forms of hwa 'who' start to be used as relative pronouns later in Middle English, at the point when þat has taken over from þe already. In structural terms, the following change occurs:
As I will argue below in great detail, the Specifier that first becomes a head and, after that change, a new wh-specifier is introduced for reasons unrelated to Economy but possibly to innovative tendencies (Mustanoja 1960, pp. 192, 194 suggests Latin influence). In effect, these new reinforcements counter the effects of Economy, as will be seen in the case of negation in the next section as well. Allen (1977) argues that the demonstrative se always takes along the preposition but that þe and þat never do (see her pp. 83, 76 and 102-105, respectively). This shows that already in Old English, þat is in C (her terminology is pre-CP and pre-Spec/head, but I'll put it in current terminology), as well as þe. This view is similar to Traugott (1972, p. 153) , who says that the modern relative that is not directly derived from the demonstrative se, seo, that. I will argue that þat is sometimes in C and sometimes in the Spec of CP, as a demonstrative, and that the Middle English 'take over' is by the demonstrative þat (Mustanoja 1960, p. 188 suggests the same). Showing that þat can be a Spec is sufficient to argue against Allen and Traugott, but is not sufficient to argue that the relative complementizer that develops from it. I'll give arguments for both.
One of the arguments that þat can be in Spec is the presence of combinations such as þatte, þat þe, and þat þat, where that is in Spec and the other element in the head position. Grossmann (1906, pp. 26-27) has numerous examples, among them (35) and (36) That is used not only with neuter antecedents but also with a masculine, feminine, or plural antecedent. This occurs at least from the 9th century on according to Kock (1897, pp. 30-31 ) who provides numerous examples. This fact can be used to argue either that that is already a head and hence not subject to agreement (but that couldn't be the case in (36)) or that that even in Specifier position was losing its gender features. This would have made it easier to reanalyze to Head later on. It is interesting that that is followed by þe even in non-relatives, as in (37). This occurs frequently, seven times in Beowulf. Zupitza's facsimile edition of Beowulf shows þaet and þe are quite separate even though Klaeber's edition renders them as þaette (and even Zupitza's transliteration does so). I take this to indicate that the scribe saw them as two separate words: This use of þaet in non-relatives could be considered evidence that the embedded complementizer that also went from Spec to Head. I will not pursue that question here. Allen's main piece of evidence that þat is the C head is that prepositions are never taken along in relatives with þat and þe, indicating that both move to C not to Spec. There are, however, sentences such as (38), also from the Chronicle and mentioned in Grossman (1906, p. 39 ) and (39), from Kock (1897, pp. 35-36) Bean (1983, p. 92) and Dekeyser (1986) show that the word order with þe is mainly SOV. This is explained if the traditional account for Germanic Verb-second holds for OE, namely that the Verb moves to C in clauses where C is not already filled with a complementizer, þe in (40). With the demonstrative, it is SVO since the Verb can move to C. Bean (1983, pp. 110-111, n. 3) says that the latter may reflect the paratactic nature of the relative clause introduced by a pronoun. She does not mention þat in particular. Due to the rarity of examples with þat and considering that V-movement is often optional, it is difficult to obtain evidence from word order for the different status of þat and þe, but notice that the verb is final in (40), a non-relative, and second in (41) Bean 1983, p. 91) Showing that þat is sometimes in Spec CP, as in (35) to (41), is not sufficient to argue that the relative complementizer in C in fact derives from the demonstrative in Spec CP. There could be other reasons, e.g., French influence, as Einenkel (1916, p. 119) claims, or analogical extension since Old English that is also a complementizer for embedded sentences functioning as arguments or adverbials. An argument for the claim that relative that derives from the demonstrative (with neuter singular features) is based on van Gelderen (1997, pp. 76-79) .
That is the Old English relative with singular neuter antecedents (Grossmann 1906, p. 38) . Hence, the agreement is singular in Old English, as expected. In Middle English, that becomes the generalized relative, no longer tied to a singular NP but still with third person singular features: "[t]he Relative (perhaps it does not signify by inflection any agreement in number or person with its antecedent) frequently (1) takes a singular verb, though the antecedent be plural, and (2) the verb is often third person, though the antecedent be in the second or first" (Abbott 1872, p. 167, italics deleted), as in (42) Thus, the relative when it functions as subject often triggers the 'wrong agreement', i.e., singular when the antecedent is plural. Wilson (1906, p. 45) shows that this does not always take place: "Chaucer's skill in handling relative clauses referring to personal pronouns of the first and second persons is shown in that he violates the principle of concord but rarely". Cases where he does (antecedent and verb are in bold) are (43) and (44) above. Shakespeare does too, as is shown in (47) above. The explanation I give is that the relatives start out with features (singular and neuter), as in (42) to (48), because they are demonstratives in Spec. They gradually lose these features due to a process of grammaticalization, at which point, there is a reanalysis of that from Spec CP to C. The reason for the grammaticalization lies in Economy (as in section 1): it is 'cheaper' to check via head to head movement.
A new Specifier
If Economy is the reason behind the Spec to Head change, the question arises why a new element is introduced in Spec CP again, namely the wh-pronoun, as in (54): (50) the est orisonte, which that is clepid comounly the ascendent.
(Chaucer Astrolabe Benson, p. 669) Dekeyser (1986, pp. 100-101) lists the first wh-relatives. They appear in the 12th century and are always PPs, as in (55) and (56), quoted in Dekeyser, and in (57) and (58). Allen (1977, pp. 197-199) has similar examples from the Peterborough Chronicle and Homilies, also from the 12th century: (61)), constituting a lexical innovation. This fits with wh-relatives being introduced for reasons of expressivity, i.e., for language external reasons. In conclusion to section 3.1, the relative head that develops out of a specifier in accordance with (4), providing a structural explanation for this kind of grammaticalization. Other specifiers (who/m, which) are introduced for reasons of expressivity. Thus, Economy interacts with innovations, making cyclic change possible.
Negation
In this section, I describe a well-known change that shows many of the same stages as the relative pronoun change just examined. I start by providing some theoretical background on the NegP, giving a description of Jespersen's Cycle, in terms of the Heads-over-Phrases Economy Principle (4), and indicating briefly how prescriptive rules stop it from further change in Modern (standard) English.
Multiple negation is found in many languages, from Standard French, Navajo, Yiddish, and Celtic to Afrikaans and Mayan (Dahl 1979, p. 88 ). This phenomenon is explained elegantly if negation is located in a NegP (as in Zanuttini 1991 and Ouhalla 1990; or a ΣP as in Laka 1994), with a Specifier that checks its negative features with a Head (also known as the Neg-Criterion, similar to the Wh-Criterion discussed above). In many of these languages, one of the negative parts is attached to the finite verb, indicating it is a head. Negative determiners in these languages often trigger the presence of the negative marker (i.e., they are negative polarity items, hence NPI). In languages such as Italian and African American English, the doubling takes place only when the N-word is in the scope of the negation. Jespersen (1917) describes what has come to be known as Jespersen's Cycle, where historically the negative element attached to the verb disappears, and the other negative element takes over. Latin non dico goes to jeo nedi to je ne dis pas and je dis pas. These are cases of specifiers becoming heads. Using (4), Jespersen's Cycle can be accounted for straightforwardly. Assume negation is checked in a NegP, as in (62). The change then involves grammaticalization whereby a head ne becomes a clitic n-(prefixed to a verb). This change is followed by the introduction of a new XP, such as no thing, in specifier position:
Subsequently, the XP in the specifier becomes a head not, and the above changes could start over again. What stops the cycle is the prescriptive rule (perhaps the most prevalent of all) against multiple negation since for the specifier to be filled again, there would have to be a second negative. For some of the admonitions against the use of multiple negation, see Kirszner and Mandell (1992, p . A37); Quirk and Greenbaum (1973, p. 186); Swan (1980, p. 182) . These rules have existed at least since the 18th century and are very strong. Nevertheless, speakers continue to produce them. For instance, Anderwald (2002, pp. 104 ff) examines the BNC and finds a considerable number of multiple negation in spoken British English (namely 14.3% of negatives).
In recent literature (e.g., the articles by Rissanen and van Kemenade in the 1999 volume on Negation in the History of English edited by TiekenBoon), the emphasis has been on verb-movement and negation, the decline of multiple negation, etc., but not on the phrasal origin of not. For instance, van Kemenade (1999, p. 152) Haegeman (1995, pp. 119, 191) suggests nicht in German is a specifier, against Bayer (1990) , who assumes it is a head. Wood (1997) finds it very difficult to find evidence in 15th century English. Afrikaans nie and Dutch niet are also assumed to be specifiers by Haegeman. Yet, in the majority of instances, these negative elements (seem to) adjoin to the verb (the first one of those in final position), as in (63) In Flemish, there is negative concord with an optional en, as indicated in (64). En cliticizes to a verb (and functions like ne in French). Middle Dutch has a similar negation (and so does Old English, as will be shown below). It is therefore expected that en in (64) is the head and nie the specifier. In Dutch, Standard English (see section 4.1), and Standard German, where negative concord does not occur, it seems to me that the negative element is ambiguous between Spec and Head. I will now focus on the history of English and will first discuss the variant forms of negation and the status of the negated elements. Then I will move to the changes from Specifier to Head and see how they interact with non-linguistic factors. In Old English, as mentioned briefly in (62), the regular negation is ne, which is often contracted with the verb, as in (65) I will assume this n-/ne is a head and that the finite verb moves to it on its way to C, Old English being Verb-second, as in (66), where I ignore most details:
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Once ne weakens phonologically, another negation is introduced, one that grammaticalizes from a full XP, as in (67) The element moving to Spec can be a full phrase. In fact, both nane wuht and the more grammaticalized nawht, or variants thereof, as in (69) and (70) VAN GELDEREN 13 There are cases where the negative is in subject position in OE, and eME:
forðremþe nan wuht nis betere because nothing is better (Alfred, Boethius 85/1) (ii) þat nan ne beo so wilde that none not is so wild (Layamon, Brut, Caligula 395)
I'm not really sure of the correct analysis for these.
cannot be conclusive). The data are provided in Appendix 1. In OE 1-2 of the HC (see Appendix 1 for periods of the HC), there are no instances of nanwuht used in the modern sense, i.e., as a negative adverb. All seem to be either DP or D. 14 In OE3, there is one possible instance of modern use, namely (71). The more likely explanation, however, is that it is an argument DP, not an adverbial one. In OE4, there is one instance, namely (72), but again there is a reading with naht as argument. The OED lists some early ones, as in (69) You were not unoccupied, though you did not do well.
(PC Cotton) From ME1 on, as shown in (74) and (75), the NP is used as negative adverb. Some of these are still regular arguments and occur with ne, as in (76). Others, such as (74) and (75), are non-argumental and are like modern not. The OED says that nought and others are used in the meaning 'not at all'. In ME2-4, nawuht is replaced by a monosyllabic form: (74 There is, however, an emphatic negative adverb no/na used (with optional ne) from early DE on. This occurs 43 times in Beowulf. This adverb could have been the one to take over when ne disappeared but didn't. I won't go into this further (see e.g. van Kemenade 1999 van Kemenade , 2002 . (76) ne drede we nawiht not dread we nothing (Sawles Warde, 175/10) Negative NPs, as in (76), and negative adverbs, as in (75), are often identical in form and, assuming the NegP, they would be situated in the same (Specifier) position, as in (88) above. Hence, the NP comes to be used as a general negation. The forms nat/not are first used in Late Middle English: not is first used in 1362, according to the OED (see also Appendix 1), still with ne. I will not go into that. As to when not starts to lose its phonological independence, according to the HC, Farquhar and Vanbrugh (both writing comedies in the late 17th century) are the first to use forms such as won't and don't, and they are the only authors in EMod 3 with a total of 56 forms, as in (77). None of these is followed by another negative, however: 
Jespersen (1917, p. 117) argues that forms such as donot start around 1600. Rissanen (1999, p. 196) has evidence from 1500 on of sequences of [auxiliary + not + pronoun] in questions, which indicates a close relationship between the auxiliary and the negation. It is not clear when this reduced form of not is first reinforced in (non-standard) English by another XP such as nothing. Cheshire (1999, pp. 30 ff) suggests that early on never was ready to take on the task of reinforcing the negative and would have done so "[i]f the process of standardisation had not intervened" (p. 31). Jespersen (1917) says that multiple negatives become used to portray lower-class by the 17th century. So, the prescriptive prohibition against multiple or double negation starts early and, as mentioned above, is perhaps the strongest of all prescriptive rules. This is the reason a new Spec is not introduced in standard English and the cycle is interrupted, and the head n't is retained as well. In summary, the changes that take place in negation can be seen as (a) to (d). Important for the present paper is that XP becomes X and that the XP is not just any XP but an N-word that needs to check its features with a Negative Head: (a) Early Old English has ne in head position, with nan wuht optionally present in Spec of NegP; this two-word form dies out by Late Middle English (see Appendix 1);
(b) Reduced forms such as the two-syllable nawuht and the monosyllabic naght occur in Old English. In ME1, the bisyllabic form still occurs but ceases to do so in ME 2-4. Both it and the monosyllabic form occur accompanied by ne. (c) nat/not are first used in Late Middle English (see also Appendix 1), still with ne; (d) not is used by itself by the early Modern period and is then a Head that starts to contract to n't in C17/C18. The expected new negative reinforcement in Spec becomes stigmatized in C18. It does not occur in standard English, due to tremendous prescriptive pressures, but is pervasive in vernaculars.
There are more specifier candidates in Old English, and the question arises why no wuht is 'chosen'. For instance, nan wuht is in competition with nan þing. The reason the former 'wins out' is pure chance (see van der Wouden 1994 about collocational behavior). It happens to be phonologically reduced earlier than nan þing. There are two indications for this: (a) looking at the collocates of þing shows more variety than with wuht, and (b) while forms such as naþing do not start to occur until ME1 (OED says 1200 for naþing, 1390 for nothing), noncontracted forms such as nan þing continue to occur much later: (79) þat no bið he for þan watere. nað|ðing The '|' indicates that the line ends there and the consonant is doubled because of it.
Whether
Whether has a number of functions throughout the history of English. In some uses, it starts out as a specifier and either disappears or is 'forced' (by prescriptive rules) to remain a specifier. The discussion again illustrates how the general principle in (4) interacts in a variety of ways with other changes in the language.
Whether introduces a direct question, as in (81) to (84). In this yes-no question function, whether causes the verb to be in second position, even as late as the 18th century. This shows whether is in the specifier position of CP and the verb in C: (81 After the 18th century, whether disappears, and verb movement to C suffices. Assuming question features are checked in CP (also referred to as the Wh-Criterion, see Rizzi 1990, pp. 65ff) , this is initially done via Spec-head agreement but later by Head-checking of the verb. So, this is a case where (4) has to be seen as a condition on checking.
Whether has a number of other uses, most prominently as pronoun and as complementizer. (85) and (86), taken from the OED, show pronominal use. Like the direct question whethers the pronouns are always in the specifier position in OE and ME since they are phrasal and trigger Verbsecond: This pronominal use of whether disappears gradually and is replaced by which.
Complementizer whether, as in (87) to (89), has survived up to now and is initially either the Specifier (in (87) and (90) to (92), as shown by the verb in C) or in the Head C (in (88) and probably in (89) Under (4), one would expect whether to become C in present day English. In the case of heads, e.g., that in (93), wh-movement moves via the embedded Spec CP, and the sentence is grammatical. This is not so with whether; it isn't considered a head since wh-movement across it is blocked, as (94) shows:
(93) Who did you think that he met?
(94) * Who did you wonder whether he met?
Snyder (2000) reports on a psycholinguistic experiment in which speakers who hear (94) start accepting the construction as grammatical, meaning that they could analyze whether as a head with the right trigger.
The reason, however, that whether has not become a head, I will argue, is prescriptive pressure. For instance, Kirszner amd Mandell (1992) , in their writing guide, say that whether or not is used 'when expressing alternatives ' (1992: A26) and is then forced to be a phrase and a Spec.
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In the CSE, whether is immediately followed by or not in 18% of the instances (to be precise, there are 257 instances of whether or not and 1,141 of just whether). There is also direct evidence to the speaker that whether is in Spec since sequences such as (95) and (96) are encountered, even in formal speech, as in (95), and writing in (96): (95) I just wondered whether that as a next step we might look to see why this seems to be the case (CSE-FACMT97)
The local authority will know whether if they let the council house to the tenant. Regarding whether, historical changes show interesting variety. In the case of yes-no questions, the specifier whether disappears, and the verbal head suffices to check the features, in accordance with (4); in the case of embedded yes-no questions, whether has remained a specifier. I argue that the latter is caused by prescriptive pressures. If whether needs to be followed by or not, it has to be a specifier.
In summary to section 3, I have provided evidence that three changes in English can be described as changes from phrase, i.e., spec(ifier), to head (XP > X). The reason for that change is (4) above, an Economy Condition that says 'project as a head if you can'. Counteracting these changes by reintroducing new specifiers are innovations such as whrelatives and negative reinforcements. Factors holding back the development from Spec to Head are prescriptive rules such as 'do not use a double negative' and 'never end your sentence with a preposition'. I will now examine changes involving lexical heads that also make use of an Economy Principle, but a different one.
'Merge Late'
In work on grammaticalization and reanalysis, there has been a lot of emphasis on the change from lexical to auxiliary verbs (e.g., have and will), from prepositions to complementizers (e.g., for and like), and from verbs to complementizers. As a lexical head is reanalyzed as a grammatical (or functional) head, it 'climbs' up the tree, as it were (see also IJbema 2002). Modals (changing from V to Auxiliary), perfect marking (from V to Auxiliary), progressive (from P to I), infinitive markers, and complementizers (van Gelderen 1998) all fit into this. Chomsky's (1995 Chomsky's ( , 2001a Chomsky's ( , 2001b ) preference of 'Merge over Move', reformulatable as 'Merge late so that you don't have to merge as well as move', as in (97), repeated from (6) above, provides a ready explanation:
Late Merge Merge as late as possible. Roberts and Roussou (1999) use it to explain the change from V to AUX. At the time of the change of main verbs to auxiliaries, verbs move to I and/or C to check features of tense and agreement, and having the auxiliary merge rather than merge and move in e.g., (98) I will use this principle of Late Merge to account for some of the other Head-to-Head changes. In 4.1, I'll explain the change from P to C using (6) and show how the contemporary change of to from I to C is stopped both by (4) and by a prescriptive rule. Condition (6) also explains the change from a lower Spec to a higher Spec, as I'll show in 4.2.
Head to head
As is well-known, the preposition of location and purpose, as in OE (99) to (101), comes to be used as a complementizer by early ME, as in (102) and (103) On first sight, these don't seem to be cases where the P moves to C, as with verbs such as in (98) above, and where Merge would be simpler than Move. The explanation I give follows Kayne's (1999 Kayne's ( , 2002 account of certain prepositions. He argues that prepositions such as 'of' are merged outside the VP. Adapting that to (99)- (103), I argue that once a preposition is no longer fully lexical but is used to express (purposive) Case, as in (100), it is merged outside the VP (with the NP inside the VP) and serves as an attractor to its NP 'object'. Once the P is base generated outside VP, it can be reanalyzed as a complementizer indicating purpose, e.g., in (103). This accounts for the change from P to C.
There are some problems with 'Merge over Move'. For instance, why couldn't one merge all the time, i.e., always have there subjects and do in I? In the remainder of the paper, I provide some evidence that to moves from I to C, but 'prefers' to stay merged in I, not C. The reason for this 'early Merge' is a conflict with (4).
The ME changes involving to from P to I have been discussed many times, and here I will examine some idiosyncracies of to and not in this light (I won't go into its precise position, but see van Gelderen (2002) and Abraham (2002) ): As is well-known, the split infinitive has occurred since the 14th century, but examples with a negative, as in (104), are less frequent than when a non-negative adverb is involved and (105) is preferred:
(104) He professes to not be ready for that (BNC-CGB 1649) (105) He professes not to want the job (BNC-ABJ 970) For instance, in the CSE, there are 381 instances of not preceding infinitival to and 59 of to not, indicating that only 13.4% of negative infinitives are split whereas with IP-adverbs probably, perhaps, possibly, this is 71% (see van Gelderen 2002 ). I will show that there is a position for to above the negation (C) and one below it (I). Since the one below it is selected, 'early Merge' seems preferred over 'late Merge', but only with negative adverbs.
One of the arguments for two positions is that in a number of modern corpora (CSE, BNC, Cobuild), (106) and (107) This shows there are two positions for to to occur in: a lower one as in (105) and a higher one as in (104). Since the preferred position of to is after not, there are several possible accounts, but I argue that to moves to C in (104) leaves a copy in (106) and (107).
Sentences with an overt complementizer, such as (108), occur and provide evidence that to is in C, in complementary distribution with for (for instance, in the BNC, there is one for N to not in a very muddled sentence but 126 for N not to):
(108) if you as a parent choose for your child not to participate, you may opt out (CSE-COMR6B97)
Verbs without a CP complement, such as believe, are judged grammatical by native speakers with not to but not with to not, further indicating that to in the latter combination is in C. The problem for the 'Merge over Move' principle is to explain why to would not always be in the higher position. There are two possible reasons. One is that the rule against splitting infinitives is still very strong in standard English (see Fowler 1926 Fowler [1950 , p. 558; Quirk and Greenbaum 1973, p. 312) . The second is that typically not is a head (see 3.2 above) and that in order to move across to, as in (106) and (107), not is forced to be a specifier. This is still possible in Modern English since nothing else is in the Specifier position (due to the double negation prohibition). However, that makes the move infrequent enough not to trigger late Merge. So, two Economy Principles interact, and one 'bleeds' the other.
Spec to Spec
A change that seems to occur less frequently than Head to Head or Spec to Head but which is accounted for by (6) as well is the change from specifier of a lexical category such as VP to a functional one. Simpson and Wu (2002, pp. 291 ff.) analyze negation in the history of French in terms of negative ne selecting a Focus projection below NegP but above becomes the head, and (c) the specifier of CP is filled again by a whelement that moves there, as in (54) above. There is, however, a short period from 1400 to 1600 where wh-pronouns are base generated (i.e., merged) in Spec of CP, as in (110) and (111) Constructions (110) and (111) represent stage (d): the wh-element is base generated (merged) in the Spec of CP, and this is expected given (6). If a wh-element merges inside the VP and then moves to Spec CP, it is more economical to merge it late. The reason, I argue, that stage (d) is short and that constructions such as (110) disappear is that they interact with (4), the change towards heads. In section 4, I have provided a few instances of changes that follow the late merge condition as formulated in (6). Head to head changes discussed in this context are verbs becoming auxiliaries and prepositions becoming complementizers. The change of to from P to C is hindered, however, by the ban against split infinitives, as well as the interaction with Condition (4). Two changes of specifiers becoming specifiers (of higher functional projections) follow the same condition to undergo merge as late as possible. In the case of the relative clause change, there is again an interesting interaction with principle (4) and the latter 'wins out'.
Conclusions
The main part of the paper (section 3) is concerned with instances of phrases that become heads. Economy of a head over a phrase, principle (4), is seen as the motivating factor for changes involving wh-constructions and negatives and nicely describes pronominal behavior (section 2). Figure 1 shows that Spec-Head checking is replaced by Head-Head checking, with the Spec becoming the head and the original head deleting. Subsequently, a new Spec is introduced which in turn will become a head. The introduction of a new Spec is not motivated by Economy factors:
In all of the changes described, 18 the Economy Principle interacts with introductions into the language of new items, e.g., who and na wiht. The latter occur to increase expressivity and are the result of 'chance', of language-external changes. The changes involving Spec to Head are changes caused by language-internal factors.
Instances of head to head grammaticalization can be explained by late merge: if a head is grammatical rather than lexical, it can merge outside the VP. In cases where late merge does not apply, e.g., in to changing from I to C, there are other factors at work. Changes from Spec to Spec occur as well but are perhaps harder to document. Possible cases are French negatives and a stage in English relative clauses. 
