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Filtration-Consistent Dynamic Operator with
a Floor and Associated Reflected Backward
Stochastic Differential Equations∗
Xiaobo Bao† and Shanjian Tang‡
Abstract
This paper introduces the notion of an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator
with a floor, by suitably formulating four axioms. It is shown that an {Ft, 0 ≤ t ≤ T}-
consistent dynamic operator {Es,t, 0 ≤ s ≤ t ≤ T} with a continuous upper-bounded
floor S is necessarily represented by the solution of a backward stochastic differen-
tial equation (BSDE) reflected upwards on the floor, if it is Eµ-super-dominated for
some µ > 0 and if it has the non-increasing and floor-above-invariant property of
forward translation. We make full use of the two assumptions to extend the un-
derlying {Ft, 0 ≤ t ≤ T}-consistent dynamic operator from the subset L
2(FT ;ST )
of floor-dominating square-integrable random variables to the whole space L2(FT ) of
square-integrable random variables. The extended dynamic operators are shown to be
identified to an {Ft, 0 ≤ t ≤ T}-consistent expectation E˜ . The generator g of its BSDE
representation given by Coquet, Hu, Memin, and Peng [1, Probability Theory and
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related Fields, 123 (2002), 1–27] turns out to be that of the desired RBSDE. More ele-
gantly, the process {Et,T [X], 0 ≤ t ≤ T} turns out to be an E˜-supermartingale for each
X ∈ L2(FT ;ST ). This key observation allows us to apply a nonlinear Doob-Meyer’s
decomposition theorem to construct the increasing process of {Et,T [X], 0 ≤ t ≤ T} as
a solution to some BSDE reflected upwards on the floor.
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1 Introduction.
Let {Bt, 0 ≤ t ≤ T} be a d-dimensional standard Brownian motion defined on a
probability space (Ω,F , P ). Let {Ft, 0 ≤ t ≤ T} be the natural filtration of {Bt, t ∈
[0, T ]}, augmented by all P -null sets of F . Set
L2(FT ) := {ξ : ξ is an FT -measurable random variable s.t. E|ξ|
2 < +∞},
L2(FT ;ST ) := {ξ ∈ L
2(FT ) : ξ ≥ ST }, L
2
+(FT ) := L
2(FT ; 0),
L2F (0, T ;R
m) := {φ : φ is Rm-valued and {Ft, 0 ≤ t ≤ T}-adapted s.t. E
∫ T
0 |ϕt|
2dt <∞},
H
2 :=
{
ϕ ∈ L2F (0, T ;R) : ϕ is predictable
}
,
S
2 :=
{
ϕ ∈ H2 : ϕ is right-continuous s.t. E sup0≤t≤T |ϕt|
2 < +∞
}
.
Let be given three objects: a terminal value ξ, a random field g : Ω × [0, T ] ×
R× Rd −→ R, and a continuous progressively measurable real-valued random process
{St, 0 ≤ t ≤ T}. Assume that
(C1) ξ ∈ L2(FT ).
(C2) g(·, y, z) ∈ H2 for (y, z) ∈ R× Rd.
(C3) |g(t, y, z)− g(t, y
′
, z
′
)| ≤ α(|y− y
′
|+ |z− z
′
|) a.s. with y, y
′
∈ R and z, z
′
∈ Rd
for some positive constant α. And
(C4) S+ ∈ S2 and ST ≤ ξ a.s..
Consider the following reflected backward stochastic differential equation (RBSDE):
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

Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds +KT −Kt −
∫ T
t
〈Zs, dBs〉, 0 ≤ t ≤ T ;
Yt ≥ St, a.s.0 ≤ t ≤ T ; K0 = 0 and
∫ T
0
(Yt − St)dKt = 0.
(1.1)
Its solution is a triple {(Yt, Zt,Kt), 0 ≤ t ≤ T} of {Ft, 0 ≤ t ≤ T}-progressively
measurable processes taking values in R×Rd×R+ such that (i) Z ∈ H
2, and (ii) {Kt, 0 ≤
t ≤ T} is continuous and increasing. There exists unique solution {(Yt, Zt,Kt), 0 ≤
t ≤ T} of RBSDE (1.1) if conditions (C1)-(C4) are satisfied. For further details, see
El Karoui, Kapoudjian, Pardoux, Peng, and Quenez [2].
Define
Er;g,St,T [Y ] := Yt, ∀Y ∈ L
2(FT ;ST )
and
Er,gt,T [Y ] := E
r;g,0
t,T [Y ], ∀Y ∈ L
2
+(FT ).
Here, the superscript r indicates that the underlying operators are generated by a
reflected BSDE, and the superscripts (g, S) specify the generator and the obstacle of
the underlying RBSDE. It was noted by El Karoui and Quenez [3] that the operator
Er;g,St,T satisfies the following properties:
(A1) Monotonicity. Es,t[Y ] ≥ Es,t[Y
′
] if Y, Y ′ ∈ L2(Ft) and Y ≥ Y
′
.
(A2) Time consistency. Er,s[Es,t[Y ]] = Er,t[Y ] if r ≤ s ≤ t ≤ T and Y ∈ L
2(Ft).
Therefore it is a nonlinear pricing system of square-integrable American contingent
claims. A financial theoretically interesting problem is the converse one: Is a dynamic
operator with similar properties like (A1) and (A2) necessarily represented by a RB-
SDE? That is, we are concerned with axiomatic characteristics for a dynamic operator
to be represented by a RBSDE.
This paper is concerned with the converse problem for RBSDE (1.1) with a general
floor S > −∞. More precisely, we introduce a class of dynamic operators with floors,
and then relate them to BSDEs reflected upwards on the floors. In this way, we
characterize on one hand the solutions of RBSDEs with axioms, and on the other
hand, we give a representation for the dynamic operators in terms of RBSDEs (1.1).
Throughout the paper, we shall make the following three assumptions. The first
one concerns some continuity of the underlying dynamic operators:
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(H1) Eµ-super-domination There is some µ > 0 such that
Et,T [X + Y ]− Et,T [X] ≤ E
µ
t,T [Y ], a.s. (1.2)
for t ∈ [0, T ],X ∈ L2(FT ;ST ) and Y ∈ L
2
+(FT ). Here, E
µ
t,T [Y ] := yt with {yt, 0 ≤ t ≤
T} being the first component of the solution of the following BSDE:
yt = Y +
∫ T
t
µ|zs|ds −
∫ T
t
〈zs, dBs〉, 0 ≤ t ≤ T. (1.3)
The following assumption is its weaker version:
(H1)’ Eµ-domination There is some µ > 0 such that for X ∈ L2(FT ;ST ) and Y ∈
L2+(FT ), we have
E0,T [X + Y ]− E0,T [X] ≤ E
µ
0,T [Y ]. (1.4)
Note that the assumption (H1)’ is much weaker than that of Eµ-domination used
by Coquet, Hu, Memin and Peng [1, Definition 4.1, page 9], in that Y is here restricted
within L2+(FT ) instead of taking values in the whole space L
2(FT ) like the latter. This
difference will complicate our subsequent arguments.
The second assumption still concerns the operators:
(H2) The non-increasing and floor-above-invariant property of forward
translation Et,T [X + Y ] ≤ Et,T [X] + Y , a.s. for X ∈ L
2(FT ;ST ) and Y ∈ L
2
+(Ft).
Furthermore, for X ∈ L2(FT ;ST ) such that Et,T [X] > St a.s. for t ∈ [0, T ], We have
Et,T [X + Y ] = Et,T [X] + Y for any Y ∈ L
2
+(Ft).
The third assumption concerns the underlying floor S:
(H3) The predictable process S is continuous and S+ ∈ S2. Moreover, there is a
positive constant C such that ess sup0≤t≤T St ≤ C a.s..
We now introduce the notion of an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator
with floor S.
Definition 1.1. A time parameterized system of operators
Es,t[·] : L
2(Ft;St) −→ L
2(Fs;Ss), 0 ≤ s ≤ t ≤ T (1.5)
is called an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator with floor S if it satisfies :
Es,t[Y ] is continuous in s ∈ [0, t] for t ∈ [0, T ] and Y ∈ L
2(Ft;St), and furthermore, it
satisfies the following four axioms.
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(D1) Floor-above strict monotonicity Es,t[Y ] ≥ Es,t[Y
′
] a.s. for Y and Y
′
∈
L2(Ft;St) such that Y ≥ Y
′
a.s.. If Es,t[Y ] > Ss a.s. for any s ∈ [r, t] and some
r ∈ [0, t], then Y ′ = Y a.s. if Y ′ ≥ Y a.s. and Er,t[Y
′] = Er,t[Y ] a.s..
(D2) Es,t[Y ] = Y a.s. for each Y ∈ L
2(Fs;C).
(D3) Time consistency Er,s[Es,t[Y ]] = Er,t[Y ] a.s. for Y ∈ L
2(Ft;C) if r ≤ s ≤
t ≤ T .
(D4) Zero-one law For each s ≤ t, Es,t[1AY + C˜] − C˜ = 1A(Es,t[Y + C˜] − C˜),
a.s., ∀A ∈ Fs for any constant C˜ dominating the floor.
The main result of the paper is stated as follows.
Theorem 1.1. Consider an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator {Es,t, 0 ≤
s ≤ t ≤ T} with floor S. Assume that {Es,t, 0 ≤ s ≤ t ≤ T} satisfies (H1) and (H2),
and the obstacle S satisfies (H3). Then, there is a random field g : Ω× [0, T ]×Rd → R
such that the following are satisfied:
(i) g(t, 0) = 0 for a.e. t ∈ [0, T ],
(ii) |g(t, z1)− g(t, z2)| ≤ µ|z1 − z2|, and
(iii) Es,t(Y ) = E
r;g,S
s,t (Y ) for any Y ∈ L
2(Ft;St) and s ∈ [t, T ] with t ∈ [0, T ].
For the particular case of the zero floor (S = 0), the last assertion is still true if
the assumption (H1) is replaced by the weaker one (H1)’.
It is worth noting that the extremal case of the negative infinite floor (that is,
S = −∞) for RBSDE (1.1) is the following backward stochastic differential equation
(BSDE):
Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds −
∫ T
t
〈Zs, dBs〉, 0 ≤ t ≤ T. (1.6)
Under conditions (C1)-(C3), it has a unique adapted solution (Y,Z). In the following,
denote Yt by E
g
t,T [ξ] to emphasize the dependence on the parameter (ξ, g) and the
initial and terminal times pair (t, T ). Coquet, Hu, Memin and Peng [1] introduce the
notion of an {Ft, 0 ≤ t ≤ T}-consistent expectation, which is defined to be a nonlinear
functional E [·] on L2(FT ), satisfying the following three axioms (E1)-(E3).
(E1) E [Y1] ≤ E [Y2] if Y1, Y2 ∈ L
2(FT ) and Y1 ≤ Y2. Furthermore, if Y1 ≤ Y2, then
Y1 = Y2 if E [Y1] = E [Y2].
(E2) E [C] = C for any constant C. And
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(E3) The E-expectation (denoted by E [Y |Ft]) of Y ∈ L
2(FT ) conditioned on Ft
exists uniquely for any t ∈ [0, T ]. That is, there is unique η ∈ L2(Ft) such that
E [η1A] = E [Y 1A], ∀A ∈ Ft. (1.7)
The third axiom (E3) shows that an {Ft, 0 ≤ t ≤ T}-consistent expectation E [·] induces
an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator, which will be denoted by {Es,t[·], 0 ≤
s ≤ t ≤ T}. We shall identify one of them with the other.
Coquet, Hu, Memin and Peng [1] proved the following representation result.
Theorem 1.2. Assume that an {Ft, 0 ≤ t ≤ T}-consistent expectation {Es,t, 0 ≤ s ≤
t ≤ T} satisfies (H1)’ for some positive constant µ and the following assumption:
(H2)’ Translation invariance. Es,t[X + Y ] = Es,t[X] + Y a.s. for s ≤ t,X ∈
L2(Ft) and Y ∈ L
2(Fs).
Then, there is a random field g : Ω× [0, T ]× Rd → R such that
(i) g(t, 0) = 0 for a.e. t ∈ [0, T ] and g(·, z) ∈ L2F (0, T ) for z ∈ R
d,
(ii) |g(t, z1)− g(t, z2)| ≤ µ|z1 − z2| for z1, z2 ∈ R
d and a.e. t ∈ [0, T ], and
(iii) E0,T [Y ] = E
g
0,T [Y ] for any Y ∈ L
2(FT ).
Note that an {Ft, 0 ≤ t ≤ T}-consistent expectation {Es,t, 0 ≤ s ≤ t ≤ T} has the
following four properties.
(A1) Strict Monotonicity. Es,t[Y ] ≥ Es,t[Y
′
] if Y, Y ′ ∈ L2(Ft) and Y ≥ Y
′
.
Furthermore, if Y ′ ≥ Y and Es,t[Y
′] = Es,t[Y ], then Y
′ = Y .
(A2) Es,t[Y ] = Y a.s. for s ∈ [0, t] and Y ∈ L
2(Fs).
(A3) Time consistency. Er,s[Es,t[Y ]] = Er,t[Y ] if r ≤ s ≤ t ≤ T and Y ∈ L
2(Ft).
(A4) Zero-One law. Es,t[1AY ] = 1AEs,t[Y ] a.s. for s ≤ t, A ∈ Fs, and Y ∈ L
2(Ft).
Theorem 1.2 means that an {Ft, 0 ≤ t ≤ T}-consistent expectation always has a BSDE
representation if it is both Eµ-dominated for some µ > 0 and constant-preserving. Note
that (H1) is stronger than (H1)’ and however, the latter together with (H2)’ and (A1)-
(A4) implies the former (see Remark 2.4 for further details). Further, (H2)’ is stronger
than (H2). Therefore, Theorem 1.2 is the special case of S ≡ −∞ for Theorem 1.1.
Though Theorem 1.1 is a generalized version of Theorem 1.2, it turns out to be
far from straightforward in both its formulation and its proof, due to the appearance
of the floor. Indeed, they call for original ideas. In particular, two key points are
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worth to be mentioned here. The one is to make full use of the non-increasing and
floor-above-invariant assumption (H2) of forward translation and the assumption (H1)
of Eµ-super-domination for some µ > 0, to extend the underlying {Ft, 0 ≤ t ≤ T}-
consistent dynamic operator from the subset L2(FT ;ST ) of floor-dominating square-
integrable random variables to the whole space L2(FT ) of square-integrable random
variables. The extended dynamic operators are shown to be identified to an {Ft, 0 ≤
t ≤ T}-consistent expectation E˜ . The generator g of its BSDE representation given
by Theorem 1.2 turns out to be that of the desired RBSDE. More interesting is the
second key point—a beautiful observation: the process {Et,T [X], 0 ≤ t ≤ T} turns
out to be an E˜-supermartingale for each X ∈ L2(FT ;ST ). This fact allows us to
apply a nonlinear Doob-Meyer’s decomposition theorem in [1], to give the increasing
process of {Et,T [X], 0 ≤ t ≤ T} as a solution to some BSDE reflected upwards on the
floor. Eventually, our proof of Theorem 1.1 is both natural and elegant. To diverse
the difficulty in the above arguments, the whole proof is divided into three sections:
Sections 2-4. The above two key points are exposed in detail separately in the first two
sections: Sections 2 and 3.
The rest of the paper is organized as follows. In Section 2, we consider the case of
the zero floor. In this case, for any nonnegative terminal value, the process {Kt, 0 ≤
t ≤ T} in RBSDE (1.1) is zero and thus the RBSDE is reduced to a BSDE. Nonlinear
Doob-Meyer’s decomposition theorems are not needed in this case. We concentrate
our attention to show how to extend the family of dynamic operators defined on the
subset L2+(FT ) of L
2(FT ) to an {Ft, 0 ≤ t ≤ T}-expectation, which is defined on
the whole space L2(FT ). In Section 3, we consider the case of the negative floor.
Restricting the underlying {Et,T , 0 ≤ t ≤ T}-consistent dynamic operator to L
2
+(FT ),
we get an {Ft, 0 ≤ t ≤ T}-expectation by extending the restriction to L
2(FT ) in the
way as shown in the preceding section. The {Ft, 0 ≤ t ≤ T}-expectation gives the
generator g of an RBSDE by Theorem 1.2. In addition, we have to give the amount
{KXt , 0 ≤ t ≤ T} to push upwards for {Et,T [X], 0 ≤ t ≤ T} with X ∈ L
2(FT ;ST ),
that is, the increasing process in relevant to an RBSDE. For this purpose, a nonlinear
Doob-Meyer’s decomposition theorems is shown how to be used. The key point is to
observe that the process {Et,T [X], 0 ≤ t ≤ T} turns out to be an E˜-supermartingale for
each X ∈ L2(FT ;ST ). In Section 4, we consider the general case of the upper bounded
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floor and give the proof of Theorem 1.1.
Remark 1.1. The upper-bounded assumption on the floor S in (H3) can be removed.
This subject will be detailed elsewhere.
2 The case of the zero floor.
In the case of the zero floor, the properties (D2) and (D4) read
(D2)’ Es,t[Y ] = Y a.s. for Y ∈ L
2
+(Fs) and s ∈ [0, t].
(D4)’ Zero-one law Es,t[1AY ] = 1AEs,t[Y ], a.s. for s ∈ [0, t], A ∈ Fs, and
Y ∈ L2+(Ft).
From (D1), (D2)’, (H1) and (H2), we can give the following:
(H2)’ We have for t ∈ [0, T ],X ∈ L2+(FT ) and Y ∈ L
2
+(Ft),
Et,T [X + Y ] = Et,T [X] + Y a.s. .
In fact, consider X ∈ L2+(FT ) and Y ∈ L
2
+(Ft). It follows from (D2)’ that Et,T [ǫ] =
ǫ for t ∈ [0, T ] and very constant ǫ > 0. Therefore, from (D1), we deduce that
Et,T [ǫ +X] ≥ Et,T [ǫ] = ǫ > 0 a.s. for t ∈ [0, T ]. Consequently, by (H2), we conclude
that
Et,T [ǫ+X + Y ] = Et,T [ǫ+X] + Y a.s. . (2.1)
By (H1), we can take the limit ǫ→ 0, and we have the desired equality.
It is easy to prove the following theorem:
Theorem 2.1. Let (y, z) be the adapted solution of BSDE (1.6) with the terminal
condition Y ∈ L2+(FT ). Then the triple (y, z, 0) is the adapted solution of RBSDE (1.1)
with the parameter (Y, g, 0).
Remark 2.1. Theorem 2.1 shows that the adapted solution of RBSDE (1.1) is the one
of the corresponding BSDE (1.6) for any terminal value Y ∈ L2+(FT ) since the obstacle
{St, 0 ≤ t ≤ T} is not active in this case.
The following lemma is immediate and will be used later.
Lemma 2.1. We have
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(i) E
[
Eµt,T [X]
p
]
≤ exp(2−1p(p − 1)−1µ2(T − t))E[Xp] for all µ > 0, t ∈ [0, T ], and
X ∈ Lp(FT ), with p ∈ (1, 2];
(ii) E−µt,T [X + Y ] = Y − E
µ
t,T [−X] a.s. for all µ > 0, t ∈ [0, T ],X ∈ L
2(FT ), and
Y ∈ L2(Ft); And
(iii) Eµ0,T [·] and E
−µ
0,T [·] are strongly continuous in L
2(FT ).
Proof. We only prove the first assertion (i). The other two assertions are easy to
see.
For simplicity of notations, set yt := E
µ
t,T [X]. Then, be definition, there is unique
z ∈ L2F (0, T ;R
d) such that (y, z) is the unique adapted solution of BSDE (1.3). Using
Itoˆ’s formula, we have
E|yt|
p +
1
2
p(p− 1)
∫ T
t
|ys|
p−2|zs|
2 ds = E|X|p + 2µp
∫ T
t
|ys|
p/2|ys|
p/2−1|zs| ds. (2.2)
Since
µp|ys|
p/2|ys|
p/2−1|zs| ≤
p
2(p − 1)
µ2|ys|
p +
1
2
p(p− 1)|ys|
p−2|zs|
2, (2.3)
we have
E|yt|
p ≤ E|X|p +
p
2(p− 1)
µ2
∫ T
t
|ys|
p ds. (2.4)
The standard arguments of using Gronwall’s inequality then gives the desired inequal-
ity.
Remark 2.2. See Coquet, Hu, Memin and Peng [1, Lemma 2.2, page 5] for the detailed
proof of the first assertion in the case of p = 2, which is easy and standard.
In view of Theorem 2.1, we have from Peng’s work [5] on the properties of BSDE
the following
Theorem 2.2. Assume that conditions (C2)-(C4) are satisfied. Moreover, assume
that g(·, ·, 0) ≡ 0. Then, {Er,gs,t , 0 ≤ s ≤ t ≤ T} satisfies (H1), (D1), (D2)’, (D3), (D4)’
and (H2)’. Therefore, it is an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator with the
zero floor.
Roughly speaking, Theorem 2.2 asserts that an RBSDE with the obstacle being
zero introduces an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator. In what follows, we
shall consider the converse problem. That is, we shall associate an {Ft, 0 ≤ t ≤ T}-
consistent dynamic operator with the zero floor to a BSDE reflected on the zero floor.
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For this purpose, we establish the following six preliminary lemmas. First, we introduce
some notations.
Definition 2.1. For an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator {Es,t[·], 0 ≤ s ≤
t ≤ T}, define the system of dynamic operators E [·|Ft] : L
2
+(FT ) −→ L
2
+(Ft), 0 ≤ t < T
by
E [Y |Ft] := Et,T [Y ], a.s. for Y ∈ L
2
+(FT ) (2.5)
and the nonlinear functional E [·] : L2(FT )→ R by
E [Y ] := E0,T [Y ] for Y ∈ L
2
+(FT ). (2.6)
The two notations E [·] and E [·|Ft] behave in L
2
+(FT ) exactly like an {Ft, 0 ≤ t ≤ T}-
consistent expectation and its conditional {Ft, 0 ≤ t ≤ T}-consistent expectation on
Ft. The only difference lies in the domains of variables: the former’s are L
2
+(FT ), while
the latter’s are L2(FT ). This can be seen from the following obvious lemma.
Lemma 2.2. For an {Ft, 0 ≤ t ≤ T}-consistent dynamic operator {Es,t[·], 0 ≤ s ≤ t ≤
T}, E [·] and E [·|Ft] have the following properties (E1)’-(E3)’.
(E1)’ E [Y1] ≤ E [Y2] if Y1, Y2 ∈ L
2
+(FT ) and Y1 ≤ Y2. Furthermore, if Y1 ≤ Y2,
then Y1 = Y2 if E [Y1] = E [Y2].
(E2)’ E [C] = C for any constant C˜ > 0. And
(E3)’ For any Y ∈ L2+(FT ), there is unique η ∈ L
2
+(Ft) such that
E [η1A] = E [Y 1A], ∀A ∈ Ft, (2.7)
which is equal to E [Y |Ft]. Therefore, E [Y |Ft] can be viewed as the E-expectation of
Y ∈ L2+(FT ) conditioned on Ft for any t ∈ [0, T ], though E is in general not an
{Ft, 0 ≤ t ≤ T}-consistent expectation at all.
Lemma 2.3. Assume that E [Y |Ft] satisfies conditions (H1)’ for µ > 0. Then,
|E [ξ1]− E [ξ2]| ≤ exp(
1
2
µ2T )||ξ1 − ξ2||L2 , ∀ξ1, ξ2 ∈ L
2
+(FT ). (2.8)
Therefore, E [·] is strongly continuous in L2(FT ).
Proof. Using (D1) and (H1)’, we have
E [ξ1]− E [ξ2] ≤ E [|ξ1 − ξ2|+ ξ2]− E [ξ2]
≤ Eµ[|ξ1 − ξ2|].
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Using Lemma 2.1, we have
Eµ[|ξ1 − ξ2|]
2 ≤ exp (µ2T )E[|ξ1 − ξ2|
2]. (2.9)
Therefore,
E [ξ1]−E [ξ2] ≤ exp(
1
2
µ2T )(E|ξ1−ξ2|
2)1/2 = exp(
1
2
µ2T )||ξ1−ξ2||L2 , ∀ξ1, ξ2 ∈ L
2
+(FT ).
(2.10)
Identically, we can show
E [ξ2]− E [ξ1] ≤ exp(
1
2
µ2T )||ξ1 − ξ2||L2 , ∀ξ1, ξ2 ∈ L
2
+(FT ). (2.11)
The proof is then complete.
Lemma 2.4. (Eµ-domination) Assume that E [Y |Ft] satisfies (H1)’ and (H2)’. Then,
we have
E−µ[Y ] ≤ E [X + Y ]− E [X] ≤ Eµ[Y ], ∀X,Y ∈ L2+(FT ). (2.12)
Proof. In view of (H1)’, it is sufficient to prove the following
E [X + Y ]− E [Y ] ≥ E−µ[Y ], ∀X,Y ∈ L2+(FT ). (2.13)
If Y ≤ n a.s. for some integer n, then using (H2)’, (H1)’, and Lemma 2.1, we have
n− (E [X + Y ]− E [X]) = n+ E [X] − E [X + Y ] = E [X + n]− E [X + Y ]
≤ Eµ[n− Y ] ≤ n− E−µ[Y ].
Therefore,
E [X + Y ]− E [X] ≥ E−µ[Y ]. (2.14)
In general, consider Y ∈ L2+(FT ). Define Yn := Y 1{Y≤n}. Then, Yn converges to Y
strongly in L2(FT ). The above arguments show that
E [X + Yn]− E [X] ≥ E
−µ[Yn].
Then using Lemma 2.3, the desired result (2.13) follows by passing to the limit n→∞
in the last inequality.
Remark 2.3. The above proof of Lemma 2.4 is more complicated than [1] since both
assumptions (H1)’ and (H2)’ are weaker.
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For ζ ∈ L2+(FT ), define the operator E
ζ
s,t[·] : L
2
+(Ft)→ L
2(Fs) by
Eζs,t[X] := Es,t[X + ζ]− Es,t[ζ], ∀X ∈ L
2
+(FT ). (2.15)
Identically as in the case of an {Ft, 0 ≤ t ≤ T}-expectation (see [1, Lemma 4.3,
page 10] for detailed proof), we can show the following lemma.
Lemma 2.5. Let ζ ∈ L2+(FT ). If {Es,t[·], 0 ≤ s ≤ t ≤ T} is an {Ft, 0 ≤ t ≤ T}-
consistent dynamic operator defined on L2+(FT ) and satisfies (H1)’ and (H2)’, then
the operator {Eζs,t[·], 0 ≤ s ≤ t ≤ T} is also an {Ft, 0 ≤ t ≤ T}-consistent dynamic
operator defined on L2+(FT ), and satisfy (H1)’ and (H2)’. The expectation E
ζ [X|Ft] of
X ∈ L2+(FT ) conditioned on Ft is given by the formula:
Eζ [X|Ft] = E [X + ζ|Ft]− E [ζ|Ft]. (2.16)
Lemma 2.6. Assume that the two F-consistent dynamic operators E1[·] and E2[·]
defined on L2+(FT ) satisfy (H1)’ and (H2)’. If
E1[X] ≤ E2[X], ∀X ∈ L2+(FT ),
then for all t,
E1[X|Ft] ≤ E
2[X|Ft], a.s. for all X ∈ L
2
+(FT ).
Proof. The proof is divided into the two steps.
Step 1. The case of X ≤ n for some positive integer n. Set
η = E2[X|Ft]− E
1[X|Ft].
Then
−η1{η≤0} = E
1[X1{η≤0}|Ft]− E
2[X1{η≤0}|Ft] ≥ 0
and
n ≤ E1[−η1{η≤0} + n]
= E1[E1[X1{η≤0}|Ft]− E
2[X1{η≤0}|Ft] + n]
= E1[X1{η≤0} − E
2[X1{η≤0}|Ft] + n]
≤ E2[X1{η≤0} − E
2[X1{η≤0}|Ft] + n]
= E2[E2[X1{η≤0} − E
2[X1{η≤0}|Ft] + n|Ft]]
= E2[E2[X1{η≤0}|Ft] + n− E
2[X1{η≤0}|Ft]]
= n.
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Thus,
E1[−η1{η≤0} + n] = n.
From the floor-above strict monotonicity (D1), we have
−η1{η≤0} = 0.
That is, P ({η ≤ 0}) = 0, a.s.. Thus,
E1[X|Ft] ≤ E
2[X|Ft], a.s..
Step 2. The general case of X ∈ L2+(FT ).
For X ∈ L2+(FT ), define the truncation Xn := X1{X≤n}. Then it follows from
Lemma 2.3 that
lim
n→∞
E1[Xn] = E
1[X].
From Step 1, we have
E1[Xn|Ft] ≤ E
2[Xn|Ft], n = 1, 2, . . . .
Obviously, it is sufficient to prove the following
lim
n→∞
E1[Xn|Ft] = E
1[X|Ft], ∀X ∈ L
2
+(FT ) (2.17)
We now prove it by contradiction.
Otherwise, there exists 0 ≤ ǫ ≤ 1 and A ∈ Ft such that P (A) > 0 and
E1[Xn|Ft]1A ≤ (E
1[X|Ft]− ǫ)1A.
Since E1[Xn + 1|Ft] = E
1[Xn|Ft] + 1 and E
1[X + 1|Ft] = E
1[X|Ft] + 1 (by (H2)’), we
have
E1[Xn + 1|Ft]1A ≤ (E
1[X + 1|Ft]− ǫ)1A.
Using (D1), we have E1[E1[Xn + 1|Ft]1A] ≤ E
1[(E1[X + 1|Ft] − ǫ)1A]. Then letting
n→∞, we have
lim
n→∞
E1[E1[Xn + 1|Ft]1A] ≤ lim
n→∞
E1[(E1[X + 1|Ft]− ǫ)1A]
< E1[(X + 1)1A]. (2.18)
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While we have by Lemma 2.1 the following
lim
n→∞
E1[E1[Xn + 1|Ft]1A] = lim
n→∞
E1[(Xn + 1)1A]
= E1[(X + 1)1A]. (2.19)
This contradicts (2.18). Therefore, (2.17) is true.
Combining Lemmas 2.6 and 2.4, we have
Lemma 2.7. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator defined
on L2+(FT ) and satisfy (H1)’ and (H2)’. Then, for each t ≤ T , we have
E−µ[Y |Ft] ≤ E [X + Y |Ft]− E [X|Ft] ≤ E
µ[Y |Ft], a.s. for all X,Y ∈ L
2
+(FT ). (2.20)
Remark 2.4. Lemma 2.7 shows that (H1)’ together with (H2)’ and (D1)-(D4) implies
(H1), as pointed in the introduction.
In the following, we extend the underlying {Ft, 0 ≤ t ≤ T}-consistent dynamic
operator from the subset L2+(FT ) of nonnegative square-integrable random variables
to the whole space L2(FT ) of square-integrable random variables. As a preliminary,
we have the following fact.
Lemma 2.8. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator defined
on L2+(FT ) and satisfy (H1)’ and (H2)’. Let Xn := X1{X≥−n} and Yn := E [Xn +
n|Ft] − n for X ∈ L
2(FT ) and n = 1, 2, . . .. Then {Yn}
∞
n=1 is a Cauchy sequence in
L2(Ft) equipped with the norm || · || =
√
E| · |2. If X ∈ L2+(FT ), then Xn = X and
Yn = E [X|Ft] for n = 1, 2, . . ..
Proof. For the two positive integers m and n such that m > n, we have
Ym − Yn = E [Xm +m|Ft]−m− (E [Xn + n|Ft]− n)
= E [Xm +m|Ft]− E [Xn +m|Ft]
= E [Xn +X1{−m≤X≤−n} +m|Ft]− E [Xn +m|Ft]. (2.21)
Thus, from Lemmas 2.7 and 2.1, we have
E(Ym − Yn)
2 = E(E [Xn +m|Ft]− E [Xn +X1{−m≤X≤−n} +m|Ft])
2
≤ E(Eµ[−X1{−m≤X≤−n}|Ft])
2
≤ eµ
2(T−t)E[X21{−m≤X≤−n}]. (2.22)
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Since X ∈ L2(FT ), we have
lim
m,n→∞
E[X21{−m≤X≤−n}] = 0.
Therefore,
lim
n,m→∞
E(Ym − Yn)
2 = 0.
Lemma 2.8 shows that Ê [X|Ft] introduced below is well defined for any X ∈
L2(FT ).
Definition 2.2. For X ∈ L2(FT ), denote
Xn := X1{X≥−n}. (2.23)
We introduce a dynamic operator {Ês,t[X],X ∈ L
2(FT ); 0 ≤ s ≤ t ≤ T} by
Ê [Xn|Ft] := E [Xn + n|Ft]− n, n = 1, 2, . . . ; (2.24)
and
Ê [X|Ft] := lim
n→∞
Ê [Xn|Ft] (2.25)
for any for X ∈ L2(FT ).
Remark 2.5. It is obvious that if X ∈ L2+(FT ), we have Ê [X|Ft] = E [X|Ft] a.s. for
t ∈ [0, T ].
We have the following continuity on the extended operator Ê [·|Ft].
Theorem 2.3. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator
defined on L2+(FT ) and satisfy (H1)’ and (H2)’. For each t ∈ [0, T ], the conditional
expectation operator Ê [·|Ft] is strongly continuous from L
2
+(FT ) to L
2(Ft). That is, if
lim
n→∞
Xn = X, strongly in L
2(FT ),
then
lim
n→∞
Ê [Xn|Ft] = Ê [X|Ft], strongly in L
2(Ft). (2.26)
Proof. For the two positive integers m and n such that m > n, define
δ1 := Ê [Xn|Ft]− E [Xn1{Xn≥−m} +m|Ft]−m
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and
δ2 := (E [Xn1{Xn≥−m} +m|Ft]−m)− (E [X1{X≥−m} +m|Ft]−m).
Using Lemma 2.7, we have
|△2| ≤ |E [X1{X≥−m} +m+ |Xn1{Xn≥−m} −X1{X≥−m}||Ft]
−E [X1{X≥−m} +m|Ft]|
≤ Eµ[|Xn1{Xn≥−m} −X1{X≥−m}||Ft]
≤ Eµ[|Xn1{Xn≥−m} −Xn||Ft] + E
µ[|Xn −X||Ft] + E
µ[|X −X1{X≥−m}||Ft].
Thus, using Lemma 2.1, we have
E|δ2|
2 ≤ 3EEµ[|Xn1{Xn≥−m} −Xn||Ft]
2 + 3EEµ[|Xn −X||Ft]
2
+3EEµ[|X −X1{X≥−m}||Ft]
2
≤ 3eµ
2(T−t)E|Xn1{Xn≥−m} −Xn|
2
+3eµ
2(T−t)(E|Xn −X|
2 + E|X −X1{X≥−m}|
2)
≤ 3eµ
2TE|Xn1{Xn<−m}|
2 + 3eµ
2T (E|Xn −X|
2 +E|X1{X<−m}|
2).
Letting m→∞ in the following
E|Ê [Xn|Ft]− Ê [X|Ft]|
2
≤ 3(E|δ1|
2 + E|δ2|
2 + E|E [X1{X≥−m} +m|Ft]−m− Ê [X|Ft]|
2)
≤ C1
(
Eδ21 + E|Xn1{Xn<−m}|
2 + E|Xn −X|
2 + E|X1{X<−m}|
2
+E|E [X1{X≥−m} +m|Ft]−m− Ê [X|Ft]|
2
)
,
we have
E|Ê [Xn|Ft]− Ê [X|Ft]|
2 ≤ C1E|Xn −X|
2.
Therefore,
lim
n→∞
Ê [Xn|Ft] = Ê [X|Ft].
The extended dynamic operator Ê can be shown to be identified to an {Ft, 0 ≤ t ≤
T}-consistent expectation Ê .
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Theorem 2.4. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an {Ft, 0 ≤ t ≤ T}-consistent dy-
namic operator defined on L2+(FT ) and satisfy (H1)’ and (H2)’. Then, the dynamic
operator Ê [·|Ft] defined by (2.25) satisfies (H1)’, (H2)’, (D1), (D2)’, (D3), and (D4)’.
Therefore, it is an {Ft, 0 ≤ t ≤ T}-consistent expectation.
Proof. For X ∈ L2(FT ) and Y ∈ L
2(FT ), define
Xn := X1{X≥−n}, Yn = Y 1{Y≥−n}.
It is easy to check all the properties of Monotonicity (D1), Lemma 2.9, (D2)’, (D3),
(D4)’, (H2)’ and (H1)’ for Xn and Yn. From Theorem 2.3, let n → ∞, monotonicity
(D1), Lemma 2.9, (D2)’, (D3), (D4)’, (H2)’, and (H1)’ then follow immediately.
If Y ≥ X and Ê [Y |Ft] = Ê [X|Ft], then it follows from Lemma 2.9 that
0 = Ê [Y |Ft]− Ê [X|Ft] ≥ E
−µ[Y −X|Ft] ≥ 0.
Thus,
E−µ[Y −X|Ft] = 0.
Therefore,
Y = X.
This shows the strict monotonicity.
The generator g of the BSDE representation of the {Ft, 0 ≤ t ≤ T}-consistent
expectation Ê [·] given by Theorem 1.2 turns out to be that of the desired RBSDE.
Theorem 2.5. Theorem 1.1 is true in the case of the zero floor S ≡ 0. Moreover,
the assumption (H1) may be weakened to (H1)’.
Proof. Theorem 2.4 shows that Ê [X],X ∈ L2(FT ), defined by (2.25) is an {Ft, 0 ≤
t ≤ T}-expectation, and satisfy (H1)’ and (H2)’. From Theorem 1.2, there exists a
function g : Ω× [0, T ]×Rd → R, satisfying (C2) and (C3) and the following properties:
g(0, z) = 0, |g(t, z)| ≤ µ|z| for a.e. t ∈ [0, T ], and Ê [X] = Eg[X] for any X ∈ L2(FT ).
In version of Remark 2.5 and Lemma 2.1, we have
E [X] = Ê [X] = Eg[X] = Er,g[X] for anyX ∈ L2+(FT ).
Hence, for any A ∈ Ft and X ∈ L
2
+(FT ), we have
E [X1A] = E
r,g[X1A]. (2.27)
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This shows that E [X|Ft] = E
r,g[X|Ft] for any X ∈ L
2
+(FT ). That is, Et,T [X] = E
r,g
t,T [X]
for any X ∈ L2+(FT ).
3 The case of the negative floor.
Consider the dynamic nonlinear operator with a negative floor S ≤ 0.
In what follows, we discuss the property of the solution Y to a RBSDE (1.1) from
a view point of operators. Given t ≤ T and Y ∈ L2(Ft;St), consider the following
RBSDE on the interval [0, t]:
Ys = ξ +
∫ t
s
g(r, Yr , Zr)dr +Kt −Kr −
∫ t
s
〈Zr, dBr〉, 0 ≤ s ≤ t. (3.1)
Suppose that the generator g satisfies conditions (C2)-(C4).
Definition 3.1. Define, for 0 ≤ s ≤ t <∞ and Y ∈ L2(Ft;St),
Er;g,Ss,t [Y ] := ys, (3.2)
where (y, z,K) is the solution of RBSDE (1.1) with the parameter (Y, g, S).
Theorem 3.1. Let the random field g satisfy (C2)-(C4). Then if St ≤ 0 a.s. for
t ∈ [0, T ], the dynamic operator {Er;g,Ss,t , 0 ≤ s ≤ t ≤ T} satisfies Axioms (H1), (H2),
and (D1)-(D4).
Proof. Let us prove (H1) first. Let X1s and X
2
s be the solutions of RBSDE (3.1)
with the terminal conditions X + Y and X, respectively. Ys = E
µ
s,T [Y ]. Applying Itoˆ’s
formula to |(X1s −X
2
s − Ys)
+|2, and taking the expectation, we have:
E|(X1s −X
2
s − Ys)
+|2 + E
∫ t
s
1{X1r−X2r≥Yr}|Z
1
r − Z
2
r − Zr|
2dr
≤ 2E
∫ t
s
(X1r −X
2
r − Yr)
+[f(r, Z1r )− f(r, Z
2
r )− µ|Zr|]dr
+ 2E
∫ t
s
(X1r −X
2
r − Yr)
+(dK1r − dK
2
r ).
Since X1r −X
2
r − Yr ≤ X
1
r − Sr, we have∫ t
s
(X1r −X
2
r − Yr)
+(dK1r − dK
2
r ) = −
∫ t
s
(X1r −X
2
r − Yr)
+dK2r ≤ 0.
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It follows from the conditions (C2) and (C3) that
E|(X1s −X
2
s − Ys)
+|2 + E
∫ t
s
1{X1r−X2r≥Yr}|Z
1
r − Z
2
r − Zr|
2dr
≤ 2E
∫ t
s
(X1r −X
2
r − Yr)
+µ[Z1r − Z
2
r − Zr|]dr
≤ E
∫ t
s
1{X1r−X2r≥Yr}|Z
1
r − Z
2
r − Zr|
2dr + E
∫ t
s
µ2[Z1r − Z
2
r − Zr|]
2ds.
Hence
E|(X1s −X
2
s − Ys)
+|2 ≤ E
∫ t
s
µ2[Z1r − Z
2
r − Zr|]
2ds,
and from Gronwall’s lemma, (X1s −X
2
s − Ys)
+ = 0, 0 ≤ s ≤ t. Therefore,
Er;g,Ss,t [X + Y ]− E
r;g,S
s,t [X] ≤ E
µ
s,t[Y ], ∀X ∈ L
2(Ft;St) and Y ∈ L
2
+(Ft).
Similarly, we can show the following inequality in (H2):
Er;g,Ss,t [X + Y ] ≤ E
r;g,S
s,t [X] + Y, ∀X ∈ L
2(Ft;St), Y ∈ L
2
+(Fs).
If Er;g,Ss,t [X] > Ss a.s. for s ∈ [r, t], in version of the following equality∫ t
0
[Er;g,Ss,t [X]− Ss]dKs = 0, (3.3)
we have
Ks ≡ K0 = 0, a.s. ∀s ∈ [r, t]. That is K ≡ 0, a.s..
Thus the solution of the RBSDE with the terminal condition Y ≥ X is actually that
of a BSDE. It follows from the strict monotonicity of BSDEs that
Y = X, a.s.⇐⇒ Y ≥ X, a.s. and Er,t[Y ] = Er,t[X], a.s..
The proof of (D1)-(D4) can be found in El Karoui and Quenez [3] and Xu [6].
Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator with floor S ≤ 0
and satisfy (H1) and (H2). Under suitable conditions, we can show that it can be
represented as a BSDE reflected upwards on a negative obstacle. For this purpose,
consider its restriction on L2+(FT ) and denote it as
E+t,T [X] := Et,T [X], ∀X ∈ L
2
+(FT ). (3.4)
It is straightforward to check that E+t,T satisfies conditions (H1)’, (H2)’, (D1), (D2)’,
(D3) and (D4).
Proceeding identically as in Definition 2.2, we define an {Ft, 0 ≤ t ≤ T}-consistent
expectation {E˜ [·|Ft], 0 ≤ t ≤ T} by extending E
+
t,T from L
2
+(FT ) to L
2(FT ).
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Lemma 3.1. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator with
the negative floor S ≤ 0 and satisfy (H1) and (H2). For X ∈ L2(FT ;ST ),
(i) we have for t ∈ [0, T ],
E˜ [X|Ft] ≤ Et,T [X]. (3.5)
Furthermore, if Et,T [X] > St a.s. for any t ∈ [r, T ] with some r ≥ 0, then
E˜ [X|Ft] = Et,T [X] a.s. for any t ∈ [r, T ].
(ii) The process {E [X|Ft], 0 ≤ t ≤ T} is an E˜-supermartingale.
Proof. First, we prove assertion (i). Set Xn = X1{X≥−n}. From (H2), we have
lim
n→∞
Et,T [Xn] = Et,T [X].
From the definition of E˜ [·|Ft] and (H1), we have
E˜ [X|Ft] = lim
n→∞
(E [Xn + n|Ft]− n)
= lim
n→∞
(Et,T [Xn + n]− n)
≤ lim
n→∞
Et,T [Xn] = Et,T [X]. (3.6)
Therefore, we have
E˜ [X|Ft] ≤ Et,T [X].
If Et,T [X] > St a.s. for t ∈ [r, T ], then we have from (D1) that
Et,T [Xn] ≥ Et,T [X] > St a.s. for t ∈ [r, T ].
In view of (H2), we see that the inequality in (3.6) is actually an equality for t ∈ [r, T ].
Therefore,
E˜ [X|Ft] = Et,T [X] a.s. for t ∈ [r, T ].
We now prove assertion (ii). Set Xt = Et,T [X] for t ∈ [0, T ]. Then from assertion
(i), we have for all 0 ≤ s ≤ t ≤ T
E˜ [Xt|Fs] ≤ Es,t[Xt] = Xs.
Therefore, {Et,T [X], 0 ≤ t ≤ T} is an E˜-supermartingale.
The following nonlinear Doob-Meyer’s decomposition theorem, due to Coquet, Hu,
Memin, and Peng [1, Theorem 6.3, page 20], will play a key role in the following
arguments.
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Lemma 3.2. Let E [·] be an {Ft, 0 ≤ t ≤ T}-consistent expectation, and let {Yt, 0 ≤
t ≤ T} be a continuous E-supermartingale such that
E[ sup
t∈[0,T ]
|Yt|
2] <∞. (3.7)
Then there exists an A ∈ L2F (0, T ) such that A is continuous and increasing with
A0 = 0, and such that Y +A is an E-martingale.
Using Lemmas 3.1 and 3.2, we can show the following.
Theorem 3.2. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator with
the negative floor S ≤ 0 and satisfy (H1) and (H2). Let E+t,T [·] denote the restriction of
Et,T [·] on L
2
+(FT ), and E˜ [·|Ft] be the extension of E
+
t,T [·] given in Section 2. Then for
X ∈ L2(FT ;ST ), there exists an {Ft, 0 ≤ t ≤ T}-adapted continuous increasing process
{AXt , 0 ≤ t ≤ T} with A
X
0 = 0 such that
Et,T [X] = E˜ [X +A
X
T |Ft]−A
X
t for any t ∈ [0, T ]. (3.8)
Proof. Assertion (ii) of Lemma 3.1 shows that {Et,T [X], 0 ≤ t ≤ T} is an E˜-
supermartingale.
In version of (D2) and (H1), we have
St ≤ Et,T [X] ≤ Et,T [X]− St = Et,T [X]− Et,T [St] ≤ E
µ
t,T [X − St].
Therefore, we have for some positive constant C1,
E sup
t∈[0,T ]
|Et,T [X]|
2
≤ E sup
t∈[0,T ]
Eµt,T [X − St]
2 + E sup
t∈[0,T ]
|St|
2
≤ E sup
t∈[0,T ]
Eµt,T [|X|]
2 + 2E sup
t∈[0,T ]
|St|
2
≤ C1E[X
2] + E sup
t∈[0,T ]
|St|
2 <∞.
In view of Lemma 3.2, there exists a continuous increasing {Ft, 0 ≤ t ≤ T}-adapted
process {AXt , 0 ≤ t ≤ T} with A
X
0 = 0 such that {Et,T [X] + A
X
t , 0 ≤ t ≤ T} is an
E˜-martingale. Therefore,
E˜ [ET,T [X]X +A
X
T |Ft] = Et,T [X] +A
X
t , ∀t ∈ [0, T ].
While ET,T [x] = X, the proof is then complete.
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In the following, we introduce three lemmas for subsequent arguments.
Identical to the case of an {Ft, 0 ≤ t ≤ T}-consistent expectation, we can show
Lemma 3.3. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator with
the negative floor S ≤ 0 and satisfy (H1) and (H2). For all 0 ≤ s ≤ t ≤ T , X,Y ∈
L2(Ft;St), and B ∈ Fs, we have
Es,t[X1B + Y 1Bc ] = Es,t[X]1B + Es,t[Y ]1Bc . (3.9)
Lemma 3.4. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator with
the negative floor S ≤ 0 and satisfy (H1) and (H2). Let the process {AXt , 0 ≤ t ≤ T}
with AX0 = 0 be given in Theorem 3.2. For a given X ∈ L
2(FT ;ST ) and some r ∈ [0, t),
if
Es,T [X](ω) > Ss(ω), s ∈ [r, t], a.s. ω ∈ B,B ∈ Fr,
then
AXs 1B = A
X
t 1B , a.s. for s ∈ [r, t]. (3.10)
Proof. For ǫ > 0, set Yt = Et,T [X]1B + ǫ1Bc . Then
Es,t[Yt] > Ss, s ∈ [r, t].
From Lemma 3.1, Yt satisfies
Es,t[Yt] = E˜ [Yt|Fs]. (3.11)
Then from Lemma 3.4, we have for ∀s ∈ [r, t],
E˜ [Yt + (A
X
t −A
X
s )1B |Fs] = E˜ [E˜ [X +A
X
T −A
X
t |Ft] + (A
X
t −A
X
s )|Fs]1B + ǫ1Bc
= E˜ [E˜ [X +AXT −A
X
s |Ft]|Fs]1B + ǫ1Bc
= E˜ [X +AXT −A
X
s |Fs]1B + ǫ1Bc
= Es,T [X]1B + ǫ1Bc ,
= Ys, a.s. (3.12)
and
E˜ [Yt|Fs] = Es,t[Yt]
= Es,t[Et,T [X]]1B + ǫ1Bc
= Ys, a.s.. (3.13)
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Since AXt 1B −A
X
s 1B ≥ 0 , we have from (3.12) and (3.13) that
AXs 1B = A
X
t 1B , a.s. for ∀s ∈ [r, t].
Lemma 3.5. Let {Es,t[·], 0 ≤ s ≤ t ≤ T} be an F-consistent dynamic operator with the
negative floor S ≤ 0 and satisfy (H1) and (H2). Let the process {AXt , 0 ≤ t ≤ T} with
AX0 = 0 be given in Theorem 3.2. For a given X ∈ L
2(FT ;ST ), {Et,T [X], 0 ≤ t ≤ T}
satisfies the following ∫ T
0
(Et,T [X]− St)dA
X
t = 0, a.s. . (3.14)
Proof. We firstly prove 1{Et,T [X]>St}dA
X
t = 0 a.s.. Set
Bn := {ω : Er,T [X](ω) > Sr(ω),∀[(t− 1/n) ∨ 0] < r < [(t+ 1/n) ∧ T ])};
Cn := ∪{C ∈ F(t−1/n)∨0 : C ⊆ Bn}.
Since {Ft, 0 ≤ t ≤ T} is the natural filtration of Bt, augmented by all P -null sets of
F , we have
∪∞n=1Cn = {Et,T [X] > St}.
Lemma 3.4 implies that 1CndA
X
t = 0, a.s. . Therefore,
1{Et,T [X]>St}dA
X
t = 0 a.s. .
For Et,T [X]− St ≥ 0, we have∫ T
0
(Et,T [X]− St)dA
X
t =
∫ T
0
(Et,T [X] − St)1{Et,T [X]>St}dA
X
t = 0. (3.15)
Theorem 3.3. Theorem 1.1 is true in the case of the negative floor S ≤ 0.
Proof. From Theorem 1.2, there exists a function g = g(t, z) : Ω × [0, T ] × Rd
satisfying (C2)-(C3) and g(·, ·, 0) ≡ 0, such that the following holds:
E˜ [Y |Ft] = E
g[Y |Ft], ∀Y ∈ L
2(FT ), t ∈ [0, T ].
Therefore, for X ∈ L2(FT ;ST ), we have E˜ [X +A
X
T |Ft] = E
g[X +AXT |Ft] for t ∈ [0, T ].
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From the definition of Eg[X+AXT ] and E
g[X+AXT |Ft], we know that there is unique
Z ∈ L2F(0, T ;R
d) such that
Eg[X +AXT |Ft] = X +A
X
T +
∫ T
t
g(s, Zs)ds−
∫ T
t
〈Zs, dBs〉, a.s. for any t ∈ [0, T ].
Set
X˜t := X +
∫ T
t
g(s, Zs)ds −
∫ T
t
Zs dBs +A
X
T −A
X
t . (3.16)
Then from Lemma 3.2, we have
Et,T [X] = E˜ [X +A
X
T |Ft]−A
X
t
= Eg[X +AXT |Ft]−A
X
t = X˜t. (3.17)
Since X˜t = Et,T [X] ≥ St, it follows from Lemma 3.5 that {(X˜t, Zt, A
X
t ), 0 ≤ t ≤ T} is
the solution of RBSDE (X, g, S). That is,
Et,T [X] = X˜t = E
r;g,S
t,T [X], ∀X ∈ L
2(FT ;ST ). (3.18)
Remark 3.1. From the proof of Theorem 3.3, {(Et,T [X], Zt, A
X
t ), 0 ≤ t ≤ T} is the
solution of RBSDE (X, g, S). Therefore, the increasing process {AXt , 0 ≤ t ≤ T} is
unique for a given X ∈ L2(FT ;ST ).
4 The general case of the upper bounded floor:
the proof of Theorem 1.1.
Now consider the general case of the upper bounded floor S.
Definition 4.1. Define a new dynamic operator
ECs,t[·] : L
2(Ft;St − C) −→ L
2(Fs;Ss − C), 0 ≤ s ≤ t ≤ T (4.1)
by
ECs,t[X] := Es,t[X + C]− C,∀X ∈ L
2(Ft;St − C). (4.2)
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It is easy to prove that ECs,t[X] for X ∈ L
2(Ft;St − C), satisfies all the conditions
(H1), (H2), and (D1)-(D4). Then, applying Theorem 3.3 to ECs,t[X], we have Theo-
rem 1.1.
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