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Abstract 
There is a wealth of research showing that human performances of all varieties (e.g., 
rhythmic finger tapping, visual search, choice reaction time, self-esteem ratings), do not vary 
randomly over time. Instead, behavior tends to vary in a fractal, power-law scaled pattern, 
wherein smaller fluctuations are nested within larger fluctuations in a self-similar manner. 
More recently, research has shown that coupled systems tend to match one another in terms 
of this fractal scaling. To date, however, the literature on this “complexity matching” is limited, 
due largely to exclusive focus on synchronization tasks. Nothing is known about fractal scaling 
of coupled systems in different modes of coordination and during reactive, rather than 
anticipatory, modes of responding. The purpose of the current studies was to address these 
gaps in knowledge, and to thereby clarify the theoretical issues facing the current research on 
complexity matching. 
Specifically, the current study examined how manipulations of key parameters of a 
rhythmic finger tapping task influenced the strength and stability of complexity matching. 
Experiments 1 and 2 examined how the overall amount of variation in a metronome pacing 
signal and how the kind of dynamical pattern in the pacing signal affected complexity matching. 
Experiment 3 examined how varying the period of the pacing signal could drive participants 
from anticipatory to reactive modes of responding and how these spontaneous transitions 
affected complexity matching. Also, all experiments examined both synchronized and 
syncopated modes of coordination. The primary analyses focused on the fractal scaling of the 
participants inter-tap intervals (ITI), local, short timescale and global, multi-timescale 
correlations between these ITI series, and the fractal scaling of the asynchrony (ASY) series. 
iii 
 
These experiments revealed several core patterns of results. First, complexity matching 
was present in both synchronized and syncopated modes of coordination and across the 
induced transitions between anticipatory and reactive modes of responding. Second, 
differences in the strength of complexity matching corresponded to differences in both the 
local and global correlations between the ITI series. Third, secondary regression analyses 
suggested that both complexity matching and global correlation might be explained by the 
local, short timescale interactions. Finally, the experimental manipulations also consistently 
influenced the fractal scaling of the ASY series. 
Taken together, these patterns of results did clarify the important theoretical challenges 
facing the study of complexity matching. Most importantly, these patterns of results suggested 
that the complexity matching effect (here defined between the two ITI series) is an inherent 
consequence of the coordination dynamics (here defined by the ASY series). Complexity 
matching was present as long as the behaviors of the interacting systems were coordinated. 
When one system’s behavior is coupled to behavior of another system, its dynamics will 
inherently reflect the dynamics of the other system (i.e., complexity matching). It is the 
coordination dynamics (e.g., the ASY series) that better capture the collective behavior of the 
interacting systems. This conclusion parallels earlier research on rhythmic coordination from a 
dynamical systems perspective and informs a line of future research and modelling of system of 
coupled oscillators with complex dynamics. 
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Chapter I: Introduction to the Problem and Review of the Literature 
 Fluctuations in the behavior of natural systems are simultaneously regular and irregular 
(Mandelbrot, 1983). Consider, for example, the air temperature. On a long timescale, the air 
temperature will reveal regular, cyclical fluctuations with the seasons; waxing in the Spring and 
Summer and waning in the Fall and Winter. On shorter timescales, however, the temperature 
will appear to fluctuate in a more irregular manner; varying with the weather conditions day by 
day. Most interestingly, research has suggested that these complex dynamics entail a stable 
relationship across timescales, wherein fluctuations at the shorter timescale show the same 
essential temporal structure as fluctuations at the longer timescales (e.g., Tuck & Hovde, 1999). 
These “power-law” scaling relationships pervade natural systems, including a wide range of 
human behaviors (see Van Orden, Kloos, & Wallot, 2011 for review), leading some researchers 
to assert that these kinds of complex dynamics are the rule, rather than the exception 
(Bassingthwaighte, Liebovitch, & West, 1994; West & Shelsinger, 1989). 
 Natural systems are also inherently interdependent with one another and their 
behaviors are necessarily coordinated. For instance, the feeding, mating, and migrating 
patterns of many animals vary with the seasons (e.g., Doran, 1997; Prejs & Prejs, 1987; Zhang, 
Liang, & Wang, 2000). Put differently, the physiological and behavioral organization of living 
systems necessarily reflect the dynamics of the environmental contexts in which they evolved 
and in which they sustain themselves (Jordan & Ghin, 2007; Swenson & Turvey, 1991). 
Accordingly, recent research has demonstrated that human behaviors are not only coordinated 
with regular, longer timescale dynamics of coupled systems, but also tend to exhibit the same 
complex, power-law scaling relations of coupled systems (e.g., Marmelat & Delignières, 2012; 
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Torre, Varlet, & Marmelat, 2013). The majority of these experiments have focused on simple 
timing behaviors (e.g., rhythmic finger tapping), but this “complexity matching” effect in 
principle speaks to many important and fundamental issues regarding the exchange of 
information and co-organization of natural systems (West, Geneston, & Grigolini, 2008).  
The extant research on this phenomenon, however, is relatively underdeveloped and 
there are a number of open questions. To date, there is little experimental evidence about how 
the different properties of the coupled dynamics (e.g., the overall amount of variation over 
time and their specific temporal structure), the nature of their coupling (e.g., discrete or 
continuous), and the mode of their coordination (e.g., synchronous or non-synchronous) affect 
the degree to which two systems match one another’s complexity. With respect to the current 
theories (Marmelat & Delignières, 2012; Torre et al., 2013), it is particularly important to 
understand whether complexity matching is driven by “local” coordination, wherein one system 
modulates its behavior in accordance with temporally-near events in the behavior of another, 
or whether a more “global” form of coordination, wherein one system adopts the power-law 
scaling of another without strong local coordination, is possible. Finally, it is critical to 
demonstrate whether the complexity matching effect occurs only when one system can reliably 
anticipate the behavior of the other system (e.g., Stephen, Stepp, Dixon, & Turvey, 2008) or 
whether it can also occur when one system falls into a reactive mode of responding to the 
other system.  
 Providing answers to these questions can greatly advance the extant literature on the 
complexity matching effect and will deepen the scientific understanding of the interdependent 
organization of the natural world more generally. The following sections of this chapter provide 
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a brief review of the background literature on rhythmic coordination and timing dynamics in 
human behavior and a detailed review of research on power-law scaling and complexity 
matching in human behavior. These reviews clearly indicate the important gaps in the existing 
literature and motivate the current set of experiments. 
Human Timing Behaviors 
 There is a vast literature on human timing behaviors, with the earliest scientific 
investigations dating back to the late 17th century (Stevens, 1886). Several extensive reviews of 
this literature have already been provided (e.g., Repp, 2005a; Repp & Su, 2013), but, with 
respect to the current experiments, it is essential to appreciate some of the core findings. It is 
important to note at the outset that this literature is prominently characterized by the 
predominant theoretical paradigm within psychology; namely, the “mechanistic” perspective. 
In line with the central tenants of the broader representational-computational theories of 
psychology and human cognition (e.g., Kawato, 1999; von Eckardt, 1993), this perspective 
fundamentally asserts that human timing behaviors are the output of a centralized, neuro-
cognitive “timekeeper” process, implemented through physiological motor processes (see 
Pressing, 1999; Repp, 2005a). These theories contend that specific brain areas or networks 
function as an internal clock. Reference to this clock can sustain “self-paced” regular, rhythmic 
behaviors, without reference to any external pacing signal (e.g., Wing & Kristofferson, 1973). 
Alternatively, tuning the clock to a pacing signal yields synchronized (or otherwise coordinated) 
rhythmic behaviors with that pacing signal (e.g., Semjen, Schulze, & Vorberg, 2000). There are a 
number of different models of these timekeeping processes (see Repp, 2005a), but these 
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accounts generally hold that the timing behavior is primarily an accomplishment of centralized 
neurocognitive, representational processes. 
 Accordingly, much of the experimental work from the mechanistic perspective has 
focused on testing the predictions of these models in real human timing behaviors. One of the 
most often utilized behaviors is rhythmic finger tapping. In these tasks, participants typically 
perform taps with their index fingers against a solid surface or on a key on a keyboard. During 
“synchronization” tapping participants tap in time with a metronome stimulus, while during 
“continuation” tapping participants first tap with a metronome and then attempt to maintain 
the same pace after the stimulus is discontinued. Common experimental manipulations include 
the metronome frequency (or required continuation frequency) and whether the metronome is 
auditory or visual, continuous or discrete, or is perfectly isochronous or temporally irregular. 
Additionally, participants can be required to tap on the metronome beat, between the beats, or 
only once every several beats. The primary variables of interest are the time difference 
between the onsets of sequential taps (i.e., inter-tap interval, ITI) and the time difference 
between the tap onsets and the metronome beats (i.e., asynchrony, ASY). 
 With respect to the current experiments, there are two, interrelated sets of findings of 
particular interest. First, there has been an abundance of research on rate limits in finger 
tapping tasks; a range of frequencies across which synchronization with an external pacing 
signal is stable. There are both upper and lower rate limits, referring to the fastest and slowest 
frequencies of tapping for stable synchronization, respectively. The upper rate limit has 
traditionally received much more attention than the lower limit, and several studies have 
shown that a variety of factors influence how quickly participants can perform synchronized 
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tapping. Not surprisingly, a high degree of musical skill or training certainly increases 
participants’ ability to synchronize with faster sequences (e.g., Bartlett & Bartlett, 1959; 
Pressing & Jolley-Rogers, 1997; Repp & Doggett, 2007). The perceptual modality of the pacing 
signal also matters, with participants being able to sustain synchronization at faster frequencies 
to auditory metronome stimuli than to visual stimuli (Repp, 2003). The mode of coordination 
with the stimulus also affects the rate limit. During “syncopated” or “anti-phase” tapping, 
wherein the participants tap in between successive metronome events, the rate limit is 
considerably lower than during synchronous tapping (Keller & Repp, 2005; Repp 2005b; also 
see Kelso, DelColle, & Schöner, 1990). The evidence also suggests that there are differences in 
the biomechanically and perceptually imposed limitations. If participants are required to tap 
only once every two or every four metronome events (1:2 or 1:4 tapping), they can sustain 
synchronization at much faster rates than they can if they are required to tap on every single 
metronome event (1:1 tapping; Repp 2003). This finding indicates that participants’ ability to 
perceptually individuate temporal events is more acute than their ability to biomechanically 
coordinate their behavior with those events. 
 There also have been a few studies investigating the lower rate limits (Engström, Kelso, 
& Holroyd, 1996; Mates, Radil, Müller, & Pöppel, 1994; Miyake, Onishi, & Pöppel, 2004). The 
results of these studies relate to the second set of findings relevant to the current experiments; 
negative mean asynchrony. Within the rate limits for stable synchronization, participants 
typically produce a negative mean asynchrony, meaning that, on average, the participants tap a 
few milliseconds before the occurrence of the metronome event (e.g., Aschersleben, 2002; 
Mates et al., 1994; Repp, 2000). This finding is often interpreted to mean that participants can 
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reliably anticipate the upcoming event in the pacing signal, although several researchers have 
noted that any asynchrony less than a typical reaction time could support the same conclusion 
(Mates, Radil, & Pöppel, 1992; Repp & Su, 2013). As mentioned above, as the frequency of the 
required tapping behavior is increased past some critical point there is a breakdown in the 
stability of participants’ coordination with the pacing signal and, accordingly, a destabilization 
of the asynchrony. On the other end of the rate limits, the evidence also suggests a large, 
qualitative transition in the behavior. That is, as the required rate of tapping is slowed to some 
critical frequency (≈ 2 – 3 sec/tap; Mates et al., 1994; Miyake et al., 2004; Repp, 2006), 
participants apparently transition from an anticipatory mode of responding to the stimulus, 
characterized by small or negative mean asynchrony, to a reactive mode of responding, 
characterized by a mean asynchrony similar to a standard reaction time (≈ 150 – 300 ms). 
Similar to some explanations of the upper rate limit (e.g., London, 2004), some researchers 
have proposed a perceptual account of this lower rate limit, wherein participants can no longer 
perceive the regular rhythmic structure of the pacing signal past the critical frequency and 
begin to respond to each metronome event individually (e.g., Pöppel, 1997). It is also worth 
mentioning that there is also transition in the relationship between the variability in the tapping 
intervals and the asynchrony beyond these rate limits. Within the rate limits, when 
synchronization is relatively stable, the variability in the tapping intervals shows a strong, 
positive relationship to the mean interval, so that slower required rates of tapping yield more 
variable tapping intervals (e.g., Madison, 2001; Semjen et al. 2000; Wing, 1980). Beyond the 
lower limit, however, when participants tend to fall into a reactive mode, this relationship 
between the mean and variability seems to be considerably weakened. This finding supports 
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the conclusion that the shift from anticipation to reaction truly does constitute a qualitative 
transition in the organization of the timing system (Engström et al., 1996). 
 In general, the mechanistic perspective views the importance of these findings of 
behavioral studies as they pertain to questions about the “general constraints on temporal 
processing” (Repp, 2005a, pg. 972). In other words, these findings are used to test and validate 
models of the internal, neuro-cognitive timing mechanisms. There are a vast number of other 
studies that follow this theoretical and empirical research strategy, including many that 
attempt to expressly identify the specific brain networks that serve timing functions (see Ivry, 
Spencer, Zelaznik, & Diedrichsen, 2002; Repp 2005a; Repp & Su, 2013). There is, however, an 
alternative research strategy, commonly referred to as the emergent or nomothetic approach, 
with a different set of explanatory principles and empirical techniques. 
Rhythmic Coordination Dynamics 
 Broadly speaking, the emergent perspective does not rest on the assumption that timing 
behavior must result from a cognitive planning process, but instead is focused on identifying 
and specifying law-based processes that can account for coordinated behavior in a variety of 
systems (Coey, Varlet, & Richardson, 2012; Kelso, 1995; Schmidt & Richardson, 2008). 
Consistent with these theoretical goals, research from the emergent perspective tends to focus 
on more continuous forms of coordination behavior, in contrast to the discrete timing actions 
generally preferred in research from the mechanistic perspective (see Pressing, 1999; Repp, 
2005a). Within these continuous forms of rhythmic coordination, it is true that systems without 
advanced neuro-cognitive abilities can display synchronized behavior. As an extreme example, 
Huygens (1673/1986) discovered that pendulum clocks, when hung together on the same 
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beam, became synchronized with one another. Even if the clocks had slightly different inherent 
frequencies or started in different places within their rhythmic cycles, the (relatively weak) 
mechanical forces exchanged between the clocks through the beam created a coupling that, 
over time, drew the clocks into a synchronized pattern and sustained that pattern. In less 
extreme examples, research has shown that certain species of insects also display synchronized 
behaviors (fireflies, Hanson, 1978; crickets, Walker, 1969). Thus, it is clear that the sophisticated 
neural structures and advanced computational abilities of human beings are not necessary for 
synchronization. 
 To be absolutely clear, the claim is not that the brain structures proposed to be involved 
in sustaining synchronization and rhythmic coordination in humans are not actually involved in 
these behaviors, and not that humans are ultimately equivalent to crickets or pendulum clocks. 
Rather, the emergent perspective views human behaviors as being evolved within a stable 
context of constraints and as being an elaboration on those lawful processes (Coey et al., 2012; 
Kelso, 2002; Richardson, Marsh, & Schmidt, 2010; Jordan & Ghin, 2007).  In the phenomenon of 
rhythmic coordination, this lawful process has been described by the Haken, Kelso, and Bunz 
(1985) model (Eq. 1). 
                                                                ?̇? = ∆𝜔 − 𝑎 sin 𝜙 − 2𝑏 sin 2𝜙            (1) 
 In brief, this model is meant to capture the relative phase dynamics of systems of 
coupled oscillators. The relative phase angle (φ) describes the state of coordination between 
the two oscillatory systems, and this model predicts two stable modes of the change in this 
relative phase angle. The synchronous, “in-phase” mode of coordination, wherein the two 
oscillators progress through their respective rhythmic cycles in time with one another, is 
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indicated by φ = 0⁰. The other, “anti-phase” mode of coordination, wherein the two oscillators 
are simultaneously in opposite sides of their cycles, is indicated by φ = 180⁰. This model 
stipulates that the pattern of change in the relative phase is dictated by two factors. First, the 
detuning (Δω) captures any differences in the inherent, uncoupled frequencies of the two 
oscillators. If there is a slight difference in these frequencies (Δω > 0), then the stable relative 
phase values will be slightly offset from the ideal 0⁰ or 180⁰, with the faster of the two 
oscillators leading the other through their respective cycles. Second, the coupling strength 
(indexed by b/a) captures the degree to which the oscillators influence one another. Most 
interestingly, this model prescribes a characteristic “phase transition” when the coupling 
strength is decreased to some critical value, wherein the anti-phase mode becomes unstable 
and only the in-phase mode remains.  
 Most importantly, as regards the theoretical principles of the emergent perspective, this 
model is a general description of the functional organization and the behavioral dynamics for all 
systems of coupled oscillators. It does not differentiate between systems comprised of 
pendulum clocks hung together on a wall, fireflies packed together in a glass jar, or human 
participants performing rhythmic movements together in a laboratory; the lawful process 
governing the behavior of these systems is the same. It is also important to appreciate that this 
account does not posit that either of the component oscillatory systems forms representations 
or plans for the dynamics of the other system. Instead, the coordinated behavior emerges or 
“self-organizes” from the coupling that creates an exchange of energy or information between 
the systems, so that the behavior of one constrains the behavior of the other.  
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There is a large amount of evidence to support that this model does predict the 
dynamics of human timing behaviors. Unlike the discrete timing tasks (e.g., finger tapping to an 
auditory metronome) utilized in many of the experiments motivated from the mechanistic 
approach, the experiments from the emergent approach tend to employ continuous movement 
coordination tasks, such as one participant shaking a pendulum in each hand (Amazeen, 
Amazeen, Treffner, & Turvey, 1997), one participant waving an arm with a moving dot 
presented on a screen (Varlet, Coey, Schmidt, & Richardson, 2011), or two participants rocking 
in rocking chairs side-by-side (Richardson, Marsh, Isenhower, Goodman, & Schmidt, 2007). In 
his seminal experiments, Kelso (1981/1984) had participants coordinate oscillations of the 
index fingers of their two hands. When the frequency of their finger oscillations was increased 
to some critical frequency, which theoretically constituted a decrease in the coupling strength, 
the participants in anti-phase coordination showed the spontaneous transition to in-phase 
coordination predicted by the model. Other experiments have demonstrated that these same 
coordination dynamics, including both the predicted effects of manipulating the detuning and 
coupling strength, also describe the interpersonal rhythmic coordination that exists between 
two participants (e.g., Amazeen, Schmidt, & Turvey, 1995; Richardson et al., 2007; Temprado & 
Laurent, 2004). Moreover, these dynamics are also evident in spontaneous or unintentional 
coordination, when participants are not expressly instructed to coordinate with one another 
(Coey, Varlet, Schmidt, & Richardson, 2011; Oullier, de Guzman, Jantzen, Lagarde, & Kelso, 
2008; Richardson, Marsh, & Schmidt, 2005; Schmidt & O’Brien, 1997).  
 Thus, there is ample evidence in favor of both the emergent and mechanistic accounts 
of timing behaviors and rhythmic coordination. To be clear, although the central philosophical 
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and theoretical principles of these perspectives appear at odds, many researchers hold these 
approaches to be complementary rather than adversarial (Coey et al., 2012, Kelso & Engström, 
2006; Repp, 2005a). Pressing (1999) clearly argues that even the formalized mathematical 
models developed by researchers from these different camps are, in fact, different expressions 
of the same general control equation. Nonetheless, these broad perspectives are undoubtedly 
scientifically useful, as they inform new questions and hypotheses and guide the research 
process forward in a coherent manner. It is therefore not surprising that the theoretical issues 
characterizing investigations of large-scale, easily observable behavioral patterns (i.e., rhythmic 
coordination dynamics) also color the investigations of the minute, imperceptible patterns of 
variation in human behavior. 
Power-Law Scaling in Human Behaviors 
 In opposition to commonly held assumptions in the behavioral sciences, human 
behavior does not, as a rule, vary randomly over time. Instead, like many other natural systems 
(see Brown & Liebovitch, 2010; West & Deering, 1995), repeated measurements of human 
performances of all different kinds (reaction time, eye gaze, finger tapping, memory retrieval, 
self-esteem ratings) tend to reveal fractal, power-law patterns of variation (e.g., Chen, Ding, & 
Kelso, 1997; Delignières, Ninot, & Fortes, 2004; Gilden, Thorton, & Mallon, 1995; Rhodes & 
Turvey, 2007; Van Orden, Holden, & Turvey, 2003). To found an understanding about these 
kinds of patterns, consider the historical relationship between the number of wars (N) and their 
intensity (I). Thankfully, very large, high-intensity wars only happen very rarely. Unfortunately, 
very small, low-intensity wars happen relatively much more frequently. Interestingly, Roberts 
and Turcotte (1998) demonstrated that that this inversely proportional relationship between 
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the wars’ frequency and intensity is characterized by a constant scaling exponent (D), such that 
N = CI-D. Much like a geometrical fractal pattern, this power-law scaling relationship entails a 
self-similarity or scale-invariance wherein the relationship between the number of wars and 
their intensity is the same for wars of all different intensities. 
 These power-law scaling relations also define time series of repeated measurements 
from many different human performances (see Delignières et al., 2006; Eke et al., 2000; 
Holden, 2005). With reference to the current experiments, consider the task of rhythmically 
tapping a key, attempting to maintain a specified tapping interval (e.g., Lemoine, Torre, & 
Delignières, 2006; Madison, 2004; Musha, Katsurai, & Teramachi, 1985; Yamada, 1995). 
Although the taps will, on average, fall very near the specified interval, there will be slight 
variations in the intervals from tap to tap. Here, the power-law scaling defines the relationship 
between the size (S) of the deviation from the specified interval and the frequency (f) at which 
deviations of that size occur, S(f) = f –α = 1/f α. As before, there is an inverse proportional 
relationship defined by a constant scaling exponent (α). 
 Ideal power-law dynamics are defined by scaling exponents near α = 1, and time series 
displaying these kind of dynamics are often referred to as “pink noise”, in order to differentiate 
them from random, “white noise” processes (α = 0). As displayed in Figure 1A, pink noise time 
series show a nested pattern of fluctuations, wherein smaller-scale “waves” are nested within 
larger-scale waves of variation. More importantly, these nested waves are power-law scaled so 
that the relation between the size of a wave and how frequently waves of that size occur is the 
same for waves of all sizes (i.e., fractal self-similarity). This kind of variation is often referred to 
as being persistent, as the nested wave structure yields a dynamical pattern wherein increases 
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tend to be followed by increases, and decreases by decreases. A direct consequence of this 
persistent pattern of variation is that successive observations are not independent of one 
another, but instead display long-range correlations (see Figure 1B). That is, unlike white noise, 
persistent, pink noise yields substantial correlations between temporally-distant observations. 
 As mentioned above, fractal, pink noise variation has been discovered in a wide variety 
of human performances (see Van Orden et al., 2011 for review). Many of these studies have 
focused on simple timing behaviors, such as reaction time (e.g., Van Orden et al., 2003), 
temporal estimation (e.g., Kuznetsov & Wallot, 2011), and finger tapping (e.g., Lemoine et al., 
2006) tasks, as these tasks are amenable to the very large number of observations required to 
accurately estimate power-law scaling. It is important to note that the task variable displaying 
these pink noise dynamics varies across tasks and, with regard to the present experiments, 
specifically across continuation and synchronization tapping. In continuation (or self-paced) 
tapping, when there is no metronome stimulus to constrain the participant’s behavior, it is the 
series of inter-tap intervals (ITI) that reveals persistent, pink noise scaling. In synchronization 
tapping, however, it is the series of asynchrony (ASY) between the participant’s taps and the 
metronome that displays pink noise structure, and the ITI series instead displays an anti-
persistent, “blue noise” pattern of variation (see Figure 1A). This pattern of variation is called 
anti-persistent because increases are immediately followed by decreases, and vice versa. This 
anti-persistent pattern is consistent with the short-term error correction processes proposed by 
the aforementioned mechanistic models of timing behavior (e.g., Vorberg & Wing, 1996), as 
evidenced by the negative lag 1 correlation (see Figure 1B). Moreover, given that the pacing 
signal is isochronous (i.e., perfectly regular), finding blue noise (α = -1) in the ITI series is  
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Figure 1. (A) Three example time series characterized by different scaling relations, including a 
persistent, pink noise signal (top), a random, white noise signal (middle), and an anti-persistent, 
blue noise signal (bottom). (B) The corresponding auto-correlation functions displaying the 
degree of correlation between observations as a function of the time lag (in samples) between 
them. All observations are perfectly correlated with themselves (lag 0). The persistent signal 
shows positive, long-range correlations across the entire range of lags. The random signal 
shows essentially zero correlations at any lag greater than zero. The anti-persistent signal 
shows a negative lag 1 correlation, indicative of a corrective pattern of fluctuation. 
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consistent with finding pink noise in the ASY series, as the two variables are not independent 
(Chen et al., 1997; Torre & Delignières, 2008). Interestingly, recent research has also 
demonstrated that the change from self-paced to externally-paced tapping also alters the 
fractal scaling of the sub-action intervals (e.g., the length of time the key remains depressed on 
each tap) and the dynamic relationship between the ITI and these sub-action intervals (Coey, 
Hassebrock, Kloss, & Richardson, 2015). 
Beyond the primary issue of which task variable(s) is expected to display the fractal, 
power-law scaling, a number of factors can influence the scaling within a single task variable. 
For instance, there is a relatively large literature showing that many adverse health conditions 
are associated with shifts in fractal scaling away from pink noise variation (e.g., Goldberger & 
West, 1987; Lipsitz, 2002; Viswanathan, Peng, Stanley, & Goldberger, 1997).  The inter-
heartbeat intervals of patients with a congestive heart failure condition tend to be much more 
random than healthy controls (Goldberger et al., 2002). The inter-stride intervals of patients 
with Huntington’s disease are more random than healthy controls (Hausdorff et al., 1997). 
There also are differences in the center-of-pressure, postural sway dynamics between people 
with Parkinson’s disease and healthy participants (Schmit et al., 2006)1. Such findings have lead 
many researchers to understand pink noise scaling to be a signature of healthy functioning, and 
diseases and deficits to be reflected in deviations toward overly random or overly regular 
patterns of variation (see Van Orden, et al., 2011). 
                                                          
1
 Technically, this study did not employ a fractal scaling analysis, but recurrence quantification analysis instead. 
These two techniques do not assess the same dynamical properties (see Goldberger, Peng, & Lipsitz, 2002), but the 
outcomes of these techniques have been shown to be strongly related (Coey, Washburn, & Richardson, 2014). 
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 More importantly for the current experiments, several experimental studies have shown 
that manipulating the statistical structure of different task intervals affect the scaling of the 
participants’ behavioral time series. For instance, Van Orden, Holden, and Turvey (2003) sought 
to demonstrate the fractal scaling in a simple reaction time task. They noted that the traditional 
scientific approach to these tasks was to introduce a random inter-trial interval, so that 
participants could not be entirely certain when the next target stimulus would appear (e.g., 
Gilden et al., 1995; see Gilden, 2001). This practice, although consistent with standards meant 
to ensure the internal validity of the experiments, introduced an element of random variation 
into the task structure. Although it may seem that these task intervals should no bearing on the 
psychological processes governing the task performance, injecting random variation into these 
intervals leads to more random scaling in participants’ behaviors (e.g., Holden, Choi, Amazeen, 
& Van Orden, 2011). Alternatively, when Van Orden and colleagues utilized unvarying task 
intervals, they uncovered strong pink noise signal within the participants’ reaction time series. 
Kello, Beltz, Holden, and Van Orden (2007) similarly demonstrated that enhancing the 
randomness or unpredictability of the task constraints affected the fractal scaling of certain 
task performances (e.g., reaction times), but not others (e.g., length of contact with the 
response key). These findings suggest that the temporal structure of the minute variations in 
human performances are not independent of the task constraints, even when those constraints 
might superficially appear to be non-essential to the task performance. 
 Furthermore, a similar increase in the randomness of participants’ behavior is observed 
not only when random variation is explicitly injected into the task structure, but also when the 
performance is increasingly constrained by (temporally regular) task structures. For instance, 
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Kuznetsov and Wallot (2011) demonstrated that providing participants with explicit feedback 
on each trial of a temporal estimation task lead to more random task performance. Similarly, 
Coey and colleagues (2015) found that asking participants to not only tap their finger in time 
with a metronome signal, but also to hold the key down for the length of the metronome tones 
lead to a shift toward more random variation in the key-press durations. Chen, Ding, and Kelso 
(2001) showed that the series of asynchrony actually showed a greater degree of persistent, 
pink noise scaling when participants tapped in syncopation with the metronome, i.e., when 
their behavior was ostensibly less constrained by the task demands. Finally, Washburn, Coey, 
Romero, Malone, and Richardson (2015) showed that varying participants’ intentions to engage 
with the available task constraints changed the fractal scaling of different dimensions of the 
task performances. Specifically, participants performed an arm-waving task with the intention 
to either control the spacing or timing of their movements. This study showed that participants 
trying to control the timing of their movements showed greater spontaneous coordination with 
a rhythmic visual stimulus and that their degree of coordination of the stimulus was strongly 
related to the degree of randomness in the inter-swing intervals of their movements. 
 Taken all together, the findings of these experimental studies strongly support the 
conclusion that the healthy, “intrinsic” pattern of variation in human behaviors is defined by 
fractal, power-law scaling relations (Kello, 2011; Kello & Van Orden, 2009). That is, the 
organization of the human behavioral system seems to reliably produce pink noise scaling when 
free to vary relatively unconstrained by additional task demands. There are proposals, however, 
from both the mechanistic and emergent perspectives concerning the precise nature of that 
system organization (see Diniz et al., 2011). 
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 True to form, the mechanistic perspective holds that the intrinsic power-law variation in 
behavior emanates from a specific component with intrinsic fractal properties. Most 
prominently, several researchers have developed mechanistic models to account for the 
empirical findings of pink noise scaling evident in finger tapping tasks (e.g., Torre & Delignières, 
2008; Delignières, Torre, & Lemoine, 2009). Specifically, these models work from the earlier 
mechanistic models of synchronization behavior in which the internal clock and the motor 
implementation were both described as white noise processes (Wing & Kristofferson, 1973; 
Vorberg & Schulze, 2002). In line with propositions from earlier studies (Delignières, Lemoine, & 
Torre, 2004; Gilden et al., 1995), Torre and Delignières (2008) showed that imbuing the 
centralized clock component with pink noise scaling properties could account for both the pink 
noise scaling in inter-tap intervals during self-paced, continuation tapping conditions and the 
pink noise scaling in asynchrony series during metronome-paced synchronization conditions. 
Delignières, Torre, and Lemoine (2008) showed that imbuing the centralized clock component 
with pink noise scaling could also account for the increase in the persistent scaling in the 
asynchrony series during syncopation conditions. Thus, these mechanistic models convincingly 
argue that the core findings in the empirical tapping literature could result for the same form of 
centralized, neurocognitive system organization championed in the earlier studies of 
synchronization behaviors. 
 One important critique of these component-dominant approaches from the mechanistic 
perspective is that they do not adequately address the ubiquity of fractal, power-law scaling in 
human behaviors (Kello & Van Orden, 2009; Van Orden et al., 2011, Van Orden, 2010). These 
models can potentially account for the pink noise in different forms of timing behaviors (e.g., 
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Delignières et al., 2004), but they do not address the pink noise scaling in found series of eye 
movements, postural sway dynamics, self-esteem rating, and others. In other words, these 
models constitute good, falsifiable theories of pink noise in timing behavior, but do not 
constitute theories of pink noise in human behaviors.  
 Proponents of the emergent perspective instead propose to account for the generality 
of pink noise by appealing to a general form of system organization; interaction-dominance (see 
Van Orden et al., 2003). The central claim is that, unlike the linear input-output relations 
defining interaction between machine components, the components processes in interaction-
dominant systems influence one another via nonlinear interactions (Holden, Van Orden, & 
Turvey, 2009; Stephan & Mirman, 2010). In other words, how one component transforms its 
“inputs” into its “outputs” critically depends on the activity of the other components. Similar to 
the theoretical notions underlying the emergent account of rhythmic coordination, the 
components are coupled to one another into an interdependent, unified system (Van Orden, 
Holden, & Turvey, 2005). Theoretically, this kind of system organization leads to a coordination 
of processes operating at different timescales, and thus to scale invariant, fractal patterns of 
variation across timescales (Van Orden, 2010). Although it is less clear how to derive specific, 
testable hypotheses from this account, its major strength is that it captures the essential 
functional organization at the proper level of abstraction and, therefore, potentially unifies 
theories of fractal scaling in human behaviors with theories of fractal patterns in natural 
systems as a whole (Bak, Tang, & Wiesenfeld, 1987; Jensen, 1998; Turcotte, 1999). 
 Thus, just as in the study of the timing behaviors and rhythmic coordination, both the 
mechanistic and emergent perspectives offer valuable insights into the power-law scaling in 
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human behaviors. As before, many researchers contend that these styles of explanation are not 
mutually exclusive, but complementary (Coey et al., 2015; Torre & Wagenmakers, 2009). As 
described at the beginning of this chapter, it makes intuitive sense that a living system evolved 
from and sustaining itself within an environment characterized by a particular form of variation 
would embody those natural dynamics. This embodiment process could equally pertain to both 
general principles for functional organization and to the form of specific mechanisms and sub-
systems within the organism. Thus, it is no surprise that the same theoretical discussion applies 
to the study of coordination between the power-law scaling dynamics of coupled systems. 
Complexity Matching in Human Behaviors 
 As mentioned at the beginning of this chapter, a small number of recent studies have 
shown that coupled system not only tend to coordinate in terms of the large-scale, observable 
aspects of their behaviors, but also tend to match one another in terms of the fractal scaling 
relationships that define the minute patterns of variation in their behaviors (e.g., Abney, 
Paxton, Dale, & Kello, 2014; Coey et al., 2014; Henning, 2014; & Marmelat & Delignières, 2012; 
Torre et al., 2013). There is a growing interest in this complexity matching effect, both as a 
phenomenon in its own right and for what insights it might provide as to the processes 
governing the information-exchange and co-organization of natural systems (West et al., 2008). 
Currently, the focus of this field of research is on determining the nature of the coordination 
underlying the complexity matching phenomenon. 
 This field of research grew out of studies of synchronization between (non-living) 
chaotic systems of coupled laser and electrical circuits (Stepp, 2009; Stepp & Turvey, 2010; 
Washburn, Kallen, Coey, Shockley, & Richardson, in press; see Pecora & Carroll, 2015).  
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In their seminal work, Stephen, Stepp, Dixon, and Turvey (2008) had participants attempt to 
synchronize their finger taps to the beats of chaotic metronome stimuli. They found that the 
fractal scaling of the participants’ inter-tap interval series was strongly correlated to that of the 
metronome stimuli. More interestingly, this effect did not seem to result from a strong short-
range correlation between the two time series. That is, if the participants’ inter-tap intervals 
had very closely matched to inter-onset intervals of the metronome, on a sample-to-sample 
basis, then finding that the two series displayed similar fractal scaling would be trivial, as the 
two series would essential be expression of the exact same dynamic. To the contrary, tests of 
the fractal scaling of simulated, “Gaussian tap” surrogate series revealed a much lower 
correlation to the scaling of the metronome than the real, empirical inter-tap interval series.  
Stephen and colleagues took these findings as evidence of strong anticipation (see 
Dubois, 2003; Stepp & Turvey, 2010). In contrast, “weak anticipation” refers to the sort of 
dependence on predictions about upcoming external events derived from an explicit internal 
model of the dynamics of the external process. This notion of anticipation fits with the 
predominant mechanistic perspective. Strong anticipation, on the other hand, does not involve 
any explicit predictive process. Instead, through a process of “hyperincursion” (Dubois, 2003), 
one system’s behavior can exhibit the same pattern of variation in advance of the coupled 
system’s behavior (i.e., anticipation) by virtue of an appropriate coupling relation. 
 Subsequent research on complexity matching has confirmed Stephen and colleagues 
(2008) finding that participants adopt the same “global” temporal structure (i.e., fractal scaling) 
of a variable metronome stimulus without showing a strong “local” correlation between the 
inter-event interval series from the two interacting systems in question (Abney et al., 2014 
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Delignières & Marmelat, 2014; Marmelat & Delignières, 2012; Rhea, Kiefer, D’Andrea, Warren, 
& Aaron, 2014). That is, participants adopted the higher-order pattern of variation defined 
across many events in the behavior of the coupled system without being able to exactly predict 
and match their behavior to individual events with extreme precision. For instance, Marmelat 
and Delignières (2012) had pairs of participants swing wrist-pendulums while intentionally 
trying to maintain in-phase, synchronous coordination with one another. The time series of 
inter-swing intervals (i.e., the time between successive endpoints in the pendulum’s swings) 
was extracted from the continuous movement data and submitted to fractal analysis. They 
found that the fractal scaling values from the inter-swing interval series of the two participants 
were very highly correlated (r ≈ 0.98) when there was any degree of perceptual coupling 
between them, even only peripheral visual information. In contrast, there was very little local 
correlation between their two inter-swing interval series (as determined by lag 0 windowed 
detrended cross-correlation; see Chapter II for a technical description). They concluded that the 
high degree of complexity matching observed between the fractal scaling values could 
therefore not be exclusively explained by coordinative processes at the local timescale. Instead, 
they argued for a more “global coordination” process, presumably based on the strong 
anticipation described by earlier research (Stephen et al., 2008; Stepp, 2009).   
Other researchers, however, have taken issue with this conclusion. For instance, Torre, 
Varlet, and Marmelat (2013) clearly demonstrated that both the complexity matching and the 
degree of local correlation observed in the empirical data can be captured by models based 
short-term error correction processes (also see Hennig, 2014). Specifically, they had 
participants to synchronize their finger tapping behaviors to metronomes displaying many 
 
 
23 
 
different kinds of temporal structure (e.g., long-range correlation, short-range correlation, 
random variation). They showed that a short-term model similar to the mechanistic models 
described above (Vorberg & Schulze, 2002), wherein the participants’ inter-tap intervals were 
adjusted with respect to the recent metronome inter-onset intervals and the asynchrony, could 
adequately capture the complexity matching observed in the empirical data. Moreover, Fine, 
Likens, Amazeen, and Amazeen (2015) point out that the local, short-term correlation between 
the inter-event interval series of the participant and metronome is not actually equivalent to 
the real-time, relative phase coordination between two oscillatory systems. Specifically, they 
show that the relative phase coordination in an interpersonal pendulum-swinging task is 
remarkably high, and they argued that it is this continuous, real-time coordination that 
underlies the complexity matching effect.  
Although these arguments do provide convincing accounts that local or short-range 
coordinative processes are at least involved in the complexity matching effect, it is currently 
unclear how these accounts might address other recent findings. For instance, Stephen and 
Dixon (2011) re-analyzed the data from Stephen et al.’s (2008) experiment to show that the 
participants’ inter-tap interval series not only matched the inter-onset intervals of the 
metronome in terms of (mono)fractal scaling, but also in their degree of multifractality (for a 
detailed explanation of multifractals see  Ihlen, 2012; Ihlen & Vereijken, 2010; Kantelhardt et 
al., 2002). This finding indicates that the participants were sensitive to dynamic structure of the 
metronome stimulus at multiple timescales simultaneously, and they argue that this form of 
multi-scale matching cannot be explained by local correlation. Also, Rhea and colleagues (2014) 
have recently shown that participants tended to maintain the fractal scaling of a metronome 
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stimulus for a short while after they discontinued interacting with it. This finding indicates that 
there must be some degree of embodiment of the observed dynamics that persists after any 
local coordinative process is discontinued. Thus, the exact nature of the coordinative processes 
underlying the complexity matching effect still poses several open questions (Delignières & 
Marmelat, 2014). 
More specifically, there are (at least) five primary research questions with important 
implications within the current complexity matching literature. To date, much of the 
information about the complexity matching effect is distributed across experiments exploring 
different behaviors (e.g., finger tapping, pendulum swinging, treadmill walking), utilizing 
different methodologies (e.g., continuous vs. discrete coupling), and different sets of analyses. 
Thus, at this stage in the research, it is important to perform a large-scale, systematic set of 
experiments to address these primary questions within the same task behavior and with the 
same set of analyses.  
 The first question concerns what specific properties of the external pacing signal, 
including the overall degree of variation and the exact fractal scaling pattern, influence the 
strength and stability of the complexity matching effect. Answering this research question is 
important to determining the basic conditions under which the complexity matching effect is 
expected to occur. One study has directly investigated these questions (Marmelat, Torre, Beek, 
& Daffertshofer, 2014), but its findings were limited. In particular, this study only explored a 
limited range in experimental factors of the amount of variation and the fractal scaling relations 
exhibited by the pacing signal. Moreover, this study used rather short series (256 observations), 
which limited the control over the scaling of the pacing signal and the estimation of the scaling 
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in the participants’ behavior. Finally, this study utilized a treadmill walking task. Compared to 
the fingers, the legs are large and heavy effectors, which likely limited the potential degree of 
variation in the task behavior.  
The second question that needs to be addressed regards how the nature of the coupling 
between the systems affects the strength and stability of complexity matching? As previously 
noted, the extant literature often makes use of different experimental tasks. On one hand this 
is beneficial, as it demonstrates that the complexity matching effect is not particular to any one 
task behavior. On the other hand, it is unclear whether certain fundamental differences in 
these tasks influence either the complexity matching effect or the nature of the underlying 
coordination. In particular, tasks in which one participant coordinates with an environmental 
metronome stimulus often utilize a discrete form of coupling, wherein the participant receives 
isolated burst of information from the pacing signal (e.g., Stephen et al. 2008, Rhea et al., 
2014), whereas in interpersonal coordination tasks there is often continuous coupling between 
the interacting participants (e.g., Fine et al., 2015; Marmelat & Delignières 2012). Answering 
this question is very important in order to understand if the complexity matching effect remains 
stable over changes in the underlying coordination dynamics. 
 The third unanswered question is whether the complexity matching effect occurs during 
forms of coordination other than synchronous, in-phase coordination. Due, at least in part, to 
the focus of the theoretical discussion on anticipatory processes, all of the published research 
on complexity matching has involved synchronous forms of coordination. As evident from the 
above reviews, there are other intrinsically stable forms of coordination (i.e., anti-phase and 
syncopated coordination) and these different forms of coordination can influence the fractal 
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scaling of behavior (Chen et al., 2001). In an unpublished study, Coey, Washburn, and 
Richardson (in preparation) have found preliminary evidence of complexity matching in 
syncopated tapping behavior, at least under certain task conditions. Fully answering this 
question is very important, as it adds an entirely new finding to the literature and demonstrates 
that the complexity matching effect is not exclusive to synchronization, but concerns 
coordination between systems more generally. 
 The fourth question regards the issue of how the local coordination processes relate to 
the complexity matching effect, and to what extent a global coordination process is possible. 
This is arguably the point of most contention in the current literature. Some studies have 
strongly supported an exclusive local coordination account (e.g., Fine et al., 2015; Torre et al., 
2013), while others have strongly suggested that the degree of local coordination is insufficient 
and support the idea of a global coordination process (e.g., Delignières & Marmelat, 2014; 
Washburn et al., in press). More importantly, there is very little information about how the 
empirical measures of complexity matching, local correlation, and global correlation relate to 
one another across changes in task conditions (but see Washburn et al., in press). Thus, it is 
very important to the current theoretical debates to gather more information regarding the 
nature of the coordination underlying the complexity matching effect.  
 The fifth and final question to be considered is whether complexity matching is 
exclusively a phenomenon of tasks characterized by “anticipatory” modes of interaction 
between systems. That is, the current literature on complexity matching is dominated by tasks 
in which participants maintain a stable state of rhythmically coordination behavior (but see 
Abney et al., 2014). The past research on fractal scaling, however, has demonstrated that 
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changes to the temporal structure of reaction time task constraints influences the fractal scaling 
of the participants’ performance (e.g., Holden et al., 2011; Kello et al., 2007). In these cases, 
task does not demand that the participants detect or coordinate with any regularity in the 
presented stimuli. Nonetheless, these findings seem to suggest that the fractal scaling of the 
participants’ behaviors does reflect the dynamics of the task stimuli. Clearly answering the 
question of whether the complexity matching effect also takes place during reactive modes of 
responding substantially adds to the existing literature, as it speaks directly to theories of 
complexity matching based on strong anticipation. 
Current Experiments 
 The purpose of the current dissertation was to provide answers to these large-scale, 
open questions in the complexity matching literature in a systematic fashion, using a single 
experimental task (i.e., finger tapping), with a comprehensive set of analyses. The first 
experiment was designed to address the first, second, and third research questions described 
above. Specifically, the purpose of the Experiment 1 was to determine if the overall magnitude 
of variation in the pacing signal and the nature of the coupling would influence the stability of 
the complexity matching effect in both synchronized and syncopated tapping tasks. The second 
experiment was designed to address the first, second, third, and fourth research questions. In 
particular, Experiment 2 was designed to determine if the fractal scaling of the pacing signal, 
the nature of the coupling, and the form of the coordination would influence the stability of the 
complexity matching and its relationship to the local and global correlations between the 
interacting systems. Finally, the third set of experiments, Experiment 3a and 3b, were designed 
to address the third, fourth, and fifth research questions. More specifically, Experiments 3 a and 
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3b  sort to determine if the nature of the coordination would influence the complexity 
matching, and its relationship to the local and global correlations, across transitions from 
anticipatory and reactive modes of responding. A more detailed description of the purpose and 
the hypotheses of each experiment are provided at the beginning of the following chapters, 
and a thorough description of all of the analysis techniques is provided in Chapter II. 
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Chapter II. General Methodology, Data Processing, and Time Series Analysis 
 The primary research questions, concerning the fractal scaling, complexity matching, 
and short-term and long-term correlation between the interacting systems, require elaborate 
data-processing and analysis procedures. To simplify the presentation of each experiment, 
detailed information on these procedures and an introduction to the general methodology are 
provided in this chapter. Most importantly, this chapter provides a thorough explanation of the 
operation and output of the various time series analyses used in these experiments. 
General Methodology 
 Both Experiments 1 and 2 involved pairs of participants engaged in a unidirectional, 
interpersonal tapping task (see Figure 2). The participants were seated across a table from one 
another in front of their own MIDI keyboards (± 5 ms error), and both participants wore a set of 
noise-cancelling headphones. The keyboards were connected to a PC computer running the 
Ableton Live (v. 8.2) software (Ableton, Berlin Germany). This software was used to both play 
metronome stimuli through the headphones and record the MIDI signal from the keyboards. 
One participant, the “leader”, heard the metronome through the headphones, and was 
instructed to tap in synchrony with auditory metronome stimuli. The other participant, the 
“follower”, heard no metronomes through the headphones, but instead was instructed to tap 
either in synchrony or syncopation with the leader. A small screen, strategically positioned 
nearer to the follower, prevented the leader from seeing the follower’s taps, but not the 
follower from seeing the leader’s taps. Thus, this method created a chain of unidirectional 
couplings across the three interacting systems, with the leader coupled only to the metronome 
and the follower coupled only to the leader.  
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Figure 2. A depiction of the experimental set-up and unidirectional, interpersonal tapping task 
from Experiments 1 and 2. 
 
The set-up for Experiments 3A and 3B was similar, but only involved single participants. 
These participants sat in place of the leader, wore a set of headphones, and produced tapping 
behavior on a MIDI keyboard. All of the equipment used by the follower participants in the 
previous experiments, including the small screen, was removed from the space. Participants in 
these experiments were either instructed to tap in synchrony or in syncopation with 
metronome stimuli presented through the headphones. 
Data Processing 
 The raw data were output from the Ableton software in a MIDI file format. These files 
contain the times of each key-press and key-release, and the onset velocity of each key-press 
(i.e., how quickly the key was depressed, measured on a scale of 0-127). This information can 
Leader Follower
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be used to recreate the discrete ON-OFF time series, as measured from the keyboard. Examples 
of these discrete series are displayed in Figure 3. The bars represent the times that the keys 
were tapped, rising when the key was depressed (“ON” in the MIDI Signal) and falling when the 
key was released (“OFF”), and the height of the bars represents onset velocity of each tap. 
These two series were taken from a “baseline”, syncopated trial where the leader tapped at a 
self-paced tempo, without any metronome, and the follower tapped in syncopation with the 
leader. In particular, these series come from the very beginning of that trial (30-45 s), where the 
syncopated pattern of coordination between the participants has not yet fully stabilized. The 
follower gradually drifts out of syncopation (30-35 s), into a synchronized pattern (35-40 s), and 
then back again towards syncopation (40-45 s). 
 
 
Figure 3. Two discrete ON-OFF series from an example baseline, syncopated trial. 
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As previously discussed, the extant literature on the complexity matching phenomenon 
primarily focuses on the similarity of the fractal scaling of two time series; in this case, the two 
inter-tap interval (ITI) series. The most simple and straightforward approach is to generate 
these ITI series by processing the discrete ON-OFF series independently of one another. That is, 
for each discrete series, each time the key went ON was subtracted from the following time 
that the key went ON (i.e., differencing the series of ON times). All additional information, 
concerning the key-release and velocity dynamics, and the real-time coordination between the 
participants, is disregarded under this approach. The ITI series, associated with the two discrete 
series presented above, generated by this simple approach are displayed in Figure 4. 
 
 
Figure 4. The two raw inter-tap interval series from the example baseline, syncopated trial. 
 
 These ITI series still required several other standard pre-processing steps prior to being 
submitted to fractal scaling analysis. First, observations within the first ten seconds of recording 
were removed to eliminate transient behavior. Second, outlier observations were excluded. 
This was accomplished in two steps. The first step removed observations that were longer than 
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some standard cut-off value (e.g., 2 s). This helped to overcome a methodological limitation of 
the MIDI keyboards. The keys did not register as ON until the key has been depressed slightly, 
meaning there was a small amount that the key can be depressed while still being OFF in the 
MIDI signal. Thus, if participants were not careful to press and release the key entirely on each 
tap, some taps would go unrecorded, which lead to erroneous long ITI values. The second step 
was to eliminate ITI observations that were outside three standard deviations from the mean. 
After outlier removal, each series was linearly detrended. This was accomplished by subtracting 
the least-squares regression line from the ITI series. Third, the series were zero-centered by 
subtracting the series mean from every observation. Finally, series were truncated to some 
standard length (e.g., 512 points). Examples of pre-processed ITI series are shown in Figure 5. 
 
 
Figure 5. The two pre-processed inter-tap intervals series from the example baseline, 
syncopated trial. 
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of how the experimental manipulations affected the fractal scaling and complexity matching of 
the participants tapping. The disadvantage of this simple approach, however, is that there is no 
way to relate observations in one ITI series to observations in the other. Because the two series 
were treated independently (e.g., outliers were removed from the series independently), there 
was no way to ensure that the 100th observation in one series corresponded, in terms of the 
real-time tapping behavior, to the 100th observation in the other series.  Consequentially, this 
approach did not allow for assessments of the nature and strength of the coordination between 
the interacting systems, including both examinations of the time-dependent correlations of the 
two ITI series and of the dynamics of the asynchrony series. Overcoming these limitations 
required a more complicated procedure, wherein “matching” algorithms determined the best 
pairings of observations depending on the nature of coordination between the two systems 
(i.e., synchronization vs. syncopation).  
In the matching algorithms, the ON times from one system (e.g., the metronome) were 
treated as a referent signal, and the ON times from another system (e.g., the leader) were 
treated as a comparison signal.  In the synchronization algorithm, observations from the 
referent signal were considered sequentially from least to greatest (e.g., first to last 
metronome onsets). For each referent observation, the algorithm determined the best-
matched observation in the comparison series, finding the one with the smallest absolute 
asynchrony value (e.g., the leader’s tap nearest in time to that metronome onset). Finally, the 
algorithm eliminated cases in which the same comparison observation was matched to more 
than one referent observation (e.g., in cases where the participant did not depress and release 
the key fully), again preferring the matched pair exhibiting the smallest absolute asynchrony.  
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The syncopation algorithm worked in a considerably different fashion. Here, the 
referent (e.g., the leader) and comparison (e.g., the follower) signals were combined into a 
single series and then sorted by the ON times from least to greatest. The algorithm then 
worked through the combined series sequentially and ensured that the observations always 
alternated between the referent and comparison signals (e.g., ensuring a follower’s tap always 
intervened between successive leader’s taps). When the algorithm detected a run of non-
alternating observations (e.g., when two or more leader’s taps occurred without an intervening 
follower’s tap), all but final non-alternating observations were eliminated (e.g., retaining only 
the latest leader’s tap). Thus, the algorithm ensured a one-to-one match between observations 
in the referent and comparison signals and that these observations met the most rudimentary 
criterion for syncopation (i.e., alternation in time). 
This procedure was additionally complicated by the fact that many of the experimental 
conditions (i.e., most of the trials in Experiments 1 and 2) involved three interacting systems. In 
these cases, the two sets of directly coupled sub-systems were treated independently. That is, 
the matching algorithm was first applied to the leader-metronome (L-M) sub-systems, with the 
metronome taken as the referent signal. Then the matching algorithm was applied separately 
to the follower-leader (F-L) sub-systems, with the leader as the referent signal. In the case 
depicted in Figure 6, from an example metronome-paced, syncopated coordination trial, the 
synchronization algorithm was applied to the raw ON times of the metronome and leader and 
then the syncopation algorithm was applied again to the raw ON times of leader and follower. 
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Figure 6. Three discrete ON-OFF series from an example metronome-paced, syncopated trial.  
 
Following the matching procedure, all of the series were still defined by the ON times. 
The ITI series were calculated as before, by differencing the series of ON times, for both the L-M 
and F-L sub-systems. Asynchrony series were calculated by subtracting the ON time of the 
comparison signal from that of the referent signal, for every pair of matched observations. 
Thus, in the case of synchronization, negative asynchrony values indicated “anticipation”, 
wherein the comparison signal preceded the referent signal (e.g., the leader tapped slightly 
before the onset of the metronome). In the case of syncopation, the sign of the asynchrony 
simply communicates which system (referent or comparison) happened to exhibit the earliest 
observation, and the absolute values of the asynchrony are more informative about the 
syncopation dynamics.  All these series, ITI and asynchrony, still required the same standard 
pre-processing steps as before (i.e., outlier removal, detrending, and truncating). All of the final, 
processed series for the example metronome-paced, syncopated trial are shown in Figure 7.  
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Figure 7. The pre-processed inter-tap interval and asynchrony series, for both the leader-
metronome (left column) and follower-leader (right column) sub-systems, from the example 
metronome-paced, syncopated trial. 
 
 These processed, matched ITI series could be submitted to the same fractal analyses as 
could the independent ITI series. The matched ITI series could, however, also be submitted to 
other time series analyses to assess the degree of time-dependent correlation between the 
interacting systems (e.g., cross-correlation analysis). Additionally, the matching procedure 
created the opportunity to submit the asynchrony series to fractal analysis. It is worth noting 
that the data from all experiments were submitted to both the independent and matched set of 
analyses. These two processing procedures yielded the same patterns of findings and suggested 
the same conclusions, and so only the matched analyses are presented in the results sections of 
each experiment. 
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Time Series Analysis 
 The time series analyses employed in the present experiments can be divided into three 
categories: analyses of the fractal scaling in individual time series, analyses of the short-term 
correlation between two series, and analyses of the “global” correlation between two series 
across multiple timescales. There are two different analyses within each of these categories, 
each with its advantages and disadvantages, which complement and corroborate one another. 
The following subsections of this chapter provide both a technical description of each of these 
six analyses and a discussion of the interpretation of their outcomes with respect to the 
dynamics of the tapping behavior. 
Analyses of Fractal Scaling 
 The two fractal analyses used in the present experiments are intended to reveal the 
nature of the power-law scaling evident in the tapping behavior. As discussed above, many 
human behaviors tend to display fractal, power-law scaling patterns of variation. Specifically, 
power-law scaling refers to a scale invariance or self-similarity in the fluctuations of the 
behavior over time. In a fractal, “pink noise” time series the pattern of variation at a small 
timescale closely resembles the patterns of variation at large timescales (i.e., self-similarity), 
such that the behavior has no one characteristic timescale of variation (i.e., is scale invariant). 
 Fractal analyses can support the conclusion that a time series displays this kind of variation, 
and can also identify deviations from this idealized power-law scaling. 
 One of the most common fractal techniques is power spectral density (PSD) analysis. 
This analysis is a frequency-domain technique. First, a time series is approximated by a set of 
sine waves with variable frequency and power (amplitude squared) using the Fourier transform 
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(the “fft” function in Matlab). Typically, the total number of sine waves generated is limited by 
the length of the time series (e.g., 1/8th the series length, 512 points, 64 sine waves). When the 
waves are added together, they approximate of the original time series. The fractal scaling can 
be assessed by examining the relationship between the frequency and power of these waves 
(see Figure 8). The power is plotted against the frequency on a double-logarithmic PSD plot, 
with low-frequency, slow timescale variation represented on the left side and high-frequency, 
fast timescale variation on the right side. In empirical series, fractal scaling is generally evident 
in the low-frequency region of the PSD plot as negative linear scaling. The inverse of the slope 
of the regression line fitting this region is taken as the estimate of the scaling exponent (α). 
 
 
Figure 8. An example of the operation of power spectral density analysis showing three 
composite sine waves and the associated spectral plot with the negative linear scaling region. 
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The scaling exponent defines the power-law relationship between the power (P) and 
frequency (f) of variation in the series (Eq. 2), with ideal fractal scaling defined by α = 1. 
                                                                P(𝑓) =  1 𝑓𝛼⁄                                 (2) 
When α = 1, this equation states that the power of variation (i.e., how much the measured 
values fluctuates) is inversely proportional to the frequency of variation (i.e., how large or small 
the timescale of fluctuation is considered). Very large fluctuations in behavior tend to happen 
on slow timescales and very small fluctuation on fast timescales. More importantly, the same 
scaling exponent defines the relationship between power and frequency at every timescale.  
As stated before, many healthy and natural behaviors typically yield something close to 
this kind of fractal, “persistent” time series. This pattern is referred to as being persistent 
because the nested fluctuations involved in fractal scaling lead to increases in the series being 
followed by further increases, and decreases by further decreases. Typically, human behaviors 
exhibit a moderate to strong persistent pattern, with scaling exponents ranging from α ≈ 0.5 to 
α ≈ 0.8. The PSD analysis, however, can also reveal deviations from this common pattern. Truly 
random, “white noise” yields scaling exponents near α = 0. Anti-persistent, “blue noise” 
patterns, like those exhibited in inter-tap intervals during metronome-paced tapping, are 
indicated by negative scaling exponents (α ≈ -0.7). Very strongly persistent, “brown noise” 
patterns, nearing the point of becoming fractional Brownian motions, are indicated by very 
large scaling exponents (α ≈ 1.5). Examples of series displaying each of these kinds of dynamics, 
and the associated scaling relationships on the PSD plot, are provided in Figure 9. 
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Figure 9. Example brown, pink, white, and blue noise time series (top to bottom, left column) 
and the associated scaling relations and exponents on the PSD plot (right). Note, because these 
series were synthetically generated, the scaling relation holds across all frequencies. 
 
Another common fractal technique is detrended fluctuation analysis (DFA). It is 
important to note at the outset that DFA often necessitates an additional step where the time 
series is integrated (i.e., cumulatively summed) prior to analysis (see Figure 10). This step is 
necessary because DFA works based on the diffusive property of fractional Brownian motions. 
Thus, time series like those generated by tapping behavior (i.e., fractional Gaussian noises) 
need to be integrated for DFA to provide accurate estimates of the fractal scaling. In contrast to 
PSD, DFA is a time-domain technique. Rather than frequency, DFA uses windows of different 
numbers of points to examine the timescale of variation in the series.  
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Figure 10. An example time series presented in both fractional Gaussian noise (left) and 
fractional Brownian motion (right) format. Note that the scaling of the y-axis changes from 
milliseconds to seconds with integration. 
 
The time series is first broken into windows of some minimal size (e.g., 16 points). 
Within each window, a local linear trend is computed, and the root mean square variation 
around this linear trend is calculated. The root mean square variation is then averaged across 
all windows to yield a summary score, referred to as F. Then the window size is increased and 
the process is repeated, iteratively, up to windows of some maximum size (e.g., 128 points). 
Similar to PSD, the F scores are then plotted against the window sizes on a double-logarithmic 
DFA plot, with large window size, slow timescales represented on the right side and small 
window size, fast timescales represented on the left side. For the tapping behaviors of interest 
in the present experiments, the DFA plot generally only shows a single linear scaling region 
across all window sizes (see Figure 11).  
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Figure 11. An example of the operation of detrended fluctuation analysis showing the same 
portion of a time series broken into three different window sizes (16, 32, and 64 points), with 
local linear trends displayed for the largest window size, and the associated DFA plot. 
 
The slope of the regression line fitting this region is taken as an estimate of the Hurst 
exponent (H), which defines the power-law relationship (Eq. 3) between the variation in the 
time series (x) and the timescale over which the series is observed (Δt), with ideal fractal scaling 
defined by H = 1. 
                                                           Var 𝑥(𝑡) ∝ ∆𝑡2H                      (3) 
The Hurst exponents output by the DFA algorithm can be rescaled to be directly comparable to 
the PSD scaling exponents with a simple linear transformation (α = 2*(H – 0.5)). As with PSD, 
DFA can distinguish between different dynamical patterns (see Figure 12). 
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Figure 12. The same example brown, pink, white, and blue time series from Figure 9, but in 
integrated format (top to bottom, left column), and the associated scaling relations and 
exponents on the DFA plot (right). 
 
It is good practice to use both PSD and DFA for an assessment of the fractal scaling in a 
behavior. PSD has been used extensively in fractal analyses of rhythmic performances, and 
specifically for human finger tapping. PSD has the capacity to examine many more timescales of 
variation than does DFA, and therefore can potentially reveal changes not only in the nature of 
the power-law scaling (i.e., the scaling exponents), but also in the size of the scaling regions 
(i.e., including greater or fewer frequencies). In contrast, DFA is appreciably simpler algorithm 
to understand conceptually (being in the time-domain) and is considerably easier to implement 
(not necessitating finding an appropriate scaling region). Moreover, DFA is often thought to be 
a more robust technique, being less influenced by factors that skew the results of PSD analysis 
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(e.g., linear trends). Taken together, the two analyses can provide a confident assessment of 
nature of the power-law scaling in the tapping behavior, and how it is affected by certain 
experimental factors. The degree of similarity of the scaling exponents defining the behaviors of 
two interacting systems can serve as an index of complexity matching. Assessing these aspects 
of the tapping behavior is central to the present set of research questions. 
Analyses of Local, Short Timescale Correlation 
In keeping with the extant literature, it is also important to investigate the degree of 
short-term correlation involved in the complexity matching behaviors; in particular, between 
the two ITI series. On one extreme, consider if the two ITI series were perfectly correlated with 
one another from sample to sample. Increases in the ITI of one series would always correspond 
to comparable increases in the ITI of the other series. In this extreme case, finding that the two 
series displayed the same fractal scaling would be entirely trivial, as the two series effectively 
would be expressing the exact same dynamic pattern. On the other extreme, it would be very 
easy to synthetically generate time series with the exact same fractal scaling. These series 
would likely have no time-dependent correlation with one another. In the existing research, 
complexity matching usually involves a moderate degree of short-term correlation and there is 
debate about whether this finding suggests that complexity matching is driven by “local” or 
short timescale coordination between the two interacting systems.  In the present experiments, 
assessment of the short-term correlation was accomplished using cross-correlation techniques. 
Standard Cross-Correlation (XCOR) analysis assesses the similarity of two time series as a 
function of the lag between observations. As with a standard (Pearson) correlation, the cross-
correlation coefficient captures the both direction and strength of the relationship between the 
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two series, ranging from -1 to 1. The cross-correlation function (see Figure 13) displays these 
coefficients across a range of lags. Lag-0 cross-correlation captures the relation between the 
sequentially matched observations in the two series. Cross-correlation at positive lags captures 
the relation between the current observation in a referent series (e.g., metronome) and later 
observations in a comparison series (e.g., leader). For instance, a positive cross-correlation at 
lag +1 indicates that increases in the current metronome inter-onset interval are related to 
increases in the next leader inter-tap interval (i.e., the metronome leads the participant by one 
sample). Conversely, cross-correlation at negative lags captures the relation between later 
observations in the referent series and the current observations in the comparison series. 
 
 
Figure 13. An example cross-correlation function with lags from -10 to +10. The function for the 
empirical series comes from a leader synchronized with a persistent, fractal metronome signal. 
For comparison, the other function displays the cross-correlation for the same two series, but 
with their observations being randomly shuffled in time prior to analysis. 
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Windowed Detrended Cross-Correlation (WDCC) analysis complements the findings of 
the regular cross-correlation analysis. The operation and outcome of WDCC is essentially the 
same as XCOR, but both time series are broken into small windows (e.g., 15 points) and a local 
linear trend is removed from each window. The cross-correlation procedure is then performed 
within each window, and the cross-correlation function (i.e., the pattern of coefficients across 
all lags) is averaged across all the windows. The resulting cross-correlation function is therefore 
not influenced by trends and long runs of observations, which can substantially increase the 
relationship between the two series at greater lags. Thus, WDCC attenuates the effects of 
longer-term interaction between the series and highlights only the short-term correlations. 
Figure 14 displays the cross-correlation functions for the same two empirical series from both 
XCOR and WDCC. Both analyses reveal essentially the same degree of short-term, lag +1 cross-
correlation, but WDCC eliminates the longer-range correlations evident in the XCOR function. 
 
 
Figure 14. A short period of two empirical ITI series (top left), the same series divided into small 
windows with local trends displayed within the fifth window (bottom left), and the associated 
XCOR and WDCC functions across lags of -10 to +10. 
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  Additionally, it is good practice to examine the cross-correlation function between ITI 
and asynchrony; specifically, between the ITI series from the uni-directionally enslaved system 
(e.g., the leader in the leader-metronome sub-system) and the asynchrony series between the 
two systems. This analysis is helpful as it speaks directly to some of the existing models of the 
complexity matching effect based on local, short timescale coordination. The cross-correlation 
analyses operate in exactly the same fashion, but the asynchrony series is submitted as the 
referent series (see Figure 15). The typical cross-correlation function for ITI and asynchrony 
shows a small positive correlation at lag -1 and a moderate negative correlation at lag 0. This 
pattern indicates that positive asynchrony (e.g., when the leader lags behind the metronome) is 
related to smaller ITI on the immediate (lag 0) timescale, and is suggestive of a short-range 
coordination process.  
 
 
Figure 15. XCOR and WDCC cross-correlation functions for an example case between a leader 
ITI series and leader-metronome asynchrony series. 
-0.6
-0.4
-0.2
0
0.2
0.4
-10 -8 -6 -4 -2 0 2 4 6 8 10
C
ro
ss
-C
o
rr
C
o
ef
fi
ci
en
t 
(r
)
Time Lag (samples)
XCOR WDCC
 
 
49 
 
 Taken together, these analyses allow for an evaluation of the local, short-range 
coordination between the two interacting systems. This information is valuable with respect to 
situating the present experiments within the existing complexity matching literature. Moreover, 
this information can potentially be used to evaluate specific models of complexity matching 
relying on short-term corrective processes. In particular, these models must be able to account 
for the influence of the experimental manipulations on the short-term correlation processes 
and how those changes are then reflected in the complexity of the interacting systems in order 
to be validated.  
Analyses of Global, Multi-Timescale Correlation 
Some researchers have claimed that complexity matching does not only reflect short-
range coordination processes, but also a “global” coordination process. The exact hypotheses 
as to the nature of this process are not well-specified. The essential idea is that the two 
interacting systems relate to one another not only on an immediate, sample-to-sample basis, 
but are also coordinated in terms of their longer-range dynamics. Stated differently, this 
hypothesis proposes that the two systems are coordinated across many timescales 
simultaneously. Assessing this possibility requires analyses that are capable of detecting 
multiscale correlation between the two systems. This is a relatively new enterprise, but there 
are several possible analyses that might be able to provide such information. 
Recently, some researchers studying complexity matching have started to examine 
Detrended Cross-Correlation Analysis (DCCA) as a tool to provide information about multiscale 
interactions between two time series. In principle, DCCA is similar to the DFA fractal technique. 
It is also a time-domain technique that relies on windowing the time series, and scaling the size 
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of the time windows. DCCA, however, does not examine the variation within windows for a 
single time series, but the co-variation within windows between two time series. As depicted in 
Figure 16, DCCA breaks the two series into windows of some minimum size (e.g., 16 points). 
Within each window, a local linear trend is computed for each time series, and the co-variation 
around these respective trends is calculated. The co-variation is then averaged across all 
windows to provide a summary score, called DCCA-F. The window size is then increased and the 
process is repeated, up to windows of some maximal size (e.g., 128 points). 
The DCCA algorithm provides two outcomes. The first is akin to the fractal scaling 
exponents provided by DFA (i.e., the Hurst exponent). Here, the DCCA-F scores are plotted 
against the window sizes on double-logarithmic axes. The slope of the regression line fitting this 
plot is taken as DCCA-λ. Technically, DCCA-λ is the scaling exponent that defines the power-law 
relation between timescale (i.e., window size) and the co-variation of two series. It is as of yet 
unclear precisely what DCCA-λ implies about the interaction dynamics between the systems 
under examination. The more helpful outcome from DCCA is the DCCA cross-correlation 
function, which displays how the correlation between two systems changes as a function of 
window size. Here, for each window size, the DCCA-F score is divided by the product of the 
variation scores for the individual series, as calculated in DFA (i.e., DFA-F scores). Conceptually, 
this is equivalent to the formula to calculate a correlation coefficient, wherein a co-variation 
(i.e., the DCCA-F scores) is divided by the product of two standard deviation scores (i.e., the 
DFA-F scores). This coefficient is called DCCA-ρ, and scales like a standard correlation coefficient 
from -1 to 1. Generally, DCCA-ρ reveals an asymptotic function, where the correlation between 
two series increases to some maximal value with increases in window size. 
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Figure 16. An example of the operation of Detrended Cross-Correlation Analysis. The same two 
time series are shown broken into windows of three different sizes (16, 32, and 64 points), with 
example local linear trends displayed in one window for the largest window size (left column). 
The associated plots for the DCCA-λ and DCCA-ρ outcomes are also displayed (right column). 
 
 Although the utility of DCCA has not yet been firmly established, it is beneficial to have 
this information. In particular, DCCA-ρ can be used to evaluate hypotheses concerning how 
certain experimental manipulations might affect the global, multiscale coordination between 
systems, without necessarily affecting the nature of the local coordination. The implications of 
DCCA-λ are much more tenuous, and this outcome requires extensive testing and validation 
before it can be used with confidence. Therefore, DCCA was performed on the matched ITI 
series from each experiment, but only the DCCA-ρ outcome was reported. 
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 Cross-Wavelet Coherence (XWC) analysis was also performed to complement the 
findings of DCCA. Similarly to the differences between DFA and PSD, wavelet-based measures 
are frequency-domain techniques. The primary difference between wavelet-based techniques 
and Fourier analysis, on which PSD is based, is that the composite wavelets are allowed to have 
time-varying amplitude and frequency. Comprehensive introduction to these techniques is 
beyond the scope of the present discussion and has been provided elsewhere (e.g., Torrence & 
Compo, 1998). It is important to note, however, that these analyses were performed by 
submitting the matched ITI series to a cross-wavelet code (in Matlab, written by Aslak Grinsted 
[2004] and modified by Richard Schmidt and Charles Coey [2015]), which decomposed each ITI 
series into a set of wavelets with a Morlet mother wavelet. The code then calculated the 
coherence between these two sets of wavelets, which scales from 0 to 1 and indicates the 
strength of the relationship between the two ITI series. Finally, the code output a cross-wavelet 
coherence plot (see Figure 17). 
These coherence plots display time along the x-axis, as in an ordinary plot of the time 
series, and period along the y-axis. As the sampling rate was arbitrarily defined as 1 Hz, the 
period scale essentially represents the timescale in units of number of samples. So, the top of 
the plot captures the two series at very short timescales, and the bottom of the plot captures 
the two series at very long timescales. The color of the plot represents the coherence between 
the two series, with red indicating strong relationship and blue indicating weak relationship. So, 
these plots capture the relation between the series, as it changes over the course of the trial, as 
a function of timescale. The small arrows on the plot indicate the phase relationships between 
the series, but this information was disregarded in the present experiments. 
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Figure 17. An example cross-wavelet coherence plot, with shading indicating the scope of the 
cone of influence and arrows indicating the phasing information, and the associated plot of the 
coherence as a function of period for both the empirical and surrogate series. 
 
 The information in the XWC plots can be extracted and presented in different forms. 
Specifically, to produce a representation similar to DCCA-ρ, the coherence at each period, for 
those times within cone-of-influence, can be averaged across time. The resulting information 
captures how the coherence (similar to DCCA-ρ) changes as a function of timescale (similar to 
window size). As with DCCA-ρ plots, this function shows an asymptotic increase in coherence 
across increasing period (see Figure 17). Comparatively, the same procedure performed on 
randomly shuffled surrogate series results in a decreasing coherence function.  So, these plots 
can also be used to assess the global, multiscale correlation between two interacting systems. 
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Chapter III: Experiment 1 
 As discussed at the end of Chapter I, the purpose of the first experiment was to address 
three primary research questions. First, this experiment tested whether the overall amount of 
variation in the pacing signal would affect the strength or stability of the complexity matching. 
This experiment also tested whether the nature of the coupling (discrete vs. continuous) and 
the mode of the coordination (synchronized vs. syncopated) would affect complexity matching 
or would interact with the magnitude of variation to affect complexity matching. 
 As described in Chapter II, this experiment used pairs of participants, with the leader 
coupled to an auditory metronome stimulus and the follower visually coupled to the tapping 
movements of the leader. The magnitude of variation was manipulated by adjusting the 
coefficient of variation in the metronome’s inter-onset interval series. The nature of the 
coupling differed between the leader and the metronome (discrete) and the follower and the 
leader (continuous). The mode of coordination was manipulated between the follower and the 
leader, with the follower tapping both in synchronization and syncopation with the leader. The 
degree of complexity matching was also tested in a categorical fashion by manipulation of the 
fractal scaling of the metronome signal to either present a pink noise (α ≈ 1) or a white noise (α 
≈ 0) series of inter-onset intervals. 
 As previously discussed, Marmelat and colleagues (2014) conducted a very similar 
experiment in a treadmill-walking task. Their experiment explored a much smaller range of 
magnitudes of variation in the pacing signal, and did not include manipulations of the fractal 
scaling of the metronome or of the coupling or coordination modes. For the findings of their 
experiment, it was hypothesized that the participants would not adopt the fractal scaling of the 
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metronome series until a critical value of the magnitude of variation in the metronome was 
reached. As the biomechanical and physiological constraints differ so greatly between finger 
tapping and treadmill walking, it was not possible to precisely predict the critical value of 
magnitude of variation. It was also hypothesized that the degree of variation in the participants’ 
inter-tap intervals would roughly follow the magnitude of variation presented in the 
metronome stimulus. It was hypothesized that the mean asynchrony between the leader and 
the follower would differ between the coordination modes, showing a small, negative 
asynchrony during synchronization and a much larger (approximately half of the prescribed 
inter-tap interval) asynchrony during syncopation. From the many past studies of finger tapping 
behaviors, it was hypothesized that the cross-correlation functions would show the 
characteristic peaks at lag 0 and lag 1 (see Delignières & Marmelat, 2014; Torre et al., 2013). It 
was not clear, however, how the experimental manipulations would affect the form of the 
cross-correlation functions. Finally, from the one study to report the outcomes of global, multi-
timescale correlations on empirical data (Delignières & Marmelat, 2014), it was hypothesized 
that the DCCA-ρ and XWC techniques would show a characteristic asymptotic function. It was 
not clear, however, how the experimental manipulations would affect the form of these global 
correlation functions. 
Method 
Participants 
 A total of 12 volunteers from the graduate students in the Department of Psychology 
and undergraduate students in the Summer Research Experiences for Undergraduates from the 
University of Cincinnati completed the experiment. As the study required multiple sessions, 
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these volunteers were assigned to pairs (N = 6) according to their respective availabilities. The 
mean age of the participants was 21.1 years, 50% of the participants were male, and 91.7% of 
the participants were right-handed.  
Apparatus 
 As discussed in Chapter II, the participants’ finger tapping was recorded using two USB 
MIDI keyboards (± 5 ms error) connected to a PC computer running the Ableton Live (v. 8.2) 
software (Ableton, Berlin Germany). This software simultaneously recorded the participants’ 
taps and presented the metronome stimuli to the participants through pairs of headphones. 
Design 
 The metronome stimuli were all created to have an average inter-onset interval (IOI) of 
800 ms. The magnitude of variation around this average IOI was manipulated within-subjects. 
Every pair experienced metronomes with coefficients of variation (CoV) of 0.5% (SD = 4 ms), 1% 
(SD = 8 ms), 3% (SD = 24 ms), 6% (SD = 48 ms), and 9% (SD = 72 ms). The fractal scaling of the 
metronomes was also manipulated within-subjects. Every pair experienced both “white noise” 
(α ≈ 0) metronomes, where the variation around the average IOI was random over time, and 
“pink noise” (α ≈ 1) metronomes, where the variation exhibited persistent power-law scaling. 
This design resulted in a total set of 10 metronomes series (i.e., 5 magnitude X 2 fractal scaling). 
Each participant pair experienced one of three sets of metronomes, in order to ensure that any 
effects of either the magnitude or scaling were not an artifact of any particular metronome.  
Finally, the mode of coordination between the participants was manipulated within-subjects, 
and every pair of participants completed both synchronization and syncopation trials. The trials 
in these different modes of coordination were completed in blocks. Half of the participant pairs 
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first completed their 10 trials in synchronization and then their 10 trials in syncopation. The 
other half completed their syncopation trials first, and then their synchronization trials. This 
resulted in a grand total of 20 trials for every participant pair. As metronome consisted of a 
series of 600 beats, each trial lasted approximately 8 minutes, and the full experiment consisted 
of approximately 2 hours and 40 minutes of tapping.   
Procedure 
Following informed consent, the two participants were randomly assigned to the role of 
“leader” and “follower”. The experimental set-up was as described in Chapter II, with the two 
participants facing each other across the table, wearing noise-cancelling headphones, with a 
small screen occluding the follower’s hands from the leader’s vision. Both participants were 
instructed how to perform the task, including explicit instruction to ensure that they pressed 
and released the key entirely on each tap. The leader was instructed that they would always 
attempt to tap in synchrony with the metronome stimulus. Depending on the designated order 
of the modes of coordination for that pair, the follower was either told that they would attempt 
to tap in synchrony or in syncopation with the leader. Within each block of 10 trials, the order 
of presentation of metronomes with different magnitudes of variation and fractal scaling values 
was randomized. When the pair had completed their first block of 10 trials, the mode of 
coordination between the participant switched, and the follower was instructed to now tap in 
the other pattern with the leader. The participants completed the total of 20 trials in as many 
sessions as necessary given their respective schedules. The participants were allowed short 
breaks between trials, and typically completed four or five trials per session. Most pairs finished 
the experiment in three or four sessions. 
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Data Analysis 
 The data from the keyboards were processed in accordance with the procedure outlined 
in Chapter II. In brief, the raw data were processed by first matching the leaders’ taps to the 
beats of the metronome and the followers’ taps to those of the leader, which ensured that 
both the inter-tap intervals (ITI) and the asynchrony (ASY) series could be computed. These 
series then underwent several more pre-processing steps to prepare them for the subsequent 
time series analyses (e.g., outlier removal, detrending, integration). Again, the fractal scaling of 
the processed series was examined with both power spectral density (PSD) and detrended 
fluctuation analysis (DFA). The local, short-range correlation between the two ITI series and 
between the “enslaved” ITI series and the ASY series was examined using both standard cross-
correlation (XCOR) analysis and windowed detrended cross-correlation (WDCC). Finally, the 
global, multi-timescale correlation between the two ITI series was examined with detrended 
cross-correlation analysis (DCCA) and cross-wavelet coherence (XWC) analysis.  
The outcomes of these time series analyses, as well as basic measures of the time series 
(i.e., number of outliers, mean, standard deviation), were submitted to standard inferential 
statistics (e.g., ANOVA) as required by the set of research questions. In particular, a 2 
(Coordination Mode: Synchronization vs. Syncopation) x 2 (Metronome Scaling: Pink vs. White) 
x 5 (Magnitude: 0.5% vs. 1% vs. 3% vs. 6% vs. 9%) repeated-measures ANOVA was frequently 
performed on these outcomes. In most cases, the inferential statistics were performed on the 
leader-metronome and the follower-metronome sub-systems independently. When Mauchly’s 
Test of Sphericity indicated a violation of assumption about the equality of variances and 
covariances, a Huynh-Feldt correction was applied to the test values. 
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Results and Discussion 
 In general, the participants had very little trouble performing the task. Only one pair 
performed a single trial where the final, pre-processed time series length was less than the 
prescribed standard length (i.e., 512 points). These series lengths were 469 points and 455 
points for the leader-metronome and follower-leader systems, respectively. As these series 
lengths were within a tolerable margin of error, they were included in the subsequent analyses. 
These series were zero-padded to the length of 512 points for fractal analysis (Eke et al., 2000). 
Basic Time Series Measures 
 There were generally very few outlier observations. For the leader-metronome system, 
there were only 5.62 (SD = 4.2) outliers on average, and no significant differences in the 
number of outliers between the experimental conditions. For the follower-leader system, there 
were slightly more outliers (M = 10.35, SD = 6.15) and an ANOVA revealed a significant effect of 
the magnitude of the metronome variation, F(3.86, 19.3) = 3.36, p = .031, ηp
2 = .40. Follow-up 
tests revealed that this effect was driven by an increase in the number of observations for the 
highest magnitude (CoV = 9%), particularly for the random, white noise metronome condition. 
Not surprisingly, this condition corresponded to the one short-series trial mentioned above, 
which had a relatively large number of outliers (36). When this trial was removed, the effect of 
magnitude was no longer significant, indicating that this effect was truly driven by a single, 
highly influential observation. 
 Separate ANOVA’s also tested the average metronome inter-onset intervals (IOI) and 
the average participant inter-tap intervals (ITI) in order to ensure there were no substantial 
deviations from the prescribed period. For the leader-metronome system, there were no 
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significant differences between the experimental conditions, and the overall mean IOI was 
extremely close to the prescribed period (M = 799.9 ms, SD = 0.52). There was, however, a 
marginally significant effect of Coordination Mode, F(1,5) = 4.91, p = .078, ηp
2 = .50, and a 
significant effect of Magnitude, F(3.65, 18.25) = 3.91, p = .021, ηp
2 = .44. These differences were 
negligible, however, with the leader performing slightly shorter ITI in the synchronization mode 
(M = 788.88 ms, SD = 1.35) than in the syncopation mode (M = 799.29 ms, SD = 1.21) and 
slightly longer ITI in the smallest magnitude condition (M = 799.43 ms, SD = 0.81) than in the 
largest two magnitude conditions (M = 798.74 ms, SD = 1.46). 
A similar pattern of effects was observed in the follower-leader system. Specifically, 
there was a significant effect of Coordination Mode, F(1, 5) = 9.48, p = .028, ηp
2 = .66, for the 
leader’s ITI, with slightly shorter ITI in synchronization (M = 798.74 ms, SD = 1.65) than in 
syncopation (M = 800.05 ms, SD = 3.04). There was also a significant effect of Coordination 
Mode, F(1,5) = 12.51, p = 0.17, ηp
2 = .71, a significant effect of Magnitude, F(2.75, 13.75) = 3.28, 
p = .056, ηp
2 = .40, and a significant interaction between Coordination Mode and Magnitude, 
F(1.89, 24.71) = 7.96, p = .01, ηp
2 = .61 on the follower’s ITI. Again, in methodological terms, 
these effects were very small, and were primarily driven by a longer ITI during syncopation at 
the highest magnitude (M = 806.63 ms, SD = 5.93). 
Eliminating the one short series from these analyses eliminated the effect of Magnitude 
and the interaction between Coordination Mode and Magnitude, but not the effect of 
Coordination Mode. Thus, the final outcome of these analyses is that both the leader and the 
follower tended to perform slightly longer ITI during syncopated tapping. As these effects are 
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on the order of a few milliseconds, they are henceforth considered a statistical artifact of the 
extremely small variability of the mean ITI and methodologically unimportant. 
 Separate ANOVA’s also tested the standard deviation of the metronome IOI series and 
the participants ITI series to ensure the magnitude manipulation had the intended result. For 
the leader-metronome system, the ANOVA on the metronome IOI series uncovered only a 
significant effect of Magnitude, F(1.01, 5.05) = 646.11, p < .0005, ηp
2 =.99. The coefficient of 
variation of the IOI series increased as prescribed by the manipulation, and this increase was 
not substantially distorted by matching and pre-processing (see Figure 18). There was a small 
deviation from the intended value of 3% in the random, white noise metronome condition (M = 
4.15%, SD = 0.66), but this was not sufficient to yield a significant effect of Metronome Scaling 
or any interaction effects.  Similarly, the mean of the leader ITI series only showed a significant 
effect of Magnitude, F(1.39, 367.1) = 95.14, p < .0005, ηp
2 =.95. For the follower-leader system, 
the ANOVA’s again revealed only effects of Magnitude for both the leader’s, F(2.31, 11.54) = 
103.43, p < .0005, ηp
2 = .95, and the follower’s ITI series, F(4, 20) = 74.63, p < .0005, ηp
2 = .94. 
These effects were not, however, perfectly matched to the intended CoV (see Figure 19). 
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 Figure 18. The coefficient of variation of the empirical (i.e., after matching and pre-processing) 
metronome IOI series as a function of Magnitude and Metronome Scaling. Note, the CoV 
presented here are averages of values computed from the actual means and standard 
deviations of the empirical IOI series on a case-by-case basis. 
 
 
Figure 19. The coefficient of variation for the leader and follower ITI series as a function of 
Magnitude and Metronome Scaling. Note, the range of CoV displayed on the y-axis is much 
larger than that of the metronome series (in Figure 18). 
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 These analyses showed that the participant series was always more variable than the 
metronome, and there were not significant differences between the lowest two magnitudes. 
These differences between the variability in the metronome signal and the variability in the 
participants’ tapping behavior are not disconcerting. Not surprisingly, there seems to be a 
minimal amount of variation in the participants’ ITI series (approximately 5% CoV at this given 
tapping period). Even if the metronome signals had been perfectly isochronous, the past 
research on sensorimotor synchronization would predict some amount of variation in the 
participants’ tapping. More importantly, these analyses showed that the variability of the 
participants’ ITI series began to scale with the variability in the metronome series at a level of 
3% CoV and above, typically being about 2% higher than the metronome CoV on average. 
 Finally, separate ANOVA’s tested the mean and the standard deviations of the 
asynchrony (ASY) series. For the leader-metronome system, there were no differences in the 
average asynchrony as a function of the experimental conditions (M = 19.03 ms, SD = 35.95). 
There were, however, significant effects of Metronome Scaling, F(1, 5) = 9.13, p = .029, ηp
2 = 
.65, and Magnitude, F(1.51, 7.54) = 35.63, p < .0005, ηp
2 = .88, on the standard deviation of the 
ASY series. The asynchrony between the leader and metronome was slightly more variable 
during the random metronome condition (M = 74.41 ms, SD = 26.93) than during the fractal 
metronome condition (M = 69.92 ms, SD = 23.84). Similar to the pattern of effects observed in 
the variability of the participants’ ITI series, the variability in the asynchrony also increased with 
increases in the variability of the metronome IOI series (see Figure 20). The variability in the ASY 
series did not differ between the two smallest magnitudes (0.5 and 1%), and increased linearly 
across the higher three magnitudes. 
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Figure 20. Standard deviation of the leader-metronome asynchrony series as a function of 
Magnitude and Metronome Scaling. 
 
 The ANOVA on the standard deviation of the ASY series for the follower-leader system 
revealed only a significant effect of Magnitude, F(3.68, 18.4) = 19.53, p < .0005, ηp
2 = .80. As 
with the leader-metronome system, there was no difference in the variability of the 
asynchronies between the follower and leader in the lowest two magnitude conditions and a 
linear increase across the higher three magnitudes. Unlike the leader-metronome system, the 
ANOVA on the average of the ASY series did reveal a significant effect of Coordination Mode, 
F(1, 5) = 479.98,  p < .0005, ηp
2 = .99, and a significant effect of Magnitude, F(4, 20) = 5.24, p = 
.005, ηp
2 = .51. The effect of Coordination Mode simply reflected the difference between 
synchronization (M = -51.27 ms, SD = 72.04) and syncopation (M = 303.57 ms, SD = 53.38) 
between the follower and the leader. This factor was not expected to be significant in the 
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leader-metronome system, as the leader always synchronized with the metronome. The effect 
of Magnitude was driven by a tendency for the mean asynchrony to be slightly less for the 1% 
CoV metronome conditions than for the 0.5% and 9% metronome conditions, particularly 
during syncopation condition (see Figure 21). This effect was not expected, and so follow-up 
ANOVA tested for effects of Magnitude within each Coordination Mode separately. The effect 
of Magnitude was not significant during synchronization, and was only marginally significant 
during syncopation, F(3.88, 19.38) = 2.48, p = .079, ηp
2 = .33. Thus, it seems there was a slight 
tendency toward lower mean asynchrony in the 1% Magnitude condition within each 
Coordination Mode, which became significant when the two Coordination Modes were 
averaged together. This slight tendency did not seem to warrant further consideration. 
 
 
Figure 21. Mean asynchrony between follower and leader as a function of Coordination Mode 
and Magnitude. 
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the number of outliers between the experimental conditions. There were no concerning 
deviations of the average metronome IOI or participant ITI from the prescribed tapping period 
(800 ms). The effect of the Magnitude manipulation on the variability in the empirical 
metronome IOI series (i.e., after matching the metronome to the leader and pre-processing) 
was negligible, and the CoV’s were generally very close to the prescribed values. Interestingly, 
the variability in the participants ITI series was consistently higher than the metronome, with a 
floor value near 5% CoV, and only began to scale with the metronome CoV at 3% and higher. 
There were no important differences in the mean asynchrony between the experimental 
conditions, except for the expected difference in the asynchrony between leader and follower 
as a function of Coordination Mode. It is worth mentioning, however, that the follower tended 
to lead the leader during synchronization (i.e., negative mean asynchrony), while the leader 
tended to lag slightly behind the metronome (i.e., small positive asynchrony). It is likely that 
this difference reflects the discrete coupling defining the leader-metronome system and the 
continuous coupling defining the follower-leader system. There also was an important effect of 
Magnitude on the variability in the asynchrony for both the leader-metronome and follower-
leader systems. Namely, the variability in the asynchrony series increased with the variability in 
the metronome from 3% CoV and higher. This pattern of effects creates an important backdrop 
for the findings of the following time series analyses. 
Fractal Scaling 
 The power-spectral density (PSD) and detrended fluctuation analysis (DFA) techniques 
were performed on the time series in accordance with the descriptions provided in Chapter II. 
For PSD, the number of frequencies estimated in the Fourier transform was limited to 1/8th the 
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length of the time series (i.e., 64 frequencies). Visual examinations of the PSD plots suggested a 
scaling region of the lowest 12 frequencies. Each time series was approximated using the 
Fourier transform, a least-squares regression was calculated for the lowest 12 frequencies, and 
the inverse of the slope of this line was taken as the fractal scaling exponent (α) for that series. 
For DFA, 16 observations was chosen as the minimal window size and the maximal window size 
was limited to 1/4th the length of the time series (i.e., 128 observations). Visual examination of 
the DFA plots suggested a single linear scaling region, and so the slope of the regression line 
fitting the entire DFA plot was taken as the Hurst exponent. The Hurst exponents were rescaled 
into α-units in order to allow a direct comparison between the outcomes of PSD and DFA. 
Again, the leader-metronome and follower-leader systems were primarily treated 
independently of one another. As before, the most common inferential test performed on the 
output of the fractal analyses was a 2 (Coordination Mode) x 2 (Metronome Scaling) x 5 
(Magnitude) repeated-measures ANOVA. 
 For the leader-metronome system, the ANOVA on the PSD α exponents for the 
metronome IOI series showed a significant effect of Metronome Scaling, F(1, 5) = 80.43, p < 
.0005, ηp
2 = .94, confirming that the intended manipulation of the scaling of the metronome 
was successful. Even after the matching and pre-processing procedure, the fractal, pink noise 
metronomes yielded exponents near 1 (M = 0.94, SD =0.23). Similarly, the random, white noise 
metronome yielded exponents near 0, although these metronomes tended to show slightly 
anti-persistent scaling (M = -0.11, SD = 0.24) after processing. Also, the ANOVA showed a 
significant interaction between Metronome Scaling and Magnitude, F(4, 20) = 12.59, p < .0005, 
ηp
2 = .72. An examination of the mean scaling of the metronome IOI series suggested that the 
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average scaling at the lowest magnitude (0.5%) tended to deviate from that of the higher 
magnitudes (see Figure 22). Follow-up, 2 (Coordination Mode) x 5 (Magnitude) ANOVA’s within 
each Metronome Scaling condition confirmed a significant effect of Magnitude in both the 
fractal, F(4, 20) = 3.72, p = .02, ηp
2 = .43, and the random metronomes, F(4, 20) = 4.7, p = .008, 
ηp
2 = .49. This effect was not expected, but, as the overall deviation from the intended scaling 
values was not substantial, it is unlikely to have compromised the internal validity of the 
experimental manipulation of the Metronome Scaling. 
 
 
Figure 22. The average PSD scaling exponents (α) for the empirical metronome IOI series as a 
function of Magnitude and Metronome Scaling. 
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ηp
2 = .90, and a significant interaction between Metronome Scaling and Magnitude, F(4, 20) = 
10.25, p < .0005, ηp
2 = .67. This exact same pattern of effects on the scaling of the leader’s ITI 
series was corroborated by the ANOVA on the follower-leader system. Again, there was a 
significant effect of Metronome Scaling, F(1, 5) = 48.83, p = .001, ηp
2 = .91, a significant effect of 
Magnitude, F(1.54, 7.69) = 54.2, p < .0005, ηp
2 =  .92, and a significant interaction between  
Metronome Scaling and Magnitude, F(3.83, 19.14) = 8.54, p < .0005, ηp
2 = .63. Examination of 
the plots (see Figure 23) suggested that that the interaction effect was driven by a different 
pattern of approach of the leader’s ITI scaling to the scaling of the metronome IOI scaling for 
the fractal and random metronomes. 
 
 
Figure 23. The average PSD scaling exponents (α) for the leader’s ITI series (as calculated from 
the follower-leader system) as a function of Magnitude and Metronome Scaling. The pattern of 
effects for the leader ITI series from the leader-metronome system was extremely similar. 
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In the random metronome condition, there was a strong anti-persistent scaling in the 
lowest two magnitudes (M = -0.74, SD = 0.35) and an abrupt shift to a slightly anti-persistent 
scaling in the higher magnitudes (M = -0.24, SD = 0.21). In contrast, for the fractal metronomes, 
there was a more gradual increase to the metronome scaling, with moderate anti-persistent 
scaling in the lowest magnitude (M = -0.44, SD = 0.23), a smaller increase to random scaling in 
the 1% CoV magnitude, (M = -0.04, SD = 0.28), and another increase to strong persistent scaling 
for the higher three magnitudes (M = 0.70, SD = 0.17). Follow-up ANOVA’s within each 
Metronome Scaling condition confirmed that these patterns were statistically significant. 
Within the random metronomes, there was only a significant effect of Magnitude, F(1.71, 12.5) 
= 12.26, p = .001, ηp
2 = .71, with the lowest two magnitudes being significantly different than 
the highest three magnitudes, but no significant differences within these subgroups. Within the 
fractal metronomes, there was similarly a significant effect of Magnitude only, F(4, 20) = 59.52, 
p < .0005, ηp
2 = .92. However, the 0.5% and 1% magnitudes were significantly different than 
one another and the higher three magnitudes, but the higher three magnitudes were not 
different than one another.  
The ANOVA on the follower’s ITI series uncovered a similar pattern of effects. There was 
a significant effect of Metronome Scaling, F(1, 5) = 27.5, p < .0005, ηp
2 = .85, a significant effect 
of Magnitude, F(4, 20) = 68.21, p < .005, ηp
2 = .93, and a significant interaction between 
Metronome Scaling and Magnitude, F(2.52, 12.6) = 13.28, p < .0005, ηp
2 =.73. Here, there was 
also a marginally significant effect of Coordination Mode, F(1, 5) = 5.28, p = .07, ηp
2 = .51, and a 
significant interaction between Coordination Mode and Magnitude, F(4, 20) = 3.1, p = .039, ηp
2 
= .38.  Examination of the plots (see Figure 24) revealed much the same pattern as found in the 
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scaling of the leader ITI series, with an abrupt shift from strong to slight anti-persistent scaling 
for the random metronomes across increasing magnitudes and a more gradual shift for the 
fractal metronomes. Also, the effect of Coordination Mode indicated that the scaling of the 
follower’s ITI series was more persistent during syncopation than during synchronization. The 
interaction between Coordination Mode and Magnitude was primarily driven by more 
persistent scaling during syncopation for the lowest two magnitudes (M = -0.39, SD = 0.19) than 
during synchronization (M = -0.66, SD = 0.27). In contrast, there was not much difference 
between the average scaling during synchronization (M = 0.11, SD = 0.20) and syncopation (M = 
0.19, SD = 0.14) at the higher three magnitudes. This further indicates that the main effect of 
Coordination Mode is driven by the difference between synchronization and syncopation at the 
lower magnitudes. 
 
 
Figure 24.  The average PSD scaling exponents (α) for the follower’s ITI series (as calculated 
from the follower-leader system) as a function of Metronome Scaling and Magnitude for both 
synchronized (left) and syncopated (right) coordination between follower and leader. 
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The ANOVA on the DFA exponents revealed essentially the same pattern of results. The 
manipulation of the metronome scaling proved to be effective, as there was a significant effect 
of Metronome Scaling, F(1, 5) = 109.89, p < .0005, ηp
2 = .96, with the pink metronome series 
showing strongly persistent scaling (M = 0.89 , SD = 0.11) and the white metronomes showing 
near random scaling (M = -0.05, SD = 0.16). Both within the leader metronome and follower-
leader systems, there were significant effects of Metronome Scaling, F(1, 5) = 50.01, p =.001, 
ηp
2 = .91, significant effects of Magnitude, F(4, 20) = 105.79, p < .0005, ηp
2 = .96, and significant 
interactions between Magnitude and Metronome Scaling, F(3.36, 16.81) = 17.18, p < .0005, ηp
2 
= .78 for the leader’s series (statistics presented are those from the follower-leader system). 
Similarly, there was a significant effects of Metronome Scaling, F(1, 5) = 35.16, p = .002, ηp
2 = 
.88 and Magnitude F(4, 20) = 134.72, p < .0005, ηp
2 = .96, and a significant interaction between 
Metronome Scaling and Magnitude, F(2.08, 10.38) = 24.65, p < .0005, ηp
2 = .83 on the follower’s 
ITI scaling. There was also a significant effect of Coordination Mode, F(1, 5) = 6.73, p = .049, ηp
2 
= .57, on the follower’s ITI scaling, but no significant interaction between Coordination Mode 
and Magnitude, indicating a general tendency for the follower to produce more persistent ITI 
scaling during syncopation than during synchronization. These patterns of results were nearly 
identical to those produce by the tests of the PSD exponents (Figure 24). 
Taken together, these findings suggested that the complexity matching effect did 
depend on the overall amount of variation in the pacing signal. Specifically, both the leader and 
the follower did not seem to adopt the scaling of the metronome stimulus until a level of 3% 
coefficient of variation or greater. These tests, however, only revealed a categorical effect 
wherein the group mean approximated the prescribed scaling of the metronome series. In 
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keeping with the past research, it is also important to evaluate the continuous relationship 
between the scaling of two signals, including both the empirical metronome IOI series and the 
leader’s ITI series, and the leader’s and follower’s ITI series.  
Due to the repeated-measures design, observations in the different magnitude 
conditions were not independent of one another. So, separate correlation coefficients were 
calculated within each experimental condition using the six independent observations in each 
condition. With regard to the leader-metronome system, these tests showed revealed a small 
positive correlation between the scaling exponents of the metronome and leader series for the 
two lowest magnitudes (mean r = 0.28), and a much larger positive correlation at the higher 
three magnitudes (mean r = 0.72). Scatter plots (see Figure 25) revealed that the higher three 
magnitude conditions produced both less variation around the regression line and a steeper 
slope to that line, approximating a 1:1 relation between the scaling in the metronome and the 
scaling of the leader’s tapping behavior. Similar to the results of the ANOVA tests, these 
findings suggest that the leader only truly begins to match the complexity of the pacing signal 
once the magnitude of variation in that signal reaches some critical threshold value. 
In contrast, the correlation tests for the follower-leader system revealed a strong 
complexity matching effect across all levels of Magnitude. The correlation coefficients were just 
as strong for the lowest two magnitudes (mean r = 0.80) as they were for the higher three 
magnitudes (mean r = 0.82). Similarly, examination of the scatter plots (see Figure 26) showed 
that the variation around the regression line and the slope of the lines were comparable 
between the lower and higher magnitude conditions. 
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Figure 25. The PSD scaling exponents (α) for the leader ITI series (as calculated from the leader-
metronome system) as a function of the scaling of the empirical metronome IOI series. The 
white metronome condition is represented in light grey circles, the pink metronome condition 
is represented in pink circles, the synchronization condition is represented in filled circles, and 
the syncopation condition is represented in empty circles.  
 
 
Figure 26. The PSD scaling exponents (α) for the follower ITI series (as calculated from the 
follower-leader system) as a function of the scaling of the leader ITI series. As before, the white 
metronome condition is represented in light grey circles, the pink metronome condition is 
represented in pink circles, the synchronization condition is represented in filled circles, and the 
syncopation condition is represented in empty circles.  
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Finally, the scaling exponents defining the asynchrony series also differed across the 
experimental conditions. For PSD, there was a significant effect of Magnitude, F(4, 20) = 17.09, 
p < .0005, ηp
2 = .78, where the scaling of the asynchrony between leader and metronome 
decreased substantially, from strong to weak persistent scaling, with increases in the variability 
of the metronome IOI series (see Figure 27). There was also an effect of Metronome Scaling, 
F(1, 5) = 14.9, p = .012, ηp
2 = .75, where the fractal metronome condition produced slightly 
more persistent leader-metronome asynchrony than the random metronome condition. The 
effect of Magnitude, F(4, 20) = 13.47, p < .0005, ηp
2 = .73, was also observed in the ANOVA on 
the DFA exponents, but the effect of Metronome Scaling was not significant. 
 
 
Figure 27. The PSD (left) and DFA (right) scaling exponents (α) for the leader-metronome 
asynchrony series as a function of Magnitude and Metronome Scaling. 
 
 A different pattern of effects was observed in the ANOVA for the follower-leader 
asynchrony scaling. Here, there were no effects of Magnitude. Instead, there was a only a 
significant effect of Coordination Mode, both in the ANOVA for PSD, F(1, 5) = 34.76, p = .002, 
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ηp
2 = .87, and for DFA, F(1, 5) = 32.38, p = .002, ηp
2 = .87. In comparison to the findings for the 
leader-metronome asynchrony, there was a weak persistent scaling in the follower-leader 
asynchrony series during synchronization with only a slight tendency toward lower scaling 
exponents with increases in Magnitude. The syncopation condition, however, produced strong 
persistent scaling, with no substantial tends over the Magnitude conditions (see Figure 28).  
 
 
Figure 28. The PSD scaling exponents (α) for the follower-leader asynchrony series as a function 
of Magnitude and Metronome Scaling for both the synchronization (left) and syncopation 
(right) conditions. 
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asynchrony, including the previous study of how the magnitude of variation influenced 
complexity matching (Marmelat et al., 2014).  It is important to consider the scaling of the 
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asynchrony series, however, as these findings can potentially influence conclusions concerning 
the nature of the coordination underlying the task performance (Chen et al., 2001; Torre et al., 
2013). Here, it is particularly important to note the considerable difference between the 
patterns of asynchrony scaling in the leader-metronome and follower-leader systems. These 
differences must be taken into account in attempting to understand the broader complexity 
matching findings. 
In summary, these analyses did confirm that the magnitude of variation in the pacing 
signal did affect the fractal scaling and complexity matching of the participants’ finger tapping.  
Interestingly, there seemed to be a different pattern of approach to the prescribed scaling, 
wherein the white noise, random metronomes induced an abrupt, non-linear shift and the pink 
noise, fractal metronomes induced a more gradual, linear shift. In fact, a similar distinction 
between abrupt and gradual shifts in scaling as a function of magnitude was observed by 
Marmelat and colleagues (2014). In that experiment, they did not vary the scaling of the 
metronome series, instead comparing a metronome with pink noise scaling (H = 0.9, α = 0.8) to 
a perfectly isochronous metronome condition. They noted that two subgroups of participants 
showed the abrupt and gradual shifts to the metronome scaling, respectively. They provided a 
cursory explanation of this finding by appealing to differences in the ability to perceive inter-
beat variation (Ehrle & Samson, 2005; Goldberger et al., 2002). Individual differences in the 
shift to the scaling of the pacing signal are certainly possible, but the results of the present 
experiment suggest that the shift might also be influenced by the scaling in the pacing stimulus. 
In particular, due to the within-subjects design of the present experiments, this claim would 
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have to be modified to include an interaction between the individual’s ability to perceive the 
inter-beat variation in the pacing stimulus and the dynamic structure of that variation. 
Another important finding comes from the complexity matching correlations of the 
scaling exponents defining the interacting systems, which further explicates the pattern of 
results from the ANOVA tests. Interpreted in the light of past research, the strong anti-
persistent scaling in the leader’s ITI series at the lower magnitudes might be taken to suggest 
that the leader responds to the metronome similarly to a perfectly isochronous signal when 
there is very small variation. When the magnitude of variation is scaled up, however, the leader 
begins to adopt the dynamics of the pacing signal and the complexity matching effect is 
observed. On average, there is also considerable anti-persistent scaling in the follower’s ITI 
series in the lower two magnitude conditions. One might take this result to mean that the 
follower also treats the leader as a perfect, non-variable pacing signal, and only begins to adopt 
the leader’s dynamics at greater magnitudes of variation. However, the findings of the 
correlation analyses refute this conclusion, instead showing that the follower is adopting the 
dynamics of the leader at all levels of Magnitude. Due to the synchronization with the 
metronome, the leader happens to be producing strong anti-persistent ITI dynamics at the 
lower magnitudes. Therefore, the follower, in matching the dynamics of the leader, replicates 
these anti-persistent ITI dynamics at the lower magnitudes. This difference in the complexity 
matching between the leader and metronome and follower and leader is potentially due to the 
difference in the coupling between these sub-systems. While the leader only received discrete 
bursts of information from the metronome system, the follower was continuously coupled to 
the finger movement dynamics of the leader.  
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Lastly, the fractal scaling of the asynchrony series was also affected by the degree of 
variation in the pacing signal. Past research has consistently uncovered pink noise, fractal 
scaling in the asynchrony series from synchronized tapping with isochronous metronomes. The 
findings of the present study demonstrate that increasingly extreme fluctuations in the inter-
onset intervals of the pacing signal leads to greater variation (i.e., standard deviation of 
asynchrony presented above) and to more random asynchrony dynamics, at least within the 
leader-metronome system. There was a similar tendency in the follower-leader asynchrony 
during synchronization tapping, but the overall degree of persistence was dramatically reduced. 
During syncopation, the follower-leader system yielded overall strong persistent scaling in the 
asynchrony series, but there was no effect of Magnitude.  These findings regarding the 
asynchrony scaling have potential ramifications for understanding the coordination dynamics 
underlying complexity matching, and must be considered with respect to the following analyses 
time-dependent correlations between the interacting systems.  
Local, Short Timescale Correlation 
 The standard cross-correlation (XCOR) and windowed detrended cross-correlation 
(WDCC) analyses were performed according to the description provided in Chapter II. Both of 
these analyses were performed both between two inter-event interval series and between the 
asynchrony and inter-event series. The metronome inter-onset interval (IOI) series was 
correlated with leader inter-tap interval (ITI) series, with the metronome series as the referent. 
The leader ITI series was correlated with the follower ITI series, with the leader series as the 
referent. Similarly, the leader-metronome asynchrony (ASY) series was correlated with the 
leader ITI series, and the follower-leader ASY series was correlated with the follower ITI series, 
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with the ASY series as the referent in both cases. The maximum time lag was ±10 samples for 
both XCOR and WDCC. The window size was 15 samples for WDCC. The windows were non-
overlapping, and a local linear trend (i.e., least-squares regression) was removed from each 
window prior to cross-correlation. 
 First, a visual examination of the XCOR plots for the leader-metronome system revealed 
the expected pattern of results (see Figure 29). Both the fractal and random metronomes 
showed peak correlations at lag 1, indicating the leader’s current ITI was most strongly related 
to the previous metronome IOI. The height of the peaks was equal across the fractal and 
random metronome conditions. The lowest two magnitudes gave rise only to negligible peaks 
(mean r = 0.12), the middle, 3.0% CoV magnitude gave rise to a moderate peak (mean r = 0.47), 
and the highest two magnitudes gave rise to strong peaks (mean r = 0.72). The cross-correlation 
functions for the fractal and random metronome conditions did differ, however, in the rate of 
decay across increasing lags. The random metronome functions dropped to near zero at time 
lags greater than 1, but the fractal metronome functions decayed much more gradually. 
Separate 2 (Coordination Mode) x 2 (Metronome Scaling) x 5 (Magnitude) repeated-measures 
ANOVA’s on the coefficients for lag 1 and lag 2 confirmed this pattern of results. The ANOVA for 
lag 1 did reveal a significant effect of Magnitude, F(2.84, 14.18) = 308.46, p < .0005, ηp
2 = .98, 
with significantly different peak coefficients for all magnitude conditions. The ANOVA for lag 2 
revealed a significant interaction between Magnitude and Metronome Scaling, F(3.46, 17.29) = 
25.53, p < .0005, ηp
2 = .84, wherein the fractal metronome condition continued to show 
substantial differences between the magnitudes, but the random metronome condition did not 
(see Figure 30). 
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Figure 29. The cross-correlation function between the metronome inter-onset intervals and the 
leader inter-tap intervals as a function of Magnitude for both fractal, pink noise (left) and 
random, white noise metronomes. These functions are from the synchronized condition only, 
but the functions from the syncopated condition are not meaningfully different. The negative 
sides of these functions are truncated as they are essentially symmetrical with the positive side. 
 
 
Figure 30. The average standard cross-correlation coefficient at time lags 1 (left) and 2 (right) 
for the leader-metronome system as a function of Magnitude and Metronome Scaling, 
revealing the significant difference in the rate of decay of the cross-correlation functions for the 
fractal and random metronome conditions. 
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   The WDCC analysis revealed that most of these differences in the rate of decay are 
eliminated when the cross-correlation is computed within small, locally-detrended windows 
(see Figure 31). As with XCOR, the peak cross-correlation between leader and metronome 
occurs at lag 1, and the height of the peaks differs as a function of Magnitude. For WDCC, 
however, the longer-range cross-correlations for the fractal metronome condition are mostly 
eliminated at lag 2, and entirely eliminated by lag 3. These effects were again confirmed with 
ANOVA tests. The ANOVA for lag 2 did reveal a significant interaction between Magnitude and 
Metronome Scaling, F(4, 20) = 7.05, p = .001, ηp
2 = .59, although the absolute difference in the 
coefficients was much smaller than in the XCOR analysis (see Figure 32). The ANOVA for lag 3 
showed no significant interaction of Magnitude and Metronome Scaling. 
 
 
Figure 31. The windowed detrended cross-correlation functions between the metronome inter-
onset intervals and the leader inter-tap intervals as a function of Magnitude for both fractal, 
pink noise (left) and random, white noise metronomes. As before, these functions are from the 
synchronized condition only. 
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Figure 32. The windowed detrended cross-correlation coefficient at time lags 2 (left) and 3 
(right) for the leader-metronome system as a function of Magnitude and Metronome Scaling. 
 
 The visual examination of the cross-correlation functions for the follower-leader system 
revealed a different pattern (see Figure 33). Here, the coordination mode between the follower 
and leader determined the time lag for the peak correlation. For synchronization tapping, the 
peak correlation occurred at lag 1, just as in the leader-metronome system, indicating the 
follower’s current ITI is most strongly related to the previous leader ITI. For syncopated tapping, 
the peak correlation occurs at lag 0, suggesting the follower’s current ITI is most strongly 
related to the leader’s current ITI. This discrepancy is in some sense an “artifact” of the data 
processing procedure by which the ITI is calculated. Syncopated tapping involved the follower 
performing taps in between the leader’s taps, and the ITI was calculated by differencing the 
onset times of sequential taps. The event defining the follower’s current tap (F2) occurs 
substantially after the event defining the leader’s current tap (L2). So, the follower can still be 
considered to “lag” behind the leader, in the sense that the follower adjusts his or her behavior 
to match previous events in the leader’s behavior (see Figure 34).    
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Figure 33. The cross-correlation function between the leader and follower inter-tap intervals as 
a function of Magnitude, Coordination Mode, and Metronome Scaling. 
 
 Besides the difference in the time lag for the peak correlation, the functions for the two 
coordination modes are very similar. As with the leader-metronome system, the functions for 
the fractal metronome conditions show a gradual decay over increasing lags, and the functions 
for the random metronome conditions show an immediate drop to near-zero correlation. The 
ANOVA tests confirmed this pattern of results, showing significant effects of Magnitude at the 
peak-correlation lag, and interaction effects between Magnitude and Metronome Scaling at the 
next time lag. It is also important to note that, although there were differences in the peak 
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correlation coefficient as a function of Magnitude with smaller magnitudes giving rise to smaller 
peak correlations, the peaks for the lowest two magnitudes were substantially greater than 
those for the leader-metronome system. This result shows that the follower and leader were 
more strongly connected at this short timescale than the leader and the metronome. 
 
 
Figure 34. An example discrete series for a syncopated tapping trial depicting the process for 
calculating the inter-tap intervals from each series. Note, the syncopated coordination mode 
results in a time offset, wherein the events defining an inter-tap interval in the follower’s series 
occur later in time than those for the corresponding inter-tap interval in the leader’s series.  
 
 As with the leader-metronome system, the WDCC plots revealed the same pattern of 
peak correlation between the follower and leader ITI series, but without the longer-range 
correlations observed in the XCOR analyses (see Figure 35). In contrast to the ANOVA tests for 
the leader-metronome system, the functions for the fractal and random metronome conditions 
were equivalent at the time lag 1 sample beyond the peak correlation. 
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Figure 35. The windowed detrended cross-correlation functions for the follower and leader 
inter-tap intervals as a function of Magnitude, Coordination Mode, and Metronome Scaling. 
 
 Taken together, these analyses reveal essentially the same pattern of short timescale 
interaction as described by the past research. That is, the interacting systems show a moderate 
to strong peak correlation at the lag 1 timescale, wherein the comparison system is reflecting 
the dynamics of the referent system at a short time lag. When the comparison system is 
interacting with a referent system displaying fractal, pink noise dynamics, there are also longer-
range correlations that decay gradually with increasing time lags. The WDCC analyses reveal 
that this longer-range cross-correlation is primarily due to the coherent, longer-range trends 
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embedded within the pink noise dynamics. When these trends are eliminated, only the 
immediate, lag 1 scale of interaction remains.  
 Explanations and models that attempt to account for the complexity matching effect 
with local timescale coordination also may incorporate cross-correlations between the 
asynchrony and the inter-tap interval series. In particular, one model asserts that participants 
adopt the dynamics of the pacing signal by adjusting their behavior to both the inter-event 
intervals of the pacing signal and the pattern of asynchrony (Torre et al., 2013). Submitting the 
asynchrony (ASY) and inter-tap intervals (ITI) series to XCOR analysis revealed the characteristic 
pattern of cross-correlation (see Figure 36). First, there was a small positive peak correlation at 
lag -1. More positive asynchrony values indicate a greater degree to which the leader’s tap 
lagged behind the metronome beat. Accordingly, this lag -1 positive correlation reflects the fact 
that the leader’s current ITI is directly associated with the following leader-metronome ASY, 
with longer ITI being associated with more lag between leader and metronome. Second, there 
was a strong negative peak correlation at lag 0. This indicates that the leader’s current ITI is 
inversely related to the current ASY, with longer ITI being related to smaller asynchrony. Again, 
this pattern of cross-correlation is generally considered to be reflect a short-term coordination 
strategy where the participant uses information about the past inter-event intervals in the 
pacing signal and the asynchrony to maintain coordination with the pacing signal. 
 Importantly, visual examination of the XCOR plots suggested that the magnitude of 
variation in the pacing signal influenced the cross-correlation function, with greater magnitudes 
yielding weaker positive correlations at lag -1 and stronger negative correlations at lag 0. 
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Figure 36. The standard cross-correlation functions between the leader-metronome asynchrony 
series and the leader inter-tap interval series as a function of Magnitude. These functions are 
only for the synchronization condition, but the functions for the syncopation condition are not 
meaningfully different. 
 
These results were confirmed with ANOVA tests. The ANOVA for the lag -1 coefficients showed 
a significant effect of Metronome Scaling, F(1, 5) = 18.48, p = .008, ηp
2 = .79. The random 
metronome (M = 0.21, SD = 0.17) tended to yield slightly stronger positive coefficients at lag -1 
than did the fractal metronome (M = 0.27, SD = 0.13). Also, there was a significant effect of 
Magnitude, F(4, 20) = 31.18, p = .003, ηp
2 = .86. The greater magnitudes of variation in the 
metronome yielded weaker positive lag -1 coefficients. The ANOVA for the lag 0 coefficients 
showed a significant effect of Metronome Scaling, F(1, 5) = 89.21, p < .0005, ηp
2 = .95, a 
significant effect of Magnitude, F(2.46, 12.28) = 39.89, p < .0005, ηp
2 = .89, and a significant 
interaction of Metronome Scaling and Magnitude, F(3.44, 17.18) = 6.39, p = .003, ηp
2 = .56. 
Here, the greater magnitude conditions yielded stronger negative lag 0 coefficients, and this 
effect was slightly greater for the random metronome condition (see Figure 37). 
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Figure 37. The average coefficients at time lags -1 (left) and 0 (right) for the ASY-ITI cross-
correlation functions from leader-metronome system as a function of Magnitude and 
Metronome Scaling. 
 
 The effects of Magnitude and Metronome Scaling were also evident in the WDCC 
analyses of the leader-metronome ASY-ITI cross-correlations (see Figure 38). Overall, the lag -1 
coefficients for WDCC seemed to be slightly more positive than those for XCOR; specifically 
those for the greater magnitude conditions. Nonetheless, the ANOVA on the lag -1 coefficients 
revealed a significant effect of Magnitude, F(3.39, 16.96) = 128.7, p < .0005, ηp
2 = .96, where the 
greater magnitude conditions yielded weaker positive lag -1 coefficients. The ANOVA on the lag 
0 coefficients showed a significant effect of Magnitude, F(1.67, 8.35) = 57.29, p < .0005, ηp
2 = 
.92, and of Metronome Scaling, F(1, 5) = 62.41, p = .001, ηp
2 = .93, and a significant interaction 
between Magnitude and Metronome Scaling, F(3.89, 19.48) = 3.89, p = .018, ηp
2 = .44. Again, 
the greater magnitude conditions lead to stronger negative lag 0 coefficients, and this effect 
was greater for the random metronome condition. Thus, the overall pattern of results was 
strikingly similar to those provided by the XCOR analyses. 
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Figure 38. The windowed detrended cross-correlation functions for the leader-metronome 
asynchrony series and the leader inter-tap interval series as a function of Magnitude. As before, 
these functions are only for the synchronization condition. 
 
 The pattern of ASY-ITI cross-correlation was very similar for the follower-leader system 
during the synchronization tapping condition, with small positive peaks at lags -1 and much 
stronger negative peaks at lag 0. During syncopation, however, there was an overall reduction 
in the strength of the cross-correlation coefficients; in particular, for the negative lag 0 peaks 
(see Figure 39). The effect of Magnitude on the lag -1 coefficients was similar in the 
synchronization condition, with greater magnitude yielding weaker positive lag -1 and stronger 
negative lag 0 coefficients. During syncopation, however, greater magnitude seemed to result 
in weaker negative lag 0 coefficients. The ANOVA tests confirmed this pattern of results. The 
ANOVA for the lag -1 coefficients showed the effects Metronome Scaling and Magnitude 
described previously. There was no significant effect of Coordination Mode, however, indicating 
that both the synchronization and syncopation conditions yielded equally positive lag -1 
coefficients. 
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Figure 39. The ASY-ITI cross-correlation functions for the follower-leader system as a function of 
Magnitude, Coordination Mode, and Metronome Scaling. 
 
The ANOVA for the lag 0 coefficients showed a significant effect of Coordination Mode, 
F(1, 5) = 449.18, p < .0005, ηp
2 = .99, a significant interaction of Coordination Mode and 
Metronome Scaling, F(1, 5) = 10.75, p = .022, ηp
2 = .68, and a significant interaction of 
Coordination Mode and Magnitude, F(4, 20) = 6.47, p = .002, ηp
2 = .56. Synchronized tapping 
yielded strong negative lag 0 coefficients, which became stronger with increasing magnitude, 
especially for the random metronome condition. In contrast, syncopated tapping yielded 
weakly negative coefficients that became weaker over increasing magnitudes (see Figure 40).   
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Figure 40. The lag 0 coefficients from the ASY-ITI cross-correlation functions for the follower-
leader system as a function of Coordination Mode, Metronome Scaling, and Magnitude.  
 
This pattern of results was also observed in the WDCC analyses. Again, the synchronized 
tapping produced a pattern of lag -1 and lag 0 cross-correlation coefficients very similar to 
those of the leader-metronome system, with greater magnitude yielding weaker positive 
coefficients at lag -1 and stronger negative coefficients at lag 0. The syncopation condition 
resulted in a similar pattern of lag -1 coefficients, but the lag 0 coefficients actually increased 
with increasing magnitudes (see Figure 41). The ANOVA tests confirmed this pattern of results. 
The ANOVA on the lag -1 coefficients showed a significant effect of Magnitude, F(2.11, 10.52) = 
18.19, p < .0005, ηp
2 = .78, with greater magnitudes leading to weaker positive coefficients. 
There was also an effect of Coordination Mode, F(1, 5) = 13.12, p = .015, ηp
2 = .72, with the 
synchronization condition yielding slight stronger positive lag -1 coefficients than syncopation. 
The ANOVA for the lag 0 coefficients showed a significant effect of Coordination Mode, F(1, 5) = 
235.84.18, p < .0005, ηp
2 = .98, a significant interaction of Coordination Mode and Metronome 
Scaling, F(1, 5) = 17.88, p = .008, ηp
2 = .78, and a significant interaction of Coordination Mode 
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and Magnitude, F(3.23, 16.15) = 12.54, p < .0005, ηp
2 = .72. As in the XCOR analyses, the 
synchronization condition resulted in stronger negative lag 0 coefficients with increasing 
magnitudes and the syncopation condition resulted in weaker negative coefficients with 
increasing magnitudes. 
 
 
Figure 41. The ASY-ITI windowed detrended cross-correlation functions for the follower-leader 
system as a function of Magnitude, Coordination Mode, and Metronome Scaling. 
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Specifically, the cross-correlations between the pairs of inter-event interval series showed a 
substantial positive peak correlation at lag 1 (lag 0 in the case of follower-leader syncopation) 
and the cross-correlations between the inter-tap interval and asynchrony series produced the 
expected positive lag -1, negative lag 0 pattern of peaks. As mentioned previously, some 
researchers have argued that these findings are insufficient to support the claim that the 
complexity matching effect is driven exclusively by short-term, error-correction processes (e.g., 
Delignieres & Marmelat, 2014; Marmelat & Deligneires, 2012). In particular, these researchers 
claim that the generally moderate peak cross-correlations between the two inter-event interval 
series (r ≈ .60) barely meets criteria for statistical significance and cannot possibly underlie the 
very strong complexity matching correlations between the scaling exponents defining the 
behavior of the two systems (r ≈ .90). Other researchers have argued that these patterns of 
cross-correlation, both between inter-event interval series and between inter-event intervals 
and asynchrony, fit well with expectations derived from a short-term, error-correction model 
(Torre et al., 2013). 
 The results of the present study do not definitively support either account exclusively. 
One piece of evidence does, however, suggest that these patterns of local correlation are 
directly related to the degree of complexity matching observed in the current experiment.  
Recall, the complexity matching correlations for the leader-metronome system revealed that 
the leader only began to truly match the scaling in the metronome at magnitudes of 3.0% and 
greater, but not for the lowest two magnitudes. In contrast, the follower tended to match the 
scaling of the leader across all levels of magnitude. This same pattern is evident in the cross-
correlation functions for the inter-event interval series. That is, there are extremely weak lag 1 
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peak coefficients between the leader and the metronome at the lowest two magnitudes, but 
there are strong lag 1 peaks between the follower and the leader. Thus, the experimental 
manipulation of magnitude seems to affect both the degree of local, short timescale correlation 
and the degree of complexity matching. This evidence does not necessarily support a direct 
causal relationship between local correlation and complexity matching, but it does provide a 
strong piece of evidence in favor of the short timescale account. 
 Another interesting result is the relationship between the ASY-ITI cross-correlations and 
the fractal scaling of the asynchrony series. Recall, the fractal analyses of the ASY series for the 
follower-leader system showed weak persistent scaling during synchronization and strong 
persistent scaling during syncopation. There was a similar difference in the strength of the lag 0 
ASY-ITI cross-correlation coefficients for the follower-leader system. The lag 0 coefficients were 
much more strongly negative during synchronization than during syncopation. This finding is 
interesting, as it suggests that the increased persistent scaling during syncopation might be due 
to a decrease in the degree to which the behavior of the follower is constrained by coordination 
(i.e., as measured by asynchrony) with the leader. This conclusion is further supported by the 
fact that there is a much stronger correlation between the scaling exponents (PSD) defining the 
ASY series and the ASY-ITI lag 0 coefficients for the synchronization condition (r = 0.51) than the 
syncopation condition (r = 0.04). This conclusion is does appear to be limited, however, to the 
relationship between ASY and ITI. The ITI-ITI cross-correlation peak coefficients were just as 
strong during synchronization as during syncopation. Similarly, the complexity matching 
correlations between the scaling exponents were just as strong for synchronization (r = 0.957) 
as for syncopation (r = 0.951). 
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 Taken together, these results seem to support the conclusion that the fractal scaling in 
the task performance and the degree of complexity matching is strongly influenced by the local, 
short timescale interaction between the constituent systems. Nonetheless, it is still important 
to evaluate the evidence for longer timescale, global coordinative processes. 
Global, Multi-Timescale Correlation 
 The detrended cross-correlation analysis (DCCA) and the cross-wavelet coherence 
(XWC) analysis techniques were performed in accordance with the description provided in 
Chapter II. Both analysis techniques were performed on the matched inter-event interval series 
from the leader-metronome and follower-leader systems. For DCCA, 16 observations was the 
minimal window size and the maximal window size was limited to 1/4th the length of the time 
series (i.e., 128 observations). The windows were non-overlapping and a linear trend within the 
window was removed from each series prior to computing their covariance. For XWC, the 
wavelet periods were determined by the length of the time series, with a minimum period of 
approximately 2 observations and a maximum period of approximately 176 observations. For 
both analyses, the empirical inter-event interval series were compared to randomly shuffled 
surrogate series. 
 Visual examination of the DCCA-ρ plots for the leader-metronome system suggested 
different patterns of correlation as a function of Magnitude and Metronome Scaling (see Figure 
42). First, it is important to note that all of the empirical series showed greater DCCA-ρ 
functions than those of the randomized surrogates, which were consistently near zero across all 
window sizes. Second, it seemed that the fractal metronome condition yielded greater DCCA-ρ 
functions than the random metronome condition, with higher initial DCCA-ρ, higher asymptotic 
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DCCA-ρ, and a sharper increase to those asymptotic values. Similarly, it was also clear that 
greater magnitudes of variation in the metronome yielded greater DCCA-ρ functions. Finally, it 
seemed that there was an interaction between Magnitude and Metronome Scaling, such that 
the effect of the magnitude of variation was weaker for the random metronome than for the 
fractal metronomes. 
 
 
Figure 42. The DCCA-ρ functions for the correlation between the metronome inter-onset 
interval series and the leader inter-tap interval series as a function of Magnitude within both 
the fractal (left) and random (right) metronome conditions. 
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Magnitude, F(13.83, 69.17) = 4.30, p < .0005, ηp
2 = .46, and a significant three-way interaction 
between Window Size, Metronome Scaling, and Magnitude, , F(15.95, 79.75) = 7.48, p < .0005, 
ηp
2 = .60. These patterns of effects were precisely as described above. 
 The DCCA-ρ functions within the synchronization condition for the follower-leader 
system revealed a very similar pattern to that of the leader-metronome system (see Figure 43). 
As before, there was a significant interaction of Window Size and Metronome Scaling, F(5.52, 
27.59) = 4.24, p = .004, ηp
2 = .46, a significant interaction of Window Size and Magnitude, 
F(19.6, 98.0) = 3.38, p < .0005, ηp
2 = .40, and a significant three-way interaction between 
Window Size, Metronome Scaling, and Magnitude, , F(9.90, 49.49) = 2.09, p = .044, ηp
2 = .30. 
The fractal metronome condition produced overall greater DCCA-ρ functions than the random 
metronome condition, the higher magnitude conditions produced greater DCCA-ρ functions, 
and the effect of magnitude was greater for the fractal metronomes than for the random 
metronomes. 
 There was a considerable different pattern of results within the syncopation condition. 
Here, the DCCA-ρ functions were much higher than within the synchronization condition, 
particularly for the initial DCCA-ρ values and for the random metronomes. Thus, the effect of 
Window Size appeared to be considerably attenuated, as the functions were essentially at the 
asymptotic value (DCCA-ρ ≈ 0.8) across all window sizes. The ANOVA tests did reveal a 
significant interaction of Window Size and Metronome Scaling, F(4.6, 22.99) = 7.98, p < .0005, 
ηp
2 = .62, and a significant three-way interaction of Window Size, Metronome Scaling, and 
Magnitude, F(9.41, 47.07) = 2.45, p = .021, ηp
2 = .22, but no significant interaction of Window 
Size and Magnitude. The fractal metronome condition still produced a higher DCCA-ρ on 
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average than the random metronome condition (0.83 vs. 0.74), but these values were overall 
considerably higher than those of the synchronization condition (0.74 vs. 0.59). The effect of 
Magnitude also depended on the Metronome Scaling, as the highest magnitude condition 
(9.0% CoV) actually yielded a lower DCCA-ρ function than the 3.0% and 6.0% conditions. 
 
 
Figure 43. The DCCA-ρ functions for the correlation between the follower and leader inter-tap 
interval series as a function of Coordination Mode, Metronome Scaling, and Magnitude. 
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series increases steadily to some asymptotic value as the timescale is increased (i.e. larger 
windows). That is, these results suggest that the two behaviors in question are more strongly 
related at longer timescales than they are at shorter timescales. More specifically, the DCCA-ρ 
functions appear to generally reach an asymptotic value at a window size of 64 observations. 
The initial and asymptotic values of these functions are affected by the magnitude of variation 
and the fractal scaling within the pacing signal. The two behaviors are more strongly related 
when the behaviors are more variable and more regular (i.e., fractal scaling having a greater 
regularity than random scaling). 
 These findings are somewhat intuitive, and seem to agree with the pattern of results 
uncovered by the local, short timescale analyses. The findings regarding the syncopation 
condition for the follower-leader system, however, are more difficult to interpret. In particular, 
it is difficult to understand why syncopated tapping would yield much greater DCCA-ρ 
correlations at the smallest window size than synchronization tapping. It is possible that this 
accurately reflects an enhanced relationship between the leader and follower at this timescale, 
or it is possible that this is a limitation of the DCCA technique. As mentioned in Chapter II, DCCA 
is a fairly new technique in the behavioral sciences, and its limitations are not well-understood. 
The XWC technique was implemented to corroborate these kinds of questionable findings. 
 Visual examination of the plots for the XWC analysis for the leader-metronome system 
revealed much the same pattern as uncovered by DCCA (see Figure 44). First, the randomized 
surrogates did display a relatively flat function across increase periods, but, unlike DCCA, the 
surrogates did not yield near zero values. Nonetheless, the XWC functions for the empirical 
series were generally considerably higher than those for the surrogate series. As with DCCA, the 
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greater magnitudes, particularly within the fractal metronome condition, produced greater 
XWC functions, both in terms of the asymptotic values and the sharpness of the increase to 
these asymptotes. Unlike DCCA, however, all of these functions seemed to have very similar 
initial values (XWC ≈ 0.5). It is important to appreciate, however, that XWC allows for an 
examination of much faster timescales (2 samples) than does DCCA (16 samples). At the 16-
sample period, there was considerable deviation of the XWC functions for the different 
magnitudes; roughly equivalent to the separation of the functions observed in DCCA. It is also 
important to note that the XWC functions for the lowest two magnitudes within the random 
metronome condition do not appear to exceed the function for the randomized surrogates. 
 
 
Figure 44. The cross-wavelet coherence functions for the metronome inter-onset interval series 
and the leader inter-tap interval series as a function of Magnitude for both the fractal (left) and 
random (right) metronome conditions. 
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metronome conditions yielded greater asymptotic values and sharper increase to the 
asymptotes. Unlike DCCA, these patterns of effects are very similar between the 
synchronization and syncopation conditions. Thus, these findings demonstrate that the 
discrepancy between follower-leader synchronization and syncopation observed in DCCA is 
particular to that analysis technique. 
 
 
Figure 45. The cross-wavelet coherence functions for the correlation between the follower and 
leader inter-tap interval series as a function of Coordination Mode, Metronome Scaling, and 
Magnitude. 
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 Collectively, the DCCA and XWC techniques clearly demonstrate that the inter-event 
interval series of the interacting systems are more strongly related at the longer timescales. 
This result is consistent with the few studies that have examined these analyses of global 
coordination dynamics with reference to the complexity matching effect (e.g., Delignieres & 
Marmelat, 2014). These past studies have utilized these findings to claim that the complexity 
matching effect may not be driven exclusively by short timescale coordinative processes. The 
present study contributes to this literature by demonstrating that the same experimental 
manipulations influence both the short and long timescale coordination dynamics. It is still 
unclear, however, whether these longer timescale correlations could be themselves driven by a 
local coordination process.  
Conclusion 
 The findings of the present experiment were generally in line with expectations derived 
from the past literature. Specifically, this experiment demonstrated that the participants’ 
tapping behavior only began to closely match the dynamics of the pacing signal at a certain 
level of overall variability (3.0% CoV). There were, however, differences between the 
metronome scaling conditions in the lower magnitude conditions and in how participants’ 
transitioned to matching the dynamics of the pacing signal. The fractal metronome yielded a 
more gradual increase and the random metronome yielded a more abrupt increase. This finding 
indicates that although the participants may not be “matching” the scaling of the metronome 
at these magnitudes of variation, the dynamical structure of their behavior is still influenced by 
the dynamical patterns embedded in the metronome. Another interesting finding, not yet 
presented in the complexity matching literature, regards the more fine-grained, continuous 
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complexity matching relationships between the interacting systems. Whereas there was a weak 
correlation between the scaling of the metronome and leader inter-event interval series in the 
lower magnitude conditions, there was a strong correlation between the scaling of the leader 
and follower series across all magnitudes. This finding suggests that the nature of the coupling 
(i.e., discrete vs. continuous) between the interacting systems also influences the degree to 
which the systems adopt similar fractal scaling dynamics. 
 The findings of the local, short timescale and global, multi-timescale correlations also 
suggest a number of important theoretical points. Consider the results of the analyses of global 
correlation for the two metronome scaling conditions. The inter-event interval series showed 
strong multi-timescale correlations when the metronome presented a persistent, pink noise 
dynamic, and was weaker when the pacing stimulus presented a random, white noise dynamic. 
Framed this way, these findings are intuitive. The fractal metronome presents coherent, 
perceptible trends in the unfolding behavior; regularities to which the participant could 
potentially attune. The more interesting findings are those for the random metronomes in 
comparison to the randomized surrogates. 
The random metronome signals, by definition, present no dynamic pattern over time. 
The leader cannot possibly be detecting any regularity within the metronome signal, as it does 
not exist. Nonetheless, the DCCA-ρ and XWC analyses for the random metronomes do show an 
increase in the cross-correlation across timescales. The findings of the fractal scaling analyses 
clearly demonstrate that all of the inter-event interval series in this experimental condition are 
random (or anti-persistent), and yet the empirical series show a much greater degree of multi-
timescale correlation than the randomized surrogate series. These results clearly demonstrate 
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that the (random) metronome and leader are not independent (as are the surrogates), but 
instead that the participant is coupled to the metronome. 
The relevant, open question from the complexity matching literature is whether or not 
this coupling is of a “local” or “global” nature. Two pieces of evidence seemed to support an 
argument for a local coupling and coordinative dynamic. First, the analyses of the short-term 
correlations clearly indicate that fluctuations in the participants tapping are correlated with 
temporally-nearby fluctuations in the metronome and in their asynchrony to the metronome. 
Again, this finding is consistent with the existing short-term models of complex timing behavior 
(e.g., Torre et al., 2013). Second, finding that the mean asynchrony is very small or actually 
negative indicates that the participants are coordinated with, or even anticipating the 
metronome signal.  These local coordination dynamics provide a reasonable explanation for the 
difference in the global cross-correlations between the random metronome condition and the 
randomized surrogates. The participants are making local adjustments to their behavior to stay 
in coordination, and therefore the correlation is greater than that of two independent random 
signals (i.e., the shuffled surrogates). The more interesting question is whether the increase in 
the global cross-correlation function can also be explained by these short-timescale 
coordination processes. 
The competing hypothesis is that the global correlations exist because the participants 
are coordinated not on one timescale, but many timescales simultaneously; so-called “global” 
coordination dynamics. However, there is no long-term temporal structure in the random 
metronome to which the participants potentially could coordinate their behavior. Thus, it is 
possible that the increased cross-correlation reflects a sort of “accumulation” of short-term 
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coordination dynamics over longer periods of time. This theory could account for the additional 
global cross-correlation for the fractal, persistent metronome by proposing that the short-term 
coordination process also result in the participants embodying the longer-timescale patterns 
available in the metronome in this condition. If short-term coordination dynamics produced this 
kind of embodying of long-timescale temporal structure, it is reasonable to conclude that such 
short-term coordination also underlies the complexity matching effect.  
One additional piece of evidence supports the latter conclusion. Recall, that there were 
only weak correlations between the fractal scaling exponents of the metronome and leader in 
lowest two magnitude conditions, but strong correlations for the leader and the follower. The 
same pattern is evident in the peak correlations in the short-term cross-correlation analyses. 
The leader and metronome showed very small peak correlations, and the follower and leader 
showed much greater peaks. Thus, by-and-large, these results do seem to suggest that these 
systems are coupled via local coordination process and that, depending on the nature of that 
coupling (continuous vs. discrete), the coupled systems begin to match one another’s 
complexity when a certain overall level of variation is reached.  These findings are not, 
however, entirely definitive. It is critical to explore a wider range of fractal scaling dynamics 
within the pacing signal and to more directly relate the short timescale correlations to the 
complexity matching and global correlation results. 
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Chapter IV: Experiment 2 
 As discussed at the end of Chapter I, the purpose of the second experiment was to 
address four primary research questions. First, this experiment tested whether the exact 
degree of fractal scaling in the pacing signal would affect the strength or stability of the 
complexity matching. This experiment also tested whether the nature of the coupling (discrete 
vs. continuous) and the mode of the coordination (synchronized vs. syncopated) would affect 
complexity matching or would interact with the fractal scaling of the pacing signal to affect 
complexity matching. Finally, a set of secondary analyses tested whether the relationships 
between the local, short timescale correlations, the global, multi-timescale correlations, and 
the degree of complexity matching observed. 
 As in Experiment 1, this experiment used pairs of participants, with the leader coupled 
to an auditory metronome stimulus and the follower visually coupled to the tapping 
movements of the leader. The fractal scaling of the pacing signal was manipulated by adjusting 
the scaling of the metronome inter-onset intervals from a mild anti-persistent scaling to a very 
strong persistent scaling. The nature of the coupling differed between the leader and the 
metronome (discrete) and the follower and the leader (continuous). The mode of coordination 
was manipulated between the follower and the leader, with the follower tapping both in 
synchronization and syncopation with the leader. 
As previously discussed, Marmelat and colleagues (2014) conducted a very similar 
experiment in a treadmill-walking task. Their experiment explored a much smaller range of 
fractal scaling in the pacing signal, and did not include manipulations of the coupling or 
coordination modes. From the findings of their experiment, it was hypothesized that there 
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would be a stronger complexity matching in the persistent metronome scaling conditions than 
in the anti-persistent or random metronome scaling conditions. The highest scaling value 
explored in their study, however, was relatively near the scaling that characterizes 
unconstrained, self-paced tapping behavior (α = 0.8). Thus, it was not clear whether the 
complexity matching was strongest at this scaling value because it fell near to a ‘resonant’ 
scaling intrinsic to the participants’ behavior (e.g., Kello & Van Orden, 2009), or whether it was 
due to the increasingly coherent, perceptible trends evident in persistent metronome signals. 
To address this issue, the current experiment explored two even more persistent metronome 
scaling conditions. If the complexity matching was due to the coherent trends in the pacing 
signal, the complexity matching effect was expected to be stronger in these two conditions. 
Instead, if there was a resonant scaling value, the complexity matching was expected to weaker 
in these two conditions than in the condition nearest to the scaling of the participants self-
paced tapping behavior (α = 0.75). As before, it was also hypothesized that the mean 
asynchrony between the leader and the follower would differ between the coordination 
modes, showing a small, negative asynchrony during synchronization and a much larger 
(approximately half of the prescribed inter-tap interval) asynchrony during syncopation. From 
the many past studies of finger tapping behaviors, it was hypothesized that the local and global 
cross-correlation functions would show their respective characteristic forms (Delignières & 
Marmelat, 2014). It was not clear, however, how the experimental manipulations would affect 
the form of these cross-correlation functions. 
Method 
Participants 
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 A total of 14 volunteers from the graduate students in the Department of Psychology 
from the University of Cincinnati completed the experiment. Only two of these participants had 
taken part in Experiment 1. These two were paired with a different partner and were assigned 
to the opposite role as in Experiment 1 (i.e., leaders became followers). As the study required 
multiple sessions, all participants were assigned to pairs (N = 7) according to their respective 
availabilities. The mean age of the participants was 28.0 years, 71.4% of the participants were 
male, and 100% of the participants were right-handed.  
Apparatus 
 Participants’ finger tapping was recorded using two USB MIDI keyboard (± 5 ms error). 
The keyboards were connected to a PC computer running the Ableton Live (v. 8.2) software 
(Ableton, Berlin Germany). This software was used to simultaneously record the participants’ 
taps and present auditory metronome stimuli to the participants through pairs of headphones. 
Design 
 As in Experiment 1, the metronome stimuli all had an average inter-onset interval (IOI) 
of 800 ms. Here, the metronomes also all the same magnitude of variation around the mean IOI 
(CoV = 4.5%; SD = 36 ms). The scaling of the metronomes was manipulated within-subjects, and 
each pair experienced six metronomes, ranging from mildly anti-persistent (α ≈ -0.35) to very 
strongly persistent (α ≈ 1.4) IOI series in small steps (α = 0.35). These series were generated by 
the same method as described in Experiment 1. Again, a white noise, random time series was 
approximated by the Fourier transform (Matlab “fft” function), and the resulting power 
spectrum was multiplied by a certain factor to generate the desired scaling relationship. Then 
the series was passed through the inverse Fourier transform (Matlab “ifft” function) to yield a 
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new time series with the desired fractal scaling, a mean of 0, and a standard deviation of 1.  
Finally, linear transformations re-scaled these series to have the mean and standard deviation 
for the desired IOI series.  
Each pair of participants experienced their own unique set of metronome stimuli. The 
fractal scaling of each set was allowed to slightly deviate from ideal values (i.e., α = -0.35, 0.0, 
0.35, 0.7, 1.05, and 1.4). This manipulation allowed for an examination of a more fine-grained 
scale of variation in the scaling of the pacing stimulus. Each pair also experienced a self-paced, 
unconstrained condition (“baseline”), in which the leader did not have any metronome to 
constrain his or her tapping behavior. As in Experiment 1, the mode of coordination between 
the participants was manipulated within-subjects, and every pair performed both synchronized 
and syncopated tapping trials. The trials in these different modes of coordination were 
completed in blocks. Half of the pairs performed all their synchronization trials first, and the 
other half performed their syncopation trials first. This design resulted in a grand total of 14 
trials for every pair. Again, the metronomes consisted of series of 600 beats, each trial lasting 
about 8 minutes, and so the full experiment consisted of approximately 2 hours of tapping.   
Procedure 
As in Experiment 1, following informed consent, the two participants were randomly 
assigned to the role of “leader” and “follower” and were seated across a table from one 
another facing their keyboard. The leaders were instructed that they would always attempt to 
tap in synchrony with the metronome stimulus, except during the self-paced trial. During the 
self-paced trial, they were told that they would hear 10 seconds of a metronome beat, that 
they should synchronize their taps to the metronome, and that they should continue to tap 
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after the metronome discontinued, attempting to maintain the same frequency of tapping. 
Depending on the designated order of the modes of coordination for that pair, the follower was 
either told that they would attempt to tap in synchrony or in syncopation with the leader. 
Within each block of seven trials, the pair would always complete the unconstrained, self-paced 
tapping trial first, and then the remaining six trials with metronomes of different scaling values 
in a randomized order. When the pair had completed their first block of trials, the mode of 
coordination between the participant switched, and the follower was instructed to now tap in 
the other pattern with the leader. The participants completed the total of 14 trials in as many 
sessions as necessary given their respective schedules. The participants were allowed short 
breaks between trials, and typically completed four or five trials per session, and most pairs 
finished the experiment in three sessions. 
Data Analysis 
 The raw data from the keyboards were processed in accordance with the procedure 
outlined in Chapter II. Briefly, the leader’s taps were matched to the beats of the metronome 
and the follower’s taps were matched to those of the leader to create inter-tap intervals (ITI) 
and asynchrony (ASY) series. The final, processed series were submitted to all of the time series 
analyses techniques. The outcomes of these time series analyses, and descriptive measures of 
the series (e.g., series means), were submitted to standard inferential tests, the most common 
test being a two-way (Coordination Mode x Metronome Scaling) repeated-measures ANOVA. It 
is important to note that the number of levels of the Metronome Scaling factor difference 
between the leader-metronome and follower-leader systems. The leader did not experience 
any metronome stimuli during the unconstrained, “baseline” trial, so there was no way to 
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match the leader’s taps to a metronome series and to calculate the time series for the leader-
metronome system. Thus, for the leader-metronome system, the Metronome Scaling factor 
only has six levels (i.e., the six metronome-paced conditions), while it has seven levels for the 
follower-leader system (i.e., including the baseline condition). 
Results and Discussion 
 In general, the participants had little trouble performing the task. The leader of one pair 
did experience considerable trouble maintaining synchrony with the metronome. On several 
trials, for substantial periods of time, the leader’s taps would begin to drift away from the 
metronome, sometimes falling into stable syncopation with the metronome. This pair was 
excluded from data analysis. Of the remaining six pairs, there were only six trials in which the 
length of the final, pre-processed series was shorter than the standard 512 observations. Five 
trials had lengths near enough to the standard length (M = 497.6, SD = 11.72, range = 476 - 506) 
so that they could be zero-padded to 512 observations without compromising the validity of 
the fractal analyses. The sixth trial, however, was very short of the standard (268 observations). 
In this case the leader participant frequently did not release the key entirely, resulting in very 
many missed observations and extremely long ITI values. Rather than exclude the pair from 
analysis entirely, the score for this experimental condition (i.e., baseline, synchronization) for 
this pair was replaced by mean imputation from the scores of the other five pairs within that 
same condition. 
Basic Time Series Measures 
 There were generally very few outlier observations. For the leader-metronome system, 
there were 6.19 (SD = 3.17) outliers on average, and no significant differences in the number of 
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outliers across the experimental conditions. For the follower-leader system, there were slightly 
more outliers on average (M = 12.38, SD = 8.27), and there was a marginally significant 
difference in the number of outliers between synchronization (M = 11.07, SD = 6.41) and 
syncopation (M = 13.69, SD = 9.68), F(1, 5) = 5.98, p = .058, ηp
2 = .55. These increases in the 
number of outliers were primarily driven by the same six short trials mentioned above (M = 
28.83, SD = 15.3).  These numbers of outliers were unlikely to adversely affect the outcomes of 
the time series analyses and so these effects were not considered further. 
 Separate ANOVA’s also tested the average metronome inter-onset intervals (IOI) and 
the average participant inter-tap intervals (ITI) in order to ensure there were no substantial 
deviations from the prescribed period (800 ms). For the leader-metronome system, these tests 
showed that the average metronome IOI (M = 799.95 ms, SD = 0.43) and the leader ITI (M = 
799.18 ms, SD = 0.97) were both very close to the prescribed period, and that there were no 
significant differences across the experimental conditions. Similarly, for the follower-leader 
system, there were no significant differences in the leader ITI (M = 792.43 ms, SD = 44.2) or the 
follower ITI (M = 792.69 ms, SD = 44.33) across the conditions. 
 Separate ANOVA’s also tested the standard deviation of the metronome IOI series and 
the participants ITI series to examine if any of the experimental manipulations changed the 
overall variability in the time series. For the follower-leader system, there were no significant 
differences in the standard deviation of either the leader ITI (M = 55.5 ms, SD = 21.76) or the 
follower ITI (M = 66.33 ms, SD = 14.53) across the experimental conditions. For the leader-
metronome system, however, there was a significant effect of Metronome Scaling on the 
standard deviation of the leader ITI series, F(5, 25) = 6.13, p =.001, ηp
2 = .55. Specifically, the 
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standard deviation of the leader’s ITI tended to increase with increases in the fractal scaling of 
the metronome (see Figure 46). This effect reflects the dynamics of the metronome stimuli. The 
higher scaling conditions entail a more persistent metronome signal with larger coherent trends 
in metronome IOI. Although the metronome stimuli were precisely controlled so that they 
would all have the same standard deviation, this persistence influenced the variability in the 
leader’s tapping behavior. In terms of absolute magnitude, the differences in these standard 
deviations were not extremely large (range = 34.69 – 75.39 ms), and it is unlikely this issue had 
very important ramifications for interpreting the outcomes of the other time series analyses. 
 
 
Figure 46. The standard deviation of the leader’s ITI series (as calculated from the leader-
metronome system) as a function of Metronome Scaling. 
 
 Finally, separate ANOVA’s tested the average and standard deviations of the asynchrony 
(ASY) series to examine if the experimental manipulations influenced these dynamics of the 
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interacting systems. There were no significant differences in the standard deviation of the ASY 
series across the conditions for either the leader-metronome (M = 75.76 ms, SD = 18.98) or the 
follower-leader (M = 69.88 ms, SD = 26.63). There was also no significant differences in the 
mean ASY across the conditions for the leader-metronome system (M = -36.06 ms, SD = 54.27). 
It is important to note that the mean ASY here is negative, indicating that the leader generally 
anticipated the metronome (i.e., tapped before the metronome beat occurred). As expected, 
there was a significant effect of Coordination Mode on the mean ASY within the follower-leader 
system, F(1, 5) = 775.11, p < .0005, ηp
2 = .99, with the synchronization condition showing the 
follower slightly anticipated the taps of the leader (M = -51.29 ms, SD = 44.28) the syncopation 
condition showing the follower tapped near the ideal half of the prescribed period of 400 ms 
(M = 350.09 ms, SD = 37.91). Here, there was also a significant effect of Metronome Scaling, 
F(6, 30) = 2.68, p = .033, ηp
2 = .35. As shown in Figure 47, the mean ASY tended to increase 
slightly for the baseline condition in both the coordination modes. However, follow-up one-way 
ANOVA’s with each coordination mode did not show a significant effect of Metronome Scaling, 
indicating that this effect is driven by the combined influence of both baseline conditions. 
 In summary, the tests of the basic time series measures are in line with expectations.  
There were very few outlier observations on average, no considerable deviations from the 
prescribed periods or expected asynchrony. There were differences in the variability in the 
leader’s ITI series, but this was only within leader-metronome system and the differences were 
very small.  
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Figure 47. The mean of the follower-leader asynchrony series as a function of Metronome 
Scaling for both the synchronization (left) and syncopation (right) coordination modes. 
 
Fractal Scaling 
 The power-spectral density (PSD) and detrended fluctuation analysis (DFA) techniques 
were performed on the time series in accordance with the descriptions provided in Chapter II. 
For PSD, the number of frequencies estimated in the Fourier transform was limited to 1/8th the 
length of the time series (i.e., 64 frequencies). As in Experiment 1, visual examinations of the 
PSD plots suggested a scaling region of the lowest 12 frequencies, and the scaling exponents (α) 
were estimated from this region. For DFA, 16 observations was the minimal window size and 
the maximal window size was 1/4th the length of the time series (i.e., 128 observations). 
Examination of the DFA plots suggested a single linear scaling region, and the Hurst exponent 
was estimated from this region. As before, the Hurst exponents were rescaled into α-units in 
order to allow a direct comparison between the outcomes of PSD and DFA. 
 First, it was important to carefully examine the fractal scaling of the metronome series 
to ensure that the manipulation of the inter-onset intervals (IOI) series had the intended effects 
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and that the scaling of the metronomes was not adversely influenced by the matching and pre-
processing procedures. It is important to appreciate that the applied process of creating time 
series with a particular scaling relationship is not exact. The process will result in a series with a 
scaling exponent near the specified exponent, but it will not be perfect, and the result will vary 
slightly each time the process is applied. Again, the scaling exponents within each metronome 
set were allowed to vary slightly around the specified, categorical scaling value (e.g., 0.35 
category; range = 0.322 - 0.374). Thus, it was important to accurately assess the exact scaling 
within every metronome IOI series. As the raw IOI series, unaffected by the matching and pre-
processing procedures, were created to exhibit the desired scaling relationship across all 
timescales, these scaling exponents were estimated from a wider region than for the other, 
empirical series. For PSD, the scaling exponents were estimated from the full spectral plot of 64 
frequencies. For DFA, the scaling exponents were estimated from window sizes of 8 to 256 
observations (with 50% overlapping windows). The mean scaling from the metronome sets 
experienced by the included participant pairs were generally very near the intended categorical 
metronome scaling. For PSD, the deviation of the mean α-scores from the intended categorical 
values was incredibly small (M = 0.0025, SD = 0.0091). For DFA, the deviations were a little 
greater (M = -0.162, SD = 0.096). As evident from plots of the raw IOI scaling exponents 
regressed against the categorical values (see Figure 48), DFA tended to underestimate the 
exponents as estimated by PSD, especially for the greater metronome scaling conditions. 
Different parameter setting for DFA (i.e., different window sizes, non-overlapping windows) did 
not eliminate this underestimation. This issue is important with respect to evaluating the PSD 
and DFA outcomes for the real, empirical series. 
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Figure 48. The actual scaling exponents (blue dots) for the raw IOI series, from each of the six 
metronome sets within each metronome scaling category, and their averages within each 
category (red dots), as estimated by both PSD (left) and DFA (right). 
 
 The matching and pre-processing procedures did moderately alter the scaling of the 
metronome IOI series. The scaling of these “empirical” metronome IOI series was assessed with 
the same PSD and DFA settings all other empirical time series, with a scaling region of the 
lowest 12 frequencies for PSD and window sizes of 16 to 128 observations (non-overlapping 
windows) for DFA. For PSD, these analyses revealed larger and more variable deviations of the 
mean scaling values from the ideal, categorical values (M = -0.49, SD = 0.075) than those of the 
raw IOI series. For DFA, these deviations (M = -0.142, SD = 0.106) were comparable to those of 
the raw series. As shown in the regression plots, however, the slope describing the fit of the 
empirical metronome scaling to the categorical values for DFA was substantially less than 1, 
again indicating that DFA tended to underestimate the scaling exponents provided by PSD (see 
Figure 49). Again, this issue has important implications for interpreting the outcome of the 
fractal analyses and the degree of complexity matching for the participant’s behavior 
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Figure 49. The actual scaling exponents (blue dots) for the matched and processed IOI series, 
from each of the six metronome sets within each metronome scaling category, and their 
averages within each category (red dots), as estimated by both PSD (left) and DFA (right). 
 
 Separate ANOVA’s tested the fractal scaling of the leader’s ITI series to ensure that the 
scaling of the ITI series did vary as a function of the categorical manipulation of the metronome 
IOI scaling. These tests showed that there was a significant effect of Metronome Scaling for 
both PSD, F(5, 25) = 100.94, p < .0005, ηp
2 = .95, and DFA, F(5, 25) = 88.84, p < .0005, ηp
2 = .95, 
in which the leader’s ITI scaling increased across the categorical metronome scaling conditions. 
It is important to appreciate, however, that the scaling exponents defining the ITI series were 
considerably lower than the metronome category. This discrepancy was even larger for DFA 
than for PSD (see Figure 50). There was also a trend towards lower scaling during syncopation, 
resulting in a marginally significant interaction between Coordination Mode and Metronome 
Scaling for PSD, F(5, 25) = 2.01, p = .11, ηp
2 = .29, and a significant interaction for DFA, F(5, 25) = 
2.8, p = .03, ηp
2 = .36. In terms of absolute magnitude, however, the differences between the 
two coordination modes within the metronome scaling conditions were generally very small.  
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Figure 50. The scaling exponents (α) for the leader’s inter-tap interval series as a function of 
Coordination Mode and Metronome Scaling for both PSD (left) and DFA (right). 
 
 Although the ANOVA did demonstrate that the leader’s ITI scaling varied with the 
categorical metronome scaling conditions, it was also important to examine the finer-grained 
relationship between the leader and metronome scaling to assess complexity matching. Recall, 
past research on complexity matching had suggested a heteroscedasticity, where the variation 
in the scaling of a comparison signal (e.g., the leader’s ITI series) was greater for certain levels 
of scaling in a referent signal (e.g., the metronome’s IOI series; Coey et al., 2014; Maremelat & 
Delignieres, 2014). These findings informed the primary research question for the current 
experiment as to whether there exists a ‘resonant’ scaling value. That is, the purpose of the 
current experiment was to determine if there was specific degree of scaling in the pacing signal 
at which the complexity matching effect would be inherently more stable. The most direct test 
of this question involved regressing the scaling of the leader’s ITI series against the scaling of 
the metronome IOI series. This analysis was performed on the exponents from PSD and DFA, 
using both the raw and the empirical (i.e., matched and pre-processed) metronome IOI series. 
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 Figure 51 displays the relationship between the scaling of the leader’s ITI series and the 
scaling of the raw and empirical metronome IOI series as estimated from PSD. First, it is 
important to appreciate that the variation in the scaling of the raw IOI series is considerably less 
than the variation in the empirical IOI series. In other words, the matching and pre-processing 
process did moderately alter the scaling of the metronome series. On average, the differences 
in the scaling exponents of the raw and empirical IOI series were small (M = -0.05, SD = 0.19). 
More importantly, the regression models and the fit of the data to the models describing the 
relation between the leader and metronome scaling were very similar between the raw and 
empirical IOI series. The small, negative y-intercept of these models indicates that the leader’s 
ITI scaling was slightly less than the metronome IOI scaling. The slopes, being less than 1, 
indicate that there was not a 1:1 correspondence between increases in the metronome scaling 
and increases in the leader’s ITI scaling. Thus, the degree to which the leader’s ITI scaling fell 
below the metronome’s IOI scaling increased across the metronome scaling conditions. 
 The regression analyses for the scaling exponents from DFA showed a very similar 
pattern of results (see Figure 52). Again, the regression models revealed a small, negative y-
intercept term and a slope slightly less than 1. Thus, the DFA exponents also showed the 
leader’s scaling to be consistently less than the metronome scaling, and for the difference 
between the two to increase across the metronome scaling conditions. Importantly, unlike the 
PSD analysis, these plots do not suggest a substantial difference between the raw and empirical 
metronome IOI series in terms of the variability of the scaling exponents. Consistent with the 
earlier finding that DFA tended to underestimate the scaling exponents, as provided by PSD, the 
regression models for DFA show slightly smaller slopes than those for PSD. 
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Figure 51. The PSD scaling exponents (α) of the leader’s ITI series as a function of the scaling 
exponents of the metronome IOI series and the categorical metronome scaling (dot color), for 
both the raw (left) and empirical (right) metronomes and the synchronization (filled dots) and 
syncopation (empty dots) conditions.  
 
 
Figure 52. The DFA scaling exponents (α) of the leader’s ITI series as a function of the scaling 
exponents of the metronome IOI series and the categorical metronome scaling (dot color), for 
both the raw (left) and empirical (right) metronomes and the synchronization (filled dots) and 
syncopation (empty dots) conditions.  
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 Visual examination of these regression plots suggested a small degree of the predicted 
heteroscedasticity. In particular, there seemed to be greater variation of the data around the 
regression line at the lower metronome scaling conditions (α = -0.35) and less variation around 
the line for the greater scaling conditions (α = 1.4). This effect seemed most evident in the plots 
for the empirical metronome series (i.e., Figures 51 and 52, right panels). This effect can be 
more clearly seen in plots of the residual variation around the regression line as a function of 
the model-predicted values (see Figure 53). These plots tend to show regions of heightened 
variation around the model-predicted values (i.e., heteroscedasticity).  
 
 
Figure 53. The residual variance, calculated as the actual leader ITI scaling exponent minus the 
model-predicted scaling exponent, as a function of the predicted scaling exponents for the 
empirical metronome IOI series from both PSD (left) and DFA (right). 
 
 The Breusch-Pagan method provided a test of whether the degree of heteroscedasticity 
was statistically significant. This method yields χ2-scaled test values with the accompanying 
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tests indicated that there was no significant degree of heteroscedasticity in case of the raw 
metronome IOI scaling from either PSD (p = 0.28) or DFA (p = 0.91). In the case of the empirical 
metronome IOI scaling exponents, the test values were substantially greater, but the degree of 
heteroscedasticity was still not statistically significant for either PSD (p = 0.16) or DFA (p = 0.17). 
 Separate ANOVA’s also tested the fractal scaling of the leader’s and follower’s ITI series 
from the follower-leader system. As expected, these tests revealed significant effects of 
Metronome Scaling on the leader ITI scaling for both PSD, F(6, 30) = 63.53, p < .0005, ηp
2 = .93, 
and DFA, F(6, 30) = 64.9, p < .0005, ηp
2 = .93. These tests also revealed significant effects of 
Metronome Scaling on the follower ITI scaling for PSD, F(6, 30) = 35.31, p < .0005, ηp
2 = .88, and 
DFA, F(6, 30) = 35.31, p < .0005, ηp
2 = .88. As shown in Figure 54, the scaling of the leader and 
follower ITI series increased across the metronome scaling conditions, with the scaling of the 
unconstrained, “baseline” trial falling near that of the highest two scaling conditions (i.e., α = 
1.05 and 1.4). For the metronome scaling conditions with positive scaling exponents, the scaling 
of the follower appeared to fall slightly below that of the leader. A follow-up 2 (Coordination 
Mode) x 7 (Metronome Scaling) x 2 (Participant Role) ANOVA did reveal significant effects of 
Participant Role for both PSD, F(1, 5) = 27.69, p = .003,  ηp
2 = .85, and for DFA, F(1, 5) = 16.72, p 
= .009,  ηp
2 = .77, and there was also a significant interaction of Participant Role and 
Metronome Scaling, F(6, 30) = 3.22, p = .015, ηp
2 = .39, for DFA. Interestingly, this finding 
seemed similar to the finding that the leader’s ITI scaling always fell slightly below that of the 
metronome stimulus. This slight decrease in the scaling is potentially indicative of the 
coordination dynamics underlying the complexity matching between the interacting systems. 
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Figure 54. The scaling exponents (α) for the leader and follower inter-tap interval series as a 
function of categorical Metronome Scaling, with the baseline trials labeled as “BL”, for both PSD 
(left) and DFA (right).  
 
 As before, it was also important to evaluate the continuous relationship between the 
scaling of the leader and follower ITI series with regard to complexity matching. Figure 55 
displays the regression plots for the follower’s ITI scaling as a function of the leader’s ITI scaling 
for the scaling exponents estimated from PSD. It is important to note that there is very little 
difference in the scaling for the synchronization and syncopation conditions, either in terms of 
the regression model parameters or the fit of the data to the model. Visual inspection of the 
plot seemed to suggest some degree of heteroscedasticity, however, with greater residual 
variance toward the lower leader ITI scaling values. The Breusch-Pagan tests revealed that this 
heteroscedasticity was statistically significant, χ2(1) = 9.39, p = .002. The same was true for the 
scaling exponents estimated from DFA. There was a greater difference between the models for 
the synchronized and syncopated conditions, but there was overall a significant degree of 
heteroscedasticity, χ2(1) = 8.37, p = .004, similar to that of the PSD exponents (see Figure 56). 
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Figure 55. The PSD exponents (α) of the follower ITI as a function of the exponents of the 
leader’s ITI and the Metronome Scaling (dot color) and Coordination Mode (filled vs. empty). 
 
 A 2 (Coordination Mode) x 7 (Metronome Scaling) ANOVA’s on the absolute value of the 
degree of residual variation around these regression lines provided a closer examination of the 
structure of this heteroscedasticity. These tests revealed significant effects of Metronome 
Scaling on the amount of residual variation for both PSD, F(6, 30) = 3.03, p = .019, ηp
2 = .38, and 
DFA, F(6, 30) = 2.44, p = .048, ηp
2 = .33. These tests also revealed significant interactions of 
Coordination Mode and Metronome Scaling for both PSD, F(6, 30) = 3.43, p = .011, ηp
2 = .41, 
and DFA, F(6, 30) = 3.43, p = .053, ηp
2 = .32. As shown in Figure 56, for the synchronization 
conditions, the amount of residual variation is lowest in the two highest metronome scaling 
conditions (α = 1.05 and 1.4) and substantially greater in the lowest two metronome scaling 
conditions (α = -0.35 and 0.0). For syncopation, however, there was overall less residual 
variation and no less substantial variation across the metronome scaling conditions. 
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Figure 56. The DFA exponents (α) of the follower ITI as a function of the exponents of the 
leader’s ITI and the Metronome Scaling (dot color) and Coordination Mode (filled vs. empty). 
Note, the one extreme observation from the baseline syncopation condition was not included 
in the calculation of the regression models or the heteroscedasticity statistics. 
 
 
Figure 57. The absolute residual variation, around the regression models for the relationship 
between the leader and follower ITI scaling, as a function of Metronome Scaling and 
Coordination Mode for both PSD (left) and DFA (right). 
Synch
F = 0.86(L) - 0.09
R² = 0.82
Synco
F = 0.78(L) - 0.013
R² = 0.85
-1.05
-0.35
0.35
1.05
1.75
-1.05 -0.35 0.35 1.05 1.75
Fo
llo
w
er
 IT
I S
ca
lin
g 
(F
)
Leader ITI Scaling (L)
Synchronization Syncopation
0
0.1
0.2
0.3
0.4
0.5
-0.35 0.0 0.35 0.7 1.05 1.4 BL
A
b
so
lu
te
 R
es
id
u
al
s
Metronome Scaling (α)
DFA
0
0.1
0.2
0.3
0.4
0.5
-0.35 0.0 0.35 0.7 1.05 1.4 BL
A
b
so
lu
te
 R
es
id
u
al
s
Metronome Scaling (α)
PSD
 
 
128 
 
 These results speak to the primary research question regarding the existence of a 
resonant scaling value in the pacing signal. With respect to the past research (Coey et al., 2014; 
Maremelat et al., 2014), these patterns indicate that there is greater variability in the degree of 
complexity matching when the pacing signals presents an anti-persistent or a random pattern 
of variation, and far more stable complexity matching when the pacing signal presents a 
persistent pattern. Although the results of the ANOVA do not provide strong enough evidence 
to support the existence of a specific resonant scaling value, they do seem to suggest that the 
greater persistence generally yields a closer match between the scaling exponents of the two 
interacting systems. More interestingly, these findings also seem to suggest that the mode of 
coordination between the two systems matters for the degree of complexity matching. 
Counter-intuitively, the syncopated condition appears to yield less residual variation than the 
synchronization condition. It is unclear exactly what process underlies this difference between 
the coordination modes. This finding does create the interesting possibility of mapping 
differences in the local and global correlations onto these differences in complexity matching, 
thereby illuminating the coordination process driving these effects. 
 Finally, it was important to test how the experimental manipulations affected the 
scaling of the asynchrony (ASY) time series for both the leader-metronome and follower-leader 
systems. The ANOVA’s for the leader-metronome system only revealed a marginally significant 
effect of Metronome Scaling for PSD, F(5, 25) = 2.33, p = .072, ηp
2 = .32, wherein the scaling of 
the ASY series during the highest metronome scaling condition (α = 1.4, M = 0.88, SD = 0.24) 
was slightly greater than those of the two lowest metronome scaling conditions (α = -0.35, M = 
0.65, SD = 0.22; α = 0.0, M = 0.58, SD = 0.32). This effect was not significant, however, in the 
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ANOVA for the DFA exponents. The ANOVA’s for the follower-leader system showed significant 
effects of Coordination Mode, both for PSD, F(1, 5) = 24.92, p = .004, ηp
2 = .83, and DFA F(1, 5) = 
31.25, p = .003, ηp
2 = .86. The ANOVA for DFA also revealed a significant interaction for 
Coordination Mode and Metronome Scaling, F(6, 30) = 2.6, p = .038, ηp
2 = .34. As shown in 
Figure 58, the effect of Metronome Scaling reflected the expected greater ASY scaling in 
syncopation than in synchronization (e.g., Chen et al., 2001). The interaction effect was driven 
by a diminished difference between the ASY scaling of the two coordination modes in the 
highest metronome scaling condition (α = 1.4) and in the baseline condition. When taken 
together with the effect of Metronome Scaling in the leader-metronome system, this finding 
suggests that when the pacing signal is extremely persistent, the asynchrony also tend to 
become much more persistent. This finding potentially reflects an important property of the 
coordination dynamics between the interacting systems. This idea can be further explored with 
analyses of the local and global correlations. 
 
 
Figure 58. The PSD (left) and DFA (right) scaling exponent (α) for the asynchrony between the 
follower and the leader as a function of Metronome Scaling and Coordination Mode. 
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In summary, the analyses of the fractal scaling in the inter-event interval and 
asynchrony series were in line with expectations. The scaling inter-onset intervals of the 
metronome were as prescribed, and the scaling of the leader and follower ITI series were 
significantly influenced by the (categorical) metronome scaling conditions. More importantly, 
the scaling of the interacting systems was strongly correlated on a more fine-grained, 
continuous scale. Even more importantly, these fine-grained relationships revealed one of the 
hypothesized patterns of heteroscedasticity. That is, there was more residual variability about 
the regression line defining the complexity matching relationship for the lower scaling values 
than for the higher scaling values. This finding suggested that rather than a particular, resonant 
scaling value, greater persistent scaling yielded more stable complexity matching. Finally, the 
scaling of the asynchrony series was generally as expected, with the one exception being an 
increase in the scaling for the highest metronome scaling condition. 
Local, Short Timescale Correlation 
 The standard cross-correlation (XCOR) and windowed detrended cross-correlation 
(WDCC) analyses were performed according to the description provided in Chapter II. These 
analyses were performed both between two inter-event interval series and between the 
asynchrony and inter-event series. The metronome inter-onset interval (IOI) series was 
correlated with leader inter-tap interval (ITI) series, with the metronome series as the referent. 
The leader ITI series was correlated with the follower ITI series, with the leader series as the 
referent. Similarly, the leader-metronome asynchrony (ASY) series was correlated with the 
leader ITI series, and the follower-leader ASY series was correlated with the follower ITI series, 
with the ASY series as the referent in both cases. The maximum time lag was ±10 samples for 
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both XCOR and WDCC. The window size was 15 samples for WDCC. The windows were non-
overlapping, and a local linear trend (i.e., least-squares regression) was removed from each 
window prior to cross-correlation. 
 First, a visual examination of the XCOR functions for the leader-metronome system 
revealed the expected pattern of cross-correlation (see Figure 59 left panel). That is, the greater 
metronome scaling conditions lead to slightly higher peak cross-correlations and much slower 
rate of decay as a function of time lag. As in Experiment 1, the peak correlations were at lag 1, 
indicating that the leader’s ITI tended to be most strongly correlated with the metronome 
preceding IOI (i.e., the leader lagged behind the metronome). The WDCC functions were also 
generally as expected (see Figure 58, right panel). That is, the peak correlations were also 
located at lag 1, and the longer-range correlations were largely attenuated by the windowing 
and detrending procedures. Interestingly, the WDCC functions also show a lessened difference 
between the height of the peak correlations as a function of the metronome scaling condition, 
with the highest scaling condition (α = 1.4) presenting a lower peak than the other conditions. 
As before, ANOVA tests within the different time lags confirmed this pattern of effects 
was statistically significant. For the ANOVA on XCOR, there was a significant effect of 
Metronome Scaling on the lag 1 coefficients, F(5, 25) = 4.45, p = .005, ηp
2 = .47, with the higher 
metronome scaling conditions giving rise to a greater peak lag 1 correlation. There was also a 
significant effect of Metronome Scaling on the lag 2, F(5, 25) = 153.39, p < .0005, ηp
2 = .97, and 
lag 3, F(5, 25) = 162.99, p < .0005, ηp
2 = .97 coefficients, indicating that the higher metronome 
scaling conditions yielded greater longer-range correlations. The ANOVA on WDCC revealed a 
significant effect of Metronome Scaling on the lag 1 peak correlations, F(5, 25) = 3.74, p = .012,  
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Figure 59. The standard cross-correlation (left) and windowed detrended cross-correlation 
(right) functions for the metronome inter-onset interval and leader inter-tap interval series as a 
function of Metronome Scaling. 
 
ηp
2 = .43, with all Metronome Scaling conditions yielding equivalent peak correlations except 
for the highest metronome condition (α = 1.4), which yield a lower peak correlation. 
Interestingly, there were significant effects of Metronome Scaling for both the lag 2, F(5, 25) = 
17.57, p < .0005, ηp
2 = .78, and lag 3, F(5, 25) = 5.83, p = .001, ηp
2 = .54, coefficients, but no 
significant effect of Metronome Scaling for lag 4. This pattern indicates that the longer-range 
correlations exhibited in the XCOR analyses were not entirely eliminated by the windowing and 
detrending procedures, at least for lag 2 (see Figure 60). 
 Visual examination for the cross-correlation functions for the follower-leader system 
revealed a similar pattern (see Figure 61). As before, synchronization lead to a lag 1 peak 
correlation, as in the leader-metronome system, while the syncopation lead to a lag 0 peak 
correlation. As discussed in Chapter III, the lag 0 peak correlation, to some extent, still reflects 
the follower adjusting their behavior to past instances of the leader’s behavior, as the event  
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Figure 60. The windowed detrended cross-correlation for the metronome inter-onset intervals 
and the leader inter-tap intervals as a function of Time Lag and Metronome Scaling. 
 
defining the “current” follower ITI actually occurs after the event defining the current leader ITI, 
in real time. Besides this difference, the cross-correlation findings close resemble those of the 
leader-metronome system. The XCOR functions revealed differences in the height of the peak 
and the rate of decay as a function of the Metronome Scaling condition. The WDCC functions 
revealed essentially the same pattern of peaks, but greatly attenuated longer-range correlation. 
The baseline condition revealed an interesting pattern of cross-correlation. Most notably, the 
peak correlations were weaker than the other metronome scaling conditions, particularly in the 
syncopation conditions. 
 An ANOVA’s for the XCOR functions revealed a significant effect of Metronome Scaling 
on the lag 1 peak correlations, F(6, 30) = 2.87, p = .025, ηp
2 = .37, wherein the second-most 
persistent metronome condition (α = 1.05) yielded higher peak correlation than did the  
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Figure 61. The standard and windowed detrended cross-correlation functions for the leader and 
follower inter-tap interval series as a function of Coordination Mode and Metronome Scaling. 
 
anti-persistent (α = -0.35) and baseline conditions. There were also a significant effect of 
Metronome Scaling on the lag 2, F(6, 30) = 6.34, p < .0005, ηp
2 = .56, and lag 3, F(6, 30) = 16.49, 
p < .0005, ηp
2 = .77, coefficients, reflecting the tendency for a slower rate of decay for the more 
persistent metronome conditions. Here, the baseline condition gave rise to a rate of decay 
similar to those of the two most persistent metronome conditions. The ANOVA’s on the WDCC 
functions revealed a significant effect of Metronome Scaling on the peak correlation, F(6, 30) = 
3.67, p = .008, ηp
2 = .42, with markedly low peaks for baseline, especially during syncopation. 
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There were not, however, any significant effects of Metronome Scaling within the other lags, 
reflecting the equal attenuation of longer-range correlations within all metronome scaling 
conditions. 
Taken together, these findings demonstrate that the fractal scaling of the pacing 
stimulus does affect the degree of short timescale correlation between the interacting systems. 
The intervals of the uni-directionally coupled system are most strongly associated with the 
immediately previous intervals of the referent system. There are considerable longer-range 
correlations between the unaltered interval series, and the strength of these longer-range 
correlations is increased with the degree of persistence in the pacing stimulus. These longer-
range correlations are essentially eliminated by the windowing and detrending procedures, but 
the peak correlations are not, indicating that the longer-range interactions are dissociable from 
the immediate, short timescale interactions between systems. 
The pattern of effects for the cross-correlations between the inter-tap interval and 
asynchrony (ASY) series also closely mirror those found in Experiment 1. Visual examination of 
the cross-correlation functions for the leader-metronome system show the same positive lag -1, 
negative lag 0 pattern of peaks as observed in Experiment 1. Within the XCOR functions, the 
height of the lag -1 peaks seemed to be slightly influenced by the metronome scaling condition, 
but not the height of the negative lag 0 peaks. These differences in the lag -1 peaks seemed to 
be eliminated within the WDCC functions. Unlike the findings of Experiment 1, however, the 
manipulation of the metronome scaling seemed to yield differences in the (XCOR) longer-range 
correlations between the ASY and ITI series. More persistent scaling in the metronome gave 
rise to weaker negative-lag correlations and stronger positive-lag correlations. Another way to 
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view this effect is to understand the metronome scaling manipulation as shifting the entire 
cross-correlation function “downward”, toward the negative correlation region. This effect was 
apparently absent from the WDCC functions. This effect indicates that the current ITI tended to 
be related more strongly to previous asynchrony observations when the scaling in the pacing 
stimulus was more persistent (see Figure 62).  For example, a large, positive asynchrony (i.e., 
indicating the leader lagged behind the metronome) would be associated with shorter ITI’s a 
few observations later. 
 
 
Figure 62. The standard (left) and windowed detrended (right) cross-correlation functions 
between the leader-metronome asynchrony series and the leader inter-tap interval series as a 
function of the metronome scaling condition. 
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2 = .76, on the positive, lag -1 peak coefficients, with 
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significant effect of Metronome Scaling on the positive, lag -1 coefficients from WDCC, but this 
effect only reflected a small dip in these coefficients for the middle two metronome scaling 
conditions. There was also a significant effect of Metronome Scaling on the WDCC lag 0 
coefficients, F(5, 25) = 2.58, p = .052, ηp
2 = .34, with the lower metronome scaling conditions 
yielding stronger negative peaks. In terms of the absolute magnitude, however, both of effects 
were very small (see Figure 63). Finally, regarding the longer-range correlations, there was a 
significant effect of Metronome Scaling of the XCOR coefficient out to at least lag 6, F(5, 25) = 
6.36, p = .001, ηp
2 = .56, but not for the WDCC coefficients. 
 
 
Figure 63. The lag -1 (left) and lag 0 (right) windowed detrended cross-correlation coefficients, 
between the leader-metronome asynchrony and the leader inter-tap interval series, as a 
function of Metronome Scaling and Coordination Mode. 
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and WDCC functions. The XCOR functions, particularly those in the synchronization condition, 
also appeared to show differences in the longer-range cross-correlations as a function of 
Metronome Scaling. As observed in Experiment 1, the overall height of the peaks was lessened 
in the syncopation condition, more so in the XCOR functions than in the WDCC functions. 
 The ANOVA on the XCOR lag -1 coefficient revealed a marginally significant effect of 
Metronome Scaling, F(6, 30) = 2.26, p = .064, ηp
2 = .31, wherein greater metronome scaling 
conditions tended to yield more positive lag -1 peaks and the baseline condition yielded a 
weaker peak. There was also a marginally significant effect of Metronome Scaling, F(6, 30) = 
2.28, p = .062, ηp
2 = .31, on the height of the lag 0 peaks, with the baseline condition tending to 
yield weaker negative peaks than the other metronome scaling conditions. More importantly, 
there was a significant effect of Coordination Mode, F(1, 5) = 60.62, p = .001, ηp
2 = .92, wherein 
the syncopation condition produced much weaker negative peaks than did synchronization. The 
ANOVA on the WDCC lag -1 coefficients revealed both significant effects of Coordination Mode, 
F(1, 5) = 9.89, p = .026, ηp
2 = .66, and Metronome Scaling, F(6, 30) = 3.51, p = .009, ηp
2 = .41. 
Here, the positive lag -1 peaks were greater within the synchronization condition and there was 
a tendency for the baseline condition to produce higher lag -1 peaks than the other metronome 
scaling conditions. The ANOVA for the WDCC lag 0 coefficient showed only a significant effect 
of Coordination Mode, F(1, 5) = 30.53, p = .003, ηp
2 = .86, with the syncopated condition giving 
rise to weaker negative lag 0 peaks than synchronization. There was a tendency for the baseline 
condition to produce weaker negative peaks, but this tendency was not statistically significant. 
All of these effects on the structure of the peaks are depicted in Figure 65. Finally, an ANOVA on 
the XCOR lag 6 coefficients demonstrated a significant effect of Metronome Scaling, F(6, 30) =  
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Figure 64. The standard (left column) and windowed detrended (right column) cross-correlation 
functions, for both the synchronization (top row) and syncopation (bottom row) conditions, as 
a function of Metronome Scaling. 
 
2.9, p = .024, ηp
2 = .37, and a significant interaction of Coordination Mode and Metronome 
Scaling,  F(6, 30) = 6.19, p < .0005, ηp
2 = .55. These findings indicated that the greater 
metronome scaling conditions yielded greater longer-range correlations within the 
synchronization condition, but not within the syncopation condition. There were no significant 
effects for the WDCC lag 6 coefficients, reflecting the absence of longer-range correlations 
within this analysis technique. 
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 In summary, the analyses of the local, short timescale correlations between the 
interacting systems generally revealed the expected pattern of results. First, the cross-
correlation between the inter-event intervals series revealed the expected moderate, positive 
peak at lag 1 (lag 0 for the follower-leader system during syncopation). These peaks were not 
strongly influenced by the windowing and detrending procedures involved in WDCC, indicating 
that these peaks do reliably reflect short-term coordination between systems. In contrast, the 
longer-range correlations observed in XCOR were eliminated in WDCC, indicating that these 
correlations arise from the trends that play out across many observations. Consistently, the 
more persistent metronome scaling conditions gave rise to much stronger longer-range 
correlations, as these persistent dynamics are characterized by patterns of fluctuation (i.e., 
trends) that occur over a substantial period of time.  Similarly, the XCOR and WDCC functions 
showed very similar patterns of positive, lag -1 and negative, lag 0 peaks between the 
asynchrony and inter-tap interval series. Thus, these peaks do reflect a short-term coordination 
process between the interacting systems, wherein the current inter-tap interval is weakly 
positively related to the following asynchrony and moderately to strongly negatively related to 
the current asynchrony. In other words, long tap intervals are associated with larger asynchrony 
in the next observation (e.g., where the leader lags behind the metronome) and with smaller 
asynchrony to the current observation (e.g., where the leader taps ahead of the metronome). 
Again, the past literature has considered this pattern of cross-correlation to be indicative of a 
short-term coordination strategy. Unlike the results of Experiment 1, however, the most 
persistent metronome scaling conditions tended to show longer-range correlations, in which 
the positive or negative relationships decayed more slowly over increasing time lags. These  
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Figure 65. The standard (left column) and windowed detrended (right column) lag -1 (top row) 
and lag 0 (bottom row) coefficients as a function of Metronome Scaling and Coordination 
Mode. 
 
findings indicate that there are also persistent trends in the interaction of the asynchrony and 
tap interval dynamics when the pacing signal presents a strongly persistent dynamic. Again, it is 
important to appreciate that the elimination of the longer-range correlation with windowing 
and detrending does not imply that these are not real facets of the behavior, only that they are 
driven by longer-timescale fluctuations in the behavior that are attenuated in these procedures. 
A complete account of the coordination processes underlying these observed dynamics 
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depends on assessment of dynamical models. That is, it is possible that the longer-range trends 
in the behavior, and the associated longer-range correlations, can be accounted for by a short-
term coordination process (Torre et al., 2013). Nonetheless, it is also important that the existing 
models be tested and modified to account for the patterns observed in the real behavioral 
data, such as the current findings regarding these specific experimental manipulations. 
Global, Multi-Timescale Correlation 
 The detrended cross-correlation analysis (DCCA) and the cross-wavelet coherence 
(XWC) analysis techniques were performed in accordance with the description provided in 
Chapter II. Both analysis techniques were performed on the matched inter-event interval series 
from the leader-metronome and follower-leader systems. For DCCA, 16 observations was the 
minimal window size and the maximal window size was limited to 1/4th the length of the time 
series (i.e., 128 observations). The windows were non-overlapping and a linear trend within the 
window was removed from each series prior to computing their covariance. For XWC, the 
wavelet periods were determined by the length of the time series, with a minimum period of 
approximately 2 observations and a maximum period of approximately 176 observations. For 
both analyses, the empirical inter-event interval series were compared to randomly shuffled 
surrogate series. 
 Visual examination of the DCCA-ρ functions for the leader-metronome system revealed 
the expected pattern of cross-correlation (see Figure 66). Both the DCCA-ρ for the starting value 
and the asymptotic value of the DCCA-ρ functions seemed to be influenced by the scaling of the 
metronome inter-onset interval (IOI) series. More specifically, the anti-persistent (α = -0.35) 
and random (α = 0.0) metronome conditions showed a lower starting value and a much lower 
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asymptotic value than the other, persistent metronome conditions. In contrast to the empirical 
series, the randomized surrogate series showed essentially zero correlations across all of the 
window sizes. The DCCA-ρ functions for the follower-leader system within the synchronization 
condition revealed the same basic pattern (see Figure 67). The lower two metronome scaling 
conditions showed lower starting and asymptotic values than the other metronome conditions, 
including the baseline condition. As in Experiment 1, however, the syncopation condition 
showed a different pattern of cross-correlation wherein the lower metronome scaling 
conditions showed higher starting values and all of the functions showed an overall “flatter” 
profile, without as much change in the cross-correlation across window sizes.  
 
 
Figure 66. The DCCA-ρ functions between the metronome inter-onset intervals and the leader 
inter-tap intervals as a function of Metronome Scaling. Note, this figure only depicts the 
synchronization condition, but the syncopation condition revealed a similar pattern. 
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Figure 67. The DCCA-ρ functions between the leader and follower inter-tap intervals as a 
function of Metronome Scaling for both synchronization (left) and syncopation (right). 
 
As in Experiment 1, a 2 (Coordination Mode) x 6 (Metronome Scaling) x 15 (Window 
Size) ANOVA confirmed this pattern of effects. There was a significant effect of Window Size, 
F(2.71, 13.52) = 242.73, p < .0005, ηp
2 = .55, and a significant effect of Metronome Scaling, F(5, 
25) = 144.84, p < .0005, ηp
2 = .97, but no significant interaction of Window Size and Metronome 
Scaling. This indicates that all the metronome scaling conditions showed essentially the same 
pattern of change in DCCA-ρ across increasing window sizes, and instead simply differ in terms 
of their average DCCA-ρ. Specifically, only the greatest two metronome scaling conditions were 
statistically similar in terms of their mean DCCA-ρ, and all other comparisons were statistically 
significant (all p’s < .027). The significance of this finding ultimately reflects the extremely small 
standard errors generated at the asymptotic (i.e., ceiling) values. In terms of the absolute size 
of these effects, there was little difference between the three most persistent scaling 
conditions (α = 0.7, M = .85; α = 1.05, M = .88; α = 1.4, M = .89), and a gradual decrease from 
the mildly persistent to the anti-persistent scaling condition (α = 0.35, M = .77; α = 0.0, M = .65; 
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α = -0.35, M = .50). The ANOVA also revealed a significant interaction of Coordination Mode 
and Metronome Scaling, F(5, 25) = 144.84, p < .0005, ηp
2 = .97, indicating that synchronization 
and syncopation differed in their patterns of mean DCCA-ρ across the metronome scaling 
conditions. This effect was primarily driven by differences in the mean DCCA-ρ in the lowest 
two metronome conditions between the synchronization (α = 0.0, M = .63; α = -0.35, M = .47) 
and syncopation (α = 0.0, M = .68; α = -0.35, M = .53). This very slight increase in mean DCCA-ρ 
for the syncopation condition did not seem to pose any interesting theoretical implications or 
to warrant further consideration. 
 The ANOVA’s for the follower-leader system during synchronization revealed significant 
effects of Window Size, F(4.63, 23.14) = 202.47, p < .0005, ηp
2 = .98 and Metronome Scaling, 
F(6, 30) = 5.73, p < .0005, ηp
2 = .53, and significant interactions between Coordination Mode 
and Metronome Scaling, F(6, 30) = 2.71, p = .032, ηp
2 = .35, Coordination Mode and Window 
Size, F(3.64, 18.22) = 22.33, p < .0005, ηp
2 = .82, and Metronome Scaling and Window Size, 
F(16.37, 81.87) = 2.98, p = .001, ηp
2 = .37. A follow-up ANOVA showed that there were 
significant effects of Metronome Scaling, F(6, 30) = 24.27, p < .0005, ηp
2 = .83, and Window Size, 
F(2.1, 10.49) = 143.03, p < .0005, ηp
2 = .97, as well as a significant interaction between 
Metronome Scaling and Window Size, F(11.16, 55.8) = 2.36, p = .017, ηp
2 = .32, within the 
synchronization condition. In contrast, there was a significant effect of Window Size, F(7, 15) = 
69.22, p < .0005, ηp
2 = .93, and a significant interaction of Window Size and Metronome Scaling, 
F(15.01, 75.04) = 1.81, p = .048, ηp
2 = .27, but no significant effect of Metronome Scaling within 
the syncopation condition. This pattern of effects indicates that in both coordination modes 
there is a general increase in DCCA-ρ across window sizes, and that the pattern of increase 
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depends on the metronome scaling condition, but in the syncopation condition there is no 
overall difference in mean DCCA-ρ across those metronome scaling conditions. Again, this 
pattern is consistent with the findings of Experiment 1, but there is still no clear reason to 
explain why syncopated tapping would produce higher starting values and flatter functions. 
Counter-intuitively, this finding suggests that the co-variation in the participants’ inter-tap 
intervals is actually stronger when they tap in alternation than when they tap in synchrony. This 
finding contrasts with some of the analyses of the short timescale correlation (ASY-ITI cross-
correlation). As before, this finding could be corroborated by the cross-wavelet analyses. 
 Visual examination of the cross-wavelet coherence (XWC) functions for the leader-
metronome system did suggest a similar pattern of effect to those of the DCCA-ρ functions (see 
Figure 68). That is, all of the persistent metronome conditions seemed to quickly asymptote to 
a similar value (XWC ≈ 0.97). The random and anti-persistent conditions seemed to more 
gradually asymptote to lower values (XWC ≈ 0.76 and 0.67, respectively). As in Experiment 1, 
the function for the randomized surrogate series was not near zero and showed a slight 
increase in the largest periods, but was still substantially lower than the empirical series. Unlike 
DCCA-ρ, all these functions appeared to have the same starting value (XWC ≈ 0.5), but it is 
important to note that these functions begin at a much smaller timescale (i.e., 2 observations) 
than do the DCCA-ρ functions (i.e., 16 observations). 
 The XWC functions for the follower-leader system revealed a very similar pattern (see 
Figure 69). The functions within the synchronization condition appeared to show a similar 
differentiation between the asymptotic values of the persistent metronome conditions (as well 
as baseline) and those of the random and anti-persistent conditions. Consistent with the  
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Figure 68. The cross-wavelet coherence functions between the metronome inter-onset interval 
and the leader inter-tap interval series as a function of Metronome Scaling. Note, this figure 
only depicts the functions for synchronization, but syncopation revealed a similar pattern. 
 
 
Figure 69. The cross-wavelet coherence functions between the leader and follower inter-tap 
interval series as a function of Metronome Scaling for both the synchronization (left) and 
syncopation (right) conditions. 
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findings of the DCCA-ρ analyses, the XWC functions for the syncopation condition showed a less 
clear differentiation between the metronome scaling conditions, with overall greater 
asymptotic values for the random and anti-persistent conditions than observed in the 
synchronization condition. This finding is in contrast to those of Experiment 1, in which the XWC 
functions for the syncopation condition did not appear to corroborate the findings for the 
DCCA-ρ functions. Thus, it is unclear whether the reduced effects of Metronome Scaling in 
syncopation are truly an artifact of the DCCA technique, and to what extent it reflects 
meaningful differences in the coordination dynamics underlying complexity matching. 
 In summary, the analyses of the global, multi-timescale correlation between the 
interacting systems provided an informative pattern of results. As in Experiment 1, the inter-
event interval series showed stronger multi-timescale correlations when the pacing signal 
presented a persistent dynamic, and was weaker when the pacing stimulus presented a random 
or anti-persistent dynamic. All of these cross-correlations were greater than those of the 
randomized surrogate series. Interestingly, both the DCCA-ρ and XWC techniques appear to 
agree that there is an increase in the cross-correlation at the smaller timescales during 
syncopated tapping. As mentioned in Experiment 1, this increase does not appear to be related 
to corresponding changes in the short-term cross-correlations. The short-term analyses 
between the cross-correlation of inter-event interval series were equally strong in syncopation 
and synchronization, and the cross-correlation of the asynchrony and inter-tap interval series 
was actually weaker during syncopation. Thus, the theoretical implication of this finding is still 
an open and important question. 
Complexity Matching and Time-Dependent Correlations 
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 Careful comparisons between the outcomes of the three different classes of analyses 
allowed for more direct tests of the broader research questions regarding the complexity 
matching effects and the nature of the underlying coordination. Specifically, these tests were 
designed to answer the final research question regarding (1) to what extent is complexity 
matching was related to local, short timescale correlations, (2) to what extent is complexity 
matching was related to global, multi-timescale correlations, and (3) to what extent were the 
local and global correlations related to one another. 
 These analyses required generating specific scores, for each trial and every participant, 
to quantify these conceptual variables. In particular, there is no established method of 
generating a “complexity matching” score for an individual observation, as complexity matching 
is typically evaluated by a correlation of the scaling exponents, which is defined across many 
observations. Some past research has generated individual complexity matching scores by 
simply differencing the scaling exponents of two systems (Abney et al., 2014; Coey et al., 2014). 
The issue with this approach is that it ignores the more specific relationship between the 
scaling exponents of the two systems. As demonstrated in the current experiment, the linear 
regressions between the metronome and leader scaling exponents (and the leader and follower 
exponents) did not reveal a y-intercept of 0 and a slope of 1 (e.g., Figures 56). Thus, the 
complexity matching scores here were calculated as the absolute residual variation of the 
comparison systems’ fractal scaling exponent from the regression models. These scores are 
here called “CM-PSD” and “CM-DFA”, for the two fractal analyses, respectively. 
The scores for the short timescale correlations were the peak correlations from both 
XCOR and WDCC. For the cross-correlation between the two inter-event interval series, this was 
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the lag 1 coefficient, except for the follower-leader system in the syncopation condition, where 
it was the lag 0 coefficient. These scores were referred to as “XCOR-P” and “WDCC-P”, for the 
two analyses, respectively.  For the cross-correlation between the asynchrony and inter-tap 
interval series, these were the positive, lag -1 (“XCOR-PP” and “WDCC-PP”) and negative, lag 0 
(“XCOR-NP” and “WDCC-NP”) coefficients. As the intent of these scores was particularly to 
quantify a local coordination process, the coefficients defining the longer-range cross-
correlations were not used. 
The scores for the multi-timescale correlations were the asymptotic values from both 
the DCCA-ρ and XWC functions. As the XWC functions showed an increase in the cross-
correlation of the randomized surrogates over the longest timescales (e.g., Figure 69), these 
values were not calculated including those timescales. So that roughly the same timescales 
would be used in both DCCA-ρ and XWC, these values were calculated as the average cross-
correlation of timescales between 64 to 96 samples. These scores were simply called “DCCA” 
and “XWC”, for the two analysis techniques, respectively. 
The first step in these analyses was simply to compute the bivariate correlations 
between all of these scores. All of these bivariate correlations for the leader-metronome 
system are presented in Table 1. First, it is important to note that there were generally strong 
positive correlations between the pairs of analyses within each class of analyses. That is, the 
complexity matching scores from PSD and DFA were significantly correlated, the peak 
coefficients from the XCOR and WDCC were significantly correlated, and the asymptotic scores 
from DCCA-ρ and XWC were significantly correlated. These correlations are important as they 
reflect and general agreement between analyses of the same class.  
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Table 1. 
Correlations between all performance scores for the leader-metronome system.  
 
 
The complexity matching scores did not generally show strong relationships to the short 
timescale cross-correlations. More precise tests of these relationships were provided by 
hierarchal multiple regression models of the complexity matching scores. To account for the 
within-subjects design, and to examine the relationships between the scores above and beyond 
the effects of the experimental manipulations, the Pair Number, Coordination Mode, and the 
Metronome Scaling conditions were entered in the first step. The predictors from the short 
timescale correlations were entered in the second step. These tests showed that XCOR-P (ΔR2 = 
.04, p = .08) and WDCC-P (ΔR2 = .06, p = .04) accounted for a significant amount of variance in 
the CM-PSD scores above and beyond the experimental variables. The tests also showed that 
XCOR-P (ΔR2 = .04, p = .07) and WDCC-P (ΔR2 = .04, p = .08) accounted for a significant amount 
of additional variance in the CM-DFA scores. Overall, however, these models did not account 
for a substantial amount of variance in the complexity matching scores (mean R2 = .09, mean p 
= .195). None of the explored models using predictors from the cross-correlation between 
Score 1 2 3 4 5 6 7 8 9
1. CM-PSD -
2. CM-DFA    0.42*** -
3. XCOR-P   -0.25*   -0.24* -
4. WDCC-P   -0.19   -0.08     0.63*** -
5. XCOR-PP    0.08    0.28*   -0.31**    0.23* -
6. XCOR-NP   -0.001   -0.02   -0.29*   -0.50***   -0.01 -
7. WDCC-PP    0.07    0.21   -0.12   -0.19    0.39***   -0.07 -
8. WDCC-NP    0.14    0.05   -0.56***   -0.86***   -0.22    0.77***    0.05 -
9. DCCA   -0.15   -0.29**    0.54***   -0.08   -0.58***   -0.11   -0.03   -0.06 -
10. XWC   -0.12   -0.37***    0.31**   -0.19   -0.49***   -0.03   -0.05    0.05   0.83***
Note: *p < .05   **p < .01   ***p < .001
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asynchrony and inter-tap intervals (XCOR-NP, XCOR-PP, WDCC-NP, and WDCC-PP) accounted 
for a significant amount variance in the complexity matching scores above and beyond the 
experimental variables. 
 The complexity matching scores from DFA did show moderate relationships to the 
asymptotic scores of the global correlation analyses. Specifically, greater global, multi-scale 
correlation was associated with tighter complexity matching (i.e., smaller deviation of the 
leaders’ scaling from the predicted value).  The hierarchal regressions showed that the DCCA 
(ΔR2 = .10, p = .007) and XWC (ΔR2 = .13, p = .004) accounted for variance in CM-DFA above and 
beyond the experimental variables. Moreover, both the DCCA (R2 = 0.17, p = .016) and XWC (R2 
= 0.18, p = .01) models did account for a significant total amount of variance in the DFA 
complexity matching scores. There were no significant findings for the models exploring the 
PSD complexity matching scores.  
 Finally, the degree of global correlation did seem to be strongly related to the short 
timescale correlation. Specifically, as shown in Table 1, both DCCA and XWC showed significant 
correlations to peak coefficients from the standard cross-correlation technique (XCOR-P and 
XCOR-PP). Accordingly, a hierarchal regression model on DCCA did show that XCOR-P (ΔR2 = 
.025, p = .005) accounted from a significant amount of variance above and beyond the 
experimental factors, and that the full model accounted for a considerable amount of total 
variance in DCCA (R2 = 0.80, p < .0005). Similarly, another model showed that the XCOR-PP and 
XCOR-NP (ΔR2 = .05, p < .0005) significant accounted for variance in DCCA beyond the 
experimental factors, and that the full model was also significant (R2 = 0.82, p < .0005). 
Consistent with the bivariate correlations, however, only the XCOR-PP predictor was shown to 
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be significant, β = -.23, t(66) = -4.2, p < .0005, and that XCOR-NP was not. In contrast to the 
bivariate correlations, the peak coefficients from the WDCC cross-correlation analyses also 
were significant predictors of the DCCA global correlation. Specifically, WDCC-P (ΔR2 = .05, p < 
.0005) and WDCC-PP (ΔR2 = .07, p < .0005) accounted for variance beyond the experimental 
factors, and both full models account for a significant total amount of variance in DCCA (R2 = 
0.82, p < .0005 and R2 = 0.84, p < .0005). In contrast to the bivariate correlations, there were no 
significant findings for models of the XWC global correlation. Instead these models revealed 
that the metronome scaling condition alone accounted for most of the variance in the XWC 
asymptotic values. 
 The same analysis process uncovered a similar, but stronger pattern of findings within 
the follower-leader system. The bivariate correlations are presented in Table 2.  
 
Table 2. 
Correlations between all performance scores for the follower-leader system. 
 
  
 
Score 1 2 3 4 5 6 7 8 9
1. CM-PSD -
2. CM-DFA    0.64*** -
3. XCOR-P   -0.43***   -0.35*** -
4. WDCC-P   -0.39***   -0.34***    0.92*** -
5. XCOR-PP    0.37***    0.37***   -0.53***   -0.53*** -
6. XCOR-NP    0.16    0.14   -0.48***   -0.46***    0.36*** -
7. WDCC-PP    0.30**    0.22*   -0.48***   -0.61***    0.78***    0.11 -
8. WDCC-NP    0.17    0.15   -0.50***   -0.46***    0.31**    0.95***    0.09 -
9. DCCA   -0.43***   -0.37***    0.59***    0.35***   -0.23*   -0.16    0.003   -0.15 -
10. XWC   -0.45***   -0.44***    0.49***    0.25*   -0.20   -0.24*    0.03   -0.23*   0.86***
Note: *p < .05   **p < .01   ***p < .001
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As in the leader-metronome system, there were strong positive correlations indicating 
agreement between the analyses of the same class (e.g., CM-PSD and CM-DFA). More 
importantly, these correlations tended to reveal overall stronger relationships between the 
complexity matching scores, the short timescale peak coefficients, and the global correlation 
asymptotic values than those observed in the leader-metronome system. It is also important to 
note that there were much stronger correlations between the peak coefficients from the cross-
correlation between inter-event interval series and those between the asynchrony and inter-
tap intervals, indicating these predictors each carry less unique information than in the leader-
metronome system. 
A hierarchal multiple regression model of the complexity matching scores showed 
strong predictive power for the peak coefficients from the short timescale cross-correlation 
analyses. For the models of the complexity matching scores from PSD (CM-PSD), the second 
steps with predictors of XCOR-P (ΔR2 = .19, p < .0005), WDCC-P (ΔR2 = .20, p < .0005), XCOR-PP 
and XCOR-NP (ΔR2 = .22, p < .0005), and WDCC-PP and WDCC-NP (ΔR2 = .19, p < .0005) all 
accounted for a significant amount variance above and beyond that captured by the 
experimental variables. For the models of the DFA complexity matching scores (CM-DFA), the 
second steps with predictors of XCOR-P (ΔR2 = .12, p = .001), WDCC-P (ΔR2 = .15, p < .0005), 
XCOR-PP and XCOR-NP (ΔR2 = .20, p < .0005), and WDCC-PP and WDCC-NP (ΔR2 = .13, p = .003) 
all also accounted for a significant amount variance above and beyond that captured by the 
experimental variables. All of these models captured a significant total amount of variance in 
the complexity matching scores (mean ΔR2 = .24, mean p < .0005). It is important to note that, 
due to their multicollinearity, when the predictors from the inter-event interval cross-
 
 
155 
 
correlations (e.g., XCOR-P) and those from the asynchrony and inter-tap interval cross-
correlations (e.g., XCOR-PP and XCOR-NP) were entered into the same model, they limited the 
amount of unique variance captured by each predictor to non-significant values. It is also 
important to mention that, within the first step, the metronome scaling condition also reliably 
captured a significant amount of variance within the complexity matching scores. This effect is 
consistent with the earlier findings regarding the heteroscedasticity of the complexity matching 
within the follower-leader system. 
 The bivariate correlations showed much stronger, negative relationships between the 
complexity matching scores and the asymptotic values from the global correlation techniques. 
Accordingly, the models CM-PSD showed that DCCA (ΔR2 = .13, p = .001) and XWC (ΔR2 = .15, p 
< .0005) accounted from a significant amount of variance above and beyond that captured by 
the experimental factors. Models of CM-DFA also showed that DCCA (ΔR2 = .09, p = .006) and 
XWC (ΔR2 = .14, p < .0005) captured a significant amount of additional variance. All of these full 
models captured a significant portion of variance in the complexity matching scores (mean ΔR2 
= .21, mean p = .004). As before, the metronome scaling condition capture a significant portion 
of variance in the complexity matching scores in each model and entering both DCCA and XWC 
into the second step tended to diminish the amount of unique variance captured by each 
predictor to non-significant levels. 
 Finally, the bivariate correlations tended to reveal strong, positive relationships 
between the global correlation techniques and the peak coefficients from the inter-event 
interval cross-correlations (i.e., XCOR-P and WDCC-P) and much weaker, negative relationships 
with the peak coefficients from the asynchrony and inter-tap interval series. Accordingly, the 
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regression models for DCCA showed that XCOR-P (ΔR2 = .28, p < .0005) and WDCC-P (ΔR2 = .16, 
p < .0005) both captured significant variance beyond that of the experimental factors. The 
models for XWC showed that XCOR-P (ΔR2 = .20, p < .0005) and WDCC-P (ΔR2 = .11, p < .0005) 
also captured significant additional variance. These models also captured a substantial portion 
of the total variance in the global correlation asymptotic values (mean ΔR2 = .44, p < .0005). In 
contrast, models with the second step including the peak coefficients from the asynchrony-
interval cross-correlations (e.g., XCOR-PP and XCOR-NP) tended to account for less additional 
variance in the global asymptotic values (mean ΔR2 = .07, mean p = .05). In these models, the 
negative peak coefficients (i.e., XCOR-NP and WDCC-NP) did capture a significant amount of 
unique variance (mean β = -0.38, mean p = .04), but the positive peak coefficients (i.e., XCOR-PP 
and WDCC-PP) did not. These findings clearly indicate that greater peaks in the short timescale 
cross-correlation functions between the two interval series are strongly associated with greater 
asymptotic values in global, multi-timescale correlations. To a lesser extent, weaker negative 
peaks in the short timescale cross-correlation functions between the asynchrony and interval 
series were associated with greater asymptotic values in the global correlation functions. 
 In summary, these secondary analyses uncovered a set of mixed results. In general, 
there were moderate relationships between the complexity matching scores and the time-
dependent correlation scores. In particular, stronger complexity matching (i.e., a tighter fit of 
the scaling in the comparison system to the predicted value from the referent system) was 
related to greater local, short timescale and global, multi-timescale cross-correlation between 
the two inter-event interval series. The strength of the peak coefficients from the asynchrony-
interval cross-correlations were much less predictive of the degree of complexity matching. 
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More importantly, there were very strong relationships between the short timescale and multi-
timescale correlations. 
In line with the conclusions from Experiment 1, these findings are consistent with the 
idea that the global, multi-timescale correlations are driven by local coordinative processes, and 
that these local processes, by default, attune the longer-term dynamical structure of the 
comparison system to that of the referent system. Theoretically, this tendency for locally 
coupled systems to adopt one another’s global temporal structure is the basis of the complexity 
matching effect (Torre et al., 2013). In line with this claim, in the set of hierarchal regression 
models wherein one short timescale and one multi-timescale predictor are entered into the 
second step (e.g., XCOR-P and XWC), the short timescale predictors (mean β = -0.31, mean p = 
.017) reliably account for more unique variance in the complexity matching scores than did the 
multi-timescale predictors (mean β = -0.24, mean p = .109). This theory could potentially be 
tested more thoroughly using mediation and moderation analyses, but these analyses are 
beyond the scope of the present research. 
Conclusion 
 The findings of the present experiment were generally in line with the expectations 
derived from the past literature. Specifically, the plots of the residual variances (Figure 52) did 
suggest that there was a slightly weaker fit of the leaders’ scaling to the model-predicted value 
in the anti-persistent and random metronome scaling conditions, although the tests of 
heteroscedasticity did not suggest that this was statistically significant. These tests were 
significant, however, for the follower-leader system, and the results of the follow-up tests 
suggested that there was less residual variation with greater persistent scaling in the pacing 
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signal. These tests do suggest that the increase in the strength of complexity matching for the 
persistent conditions is due to the presence of long-range, coherent, perceptible trends in these 
pacing signals (Coey et al., 2014). One fact, however, suggests that there might indeed be an 
upper limit to the increase in complexity matching with more and more persistent pacing 
signals. In the follower-leader system, where the tests of heteroscedasticity do support the 
conclusion that certain metronome scaling conditions produced stronger complexity matching, 
the highest scaling values were not equivalent to the scaling exhibited by the metronome. That 
is, although the metronome was yielding a very strongly persistent signal (α ≈ 1.4), the leader 
and follower were producing a much less persistent ITI series (α ≈ 0.7); a value very near that of 
their unconstrained, baseline scaling (see Figure 54). This finding suggests that the participants 
might exhibit an upper limit to the persistent scaling they can achieve in their tapping behavior, 
and that the complexity matching between the participants was strongest at this level. Both of 
these findings are consistent with the notion of a resonant scaling. 
 The analyses of the local, short timescale and global, multi-timescale correlation largely 
support this conclusion. That is, the relationship between the metronome IOI series and the 
leaders’ ITI series was showed stronger local (lag 1) correlation and a sharper increase to the 
asymptotic value of the global correlations when the metronome stimulus presented a highly 
persistent pacing signal. The same effects were evident in the relationship between the leaders’ 
and followers’ ITI series. Interestingly though, these peak and asymptotic correlations seemed 
to be slightly weaker for the highest metronome scaling condition (α = 1.4) than for the second 
highest condition (α = 1.05). This effect supports the conclusion that there might be an upper 
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limit to the persistent scaling that the participants can coordinate with and achieve in their own 
tapping behaviors. 
Finally, with respect to the question as to whether or not the coordination underlying 
the complexity matching effect is of a “local” or “global” nature, the results of the secondary 
analyses support the local account. Specifically, the hierarchal regression models consistently 
supported the notion that the local correlation between the two inter-event interval series 
account for a substantial amount of variance in the global correlations, and that the local 
correlations accounted from more unique variance in the complexity matching variables. 
Nonetheless, the finding that the global correlation does account for some variance in the 
complexity matching scores above and beyond that captured by the experimental conditions 
and the local correlations maintains the possibility of a global correlation process. This process 
feasibly could be based in an attunement of the human system to the multi-timescale dynamics 
embedded in the environmental context (e.g., Kelty-Stephen, Palatinus, Saltzman, & Dixon, 
2013; Stephen & Dixon, 2011; Washburn et al., in press). 
There was also one set of interesting findings regarding the asynchrony series. Recall, in 
Experiment 1, the fractal scaling of the follower-leader asynchrony was very low within the 
synchronization condition and much higher during the syncopation condition, consistent with 
past research (Chen et al., 2001). Here, the same pattern was evident in the lower metronome 
scaling conditions (see Figure 58). There was, however, a marked increase in the scaling of the 
synchronization tapping to the level of the syncopation tapping within the highest metronome 
scaling condition and the baseline condition. Similarly, unlike Experiment 1, there were notable 
longer-range interactions between the asynchrony and tapping interval series in the local 
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correlation functions. As described in the preceding paragraphs, these are the conditions that 
gave rise to the most stable complexity matching. Therefore, these finding raise interesting 
questions about how the asynchrony dynamics pertain to the unfolding tapping behavior and to 
the complexity matching effect. These questions were not well-addressed in the current 
experiment, but could be explicated in an experiment with manipulations bringing about large-
scale , qualitative shifts in the asynchrony dynamics. 
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Experiment 3a and 3b 
 As discussed at the end of Chapter I, the purpose of the Experiments 3a and 3b was to 
address three primary research questions. Most importantly, these experiments were designed 
to test the effects of transitions between anticipatory and reactive mode of responding on the 
fractal scaling of the participants tapping and the complexity matching effect. Recall, the 
literature on the lower rate limits (e.g., Engström et al., 1996; Mates et al., 1994) has shown 
that past some critical period in the pacing signal (2 – 3 sec/tap) the anticipatory mode, 
characterized by small, negative asynchrony, becomes unstable, and the participants begin to 
simply react to each individual event, characterized by asynchrony similar to simple reaction 
times (200 – 300 ms). Moreover, these experiments were designed to test whether the mode of 
coordination would matter for how these transitions impacted the fractal scaling and 
complexity matching. Engström and colleagues (1996) demonstrated that similar qualitative 
transitions in the coordination dynamics did not occur when the participants were coordinated 
with a metronome in syncopation rather than synchronization. 
 Unlike Experiments 1 and 2, this experiment used individual participants, with the 
participant coupled to an auditory metronome stimulus. In Experiment 3a, the metronome 
stimulus was isochronous (i.e., non-variable inter-onset intervals). The metronome period was 
manipulated to cover a range that was expected, based on the past research (see Repp, 2006), 
to produce the transitions between anticipatory and reactive modes of responding. The order 
of presentation was also manipulated such that some participants experienced increasing 
metronome periods across trials and others experienced decreasing periods. The coordination 
mode was also manipulated so that some participants tapped in synchronization with the 
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metronome and others tapped in syncopation. Experiment 3b involved the same manipulations 
of the metronome period, the order of presentation, and the coordination mode, but the 
fractal scaling of the metronome was also varied, from mild to strong persistent scaling, in 
order to examine complexity matching between the participant and metronome. 
 From the past literature on rate limits, it was hypothesized that the mean asynchrony 
would transition from being small and negative, at metronome periods where anticipation was 
the stable mode of responding, to being large and positive, at metronome periods where 
reaction was the stable mode. Also with consideration of the past findings, it was hypothesized 
that the variability in the inter-tap intervals and the asynchrony would show a strong positive 
relationship to the mean asynchrony when the participants were in the anticipatory mode and 
a much weaker relationship when the participants were in the reactive mode. It was also 
possible that the order of presentation would affect the metronome period at which the 
participants transitioned between modes (Frank, Richardson, Lopresti-Goodman, & Turvey, 
2009; Richardson, Marsh, & Baron, 2007). Specifically, participants who began in the longer 
metronome periods were expected to start in the reactive mode, and perhaps remain in that 
mode over more of the periods than participants who began in the shorter periods. To date, 
there are no other investigations of the complexity matching effect per se in reaction time 
tasks, and so specific predictions concerning how the transition between modes of responding 
were difficult to formulate with confidence. The findings from the past literature on fractal 
scaling in reaction time tasks would suggest, however, that the scaling of the participants 
tapping would be influenced by the scaling of the stimuli (Holden et al., 2011; Kello et al., 2007). 
Finally, it was hypothesized, based on the results of Experiment 1 and 2, that the participants’ 
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scaling would be equally influenced by the scaling of the metronome in the synchronization and 
syncopation conditions. Based on the rate limit literature, it was hypothesized that the 
influence of the metronome period and the transitions between modes of responding evident 
in the synchronization condition would be absent in the syncopation condition. 
Method 
Participants 
 Individual participants were recruited from the undergraduate research pool in the 
Department of Psychology from the University of Cincinnati, and received partial course credit 
for their participation. A total of 21 participants successfully completed Experiment 3a. A total 
of 47 participants successfully completed Experiment 3b. In Experiment 3a, the mean age of the 
participants was 18.9.0 years, 33.3.0% of the participants were male, and 95.2% of the 
participants were right-handed. In Experiment 3b, the mean age of the participants was 19.4 
years, 40.4% of the participants were male, and 82.9% of the participants were right-handed. 
Apparatus 
 The participants’ finger tapping was recorded using a USB MIDI keyboard (± 5 ms error). 
The keyboard was connected to a PC computer running the Ableton Live (v. 8.2) software 
(Ableton, Berlin Germany). This software was used to simultaneously record the participants’ 
taps and present auditory metronome stimuli to the participants through a pair of headphones. 
Design 
 Whereas participants in Experiment 3a experienced perfectly regular, isochronous 
metronome stimuli, participants in Experiment 3b experienced metronome stimuli with a 
variable series of inter-onset intervals (IOI). In both experiments, the period (i.e., the IOI) of the 
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metronome stimuli was manipulated. Specifically, the range of periods was chosen to approach 
the lower rate limit and to cross the upper rate limit for stable synchronous tapping by 
untrained participants (600, 1200, 2400, and 4800 ms). As in Experiment 2, the variable 
metronomes of Experiment 3b all had a standard magnitude of variation around the mean IOI 
(CoV = 4.5%). Also, within Experiment 3b, the fractal scaling of the metronome stimuli were 
manipulated to produce mildly to strongly persistent IOI series (α’s = 0.5, 0.75, and 1.0). These 
fractal IOI series were generated by the same method as described in Experiments 1 and 2. 
Finally, both Experiments 3a and 3b included both synchronization and syncopation tapping. 
 So, in Experiment 3a, the metronome period was manipulated within-subjects and the 
coordination mode was manipulated between subjects. Each participant completed four trials 
of either synchronization or syncopation tapping at each of the four metronome periods. As 
every metronome series had the same number of beats (300), the length of these trials varied 
with the metronome periods (600 ms, 3 min; 1200 ms, 6 min; 2400 ms, 12 min; and 4800 ms, 
24 min). In Experiment 3b, the metronome period was manipulated within-subjects, the 
coordination mode was manipulated between-subjects, and the metronome scaling was 
manipulated between-subjects. So, participants completed four trials of tapping, one at each 
metronome period, in either synchronization or syncopation with metronomes presenting 
either low (α ≈ 0.5), medium (α ≈ 0.75), or high (α ≈ 1.0) persistent scaling in the IOI.  Finally, in 
both Experiments 3a and 3b, the order of presentation of the metronome periods was 
manipulated between-subjects, so that participants either began with the shortest IOI 
metronome (600 ms) and ascended across trials or began with the longest IOI metronome and 
descended across trials. Each experiment lasted about one hour.  
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Procedure 
Following informed consent, the participants were randomly assigned to experimental 
conditions and were seated at a table facing the keyboard. So as not to predispose them 
toward either an anticipatory or reactive mode of engaging with the metronome, the 
participants were told that the experiment was about “how people time their actions to events 
in the environment”. Participants in the synchronization condition were simply told to “tap the 
key when you hear the beep”, and participants in the syncopation condition were told to try to 
“tap halfway between the beeps”.  The participants were then instructed how to perform the 
tapping behavior, emphasizing the requirement of pressing and releasing the key entirely. The 
participants were also told that some of the trials would be quite long, and that they should try 
their best to stay engaged and focused on the task. The participants were allowed to take short 
breaks (2-3 min) between trials if they desired, and all participants took a mandatory break 
between the longest two trials (12 and 24 min). At the conclusion of the experiment the 
participants were thanked and debriefed. 
Data Analysis 
 The raw data from the keyboards were processed in accordance with the procedure 
outlined in Chapter II. Briefly, the participant’s taps were matched to the beats of the 
metronome to create inter-tap intervals (ITI) and asynchrony (ASY) series. As before, the pre-
processing procedures for these time series included the removal of outliers based on the inter-
tap intervals, for both observations greater than some standard value and those greater than 
some relative value (i.e., three standard deviations from the series mean). Here, because the 
mean inter-tap interval varied across experimental conditions, the standard values for outliers 
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also varied with these conditions. Specifically, the range of acceptable inter-tap intervals was 
defined as 50% of the (intended) series mean, above and below that mean  (300 – 900 ms, 600 
– 1800 ms, 1200 – 2400 ms, and 2400 – 7200 ms for the 600, 1200, 2400, and 4800 ms 
metronome period conditions, respectively). Also, because the large metronome period 
conditions created the possibility for extremely large asynchrony, observations with an 
asynchrony greater or smaller than three standard deviations from the mean asynchrony were 
also excluded as outliers. As before, when any observation met the criteria for outlier removal 
the corresponding observations were removed from all of the matched time series, including 
the metronome IOI series, the participant ITI series, and their asynchrony series. These final, 
processed series were submitted to all of the time series analyses techniques. It is important to 
note that some of the time series analyses were not appropriate in Experiment 3a. Due to the 
fact that the metronomes used in Experiment 3a were all isochronous (i.e., non-variable IOI’s), 
both the local (XCOR and WDCC) and the global (DCCA and XWC) cross-correlation analyses 
between the inter-event interval series were not applicable. Thus, the reduced set of analyses 
of Experiment 3a are presented before the full set of analyses of Experiment 3b in order to 
provided foundation for understanding transitions between anticipatory and reactive modes 
and their influence on the fractal scaling of the tapping behavior. 
The time series analysis outcomes, and descriptive measures (e.g., series means), were 
submitted to standard inferential tests. As synchronization and syncopation tapping were 
understood as being qualitatively different behaviors with respect to the hypotheses about 
transitions from anticipation to reaction, these conditions were often analyzed separately. 
Thus, the most common inferential tests were 2 (Order: Ascending vs. Descending) x 4 
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(Metronome Period: 600 vs. 1200 vs. 2400 vs. 4800 ms) mixed ANOVA’s in Experiment 3a and 2 
(Order) x 4 (Metronome Period) x 3 (Metronome Scaling: 0.5 vs. 0.75 vs. 1.0 α) mixed ANOVA’s 
in Experiment 3b. 
Results and Discussion 
Manipulation Check 
 Prior to analysis of the participants tapping behavior, it was important to carefully 
evaluate the fractal scaling in the raw metronome stimuli (Experiment 3b). As mentioned 
previously, the process for generating time series with a desired scaling value is not exact, and 
the unintended deviations from the desired scaling become more extreme with shorter series 
(e.g., Marmelat et al., 2014). Thus, in order to ensure that the metronome stimuli did present 
the desired dynamic to the participants, the PSD and DFA fractal scaling techniques evaluated 
the structure of the raw metronome IOI series. 
 As in Experiments 1 and 2, the process for generating the fractal IOI series results in a 
scaling relationship that extends across the entire spectral plot (see Figure 70). However, the 
scaling of the empirical time series is often estimated from a portion of the spectrum (e.g., the 
lowest 25% of frequencies). Thus, it was important to understand how estimating the scaling of 
the raw IOI series from only a portion of the spectrum influenced the deviation of the obtained 
scaling exponents from the desired scaling values. As shown in Figure 71, the deviation from 
the intended scaling values decreased as a greater portion of the spectral plot was used to 
estimate the scaling exponents. These analyses indicated that the deviation of the PSD scaling 
exponents from the intended metronome scaling was within reasonable tolerances when at 
least the lower 50% of the spectrum was used to estimate the exponents. To balance the need 
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to eliminate the higher-frequency portion of the spectrum for the empirical series against the 
need to accurately capture the scaling in those series, estimating the exponents from either the 
lower 50% or 75% of the spectrum seemed ideal. 
 
 
Figure 70. Example PSD scaling relationships defining the raw metronome inter-onset interval 
series for the three Metronome Scaling conditions (0.5, 0.75, and 1.0 α) from one of the 
Metronome Period conditions (1200 ms).  
 
Although the PSD technique did appear to reasonably approximate the desired scaling, 
the DFA technique did not. Specifically, the DFA plots revealed a tendency for the scaling 
relationship to break down at window sizes above 64 observations, and below this window size 
DFA did not reasonably approximate the scaling exponents provided from PSD (see Figure 72). 
The average deviation from the intended scaling values was much greater than that revealed by 
PSD analysis, both as a function of Metronome Period and Metronome Scaling (see Figure 73). 
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Figure 71. The absolute deviation from intended scaling of the raw metronome inter-onset 
intervals as a function of the portion of the  PSD spectrum used to estimate the exponents, as a 
function of the Metronome Period (left) and Metronome Scaling (right) conditions.   
 
 
Figure 72. Example DFA scaling relationships defining the raw metronome inter-onset interval 
series for the three Metronome Scaling conditions (0.5, 0.75, and 1.0 α) from one of the 
Metronome Period conditions (1200 ms).  
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Figure 73. The absolute deviation from intended scaling of the raw metronome inter-onset 
intervals as a function of the DFA window sizes used to estimate the scaling exponents, as a 
function of the Metronome Period (left) and Metronome Scaling (right) conditions. Note, the y-
axis is an order of magnitude larger than that of the PSD error scores (Figure 71). 
 
 Given the substantial discrepancy of the DFA findings from the intended values and the 
PSD findings, the DFA technique was not a considered a reliable analysis for the fractal scaling 
of the empirical series in these experiments. DFA was conducted on all of the empirical series, 
and the overall findings generally corroborated those of the PSD analysis, but these findings are 
not reported, as they are considered dubious. Similarly, because the DCCA algorithm works on 
the same principles as the DFA technique, the findings of DCCA should also be considered with 
some reservation. 
Experiment 3a – Isochronous Metronomes 
 Participants in the synchronization condition had little trouble performing the task. One 
participant did not reliably press and release the key entirely, leading to three of her four trials 
having series substantial shorter than the standard length (i.e., 256 observations) after the 
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matching and pre-processing procedures. This participant’s data was excluded from analysis. 
The remaining ten participants were split evenly into the Order conditions (n = 5). Of this total 
sample, only two participants produced series slightly shorter than standard (239 and 250 
observations). Both of these series were from the fastest metronome period (600 ms), one 
from the ascending order and one from the descending order condition. These series were well 
within an acceptable range to be zero-padded to the standard length. 
 Participants in the syncopated condition had much more trouble performing the task. 
Many participants who began the experiment could not maintain stable syncopated tapping 
with the metronome and could not successfully complete the experiment. Of the total sample 
of ten participants who did successfully complete the syncopated conditions, seven produced 
short series in the fastest metronome period condition. Two of these seven series were not 
even long enough to be zero-padded to the standard length and still yield valid estimates of 
their fractal scaling. These two series were simply eliminated from all of the time series 
analyses, rather than being substituted by mean imputation. In general, the statistics from the 
600 ms metronome period condition for the syncopated tapping condition should be regarded 
with reservation. Of this total sample of ten participants, four were in the ascending order and 
six in the descending order condition. 
Basic Time Series Measures 
 There were generally few outlier observations for the participants in the synchronization 
condition (M = 8.55, SD = 5.52). There were substantial more outliers for the participants in the 
syncopation condition (M = 17.8, SD = 29.04), and the ANOVA revealed a significant effect of 
Metronome Period, F(1.24, 9.88) = 11.14, p = .006, ηp
2 = .55, wherein the fastest metronome 
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period condition (M = 48.4, SD = 46.78) yielded dramatically greater numbers of outlier taps 
than the other three period conditions (M = 7.6, SD = 4.92). This finding strongly supports 
interpreting the fractal scaling of the time series from this 600 ms, syncopated condition with 
extreme caution. That is, even if these series are zero-padded to the standard length, these 
numbers of outliers suggest that the recorded dynamics do not represent stable behavior. 
 Separate ANOVA’s tested the mean of the metronome inter-onset interval series to 
ensure that the matching and pre-processing procedures did not drastically alter the period of 
the “empirical” metronome series. The ANOVA for the synchronization condition only revealed 
a significant effect of Metronome Period, F(1.14, 9.14) = 2814444.62, p < .0005, ηp
2 = 1.0, and 
the means of the empirical metronome IOI series were extremely close to the desired periods 
(see Figure 74). Similarly, the ANOVA for the syncopation condition also yielded only a 
significant effect of Metronome Period, F(1.3, 7.82) = 139876.95, p < .0005, ηp
2 = 1.0, and the 
means were very close to the desired periods. 
 Separate ANOVA’s tested the mean of the participants inter-tap intervals series to 
ensure that the tempo of the participants tapping behavior was influenced as predicted by the 
metronome period. The ANOVA for synchronization showed a significant effect of Metronome 
Period, F(2.85, 22.79) = 1315690.9, p < .0005, ηp
2 = 1.0, and a significant interaction between 
Metronome Period and Order, F(2.85, 22.79) = 3.29, p = .041, ηp
2 = .29. The interaction was 
driven by the ascending order producing slightly higher mean ITI than the descending order in 
the lower two metronome periods, but the descending order producing slightly higher mean ITI 
for the greater two metronome periods. In terms of absolute size, however, these differences 
were very small, and the mean ITI’s were very close to the prescribed values (see Figure 75). 
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Figure 74. The mean of the metronome inter-onset interval series, after the matching and pre-
processing procedures, as a function of Metronome Period and Coordination Mode. 
 
 
Figure 75. The mean of the participant inter-tap interval series as a function of Metronome 
Period and Order. 
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 The ANOVA on the mean participant ITI from the syncopation condition did reveal a 
significant effect of Metronome Period, F(2.85, 22.79) = 283797.0, p < .0005, ηp
2 = 1.0, but no 
interaction of Metronome Period and Order. As with in the synchronization condition, all of the 
average ITI were extremely close to the prescribed values, even for the questionable 600 ms 
metronome period condition (M = 600.71 ms, SD = 0.008). 
 In line with expectations regarding the relationship between the mean and variability of 
the tapping behavior, the ANOVA within the synchronization condition did reveal a significant 
effect of Metronome Period on the standard deviation of the ITI series, F(1.45, 11.56) = 11.44, p 
= .003, ηp
2 = .59. There was, however, also a significant interaction of Metronome Period and 
Order, F(1.45, 11.56) = 6.4, p = .019, ηp
2 = .45. This interaction was driven by substantial 
increases in the standard deviation of the ITI series with the increasing metronome period for 
the ascending order, but only very small increases for the descending order (see Figure 76). This 
interaction was not present in the ANOVA within the syncopation condition. Here, there was 
only a significant effect of Metronome Period, F(1.45, 8.67) = 27.14, p < .0005, ηp
2 = .82, where 
both standard deviation of the ITI increased across metronome period conditions equally for 
both the ascending and descending orders. The interaction of Metronome Period and Order in 
the synchronization condition was likely driven by differences in the participants’ mode of 
engaging with the stimulus under these different conditions. As predicted, participants who 
began the experiment in the 600 ms condition seemed to determine the goal of the task to be 
to synchronize with the metronome. Again, the increase in the variability of timing behaviors 
with increases in the tempo of the behavior only has been demonstrated for rhythmic 
coordination tasks. No similar effects have been found in reaction time tasks. Accordingly,  
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Figure 76. The standard deviation of the participants’ inter-tap interval series as a function of 
Metronome Period and Order for both synchronization (left) and syncopation conditions (right). 
 
participants who began the experiment in the 4800 ms condition seemed to determine the task 
to be to react to each metronome beat. Thus, the relation between the mean and variability of 
the ITI series expected for sensorimotor synchronization task was absent in these participants’ 
behavior. This explanation was further verified by the analyses of the mean asynchrony. 
 The ANOVA on the mean of the asynchrony series within the synchronization condition 
did reveal the expected interaction between Metronome Period and Order, F(2.24, 17.92) = 
4.23, p = .028, ηp
2 = .35, as well as significant effects of Metronome Period, F(2.24, 17.92) = 
12.53, p < .0005, ηp
2 = .61, and Order, F(1, 8) = 18.59, p = .003, ηp
2 = .70. In contrast, the ANOVA 
on the syncopation condition only revealed significant effects of Metronome Period, F(2.65, 
15.99) = 189.87, p < .0005, ηp
2 = .97, and Order, F(1, 6) = 44.99, p = .001, ηp
2 = .88. As expected, 
within the synchronization condition, the participants in the descending order provided mean 
asynchrony values indicative of reactive responding in the 4800 ms (M = 367.74 ms, SD = 45.44) 
and 2400 ms (M = 269.46 ms, SD = 89.1) metronome period conditions. Participants in the 
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ascending condition, however, provided mean asynchrony values indicative of anticipatory (i.e., 
synchronization) behaviors across the lower three metronome period conditions (M = 9.85 ms, 
SD = 49.46). The increased mean asynchrony and additionally variability in the 4800 ms 
metronome period for the ascending condition (see Figure 77) reflects the fact that some 
participants did transition from an anticipatory to a reactive mode of responding. In keeping 
with the past research (Engstrom et al., 1996), the syncopation condition consistently produced 
mean asynchrony near half the value of the metronome periods. 
 
 
Figure 77. The mean of the asynchrony series between the participant and the metronome as a 
function of Metronome Period and Order for both synchronization (left) and syncopation (right) 
conditions. 
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Order, F(2.34, 18.68) = 4.15, p = .026, ηp
2 = .35. As displayed in Figure 78, the participants in the 
descending condition (i.e., those who began in the reactive mode) showed much less variability 
in the standard deviation of their asynchrony at the higher metronome periods than those in 
the ascending condition (i.e., those who began in the anticipatory mode). The syncopated 
condition produced overall more variable asynchrony series than did the synchronization 
condition, and there were no differences between the ascending and descending orders. There 
was, however, a significant effect of Metronome Period, F(3, 18) = 22.21, p < .0005, ηp
2 = .79, 
wherein the highest metronome period (4800 ms) yielded more variable asynchrony than did 
the other three metronome period conditions. 
 
 
Figure 78. The standard deviation of the asynchrony series between the participant and the 
metronome as a function of Metronome Period and Order for both synchronization (left) and 
syncopation (right) conditions. 
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processing procedures, and the mean ITI of the participants’ tapping behavior closely matched 
the periods prescribed by the metronomes. Consistent with the established findings in the 
sensorimotor synchronization literature, the variability in the participants’ ITI series increased 
with the increases in the mean ITI driven by the experimental manipulations. This effect was 
evident in the syncopation condition and in the synchronization condition for the ascending 
order, but not in the synchronization condition for the descending order. The absence of this 
relationship between the mean and variability of the ITI series is consistent with the conclusion 
that participants who began the experiment in the higher metronome condition tended to 
naturally fall into a reactive mode of responding to the metronome stimulus. This conclusion 
was verified by the finding that participants in the descending, synchronization condition 
produced a mean asynchrony reflective of simple reaction times (≈ 200 – 350 ms). Finally, these 
analyses also showed that the variability in the asynchrony series was lower for those 
participants in a stable, reactive mode, but increased with the mean asynchrony for participants 
in the anticipatory mode of responding. 
Fractal Scaling  
The power-spectral density (PSD) technique was performed on the time series in 
accordance with the description provided in Chapter II. For the reasons described above, the 
DFA technique was not expected to provide reliable and accurate estimates of the fractal 
scaling of these series, and so it is not reported. For PSD, the number of frequencies estimated 
was limited to 1/8th the length of the time series (i.e., 32 frequencies). Visual examinations of 
the PSD plots for both the ITI and asynchrony (ASY) series suggested that scaling regions of the 
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lower 16 (50%) or 24 (75%) frequencies would capture the scaling relationships accurately. So, 
scaling exponents (α) were estimated from both of these regions. 
First, it is important to note that the scaling exponents from the lower 50% and 75% of 
the spectral plots were consistent with one another. For instance, the correlation between 
these two sets of exponents within the synchronization condition was extremely high (r = 0.97), 
and the overall difference between them was extremely small (M = -0.009 α, SD = 0.12). Given 
this close agreement, only the exponents estimated from the lower 75% of the spectrum were 
used in the subsequent analyses to avoid redundancy. The 75% exponents were chosen over 
the 50% exponents as the initial analyses of the raw metronome IOI series demonstrated that 
using more of the spectrum reduced deviations in the estimated exponents from the desired 
scaling values. 
As asserted in past research (Chen et al. 1997), evaluating the fractal scaling of a 
participants’ ITI series during synchronization with a perfectly isochronous metronome is 
questionable practice, as the ITI series is not independent from the ASY series, and it is the ASY 
series that displays the pink noise scaling typically observed in timing behaviors (Chen et al., 
1997). Nonetheless, in the interests of thoroughness, an ANOVA on the PSD exponents of the 
participants ITI series from the synchronization condition showed a significant effect of 
Metronome Period, F(3, 24) = 3.73, p = .025, ηp
2 = .32, and a marginally significant effect of 
Order, F(1, 8) = 4.14, p = .076, ηp
2 = .34. An ANOVA on the exponents from the syncopation 
condition also showed a significant effect of Metronome Period, F(2.77, 16.6) = 3.73, p = .001, 
ηp
2 = .59, but no effect of Order. As expected from past research, the ITI series all displayed 
strong anti-persistent scaling. In both the synchronization and syncopation conditions, there 
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was a tendency for the ITI series to become even more anti-persistent with increases in the 
metronome period (see Figure 79). The interaction within the synchronization condition was 
driven by a large difference between the ascending (M = -1.21, SD = 0.51) and the descending 
(M = -0.49, SD = 0.17) orders in the 2400 ms metronome period condition. This difference was 
created by two participants in the ascending condition who exhibited extremely strong anti-
persistent fluctuations in their ITI during this condition. Recall, the 600 ms metronome period 
from the syncopation condition was to be regarded with reservation. Accordingly, an ANOVA on 
the scaling exponents of the higher three metronome period conditions revealed no significant 
effect of Metronome Period, indicating the significant effect mentioned above was driven by 
the dubious 600 ms condition. These findings do have one important implication in the context 
of the present experiment, as they demonstrate that the anti-persistent scaling defining ITI 
dynamics during synchronization tasks remains, or is even strengthened, across transitions from 
anticipatory to reactive modes of responding. 
 
 
Figure 79. The PSD scaling exponents (α) of the participant inter-tap interval series as a function 
of Metronome Period and Order for synchronization (left) and syncopation (right) conditions. 
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 An ANOVA on the scaling exponents defining the ASY series within the synchronization 
condition revealed a significant effect of Metronome Period, F(2.67, 18.12) = 29.84, p < .0005, 
ηp
2 = .79, and a significant effect of Order, F(1, 8) = 7.81, p = .023, ηp
2 = .49. In accordance with 
the findings of the ITI scaling, the strong persistent scaling observed in the lowest period 
decreased to near random variation in the highest metronome condition. Although a similar 
decreasing trend was observed within the syncopation condition (see Figure 80), the ANOVA 
did not show a significant effect of Metronome Period, either for the higher three metronome 
periods or for all four periods. 
 
 
Figure 80. The PSD scaling exponents of the asynchrony series between the participant and 
metronome as a function of Metronome Period and Order for both synchronization (left) and 
syncopation (right) conditions. 
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tapping behavior was influenced by the period of the metronome stimulus. These analyses do 
not, however, clearly assess whether the scaling of the tapping behavior was affected by the 
Ascending Descending
0
0.4
0.8
1.2
1.6
600 1200 2400 4800
A
SY
 S
ca
lin
g 
(α
)
Metronome Period (ms)
Syncopation
0
0.4
0.8
1.2
1.6
600 1200 2400 4800
A
SY
 S
ca
lin
g 
(α
)
Metronome Period (ms)
Synchronization
 
 
182 
 
transitions between reaction and anticipation. In order to answer this question, it was 
necessary to first classify individual cases within the synchronization condition into reactive and 
anticipatory categories. This categorization was based on the earlier findings regarding the 
mean asynchrony and its relationship to the standard deviation of the asynchrony and inter-tap 
interval series.  Participants in a stable reactive mode of responding were identified by having a 
mean asynchrony similar to simple reaction times (> 200 ms) and low variability in both the 
asynchrony and inter-tap interval series. 
 This analysis method uncovered one case in which the participant produced an 
extremely negative mean asynchrony scores (-241.4 ms) during the greatest metronome period 
condition. This participant was in the ascending order condition, and his debriefing interview 
suggested that he attempted to remain in synchrony with the stimulus even in the 4800 ms 
metronome period trial. Thus, this case was excluded from this analysis. It is also important to 
note that removing this case from the earlier analyses did not alter the pattern of observed 
effects to any meaningful extent. 
 Of the remaining data, 11 cases met the criteria for being in the “reaction” category, 
and the other 28 case were considered “anticipation” category (see Figure 81). Within the 
reactive category, 90.9% of the cases came from the descending order condition, and the 
majority came from the 4800 ms period (54.5%), with fewer from the 2400 ms period (36.6%), 
one from the 1200 ms period (9.1%), and none from the 600 ms period condition. Within the 
anticipation category, the majority of cases came from the ascending order (64.3%), and the 
majority came from the 600 ms period (35.7%), with fewer from the 1200 (32.1%) and 2400 ms 
(21.4%) periods, and only three (10.7%) from the 4800 ms period condition. 
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Figure 81. The mean asynchrony plotted against the standard deviation of the asynchrony (left) 
and standard deviation of the inter-tap interval series (right) as a function of Metronome Period 
(dot color). Cases considered to fall into the reaction category are displayed as empty circles. 
 
 Consistent with the earlier analyses, the cases in the reaction category did display 
substantially lower scaling exponents for the asynchrony series (M = 0.47 α, SD = 0.34) than did 
the cases in the anticipation category (M = 0.81 α, SD = 0.48). Examination of the scatter plot 
between the mean asynchrony and the fractal scaling of the asynchrony series, however, 
suggested a more continuous relationship, with reactive cases falling at one extreme of that 
relationship (see Figure 82). In contrast, there was no discernable relationship between the 
mean asynchrony and the scaling of the asynchrony series within the syncopation condition. 
 In summary, these findings are consistent with the past research demonstrating a 
transition between reactive and anticipatory modes of responding for a “synchronization” task, 
but no such transition for a syncopation task (Engstrom et al., 1996). Furthermore, these 
findings did suggest that the fractal scaling of the tapping behavior (i.e., the asynchrony series) 
was influenced by the same factor that drove the transition between reaction and anticipation  
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Figure 82. The PSD scaling exponents (α) of the asynchrony series as a function of the mean 
asynchrony for both the synchronization (left) and syncopation (right) conditions, with 
Metronome Period represented by the dot color. 
 
(i.e., the metronome period). It was not clear, however, that there was an abrupt shift in the 
scaling of the tapping behavior at the point of transition between modes of responding. 
Instead, it seemed that there might be a continuous relationship between the overall pace of 
the tapping behavior and its fractal scaling, with the reactive mode of responding simply falling 
at one end of that relationship. Irrespective of this theoretical consideration, these findings 
provided critical information needed to evaluate the transition between modes of responding 
when the metronome presented a variable dynamic, and the ramifications for the complexity 
matching effect. 
Experiment 3b – Variable Metronomes 
  As in Experiment 3a, the participants in the synchronization condition (n = 23) had 
much less trouble with the task than participants in the syncopation condition (n = 24), 
particularly with the 600 ms metronome period. The participants in the synchronization 
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condition were near evenly divided into the six between-subjects conditions, 2 (Order) x 3 
(Metronome Scaling), with four participants in each cell except for the descending, low 
persistent metronome (α = 0.5) condition, which had three participants. No participants within 
the synchronization condition produced processed series shorter than the standard length, 
even in the 600 ms trials. The participants in the syncopation condition were evenly divided 
into the between-subjects conditions, with four per cell. Thirteen of these participants 
produced short series in the 600 ms metronome period condition, eight from the ascending and 
five from the descending order condition. The average length of these series was considerably 
shorter than the standard length (M = 198.85 points, SD = 42.61). Thus, as in Experiment 3a, the 
outcomes of the time series analyses for these trials should be regarded with reservation. 
Basic Time Series Measures 
 For synchronization participants, a 2 (Order) x 3 (Metronome Scaling) x 4 (Metronome 
Period) mixed ANOVA on the number of outliers per condition revealed small interactions of 
Metronome Period and Order, F(3, 51) = 3.15, p = .033, ηp
2 = .16, Metronome Scaling and 
Order, F(2, 17) = 3.55, p = .052, ηp
2 = .29, and Metronome Period, Metronome Scaling, and 
Order, F(6, 51) = 2.51, p = .033, ηp
2 = .23. All of these effects appeared to be driven by a small 
increase in the number of outliers for the descending, low persistent metronome condition 
within the 1200 ms (M = 19, SD = 4) and 2400 ms (M = 17.33, SD = 8. 39) metronome periods. 
These numbers of outliers were not substantially higher than that of the other experimental 
conditions (M = 6.77, SD = 4.25), and so these effects were not considered to be important. 
 For syncopation participants, the ANOVA on the number of outliers revealed only a large 
effect of Metronome Period, F(1.49, 26.98) = 32.77, p < .0005, ηp
2 = .66. There were many more 
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outlier observations in the 600 ms metronome period (M = 29.04, SD = 18.37) than any of the 
other metronome periods (M = 6.04, SD = 3.57). This increased number of outliers reflects the 
difficult syncopation participants experienced in the 600 ms condition, and is consistent with 
the assertion that the findings from this condition must be regarded with suspicion. 
 The ANOVA’s on the mean of the “empirical” metronome inter-onset interval (IOI) series 
(i.e., after matching and pre-processing) showed only significant effects of Metronome Period 
for both the synchronization, F(1.84, 33.04) = 776205.15, p < .0005, ηp
2 = 1.0 , and syncopation, 
F(1.84, 33.04) = 68352.52, p < .0005, ηp
2 = 1.0. As presented in Figure 83, the average IOI of the 
processed metronome series were still very close to the prescribed metronome periods. Also, 
as specified, the standard deviation of the IOI series also showed significant increases with 
Metronome Period for both synchronization, F(2.04, 34.61) = 135.06, p < .0005, ηp
2 = .89, and 
syncopation, F(2.54, 45.63) = 28.84.06, p < .0005, ηp
2 = .62. When rescaled into coefficients of 
variation, by dividing the standard deviation of each metronome IOI series by its own mean, 
these ANOVA’s still showed significant effect of Metronome Period for both synchronization, 
F(2.77, 47.04) = 4.67, p = .009, ηp
2 = .21, and syncopation,  F(1.99, 35.82) = 58.1, p < .0005, ηp
2 = 
.76. As displayed in Figure 84, the lower metronome period conditions, particularly the 600 ms 
metronome period for the syncopation group, tended to show deviations away from the 
specified metronome CoV (4.5%). These effects seemed to reflect the influence of the matching 
and pre-processing on the IOI series, and further reinforce the conclusion that the analyses of 
the dynamics of 600 ms, syncopated condition must be considered with reservation. 
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Figure 83. The mean of the metronome inter-onset interval series, after the matching and pre-
processing procedures, as a function of Metronome Period and Order for both synchronization 
(left) and syncopation (right) groups. 
 
 
Figure 84. The coefficient of variation of the metronome inter-onset interval series, after the 
matching and pre-processing procedures, as a function of Metronome Period and Order for 
both synchronization (left) and syncopation (right) groups. 
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 The ANOVA’s on the mean and variability of the participants’ inter-tap interval series 
uncovered a similar pattern of effects. First, there were significant effects of Metronome Period 
for both the synchronization, F(3, 51) = 1399011.57, p < .0005, ηp
2 = 1.0, and syncopation, 
F(1.87, 33.72) = 73673.65, p < .0005, ηp
2 = 1.0, groups, wherein the mean of the ITI series fell 
very near the period specified by the metronome. Consistent with the findings of Experiment 1, 
the coefficient of variation of the participants ITI series was slightly higher than the level 
specified by the metronome IOI series (4.5%). There were also significant effects of Metronome 
Period on the CoV of the ITI series for both synchronization, F(2.66, 45.23) = 8.58, p < .0005, ηp
2 
= .34, and syncopation groups, F(1.99, 35.95) = 13.1, p < .0005, ηp
2 = .42. As shown in Figure 85, 
the synchronization group appeared to produce a relatively stable amount of variation in their 
ITI series (≈ 7%) with a slight decrease for the highest metronome period condition (4800 ms). 
In contrast, the syncopation group produced high variation in their ITI series in the 600 ms 
condition (≈ 12%), which decreased substantially in the 1200 ms condition (≈ 8%), and then 
increased again in the greater metronome periods. These effects likely reflected the relative 
stability of the participants’ tapping behaviors under these experimental conditions.  
 Finally, the ANOVA’ on the mean and variability of the asynchrony (ASY) series yielded 
the expected pattern of results. For the synchronization group, there was a significant effect of 
Metronome Period, F(2.83, 48.03) = 63.61, p < .0005, ηp
2 = .79, a significant effect of Order, F(1, 
17) = 5.45, p = .032, ηp
2 = .24, and a marginally significant interaction of Metronome Period and 
Metronome Scaling, , F(5.65, 35.95) = 2.01, p = .084, ηp
2 = .19. As shown in Figure 87, 
participants in the descending group tended to display mean asynchrony reflective of simple 
reaction times (> 200 ms) in the higher metronome periods and transition to an anticipatory  
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Figure 85. The coefficient of variation of the participant inter-tap interval series as a function of 
Metronome Period and Order for both synchronization (left) and syncopation (right) groups. 
 
mode of responding in the 600 ms metronome period. Conversely, participants in the ascending 
order appeared to begin in the anticipatory mode and transition to reaction in the 2400 ms 
metronome period. This pattern was evident in both the medium (α = 0.75) and high (α = 1.0) 
persistent metronome scaling conditions. In the low persistent metronome condition, however, 
the descending group appeared to transition to anticipation at the 1200 ms period, and 
ascending group appeared to transition at the 4800 ms period. By visual inspection, these 
effects appear to reflect a stable linear increase in the mean asynchrony with increases in the 
metronome period, but the increased error variability around these categorical means near the 
points of transition (i.e.,  1200 and 2400 ms) suggests that some participants in these conditions 
transitioned between modes of responding, and other did not. This conclusion was partially 
supported by the analysis of the standard deviation of the asynchrony series. Although the 
ANOVA did not reveal any significant effects, the medium and high persistent metronome 
conditions showed the characteristic pattern of low variability in the asynchrony series for the   
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Figure 86. The mean asynchrony for the synchronization group as a function of Metronome 
Period, Order, and Metronome Scaling Conditions. 
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descending order condition at the higher metronome periods (i.e., those participants who 
began in the reactive mode of responding). This pattern was clearer in the medium and high 
metronome scaling conditions, but obfuscated in the low persistent metronome condition.  This 
issue had important implications in subsequent analyses for classifying individual cases into the 
reaction and anticipation categories. A clearer picture for classifying reactive and anticipatory 
cases can be gained by examining the continuous relationship between the mean and standard 
deviation of the asynchrony series (see Figure 87). The plot of the asynchrony variability against 
the mean asynchrony did reveal an interesting pattern suggestive of distinct sub-populations. 
One group tended to be centered near 0 ms in mean asynchrony and showed a sharp increase 
in asynchrony variability with increases in mean asynchrony. The other seemed to be above 200 
ms in mean asynchrony and to show an asymptotic value of asynchrony variability near 130 ms.  
 
 
Figure 87. The standard deviation of the asynchrony series as function of mean asynchrony for 
the synchronization group. 
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 Classifying the reactive sub-population according to the above criteria (i.e., a mean 
asynchrony greater than 200 ms and an asynchrony standard deviation no greater than 130 ms) 
revealed a pattern of findings very similar to the findings of Experiment 3a. That is, the reactive 
group (n = 36) was comprised predominantly of cases from the 2400 ms (44.4%) and 4800 ms 
(41.7%) metronome periods, and the majority of the case were from the descending condition 
(61.1%). In contrast, the anticipatory sub-population (n = 50) was comprised pre-dominantly of 
cases from the 600 ms (46%) and 1200 ms (34%) period conditions, and far fewer from the 
2400 ms (14%) and 4800 ms (6%) period conditions. Most of these cases (66%) came from the 
ascending order condition.  
There were a total of six cases that did not seem to neatly fit into this classification 
system. One case (not pictured above) was near 0 ms in terms of mean asynchrony (-4.5 ms), 
suggesting an anticipatory mode of responding, but with an extremely high standard deviation 
of the asynchrony series (497.5 ms), suggesting that this participant did not produce stable 
anticipation or reaction. This case was eliminated from the subsequent analyses regarding the 
mode of responding. The other five cases, all from the 4800 ms metronome period condition, 
were classified according to the experimental condition. Four of these cases came from the 
descending condition, and the standard deviation of their asynchrony series were only slightly 
above the 130 ms cut-off (range = 136.9 – 158.1 ms). The other case came from the ascending 
condition, and its asynchrony standard deviation was well above the cut-off score (246.8 ms). 
The four cases from the descending condition were therefore classified into the reaction group 
and the other case into the anticipation group. All of the data, as grouped into reaction (n = 40) 
and anticipation (n = 51) categories, are depicted in Figure 88. 
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Figure 88. The standard deviation of the asynchrony series as function of mean asynchrony for 
the synchronization group, as divided into anticipatory (filled dots) and reactive (empty dots) 
categories, with Metronome Period represented by dot color. 
 
 The ANOVA’s for the syncopation group revealed the expected effects of Metronome 
Period on both the mean asynchrony, F(1.79, 32.23) = 377.07, p < .0005, ηp
2 = .95, and the 
standard deviation of the asynchrony, F(2.84, 51.08) = 162.49, p < .0005, ηp
2 = .90. Here, the 
mean asynchrony increased across the metronome period conditions, always falling near half 
the specified metronome period, and the variability in the asynchrony series increased with the 
mean asynchrony (see Figure 89).  For the standard deviation of the asynchrony, there was also 
a significant interaction of Metronome Period, Metronome Scaling, and Order, F(5.68, 51.08) = 
2.53, p = .034, ηp
2 = .22. The descending order condition tended to produce slightly greater 
increases in the asynchrony standard deviation across metronome periods in the medium and  
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Figure 89. The mean (left) and standard deviation (right) of the asynchrony series from the 
syncopation group as a function of Metronome Period and Order. 
 
high metronome scaling conditions, but not in the low metronome scaling condition. In terms 
of absolute magnitude, these effects did not seem to reflect a meaningful difference between 
the asynchrony dynamics of the ascending and descending order conditions. More importantly, 
the continuous relationship between the mean and standard deviation of the asynchrony series 
showed the same, stable linear relation discovered in Experiment 3a (see Figure 90). 
In summary, the basic time series measures for Experiment 3b were generally in line 
with predictions. The mean and variability of the metronome IOI series was not severely altered 
by the matching and pre-processing procedures, with the exception of the 600 ms period from 
the syncopation group. Similarly, the mean inter-tap interval defining the participants’ tapping 
was very near to the period prescribed by the metronome within all experimental conditions. 
The raw variability (i.e., standard deviation) in the ITI series did increase with the mean ITI, but 
the coefficient of variation was still relatively near the prescribed level. Finally, the mean 
asynchrony within the synchronization group seemed to follow expectations, with participants  
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Figure 90. The standard deviation of the asynchrony series as function of mean asynchrony for 
the syncopation group with Metronome Period represented by dot color. 
 
in the descending condition producing a pattern asynchrony indicative of a transition from a 
reactive mode to an anticipatory mode of responding and participants in the ascending group 
showing the opposite transition. The standard deviation of the asynchrony was also generally 
consistent with the findings of Experiment 3a. The reduced variability for participants in the 
reactive mode was less evident in the categorical (i.e., ANOVA) analyses, but was clearer in the 
continuous relationship between the mean and variability of the asynchrony series. In contrast, 
the syncopation group did not appear the show any transition in their mode of responding. 
Fractal Scaling 
 The power-spectral density (PSD) technique was performed on the time series in 
accordance with the description provided in Chapter II. The number of frequencies estimated 
600 ms 1200 ms 2400 ms 4800 ms
0
100
200
300
400
500
600
700
800
0 600 1200 1800 2400 3000
A
sy
n
ch
ro
n
y 
SD
 (
m
s)
Mean Asynchrony (ms)
 
 
196 
 
was limited to 1/8th the length of the time series (i.e., 32 frequencies). Careful examination of 
the PSD plots revealed different scaling regions for the metronome IOI, the participant ITI, and 
the asynchrony (ASY) series. As displayed in Figure 91, the scaling exponents for the (empirical) 
metronome IOI series estimated from the lowest 8 (25%), 16 (50%), and 24 (75%) frequencies 
all were a reasonably good approximation of the intended scaling values. The scaling exponents 
for the participant ITI series, however, were all consistently lower than the scaling exhibited by 
the metronome series, and this discrepancy increased when the scaling region included a 
greater portion of the spectrum. For this reason, the scaling exponents for the metronome and 
participant inter-event interval series were estimated from the lowest 8 frequencies. Estimates 
of the scaling of the ASY series, however, seemed to improve when more of the spectrum was 
included in the scaling region. Recall, in Experiment 3a, the fractal scaling of the asynchrony 
series tended to decrease with increases in the metronome period, at least within the 
synchronization group. Consistent with the analyses of Experiment 3a, this pattern became 
more evident when more of the spectrum was included in the estimation of the ASY scaling, 
and so scaling exponents were estimated from both the lowest 50% and 75% frequencies. 
 Within the synchronization group, the fractal scaling of the metronome IOI series 
revealed a significant effect of Metronome Scaling, F(2, 17) = 23.78, p < .0005, ηp
2 = .74. The 
scaling of the IOI series after pre-processing was, on average, near the intended scaling values 
for the low (M = 0.51, SD = 0.26), medium (M = 0.73, SD = 0.15) and high (M = 0.96, SD = 0.21) 
persistent metronome conditions.  There was also, however, a significant effect of Metronome 
Period, F(3, 51) = 37.04, p < .0005, ηp
2 = .69, a significant interaction of Metronome Period and 
Metronome Scaling, F(6, 51) = 18.74, p < .0005, ηp
2 = .69, and a significant interaction of  
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Figure 91. The PSD scaling exponents for the metronome inter-onset interval (left) and 
participant inter-tap interval (right) as a function of the (lower) portion of the spectrum used to 
estimate those exponents and the intended scaling value  (i.e., Metronome Scaling). Note, the 
scores shown here are from the synchronization group and averaged across all metronome 
period conditions. 
 
Metronome Period and Order, F(3, 51) = 3.07, p = .036, ηp
2 = .15. This pattern of effects seemed 
to primarily reflect a difference in the scaling of IOI series between the 600 ms condition and 
the other metronome periods. As depicted in Figure 92, there was an overall lower degree of 
persistent scaling at the 600 ms and a poorer fit between the actual scaling of the IOI series and 
the intended scaling values. There was a general increase in persistent scaling and a better fit to 
the intended values across the 1200 ms and 2400 ms periods. Interesting, the scaling of the IOI 
series from all of the Metronome Scaling conditions seemed to converge to a common scaling 
value (α ≈ 0.75) at the 4800 metronome period. 
 The ANOVA for the scaling of the participant ITI series within the synchronization group 
revealed a similar pattern of effects. There was a significant effect of Metronome Scaling, F(2, 
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17) = 11.2, p = .001, ηp
2 = .15, a significant effect of Metronome Period, F(3, 51) = 6.45, p = .001, 
ηp
2 = .28, and a significant interaction of Metronome Period and Metronome Scaling, F(6, 51) = 
4.11, p = .002, ηp
2 = .33. Similar to the IOI scaling, there was a poorer fit to the intended 
metronome scaling at the 600 ms and 1200 ms metronome period, a better fit at the 2400 ms 
period, and a convergence of all conditions to a scaling value ((α ≈ 0.60) at the 4800 ms period 
(see Figure 92).  
 
 
Figure 92. The PSD scaling exponents for the metronome inter-onset interval (left) and 
participant inter-tap interval (right) within the synchronization group as a function of 
Metronome Period and Metronome Scaling. 
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syncopation group. Specifically, there was a significant effect of Metronome Period, F(2.9, 
52.23) = 68.07, p < .0005, ηp
2 = .79, a significant effect of Metronome Scaling, F(2, 18) = 10.31, p 
= .001, ηp
2 = .53, and a significant interaction of Metronome Period and Metronome Scaling, 
F(5.8, 52.23) = 2.56, p = .032, ηp
2 = .22. As in the synchronization group, there was overall lower 
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scaling and poorer fit to the intended scaling values at the 600 ms period, better fit at the 1200 
ms and 2400 ms periods, and convergence to a single scaling value (α ≈ 0.75) at the 4800 ms 
period. A very different pattern, however, characterized the participants ITI scaling. Here, there 
was only a significant effect of Metronome Period, F(3, 54) = 9.7, p < .0005, ηp
2 = .35, and a 
marginally significant effect of Metronome Scaling, F(2, 18) = 2.76, p = .09, ηp
2 = .24, wherein 
the participant ITI scaling decreased with increases in the period of the metronome stimulus 
(see Figure 93).  
 
 
Figure 93. The PSD scaling exponents for the metronome inter-onset interval (left) and 
participant inter-tap interval (right) within the syncopation group as a function of Metronome 
Period and Metronome Scaling. 
 
 This pattern of findings suggests a closer matching of the participants’ ITI scaling to the 
metronome IOI scaling within the synchronization condition than within the syncopation 
condition. This conclusion was confirmed by an examination of the continuous relationship 
between the metronome and participant scaling. As shown in Figure 94, there was a clear, 
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positive correlation between the scaling exponents for the IOI and ITI series within the 
synchronization group (r = 0.52), but no correlation within the syncopation group (r = -.06). This 
finding contrasts with the results of Experiment 2, in which there were clear complexity 
matching correlations between the scaling of the leaders’ and followers’ ITI series. A more 
careful examination of the scatterplot and data for the current experiment suggested that the 
issue might arise from the questionable data of the 600 ms period within the syncopation 
group. Accordingly, eliminating the data from this period greatly improved the correlation 
within the syncopation group (r = .30). 
 
 
Figure 94. The PSD scaling exponent for the participants ITI series as a function of the scaling 
exponent for the metronome ITI series for both the synchronization and syncopation groups, 
with the metronome period condition represented by dot color. For the synchronization group, 
the filled circles represent cases from the anticipation category and the empty circles represent 
cases from the reaction category. The regression line and equation, however, reflect all cases. 
For the syncopation group, the regression line and equation do not include the cases from the 
600 ms period condition (i.e., blue dots). 
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 More importantly, with respect to the primary research question, the degree of 
complexity matching did not seem to be reduced within the reactive mode of responding. In 
fact, the correlation between the scaling exponents of the metronome IOI and participant ITI 
series was actually greater within the reaction category (r = 0.54) than in the anticipation 
category (r = 0.41). One potential issue with this analysis, however, is that the anticipation 
category includes all the 600 ms metronome period cases, which involved less stable 
coordination between the participant and the metronome. When these cases were removed, 
the correlation between the metronome and participant scaling improved beyond that of the 
reaction category (r = 0.66). Nonetheless, finding the complexity matching effect in reactive 
behavior has very important implications for understanding the nature of this phenomenon. 
These implications are discussed in detail following the subsequent analyses of the local and 
global coordination dynamics. 
 Finally, the scaling of the asynchrony series was also influenced by these experimental 
manipulations. The ANOVA’s on the scaling exponents estimated from the lower 50% and 75% 
of the PSD spectral plots revealed the same pattern of effects, so only those estimated from 
lower the 75% frequencies are reported. For the synchronization group, there was a significant 
effect of Metronome Period, F(3, 51) = 74.02, p < .0005, ηp
2 = .82, and a marginally significant 
effect of Order, F(1, 17) = 3.57, p = .076, ηp
2 = .17. For the syncopation group, there was only a 
significant effect of Metronome Period, F(3, 54) = 7.46, p < .0005, ηp
2 = .29. Consistent with the 
findings of Experiment 3a, the scaling of the ASY series tended to decrease with increases in the 
metronome period. In the synchronization group, the descending condition tended to produce 
slightly greater ASY scaling than did the ascending condition. In the syncopation group, the 
 
 
202 
 
dubious 600 ms period showed low ASY scaling, but there was the characteristic pattern of 
decreasing ASY scaling evident across the higher metronome period conditions (see Figure 95). 
 
 
Figure 95. The PSD scaling exponents (α) for the asynchrony series for both the synchronization 
(left) and syncopation (right) groups as a function of Metronome Period and Metronome 
Scaling. 
 
 Examination of the continuous relationship between the mean asynchrony and the 
fractal scaling of the ASY series showed a similar pattern of results to those of Experiment 3a. 
For the synchronization group, there was a considerable negative linear trend in the ASY scaling 
(see Figure 96). In contrast to Experiment 3a, however, there was a more clear distinction 
between the anticipation and reaction categories. For the syncopation group, there was no 
substantial trend in ASY scaling over the mean asynchrony. Together, these results suggested 
that the manipulation of the metronome period had similar consequences for the asynchrony 
dynamics whether the metronome produced an isochronous or a variable IOI signal. 
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Figure 96. The PSD scaling exponents (α) for the asynchrony series as a function of the mean 
asynchrony and the Metronome Period. 
 
 In summary, the findings of the fractal scaling analyses were consistent with predictions 
and with the findings from Experiment 3a. In particular, there was a stronger matching of the 
scaling of the participants’ tapping behavior to that of the metronome for the synchronization 
group, and a weaker matching for the syncopation group. Most importantly, this complexity 
matching was evident even when the participants fell into a reactive mode of responding. This 
finding has important ramifications for the “strong anticipation” approach to understanding the 
complexity matching phenomenon. Specifically, these finding note a discrepancy between the 
“anticipation” evidenced in the mean asynchrony (i.e., one system executing events of 
coordinated behavior prior to event of another system) and the kind of “anticipation” implied 
by the strong anticipation account. Recall, one of the earliest papers to note the complexity 
matching effect (Stephen et al., 2008) referred to the complexity matched behavior as 
exhibiting a “mixture of proaction, reaction, and synchronization”. The results of the current 
experiment clearly demonstrate that the complexity matching phenomenon pertains even to a 
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predominantly reactive behavior. This raises very important questions about the true nature of 
the complexity matching effect. Moreover, finding that the manipulation of the metronome 
period, and thereby the participants’ mode of responding, produced reliable changes in the 
scaling of the asynchrony series raises important questions as to what variable best captures 
the meaningful dynamics of the behavioral system. If large, qualitative shifts in the mode of the 
behavior are not reflected in the correlation between the scaling exponents of the two coupled 
systems, but are instead reflected in the scaling of their asynchrony to one another, is it not 
reasonable to consider that it is the asynchrony series which best captures the dynamics of the 
unified behavioral system? This conclusion is can be further validated through examination of 
the coordination dynamics. 
Local, Short Timescale Correlation 
 The standard cross-correlation (XCOR) and windowed detrended cross-correlation 
(WDCC) analyses were performed according to the description provided in Chapter II. Both of 
these analyses were performed between the metronome inter-onset intervals and the 
participant inter-event interval series and between the asynchrony and inter-tap interval series. 
The maximum time lag was ±10 samples for both XCOR and WDCC. The window size was 15 
samples for WDCC. The windows were non-overlapping, and a local linear trend (i.e., least-
squares regression) was removed from each window prior to cross-correlation. 
 Visual examination of both the XCOR and WDCC functions for the synchronization group 
(see Figure 97) revealed an interesting effect of the metronome period on the structure of the 
cross-correlation between the metronome IOI and participant ITI series.  Specifically, the lower 
two metronome periods (600 and 1200 ms) revealed the characteristic lag 1 peak observed in  
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Figure 97. The standard (left) and windowed detrended (right) cross-correlation functions 
between inter-event interval series for the synchronization group, for the low (top row), 
medium (middle row), and high (bottom row) persistent metronome scaling conditions, as a 
function of Metronome Period.  
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XCOR lag 0 coefficients revealed a significant effect of Metronome Period, F(2.86, 48.68) = 
81.96, p < .0005, ηp
2 = .83, a significant effect of Metronome Scaling, F(2, 17) = 9.47, p = .002, 
ηp
2 = .53, a marginally significant effect of Order, F(1, 17) = 4.34, p = .053, ηp
2 = .20, and a 
marginally significant interaction of Metronome Period and Order, F(2.86, 48.68) = 2.75, p = 
.055, ηp
2 = .14. This same pattern of effects was found for the WDCC lag 0 coefficients. In short, 
these effects were driven by the larger two periods yielding peak correlations at lag 0, these 
peaks being slightly greater for participants in the descending condition, and these peaks being 
slightly greater with increases in the scaling of the metronome IOI series (see Figure 98). This 
pattern suggested that the short timescale interaction of the metronome and participant 
showed a qualitative shift in the time lag location of the peak correlation with the shift between 
anticipatory and reactive responding. Indeed, the reaction category showed a much greater 
average lag 0 peak in both XCOR (M = 0.76, SD = 0.19) and WDCC (M = 0.68, SD = 0.20) than did 
the anticipation category (M = 0.28, SD = 0.13 and M = 0.10 , SD = 0.14, respectively). 
 
 
Figure 98. The lag 0 standard cross-correlation coefficients as a function of Metronome Period 
and Metronome Scaling for both the ascending (left) and descending (right) order conditions. 
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Visual examination of the XCOR and WDCC functions for the syncopation condition 
revealed the characteristic lag 0 peak correlation observed in the earlier Experiments 1 and 2 
(see Figure 99). Here, the metronome period did appear to influence the height of the peak, but 
not its time lag location. The ANOVA on the XCOR lag 0 coefficients revealed only a significant 
of Metronome Period, F(3, 54) = 58.42, p < .0005, ηp
2 = .76. The ANOVA on the WDCC 
coefficients revealed a significant effect of Metronome Period, F(3, 54) = 38.29, p < .0005, ηp
2 = 
.68, but also showed a marginally significant effect of Metronome Scaling, F(2, 18) = 3.3, p = .06, 
ηp
2 = .27. In both XCOR and WDCC, the dubious 600 ms period condition produced a much 
lower lag 0 peak than the other metronome period conditions. Eliminating the 600 ms period 
from the analysis did not eliminate the significant effects of Metronome Period or the 
significant effect of Metronome Scaling in the WDCC analysis. These findings revealed that, in 
contrast to the synchronization group, participants in the syncopation group showed weaker 
short timescale interaction with the metronome at greater metronome periods, particularly for 
the 4800 ms period. Interestingly, these participants also showed weaker interaction with the 
metronome when the metronome presented a more persistent signal. As in Experiment 2, if 
this pattern of effects is indicative of the coordination dynamics between participant and 
metronome during syncopation, these effects could potentially account for the absence of 
substantial complexity matching within this condition.  
The cross-correlation function between the asynchrony and inter-tap interval series 
showed the expected pattern of a positive lag -1 and negative lag 0 peak coefficients, for both 
the synchronization (see Figure 100) and syncopation groups (see Figure 101). In both groups, 
the WDCC function showed stronger peaks than did the XCOR functions, with less difference in  
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Figure 99. The standard (left) and windowed detrended (right) cross-correlation functions 
between inter-event interval series for the syncopation group, for the low (top row), medium 
(middle row), and high (bottom row) persistent metronome scaling conditions, as a function of 
Metronome Period. 
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the height of the peaks as a function of the metronome period. Also within both groups, the 
600 ms period condition showed a much flatter profile than the other metronome periods, 
particularly within the syncopation group.  
 The ANOVA on the positive lag -1 peaks from the XCOR function showed a significant 
effect of Metronome Period, F(3, 51) = 25.19, p < .0005, ηp
2 = .60, but this effect was driven 
only by the 600 ms peak than the other metronome periods without any differences between 
the other periods. There was also a significant effect of Metronome Scaling, F(2, 17) = 4.23, p = 
.032, ηp
2 = .33, with the low persistent condition giving rise to a larger positive peak than the 
high persistent condition. The ANOVA on the negative, lag 0 peaks from the XCOR functions 
showed a significant effect of Metronome Period, F(3, 51) = 5.57, p = .002, ηp
2 = .25. Here, there 
was a significantly weaker negative peak for the 4800 ms condition, but no differences between 
the other metronome periods. There was also a significant effect of Order, F(1, 17) = 9.32, p = 
.007, ηp
2 = .35, with the ascending order giving rise to a stronger negative peak than the 
descending order. The analysis for the WDCC lag -1 and lag 0 coefficient revealed the same 
pattern of results, although the strength of these effects was diminished. Taken together, these 
results potentially imply that when the participants fall into the reactive mode of responding 
their tapping behavior is less contingent on their asynchrony with the metronome. As before, 
this conclusion was partially supported by finding that the lag -1 and lag 0 coefficients were 
much weaker within the reaction category than within the anticipation category. 
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Figure 100. The standard (left) and windowed detrended (right) cross-correlation functions 
between the asynchrony and inter-tap interval series for the synchronization group, for the low 
(top row), medium (middle row), and high (bottom row) persistent metronome scaling 
conditions, as a function of Metronome Period. 
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Figure 101. The standard (left) and windowed detrended (right) cross-correlation functions 
between the asynchrony and inter-tap interval series for the syncopation group, for the low 
(top row), medium (middle row), and high (bottom row) persistent metronome scaling 
conditions, as a function of Metronome Period. 
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 The ANOVA for the coefficients from the syncopation condition revealed a simple 
pattern of effects. For the XCOR lag -1 coefficients there was only a significant effect of 
Metronome Period, F(3, 54) = 20.15, p < .0005, ηp
2 = .53, with significant increase in the 
strength of the peak correlation with increases in the metronome period. There was a 
significant effect of Metronome Period, F(1, 17) = 56.75, p <.0005, ηp
2 = .76, on the XCOR lag 0 
coefficients, with the greater metronome periods yielding stronger negative peaks. There was a 
marginally significant effect of Metronome Scaling, F(2, 18) = 2.78, p = .088, ηp
2 = .24, with the 
medium persistent scaling condition yielding slight weaker negative peaks than the other two 
scaling conditions. The ANOVA’s on the WDCC function revealed only significant effects of 
Metronome Period for both the lag -1, F(3, 54) = 63.24, p < .0005, ηp
2 = .78, and the lag 0, F(3, 
54) = 73.68, p < .0005, ηp
2 = .80. Again, the higher metronome conditions produced stronger 
peaks than the lower periods. It is also important to note that the peak coefficients are overall 
stronger in the syncopation group than in the synchronization group, even under those 
conditions which lead to anticipatory behavior. Thus, these results indicate that maintain stable 
syncopated tapping at the longer metronome periods required the participants to modulate 
their behavior with respect to their asynchrony to the metronome.  
 In summary, the results of the local, short timescale correlations were generally in line 
with predictions. Most importantly, the results of the cross-correlation between the 
metronome IOI and participant ITI series showed that the transition between anticipation and 
reaction involved a qualitative shift in the time lag at which the peak correlation was located. As 
in Experiments 1 and 2, the peak correlation was located at lag 1 when the metronome period 
was relatively small, indicating that the participant adjusted their current tap interval to the 
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previous metronome interval. At the longer periods, however, when the participants fell into a 
reactive mode of responding, the peak correlation was located at lag 0. This indicates that the 
current participant interval was most strongly related to the current metronome interval. This 
finding might seem counter-intuitive. One might think that “reaction” would involve the 
participants’ behavior lagging even further behind the metronome. This is intuition is accurate 
with regard to the actual asynchrony. During reaction, the participants tended to perform taps 
approximately 250 to 300 ms after the nearest metronome beat. Assuming the reaction time 
was relatively stable on each instance, this pattern would lead to longer metronome IOI’s being 
matched to longer ITI’s on each sample (i.e., lag 0 correlation). In contrast, during anticipation, 
the average asynchrony was near 0 or actually negative, indicating that the participant tended 
to tap before the metronome beat.  The lag 1 peak correlation indicates that participants would 
adjust their next interval to the current metronome interval. For instance, if the current IOI had 
been short, they would produce a shorter interval on the next tap. This is consistent with the 
models that operate on short-term control strategies. Additionally, the cross-correlations 
indicated that participants’ tap intervals were less related to the asynchrony during the reactive 
mode of responding. This finding reaffirms the conclusion that under these conditions the 
participants are truly in a reactive state, waiting until they hear the metronome beat and then 
tapping the key as quickly as possible. 
Global, Multi-Timescale Correlation 
 The detrended cross-correlation analysis (DCCA) and the cross-wavelet coherence 
(XWC) analysis techniques were performed in accordance with the description provided in 
Chapter II. Both analysis techniques were performed between the matched metronome and 
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participant inter-event intervals. For DCCA, 16 observations was the minimal window size and 
the maximal window size was 128 observations. These windows were overlapping by 50%, in 
order to try to improve accuracy given the short time series length, and a linear trend within 
the window was removed from each series prior to computing their covariance. For XWC, the 
wavelet periods were determined by the length of the time series, with a minimum period of 
approximately 2 observations and a maximum period of approximately 88 observations. For 
both analyses, the empirical inter-event interval series were compared to randomly shuffled 
surrogate series. 
 Visual inspection of the DCCA-ρ functions for the synchronization group suggested that 
the starting and asymptotic values were influenced by the metronome period and the 
metronome scaling. To test these effects, a single asymptotic value was computed by averaging 
DCCA-ρ across window sizes of 64 to 96 observations. An ANOVA on these asymptotic values 
confirmed a significant effect of Metronome Period, F(2.67, 45.33) = 17.15, p < .0005, ηp
2 = .50, 
with the asymptotic value steadily increasing from the 600 ms (M = 0.75, SD = 0.17) to the 4800 
ms (M = 0.96, SD = 0.06) period condition. There was also an effect of Metronome Scaling, F(2, 
17) = 5.09, p = .019, ηp
2 = .37, with a greater asymptotic value in the medium and high 
persistent scaling conditions that in the low scaling condition. 
A similar pattern of effects was observed in the XWC functions. Here, the asymptotic 
values were calculated by averaging across wavelet periods of 24 to 48 samples, as the 
randomized surrogates showed a slight increase for wavelet periods greater than 48 samples. 
An ANOVA confirmed the effect of Metronome Period, F(2.677 47) = 11.15, p < .0005, ηp
2 = .40, 
and the effect of Metronome Scaling, F(2, 17) = 7.49, p = .005, ηp
2 = .47, observed in DCCA. 
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Together, these findings clearly demonstrated that a slower overall pace and more persistent 
structure in the metronome yielded stronger global, multi-timescale interaction between the 
metronome and the participants. 
These findings suggested that the structure of the global correlations might also reflect 
differences between the anticipation and reaction modes of responding. Similarly, there 
appeared to be an effect of Order on the shape of both the DCCA-ρ (see Figure 102) and the 
XWC (see Figure 103) functions. Namely, the functions for the higher metronome periods in the 
descending condition tended to show a very high starting value and a near immediate rise to 
the asymptotic value, in comparison to the more gradual increase observed in the ascending 
condition. This suggested that the reactive mode of responding might be associated with a very 
high, relatively flat global correlation profile. As this effect did not necessarily influence the 
final, asymptotic value, this conclusion was supported by an examination of the entire functions 
between the anticipation and reaction categories. 
 
 
Figure 102. The DCCA-ρ functions for the synchronization group for both the ascending (left) 
and descending (right) conditions as a function of Metronome Period. 
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Figure 103. The XWC functions for the synchronization group for both the ascending (left) and 
descending (right) conditions as a function of Metronome Period. 
 
The global correlation functions for both DCCA-ρ (Figure 104) and XWC (Figure 105) did 
indeed show a sharper rise to a very high asymptotic value for the reaction category and a 
much more gradual increase for the anticipation category. This finding suggests that the 
reaction mode of responding actually produces a stronger interaction of the dynamics of the 
metronome and the participant at the short timescales. This seemingly counter-intuitive finding 
has important ramifications concerning the complexity matching effect. Recall, the results of 
Experiment 2 demonstrated that the global, multi-timescale interactions were, at least to a 
considerable degree, driven by the short timescale interactions between the systems. Here, this 
finding implies as stronger interaction between the two inter-event interval series at the short 
timescale during the reactive mode. This conclusion was supported by the findings of the local 
cross-correlations between the metronome and participant reported above. Again, these 
findings raise serious questions as to the sense in which complexity matching can be considered 
the result of “anticipatory” processes per se. 
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Figure 104. The DCCA-ρ functions for the synchronization group for cases within the 
anticipation (left) and reaction (right) categories as a function of the Metronome Period. 
 
 
Figure 105. The DCCA-ρ functions for the synchronization group for cases within the 
anticipation (left) and reaction (right) categories as a function of the Metronome Period. 
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was the 600 ms condition, which produced lower asymptotic values, particularly with the 
descending order condition. An ANOVA on the full DCCA-ρ and XWC data sets produced very 
many significant effects, including significant three-way interactions of Metronome Period, 
Metronome Scaling, and Order. Subsequent analysis revealed, however, that most of these 
effects were driven by the dubious 600 ms period condition. Removing these data from analysis 
resulted in there only being a significant effect of Metronome Period, F(2, 36) = 4.94, p = .013, 
ηp
2 = .22, for the DCCA-ρ functions and a marginally significant effect of Metronome Scaling, 
F(2, 18) = 3.26, p = .062, ηp
2 = .27, for the XWC functions. 
 
 
Figure 106. The DCCA-ρ functions for the syncopation group for both the ascending (left) and 
descending (right) conditions as a function of Metronome Period. 
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Figure 107. The XWC functions for the syncopation group for both the ascending (left) and 
descending (right) conditions as a function of Metronome Period. 
 
mode of responding as during the anticipatory mode of responding, if not stronger. Both the 
DCCA-ρ and XWC functions show an overall sharper increase to the asymptotic value in the 
reactive category than in the anticipatory category. It is true that there are larger differences in 
the form of the DCCA-ρ and XWC functions between the different metronome periods in the 
reactive category than in the anticipatory category (see Figures 104 and 105). It is unclear 
whether this effect is theoretically meaningful or whether it simply reflects a limited number of 
cases from the 1200 ms (n = 5) metronome period conditions in the reactive category as 
compared to the anticipatory category (n = 17). Nonetheless, the more important finding is the 
reactive mode of responding to the stimulus did not diminish the strength or form of the global 
interactions between the participant and the metronome. Additionally, it is worth noting that 
the global cross-correlation function for the syncopation group, with the exception of the 
troublesome 600 ms condition, appeared very similar to those observed in Experiments 1 and 
2, and did not seem to differ with changes in the metronome period. This finding is consistent 
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with the earlier analyses suggesting that there was no meaningful, qualitative transition in the 
coordination dynamics as a function of the metronome period when the participants tapped in 
syncopation with the metronome. 
Conclusion 
 The findings of Experiments 3a and 3b are generally in line with expectations. The 
results of Experiment 3a demonstrated that the participants did transition between reactive 
and anticipatory modes of responding to the stimulus with the manipulation of the period of 
the metronome, and that the fractal scaling of the participants behavior differed between the 
two modes of responding. Specifically, the scaling of the asynchrony series was lower in the 
reactive mode than in the anticipatory mode. The result of Experiment 3b confirmed these two 
basic findings. The results of Experiment 3b also showed that there was generally just as strong, 
or even stronger, complexity matching in the reactive mode as in the anticipatory mode. The 
results of the local cross-correlation analyses show that the time lag location of the peak 
correlation differed between the reactive (lag 0) and anticipatory (lag 1) modes, but these peak 
correlations were roughly equivalent in strength. Similarly, the asymptotic value of the global, 
multi-timescale correlations was just as strong, or even stronger, for the reactive mode 
compared to the anticipatory mode. 
 These results raise some interesting questions concerning one of the primary theories of 
the complexity matching effect from the emergent perspective. Recall, the core claim is that 
strong anticipation involves the attunement of one systems’ behavior to the dynamics of its 
environment, not by a process of explicit predictions formulated by a representational process, 
but in a lawful manner from the appropriate coupling relations between the system and its 
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environment (e.g., Dubois, 2003; Stepp & Turvey, 2010; Washburn et al., 2015). The claim is 
that this process is evidenced by the fact that participants can “anticipate” (i.e., execute their 
behaviors in advance of the events of the environmental dynamic) even chaotic dynamics, 
which theoretically would be impossible to represent and explicitly predict. The results of the 
current experiment, however, clearly show that the complexity matching phenomenon, which 
presumably results from strong anticipation, is just as evident during predominantly reactive 
mode of responding to the environmental events. Thus, the theory must be modified to 
address this finding. Either strong “anticipation” does not only pertain to situations in which the 
system in question can execute behaviors in advance of other events, or the complexity 
matching phenomenon does not exclusively result from strong anticipation. 
 To some extent, the finding complexity matching during reactive behavior should not be 
surprising. Consider a hypothetical situation in which the asynchrony between the participants’ 
taps and the metronome beats was always exactly the same. In this case, the participants’ 
inter-tap interval series would always exactly match the metronomes inter-onset interval 
series, whether the asynchrony was small and negative (i.e., anticipation) or large and positive 
(i.e., reaction). That is, the similarity of the dynamics of the two inter-event interval series is not 
at all contingent on the degree to which the participant leads or lags behind the metronome. 
This argumentation is consistent with the many findings from the reaction time studies showing 
that injecting random variability into the task constraints yields a more random task 
performance (Holden et al., 2011; Kello et al., 2007; Van Orden et al., 2003). This raises serious 
questions as to what theoretical implications can be drawn from finding that the scaling of the 
participants’ behavior is influence (or matched) to the scaling of the task constraints.  
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Chapter VI: General Discussion 
 The purpose of the current dissertation was to address five primary research questions 
pertinent to the development of the complexity matching literature. The first question asked 
how specific properties of the pacing signal (i.e., the overall magnitude of variation and the 
exact degree of fractal scaling) affected the strength and stability of complexity matching. The 
second question concerned differences in complexity matching between the discrete coupling, 
such as that defining a participant’s interaction with an auditory metronome, and the 
continuous coupling, such as that defining participants’ visual interaction with one another. The 
third question regarded differences in complexity matching between different modes of 
coordination; namely, synchronization and syncopation. The fourth question concerned the 
statistical relationships between the measures of complexity matching, local correlation, and 
global correlation, with particular emphasis on tested the hypothesis that complexity matching 
ultimately resulted from local coordinative processes. The fifth and final question asked 
whether the complexity matching effect was evident both during anticipatory and reactive 
modes of responding to the pacing signal. 
 Each experiment addressed several of these primary research questions, but together 
the experiments tell a consistent story about the nature of the complexity matching effect. This 
chapter is therefore dedicated to examining the collective implications of all of the experiments 
with respect to these primary questions.  These collective results are then synthesized into a 
few, integrated theoretical conclusions and directions for future research. 
 The basic purpose of Experiments 1 and 2 was to address the first research question 
regarding how certain properties of the pacing signal affected the dynamics of the participants’ 
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tapping behavior. Recall, Marmelat and colleagues (2014) had previously demonstrated that 
the magnitude of variation and fractal scaling of the pacing signal influenced the scaling of the 
participants’ behaviors and the strength of the complexity matching effect. In particular, they 
found that the scaling of the participants’ behavior did not match the scaling of the metronome 
below a certain magnitude of variation. They also found that although the mean scaling values 
for the participants were near the scaling of the metronome even for the anti-persistent and 
random metronomes, there was only a significant degree of complexity matching, at the fine-
grained scale of individual cases, for the persistent metronome conditions. 
 The results of Experiments 1 and 2 replicated and extended these basic findings. 
Experiment 1 did show that the mean scaling values for the participants did not match the 
scaling of the metronomes below the 3% coefficient of variation (CoV) condition. Experiment 1, 
unlike the previous research, also examined both pink noise and white noise metronomes. The 
results revealed that there were differences in the participants’ scaling below the 3% CoV 
condition as a function of the metronome scaling. Specifically, in the low, 0.5% CoV condition, 
the white noise metronome elicited a strong anti-persistent scaling in the participants’ tapping 
intervals, much like when participants synchronize with isochronous metronome. The pink 
noise metronome, however, elicited a near random scaling signal from the participants. Thus, 
even though the participants were not complexity matched with the metronome at this level of 
magnitude, the fractal scaling of the metronome did influence the dynamics of the participants’ 
tapping behavior. Moreover, the results of Experiment 1 also showed a different pattern of 
approach to the complexity matching scaling for pink and white noise metronome conditions 
(see Figure 24). Specifically, there was a gradual increase for the pink metronome and an 
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abrupt, non-linear increase for the white metronome. These two findings clearly demonstrate 
that the fractal scaling embedded in the dynamics of the metronome series do influence the 
participants’ behavior, even outside of strict complexity matching. 
 Similarly, the findings of Experiment 2 replicated and extended the findings of the 
previous research (Marmelat et al., 2014). The results of Experiment 2 did show a tendency for 
stronger complexity matching for the persistent metronomes than for the anti-persistent and 
random metronomes. Specifically, there was slightly greater residual variance around the 
complexity matching regression models for the anti-persistent and random metronomes (see 
Figure 53). The results of Experiment 2 also suggested that the residual variation around the 
complexity matching regression models was less for the highly persistent metronome condition 
(α = 1.4). This finding suggests that the increase in the strength of complexity matching with 
increasing persistent scaling in the pacing signal continues past the scaling that typically defines 
the participants’ unconstrained, self-paced tapping (α ≈ 0.75). However, the finding that the 
leader and follower participants maximally produced scaling values comparable to their 
unconstrained tapping, even when the metronome presented a much more persistent dynamic, 
calls this latter conclusion into question. That is, if there truly exists a ceiling value of the degree 
of persistent scaling human participants can produce, then there must also be a ‘resonant’ 
scaling value in some sense, as participants cannot truly “match” the scaling in even more 
persistent signals. 
 Experiments 1 and 2 also addressed the second primary research question, regarding 
differences between the discrete coupling between the leader and the metronome and the 
continuous coupling between the follower and the leader. The results of Experiment 1 
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suggested that these differences in coupling did affect the strength of the complexity matching. 
Specifically, there was considerably weaker complexity matching between leader and 
metronome series in the two lowest magnitude conditions (see Figure 25) than the complexity 
matching between the follower and the leader at these magnitudes. This finding suggests that 
the continuous coupling might sustain complexity matched behavior under conditions which 
complexity matching with discrete coupling breaks down. Similarly, the results of Experiment 2 
showed that there was a greater degree of heteroscedasticity between the leader and follower 
than between the leader and metronome. This finding suggests that the continuous coupling 
produced more clear differences in the strength of complexity matching across the different 
metronome scaling conditions than did discrete coupling. It is important to appreciate, 
however, that there were other important differences between the leader-metronome and 
follower-leader systems. Specifically, in Experiment 1, the analyses of the standard deviation of 
the inter-event intervals suggested that the leader’s behavior was always more variable than 
the variability in the metronome. Thus, the additional strength in complexity matching for the 
follower and leader in the low magnitude conditions could reflect the fact that the leader 
produced a more variable pacing signal than did the metronome. As mentioned above, the 
results of Experiment 2 suggest that the leader and follower did not achieve the degree of 
persistence that the metronome did during the highest metronome scaling conditions. Thus, 
the conclusions regarding the effects of the nature of the coupling on complexity matching are 
confounded in the present experiments, and more research is necessary.  
 The third research question, regarding whether the strength of complexity matching 
effects would differ between the synchronization and syncopation coordination modes, was 
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addressed across all three experiments. In general, the results of these experiments showed 
that complexity matching was just as strong during syncopation as it was during 
synchronization. In Experiment 1, the complexity matching correlations (see Figures 25 and 26) 
were just as strong for the synchronization and syncopation conditions, and revealed the same 
effects of the magnitude of variation in the metronome. In Experiment 2, the fit of the data to 
the complexity matching regression models was even stronger for the syncopation condition 
(see Figures 55 and 56). In Experiment 3b, the complexity matching correlations were weaker 
for the syncopation condition (see Figure 94), but this was partially due to the difficulty the 
participants experienced maintaining stable syncopation with the metronome at the 600 ms 
period. Thus, the results of the current experiments strongly support the conclusion that the 
complexity matching effect is not exclusive to synchronization tasks, but instead pertains to 
coordinated behaviors in general. 
 The fourth research question, concerning the relationships between the complexity 
matching, local correlations, and global correlations, was partially addressed by all of the 
experiments, but was directly addressed by the secondary tests conducted in Experiment 2. For 
example, in Experiment 1, the manipulation of the magnitude of variability in the metronome 
stimulus created similar effects within the complexity matching and within the local, short 
timescale cross-correlations. Specifically, as mentioned above, the complexity matching 
correlations within the leader-metronome system were weaker than those of the follower-
leader system in the 0.5% and 1.0% CoV conditions. A similar effect was observed in the lag 1 
peak correlations, with much stronger peaks for the follower-leader system in these magnitude 
conditions than for the leader-metronome system. This finding can be taken as evidence that 
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the complexity matching effect is in fact driven by a local coordinative process (Fine et al., 2015; 
Torre et al., 2013). This conclusion was supported by the hierarchal regression models 
presented in Experiment 2. In particular, the scores from the local cross-correlation captured a 
large portion of the variance in the global correlation scores, and consistently accounted for 
more unique variance in the complexity matching scores than did the global correlations. Again, 
these findings support the ideas that these interacting systems are coupled via perceptual 
information at the local timescale, that these local couplings underlie an entrainment between 
the systems at longer timescales and, ultimately, a matching of the fractal scaling values of the 
two systems. 
 Finally, the fifth research question, asked whether the complexity matching effect was 
also present when the participants fell into a reactive mode of responding to a pacing signal, 
and was addressed in Experiments 3a and 3b. In the higher metronome period conditions, 
participants did tend to fall into a reactive mode, as evidenced by the mean asynchrony and the 
change in the time lag location of the peak cross-correlation. In the reactive cases, the scaling of 
the participants’ inter-tap interval series was just as strongly, if not more strongly, matched to 
the scaling of the metronome series as in the anticipatory cases. These findings clearly 
demonstrate that the complexity matching effect does not only exist when participants can 
reliably anticipate and synchronize with the events in the pacing signal. 
 This last finding, in particular, raises serious questions about the nature of the 
complexity matching effect. The research questions asking what kind of coordination dynamics 
underlie complexity matching presuppose that it emerges from a specific kind of coordination. 
The findings of the current experiment, however, demonstrate that complexity matching is 
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general to many different kinds of coordination dynamics. That is, these results demonstrated 
that the fractal scaling of two inter-event interval series from a pair of interacting systems are 
highly correlated, regardless of whether the systems are engaged in an anticipatory, 
synchronous interaction, a syncopated pattern of coordination, or whether one system is 
simply reacting to the events in the other system’s behavior. In particular, finding evidence of 
complexity matching in a reactive mode of responding is particularly salient given some of the 
prior explanations of the spontaneous transitions between anticipatory and reactive modes 
(e.g., Engström et al., 1996; Pöppel, 1997; Repp 2005a). When the events of the pacing signal 
slow to some critical period, the participants are no longer able to perceptually sustain the 
regularity in the pattern of the signal. They can no longer hear the beat, and so begin to react to 
each individual tone. If participants in the reactive mode can actually no longer perceive the 
regularity in the presentation of these events, how could they be attuned to the higher-order 
patterns of variability embedded in the events?  
 Perhaps the attunement of the participants’ behavior to the dynamics of the task stimuli 
does not rely on the participants’ psychological ability to detect or perceive those dynamics. 
Perhaps complexity matching is an inherent and necessary consequence of the co-organization 
of two systems behavior. That is, even during a reaction task, the participants’ behavior is 
organized with respect to the dynamics of the task stimuli (i.e., the participant does something 
when the stimulus does something). By necessity, the times between the events in the 
participants’ behavior will resemble the times between events in the stimulus’ behavior. 
Therefore, any pattern in the stimulus intervals will be evident in the participants’ intervals. 
Participants will, of course, not always produce exactly the same reaction time to the stimulus 
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on every event. Nonetheless, as long as the variability in the reaction times are relatively stable 
and relatively small in comparison to the variability in the stimulus intervals, the participants’ 
series of intervals should resemble the series of stimulus intervals. The same logic holds true for 
the synchronized and syncopated tapping tasks. Again, the participant commits a behavior with 
each event in the stimulus series and, as long as the deviations in the asynchrony are relatively 
stable and small, the two intervals series should resemble one another, at least in terms of their 
longer-timescale trends. In this way of thinking, complexity matching does not issue from any 
one kind of coordination process, but instead is a general consequence of co-organization; 
when one’s systems behavior is inherently constrained by the dynamics of another system. 
 It is important to note how this conception of the complexity matching effect relates to 
the notion of hyperincursion, on which the strong anticipation account of complexity matching 
is founded. Dubois (2003) explained that strong and weak anticipation differ in terms of the 
constitution of the involved system. In weak anticipation, one system attempts to formulate 
explicit predictions about the future behavior of another system. Here, the systems are 
considered to be inherently separate from one another. In strong anticipation, however, the 
two sub-systems are coupled together into a unitary system, which is capable of anticipating its 
own dynamics. 
This same fundamental distinction also characterizes the different accounts of 
complexity matching. As discussed in Chapter I, the mechanistic models of complexity matching 
(e.g., Torre et al., 2013) are based on earlier models of timing behavior, in which an enslaved 
system (i.e., the participant) uses information about the previous inter-event intervals of the 
master system (i.e., the metronome) and the previous asynchrony in order to control the 
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production of its own inter-event intervals and to maintain coordination. Here, the two systems 
are considered to be inherently separate, and one explicitly plans for the behavior of the other.  
 The emergent perspective on complexity matching is not as well-defined. The primary 
claim has been that complexity matching results from a state of “global coordination” produced 
by strong anticipation dynamics (e.g., Marmelat & Delignières, 2012; Stephen et al., 2008). 
Currently, no one has provided a formalized model of this global coordination process or 
precisely how it directly leads to complexity matching. Instead, the primary claim is that when 
two systems are appropriately coupled to produce the kind of strong anticipation described by 
Dubois (2003), the state of coordination between the two systems yields complexity matching 
without their (inter-event intervals) behaviors being strongly correlated on a short timescale. 
Interestingly, most of this literature does not consider the fundamental idea of hyperincursion 
that the two (sub-)systems are properly considered a unitary system with its own dynamics. 
This idea does, however, fit nicely with the account of complexity matching offered here; 
namely, that complexity matching is an inherent consequence of the co-organization of coupled 
complex systems. If this assertion holds, and complexity matching is something that exists at 
the level of the sub-systems, then the challenge is to identify and describe the dynamics that 
characterize the whole system.  
One suggestion, motivated by the emergent perspective on rhythmic coordination, is 
that the asynchrony series best captures the coordination at the level of the whole system. 
Despite the common assumption that it is the inter-tap intervals that the participant attempts 
to control, it is control of the asynchrony that best fits the task demands. In synchronization 
tapping tasks, participants are instructed to press the key in time with the beats of the 
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metronome stimulus. In syncopated tapping, the instructions are to tap in between the beats of 
the metronome. In reaction time tasks, participants are told to responds as quickly as possible 
after the metronome stimulus. In all cases, the task demands and task performance are defined 
by the time difference (i.e., the asynchrony) between the participants’ behaviors and the task 
stimuli. This suggestion also fits with past research on the fractal scaling in timing behaviors. 
Specifically, Chen and colleagues (1997) argued that although the inter-tap intervals properly 
characterized self-paced or continuation tapping, the asynchrony was the “fundamental time 
series” in synchronization tapping. Moreover, the fractal scaling of the asynchrony series is 
known to shift with manipulations to the nature of the coordination. For example, Chen and 
colleagues (2001) showed that there was more persistent, pink noise scaling in the asynchrony 
during syncopated tapping than during synchronization tapping. The current experiments also 
repeatedly showed that the fractal scaling of the asynchrony also differed with manipulations 
to the coordination dynamics. In Experiment 1, the scaling of the asynchrony considerably 
decreased from a strong persistent structure when the magnitude of variation in the 
metronome was low to a near-random scaling when the variation in the metronome was high. 
In Experiment 2, the scaling of the asynchrony series for the synchronization condition 
increased to the same level as the syncopation conditions when the scaling of the metronome 
event interval series was increased to a very highly persistent level. In Experiment 3, the scaling 
of the asynchrony decreased with increases in the metronome period, as more participants fell 
into the reactive mode. Simply put, it is possible that the asynchrony scaling is a better indicator 
of the coordination dynamics exhibited by these interacting systems across these experimental 
conditions. 
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Unfortunately, the asynchrony series has gone largely ignored in the existing complexity 
matching literature, where the focus consistently falls on the relationships between the inter-
event interval series. Again, the asynchrony does play a role in the existing short-term model of 
the complexity matching effect (Torre et al., 2013), but the asynchrony is used as a piece of 
information to control the tapping intervals. In contrast, the findings of the current experiments 
suggest that the asynchrony could be the “controlled” or stabilized variable. This alternative is 
similar to the conceptual structure of the emergent (Haken et al., 1985) model of rhythmic 
coordination discussed in Chapter I. That is, this dynamical model is designed to capture the 
stable states of a variable that is defined by the relationship between the component systems 
(i.e., the relative phase). Thus, one of the most promising directions for future research on the 
complexity matching effect is to develop a model of the asynchrony dynamics as a collective 
variable stabilized by a system of coupled, complex oscillators. Building these dynamical models 
might indeed reveal that the complexity matching correlations are a necessary byproduct of the 
stable asynchrony dynamics.  
It is important to appreciate that there is still ample room for debate. In some sense, 
these results reveal a “chicken and egg” dilemma. It is possible that complexity matching is a 
consequence of the asynchrony dynamics, but it is also possible that the asynchrony dynamics 
result from coordination of the complex interval series. The results of the current experiments 
do not definitively support one of these conclusions to the exclusion of the other. One 
promising avenue for future research is to adopt a behavioral dynamics approach to explore 
these issues. In brief, behavioral dynamics is an approach to modeling and understanding 
complex systems that appreciates both the scale of interacting sub-systems and the scale of the 
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higher-order, joint system. In Warren’s (2006) language, the scale of “perception and action” 
captures the agent and its environment as separate dynamical systems, with their own intrinsic 
properties, that exchange energy and information with one another. Alternatively, the scale of 
“behavioral dynamics” describes a single agent-environment system with its own, lower-
dimensional dynamics. Most importantly, this theoretical approach holds that both scales have 
a meaningful role in the organization of behavior. The dynamics of the joint system emerge 
from the ongoing interactions between agent and environment, but also fed back to constrain 
those interactions. Interestingly, this approach can also address how the agent learns the 
“control laws” that govern the interactions at the perception-action scale and stabilize the 
desired behavioral dynamics. Thus, the behavioral dynamics approach can potentially address 
the full scope of the system involved in the complexity matching effect. 
Although the existing literature on complexity matching focuses nearly exclusively on 
timing behavior, the potential impacts of this research extend far past understanding these 
basic task performances. At its heart, the study of complexity matching is dedicated to 
understanding how complex systems embody one another’s dynamics and sustain coordinated 
and adaptive behavior. Thus, the lessons learned from these simple experimental tasks have 
implications for understanding the interaction and co-evolution of natural systems (Jordan & 
Ghin, 2007; Kugler & Turvey, 1991; Van Orden et al., 2003). 
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