We compute the theory of H 2 (G, Q/Z) for any proabelian group G, using a natural isomorphism with the group Alt(G, Q/Z) of continuous alternating forms. We use this to establish a sort of generic behavioral ideal, or role model, for the Brauer group Br(F ) of a geometric field F of characteristic zero. We show this ideal is attained in several interesting cases.
Introduction
Let F be a geometric field of characteristic zero, with absolute Galois group G F . Since F contains an algebraically closed field, it contains the group µ of all roots of unity. Let µ n denote the n-torsion subgroup of µ, for n ∈ N. Since F contains µ n , there is a natural G F -isomorphism µ ⊗2 n µ n , and the cup product, or Galois symbol, maps into the Brauer group,
The natural map F × → H 1 (G F , µ n ) is surjective by Hilbert 90, and if x and y are elements of F × , the image of x⊗y under the induced pairing is a symbol [(x, y) ω n ]. The famous Merkurjev-Suslin theorem shows that these symbols generate Br(F ), as n ranges over the natural numbers. Let G = G ab F , the maximal abelian quotient of G F . We are interested in the bottom row of the commutative diagram
We show that H 2 (G, µ) is generated by cup products, a well known result (see [TW, Remark 4.11] ). We then develop a complete, computationally effective theory for the bottom row, for any proabelian group, using the theory of alternating forms.
Since the inflation map is surjective and computationally transparent, we obtain implications for Br (F ) .
In the end we establish what we feel is a behavioral role model for the division algebras and Brauer group Br(F ) of F . This consists of bounds for a given Brauer class's most important invariants, as well as explicit computations of the fundamental functorial maps with respect to abelian extensions. Our main tool is a natural isomorphism H 2 (G, Q/Z) Alt(G, Q/Z), where G is any proabelian group Although this matrix is associated directly to the given Brauer class, in our theory it is the matrix of an alternating form on the Galois group G Ω/F Z 4 , given by specifying a basis of generators for G corresponding to the elements x i via Kummer theory. The index of α is given by the formula ind(α) = lcm{|a ij |, |a 12 a 34 − a 13 a 24 + a 14 a 23 |} = lcm{|1/4|, |1/20|, |1/5|, |1/40|} = 40, computed by taking the least common multiples of the orders in Q/Z of the subpfaffians of the alternating matrix A. To find the division algebra underlying α is simple: we "2-block-diagonalize" A using the standard algorithm. We understand this as a basis change on G, given by the diagonalizing matrix P. In this case, if with representative division algebra D (x 1 , x 2 ) ω 2 ⊗ (x 3 , x 4 ) ω 20 . The x i are algebraically independent over C, and x i = x q i1 1 x q i2 2 x q i3 3 x q i4 4 , with exponents taken from the i-th row of the matrix
If the x i were not algebraically independent over C, the canonical form would merely be a candidate for the underlying division algebra, and the number 40 an upper bound for ind(α). It is important that the y i form a basis for the group (K × /F × ) tor , so that Q's inverse is defined over Z. Here,
This is the matrix of generators for the closed subgroup of G that fixes K. It follows that [K : F ] = |det(P )| = 30. Let A ∈ Alt 4 (Q/Z) and α ∈ Br(F ) be as above. Since the index of α was 40, we see that extending scalars to this field extension K/F of degree 30 reduces the index of α by a factor of two.
Conversely, suppose β ∈ Br(K) is given by ( * ). Then γ := cor(β) ∈ Br(F ) is determined by the matrix
Translating back to Br(F ), we have
where x i = j y p ij j is given by P . Note that γ = cor · res(α) = 30α, as required. The index is ind(γ) = lcm{|1/2|, |1/4 − 0 + 1/4|} = 2.
Thus the corestriction reduces β's index by a factor of 10.
Conventions
Write P for the set of rational primes. If d ∈ N, let supp(d) denote d's prime support. Use m to denote a subset of P. Let N(m) denote the set of positive integers supported on m.
For each prime p, let Z p be the additive group underlying the ring of p-adic integers. If m ⊂ P is a set of primes, let Z m denote the product m Z p . Let Z be the profinite completion of Z; then Z = Z m , where m is the set of all primes. Let Z[1/p] denote the additive group of the localization of Z with respect to the prime number p, and let Z[1/p]/Z denote the quotient, a divisible torsion p-group. Let Z[1/m]/Z denote the (divisible) direct sum m Z[1/p]/Z. Note that Z[1/m]/Z = Q/Z when m is the set of all primes.
Each Z m acts diagonally on Z[1/m]/Z with respect to the primary decomposition. Explicitly, if x = m x p ∈ Z m , where x p ∈ Z p , and a = m a p , where a p ∈ Z[1/p]/Z, then x · a = m x p a p . In particular, if x ∈ Z and 1/d ∈ Q/Z, then x/d ∈ Q/Z is the product of x(mod d Z) and 1/d. Extend the action of Z m on Z[1/m]/Z to all of Q/Z via the standard embedding Z m → Z, so that the action on the other primary components is trivial.
If G is an abelian group and d ∈ N, let G d (or dG) and d G denote the d-power (or d-multiple for additive notation) and d-torsion subgroup of G, respectively. Let |G| denote the cardinality of G, and let exp(G), the exponent of G, denote the smallest number m ∈ N such that G m = {1} (or mG = {0}).
If G is a proabelian group, say a natural number d divides |G| if d divides the order of a finite homomorphic image of G. If σ ∈ G, say d divides the supernatural number |σ| if d divides the order of some finite homomorphic image of σ.
A subset x = {x i } I of a (multiplicative) abelian group F × is p-independent for a prime p if for every finite subset {x i 1 , . . . , x i k }, k j=1 x a j i j ∈ F × p r implies p r a j , for all j : 1 ≤ j ≤ k. Note x is p-independent if and only if it is independent (mod F × p ). Say x is m-independent for some m ⊂ P if it is p-independent for all p ∈ m. Say x is Z-independent if it is P-independent. A subgroup H of an abelian group F × is pure if whenever an element of H has an n-th root in F × , it has an n-th root in H. A pure subset of F × is a subset that generates a pure subgroup.
It is easily verified that if m m, n n, and d = gcd(m , n ), then there is a commutative diagram
. On the other hand, the natural map ι ⊗2 :
In particular, (lcm[m, n]/d) · ν d = ν m,n · ι ⊗2 . It will be shown below that all bilinear forms arise from the cup product, as follows. Since G acts trivially on Q/Z, the cup product pairing is defined by
Since the tensor product is bilinear, this pairing factors through
Bil(G, Q/Z) has order d. By inflation it is enough to prove the result for G finite. Then G has a basis {φ i : 1 ≤ i ≤ n}, and b is completely determined by its values on the basis
It is straightforward to verify that, because G is abelian and the action of G on Q/Z is trivial, ∂f (ρ, σ, τ ) = −∂f (τ, σ, ρ) = 0, hencef is a cocycle. Moreover, f −f is indeed an alternating form, for it is clear from the definition that (f −f )(σ, τ ) = −(f −f )(τ, σ), and the alternating sum of the cocycle condition on f applied successively to the triples (ρ, σ, τ ), (ρ, τ, σ), and (τ, ρ, σ) shows that f −f is linear on the left, hence bilinear [AT, Section 1] .
The kernel of alt : 
Since alt :
Remark 2.5. A similar result appears in [AT] . If G is any group and A is a trivial G-module, then by the Universal Coefficient Theorem, the sequence 
Functoriality.
Setup 2.6. For the next few results, suppose
is an exact sequence of proabelian groups, such that G has finite exponent r. Since " * " is an exact functor, there is a dual exact sequence
The dual ι * : G * → H * is the restriction map, and π * : G * → G * is the inflation.
If G is torsion-free, then G * and H * are divisible. For each integer d divisible by r, let j d denote the composite of exponentiation by d and ι −1 ,
If ι is open and s = |G| < ∞, then by [S, VII.8.Proposition 7] , j := j s is the classical transfer homomorphism, and its dual j * : H * → G * is the cohomological corestriction. Since ι * is restriction, the composition j * d · ι * : G * → G * is multiplication by d. On the other hand, since
Lemma 2.7. Assume Setup 2.6. For all d ∈ N divisible by r, there is a natural exact sequence,
If G is torsion-free, the right arrow j * d is surjective. In particular, if G is torsion-free and ι is open, j * ( s H * ) G * , where s = |G| and j is the transfer.
Proof. Consider the commutative diagram
where the vertical arrows are multiplication by d. By the Snake Lemma, the sequence
G is torsion-free, then G * is divisible, and then G * /dG * = {0}, i.e., j * d is surjective. This completes the proof.
Assume Setup 2.6. By [N, Proposition 1.5.3] , ι and π induce the cohomological restriction and inflation maps on H 2 (G, Q/Z) and H 2 (G, Q/Z), i.e., res = [ι * ⊗2 ] and inf = [π * ⊗2 ]. By the definition of alt, ι * ∧2 and π * ∧2 are the restriction and inflation maps on Alt(G, Q/Z) and Alt(G, Q/Z), so that the maps res :
are given explicitly by res(a)(σ, τ ) = a(ι(σ), ι(τ )) for each a ∈ Alt(G, Q/Z), where σ, τ ∈ H, and inf (ā)(σ, τ ) =ā(π(σ), π(τ )) for eachā ∈ Alt(G,
to be alt(cor), where cor : H 2 (H, Q/Z) → H 2 (G, Q/Z) is the usual cohomological corestriction. This map, which is induced from the transfer, will be computed in Theorem 2.10. Theorem 2.8 "Inflation and Restriction". Assume Setup 2.6, with G a general proabelian group. The inflation is injective, and res · inf = 0 on Bil(G, Q/Z), H 2 (G, Q/Z), and Alt(G, Q/Z). If G is torsion-free the restriction surjects onto Bil(H, Q/Z), H 2 (H, Q/Z), and Alt(H, Q/Z). The kernel of the restriction in H 2 (G, Q/Z) and Alt(G, Q/Z) has exponent dividing the maximum order of all subgroups of G of rank at most two, so divides |G|.
Proof. Inflation is obviously injective on bilinear forms, hence also on alternating forms, since they form a subgroup, and on H 2 (G, Q/Z) by Theorem 2.4. To see that res · inf = 0 on Bil(G, Q/Z), suppose b = inf (a), where a ∈ Bil(G, Q/Z), and compute res(b)(σ, τ ) = b(ι(σ), ι(τ )) = a(π · ι(σ), π · ι(τ )) = a(1,1) = 0 for all σ, τ ∈ H, as desired. Since they form a subgroup, res · inf = 0 on alternating forms as well, and by Theorem 2.4 the result holds on H 2 (G, Q/Z).
Suppose G is torsion-free; then so is H, as H → G. Then G * and H * are divisible, and it is easy to see using the cup product that Bil(G, Q/Z) and Bil(H, Q/Z) are divisible, hence that res(
is in the image of the restriction ι * ⊗2 = res. Thus the quotient Bil(H, Q/Z)/res(Bil(G, Q/Z)) has bounded exponent, hence is trivial by the divisibility of each group. Thus restriction is surjective. The same argument works on Alt(G, Q/Z), and by Theorem 2.4 this proves it also for H 2 (G, Q/Z).
Suppose a ∈ ker(res) ≤ Alt(G, Q/Z), and σ, τ ∈ G. Let k be the order of π(σ), and let l the order of π(τ ) modulo π(σ) ≤ G. Then kl is the order of the subgroup π(σ), π(τ ) ≤ G, σ k ∈ H, and τ l = σ m ρ for some number m and element ρ ∈ ι(H). Now compute using the bilinearity of a, kla(σ, τ ) = a(σ k , σ m ) + a(σ k , ρ). Since a is alternating, a(σ k , σ m ) = 0, and since res(a) = 0, a(σ k , ρ) = 0. Therefore kla(σ, τ ) = 0. If n is the maximum order of all subgroups of G of rank at most two, then kl n, and therefore na(σ, τ ) = 0 for all σ, τ ∈ G, hence na = 0. By Theorem 2.4, the same result holds on H 2 (G, Q/Z). This completes the proof.
Remark 2.9. The last statement of Theorem 2.8 does not hold for Bil(G, Q/Z). For suppose G = Z × Z and H = 2 Z × Z. By Theorem 2.8, the kernel of the restriction on H 2 (G, Q/Z) and Alt(G, Q/Z) has exponent dividing 2, since |G| = 2. cor :
. Proof. By Theorem 2.4, it suffices to prove the theorem for alternating forms. Since H is torsion-free, H * is divisible, hence Alt(H, Q/Z) is divisible, so 1 s a exists. To show the given map is well defined, suppose c ∈ Alt(H, Q/Z) has order dividing s. Since G is torsion-free, by Theorem 2.8 there exists an element b ∈ Alt(G, Q/Z) such that res(b) = c, and |b| divides |c|s. In particular, s 2 b = 0. By the functoriality of the cup product, 2 d H * = d Alt(H, Q/Z) is covariant on d H * , and it follows that j * ∧2 ι * ∧2 = (j * ι * ) ∧2 . Since j * ι * is multiplication by s, j * ∧2 ι * ∧2 is multiplication by s 2 . Therefore j * ∧2 (c) = j * ∧2 ι * ∧2 (b) = 0, and the given map is well defined. Since j * ∧2 is a homomorphism and s( 1 s (a + a )) = a + a = s 1 s a + s 1 s a , the map a → j * ∧2 ( 1 s a) is a homomorphism. Now to show the given map is the corestriction. Since res = ι * ∧2 is a surjective homomorphism, and cor · res is multiplication by s, it suffices to prove that if b ∈
It has already been seen that j * ∧2 ι * ∧2 = (j * ι * ) ∧2 is multiplication by s 2 , so j * ∧2 ι * ∧2 ( 1 s b) = s 2 ( 1 s b) = sb, as desired. Therefore cor(a) = j * ∧2 ( 1 s a). Now to apply this to a
. This completes the proof.
Remarks 2.11. a. Theorem 2.10 can be used to compute the corestriction for ι : H → G an open embedding of arbitrary proabelian groups, not just those that are torsion-free. For let G * be the divisible hull of G * , and let G be the torsion-free proabelian dual of G * . Since G * is a subgroup of G * , G is a quotient of G, and thus there is a surjective homomorphism G → G G/H. Let H be the kernel; then H is torsion-free, and H maps onto H ≤ G. By inflation, the cohomology classes and alternating forms for H and G embed into the corresponding groups for the torsion-free H and G, and Theorem 2.10 computes the corestriction.
b. The corestriction map in Theorem 2.10 is not well defined on Bil(H, Q/Z). For example, suppose G = Z× Z and H = 2 Z× Z, so s = 2. If a ∈ Bil(H, Q/Z), then the choices for 1 2 a differ by elements of order 2. But if b ∈ Bil(G, Q/Z) is defined by b(φ i , φ j ) = δ i1 δ j1 /8, then c = res(b) has order 2, but j * ⊗2 (c) = j * ⊗2 ι * ⊗2 (b) = s 2 b = 4b = 0. Therefore j * ⊗2 ( 1 2 a) = j * ⊗2 ( 1 2 a + c). This shows that in general the value of j * ⊗2 ( 1 s a) depends on the choice of 1 s a.
The index of an alternating form
The index of an alternating form over Q/Z is an invariant closely associated with the usual pfaffian of an alternating matrix over a commutative ring. It is related to the (Schur) index of a Brauer class, which is the square root of the dimension of the class's representative division algebra. More precisely, if F is a field of characteristic zero, G is the Galois group of a Galois field extension Ω/F , and µ is the torsion subgroup of Ω × , then there is a natural map H 2 (G, µ) → H 2 (G, Ω × ) Br(Ω/F ). When the action of G on µ is trivial, H 2 (G, µ) is isomorphic to H 2 (G, Q/Z), and by Theorem 2.4 there is an induced map Alt(G, Q/Z) → Br(Ω/F ). It will be shown in Theorem 4.10 below that the index of an alternating form is divisible by the index of its image in Br(Ω/F ). Since it is open in G, rad a (G) has finite index in G, so exp(a), deg(a), and ind(a) are well defined. Clearly exp(a) = |a|, its order in Alt(G, Q/Z). It will be shown presently that ind(a) ∈ N; it follows immediately that exp(a) and ind(a) have the same prime divisors. Later, it will be shown that the index and exponent of an alternating form on an abelian Galois group over a field containing all roots of unity are closely related to the index and exponent of a corresponding Brauer class over the same field.
Define the row subgroup row(b) to be the subgroup of (Q/Z) n generated by B's rows, up to isomorphism.
Note that if a ∈ Alt(G, Q/Z), then (a ij ) ∈ Alt n (Q/Z) is an alternating matrix, with a ij = a(φ i , φ j ) = −a ji and a ii = 0. Theorem 3.6 below shows how to compute the index of an alternating form a directly from any alternating matrix representing a. The key observation is given by the next result. The lemma that follows is the basis for later results on the standard form of alternating forms and Brauer classes (Theorem 4.9, Theorem 5.12, and Theorem 5.17).
Proposition 3.3. Suppose G is a proabelian group, and a ∈ Alt(G, Q/Z). Then row(a) is well defined, and it is isomorphic to G/rad a (G).
Proof. It suffices to show that row(A) G/rad a (G) for an arbitrary matrix representative A. Letφ = {φ 1 , . . . ,φ n } be a basis for G/rad a (G), and let A ∈ Alt n (Q/Z) be the matrix for a determined byφ. Let r = exp(a); then G/rad a (G) is a quotient of (Z/rZ) n , such that the standard basis
, so A is also the matrix for inf (a) determined by φ. Clearly G/rad a (G) (Z/rZ) n /rad inf (a) ((Z/rZ) n ), so it now suffices to show row(A) G/rad a (G) with G = (Z/rZ) n and a = inf (a). First, a lemma. Lemma 3.4 "Symplectic Basis I". Suppose G = (Z/rZ) n and a ∈ Alt(G, Q/Z). Let {φ 1 , . . . , φ n } be the standard basis for G. Then there exists a matrix P ∈ GL n (Z/rZ) such that φP = ψ, defined by ψ j = i φ p ij i , is a symplectic basis for G with respect to a, so that for some subset {ψ 1 , . . . , ψ 2m } ⊂ ψ, along with uniquely determined positive integers d i :
and a(ψ k , ψ l ) = 0 otherwise. The w i may be arbitrarily designated. If A ∈ Alt n (Q/Z) is the matrix for a with respect to φ, then B = P * AP is the alternating 2-block-diagonal matrix for a determined by ψ.
, and a(ψ k , ψ l ) = 0 otherwise. The proof of this result is similar to the standard construction of a symplectic basis over a vector space. Since G is a free Z/rZ-module, ψ is a basis for G. Let P r ∈ GL n (Z/rZ) be the reduction of P (mod r).
Let w i be any unit (mod d i ). Then
Let P = P r D; then the desired symplectic basis is ψ = φP, with P ∈ GL n (Z/rZ).
It is now obvious that rad a (G)
It follows that the d i are uniquely determined, as the abelian group invariants of G/rad a (G). Finally, applying the bilinear relations to a
the ij-th entry of P * AP. This proves the lemma.
To finish the proof of the proposition, let B = P * AP be the matrix for a determined by ψ in Lemma 3.4, with w i = 1. Then B is a direct sum of m alternating 2 × 2 blocks, whose nonzero entries are ±1/d i . Evidently row(B) G/rad a (G). Since P is invertible, row(A) row (B) . This completes the proof.
The determinant of an alternating matrix over a commutative ring is zero if the matrix has odd degree, and it is a square if the matrix has even degree. The positive square root is called the pfaffian of the matrix. The naïve computation of determinants over Q/Z is not well defined, but the definition can be adjusted to make sense, as follows.
A Since a finite subgroup of Q/Z is determined by its order, mr(a) and pf(a) are well defined. Note that if A has degree n, there are n i=1 n i 2 submatrices, but a mere n/2 i=1 n 2i alternating, even degree submatrices. The following theorem is immediate.
Theorem 3.6 "Index Formula". Suppose G is a proabelian group, and a ∈ Alt(G, Q/Z). Then ind(a) = |pf(a)|.
Proof. By Proposition 3.3, |row(a)| = deg(a). Since |row(a)| = |pf(a)| 2 , |pf(a)| = ind(a) by Definition 3.1.
Example 3.7. Suppose G = Z n . Any matrix A representing a ∈ Alt(G, Q/Z) may be viewed by inflation as an element of Alt n (Q/Z). If n = 2, A = 0 a 12 −a 12 0 for some a 12 ∈ Q/Z. Thus ind(a) = exp(a) = |a 12 | in this case. If n = 3, ind(a) = exp(a) = lcm[|a 12 |, |a 13 |, |a 23 |], since pf(A) is defined with respect to A's even degree (alternating) submatrices. If n = 4,
Compute exp(a) = lcm[|a 12 |, |a 13 |, |a 14 |, |a 23 |, |a 24 |, |a 34 |] and ind(a) = lcm[exp(a), |a 12 a 34 − a 13 a 24 + a 14 a 23 |].
This is the first case where index is not necessarily equal to exponent. The formula for a degree 6 pfaffian of a 6 × 6 alternating matrix (a ij ) is a 12 a 34 a 56 − a 12 a 35 a 46 + a 12 a 36 a 45 − a 13 a 24 a 56 + a 13 a 25 a 46 − a 13 a 26 a 45 + a 14 a 23 a 56 − a 14 a 25 a 36 + a 14 a 26 a 35 − a 15 a 23 a 46 + a 15 a 24 a 36 − a 15 a 26 a 34 + a 16 a 23 a 45 − a 16 a 24 a 35 + a 16 a 25 a 34 . Lemma 3.4 will be needed for the next section in a slightly more general form.
Lemma 3.8 "Symplectic Basis II". Suppose a ∈ Alt(G, Q/Z), where G is a finite abelian group that has homogeneous primary components. Then G has a basis ψ = {ψ i } I that is symplectic with respect to a, so that for some subset {ψ 1 , . . . , ψ 2m } ⊂ ψ, along with uniquely determined numbers d i : 
and a h (φ hk , φ hl ) = 0 otherwise. The problem now is to combine these bases.
Then since e hi ≤ e hi−1 for each h, d i divides d i−1 . Choose the w hi so that H i w hi /p e hi h = 1/d i (mod Z), using the standard "gcd identity". For i = 1, . . . , m,
Clearly a(ψ k , ψ l ) = 0 in all other cases, since all of a's support is spanned by the subset {ψ 1 , . . . , ψ 2m }.
Any symplectic basis for G with respect to a decomposes into primary components to yield symplectic bases for each a h , and its invariants decompose accordingly into invariants p e hi h . Since by Lemma 3.4 these are uniquely determined for a h , the d i are uniquely determined for a. This completes the proof.
Remark 3.9. Lemma 3.8 shows that whenever the finite abelian group G has homogeneous primary components, G has a basis with respect to which a is an alternating 2-block-diagonal matrix, with coefficients 1/d i in Q/Z. This matrix will be called a canonical form for a. Suppose G has exponent d.
This expression will also be called a canonical form for a.
Transport to Br(F )
In this section all of the results on alternating forms, including index, standard form, and functoriality, are transported to the Brauer group.
Setup 4.1. Let F be a field of characteristic 0 that contains all roots of unity µ.
If ι is open, set s = |G K/F |, and let j := j s denote the transfer.
For each d there is an isomorphism
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 3040 E. S. BRUSSEL Exponentiation by d produces an exact sequence
which by Hilbert 90 determines a natural isomorphism ∂d :
To compute this map, let
By the bilinearity of the Kummer pairing,
). If ρ : G Ω /F → G Ω/F is a map of abelian Galois groups, define for each d ∈ N the Kummer transpose of ρ by the right vertical arrow in the diagram
Let ρ * stand for both maps. If r d, then by Lemma 2.7, the sequence of Kummer transpose maps 
To prove the result it suffices to
The Kummer transposes ι * and π * are so natural, the notation for them will be suppressed. Now to apply this to the Brauer group.
Definition 4.3. Define the interior subgroup Br • (K/F ) to be the image of the natural map ε * :
Let d ∈ N, and let Ω/F be a field extension with group G Ω/F . It is well known that combining the cup product 
which takes a pair {φ * , y} to the class [(φ * , y)] represented by the cyclic algebra of degree |φ * |
where K/F is the cyclic field extension of degree |φ * | fixed by ker(φ * ), and φ ∈ G Ω/F is any element such that φ * (φ) = 1/|φ * |. The Kummer isomorphism κ ω d :
which is the composition of ∂d and ω * , then yields the antisymmetric bilinear symbol pairing
which takes a pair {x, y} to the class [(x, y) ω d ] represented by the symbol algebra of degree d,
Let the symbol subgroup of Br(K/F ) denote the subgroup generated by all symbol classes that are split by K.
If
By [D, Section 11, Lemma 6] , c [(x, y) 
Theorem 4.4. Suppose F is a field containing µ, and Ω/F is a Galois extension with abelian Galois group
In particular, Br • (Ω/F ) is generated by symbols [(x, y) ω d ] with x, y ∈ Ω d ∩ F × , and Br • (F ab /F ) is the entire symbol subgroup of Br (F ) . By the Merkurjev-Suslin theorem, Br • (F ab /F ) = Br (F ) .
Suppose F and F are fields containing µ, and ρ : G Ω /F → G Ω/F is a homomorphism of abelian Galois groups that induces a well-defined homomorphism on Brauer groups. Then the induced map is given by
Proof. The element φ * ⊗ d ψ * arises from the cup product 
sends φ * to x and ψ * to y. Therefore the resulting map ε * · ω * :
, as desired. Since alt −1 is onto, the image of κ ∧2 is the same as the image of ε * ·ω * , namely Br • (Ω/F ). Moreover, since by Theorem 2.4 Alt(G Ω/F , Q/Z) is generated by the [φ * ∧ d ψ * ] for various d ∈ N, it follows that Br • (Ω/F ) is generated by the [(x, y) 
It remains to verify the functorial map. By the functoriality of the cup product,
. By the hypothesis that ρ induces a well defined map on Brauer groups, there is a commutative diagram
This completes the proof.
Remarks 4.5. a. Since clearly ω * · alt −1 = alt −1 · ω * , the map
is natural, that is, independent of the choice of ω. Explicitly, suppose ω = ω u for some u ∈ Z × , and 
.
Set a ij = n ij /d ij ∈ Q/Z, and set a ji = −a ij if i < j. Then A = (a ij ) is an alternating matrix representing ξ. This will be proved in Theorem 4.9. The symbols (x i , x j ) ω d are reduced, and if d i d for i = 1, . . . , n/2 , then the collection
Remark 4.8. A reduced symbol algebra may be trivial, and disjoint reduced symbol algebras may be isomorphic. For example, when F = C(t), any symbol algebra is trivial, hence any two symbol algebras of the same degree are isomorphic. On the other hand, Corollary 4.11 gives conditions under which a product of disjoint reduced symbol algebras is a division algebra. The next theorem shows that it is always possible to express a Brauer class as a sum of disjoint reduced symbol classes. Moreover, it shows how to obtain this expression from a given presentation, provided the parameters of the given symbols are part of a homogeneous set, such as a transcendence base for F over some subfield. More generally, it suffices to have an m-independent set. Theorem 4.9 "Disjoint Reduced Symbol Presentation I". Suppose ξ ∈ Br (F ) .
where, as in Definition 4.6, the subgroup of F × ab /F × generated by the elements
where r ij ∈ N(m). Set a ij = −a ji = s ij /r ij ; then (a ij ) ∈ Alt n (Q/Z) is a matrix that represents ξ. Let r = lcm{r ij }. There exists a matrix P = (p ij ) ∈ GL n (Z/rZ) that puts (a ij ) in standard form, so that P * (a ij )P
be the inverse of P * , and set y = xQ * , so that (mod F × r ),
is a disjoint reduced symbol presentation.
Proof. Let G = G ab F . Let a ∈ Alt(G, Q/Z) be any element such that κ ∧2 (a) = ξ. Set r = exp(a). Since G is torsion-free, G/G r has homogeneous primary components. Since G/G r is bounded, i.e., of finite exponent, it is a direct product of finite cyclic groups. Since a is continuous, it is supported on a finite direct summand H/H r of G/G r . By Lemma 3.8, there exists a symplectic basis for H/H r with respect to a, such that for some subset {ψ 1 , . . . , ψ 2m }, and numbers d i : d i d i−1 r, a(ψ 2i−1 , ψ 2i ) = −a(ψ 2i , ψ 2i−1 ) = 1/d i , and a(ψ k , ψ l ) = 0 otherwise. Extend this basis to a basis ψ for G
. For the statement of the theorem, identify these elements with preimages in F × . By Theorem 4.4,
Thus ξ has the desired form. Since the characters ψ * 2i−1 and ψ * 2i are independent in G * , this is a disjoint reduced symbol presentation. This proves the first statement. Now for the homogeneous case. Assume (s ij , r ij ) = 1. Let G be the Galois group
, therefore κ ∧2 (a) = ξ. Thus a = (a ij ) is a matrix that represents ξ. By Lemma 3.4, there exists a basis change ψ = φP, where ψ is a symplectic basis for G with respect to a, and P ∈ GL n (Z/rZ). Thus for some subset {ψ 1 , . . . , ψ 2m } ⊂ ψ, a(ψ 2i−1 , ψ 2i ) = −a(ψ 2i , ψ 2i−1 ) = b 2i−1 2i = 1/d i , and a(ψ k , ψ l ) = b kl = 0 otherwise, as desired. By Lemma 3.4, (b ij ) = P * (a ij )P is the resulting alternating 2-block-diagonal matrix for a.
Let {ψ * 1 , . . . , ψ * 2m } be part of a basis for G * dual to ψ, defined by ψ * i (ψ j ) = δ ij /r, for all i, and set
. Thus ξ has the desired form. This is a disjoint reduced symbol presentation since the ψ * i are independent. Since ψ = φP, the transpose is ψ * P * = φ * , and by Kummer theory, yP * = x. If Q * = (P * ) −1 , then y = xQ * . This completes the proof.
The next theorem sets an upper bound for the index of a Brauer class ξ in terms of the index of any alternating form a such that κ ∧2 (a) = ξ. The goal is to compute an index bound directly from an arbitrary symbol presentation of a given Brauer class. A mere bound is the best that can be expected for the general situation. For example, it follows by Remarks 4.5 that the exponent and index of a Brauer class may be trivial, no matter what the exponent and index of the preimage in Alt(G F , Q/Z). On the other hand, Corollary 4.11 below shows the bound is realized over certain fields. The class ξ is represented by a central simple algebra of degree pf(a).
Proof. Since κ ∧2 is a homomorphism, exp(ξ) divides exp(a). Assume the notation of Theorem 4.9 and its proof. By definition, ind(a) = d i , the degree of the algebra m i=1 (y 2i−1 , y 2i ) ω d i , which represents ξ. Since the index of ξ divides the degree of any representative central simple algebra, ind(ξ) divides ind(a). By the index formula Theorem 3.6, ind(a) = |pf(a)|. This completes the proof.
Corollary 4.11. Let k be a field containing µ, and suppose F = k(x 1 , . . . , x n ), the rational function field, or F = k((x 1 )) · · · ((x n )), the iterated power series field, in n variables.
Then in the situation of Theorem 4.9 (homogeneous case), the division algebra underlying A is
Proof. Since k(x 1 , . . . , x n ) ⊂ k((x 1 )) · · · ((x n )), it is enough to prove the result over F = k((x 1 )) · · · ((x n )). The x i form a pure independent subset of F × /F × r , where r = lcm{r ij }. By Theorem 4.9, A ∼ D = m i=1 (y 2i−1 , y 2i ) ω d i , for some numbers m ≤ n/2 and d i r, and some subset y = {y 1 , . . . , y n } ⊂ F × /F × r , defined by y = xQ * , for some Q * ∈ GL n (Z/rZ). Since Q * is invertible, y is a pure independent subset of F × /F × r . Identify y with any preimage in F × . Since the d i divide r, by
Let v denote the standard henselian valuation on F defined by the x i , with lexicographically ordered value group Γ F Z n . Since v is henselian, it has a unique extension v to L. By multiplicativity, v(y
Since v(x) gives a basis for Γ F /rΓ F , so does v(y), and it follows easily that the v(y
) are independent (mod rΓ F ), so they give a basis for Γ L /rΓ F . Since d i divides r for all i, it then follows easily that
Claim. Each (y 2i−1 , y 2i ) ω d i is a division algebra. By the norm criterion [R, Corollary 30.7] , it is enough to show that if y e 2i is a norm from K = F (y 1/d i 2i−1 ), then d i divides e. Note that since K/F is totally ramified of degree d i ,
This proves the claim.
Since v is henselian it has a unique extension from F to each D i = (y 2i−1 , y 2i ) ω d i ; evidently
The last statement is immediate by Theorem 4.10.
The induced map ρ * ∧2 of Theorem 4.4 is computable in the most interesting cases, namely when ρ is a closed embedding, projection, or the transfer. In these cases, the induced maps on Brauer groups are well defined, and by Theorem 4.4, the computation of ρ * ∧2 reduces to the computation of the Kummer transpose maps ρ * , which was accomplished in Lemma 4.2.
Theorem 4.12. Suppose K/F is a Galois extension with an abelian Galois group
Proof. The explicit descriptions of first two maps are well known. They follow immediately from the remarks preceding Theorem 2.8, which describe the inflation and restriction on alternating forms, and then apply Theorem 4.4 and Lemma 4.2 to the case Ω = F ab . Since inflation and restriction are morphisms of cohomological functors, the induced maps on Br • (K/F ) are indeed inflation and restriction. The latter is injective on Brauer groups. By Theorem 2.8, ι * ∧2 :
is a general element, by Theorem 4.4. By Theorem 2.10, the corestriction on Alt(G F ab /K , Q/Z) is obtained by applying j * ∧2 to a choice of s-th root. Since the transfer j induces a welldefined map on Brauer groups, its effect on symbols can be computed directly using Theorem 4.4. By definition, the corestriction on alternating forms corresponds to corestriction on cohomology with coefficients in Q/Z, under the natural map. Since cor is a morphism of cohomological functors, the map ε * · ω * : Q/Z → F × ab induces a commutative diagram
Therefore, to compute the corestriction on Br • (F ab /K), it suffices to find a preimage of [(x, y) 
Therefore let x and y also denote the images κ ω ds ( 1 s φ * ) and κ ω ds ( 1 s ψ * ), respectively. By Theorem 4.4,
. Therefore by definition of the Kummer transpose,
, j * (y)) ω ds ]. Since by Lemma 4.2, j * (x) = N K/F (x) and j * (y) = N K/F (y), this completes the proof.
Remarks 4.13. a. In the situation of Theorem 4.12, suppose y ∈
which agrees with the well-known theorem [D, Section 11, Theorem 7] (which applies whether or not K/F is abelian). b. If G F is abelian, then F ab = K ab , hence Br • (F ab /K) = Br (K) . This situation occurs, for example, when F = C((x 1 )) · · · ((x n )), the field of iterated power series. Then the restriction is surjective, and the corestriction formula applies to all of Br (K) .
Bases
Let G be a proabelian group. One of the main goals of this paper is to effectively compute the theory of the group Alt(G, Q/Z) of continuous alternating forms on G, and then, when G is the Galois group over a field F containing µ, to effectively compute the homomorphism Alt(G, Q/Z) → Br(F ) resulting from the natural isomorphism Alt(G, Q/Z) H 2 (G, Q/Z).
The next two sections show how to use bases to achieve this goal when G has homogeneous primary components, in particular when G is torsion-free or torsion. Bases are first defined, then dualized, and then extended to the groups Bil(G, Q/Z) and Alt(G, Q/Z). Compatible bases are then defined in connection with the ground field F , where they produce a set of generators for Br (F ) .
All of this would be somewhat simplified if it could be assumed that G was a finite product of procyclic groups of some fixed type, like Z p , Z, or Z/dZ. However, in order for the map to Br(F ) to be surjective, it must be assumed that G is the Galois group of the maximal abelian extension of F , a generally inhomogeneous, generally infinite product of various Z p 's. For this reason, a possibly inhomogeneous proabelian G will be treated. It will be assumed, however, that in addition to having homogeneous primary components, G is either all torsion or all torsion-free.
Bases for G and G *
Suppose G is a proabelian group that is either torsion or torsion-free. By the structure theory ( [RZ, Theorem 4.3.3, Theorem 4.3.9] ), there is a topological isomorphism G I G i , where I is a set, G i is procyclic, and I G i has the product topology. In the torsion-free case, G i = Z m i , for some m i ⊂ P, and in the torsion case G i = Z/d i Z, for some d i ∈ N that divides the exponent. By [RZ, Lemma 4.3 .7], a torsion proabelian group has bounded exponent. The guiding example for the definition below arises when G is isomorphic to a finite homogeneous product of torsion-free procyclic groups, all of the same type, such as Z n . By a basis for such a group is meant a topological basis, given by the images of the canonical generators under a topological isomorphism Z n ∼ −→ G. It is then easy to define dual bases for the d-torsion subgroups d G * , using the transpose
In fact, for practical purposes this is the only case that will be needed. For if a is any alternating form on an arbitrary torsion-free proabelian G, then by continuity a's radical contains all but finitely many factors in any product representation of G. Moreover, a's p-primary components are all supported on the p-primary part of G, which is a product of Z p 's. Thus the computation of matrix forms for any particular a can always be reduced to the case where G is a finite homogeneous product of procyclic groups of the same type. Here is the general definition.
Definitions 5.1. a. Let G be a torsion or torsion-free proabelian group. A topological basis for G is the image of the standard generators {e i } under a topological isomorphism Φ : A topological basis change is given by a commutative diagram
where Φ, Φ , and ι are topological isomorphisms, and ι's restriction to each homogeneous component G b. Let G * be a discrete torsion abelian group of bounded exponent dividing d. A basis for G * is the preimage of the set of canonical generators e * i ∈ G
where Φ * , Φ * , and ι * are isomorphisms, and ι * maps each c. Let G be a torsion or torsion-free proabelian group. Suppose d ∈ N divides |G|. If φ is a basis for G, then the d-dual basis d φ * for the d-torsion subgroup d G * is defined by
Since this holds for all d dividing |G|, in the torsion-free case the coefficients p * ij can be taken to lie in Z m i , and then p * ij = p ji ∈ Z m i . In this case, write φ * P * = φ * as shorthand for the family of basis changes { d φ * P * = d φ * }.
Example 5.2. If G = Z n , the free proabelian group of rank n, then the standard basis element is φ = {1 i } n i=1 , where 1 i is the i-th summand's canonical generator. A basis change is represented by a matrix P = (p ij ) ∈ GL n ( Z). The new basis φ = φP is given by
is the matrix transpose of P, and the transpose basis change is φ * P * = φ * , so
By the above definitions, a given topological basis φ for a torsion-free proabelian group G determines a system φ * = { d φ * } of dual bases for the various torsion groups d G * . The dual bases for each homogeneous component are coherent in the following sense. 
Proof. For the first statement, let e i = (e, |φ i |) and
Bases for Bil(G, Q/Z), H 2 (G, Q/Z), and Alt(G, Q/Z) Suppose G is a proabelian group that is either torsion-free or torsion. A (topo-
, in Bil(G, Q/Z) and Alt(G, Q/Z), respectively. Their action is described explicitly by
To control notation, set
Proposition 5.4. Suppose G is a torsion-free proabelian group, with topological basis φ = {φ i } i∈I , indexed by a linearly ordered set I. Then
are bases for d Bil(G, Q/Z), d H 2 (G, Q/Z) and d Alt(G, Q/Z), respectively.
Proof. Since G is torsion-free, 2 d G * generates d Bil(G, Q/Z) by Theorem 2.4. By the bilinearity of the tensor product, 2 d G * is spanned by the elements
Since G has homogeneous primary components, gcd(u, lcm[d i , d j ]) = 1, hence u is a d ij -unit. By (2.3.2), u · ν d i ,d j = ν d , and it follows that 
denote the group of all such matrices, with pointwise addition.
Remark 5.6. The coordinate (matrix) expression is a matrix representative, in the sense of Definition 3.2. Moreover, every matrix representative is a matrix expression, for some basis. For suppose (b ij ) is the matrix for b, determined by a basisφ for G/rad b (G) . It will be shown in Lemma 5.11, below, thatφ extends to a basis φ for G, 
Proposition 5.9. Suppose G is a torsion-free proabelian group, with topological basis φ = {φ i } i∈I , indexed by a linearly ordered set I. Then
Proof. By Theorem 2.4, H 2 (G, Q/Z) Alt(G, Q/Z). Since φ is a basis, d φ * ⊗2 and d φ * ∧2 are bases for d Bil(G, Q/Z) and d Alt(G, Q/Z) by Proposition 5.4, and
Since G * ij , Bil(G, Q/Z), and Alt(G, Q/Z) are the union of their torsion subgroups, the result follows.
Example 5.10. If G = Z n , then G * ij Q/Z, so
Lemma 5.11. Suppose G is a torsion-free proabelian group, and π : G → G is a projection onto a torsion proabelian group G. Then a topological basisφ for G lifts to a topological basis φ for G.
Proof. Since the proabelian group G is torsion, it is a product of finite cyclic groups, and exp(G) = r is finite. Letφ = {φ i } I be a topological basis, and letφ * be its dual, a basis for G * . View G * as a subgroup of G * via inflation. Let H * be a divisible hull of G * in G * . This exists by [F, Theorem 24.4] . Claim: there exists a system of bases φ * = { d φ * } for H * extendingφ * , that is coherent in the sense of Lemma 5.3. Since H * is a direct sum of its homogeneous components, it suffices to assume H * is homogeneous. If d is such that r d and supp(d) = supp(r), then since H * is divisible there exist elements d φ * i , each of order d, extending the basis elementsφ * i , for each i ∈ I. These elements are easily seen to constitute a basis for d H * , and the claim follows by induction on d. Since H * is divisible, it is a summand of G * by [K, Theorem 2] ; let φ * be an extension to all of G * . Its dual φ is a topological basis for G extendingφ. This completes the proof.
The next theorem shows that there is a standard form for any alternating form a on a torsion-free proabelian group G. This standard form is obtained by constructing a symplectic basis for G, essentially using the standard algorithm. When G is homogeneous, for example when G Z n or G Z n p , this symplectic basis may be obtained from any given basis via basis change. The resulting 2-block-diagonal matrix representing a is then obtained from the original alternating matrix by congruence transformation. This is the crucial case since, as mentioned at the beginning of Section 5, any alternating form a over any torsion-free proabelian G may be decomposed into a sum of its p-primary components, and each p-primary component is supported on the p-primary part of G, a (homogeneous) product of Z p 's. Moreover, since a is continuous, its p-primary part is supported on a finite product of Z p 's.
Theorem 5.12 "Symplectic Basis III". Suppose G is a torsion-free proabelian group, and a ∈ Alt(G, Q/Z). Then G has a basis ψ = {ψ i } I that is symplectic with respect to a, so that for some subset {ψ 1 , . . . , ψ 2m } ⊂ ψ, along with uniquely determined numbers d i :
and a(ψ k , ψ l ) = 0 otherwise. Thus [a] ψ is an alternating 2-block-diagonal matrix. In basis notation,
If G has a homogeneous basis φ, then ψ is obtainable in the standard way by a basis change ψ = φP, and [a] ψ = P * ∧2 [a] φ is the resulting alternating 2-block-diagonal matrix for a with respect to ψ.
Proof. Let r = exp(a); then a ∈ Alt(G/G r , Q/Z). Since G is torsion-free, G/G r has homogeneous primary components. By continuity, a is supported on a finite summand of G/G r . Therefore it may be assumed that G/G r is finite, and Lemma 3.8 applies. By Lemma 5.11, the resulting symplectic basis on G/G r lifts to G. This proves the first part. Suppose G is homogeneous, with G Z c m for some m ⊂ P and cardinal number c. Since a is continuous, it may be assumed that c is finite. Set r = exp(a). Since r ∈ N(m), G/G r (Z/rZ) c , and Lemma 3.4 applies. Letφ be the image of φ in G/G r , and letψ =φP r , where P r ∈ GL c (Z/rZ), be a symplectic basis for G/G r with respect to a. Extendψ to the supp(r)-primary part of G using Lemma 5.11. Let m = supp(r). By the proof of Lemma 5.11, the extended set is a homogeneous basis for the m -primary summand of G. Let ψ be the homogeneous basis for G obtained by multiplying this basis "diagonally" with a homogeneous basis for the m\m -primary part of G. That is, if G i is a procyclic component of the homogeneous decomposition of G, φ i is a basis element for the G i (m ), and φ i is a basis element for G i (m\m ), then let ψ i = φ i φ i . Then ψ = φP for some basis change P, extending the basis changeψ =φP r in G/G r , and ψ is symplectic with respect to a. The last statement follows by Proposition 5.7.
Bases in F ×
To transport the basis computations from Alt(G, Q/Z) to the Brauer group Br (F ) , some notion of basis must be defined for F × which is dual to the notion of basis for the torsion-free group G. These "bases" for F × will be constructed from the Kummer map κ ω d of (4.1), between d-torsion subgroups of G * and d-torsion quotients F × /F × d . As usual, assume F is a field of characteristic 0 that contains the roots of unity µ. Let ω : µ → Q/Z be a fixed identification. Let φ = {φ i } I be a (topological) basis for a torsion-free abelian Galois group G Ω/F , and let φ * stand for the family
The choice of ω determines a corresponding family of Kummer isomorphisms
Definition 5.13. For all d ∈ N, define the Kummer dual of the basis φ to be the
By Definition 5.1c, the Kummer transpose of a topological basis change φ = φP, where P = (p ij ), is given by d x P * = d x. Explicitly,
Note that for fixed j, almost all of the p * ij are zero, so that the product is finite. Moreover, if p * ij = 0, then in the notation of Definition 5.1a, i and j are in the same homogeneous component G (
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use for this field extension. If ψ = φP is a topological basis change, and ψ and φ correspond to y and x, respectively, write
for the induced basis change.
Without the machinery of inverse limits, the basis change expression can be viewed as shorthand for the family of basis changes { d yP * = d x}.
Remark 5.16. The following special case is particularly interesting. Suppose x ⊂ F × is an m-independent subset of F × . For example, x could be part of a transcendence basis for F over some subfield of F , or a set of nonassociate prime elements in a ring with quotient field F . Then Ω = F (x 1/m ∞ ) is the composite of all radical extensions of degree d ∈ N(m) defined by x. By the above, the Galois group
Generators in Br(F )
The basis elements d x = { d x i } for the various F × /F × d suggest an obvious generating set for part of Br (F ) , namely the set of symbol classes that are expressible in terms of the d x i . These elements will be used to import the explicit basis calculations on Alt(G, Q/Z) into Br (F ) .
Assume F contains µ, and G Ω/F is a torsion-free abelian Galois group, with topological basis φ = {φ i } I , for some linearly ordered set I. By Proposition 5.4,
be the Kummer dual, as in Definition 5.13. Assume for simplicity that G Ω/F is homogeneous, so G Ω/F Z c m for some m ⊂ P and some cardinal number c. The general case can be reduced to this situation using the primary decomposition. By Theorem 4.4, the elements [(x i , x j ) ω d ], where d ∈ N(m), generate d Br • (Ω/F ). If κ ∧2 is injective, then they form a basis for d Br • (Ω/F ).
Theorem 5.17 "Disjoint Reduced Symbol Presentation II". Assume µ ⊂ F . Suppose Ω/F is a Galois extension with torsion-free abelian group G Ω/F , and ξ ∈ Br • (Ω/F ). Then G Ω/F has a basis ψ such that for some subset {ψ 1 , . . . , ψ 2m } ⊂ ψ, along with numbers d i : d i d i−1 , ξ has a disjoint reduced symbol presentation
If G Ω/F is homogeneous, with homogeneous topological basis φ = {φ i } I , then the basis ψ is obtainable through a basis change ψ = φP. More precisely, suppose the Kummer dual of φ is x = {x i } I , and
Set a ij = −a ji = s ij /r ij ; then [a] φ = (a ij ) ∈ Alt n (Q/Z) represents ξ. Let ψ = φP be a symplectic basis for G Ω/F with respect to the form a, and let y = {y i } I be the Kummer dual of ψ, so that y = xQ * , where Q = P −1 . Then
Proof. The proof follows immediately by Theorem 4.9, Theorem 5.12, and Lemma 5.14.
Corollary 5.18. Let F = C((x 1 )) · · · ((x n )). Then for each d ∈ N, 
Proof. The first statement is immediate from the third by Proposition 5.4. The iterated henselian valuation on F defines a decomposition F
for G ab F , and G ab F Z n . Therefore the second statement follows from the third by Example 5.10.
It can be shown with a little valuation theory that every finite extension of F is radical, hence G F is abelian. Therefore Alt(G ab F , µ) H 2 (G ab F , µ) = H 2 (G F , µ). By Hilbert's Theorem 90 and the long exact cohomology sequence associated with the Kummer sequence (F ) . By Theorem 4.4, the composite of these maps yields the natural map Alt(G ab F , µ) → Br(F ) given by κ ∧2 · ω −1 * , an isomorphism that sends ω *
Example 5.19. The inverse of κ ∧2 in Corollary 5.18 is analogous to the Hasse invariant in local class field theory. Suppose F is a local field, which is by definition a complete discretely valued field with finite residue field. The Hasse invariant map in local class field theory is an isomorphism
Explicitly, every Brauer class ξ is represented by a cyclic algebra [( d φ * , π c )], where d φ * is the Frobenius character of order d, defined on a Frobenius generator φ in G F by d φ * (φ) = 1/d, and π is any uniformizer. Then by definition inv F (ξ) = c/d. The map's naturality relies on the naturality of both the Frobenius map and the valuation defined by π.
Let F = C((x 1 )) · · · ((x n )). By Corollary 5.18, a choice of ω, together with the choice of the ordered set {x}, determines an isomorphism 
where the vertical arrows are multiplication by p. By the Snake Lemma, the sequence of Z/pZ-vector spaces
Since these are all vector spaces, there are direct sum decompositions
Now compare Z/pZ-dimensions. Since G * has bounded order, it is a direct sum of (finite) cyclic p-groups, and so dim(G * /pG * ) ≤ rank(G * ) = dim( p G * ). Therefore dim( p H * ) = dim(G * /pG * ) + dim(π * ( p G * )) ≤ dim( p G * ) + dim(π * ( p G * )) = dim( p G * ).
Thus b p ≤ c p . On the other hand, since ι's cokernel has exponent r, G r ≤ H. Since rZ p Z p as Z p -modules, G r Z c p p , therefore c p ≤ b p . Thus b p = c p . Since a map of proabelian groups takes p-primary components into p-primary components, the primary decompositions of H and G are compatible. This proves (a).
To prove (b) it may be assumed that H G Z c m for some m ⊂ P and some cardinal number c = |I|. Since any two bases of G are then related by a basis change, it suffices to show there exists a topological basis φ = {φ i } I for G such that for some numbers d i , ψ = {φ d i i } I is a topological basis for H. Let φ be the topological basis for G extending a basisφ for G, constructed in Lemma 5.11. Set d i = |φ i |. Claim: ψ = {φ d i i } I is a topological basis for H. Since " * " is an exact functor, the sequence 0 −→ G * −→ G * −→ H * −→ 0 is exact. Suppose τ ∈ G. Since φ is a basis, τ = I φ g i i , for some g i ∈ Z m . Sincē φ is a basis for G, by exactness τ ∈ H if and only ifφ * j (τ ) = 0 for all j, i.e., if and only if d i g i for all i ∈ I. Thus ψ is a topological basis for H. This proves the claim, and completes the proof. so that y 1 = (x 1 x 2 ) 1/4 , y 2 = x 1/2 2 , and y 3 = x 3 . This matrix is invertible, and the rows of the inverse P express the x i in terms of the y j . In this case,
4 −2 0 0 2 0 0 0 1 ⎞ ⎠ so that x 1 = y 4 1 y −2 2 , x 2 = y 2 2 , and x 3 = y 3 . The y j generate a subgroup Y of K × , and the image of Y in F × alg /F × is canonically isomorphic to the dual G * K/F of the Galois group G K/F . The group in the above example has exponent 4, and so Y 4 is a subgroup Z of X, with generators z i := y 4 i . This subgroup contains X 4 ; more generally X d ≤ Z = Y d ≤ X, where d = exp(G K/F ). Obviously z j = x n ji i , where n ji = dq ji = 4q ji , and the rows of the matrix is also isomorphic to G * K/F . Since the machinery developed in Theorem 6.4 to compute restriction and corestriction is phrased in terms of bases of Galois groups and their character groups, it is not obvious how it would apply to such a Kummer extension, given not by a subgroup of the Galois group, but purely in terms of field elements. The next result shows how the subgroups X, Y , and Z can be used to reconcile the two points of view. It will allow restriction and corestriction on the Brauer group to be computed (in Theorem 6.11) in the likely case when the starting data is a Kummer extension that is defined explicitly in terms of field elements. Lemma 6.8. Fix m ⊂ P and a number d ∈ N(m). Let x = {x 1 , . . . , x n } be an m-independent subset of F × , let y = {y 1 , . . . , y n } be a subset of F × alg , and let z = {z 1 , . . . , z n } be defined by z i = y d i . Let X = x , Y = y , and Z = z . Assume X d ≤ Z ≤ X. Set K = F (Y ) ⊂ Ω = F (X 1/m ∞ ), so that (6.6.1) and (6.6.2) hold. Then (a) The subset y is m-independent in K × , and there are isomorphisms d G *
Z/X d , given by κ ω d over the appropriate field.
(b) The natural maps π * : Z → X, ι * : X → Y , and j * d : Y → π * (Z) induce their counterparts for the groups d G * K/F , d G * Ω/F , and d G * Ω/K , and transpose to π, ι, and j d in (6.6.1) and (6.6.2).
(c) There exist topological bases ψ = {ψ 1 , . . . , ψ n } and φ = {φ 1 , . . . , φ n } for G Ω/K and G Ω/F , respectively, whose Kummer duals in K Here d is any number. It is easy to check that cor · res is multiplication by 8 = 
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