ABSTRACT. A new construction of decomposition smoothness spaces of homogeneous type is considered. The smoothness spaces are based on structured and flexible decompositions of the frequency space R d \{0}. We construct simple adapted tight frames for L 2 (R d ) that can be used to fully characterise the smoothness norm in terms of a sparseness condition imposed on the frame coefficients. Moreover, it is proved that the frames provide a universal decomposition of tempered distributions with convergence in the tempered distributions modulo polynomials. As an application of the general theory, the notion of homogeneous α-modulation spaces is introduced.
INTRODUCTION
A major benefit of using smooth wavelet bases is the fact that they are universally applicable in the sense that any tempered distribution has an expansion in the basis. That is, any suitable function or tempered distribution can be decomposed in a corresponding wavelet series with convergence at least in the sense of tempered distributions (possibly modulo polynomials), and the coefficients of the wavelet series precisely capture the smoothness properties of the function or distribution, see [17] . For example, it is known, see [17, 24] , that suitable sparseness of a wavelet expansion is equivalent to smoothness measured in a Besov space. The fact that smoothness leads to sparse expansions has many important practical implications, e.g. for signal compression, where it is possible to use a sparse representation of a function to compress that function simply by thresholding the expansion coefficients. Several now classical applications have shown that wavelets are well suited to compress images with smoothness measured in a suitable Besov space, see e.g. [8, 9] .
While wavelet systems and related techniques such as the ϕ-transform, see [16, 17] , are based on dyadic decompositions of the frequency domain R d , the point we would like to make in the present paper is that the dyadic decomposition itself does not play the decisive role for obtaining nice universal decompositions of tempered distributions capturing smoothness in the associated expansion coefficients. One of the main contributions of this article shows that fairly general but structured decompositions of the frequency domain allow for any function or tempered distribution to be expanded in an associated compatible system. The systems constructed have atoms that form frames and combines features of both Gabor and wavelet systems reflecting the chosen decomposition of the frequency domain. With this more general frame system we are able to analyse any function or tempered distribution by examining the corresponding frame coefficients.
There has been considerable recent interest in analysing general representation systems and associated general notions of smoothness, see e.g. [6, 7, 18, 23] and references therein. This is in part motivated by applications to signal and image processing of generalized wavelet systems such as α-modulation frames, see [5, 14, 15, 33] , and Shearlet type systems, see [6, [21] [22] [23] . The second generation systems are generally based on modified decompositions of the frequency domain as compared to the classical dyadic decompositions. One important implication is, however, that one cannot directly capture coefficient sparseness in terms of smoothness measured on the classical Besov scale associated since it is linked directly to a dyadic frequency decomposition. This problem can be overcome by replacing the Besov scale by decomposition smoothness spaces, see e.g. [1, 2, 19, 23] .
The general theory of decomposition spaces was introduced by Feichtinger and Gröbner, see [11, 12] , where spaces based on decomposition of both the time and frequency domain were considered. Triebel [27] showed that modulation spaces are compatible with the decomposition approach. This later inspired a more general treatment of decomposition smoothness spaces [1, 2] . In the same spirit, very general homogeneous (anisotropic) Besov and Triebel-Lizorkin spaces were considered by Bownik [3] and by Bownik and Ho [4] . In a similar dyadic setup, a general approach to homogeneous spaces has been studied in detail recently by Triebel [29, 30] .
A benefit of the decomposition space approach is also that anisotropic spaces can be considered without any additional technical complications, but one specific shortcoming of the decomposition space theory developed in [1, 2] is that it does not allow one to decompose general tempered distributions. Moreover, it is not immediately clear how to treat the case of homogeneous smoothness spaces with frequency domain R d \{0}. These issues will be addressed in the present paper, where we will consider a general construction of homogeneous smoothness spaces defined on R d \{0}. The family of spaces which we consider are based on structured decomposition of the frequency space R d \{0}. This way of defining smoothness spaces makes it possible to find adapted tight frames for L 2 (R d ). Such frames turn out to provide universal decompositions of tempered distributions with convergence in the tempered distributions modulo polynomials. Moreover, atomic decompositions of the corresponding homogeneous smoothness spaces are obtained, and the smoothness spaces can be completely characterized by a sparseness condition on the frame coefficients. This makes it possible to compress the elements of such homogeneous smoothness spaces using the frame.
Another approach to homogeneous decomposition type smoothness spaces is to use the framework of Coorbit-theory, see [13] . In the Coorbit-setting, homogeneous spaces and associated stable expansions have been studied by Voigtlaender [31, 32] and by Führ and Voigtlaender [18] . One marked difference between the Coorbitapproach and the approach presented in this paper is that our coverings are not constrained by any group theoretic structure. The outline of this paper is as follows. In Section 2 we introduce the general setting of the paper. We begin by recalling basic definitions and properties of anisotropic spaces and structured admissible coverings, and we close the section by introducing a so-called hybrid regulation function. In Section 3 we construct structured admissible coverings of R d \{0}. The construction is generated using open (anisotropic) balls in R d \{0}. In Section 4 we provide the definition of homogeneous decomposition spaces and state some fundamental properties of these spaces. The main contribution of the paper is found in Section 5, where we show that any tempered distribution can be decomposed into a sum of compactly supported functions satisfying the conditions stated in Proposition 2.5. In Section 6 we first construct a tight frame for L 2 (R d ) compatible with the structured admissible coverings. We then provide the fundamental reproducing identity for tempered distributions by means of the frame system. In Section 7 we show that the frame system gives an atomic decomposition of the homogeneous decomposition spaces. In Section 8 we provide an example on constructing a hybrid regulation function and use the methods presented in Section 3 to obtain structured admissible coverings of R d \{0}. We show that the homogeneous Besov space corresponds to a special case of the construction and we define a new class of homogeneous anisotropic α-modulation spaces yielding a new homogeneous version of the α-modulation spaces introduced by P. Gröbner [19] . Finally, in Appendix A we prove some technical lemmas used throughout the paper and Appendix B contains the proof of the fundamental properties of homogeneous decomposition spaces.
Let us fix some of the notation used in this paper. We let
. By F ≍ G we mean that there exists two constants 0 < c 1 ≤ c 2 < ∞ such that c 1 F ≤ G ≤ c 2 F . For two normed vector spaces X, Y we mean by X ֒→ Y that X ⊂ Y and f Y ≤ C f X for some C > 0 and for all f ∈ X.
THE GENERAL SETTING
In this section we introduce the notation needed to define homogeneous decomposition spaces. The terminology is to a large degree inherited from Feichtinger and Gröbner, see [11, 12] , and from [1] . However, certain modifications have been made to adapt to the homogeneous setup. In particular, in Section 2.3 we introduce a new notion of a so-called hybrid regulation function needed to generate suitable coverings of the frequency space R d \{0}.
2.1. Anisotropic Norm. Since we will be working with anisotropic spaces, we first provide a definition of the anisotropic norm | · | a . Let | · | denote the Euclidean norm on R d induced by the inner product ·, · and let a = (a 1 , . . . , a d ) be an anisotropy on R d satisfying a i > 0 and
we may state the following definition. Definition 2.1. We define the function |·| a : R d → R + by setting |0| a := 0 and for ξ ∈ R d \{0} we set |ξ| a = t, where t is the unique solution to the equation |D a (1/t)ξ| = 1.
According to [26] we have the following standard properties of | · | a :
where α 1 denotes the smallest, and α 2 the largest entry in a = (a 1 , . . . , a d ). The anisotropic norm | · | a from Definition 2.1 induces a quasi-distance d :
is a space of homogeneous type.
Structured Admissible Coverings.
In this subsection we recall the notion of structured admissible coverings, see [11, 13] . We say that a collection Q := {Q j } j∈J of measurable subsets in R d \{0} is an admissible covering of R d \{0} if R d \{0} = ∪ j∈J Q j and Q satisfy the finite overlap property. That is, if we definẽ
to be the set of neighbours of Q j , then the number of neighbours of each set is uniformly bounded. The structured coverings are a special class of admissible coverings. The idea is, essentially, that each set Q j is an affine image Also assume that there exists a constant K such that
Then we call Q := {Q j } j∈J a structured admissible covering and {T j } j∈J a structured family of affine transformations.
For later use it will be convenient to define |T | := |A| := | det A|. We also need partitions of unity compatible with the coverings from Definition 2.2.
the constant
Remark 2.4. The constant C p appearing in the third condition of Definition 2.3 is required to be finite for all 0 < p ≤ 1 since we define homogeneous decomposition spaces below based on the full range of L p (R d )-spaces, 0 < p ≤ ∞. However, if one restricts attention to L p -based spaces in the Banach regime, when 1 ≤ p ≤ ∞, then only the "endpoint" condition, C 1 < ∞, is needed.
Given ψ j ∈ Ψ, we define the Fourier multiplier 
For a BAPU {ψ j } j∈J associated with a structured admissible covering {Q j } j∈J we define ψ j := k∈j ψ k . For later use, we observe that ψ j ψ j = ψ j .
An important consequence of Definition 2.2 is that any structured admissible covering admits a bounded admissible partition of unity. 
• C p := sup
Proof. The proof of Proposition 2.5 follows similar techniques as in [1, Proposition 1] . Notice that we have the equivalence |P j | ≍ |T j | ≍ |Q j | uniformly in j ∈ J. We begin by proving (i). To construct a BAPU corresponding to the admissible covering {Q j } j∈J we proceed as follows: Choose a non-negative function
For each j ∈ J we can therefore define
It follows that the function in (8) satisfies the first two properties in Definition 2.3. Thus, in order to conclude we need to verify that
Setting
We consider ∂ β h j . Let us first recall the formula
for certain constants C (10) represents a finite sum, and the denominator v(ξ) is a smooth function which satisfies 1 ≤ v(ξ) ≤Ñ forÑ < ∞ it suffices to consider the numerator on the right hand side of (10). We consider ∂ η v, where η := β − λ. An application of the chain rule shows that 
where C β is independent of j ∈ J. Since h j has compact support in Q j the integration by parts formula yields
This shows that the last property in Definition 2.3 is satisfied, hence proving that {ψ j } j∈J is a BAPU corresponding to the admissible covering {Q j } j∈J . By defining
we may use the same arguments as above to conclude that {ϕ j } j∈J satisfies the properties stated in Proposition 2.5, hence proving (ii).
The system {ϕ j } j∈J in Proposition 2.5 (ii), which in a sense defines the "square root" of a BAPU, will be used in the definition of homogeneous decomposition spaces. However, before we can provide this definition we need to introduce a socalled hybrid regulation functionh satisfying some growth conditions, needed to ensure completeness of the homogeneous decomposition spaces.
Hybrid Regulation Functions.
One way to construct BAPUs suitable for the construction of decomposition spaces is to define BAPUs with support contained in anisotropic balls of the type {B(ξ j , h(ξ j ))}, where h is a so-called regulation function or weight. This approach was first considered by Feichtinger [11] and later used to construct new inhomogeneous smoothness spaces, see [1, 19] . General properties of weights and regulation functions were studied by Feichtinger [10] and Gröchenig [20] .
Typical examples of regulation functions are h α (ξ) := |ξ| α a for 0 ≤ α ≤ 1. However, this quite natural approach needs to be modified in a homogeneous setup due to the fact that B(ξ j , h(ξ j )), in general, naturally "covers" the excluded frequency 0 when |ξ| a ≈ 0, since the prototype regulation functions generally have "too large" values for small frequencies. To fix this problem, we introduce the notion of a hybrid regulation function. We begin by recalling the notion of d-moderateness.
We now provide the definition of a hybrid regulation function.
Definition 2.7. Take a non-negative ramp function ρ ∈ C s for some s ≥ 1 satisfying
and defineh :
where h 1 (ξ) and h 2 (ξ) are both d-moderate functions satisfying
and
We callh :
We will provide a specific example on constructing a hybrid regulation function in Section 8. The following lemma shows that a hybrid regulation function satisfies the condition of d-moderateness. Proof. Sinceh is a hybrid regulation function, the functions h 1 , h 2 are assumed to be d-moderate. Thus, let δ 1 0 , R 1 and δ 2 0 , R 2 be the constants associated to the dmoderation of h 1 , h 2 , respectively. We will consider three different cases for ξ, ζ ∈ R d \{0}.
for a suitable C to be specified later.
Let K ≥ 1 be the constant from the quasi triangle inequality for | · | a . Then
. Thus, we have
K. This particular choice of C 2 will be justified in Case 3 below. Since the functions h 1 (ξ) and h 2 (ξ) are continuous on
and let
we have C ≤ |ζ| a ≤ C 2 . By the same arguments as above there exists constants
and similarlỹ
Case 3: Let |ξ| a > C 2 and choose δ 0 > 0. By decreasing the value of δ 0 , if needed, we can assume that δ 0 c 3 ≤
2K
. Let
. So, the d-moderation of h 2 yields
Thus, for R = max{R 1 , M, R 2 } we conclude thath is d-moderate.
Given a hybrid regulation function, we can construct a "nice" admissible covering of R d \{0} by open (anisotropic) balls. This will be considered in the following section.
CONSTRUCTION OF STRUCTURED ADMISSIBLE COVERINGS
In this section we construct structured admissible coverings made up of open (anisotropic) balls in (R d \{0}, d, dξ). We simplify the construction in the sense that we use a suitable collection of d-balls to cover R d \{0}. Another simplification is that we choose the radius of a given ball in the cover as a suitable function of its center. More specifically, we will use a hybrid regulation function for this purpose. Another perhaps more technically involved approach based on group theory for obtaining structured coverings of R d \{0} is considered by Führ and Voigtlaender in [18] .
of the type considered in (1) satisfy sup i∈I #J(i) < ∞ and sup j∈J #I(j) < ∞, where
Proof. The proof of Lemma 3.1 is a straightforward adaptation of [1, Lemma 5] . However, we include the proof of (1) for the sake of completeness. Fix 0 < δ < δ 0 and let
where K is the constant in the quasi triangle inequality for d and R is the constant associated withh. Note that, since η was chosen as an arbitrary point in U ′ ξ andh satisfiesh(ξ) ≤ c|ξ| a for some c > 0 and all
2 ) and for δ > 0 chosen such thatR 1 δc < 1. Using Zorn's Lemma, choose a maximal set
(ξ)). By scaling the radii of the balls contained in C 1 by a factorR 1 and choosing δ > 0 such
What remains is to show that for Q, # j is uniformly bounded for all i ∈ J. Let m be a constant satisfying 2 m ≥R 1 and let µ denote the Lebesgue measure. Fix an i ∈ J. Since µ satisfies a doubling condition we have
for all j ∈ j. Now, since C 1 are pairwise disjoint, we have
This proves part (1). We refer the reader to [1, Lemma 5] for a proof of (2). Proof. Essentially, we can just follow the proof of [1, Theorem 3], but for the sake of convenience we will give the details here. Set τ (·) := | · | a , let δ < δ 0 , and let {ξ j } j∈J ⊂ R d \{0} be the points given in Lemma 3.1. Choose p 0 such that the balls
Since τ satisfies (1) we have
. Now, using Lemma 3.1 it is not difficult to show that {P j } j∈J and {Q j } j∈J are admissible coverings of R d \{0}. What remains is to verify that (4) holds. Using the d-moderation ofh it follows that whenever B d (ξ j , δh(ξ j )) ∩ B d (ξ i , δh(ξ i )) = ∅, theñ h(ξ j ) ≍h(ξ i ) uniformly in j and i. Thus,
and (4) holds. To prove countability of Q when the topology induced by d is finer than the standard topology, we associate an Euclidean ball with rational radius and center to each set in Q in such a way that these rational balls are pairwise disjoint. We refer the reader to [1, Theorem 3] for a proof of (2).
Proposition 3.2 ensures that we can construct a BAPU corresponding to the admissible covering given in Lemma 2.8, provided thath is a hybrid regulation function in the sense of Definition 2.7.
HOMOGENEOUS DECOMPOSITION SPACES
Based on coverings of the type considered in Section 3, we now give the following definition of homogeneous decomposition spaces. Note that, by a Q-moderate weight w on R d \{0} we mean a strictly positive function satisfying w(ξ) ≤ Cw(ζ) for some C > 0, all ξ, ζ ∈ Q j and all j ∈ J. Definition 4.1. Assume Q := {Q j } j∈J is a structured admissible covering and let {ϕ 2 j } j∈J be a corresponding BAPU for Q. Leth(ξ j ) β , β ∈ R be a Q-moderate weight on J induced by a hybrid regulation functionh. For 0 < p, q ≤ ∞ and β ∈ R we leṫ M β p,q (h) consists of those distributions f ∈ S ′ \P satisfying
with the usual modification if q = ∞.
In Proposition 4.2 we state some fundamental properties of homogeneous decomposition spaces. We will see that the growth condition imposed on the hybrid regulation function from Definition 2.7 is needed to ensure completeness of the spaces. Before presenting the proposition we recall that S 0 (R d ) is a closed subspace of the Schwartz class S(R d ), consisting of all functions ϑ ∈ S such that
Moreover, S ′ \P is the set of all continuous linear functionals on S 0 (R d ).
Proposition 4.2. Leth be a hybrid regulation function. For 0 < p, q ≤ ∞ and β ∈ R we have
(1) The continuous embeddings
(2)Ṁ The proof of Proposition 4.2 can be found in Appendix B.
DISTRIBUTIONAL CONVERGENCE
In this section we consider expansions of any tempered distribution f in terms of the system from Proposition 2.5 (ii). We begin by defining an ordering on the index set J. Since J is countable we can assume J = Z. We define an ordering on J = Z by associating Z + with J 2 , where
with the value of C specified in the proof of Lemma 2.8. Put J 1 = J\J 2 and associate Z − with J 1 . We shall in the rest of this paper assume that, for an affine transformation T j = A j · +b j , the matrix A j is given as A j := D a (δh(·)), where D a (·) is defined in Section 2.
The following lemma provides a universal decomposition of tempered distributions relative to the system from Proposition 2.5 (ii).
Lemma 5.1. Let Q := {B d (ξ j , δh(ξ j ))} j∈J be a structured admissible covering of R d \{0} and let the system {ϕ j } j∈J ⊂ S(R d ) be defined as in Proposition 2.5 (ii). For
where the convergence of the series are in S ′ /P. To be more precise, this means there exists a constant p depending only on the order of the distributionf , a sequence of polynomials {P k } ∞ k=1 ⊂ P with deg P k ≤ p, and P ∈ P, such that
where the convergence of the series is in S ′ .
Remark 5.2. The proof of Lemma 5.1 given below will show that one has a similar convergence result for BAPUs associated with the inhomogeneous decomposition spaces considered in [1, Proposition 1].
To prove Lemma 5.1 we will need the following proposition, which was stated by Peetre in [25] in a related context. A proof of the result can be found in [4, Section 6].
Proposition 5.3. Suppose {f i } i∈N is a sequence of distributions in S
′ (R d ) and p ≥ 0 is an integer. Assume that for every multi-index γ with |γ| = p + 1, the sequence of partial derivatives {∂ γ f i } converges in S ′ as i → ∞. Then there exists a sequence of polynomials {P i } i∈N with deg P i ≤ p such that {f i + P i } converges to some distributions f ∈ S ′ as i → ∞.
Proof of Lemma 5.1. Take an arbitrary f ∈ S
′ . Thenf ∈ S ′ . Hence,f is a bounded functional with respect to the semi-norm on S(R d ) and is therefore of finite order.
We assumef has order ≤ m. More precisely, there exists an integer l ≥ 0 and a constant C such that f , ψ ≤ C sup |α|≤l,|β|≤m
where
To show convergence of the series in (17) we consider two cases. Case 1: Let j ∈ J 2 . The support of ϕ j satisfies 
We consider ∂ β ϕ 2 j , where ϕ j is defined in (11) .
and recall the formula in (10) . By the same arguments as in the proof of Proposition 2.5, it suffices to consider the numerator of the expression on the right hand side of (10) . Applying the chain rule shows that sup 
Since j ∈ J 2 , there exists a constant M < ∞ such that M −1 ≤h(ξ j ) for all j ∈ J 2 (see the proof of Lemma 2.8). This implies that each entry in A −1 j is uniformly bounded, thus the norms A −1 j are uniformly bounded for all j ∈ J 2 . Using this together with Leibniz's formula and (19) yields
Now we need to sum over J 2 . But for ξ ∈ B d (ξ j , δh(ξ j )) we have j∈J 2 (1 + |ξ|) −d−1 < ∞ since the covering Q has finite height andh(ξ j ) ≥ M −1 for j ∈ J 2 . Combining this with (20) shows that the series j∈J 2 ϕ 2 jf converges in S ′ .
Case 2: Let j ∈ J 1 and note by definition of J 1 thath(ξ j ) = h 1 (ξ j ) for all j ∈ J 1 . Thus the support of ϕ j satisfies
To use the result of Proposition 5.3 we must show that for sufficiently large p, the series j∈J 1 ∂ γ (φ 2 j * f ) converges in S ′ for every multi-index |γ| = p+1. Again, since the Fourier transform is an isomorphism of S ′ , this is equivalent to proving that the series j∈J 1 ξ γ ϕ 2 jf converges in S ′ with |γ| = p + 1. Recall that h 1 satisfies h 1 (ξ) ≥ c 0 |ξ| r a for some c 0 > 0 and r ≥ 1 (see Definition 2.7). Using the formula in (10) we have
Choose any integer p > α 2 (rd + rdm) + m − 1, where α 2 is the value occurring in (3). Using (22) together with (21) we have
where we in the last step used (3) and the fact that h 1 (ξ) is d-moderate. Now we need to sum over J 1 . Note that, by construction of the covering,
Therefore, by (20) and (23) we have, for any |γ| = p + 1 and by our choice of p that
Because |γ| = p + 1 is arbitrary we conclude by Proposition 5.3 that there exists a sequence of polynomials {P k } such that {
Combining the above shows that { K j=−kφ 2 j * f +P k } converges to some distribution f 0 ∈ S ′ as k, K → ∞. Using that j∈J ϕ 2 j (ξ) = 1 it follows that supp(f −f 0 ) = {0} by testing against ψ ∈ S with 0 / ∈ supp(ψ). Hence we conclude that there exists a polynomial P such that f = f 0 + P . This completes the proof.
In the following section we will construct a tight frame system for L 2 (R d ) and use the result of Lemma 5.1 to show that any function or tempered distribution has an expansion in terms of the aforementioned system.
TIGHT FRAMES
Here we construct tight frames for L 2 (R d ) adapted to a given structured admissible covering based on the system from Proposition 2.5 (ii). The method used below to construct tight frames for L 2 (R d ) was first introduced in [1] . Assume Q = {Q j } j∈J is a structured admissible covering of R d \{0}. Let K a be a cube in R d (aligned with the coordinate axes) with side-length 2a satisfying Q ⊆ K a . We define e n,j (ξ) := (2a)
andη
with ϕ j given in Proposition 2.5 (ii). We can also obtain an explicit representation of η n,j in direct space. Let T j = A j · +b j and defineμ j (ξ) := ϕ j (T j ξ). Then, by a simple substitution we find that
Since ϕ j ∈ S(R d ) has compact support in Q j , all of its partial derivatives are continuous and have compact support. Therefore |∂
Now, for any N ∈ N we sum over |β| ≤ N and use that |β|≤N x β ≍ (1 + |x|) N to obtain
with C N a constant that is independent of j ∈ J. We next verify that the system {η n,j } n∈Z d ,j∈J constitutes a tight frame for
Using that {ϕ 2 j } j∈J is a partition of unity yields
We can also obtain the frame expansion off directly. Note that
Again, since {ϕ 2 j } j∈J is a partition of unity we havê
Remark 6.1. The above arguments shows that we obtain a tight frame for L 2 (R d ) regardless of the choice of cube K a as long as Q ⊆ K a , and all we need is a partition of unity to be able to construct frames for L 2 (R d ).
Using the tight frame {η n,j } n∈Z d ,j∈J we state the following result. 
where the series converges in S ′ . Consequently, if ϕ j satisfy (6), (7), then, for any f ∈ S ′ \P we have
where the convergence of the series is in S ′ \P. To be more precise, this means there exists a sequence of polynomials {P k } ∞ k=1 ⊂ P and P ∈ P such that
Proof. The proof of Proposition 6.2 is an adaptation of [4, Lemma 2.8]. We begin by considering g ∈ S(R d ). Since the functions in (24) constitute an orthonormal basis for L 2 (T j (K a )), we can expandĝ in this basis,
Sinceĝ has compact support in T j (K a ) we may integrate over R d in the above integral without affecting the expression. Hence, with the use of Fourier's inversion formula we find that
Since supp(ĥ) ⊂ T j (K a ), we may replaceĝ by its periodic extension without altering the productĝĥ. Using that g * h = (ĝĥ)ˇwe obtain
Using the expansion (31) we now consider the case of a general distribution g ∈ S ′ . Sinceĝ ∈ S ′ (R d ) has compact support in the Fourier domain, g is a regular distribution, i.e. g is at most of polynomial growth. Let δ > 0 and set g δ (x) = γ(δx)g(x), where γ ∈ S(R d ) satisfies γ(0) = 1, and supp(γ) is compact. Then g δ (x) ∈ S(R d ), so by (31) we have
Because of the growth behaviour of g, we may use Lebesgue's dominated convergence theorem. Thus, taking the limit as δ → 0 we obtain (28) with pointwise convergence in S ′ . Now, to show (29) take any j ∈ J, letĝ =f ϕ j andĥ = ϕ j . By (28) , or as seen more directly by (30), we have
By summing the above over j ∈ J and using Lemma 5.1 together with (6) and (7) we obtain (29) . Hence the proof is completed.
Remark 6.3. It follows directly from the proof of Proposition 6.2 that one has a similar distributional convergence result for the frames considered in [1] associated with inhomogeneous decomposition spaces. In fact, in the inhomogeneous case, there is no need to add polynomials to induce convergence and one will have convergence of the corresponding expansion (29) in the sense of tempered distributions.
CHARACTERIZATION OFṀ
β p,q (h)-SPACES The goal of this section is to show that the tight frame {η n,j } n∈Z d ,j∈J from Section 6 gives an atomic decomposition of the homogeneous decomposition spaces. By this we mean that the canonical coefficient operator is bounded onṀ β p,q (h) into a suitable coefficient space on which there is a bounded reconstruction operator. We begin with the following lemma, which later will be used to show that it is possible to express theṀ β p,q (h)-norm by the canonical frame coefficients. Lemma 7.1. Given f ∈ S 0 (Runiformly in j ∈ J. Combining (36) and (37) and rearranging terms we get
Using (38) we obtain
This proves the lemma.
We can now verify that {η n,j } n∈Z d ,j∈J gives an atomic decomposition of the homogeneous decomposition spaces. We define the coefficient operator
and the reconstruction operator R :ṁ
Theorem 7.5. Given 0 < p, q ≤ ∞ and β ∈ R. Then the coefficient operator C and the reconstruction operator R are both bounded and makesṀ
gives an atomic decomposition of the homogeneous decomposition spacesṀ β p,q (h). Proof. It follows from Proposition 7.2 that the coefficient operator C is a bounded linear operator and by extending Lemma 7.4 to infinite sequences it can easily be verified that the reconstruction operator R is a bounded linear operator. Thus we can illustrate the retract result of Theorem 7.5 by the following commuting diagram.
We end this section with an interesting corollary to the characterization (35) given in Proposition 7.2.
Corollary 7.6. We have the following (quasi)-norm equivalence onṀ
The corollary shows that the canonical frame coefficients f, η p n,j n,j are (up to a constant) the sparsest choice for expanding f as in (34), in the way that they minimize theṁ β p,q (h)-norm.
HOMOGENEOUS ANISOTROPIC α-MODULATION SPACES
In this section we provide an example of what we consider the natural extension of α-modulation spaces to the homogeneous setting. We will need a hybrid regulation function as defined in Definition 2.7. We use a quasi-distance d(ξ, ζ) := |ξ − ζ| a induced by the anisotropic norm | · | a to generate tight frames for homogeneous anisotropic Besov spaces and homogeneous anisotropic α-modulation spaces.
In the simple inhomogeneous setup on the real line, an α-covering can easily be obtained from the knots ±n β , n ∈ N, taking β = 1/(1 − α) for 0 ≤ α < 1, while in the limiting (Besov) case α = 1, we simply use dyadic knots ±2 j , j ∈ N. Now, in the Besov case, we add the low frequency knots ±2 −j , j ∈ N, to obtain a full decomposition eventually yielding homogeneous Besov spaces. Notice that the low frequency knots can be considered the image under ξ → 1/ξ of the high frequency knots. We copy this process for the α-covering obtaining low-frequency knots ±n −β , n ∈ N, that can be seen to satisfy the geometric "rule"
, while the high-frequency knots satisfy |(n + 1) β − n β | ≍ n αβ . Inspired by these considerations, we define a general hybrid regulation function ash 
Whereas any covering ball B 2 associated with h 2 satisfies ξ ∈ B 2 ⇒ |ξ| αd a ≍ |B 2 |. In the transition zone between h 1 (ξ) and h 2 (ξ), that is, when 2 3 < |ξ| a < 4 3 , the volume of the covering balls B satisfy | B| ≍ 1. With | · | a defined as in Definition 2.1, we use Proposition 3.2 to conclude thath α a determines one equivalence class of structured admissible coverings. Let us now consider different values of α ∈ [0, 1] to see which spaces they give rise to.
The Case α = 1. For the underlying decomposition of R d \{0} we will use cubes and corridors. Given a = (a 1 , . . . , a d ) we define the cubes
and the corridors
1 where E 2 = {±1, ±2} and E 1 := {±1}. For each j ∈ Z and k ∈ E we define
Then K j ⊂ ∪ k∈E P j,k and the family {P j,k } j∈Z,k∈E gives an anisotropic decomposition of R d \{0}. The cubes P j,k can be generated by a family of affine transformations T . Let b j,k be the center of the cube P j,k , and define the function B : E → R d×d by
Then the family T = {T j,k } j∈Z,k∈E given by T j,k ξ = D a (2 j )B(k)ξ + b j,k generates the sets P j,k . It can be verified that the covering system T = {T j,k } j∈Z,k∈E is equivalent to those used for the homogeneous anisotropic Besov spaces, see e.g. [28, p. 223] for the inhomogeneous case. In factṀ
p,q , so the tight frame {η n,j } n∈Z d ,j∈J from Section 6 gives an atomic decomposition ofḂ a,β p,q and (35) in Proposition 7.2 gives a characterization of the norm onḂ a,β p,q . We refer to Bownik [3] for a much more detailed study of such Besov-type spaces.
The Case 0 ≤ α < 1. This is a more interesting case as we obtain new families of spaces, which we will call homogeneous anisotropic α-modulation spaces. Since the assumptions of Proposition 3.2 are satisfied we conclude that the spacė M 
APPENDIX A. PROOF OF SOME TECHNICAL LEMMAS
In this section we state some of the lemmas used throughout this paper.
Lemma A.1. Given p ∈ (0, ∞], and an invertible affine transformation
. By a simple substitution we find that
Taking the L p -norm of the expression in (39) and substituting once more we obtain
for some constant C independent of T j . Here we provide the proof of Proposition 4.2. We begin by recalling that any sequence of complex numbers satisfies {a k } k ℓq 1 ≤ {a k } k ℓq 0 for 0 < q 0 ≤ q 1 ≤ ∞. Let Q = {Q j } j∈J be a structured admissible covering, 0 < p < ∞ and β ∈ R. An immediate consequence of the above yields the following embeddinġ
for 0 < q 0 ≤ q 1 ≤ ∞.
Proof of Proposition 4.2.
We begin by proving the left hand-side of (16) . According to (40) we may assume q < ∞. Take f ∈ S 0 (R d ) and let N > d/p. We apply Hölder's inequality to obtain 
We consider the L 1 -norm in (41) in several steps. First, using Leibniz's formula for ∂ β ϕ 2 jf we derive ∂ β ϕ 2 jf = |α+η|=|β| C α,η ∂ α ϕ 2 j · ∂ ηf , for certain constants C α,η .
Consider first ∂ ηf . Since f ∈ S 0 (R d ) we have by (15) ,
for any M ∈ N. Now, for ∂ α ϕ 2 j (ξ) we first recall that
.
With this expression we may use the formula in (10) . By a similar approach as in the proof of Proposition 2.5, we use the chain rule to obtain ∂ α ϕ 
Combining (42) and (43) with the expression in (41) we get
Let us now prove the right-hand side of (16) 
Using that S 0 (R d ) ֒→Ṁ
We finally prove that S 0 (R d ) is dense inṀ 
By Lebesgue's dominated convergence theorem, the right hand side of (46) tends to zero as N → ∞. So f N approximates f inṀ β p,q (h), and if f N ∈ S 0 for all N ∈ N we have shown that any function inṀ β p,q (h) can be approximated by functions in S 0 (R d ). Otherwise, we need to find (f N ) δ ∈ S 0 (R d ) which approximates f N iṅ M β p,q (h). This can be done using convolution with an approximate identity. Supposẽ ϕ ∈ S(R d ) satisfies R dφ (ξ) = 1 and defineφ δ (ξ) := δ −dφ (d/ξ). Moreover, for δ > 0 we define a smooth ramp function ρ δ as ρ δ (ξ) = 0 if |ξ| a < δ, 1 if 2δ ≤ |ξ| a .
Let ϕ δ (ξ) := ρ δ (ξ)φ δ (ξ) and define (f N ) δ := F −1 {ρ δ * φ δ * F (f N )} = F −1 {φ δ * (ρ δ * F (f N ))}.
Since this is also an approximation of f N inṀ 
