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3Zusammenfassung Der Entwurf, die Implementierung und das Testen von
natu¨rlichsprachlichen Dialogsystemen ist eine zeitintensive Aufgabe. Erste Im-
plementierungen von Dialogsystemen im Rahmen dieser Arbeit fu¨hrten zu der
Beobachtung, daß die Parameter, welche ein Dialogsystem deﬁnieren, grob
in zwei Klassen unterteilt werden ko¨nnen. Die erste Klasse deﬁniert aufga-
benabha¨ngiges Wissen, wa¨hrend die zweite Klasse interaktionsspeziﬁsches Wis-
sen deﬁniert. Beide Klassen lassen sich weiter unterteilen. Die erste Klas-
se besteht aus folgenden Wissenquellen: (i) einer Ontologie, welche die Kon-
zepte deﬁniert, die das Dialogsystem ’versteht’, (ii) Dialogzielbeschreibungen,
welche die Aufgaben beschreiben, die das Dialogsystem ausfu¨hren kann, (iii)
Satzanalyse-Grammatiken, welche die Spracherkennerausgabe mithilfe struktu-
reller Beschreibungen in eine semantische Repra¨sentation in einer typisierten
Merkmalslogik umwandeln, (iv) Datenbankbeschreibungen, welche die Referenz
von Nominalphrasen auﬂo¨sen, und (v) Generierungsgrammatiken, welche Kon-
zepte der typisierten Merkmalslogik zuru¨ck in natu¨rlichsprachliche Ausdru¨cke
umformt. Die aufgabenabha¨ngigen Wissensquellen, zusammen mit auf ihnen
operierenden Algorithmen, bilden die erste Schicht einer dreischichtigen Dia-
logsystemarchitektur. Die in dieser Schicht realisierten Dienste werden Basis-
Dialogdienste genannt.
Die zweite Schicht des Dialogsystems besteht aus den interaktionsspeziﬁschen
Wissensquellen. Hier wird die Art und Weise der Interaktion zwischen System
und Benutzer implementiert. Die zweite Schicht setzt sich aus einem Kata-
log von Interaktionsmustern zusammen. Ein Interaktionsmuster beschreibt, wie
Information im Diskurs angepaßt wird, legt aber nicht fest, wie diese Infor-
mation vom Benutzer u¨bermittelt wird. Zum Beispiel kann eine Menge von
Optionen dem Benutzer durch nur eine Frage pra¨sentiert werden Wu¨nschen
Sie a,b,c oder d? oder durch eine Reihe von Fragen der Art Wu¨nschen Sie
a? Bitte sagen Sie ja oder nein. Beide Strategien habe Vor- und Nachteile
und ko¨nnen Deﬁzite anderer Komponenten, z.Bsp. des Spracherkenners, teil-
weise ausgleichen. Das diese Strategien implementierende Interaktionsmuster
ist jedoch das gleiche, na¨mlich das Frage-Interaktionsmuster. Neben dem frage-
Interaktionsmuster, welches die Speziﬁzita¨t der Information im Diskurs erho¨ht,
gibt es das Korrektur-Interaktionsmuster, welches Information aus dem Diskurs
entfernt, das Anpassungs-Interaktionsmuster, welches Informationen aus dem
Diskurs ersetzt und das Zustands-Interaktionsmuster, welches die Information
im Diskurs unvera¨ndert la¨ßt, aber fu¨r die Meta-Dialogsteuerung zusta¨ndig ist.
Ausgewa¨hlt werden die Interaktionsmuster von der dritten Schicht, der Dialog-
Steuerungs-Schicht.
Die in dieser Arbeit untersuchte Fragestellung ist, wie die Entwurfszeit eines
Dialogsystems durch die Einfu¨hrung einer auf generellen Prinzipien basierenden
modularen Architektur verku¨rzt werden kann. Der Hauptbeitrag dieser Arbeit
ist die Entwicklung und experimentelle Veriﬁzierung eines Systems von Inter-
aktionsdiensten, welche Benutzeraktionen mit dem natu¨rlichsprachlichen Sy-
stem zielsprach- und aufgabenunabha¨ngig beschreiben und implementieren. Da
Interaktionsdienste und Dialogstrategien durch die Basis-Dialogdienste formu-
liert werden ko¨nnen, ist die Unabha¨ngigkeit von Zielsprache und Anwendungs-
doma¨ne gegeben. Deswegen kann eine Implementierung des Interaktionsdienst-
systems als Ausgangspunkt fu¨r ein natu¨rlichsprachliches Dialogsystem dienen.
Zusa¨tzlich ko¨nnen die aufgabenabha¨ngigen Wissensquellen durch die Verwen-
dung von Techniken, wie sie aus objektorientierten Programmiersprachen be-
kannt sind, modularisiert werden. Dadurch kann eine weitere Verku¨rzung der
Entwicklungszeit erzielt werden. Es konnte experimentell nachgewiesen werden,
daß in sieben Fa¨llen mit Testpersonen, die mit der Systemarchitektur nicht ver-
traut waren, prototypische Systeme in sehr kurzer Zeit (etwa acht bis zwo¨lf
Stunden) entwickeln konnten. Diese Systeme ko¨nnen dann zur Datensammlung
4eingesetzt werden. Die Abdeckung des Dialogsystems kann dann durch iterative
Verfeinerung der beteiligten Wissensquellen verbessert werden.
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Kapitel 1
Einleitung
Maschinelle Sprachverarbeitung ist ein vergleichsweise altes Forschungsgebiet
innerhalb der Informatik. Nur sechs Jahre, nachdem Konrad Zuse in 1943 den
ersten Computer vorstellte, berichtete die New York Times vom 31. Mai 1949
von dem ersten Programm zur maschinellen U¨bersetzung. Aber erst heutzutage
sind Sprachverarbeitungsprogramme in der Lage, die auf der Titelseite der New
York Times gemachten Versprechen einzulo¨sen – und das auch nur anna¨hernd.
Es scheint im Ru¨ckblick, daß die Schwierigkeiten im Gebiet der Ku¨nstlichen In-
telligenz und der maschinellen Sprachverarbeitung im besonderen unterscha¨tzt
worden sind.
Was macht maschinelle Sprachverarbeitung zu einem schwierigen Problem?
Da der Entwurf von Sprachverarbeitungsprogrammen eine interdisziplina¨re
Aufgabe ist, kommen mehrere Gru¨nde zum Tragen. Zuna¨chst ist die menschli-
che Sprache selbst von komplexer Struktur und Forschungsgegenstand fu¨r sich
selbst. Dazu kommt, daß Menschen Zugriﬀ u¨ber gewaltige Mengen von Welt-
wissen zur Verarbeitung von Sprache haben, ein Wissen, das Computern – trotz
verschiedener Bemu¨hungen wie zum Beispiel das Wissensrepra¨sentationssystem
Cyc [Lenat, 1995] – nicht zur Verfu¨gung steht. Aber selbst wenn man die Pro-
blemstellung der maschinellen Sprachverarbeitung auf eine begrenzte Doma¨ne
einschra¨nkt, bleibt es ein schwieriges Problem. Das Erstellen und Testen von
Resourcen, die fu¨r die Sprachverarbeitung notwendig sind, ist zeitaufwendig
und mu¨hsam.
Diese Arbeit schla¨gt eine Lo¨sung fu¨r das letztgenannte Problem im Gebiet
der natu¨rlichsprachlichen Dialogsysteme vor. Wie ko¨nnen Dialogsysteme schnell
entworfen werden, ohne daß Abstriche bei der Repra¨sentation oder Verarbeitung
von komplexen Dialogen gemacht werden mu¨ssen? Wie diese Arbeit zeigt, kann
dieses Ziel durch Techniken erreicht werden, die mit Erfolg im Software Enginee-
ring und Knowledge Engineering seit Jahren eingesetzt werden. Hierzu werden
die Aspekte des Systems verkapselt, die sich beim U¨bergang von einer Doma¨ne
auf eine andere vera¨ndern. Aspekte des Systems, die konstant bleiben, werden
aufgedeckt. Die im Rahmen dieser Arbeit entdeckten Invarianten, genannt In-
teraktionsmuster, sind Grundbausteine fu¨r natu¨rlichsprachliche Dialogsysteme,
die zielsprach- und doma¨nenunabha¨ngig die Sprachverarbeitungsfa¨higkeiten von
aufgabenorientierten Dialogsystemen beschreiben.
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1.1 Die Idee hinter Interaktionsmustern
Der zunehmenden Komplexita¨t von Alltagsgegensta¨nden Rechnung tragend,
ﬁnden sich Computer in immer mehr Gera¨ten des allta¨glichen Lebens. Mit der
Allgegenwart des Computers kommt das Problem der einfachen und einfach zu
erlernenden Interaktion. Gesprochene Sprache als natu¨rliches Kommunikations-
medium begru¨ndet das Interesse an natu¨rlichsprachlichen Dialogsystemen. Ein
natu¨rlichsprachliches Dialogsystem, wie es im Rahmen dieser Arbeit verstanden
wird, ist ein System, welches die Interaktion mit einer Maschine
1. durch Dialog
2. unter Benutzung natu¨rlicher Alltagssprache
3. in einem Diskurs, der sich mo¨glicherweise u¨ber mehr als einen Turn erstreckt
4. mit dem Ziel, der Maschine den vom Anwender gewu¨nschten Dienst zu u¨ber-
mitteln und ausfu¨hren zu lassen, solange der Dienst Teil der vorgegebenen
Doma¨ne ist,
ermo¨glicht.
Aus Anwendersicht hat das Konzept des Sprachverstehens vielerlei Vorteile.
Die Interaktion ist idealerweise natu¨rlich, das Erlernen von Eingabesequenzen
oder der Bedeutung von Kno¨pfen ist unno¨tig.
Aus technischer Sicht ist die Lage der Dinge weniger perfekt. Spracherken-
nung, trotz signiﬁkanter Fortschritte in den letzten Jahren, ist immer noch mit
Fehlern behaftet. Sprachverarbeitungssysteme sind sich immer noch vieler Sub-
tilita¨ten der natu¨rlichen Sprache nicht bewußt. Dazu kommt, daß die kombina-
torische Komplexita¨t von lexikalischen Eintra¨gen das Formen von Ausdru¨cken
erlaubt, die nicht nur vom Systemdesigner vorhergesehen, sondern auch von
der Anwendung “verstanden“, das heißt, in die richtigen Dienstanforderungen,
umgesetzt werden mu¨ssen. Als Konsequenz davon kann es vorkommen, daß
Computer einen gegebenen Satz zwar richtig verstehen, aber mit einer leichten
Umformulierung des Satzes nicht zurechtkommen. Zusammengefaßt sind die
unterschiedlichen Kompetenzen von Mensch und Computer in der Sprachver-
arbeitung ein Problem.
Als Konsequenz daraus mu¨ssen Dialogsysteme so entworfen werden, daß
auch fehlerbehaftete Eingabe einen erfolgreichen Dialog ermo¨glicht. Dazu wer-
den verschiedene Arten von Konsistenz- und Konﬁdenzu¨berpru¨fungen der Ein-
gabe vorgenommen, und gegebenenfalls Teile der Eingabe ignoriert und dann
durch interaktiven Dialog erfragt. Hierbei kann das System den Dialog steuern,
um so die Wahrscheinlichkeit von Miskommunikation zu reduzieren. Es ist of-
fensichtlich, daß der Entwurf, die Implementierung und das Testen von solchen
Algorithmen zeit- und kostenintensiv ist.
Interessanterweise ko¨nnen aber die Algorithmen zur Dialogsteuerung
zielsprach- und doma¨nenunabha¨ngig entworfen werden. Wenn beispielsweise in
einem Dialog zwischen einem Anwender und einem Flugauskunftssystem die
Rede von einem Ticket ist, muß das System erfragen, ob der Anwender das
Ticket erstehen mo¨chte oder in seiner Wunschliste speichern mo¨chte. In einem
Dialog zwischen einem Anwender und einem sprachverstehenden Wohnzimmer
muß in einer a¨hnlichen Situation das System erfragen, ob eine Lampe ein- oder
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ausgeschaltet werden soll. Ein einfacher Algorithmus, der diese Information er-
fragt, ist in Abbildung 1.1 gegeben.
Precondition: Object o under discussion is known
Action a to be applied to o is unknown
Action : infer applicable actions a1, . . . , an from domain model
while (n > 1) begin
prompt user for more information on the intended
incorporate prompted information
infer applicable actions a1, . . . , an from domain model
end
Postcondition: Object o under discussion is known
Action a to be applied to o is known
Abbildung 1.1. Skizze eines vereinfachten Interaktionsmusters
Der Algorithmus erfragt, mo¨glicherweise in mehr als einem Schritt, Informa-
tion und fu¨gt sie dem Diskurs hinzu, bis die bekannte Information eine gewisse
Bedingung erfu¨llt (die Operation, die auf o angewandt werden soll, ist bekannt).
Dieser Algorithmus kann gleichermaßen im Flugauskunftssystem und im inter-
aktiven Wohnzimmer eingesetzt werden, solange die Bestandteile des Algorith-
mus allgemein genug formuliert sind.
Es soll jedoch bemerkt werden, daß der Algorithmus nicht alle zur Dialo-
gausfu¨hrung beno¨tigten Speziﬁkationen entha¨lt. Insbesondere werden keinerlei
Angaben gemacht, wie zusa¨tzliche Information akquiriert werden soll; es wird
lediglich gefordert, welche Information erfragt werden soll. Im obigen Beispiel
ko¨nnte der Algorithmus eine Frage der Form stellen: “Mo¨chten Sie die Flug-
verbindung ausdrucken oder mo¨chten Sie das Ticket kaufen?“. Alternativ dazu
ko¨nnte die Frage gestellt werden: “Mo¨chten Sie die Flugverbindung ausdrucken?
(Bitte sagen Sie ja oder nein)“; und, wenn der Anwender mit ’nein’ antwortet,
ko¨nnte eine Folgefrage erfragen, ob der Benutzer das Ticket kaufen mo¨chte
und so weiter. Mit anderen Worten, ein Interaktionsmuster speziﬁziert, wel-
che Information akquiriert werden soll, aber nicht wie dies geschieht. Damit
ist eine Trennung von Interaktionsmustern und Dialogstrategie gegeben. Inter-
aktionsmuster ko¨nnen damit unterschiedliche Dialogstrategien implementieren.
Daru¨ber hinaus kann es wa¨hrend desselben Dialogs unterschiedliche Instantiie-
rungen desselben Interaktionsmusters geben. Entscheidungen u¨ber die Auswahl
und Instantiierung eines Interaktionsmusters werden in einer u¨brgeordneten
Komponente getroﬀen. Zu der Entscheidung u¨ber die Auswahl ko¨nnen Krite-
rien des bisher abgelaufenen Dialogs herangezogen werden. Zu den Kriterien
geho¨ren Parameter wie beispielsweise Konﬁdenzmaße des Spracherkenners, die
Anzahl gestellter Fragen oder die Anzahl von Objekten, die durch einen Daten-
bankzugriﬀ gefunden wurden.
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1.2 Aussage der Arbeit und Beitra¨ge
Im folgenden werden die in dieser Arbeit u¨berpru¨ften Thesen aufgestellt, die
Forschungsmethodologie beschrieben und die Beitra¨ge der Arbeit zusammen-
gefaßt.
1.2.1 These
Es ist die Aussage dieser Dissertation, daß
(i) das dialogtechnische Verhalten von aufgabenorientierten Dialogsystemen
durch die Angabe einer kleinen Menge von generischen Interaktionsmustern
beschrieben werden kann;
(ii) robuste Implementierungen von natu¨rlichsprachlichen Dialogsystemen in ei-
ner gegebenen Zielsprache und Doma¨ne durch die Erga¨nzung von generi-
schen Interaktionsmuster durch sprach- und doma¨nenspeziﬁsche Wissens-
quellen erfolgen kann; und
(iii) dieser Ansatz gleichzeitig dazu geeignet ist, ein Konzept fu¨r ein System
schnell zu entwickeln Rapid Prototyping wie auch ein schnell entwickeltes
System zu einem robusten, voll funktionierenden System auszubauen.
1.2.2 Methodologie, Systementwurf und Implementierung
Der verfolgte Ansatz zur U¨berpru¨fung der oben aufgestellten Thesen war, die
beno¨tigten theoretischen Konzepte zu entwerfen und zu implementieren, und
das so entstandene Dialogsystem zu evaluieren. Dazu wurde zuna¨chst ein Kata-
log von Interaktionsmustern entworfen, der das Verhalten von den Dialogsyste-
men beschreiben soll. Desweiteren wurden Anwendungskriterien fu¨r jedes der
beschriebenen Interaktionsmuster gefunden.
Das implementierte System wurde dann anhand des Kriteriums evaluiert,
wie einfach neue Systeme unter Benutzung der entwickelten Architektur in
verschiedenen Doma¨nen und in verschiedenen Zielsprachen entworfen werden
ko¨nnen.
Die Architektur ist hierarchisch in drei Schichten unterteilt. Die erste
Schicht, genannt Basis-Dialogdienste bietet eine Reihe von zielsprach- und
doma¨nenunabha¨ngigen Dialogdiensten an, wie zum Beispiel Satzanalyse oder
Fragengenerierung. In der daru¨berliegenden Schicht, genannt Benutzerschnit-
stellenschicht, sind die generischen Interaktionsmuster realisiert. Die Kompo-
nenten der ersten Schicht sind parametrisiert durch zielsprach- und doma¨nen-
abha¨ngige Wissensquellen, wie zum Beispiel Ontologien, Grammatiken, und
Aufgabenmodelle. Die Parametrisierung der den Interaktionsmustern zugrun-
deliegenden Dienste bewirkt die gewu¨nschte Doma¨nen- und Zielsprachun-
abha¨ngigkeit. Vereinfachend gesagt, implementiert die zweite Schicht A¨quiva-
lente des in Abbildung 1.1 gezeigten Algorithmus, wa¨hrend die erste Schicht die
von den Interaktionsmustern angeforderten Dienste implementiert. Die dritte
Schicht, genannt Dialog-Steuerungs-Schicht, wa¨hlt die Instantiierungen der von
der zweiten Schicht auszufu¨hrenden Algorithmen aus und u¨bernimmt die Ge-
samtsystemsteuerung.
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1.2.3 U¨berpru¨fung der These
Unter Benutzung dieses dreischichtigen Systems wurde dann ein Dialogsystem
fu¨r ein interaktives Autonavigationssystem in Englisch und Deutsch entwickelt
und evaluiert. Desweiteren wurden in einem Versuch von anderen Personen
Dialogsysteme unter Benutzung der entwickelten Architektur entworfen und
implementiert. Hierzu wurden die Wissensquellen, die von den Diensten in der
unteren Schicht benutzt werden, an die Doma¨ne und Zielsprache angepaßt.
1.2.4 Beitra¨ge
Die Betra¨ge dieser Arbeit sind in verschiedenen Kontexten zu sehen. Zum einen
wurde ein existierender Formalismus zur Wissensrepra¨sentation, na¨mlich typi-
sierte Merkmalsstrukturen, erweitert und an die Erfordernisse von generischen
Dialogsystemen angepaßt. Die Erweiterungen umfassen objektorientierte Ver-
sionen und eine Variante dessen, was allgemeinhin als disjunktive Merkmals-
strukturen bekannt ist. Die Beitra¨ge im Gebiet der typisierten Merkmalsstruk-
turen sind eher theoretischer Art, haben aber – wie auch deren Anwendung in
der vorliegenden Systemimplementierung zeigt – praktische Bedeutung.
Auf dem Gebiet der Grammatikentwicklung wurde ein Verfahren zur Kom-
bination von verschiedenen Komponenten der Grammatiken vorgeschlagen. Der
gewa¨hlte Ansatz ermo¨glicht eine rasche prototypische Entwicklung von Gram-
matiken, die den Anspru¨chen von Dialogsystemen entsprechen. Die gewa¨hlten
Verfahren sind a¨hnlich zu aus der Literatur bekannten Prinzipien fu¨r komplexe-
re Grammatiken wie zum Beispiel Hpsg oder Tag. Der Beitrag hier ist jedoch
in dem Kontext zu sehen, daß zum einen einfachere Grammatikformalismen,
teilweise sogar nur regula¨re Grammatiken, im Bereich der Dialogverarbeitung
dominieren. Zum anderen garantiert der vorgeschlagene Ansatz Typsicherheit
der generierten Repra¨sentation, was ein wichtiges Merkmal fu¨r Dialogsysteme
ist (fu¨r eine ausfu¨hrliche Diskussion, siehe Kapitel 4).
Auf der Ebene der Dialogverarbeitung wird ein Katalog von Interaktions-
mustern vorgeschlagen. Gegeben aufgabenorientierte Dialogsysteme, isoliert ein
Interaktionsmuster a¨hnliche Verhaltensweisen der verschiedenen Dialogsysteme.
Damit ist es mo¨glich, eine generische Dialogstrategie getrennt von doma¨nen-
und sprachabha¨ngigen Komponenten zu entwickeln. Anders herum ist es eben-
falls mo¨glich, ein existierendes System schnell an eine andere Doma¨ne oder
Zielsprache lediglich durch die Anpassung der doma¨nen- oder zielsprachspeziﬁ-
schen Komponenten vorzunehmen.
Desweiteren verdeckt ein Interaktionsmuster die Anbindung an die Anwen-
dung. Korrekturen beispielsweise erfordern die Anpassung des Zustandes der
Anwendung durch Invertierung von bereits ausgefu¨hrten Diensten. Interaktions-
muster bestimmen, in Abha¨ngigkeit der im Diskurs vorhandenen Information,
welche Dienste von der Anwendung angefordert und welche Dienste invertiert
werden mu¨ssen.
Die auf den Interaktionsmustern aufbauende Architektur des Systems
ermo¨glicht, daß Prototypen fu¨r neue Anwendungen schnell entwickelt werden
ko¨nnen. Eine wesentliche Eigenschaft des vorgeschlagenen Ansatzes ist, daß
18
die so produzierten Prototypen zu voll funktionsfa¨higen Systemen ausgebaut
werden ko¨nnen. Damit ist die Zeit, die in Entwicklung des Prototyps investiert
worden ist, nicht verloren. Im Gegenteil wird im hier verfolgten Ansatz mit dem
Prototyp der Grundstein zu einem vollsta¨ndigen System gelegt. Ein wesentli-
cher Vorteil dieses Verfahren ist, daß somit Daten fru¨h im Entwicklungsprozeß
gesammelt werden ko¨nnen.
1.3 Andere Ansa¨tze
Wie oben beschrieben, verfolgt der hier vorgestellte Arbeit einen objekt-
orientierten, symbolischen Ansatz. Damit ist es mo¨glich, die Komponenten des
Dialogsystems einfach und eﬃzient zu beschreiben. In der Literatur wurden eine
Reihe von anderen Ansa¨tzen zur Dialogverarbeitung beschrieben. Verschiedene
symbolische Ansa¨tze, deren Wissensquellen anders repra¨sentiert sind als in der
vorliegenden Arbeit, zielen ebenfalls auf allgemeines Dialogmanagement. Sta-
tistische Ansa¨tze versuchen durch das Erlernen von Dialogstrategien den Auf-
wand der Entwicklung zu reduzieren. Schließlich gibt es verschiedene Ansa¨tze
zum Rapid Prototyping von Dialogsystemen.
1.3.1 Symbolische Ansa¨tze
Gegenwa¨rtig verwenden die meisten natu¨rlichsprachlichen Dialogsyste-
me die eine oder andere Form von rahmenbasierten Repra¨sentationen
[Ward, 1994,Papineni et al., 1999]. Dies ist teilweise begru¨ndet in der Tatsa-
che, daß semantische Grammatiken [Ward, 1994,Gavalda, 2000] rahmenbasier-
te semantische Repra¨sentationen direkt aus den Parseba¨umen erzeugen ko¨nnen.
Daru¨berhinaus sind semantische Grammatiken robust gegenu¨ber ungrammati-
kalischer Eingabe und einfach zu erstellen. Zusammen mit der Tatsache, daß
rahmenbasierte Repra¨sentationen einfach zu implementieren sind, hat dies zu
einer weiten Verbreitung dieses Ansatzes gefu¨hrt.
Um die hohe Robustheit der semantischen Satzanalyse zu garantieren, wei-
sen semantische Parser den Eingaben nur begrenzt syntaktische Struktur zu.
Als Konsequenz sind die resultierenden semantischen Repra¨sentationen nicht in-
variant gegenu¨ber Reformulierungen. Mit anderen Worten, semantische Gram-
matiken sind ha¨uﬁg so geschrieben, daß zwei Sa¨tzen mit derselben Bedeutung,
aber unterschiedlicher syntaktischer Struktur, unterschiedliche Repra¨sentatio-
nen zugewiesen werden.1 Dies ist in Dialogsystemen unerwu¨nscht, da der interne
Zustand von der im Diskurs etablierten Information, aber nicht dessen Ober-
ﬂa¨chenform abha¨ngen soll. Dieses Problem kann durch das Nachschalten eines
Nachverarbeitungsschrittes umgangen werden, wie es beispielsweise in der Ma-
schinellen U¨bersetzung [Levin et al., 1998,Woszczyna et al., 2000] getan wird.
Vom Standpunkt des Rapid Prototyping sind diese Nachverarbeitungsschritte
1 Zwar ist die Zuweisung von Repra¨sentationen nur von der Grammatik abha¨ngig. Dies be-
deutet, daß semantische Grammatiken so geschrieben werden ko¨nnen, daß Sa¨tze mit der-
selben Bedeuting dieselbe Repra¨sentation zugewiesen werden. Dies stellt jedoch zusa¨tzliche
Anforderungen an die Grammatikentwicklung, die in der Praxis ha¨uﬁg nicht erfu¨llt werden
ko¨nnen.
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jedoch unerwu¨nscht, da sie die Komplexita¨t der Speziﬁkation erho¨hen (zusa¨tz-
lich zu den syntaktisch-semantischen Grammatikregeln mu¨ssen Konvertierungs-
regeln angegeben werden).
Nachdem die semantischen Repra¨sentationen der A¨ußerungen erzeugt wor-
den sind, ko¨nnen die Prinzipien von Abella und Gorin [1999] fu¨r das Dialogma-
nagement angewandt werden. Der dort vorgeschlagene Ansatz ist, a¨hnlich wie
die vorliegende Arbeit, informationsbasiert in dem Sinne, daß Dialogzusta¨nde
durch die Speziﬁzita¨t der vorhanden Information beschrieben werden. Ein Un-
terschied zu der vorliegenden Arbeit ist, daß in [Abella and Gorin, 1999] keine
generische Mo¨glichkeit angegeben ist, den Inhalt von Kla¨rungsfragen zu be-
stimmen. Damit ist es schwierig, auf den vorgestellten Konzepten eine gene-
rische Dialogstrategie zu entwickeln. Daru¨ber hinaus ist nicht angegeben, wie
Dienstanforderungen an die Anwendung auszufu¨hren und zu invertieren sind.
Interaktionen mit der Anwendung sind in Rudnicky und andere [1999] beschrie-
ben, wo sogenannte handler die Kontrolle an die Anwendung abgeben, wenn
bestimmte Information im Diskurs etabliert ist. Die im Zuge dieser Arbeit ent-
wickelten objektorientierten typisierten Merkmalsstrukturen sind eine andere
Lo¨sung desselben Problems. Objektorientierte typisierte Merkmalsstrukturen
implementieren Dienstanforderungen an die Anwendung durch eine Verallge-
meinerung einer Typinferenzprozedur und garantieren damit daru¨ber hinaus
Typsicherheit der Repra¨sentationen, was bei Rudnicky und andere [1999] nicht
gegeben ist.
Viele Dialogsysteme verwenden die eine oder andere Form von Skript-
sprachen, um die Interaktion der beteiligten Komponenten zu steuern
[Levin and Pieraccini, 1999,Papineni et al., 1999]. Alternativ dazu ko¨nnen de-
klarative Programmiersprachen wie ProLog fu¨r denselben Zweck verwendet
werden. Die Arbeit von Smith [Smith, 1992] zeigt, wie der Backtracking von
ProLog ausgenutzt werden kann, um fehlende Information zu bestimmen. Feh-
lende Information ist durch das Fehlschlagen einer ProLog-Anfrage gekenn-
zeichnet. Dadurch wird der semantische Inhalt von Kla¨rungsfragen bestimmt.
Je nach Entwurf der Steuerungskomponente ko¨nnen die Skripten doma¨nen-
abha¨ngig oder -unabha¨ngig sein.
France Te´le´com [Bretier and Sadek, 1996,Sadek et al., 1997] entwickelte
ein natu¨rlichsprachliches Dialogsystem namens Artimis dessen Dialogmanager
auf den Prinzipien des Rationalen Verhaltens (engl. Rational Agency) beruht.
Das Verhalten des Dialogmanagers ist durch in der Modallogik S45 formulierte
Regeln ausgedru¨ckt. Dies ist ein sehr ma¨chtiger Ansatz, der es erlaubt, u¨ber
verschiedene Doma¨nen zu generalisieren.
1.3.2 Statistische Ansa¨tze
Die Forschungsgruppen bei At & t und Lucent haben in den letzten Jahren
verschiedene Verfahren zur statistischen Verarbeitung von aufgabenorientierten
Dialogen vorgeschlagen.
Gorin et al [1997] stellen ein System zur Anrufweiterleitung vor. Die Aufga-
be des Dialogsystems ist es, Anrufer an eine von 15 Abteilung weiterzuleiten,
wo dann das Anliegen des Anrufers bearbeitet werden kann (beispielsweise das
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Erfragen von Gebu¨hrentarifen, Probleme mit Rechnungen und so weiter). Diese
Arbeit zeichnet sich dadurch aus, daß die Anrufer auf den oﬀenen Systemprompt
“How may I help you?“ antworten ko¨nnen. Das Problem der Dialogverarbeitung
ist somit in erster Iteration als Klassiﬁkation des Anrufes in eine von 15 Klassen
zu sehen. Weitere Arbeiten [Wright et al., 1998] jedoch erga¨nzen diesen Ansatz
um aufgabenorientierte Unterdialoge, die fehlende Information vom Anrufer er-
fragen ko¨nnen. Die Oﬀenheit des Systemprompts impliziert natu¨rlich Probleme
fu¨r die Spracherkennung und Verarbeitung. Die vorgeschlagene Lo¨sung sieht
vor, bedeutungstragende Satzfragmente (engl. salient expressions) zur Bestim-
mung der Intention des Benutzers heranzuziehen. Bedeutungstragende Satzfrag-
mente werden durch informationstheoretische Maße bestimmt [Gorin, 1996],
wobei das Maß die Information des Satzfragmentes relativ zur Klassiﬁkation
angibt. Das Sprachmodell des verwendeten Spracherkenners verfu¨gt ebenfalls
u¨ber Kenntnis der bedeutungstragenden Satzfragmente, um ausreichend gute
Erkennung der bedeutungstragenden Elemente sicherzustellen.
In den Arbeiten von Chu-Carroll und Carpenter [1998, 1999] wird eine al-
ternative Lo¨sung fu¨r dasselbe Problem vorgeschlagen. Hier werden anstelle in-
formationstheoretischen Maßen Uni-, Bi- und Trigramme verwendet, um be-
deutungstragende Einheiten fu¨r die Klassiﬁkation des Anrufes zu beschreiben.
Prototypen von Anrufen werden dann durch vektorielle Repra¨sentationen ihrer
bedeutungstragenden Einheiten repra¨sentiert. Die Klassiﬁkation von Anrufen
erfolgt dann durch die Umwandlung des Anrufes in dieselbe vektorielle Re-
pra¨sentation und anschließendes Anwenden von aus dem Information Retrieval
bekannten Bewertungstechniken.
Singh et al [2002] wenden Techniken des Versta¨rkungslernen (engl. reinfor-
cement learning) an, um Dialogstrategien zu lernen. In ihrem System NJFun
ko¨nnen sich Anwender Ausku¨nfte zu Vergnu¨gungen in New Jersey geben las-
sen. Der Dialogzustand ist dabei repra¨sentiert durch einen aufgabenabha¨ngi-
gen Zustandsvektor. Aufgabe des Lernverfahrens ist es, den Folgezustand fu¨r
einen gegebenen Dialogzustand zu bestimmen. Dazu wird am Ende jeden Dia-
loges eine Ru¨ckmeldung u¨ber die Qualita¨t des Dialoges an das Lernsystem ge-
geben. Das Versta¨rkungslernen “verteilt“ die Ru¨ckmeldung dann auf einzelne
Zustandsu¨berga¨nge, die wa¨hrend des Dialoges geta¨tigt worden sind.
Wa¨hrend Singh et al [2002] die Dialogstrategie durch einen Markov-
Entscheidungsprozeß modellieren, und somit verdeckte Zusta¨nden oder die
teilweise Beobachtbarkeit des tatsa¨chlichen Prozesses nicht in Betracht zie-
hen, schlagen Roy et al [2000] einen auf partiell beobachtbaren Markov-
Entscheidungsprozessen (POMDP) basierenden Dialogmanager vor. Das Pro-
blem bei partiell beobachtbaren Entscheidungsproblemen ist jedoch der hohe
Rechenaufwand.
Zusa¨tzlich zur robusteren Verarbeitung von Daten ist der Vorteil von stati-
stischen Ansa¨tzen zur Dialogverarbeitung, daß doma¨nspeziﬁsches oder auch lin-
guistisches Wissen gelernt werden kann. Damit ist weniger Expertenwissen zur
Erstellung eines Dialogsystems erforderlich. Alle beschriebenen Ansa¨tze beno¨ti-
gen jedoch teilweise erhebliche Mengen an Daten, um erfolgreich zu sein. Im
Falle großer Telephongesellschaften stellt dies nicht notwendigerweise ein Pro-
blem dar, da Anrufe an existierende Call Center aufgenommen und transkri-
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biert werden ko¨nnen. Die vorliegende Arbeit versucht das zur Erstellung eines
Systems beno¨tige Expertenwissen durch Separierung von Entwurfsentscheidun-
gen zu reduzieren. Damit ko¨nnen mehrere Teile existierender Dialogsysteme
wiederverwendet werden. Eine Bereitstellung eines Systems in einer neuen An-
wendungsdoma¨ne erfordert dann lediglich das Anpassen der Komponenten, die
sich von einer existierenden Implementierung unterscheiden.
1.3.3 Ansa¨tze zum Rapid Prototyping
Der schnelle Entwurf von interaktiven Dialogsystemen ist seit kurzem Gegen-
stand der Forschung geworden. Zum Teil begru¨ndet durch den zunehmenden Be-
darf von sprachverstehenden Anwendungen und Telephonie-basierten Diensten,
ist die Anzahl eingesetzter Systeme gestiegen. Zu diesem Zeitpunkt ko¨nnen zum
Entwurf dieser Systeme drei Typen von Ansa¨tzen unterschieden werden. Ein
erster Ansatz zum schnellen Entwurf fu¨r Dialogsysteme besteht aus graphi-
schen Editoren, mit deren Hilfe man den Dialogﬂuß durch endliche Automaten
speziﬁzieren kann [Sutton et al., 1996,Cole, 1999]. Diese Systeme setzen einen
Dialog mit einem Pfad vom Anfangszustand zu einem der Endzusta¨nde des Au-
tomaten gleich. Mo¨gliche Aktionen des Systems sind durch Annotationen der
Zustandsu¨berga¨nge speziﬁziert. Problematisch ist dieser Ansatz dadurch, daß
endliche Automaten nur schwer verschiedene Aspekte der Dialogspeziﬁkation
separieren ko¨nnen (siehe auch dazu in Kapitel 6 und 7 fu¨r eine ausfu¨hrlichere
Diskussion). Zum Beispiel mu¨ssen Besta¨tigungsfragen, zu stellen bei geringen
Konﬁdenzmaßen der Spracheingabe, jedem Zustand, in dem sie gestellt wer-
den sollen, zugeordnet werden. Es ist nicht mo¨glich, das Verhalten des Systems
durch eine allgemeingu¨ltige Regel der Form “Wenn immer das Konﬁdenzmaß
der Erkenners unter 50% liegt, soll der Benutzer zur Wiederholung der Eingabe
aufgefordert werden“ zu beschreiben.
Ein anderer Ansatz zur Wiederverwendung von Dialogkomponenten, ge-
nannt Speech Objects wurde von der kalifornischen Firma Nuance entwickelt
[Andersson et al., 2001]. Hier wird die Eingabe von doma¨nenspeziﬁschen Daten
mittels VoiceXML u¨ber Java-Objekte vorgenommen. So gibt es beispielsweise
ein Speech Object fu¨r die Eingabe eines Datums, ein anderes fu¨r die Eingabe
von Telephonnummern und so weiter. Gemeinsame Funktionalita¨t der Speech
Objects, wie zum Beispiel Besta¨tigungsfragen, kann durch die Erweiterung der
Basisklasse implementiert werden. Auf der anderen Seite kann die Dialogstrate-
gie immer nur lokal agieren: das System beﬁndet sich solange in einem Zustand,
wie das Speech Object aktiv ist. Flexiblerer Dialog mit Gegenfragen zum Beispiel
durch Speech Objects zu beschreiben ist schwierig.
Ein dritter Ansatz besteht im Entwurf von Bibliotheken von wiederverwend-
baren Dialogkomponenten. Auf der Beobachtung basierend, daß das Verhalten
des Dialogsystems in sich a¨hnelnden Situationen vorhersagbar sein soll, ent-
wickeln Araki et al [1999] eine Bibliothek von wiederverwendbaren Dialogstra-
tegien. [Ko¨lzer, 1999] schla¨gt eine Dialogsystemarchitektur vor, wobei die Sy-
stemkomponenten durch einen graphischen Editor speziﬁziert werden ko¨nnen.
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1.4 U¨bersicht der Ausarbeitung
Diese Ausarbeitung ist in drei Teile unterteilt. Im ersten Teil, in den Kapiteln
2 bis 5, wird die Funktionalita¨t der Basis-Dialogdienste beschrieben. Kapitel
2 beschreibt die verwendeten typisierten Merkmalsstrukturen und zwei wichti-
ge Generalisierungen. Kapitel 3 bescha¨ftigt sich damit, wie mehrere typisierte
Merkmalsstrukturen kompakt abgespeichert, und, als Konsequenz daraus, ihre
informationellen Unterschiede einfach ersehen und quantiﬁziert werden ko¨nnen.
Die Existenz oder Nichtexistenz der informationellen Unterschiede steuern die
generischen Interaktionsmuster. In Kapitel 4 werden Grammatiken, Dienste
zur Satzanalyse und zur schablonenbasierten Generierung beschrieben. Kapitel
5 schließlich beschreibt Dienste, die Datenbankzugriﬀ, Diskursanpassung und
Kontrolle u¨ber das Aufgabenmodell des Dialogsystems ermo¨glichen.
Der zweite Teil bescha¨ftigt sich mit dem Konzept von generischen Interak-
tionsmustern. In Kapitel 6 werden abstrakte Dialogzusta¨nde deﬁniert, die den
Fortschritt des Dialogs zielsprachen- und doma¨nenunabha¨ngig beschreiben. Ka-
pitel 7 fu¨hrt dann den Begriﬀ des generischen Interaktionsmusters ein. Ein ge-
nerisches Interaktionsmuster kann betrachtet werden als das funktionale A¨qui-
valent eines Zustandsu¨bergangs zwischen zwei abstrakten Dialogzusta¨nden. Die
folgenden Kapitel 8, 9, 10 und 11 bescha¨ftigen sich im generischen Interaktions-
mustern zum Erfragen, Zuru¨cknahmen und Navigieren von Information. Kapitel
12 gibt eine U¨bersicht der vorgestellten Interaktionsmuster.
Der dritte Teil beschreibt die Auswertung der Experimente. Kapitel 13 be-
schreibt die Auswertung des Rapid Protoyping Experiments. Kapitel 14 schließ-
lich faßt die erzielten Ergebnisse zusammen und diskutiert zuku¨nftige Arbeit.
Teil I
Basis-Dialog-Dienste

Kapitel 2
Typisierte
Merkmalsstrukturen und
Erweiterungen
Interaktionen von Benutzern mit natu¨rlichsprachlichen Dialogsystemen er-
strecken sich typischerweise u¨ber mehrere A¨ußerungen oder Turns. Der Infor-
mationsgehalt der wa¨hrend des Dialogs konstruierten Repra¨sentationen wird
durch die Ergebnisse von Datenbankanfragen oder durch die Integration von
Antworten auf Kla¨rungsfragen weiter vera¨ndert. Das inkrementelle Konstruie-
ren der Repra¨sentationen erfordert folglich, daß die folgenden Operationen auf
Repra¨sentationen ausgefu¨hrt werden ko¨nnen:
(i) Vergleich bezu¨glich des Informationsgehaltes
zum Beispiel um zu bestimmen, ob die im Diskurs vorhandene Information
ausreichend ist, die vom Benutzer gewu¨nschte Aktion auszufu¨hren,
(ii) Uniﬁkation von Repra¨sentationen
zum Beispiel um eine Antwort auf eine Kla¨rungsfrage in den Diskurs zu
integrieren,
(iii) Konsistenzu¨berpru¨fung
zum Beispiel um zu bestimmen, ob die vom Benutzer u¨bermittelte Informa-
tion widerspru¨chlich ist oder nicht,
(iv) Zuru¨cknahme von Repra¨sentationen
zum Beispiel um falsch verstandene Information wieder aus dem Diskurs zu
entfernen
Es ist damit keine U¨berraschung, daß natu¨rlichsprachlich Dialogsysteme in der
Lage sein mu¨ssen, partielle Information verarbeiten zu ko¨nnen. Dieser Anfor-
derung ist meist durch den Einsatz rahmenbasierter Repra¨sentationen Rech-
nung getragen [Bilange et al., 1990,Bilange, 1991,Bobrow and Group, 1977].
Des weiteren werden rahmenbasierte Repra¨sentationen von verschiedenen ro-
busten Parsern erzeugt, so zum Beispiel vom Parser Phoenix [Ward, 1994]
und dem in dieser Arbeit verwendeten Parser Soup [Gavalda, 2000].
Im Bereich der Ku¨nstlichen Intelligenz wurden Zusammenha¨nge zwischen
rahmenbasierten Repra¨sentationen und Beschreibungslogiken festgestellt. Be-
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schreibungslogiken ko¨nnen aufgefaßt werden als ”Designer-Logiken“, deren Aus-
druckssta¨rke auf die zu zu modellierenden Sachverhalte angepaßt werden kann.
Hierbei muß ein Kompromiß zwischen Ausdruckssta¨rke der Logik und der Eﬃ-
zienz der zugrundeliegenden Inferenzalgorithmen geschlossen werden. Beschrei-
bungslogiken habe in letzter Zeit vielfa¨ltige Anwendung gefunden, unter ande-
rem auch in natu¨rlichsprachlichen Dialogsystemen [Ludwig et al., 1998].
Im Bereich der Computerlinguistik haben Varianten von Beschreibungs-
logiken, die Merkmalslogiken, besondere Beachtung gefunden. Die zu model-
lierenden Sachverhalte sind hier im wesentlichen Bereiche aus der Syntax
[Pollard and Sag, 1994]. Arbeiten von Nebel und Smolka [1991] haben das
Verha¨ltnis zwischen Merkmalslogiken und Beschreibungslogiken herausgearbei-
tet, das vereinfachend paraphrasiert werden kann wie folgt: Merkmalslogiken
sind Beschreibungslogiken, wobei die Rollen der Merkmalslogiken (Merkmale)
maximal einen Fu¨ller aufnehmen ko¨nnen.
Eine besondere Variante der Merkmalslogiken ist die typisierte Merkmals-
logik entwickelt von Carpenter [1992]. Die Besonderheit hier ist, daß die Typen
in einer Vererbungshierarchie, a¨hnlich wie in objekt-orientierten Programmier-
sprachen angeordnet werden ko¨nnen. Damit lassen sich Sachverhalte einfach
und objekt-orientiert modellieren. Aus diesem Grunde wurde diese Logik als
Basis fu¨r das im Rahmen dieser Arbeit entwickelte Dialogsystem gewa¨hlt.
2.1 Einleitung
Die von Carpenter entwickelte typisierte Merkmalslogik (und deren Terme, gra-
phisch dargestellt als typisierte Merkmalsstrukturen) zeichnen sich durch die
Typeinschra¨nkungen der Terme aus. In der Computerlinguistik wird dies in
erster Linie verwendet, um syntaktische Sachverhalte zu beschreiben. Zum Bei-
spiel kann im Deutschen Subjekt-Verb Kongruenz durch ein Merkmalsbu¨ndel
bestehend aus den Merkmalen Person und Number beschrieben werden. Das
Merkmalsbu¨ndel hat den Typ agr (Agreement), und man sagt, daß die Merk-
male Person und Number fu¨r den Typ agr erlaubt sind.
Im Rahmen von natu¨rlichsprachen Dialogsystemen ist die syntaktische Mo-
dellierung weniger relevant, allerdings ko¨nnen die semantischen Sachverhalte
der zugrundeliegenden Anwendung sehr einfach durch die Vererbungshierarchie
der Typen beschrieben werden. Die Idee ist hier, die semantische Repra¨senta-
tionen der natu¨rlichsprachlichen Anfragen in partiellen Merkmalsstrukturen zu
repra¨sentieren. Die so erstellten Beschreibungen der erwa¨hnten Objekte, deren
Eigenschaften, Aktionen und Zusta¨nde ko¨nnen dann im Laufe des Dialogs mit
weiterer Information (zum Beispiel aus Datenbanken) erga¨nzt werden.
Unter anderem sind auf typisierten Merkmalsstrukturen Subsumptions- und
Uniﬁkationsoperationen deﬁniert. Diese Operationen erfu¨llen somit die oben ge-
stellten Bedingungen (i) und (ii). Zusa¨tzlich ist es mo¨glich, auf typisierten Merk-
malsstrukturen verschiedene Arten von Typinferenzen auszufu¨hren. In diesem
Zusammenhang kann eine Typinferenz vereinfachend als eine Operation be-
schrieben werden, die die Merkmalsstruktur um statische Information aus der
Vererbungshierarchie anreichert. Sollte dabei eine inkonsistente Merkmalsstruk-
tur entstehen, ist die Information der Merkmalsstruktur nicht konsistent mit der
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Abbildung 2.1. Eine Typenhierarchie
Doma¨nenmodellierung. Diese Operation erfu¨llt so die Bedingung (iii). Auf der
anderen Seite gibt es keine Operation die Bedingung (iv) erfu¨llt. Im folgenden
Kapitel wird deswegen eine solche Operation eingefu¨hrt.
In diesem Kapitel werden die Merkmalsstrukturen in zwei Richtungen ver-
allgemeinert. Die erste Erweiterung erlaubt die Speziﬁkation von Methoden in
der Vererbungshierarchie und ermo¨glicht es so dem Dialogsystem, Dienste in
der Anwendung abha¨ngig vom Informationsgehalt der Repra¨sentationen aufzu-
rufen. Die zweite Erweiterung ermo¨glicht es, neben der (semantischen) Typin-
formation auch weitere Informationen, die relevant fu¨r die Dialogverarbeitung
sind, abzulegen. Dazu za¨hlen unter anderem Konﬁdenzinformationen des Spra-
cherkenners.
2.2 Die Typenhierarchie
Die in diesen Abschnitten angegebenen Deﬁnitionen und Theoreme sind aus
[Carpenter, 1992] entnommen.
Typisierte Merkmalsstrukturen sind Graphstrukturen, deren Knoten ein
Typsymbol aufweisen, und deren Kanten mit einem Merkmalssymbol gekenn-
zeichnet sind. Die Typen partiell geordnet; die partielle Ordnung ist im beson-
deren eine untere Halbordnung.
Deﬁnition 1 (Typenhierarchie [Carpenter, 1992]). Eine Typenhierar-
chie ist eine endliche beschra¨nkte vollsta¨ndige partielle Halbordnung. 〈Type,〉.
Die hier verwendete Notation folgt der Carpenters in dem der Informati-
onsgehalt in den Typenhierarchien von unten nach oben wa¨chst. Es folgt aus
der Deﬁnition, daß mit der Existenz einer oberen Schranke fu¨r eine zwei Typen
τ, ρ auch eine eindeutige kleinste obere Schranke fu¨r τ, ρ existiert. Damit kann
man sagen, daß die Uniﬁkation der Typen τ und ρ die kleine obere Schranke
von τ und ρ ist, falls sie existiert. Anderenfalls ist die Uniﬁkation undeﬁniert.
Parallel zu der Uniﬁkation ist die Generalisierung von zwei Typen τ und ρ de-
ﬁniert als die gro¨ßte untere Schranke von τ und ρ. Abbildung 2.1 zeigt eine
Typenhierarchie, die auch in den folgenden Beispielen weiter verwendet wird.
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Die Relation  bezeichnet die Subsumptionsrelation. In Analogie fu¨hren wir
die folgenden Symbole ein: die Relation  ha¨lt zwischen zwei Typen τ und ρ
wenn τ  ρ und τ = ρ. Desweiteren bedeutet τ˙ρ die Relation zwischen zwei
Typen τ und ρ wo es keinen weiteren Typen ω = τ, ρ gibt so daß τ  ω  ρ
gilt.
2.3 Typisierte Merkmalsstrukturen
In diesem Abschnitt werden weitere relevante Begriﬀe der Merkmalsstrukturen
aus [Carpenter, 1992] eingefu¨hrt. Eine typisierte Merkmalsstruktur kann be-
trachtet werden als ein gewurzelter Graph, dessen Knoten mit den Typen aus
einer gegebenen Typhierarchie 〈Type,〉 und dessen Kanten mit Merkmalssym-
bolen aus einer Menge von Merkmalen Feat annotiert sind.
Deﬁnition 2 (Typisierte Merkmalsstrukturen[Carpenter, 1992]). Ei-
ne typisierte Merkmalsstruktur u¨ber Feat und 〈Type,〉 ist ein Tupel F =
〈Q, q¯, θ, δ〉, wobei:
(i) Q ist eine endliche Menge Knoten,
(ii) q¯ ist die Wurzel,
(iii) θ : Q→ Type ist eine totale Funktion, die Knoten auf deren Typen abbildet,
(iv) δ : Feat×Q→ Q ist eine partielle Merkmalsfunktion, die einen Knoten und
ein Merkmal auf einen eindeutig bestimmten Folgeknoten abbildet.
Eine Merkmalsstruktur heißt atomar, wenn Q nur einen Knoten entha¨lt. Die
Menge F bezeichnet die Menge aller Merkmalsstrukturen.
Im folgenden wird angenommen, daß der der Merkmalsstruktur zugrunde-
liegende Graph azyklisch ist. In praktischen Anwendungen der Merkmalsstruk-
turen in Dialogsystem ist es sogar ausreichend, die zugrundeliegenden Gra-
phen auf Ba¨ume zu beschra¨nken. Abbildung 2.2 zeigt drei Merkmalsstrukturen
konstruiert u¨ber der Typenhierarchie in Abbildung 2.1 und den Merkmalen
Feat = {f, g, h, i}.
3
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Abbildung 2.2. Drei typisierte Merkmalsstrukturen
Subsumption von typisierten Merkmalsstrukturen ist die Verallgemeinerung
der partiellen Ordnung u¨ber Typen zu Merkmalsstrukturen. Die Aussage, daß
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Struktur F Struktur F ′ subsumiert, bedeutet anschaulich, daß Struktur F ′ alle
Information entha¨lt, die auch F entha¨lt (und eventuell mehr).
Deﬁnition 3 (Subsumption [Carpenter, 1992]). Eine Merkmalsstruktur
F = 〈Q, q¯, θ, δ〉 subsumiert eine Merkmalsstruktur F ′ = 〈Q′, q¯′, θ′, δ′〉, F  F ′
genau dann, wenn es eine totale Funktion h : Q → Q′ gibt, sodaß folgende
Bedingungen gelten:
1. h(q¯) = q¯′,
2. θ(q)  θ′ (h (q)) fu¨r alle q ∈ Q,
3. h (δ (f, q)) = δ′ (f, h (q)) fu¨r alle q ∈ Q und Merkmale f , fu¨r die δ(f, q)
deﬁniert ist.
Die erste Bedingung in obiger Deﬁnition stellt sicher, daß die Wurzelknoten
der den Strukturen zugrundeliegenden Graphen aufeinander abgebildet werden.
Die zweite Bedingung fordert, daß, wenn ein Knoten q auf einen Knoten q′ ab-
gebildet wird, der Informationsgehalt von q′ wenigstens dem Informationsgehalt
von q entspricht. Die dritte Bedingung stellt sicher, daß eine Merkmalsdeﬁnition
in F auch in F ′ deﬁniert ist.
Uniﬁkation von Merkmalsstrukturen ist der Prozeß der Informationskon-
junktion. Um zwei Strukturen zu uniﬁzieren, wird eine A¨quivalenzrelation u¨ber
die Menge der Knoten beider Strukturen konstruiert. Die Wurzelknoten sind
a¨quivalent; desweiteren sind alle Knoten miteinander a¨quivalent, die von a¨qui-
valenten Knoten u¨ber ein Merkmal f erreicht werden ko¨nnen. Jeder A¨quivalenz-
klasse wird die kleinste obere Schranke der Typen der in der A¨quivalenzklasse
enthaltenen Knoten zugewiesen (Typuniﬁkation). Sollte eine solche Schranke
nicht existieren, ist die Uniﬁkation der Merkmalsstrukturen nicht deﬁniert. Ei-
ne formale Deﬁnition der Uniﬁkation folgt.
Deﬁnition 4 (Uniﬁkation [Carpenter, 1992]). Seien F,F ′ Merkmalsstruk-
turen F ∼ 〈Q, q¯, θ, δ〉 und F ′ ∼ 〈Q′, q¯′, θ′, δ′〉 so daß Q ∩ Q′ = ∅. Die A¨quiva-
lenzrelation  u¨ber Q ∪ Q′ ist deﬁniert als die kleinste A¨quivalenzrelation so
daß
1. q¯  q¯′
2. δ(f, q)  δ(f, q′) wenn beide deﬁniert sind und q  q′
Die Uniﬁkation von F und F ′ ist dann deﬁniert als
F unionsq F ′ = 〈(Q ∪Q′)/, [q¯], θ, δ〉
wobei
θ ([q]) =
⊔{
(θ ∪ θ′)(q′) | q′  q}
und
δ(f, [q]) =
{
[(δ ∪ δ′)(f, q)] falls (δ ∪ δ′)(f, q) wohldeﬁniert ist
undefiniert anderenfalls.
falls alle oberen Schranken in der Konstruktion von θ existieren. Anderenfalls
ist F unionsq F ′ undeﬁniert.
Carpenter zeigt, daß die Uniﬁkation von zwei Merkmalsstrukturen, falls sie
existiert, durch die Subsumptionsordnung deﬁniert werden kann. F unionsq F ′ ist
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na¨mlich die kleinste obere Schranke von F und F ′ bezu¨glich der Subsumpti-
onsrelation.
2.4 Wohltypisierte Merkmalsstrukturen und Typinferenz
Die Deﬁnition 2 fu¨r Merkmalsstrukturen schra¨nkt in keiner Weise die Kombi-
nation von Typen und Merkmalen ein. Ein Merkmal kann fu¨r einen Knoten
beliebigen Typs deﬁniert sein. Als Beispiel sei eine Typenhierarchie mit den
Typen obj restaurant und obj hotel und die Merkmale typeoffood und pri-
cepernight gegeben. Die Merkmalsstrukturen in Abbildung 2.3 (a) stellen
zwei gu¨ltige Strukturen dar, obwohl die repra¨sentierte Information, von einem
semantischen Standpunkt, keinen Sinn macht.
[
obj restaurant
pricepernight $70
][
obj hotel
typeoffood italian
]
(a)[
obj restaurant
typeoffood italian
][
obj hotel
pricepernight $70
]
(b)
Abbildung 2.3. Semantisch nicht plausible (a) und semantisch plausible (b) partielle Repra¨sen-
tationen von zwei Objekten.
Um Strukturen bezu¨glich ihrer Konsistenz mit Weltwissen zu testen, gibt es
Typinferenzprozeduren. Eine Typinferenzprozedur kombiniert Information von
sogenannten Wohlgeformtheitsspeziﬁkationen in die Merkmalsstrukturen.
Deﬁnition 5 (Wohlgeformtheitsspeziﬁkationen[Carpenter, 1992]). Ei-
ne Wohlgeformtheitsspeziﬁkation u¨ber der Merkmalshierarchie 〈Type,〉 und
einer Menge von Merkmalen Feat ist gegeben durch eine partielle Funktion
Approp : Type× Feat→ Type welche die folgenden zwei Bedingungen erfu¨llt:
(i) Merkmalseinfu¨hrung
fu¨r jedes Merkmal f ∈ Feat gibt es einen allgemeinsten Typ Intro(f) ∈ Type
so daß Approp(Intro(f), f) wohldeﬁniert ist, und
(ii) Monotonie/Aufwa¨rts-Abgeschlossenheit
wenn Approp(σ, f) wohldeﬁniert ist und σ  τ , dann ist auch Approp(τ, f)
wohldeﬁniert und erfu¨llt Approp(σ, f)  Approp(τ, f)
Informell ausgedru¨ckt bedeutet dies, daß eine Merkmalsstruktur die Wohl-
geformtheitsspeziﬁkationen erfu¨llt, wenn die in den Merkmalsstrukturen ent-
haltene Information wenigstens so speziﬁsch wie die in den Wohlgeformtheits-
speziﬁkationen ist.
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Die Funktion Approp kann wie folgt auf Merkmalspfade π der La¨nge ≥ 1
erweitert werden.
Approp(σ, f1 | π) =


Approp(Approp(σ, f1), π) falls Approp(σ, f1) und
Approp(Approp(σ, f1), π)
deﬁniert sind,
undeﬁniert anderenfalls
Deﬁnition 6 (Wohltypisierte Merkmalsstrukturen
[Carpenter, 1992]). Eine Merkmalsstruktur F = 〈Q, q¯, θ, δ〉 wird wohltypi-
siert genannt, wenn fu¨r alle q und f , fu¨r die δ(q, f) deﬁniert ist, Approp(θ(q), f)
ebenfalls deﬁniert ist, und desweiteren Approp(θ(q), f)  θ(δ(q, f)) gilt.
Im obigen Beispiel werden beispielsweise die Merkmalsstrukturen in Abbil-
dung 2.3 (a) durch die folgenden Wohlgeformtheitsspeziﬁkationen herausgeﬁl-
tert, wa¨hrend die Merkmalsstrukturen in 2.3 (b) den Speziﬁkation entsprechen.
Intro(pricepernight) = obj hotel
Intro(typeoffood) = obj restaurant
Approp(obj hotel,pricepernight) = currency
Approp(obj restaurant,typeoffood) = nationality
Eine Prozedur, die diese Typu¨berpru¨fungen vornimmt, wird Typinferenz-
prozedur genannt und zeigt die folgenden Eigenschaften:
Deﬁnition 7 (Inferenzprozedur[Carpenter, 1992]). Eine partielle Funk-
tion I : D → D u¨ber einer partiellen Ordnung 〈D,≤〉 wird Inferenzprozedur
genannt wenn fu¨r alle d, d′ ∈ D die folgenden Eigenschaften gelten:
(i) Monotonie
wenn d ≤ d′ und I(d′) wohldeﬁniert ist, dann ist I(d) ebenfalls wohldeﬁniert;
außerdem gilt I(d) ≤ I(d′),
(ii) Steigend
d ≤ I(d) wenn I(d) wohldeﬁniert ist, und
(iii) Idempotent
I(I(d)) = I(d) wenn I(d) wohldeﬁniert ist.
Diese Deﬁnition beendet die Einfu¨hrung in typisierte Merkmalsstrukturen. Alle
bis hier angegebenen Deﬁnitionen sind aus Carpenter [1992] entnommen. Al-
le folgenden Deﬁnitionen sind eigensta¨ndige Generalisierungen der typisierten
Merkmalsstrukturen.
2.5 Objekt-Orientierte Erweiterungen
Dialogsysteme mu¨ssen die Fa¨higkeit haben, zu jeder Zeit mit der Anwendung
kommunizieren zu ko¨nnen. Zum Beispiel mu¨ssen Visualisierungen dem inter-
nen Zustand des Diskurses angepaßt werden. Wenn beispielsweise der Benutzer
eines Stadtinformationskiosks sich nach Hotelreservierungen erkundigt, sollten
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die den Anforderungen entsprechenden Hotels auf einer Straßenkarte angezeigt
werden ko¨nnen. Als weiteres Beispiel sei ein sprachverstehender Videorekorder
genannt: wenn sich der Benutzer nach der La¨nge eines Filmes erkundigt, und
die Datenbank Start- und Endzeit des Films in den Diskurs einbringt, muß das
Dialogsystem eine Funktion in der Anwendung aufrufen, die daraus die La¨nge
des Filmes errechnet. Abbildung 2.4 stellt diesen Sachverhalt dar.
display:
[] , [ADDR|POSX], [ADDR|POSY]
Methodenspezifikation
obj_hotel
ADDR addr
STREETNAME "Forbes Ave"
POSX 100
POSY 120
Diskurs Methoden−
implementation
display :
type, posx, posy
Dialogsystem Anwendung
Abbildung 2.4. Aufruf von Funktionen in der Anwendung
Fu¨r eine portable Beschreibung des Verhaltens eines Dialogsystems ist es an-
gebracht, den Zeitpunkt einer Dienstanforderung von der im Diskurs verfu¨gba-
ren Information abha¨ngig zu machen. Damit wird die Entscheidung, einen
Dienst anzufordern, von der Dialogstrategie entkoppelt.1 Im Falle des Videore-
korders ist es damit unerheblich, ob die Information zur Anfangszeit des Filmes
aus einer Datenbank stammt oder vom Anwender explizit erwa¨hnt worden ist.
Dies ist ein weiteres Beispiel fu¨r das Entkoppeln unabha¨ngiger Entwurfsent-
scheidungen.
Um eine Dienstanforderung in Abha¨ngigkeit der verfu¨gbaren Information zu
ermo¨glichen, wird eine Erweiterung der Wohlgeformtheitsspeziﬁkation auf Me-
thodenspeziﬁkationen vorgeschlagen. Die Methodenspeziﬁkationen ko¨nnen als
Constraints u¨ber den Informationsgehalt der assoziierten Merkmalsstrukturen
betrachtet werden. Ein Methodenaufruf beschreibt dabei eine Dienstanforde-
rung des Dialogsystems an die Anwendung. Eine Methode wird aufgerufen,
wenn der ihr entsprechende Constraint erfu¨llt ist. Im folgenden wird eine allge-
meine Prozedur vorgestellt, die bestimmt, welche Methoden aufgerufen werden
sollen. Weiterhin wird gezeigt, daß diese Prozedur eine Inferenzprozedur ist. Die
Methodenspeziﬁkationen sind den von Rudnicky und Wu [1999] vorgeschlage-
nen Handler a¨hnlich.
1 In auf endlichen Automaten basierenden Dialogsystemem beispielsweise ist das nicht der
Fall. Aktionen des Systems sind mit Zustandsu¨berga¨ngen, und damit mit der Dialogstra-
tegie, verkoppelt.
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2.5.1 Methodenspeziﬁkationen
Die Typenhierarchie, die im Dialogsystem verwendet wird, modelliert Objekte
und deren Eigenschaften, Aktionen und Zusta¨nde der Anwendung (siehe Ab-
schnitt 2.7.1). Mit anderen Worten, typisierte Merkmalsstrukturen sind partielle
Beschreibungen der Welt, in der das Dialogsystem seine Anwendung ﬁndet. Die
Methodenspeziﬁkationen erlauben es anzugeben, wie diese partielle Beschrei-
bungen durch den Aufruf von Funktionen in der Anwendung erga¨nzt werden
ko¨nnen.
Deﬁnition 8 (Methode). Sei Name die Menge aller Methodennamen. Eine
Methode m ist durch ein Tupel m = 〈name, 〈τ1 ◦1 π1, . . . , τn ◦n πn〉〉 gegeben,
wobei name ∈ Name der Methodenname ist, die πi ∈ feat∗ Merkmalspfade,
die τi Typen sind, und ◦i fu¨r eine der Subsumptionsrelationen  oder  steht.
Die Arita¨t arity(n) ist eine totale Funktion, die jedem Methodennamen die
Arita¨t der zugeho¨rigen Methode zuordnet. Desweiteren sei arg(m, i) = τi eine
Funktion, die den Typ des i-ten Arguments von m angibt, fu¨r alle 1 ≤ i ≤ n.
Eine gu¨ltige Methodenspeziﬁkation ist beispielsweise
display :
[name]  string,
[addr|posx ]  int,
[addr|posy]  int
(2.1)
die verlangt, daß die drei Argumente speziﬁscher als der Typ string, oder int,
respektive, sind (in anderen Worten, alle Argumente mu¨ssen instantiiert sein).
Jedem Methodennamen entspricht eine Funktion in der Anwendung. Me-
thoden werden den Knoten in den Merkmalsstrukturen zugewiesen. Objekt-
orientierte Merkmalsstrukturen (OOMS) sind dann einfache Verallgemeinerun-
gen der Standard-Merkmalsstrukturen wobei die Knoten nicht nur Typinfor-
mationen sondern auch Methodeninformation tragen.
Deﬁnition 9 (Objekt-Orientierte Merkmalsstrukturen). Eine objekt-
orientierte Merkmalsstruktur u¨ber 〈Type,〉, Feat und Name ist ein Tupel
F = 〈Q, q¯, θ, δ, µ〉, wobei Q, q¯, θ und δ deﬁniert sind wie in Deﬁnition 2 (i)-
(iv) und
(v) µ : Q → P(Meth) eine totale Funktion ist, die jedem Knoten q ∈ Q eine
(mo¨glicherweise leere) Menge von Methoden µ(q) so daß jeder Methodenna-
me n ∈ Name in den Methoden in µ(q) ho¨chstens einmal auftritt.
Sei OOF die Menge aller objekt-orientierten Merkmalsstrukturen.
Die Struktur

obj building
name “Institut fu¨r Maschinelle Sprachverarbeitung“
addr


addr
street “Azenbergstraße“
posx 100
posy 200


display()


(2.2)
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ist eine objekt-orientierte Merkmalsstruktur. In diesem Beispiel sind alle Cons-
traints der Methodenspeziﬁkation 2.1 erfu¨llt.
Wenn q ein Knoten und m eine Methode in µ(q), dann ist oﬀensichtlich
der Zweck der Constraints τi ◦i πi, den Wert der δ(q, πi) einzuschra¨nken. Die
Methode m kann dann aufgerufen werden, wenn alle arity(m) der Methode
zugeordneten Constraints erfu¨llt sind, oder formell, wenn fu¨r alle 1 ≤ i ≤ n die
folgende Bedingung erfu¨llt ist:
θ(δ(q, πi))  τi falls ◦i =
θ(δ(q, πi))  τi falls ◦i =
Die Tatsache, daß eine Methode m in µ(q) enthalten ist, bedeutet, daß die
der Methode entsprechende Funktion in der Anwendung aufgerufen worden ist.
Die Constraints der Methodenargumente ko¨nnen bezu¨glich ihrer Ein-
schra¨nkungen partiell geordnet werden. Ein Constraint der Form τ1  π ist
oﬀensichtlich nicht strenger als ein Constraint der Form τ2  π, wenn τ1  τ2
gilt. Außerdem ist ein Constraint der Form τ1  π strenger als ein Constraint
der Form τ1  π. Wir ko¨nnen damit auf den Constraints der Methoden eine
partielle Ordnung wie folgt deﬁnieren.
Deﬁnition 10 (Partielle Ordnung der Methodenargumente). Die par-
tielle Ordnung  gilt fu¨r zwei Methodenargumente ◦1π1 : τ1 und ◦2π2 : τ2 wenn
die folgenden Bedingungen erfu¨llt sind:
(i) π1 = π2
(ii a) ◦1 = ◦2 und τ1  τ2, oder
(ii b) ◦1 =, ◦2 = und τ1  τ2.
Die partielle Ordnung auf den Argumenten kann zu einer partiellen Ordnung
auf der Menge der Methoden wie folgt erweitert werden.
Deﬁnition 11 (Partielle Ordnung der Methoden). Seien m1 = 〈n, 〈π1 ◦1
τ1, . . . , πm ◦m τm〉〉,m2 = 〈n, 〈ρ1 ◦1 σ1, . . . , ρn ◦n σn〉〉 zwei Methoden mit dem-
selben Namen n und Arita¨t arity(n). Die Methode m1 subsumiert die Methode
m2, oder m1  m2 genau dann wenn alle Argumente der Methode m1 alle
Argumente der Methode m2 subsumieren, oder formell, wenn
πi ◦i τi  ρi ◦i σi
fu¨r alle 1 ≤ i ≤ n gilt.
Mithilfe der Deﬁnition 11 ko¨nnen Subsumption und Uniﬁkation fu¨r objekt-
orientierte Merkmalsstrukturen deﬁniert werden.
Deﬁnition 12 (Subsumption auf OOMS). Eine objekt-orientierte Merk-
malsstruktur F = 〈Q, q¯, θ, δ, µ〉 subsumiert eine andere objekt-orientierte Merk-
malsstruktur F ′ = 〈Q′, q¯′, θ′, δ′, µ〉 wenn es eine Funktion h gibt, die die Bedin-
gungen (i)-(iii) in Deﬁnition 3 erfu¨llt und es zusa¨tzlich fu¨r jeden Knoten q ∈ Q
eine totale Funktion g : µ(q)→ µ′(h(q)) gibt so daß fu¨r jede Methode m ∈ µ(q)
die Beziehung m  g(m) gilt.
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Informell subsumiert eine objekt-orientierte Merkmalsstruktur F eine ande-
re F ′ genau dann, wenn die zugrundeliegende Standardmerkmalsstruktur von
F die F ′ zugrundeliegende Standardmerkmalsstruktur subsumiert und zusa¨tz-
lich wenn fu¨r jede Methode m in q eine Methode g(m) in h(q) gefunden werden
kann, so daß g(m) von m subsumiert wird.
Die Uniﬁkation von objekt-orientierten Merkmalsstrukturen ist ebenso eine
einfache Erweiterung der Uniﬁkation von gewo¨hnlichen Merkmalsstrukturen.
Deﬁnition 13 (Uniﬁkation von objekt-orientierten Merkmalsstruktu-
ren). Seien F,F ′ zwei objekt-orientierte Merkmalsstrukturen F ∼ 〈Q, q¯, θ, δ, µ〉
und F ′ ∼ 〈Q′, q¯′, θ′, δ′, µ′〉 so daß Q ∩Q′ = ∅. Wir deﬁnieren die A¨quivalenzre-
lation  auf Q ∪Q′, θ und δ wie in Deﬁnition 4. Die A¨quivalenzrelation ∼
auf (µ ∪ µ′)([q]) ist deﬁniert als die kleinste A¨quivalenzrelation so daß
m ∼ m′ :⇔ name(m) = name(m′)
Die Uniﬁkation von F und F ′ ist dann deﬁniert als
F unionsq F ′ = 〈(Q ∪Q′)/, [q¯], θ, δ, µ〉
wobei θ und δ deﬁniert sind wie in Deﬁnition 4, und
µ([q]) =
⋃
m∈(µ∪µ′)([q])
{ ⊔
m′∼m
[m′]∼
}
Die Uniﬁkation zweier objekt-orientierter Merkmalsstrukturen ist undeﬁniert,
wenn die Uniﬁkation der zugrundeliegenden typisierten Merkmalsstrukturen
oder µ([q]) undeﬁniert ist.
Die obige Deﬁnition erweitert die Uniﬁkation von gewo¨hnlichen Merkmalsstruk-
turen zu objekt-orientierten Merkmalsstrukturen. Um die Methodenfunktion µ
zu konstruieren, werden alle Knoten in einer A¨quivalenzklasse betrachtet. Zwei
Methoden sind a¨quivalent bezu¨glich ∼, wenn sie fu¨r Knoten in derselben A¨qui-
valenzklasse deﬁniert sind und denselben Namen haben. Die resultierende Me-
thodenmenge fu¨r die Knotena¨quivalenzklasse wird konstruiert, indem fu¨r jede
Methodena¨quivalenzklasse die kleinste obere Schranke bestimmt wird.
2.5.2 Wohltypisierte objekt-orientierte Merkmalsstrukturen
Genau wie nicht jedes Merkmal jedem Typ zugeordnet werden kann, kann auch
nicht jede Methode jedem Typ zugeordnet werden. Im obigem Beispiel ist die
display Methode nur fu¨r Instanzen solcher Typen sinnvoll, die auch auf der
Karte angezeigt werden ko¨nnen.; zum Beispiel obj building. Deswegen werden
die Wohlgeformtheitsspeziﬁkationen fu¨r Methoden erweitert. Dies erfolgt, in
dem die Funktion Approp um eine weitere partielle Funktion Method erga¨nzt
wird. Zur Erinnerung: Approp bildet einen Typen τ und ein Merkmal f auf den
Typen ρ ab, den der Wert f , wenn angewandt auf τ , haben soll. Die partielle
Funktion Method hingegen bildet einen Typen und einen Methodennamen auf
die Typen der Argumente der Methode ab. Wenn wir die Speziﬁkation
Method(obj building, display) = 〈string, int, int〉
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annehmen, erfu¨llt das obige Beispiel die Wohlgeformtheitsspeziﬁkationen. Wir
ko¨nnen zusa¨tzlich noch die Argument-Constraints verscha¨rfen, sollte dies no¨tig
sein. Dies geschieht in Analogie zu der Monotonie-Eigenschaft der Wohlgeformt-
heitsspeziﬁkationen.
Deﬁnition 14 (Methoden-Wohlgeformtheits Speziﬁkation). Ei-
ne Methoden-Wohlgeformtheits Speziﬁkation u¨ber einer Typenhierarchie
〈Type,〉 und einer Menge von Methodennamen Name ist eine partielle Funk-
tion Method : Type × Name → ⋃n>0 Typen so daß die folgenden Bedingungen
erfu¨llt sind:
(i) Methoden-Einfu¨hrung
fu¨r jede Methodennamen n ∈ Name gibt es einen allgemeinsten Typ
Intro(n) ∈ Type so daß Method(Intro(m),m) wohldeﬁniert ist,
(ii) Monotone Kovariante Vererbung von Methoden
wenn Method(σ, n) wohldeﬁniert ist und σ  ρ gilt, dann ist
auch Method(ρ, n) wohldeﬁniert und es gilt außerdem Method(σ, n) 
Method(ρ, n).
(iii) Konstante Stelligkeit
Method(σ, n) ∈ Typearity(n) fu¨r alle Paare σ,m fu¨r welche Method(σ,m)
deﬁniert ist, und
(iv) Wohltypisierte Argument-Constraints
fu¨r alle m ∈ µ(q) gilt, daß Approp(intro(m), πi) wohldeﬁniert ist und so
daß Approp(intro(m), πi) unionsq τi ebenfalls wohldeﬁniert ist
Bedingung (i) stellt sicher, daß es – genau wie bei den Merkmalen – einen allge-
meinsten Typen gibt, der die Methode einfu¨hrt und von dem all Typen, auf die
die Methode angewandt werden soll, erben. Bedingung (ii) stellt sicher, daß,
wenn eine Methode spezialisiert wird, dies monoton geschieht. Diese Bedin-
gung entspricht der Monotonie/Aufwa¨rts-Abgeschlossenheit der Wohlgeformt-
heitsspeziﬁkation. Bedingung (iii) hat keine Entsprechung in Deﬁnition 5 und
stellt lediglich sicher, daß die Stelligkeit einer Methode konstant bleibt, wenn
sie spezialisiert wird. Bedingung (iv) stellt sicher, daß die Argumentconstraints,
wenn sie in die Merkmalsstruktur eingebracht werden, Wohltypisierbarkeit der
zugrundeliegenden Standardmerkmalsstruktur erhalten.
Mit der obigen Deﬁnition kann nun bestimmt werden, was es fu¨r eine objekt-
orientierte Merkmalsstruktur bedeutet, wohltypisiert zu sein. Es ist der Sinn
dieser Deﬁnition sicherzustellen, daß Methoden nur an den fu¨r sie erlaubten
Knoten auftreten und alle Methoden, deren Argument-Constraints erfu¨llt sind,
auch in der Merkmalsstruktur vorhanden sind.
Deﬁnition 15 (Wohltypisierte objekt-orientierte Merkmalsstruktu-
ren). Eine objekt-orientierte Merkmalsstruktur F = 〈Q, q¯, θ, δ, µ〉 heißt wohlty-
pisiert, wenn die zugrundeliegende Standardmerkmalsstruktur 〈Q, q¯, θ, δ〉 wohl-
typisiert ist und desweiteren folgende Bedingungen gelten:
(i) genau die Methoden mit erfu¨llten Constraints sind Teil der Merk-
malsstruktur
eine Methode m ist in µ(q) genau dann, wenn intro(m)  θ(q) und
τi ◦i θ(δ(q, πi)) gelten, und
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2.5.3 Methodenaufruf
Die Methodenspeziﬁkation sind so deﬁniert worden, daß sie als eine direkte
Generalisierung der Merkmalsspeziﬁkationen aufgefaßt werden ko¨nnen. Insbe-
sondere entsprechen die Eigenschaften (i) und (ii) (Methodeneinfu¨hrung und
kovariante Vererbung) genau den Eigenschaften (i) und (ii) der Merkmalsspe-
ziﬁkationen. Deswegen u¨berrascht es nicht, daß mit einer Inferenzprozedur die
Methoden in die Merkmalsstrukturen eingebracht werden ko¨nnen.
Theorem 1 (Inferenzprozedur zum Methodenaufruf). Es gibt eine par-
tielle Funktion OOInf : OOF → OOF die jeder objekt-orientierten Merkmals-
struktur die kleinste wohltypisierte objekt-orientierte Merkmalsstruktur zuord-
net, falls eine solche existiert. Anderenfalls ist OOInf undeﬁniert.
Beweis.
Sei F = 〈Q, q¯, θ, δ, µ〉 eine objekt-orientierte Merkmalsstruktur. Ist F wohlty-
pisiert, wird die Prozedur verlassen. Ist F nicht wohltypisiert, wird zuna¨chst
die Typinferenz fu¨r typisierte Merkmalsstrukturen auf die F zugrundeliegende
Merkmalsstruktur 〈Q, q¯, θ, δ〉angewandt. Wir betrachten nun die Bedingung in
Deﬁnition 15.
⇒ Sei m ∈ µ(q) eine Methode, so daß die rechte Seite von Bedingung (i)
verletzt ist. Wenn intro(m)  θ(q) gilt, dann setzen wir θ(q)← intro(m)unionsq
θ(q). Existiert intro(m) unionsq θ(q) nicht, ist F nicht wohltypisierbar. Wenn ein
Argument-Constraint τi◦iπi verletzt ist, setzen wir θ(δ(q, πi)) ← θ(δ(q, πi))unionsq
τi. Existiert theta(δ(q, πi)) unionsq τi nicht, ist F nicht wohltypisierbar.
⇐ Sei nun m /∈ µ(q) eine Methode, fu¨r die die rechte Seite von Bedingung (i)
gilt, dann setzen wir µ(q) ← µ(q) ∪ {m}.
Wie wenden nun abwechselnd die Standard Inferenzprozedur und die hier an-
gegebene Prozedur auf F solange an, bis ein Fixpunkt erreicht wird, oder eine
der beiden Prozeduren feststellt, daß die Struktur nicht wohltypisiert werden
kann. In diesem Fall ist OOInf undeﬁniert.
Die Standardinferenzprozedur endet in endlich vielen Schritten. Da es nur
endlich viele Methodenspeziﬁkationen gibt, ko¨nnen in den obigen Schritten nur
endlich viele Methodennamen zu der Merkmalsstruktur hinzugefu¨gt und nur
endlich viele Argumentconstraints eingebracht werden. Damit endet die ange-
gebene Prozedur in endlich vielen Schritten.
Es bleibt zu zeigen, daß OOInf(F ) wohltypisiert ist, falls OOInf(F )
wohldeﬁniert ist. Wir nehmen an, daß OOInf wohldeﬁniert, aber nicht wohlty-
pisiert ist. Dann ist entweder die zugrundeliegende Standardmerkmalsstruktur
nichtwohltypisiert, oder aber die Bedingung in Deﬁnition 15 ist verletzt. Im
ersten Fall ga¨be es dann noch einen Schritt, den die Standardinferenzprozedur
auszufu¨hren hat. was ein Widerspruch zu der Annahme ist, daß OOInf
terminiert hat. Im zweiten Fall gilt das gleiche Argument.
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Die Merkmalsstruktur

obj building
name “Institut fu¨r Maschinelle Sprachverarbeitung“
addr


addr
street “Azenbergstraße“
posx 100
posy 200




(2.3)
ist nicht wohltypisiert, da alle Argument-Constraints der Methode display()
erfu¨llt sind, und weiterhin display() ein fu¨r obj building erlaubter Methoden-
name ist, aber der Methodenname nicht in der Merkmalsstruktur notiert ist.
Die im Beweis angegebene Inferenzprozedur, wenn angewandt auf diese Merk-
malsstruktur, stellt fest, daß die Argument-Constraints der Methode display()
(wie in (2.1) erfu¨llt sind. Deswegen wird der Methodenname zu der Merkmals-
struktur hinzugefu¨gtund wir erhalten die Struktur in (2.2) als Ergebnis. Gleich-
zeitig wird beim Hinzufu¨gen des Methodennamens die Prozedur display mit
den Argumenten “Institut fu¨r Maschinelle Sprachverarbeitung“, 100 und 200
aufgerufen.
Eine Methodenspeziﬁkation implementiert nicht ein bestimmtes Verhalten.
Die Inferenzprozedur stellt lediglich fest, ob die Merkmalsstruktur genu¨gend
Information entha¨lt, sodaß die der Methode zugeordnete Funktion aufgerufen
werden kann. Wenn das der Fall ist, wird die Funktion mit den in der Merk-
malsstruktur enthaltenen Argumenten aufgerufen und der Aufruf der Funkti-
on dadurch vermerkt, daß der Methodenname in die Methodenmenge des ent-
sprechenden Knotens aufgenommen wird. Diese Vorgehensweise ermo¨glicht ei-
ne vollsta¨ndige Entkopplung der Speziﬁkation des Methodenaufrufes und der
tatsa¨chlichen Ausfu¨hrung des Aufrufes. Natu¨rlich kann man in aufgabenori-
entierten Dialogsystem von dieser Eigenschaft gut Gebrauch machen, da man
so speziﬁzieren, wann genu¨gend Information vorhanden ist, um eine Funktion
aufzurufen, ohne sagen zu mu¨ssen, was diese Funktion tut.
Auch in anderer Hinsicht bietet dieser Ansatz Vorteile. Carpenter [1992]
betont, daß typisierte Merkmalsstrukturen partielle Beschreibungen von Sach-
verhalten sind. Da die Argumentconstraints der Methoden bestimmen, wann
genu¨gend Information vorhanden ist, um eine Methode aufzurufen, ko¨nnen
auch Methoden auf partielle Beschreibungen angewandt werden, solange nur
die Argumentconstraints erfu¨llt sind. Dies ist in Kontrast zu beispielsweise
objekt-orientierten Programmiersprachen, wo Objekte vollsta¨ndig konstruiert
sein mu¨ssen (d.h. vollsta¨ndige Information u¨ber die modellierten Objekte muß
vorliegen), bevor Methoden auf die Objekte angewandt werden ko¨nnen.
2.6 Multidimensionale Merkmalsstrukturen
Dieser Abschnitt bescha¨ftigt sich mit einer Erweiterung typisierter Merkmals-
strukturen, bei der neben der semantischen Typinformation weitere fu¨r den
Dialogﬂuß relevante Information in den Knoten repra¨sentiert werden kann. Die-
se Information kann zum Beispiel Konﬁdenzinformation des Spracherkenners
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enthalten, oder die Anzahl Prompts, mit der ein Wert erfragt worden ist. Dia-
logstrategien ko¨nnen dann nicht nur in Abha¨ngigkeit der semantischen Infor-
mation, sondern auch in Abha¨ngigkeit dieser Meta-Information Entscheidungen
treﬀen.
Als Erinnerung sei erwa¨hnt, daß die Standardsubsumptions und -
uniﬁkationsprozeduren fu¨r typisierte Merkmalsstrukturen lediglich vorausset-
zen, daß die Typen in einer unteren Halbordnung angeordnet. Die Generalisie-
rung besteht nun darin, die Typfunktion θ in den Merkmalsstrukturen durch
eine Typvektorfunktion zu ersetzen, sodaß jedem Knoten nicht nur ein Typ,
sondern ein n dimensionaler Vektor v = 〈v1, . . . , vn〉 von Elementen zugeord-
net wird. Die Elemente vi stammen ihrerseits aus einer unteren Halbordnung
〈Vi,i〉. Eine solche Halbordnung kann natu¨rlich durch die Typenhierarchie ge-
geben sein. Weitere denkbare Halbordnungen repra¨sentieren den Eingabekanal,
Konﬁdenzintervalle und andere mehr.
Multidimensionale Merkmalsstrukturen ko¨nnen dann genauso uniﬁziert und
auf Subsumption getestet werden wie Standardmerkmalsstrukturen auch. Die
Abbbildung 2.5 zeigt ein Beispiel einer Standard- und einer Multidimensionalen
Merkmalsstruktur.
t( t,..., )1 n
u ,..., u1 n( )
v v,...,1 n( )
w w,...,1 n( )
t
F
G
H
v
w
u F
G
H
Abbildung 2.5. Eine typisierte und eine multidimensionale Merkmalsstruktur.
Die Deﬁnitionen 3 und 4 fu¨r Subsumption und Uniﬁkation von typisierten Merk-
malsstrukturen erfordern lediglich, daß die Typinformation der Knoten in einer
unteren Halbordnung geordnet sind. In multidimensionalen Merkmalsstruktu-
ren ist diese Halbordnung durch die Ordnung der Vektoren gegeben wie folgt:
v  w :⇔ vi i wi ∀1 ≤ i ≤ n
Dies bedeutet, daß Uniﬁkation und Subsumption von typisierten Merkmals-
strukturen direkt fu¨r multidimensionale Merkmalsstrukturen u¨bernommen wer-
den kann.
2.7 Anwendungen in der Dialogverarbeitung
In diesem Abschnitt wird dargestellt, wie die in diesem Kapitel eingefu¨hrten
Konzepte fu¨r die Verarbeitung natu¨rlichsprachlichen Dialogs genutzt werden
ko¨nnen.
2.7.1 Typenhierarchie als Objektmodell
Die Typenhierarchie wird verwendet, um die semantischen Konzepte der zu mo-
dellierenden Doma¨ne miteinander in Beziehung zu setzen. Damit ist es mo¨glich,
Vererbungsbeziehungen IS-A und Teilbeziehungen IS-PART-OF zwischen den in
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der Doma¨ne verwendeten Aktionen, Objekten und deren Eigenschaften auszu-
dru¨cken.
drive fly
ARG ARG
driveonstreet driveeverywhere
ARG ARG
move
ARG dynamic
aircraftvehicle
humvee tank
dynamicstatic
street house
humveetank
vehicle aircraft
planehelicopter
obj_displayable
obj
display : string x int x int
Abbildung 2.6. Ein Auszug aus einem objekt-orientierten Doma¨nenmodell fu¨r eine milita¨rische
Anwendung.
2.7.2 Multidimensionale Merkmalsstrukturen
Anzahl der Frageversuche. Um Mißkommunikationen ada¨quat behandeln
zu ko¨nnen, muß das Dialogsystem repra¨sentieren ko¨nnen, wie oft der Wert fu¨r
einen gegebenen Merkmalspfad erfragt worden ist. Um zu verhindern, daß der
Dialog zu einer nicht endenden Schleife degradiert, wird die Dialogstrategie
gewechselt, wenn ein gewisser Schwellwert u¨berschritten wird.
Eingabemedium. Zusa¨tzlich zu der Anzahl der Frageversuche kann man fu¨r
jeden Merkmalswert die Eingabemodalita¨t mit abspeichern. Dadurch kann die
Dialogstrategie Anpassungen bei den Kla¨rungsfragen vornehmen und beispiels-
weise vorschlagen, eine andere Eingabemodalita¨t zu verwenden, sollte die Qua-
lita¨t des Dialogs sich verschlechtern.
Um die Inferenzmechanismen monoton zu halten, wird nicht repra¨sentiert,
daß eine gegebene Eingabemodalita¨t noch nicht verwendet wurde. Anstatt des-
sen werden alle Eingabemodalita¨ten repra¨sentiert, die zur Erbringung der Typ-
information bisher benutzt worden sind. Damit werden bei Verwendung zusa¨tz-
licher Eingabemodalita¨ten speziﬁschere Elemente in den Vektoren gespeichert,
und die Verarbeitung bleibt somit monoton. Die partielle Ordnung ist in Ab-
bildung 2.7 (a) gezeigt.
Konﬁdenzmaße. In a¨hnlicher Weise ko¨nnen Konﬁdenzannotationen des Spra-
cherkenners in multidimensionalen Merkmalsstrukturen repra¨sentiert werden.
Die partielle Ordnung der Konﬁdenzannotation ist in Abbildung 2.7 (b) ge-
zeigt.
2.8 Diskussion
Das Ziel der in diesem Kapitel eingefu¨hrten Erweiterungen ist es, das Dialog-
system mit ausdrucksstarken Repra¨sentationen zu versehen, deren Informati-
onsgehalt die Interaktion mit der Anwendung und mit dem Benutzer steuert.
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Medium confidence
Low confidence
High confidence
(a) (b)
Voice Keyboard Gesture Keyboard
Gesture
Keyboard Voice
Keyboard Gesture
Gesture Voice
Voice
None
Abbildung 2.7. (a) Partielle Ordnung, die die Eingabemodalita¨ten repra¨sentiert. (b) Partielle
Ordnung zur Repra¨sentation der Konﬁdenzannotation.
Die objekt-orientierten Erweiterungen ermo¨glichen es, immer dann Dienste der
Anwendung aufzurufen, wenn eine gewisse Menge an Information im Diskurs
etabliert worden ist. Der Dienst der Anwendung kann beispielsweise Objek-
te immer dann anzeigen, sobald ihre Position auf dem Bildschirm bekannt ist
(durch eine Datenbankanfrage) oder in einem programmierbaren Videorecorder
die La¨nge des aufzunehmenden Filmes berechnen.
Die Multidimensionalen Merkmalsstrukturen erlauben die Repra¨sentation
von zusa¨tzlicher Information, die fu¨r die Dialogverarbeitung von Bedeutung
ist. Dies schließt Konﬁdenzannotationen und Eingabemodalita¨t mit ein.
Der entscheidende Punkt bei den hier vorgestellten Erweiterungen von ty-
pisierten Merkmalsstrukturen ist, daß sie die Prinzipien der typisierten Merk-
malsstrukturen erhalten, na¨mlich das informationsbasierte, oder datengetriebe-
ne, Verarbeitung von partieller Information. Damit ist es mo¨glich, Bedingungen
an den Dialogzustand durch Merkmalsstrukturen zu formulieren.
2.9 Zusammenfassung
In diesem Kapitel wurden typisierte Merkmalsstrukturen pra¨sentiert. Desweite-
ren wurden zwei Erweiterungen von typisierten Merkmalsstrukturen vorgeschla-
gen. Die eine Erweiterung, objektorientierte Merkmalsstrukturen, ermo¨glichen
die Dienstanforderung von Diensten der Anwendung in Abha¨ngigkeit der im
Diskurs repra¨sentierten Information. Die andere Erweiterung, multidimensio-
nale Merkmalsstrukturen, erlaubt die Repra¨sentation von fu¨r den Ablauf des
Dialogs wichtiger Zusatzinformation. Beide Erweiterungen ko¨nnen in doma¨nen-
und zielsprachunabha¨ngiger Art und Weise eingesetzt werden.
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Kapitel 3
Ambiguita¨t und
Generalisierungen von
Merkmalsstrukturen
Ein Dialogsystem muß interaktiv solange Informationen vom Anwender erfra-
gen, bis der vom Anwender angeforderte Dienst eindeutig bestimmt und fu¨r
die Dienstausfu¨hrung beno¨tigten Parameter bekannt sind. Ein einfaches Ver-
fahren, dies zu erreichen, ist das folgende: erst werden alle verfu¨gbaren Dienste
aufgeza¨hlt und der Anwender gebeten, einen zu wa¨hlen (etwa “Would you like
to get directions or make a hotel reservation?“). Anschließend, nachdem der
Anwender einen Dienst ausgewa¨hlt hat, werden die Werte fu¨r alle Parameter
erfragt (etwa “Which type of place would you like to go?“ und so weiter).
Dieser Ansatz hat mehrere Probleme. Zum einen hat der Anwender wenig
Kontrolle u¨ber den Dialog; die Interaktion ist vom Dialogsystem gesteuert und
nicht sehr natu¨rlich. Desweiteren kann Information aus anderen Wissensquellen
nur sehr schwer in den Dialog integriert werden.
Aus diesem Grunde wurde in der vorliegenden Arbeit ein informationsba-
sierter oder datengetriebener Ansatz verfolgt. Hierbei wird versucht, so fru¨h
wie mo¨glich einen Datenbankzugriﬀ durchzufu¨hren. Anschließend werden dem
Anwender Disambiguierungsfragen in Abha¨ngigkeit der Ergebnismenge der Da-
tenbankanfrage dargeboten. Das heißt, wenn die erste A¨ußerung des Anwenders
etwa “Give me directions to a restaurant in Squirrel Hill“ ist, und sich die in
der Ergebnismenge repra¨sentierten Objekte nicht in der Preiskategorie, aber
vielleicht in der Nationalita¨t unterscheiden, braucht nach Preiskategorie nicht
gefragt zu werden. Im Gegensatz dazu unterscheiden sich die repra¨sentierten
Objekte in der Nationalita¨t, womit dieses Merkmal Grundlage fu¨r Disambi-
guierung sein kann.
Daru¨ber hinaus ist fu¨r einen informationsbasierten Ansatz die Quelle der
Information irrelevant. Information kann somit auch aus Benutzerproﬁlen oder
a¨hnlichen Wissensquellen beigetragen werden, um die La¨nge des Dialogs zu
verku¨rzen.
In diesem Kapitel werden daher Repra¨sentationen eingefu¨hrt, die es ermo¨gli-
chen, Gemeinsamkeiten und Unterschiede von Objektbeschreibungen eﬃzient
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zu repra¨sentieren. Auf Basis dieser Repra¨sentationen wird dann der semantische
Inhalt fu¨r Disambiguierungsfragen bestimmt.
3.1 Einfu¨hrung
Die in dieser Arbeit verwendeten Repra¨sentationen sind die im vorigen Kapitel
beschriebenen typisierten Merkmalsstrukturen. Gegeben eine Menge von Merk-
malsstrukturen {F1, . . . , Fn} u¨ber einer Typenhierarchie 〈Type,〉, ist es recht
einfach, die Unterschiede1 zu bestimmen: Man betrachtet einen Merkmalspfad
π, der in zumindest zwei Merkmalsstrukturen Fi und Fj , i = j, deﬁniert ist,
und vergleicht den Typ τ des Wertes von Fi@π mit dem Typ σ des Wertes von
Fj@π. Sind τ und σ unterschiedlich,2 wissen wir, daß zwar die Werte von π in
Fi und Fj unterschiedlich sind. Sie haben jedoch die Information gemeinsam,
daß fu¨r den Wert von π in Fi und Fj der Typ τ σ gilt. Diese Information kann
repra¨sentiert werden als
π : ρ(i,j)
{
τ (i)
σ(j)
(3.1)
wobei ρ = τ  σ gilt. Die Repra¨sentation (3.1) ist zu lesen wie folgt. Wenn ein
Typ τ mit einem Index i annotiert ist, ist die durch τ repra¨sentierte Information
in der Merkmalsstruktur Fi vorhanden. Die Aussage von (3.1) ist also, daß
die Merkmalsstrukturen an der Stelle π die Information ρ (aber nicht mehr)
gemeinsam haben. Desweiteren ist die Aussage, daß in Fi an der Stelle π die
Information τ , und in Fj an derselben Stelle die Information σ gilt.
Oﬀensichtlich gilt in (3.1), daß ρ  τ und ρ  σ. Deswegen kann die durch
(3.1) beschriebene partielle Ordnung in die Typenhierarchie 〈Type,〉 einge-
bettet werden. Allgemein gilt also: wenn τ1, . . . , τn die Typen der Werte an den
Stellen Fi@π sind, dann lassen sich die Gemeinsamkeiten und Unterschiede der
Typen in der partiellen Ordnung repra¨sentieren, die in 〈Type,〉 eingebettet
werden kann.
Die in diesem Kapitel vorgeschlagene Generalisierung der typisierten Merk-
malsstrukturen ist dann oﬀensichtlich. Eine generalisierte Merkmalsstruktur ist
eine Merkmalsstruktur, in der die Knoten q, . . . durch generalisierte Knoten
Q, . . . ersetzt werden, wobei jeder generalisierte Knoten Q die oben hergeleite-
te, zu 〈Type,〉 homomorphe Struktur aufweist. Die Repra¨sentation in (3.1) ist
ein Beispiel eines solchen generalisierten Knotens.
In (3.1) wird die Information repra¨sentiert, die Fi und Fj gemeinsam ist.
Analog dazu werden in diesem Kapitel auch Repra¨sentationen entwickelt, die
die Information in Fi und Fj repra¨sentiert werden, die zueinander kompatibel
ist. Damit lassen partielle Uniﬁkationen repra¨sentieren.
1 Wir betrachten im Moment nur Unterschiede in der Typinformation und lassen Pfadglei-
chungen außer acht.
2 In diesem Beispiel nehmen wir der Darstellung wegen an, daß τ  σ und σ  τ gilt. Dies
ist jedoch fu¨r des Anwendung des entwickelten Verfahrens keine Voraussetzung.
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
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
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(a) (b)
Abbildung 3.1. Die in den Beispielen verwendete Typenhierarchien. Abbildung (a) zeigt eine
einfachere Typenhierarchie, in der konkrete Objekte repra¨sentiert werden. Abbildung (b) zeigt
eine abstrakte Typenhierarchie.
3.2 Generalisierte Merkmalsstrukturen
In diesem Abschnitt werden die in der Einfu¨hrung skizzierten Generalisierun-
gen konkretisiert. Die Generalisierung besteht darin, daß die Knoten typisierter
Merkmalsstrukturen durch generalisierte Knoten ersetzt werden. Damit ko¨nnen
mehrere Merkmalsstrukturen F1, . . . Fn in einer generalisierten Merkmalsstruk-
tur repra¨sentiert werden. Zudem ist aus G auch die Information ersichtlich, die
jeder Teilmenge von F1, . . . Fn gemeinsam ist (alternativ, die mit jeder Teilmen-
ge von F1, . . . Fn kompatibel ist).
3.2.1 Generalisierte Knoten
Wir betrachten zuna¨chst generalisierte Knoten. Um die gemeinsame (kompa-
tible) Information in den Knotenmengen ablesen zu ko¨nnen, wird jeder gene-
ralisierte Knoten mit einer Menge von Typen versehen. Jeder Typ τ verfu¨gt
zusa¨tzlich u¨ber eine Indexmenge, die aussagt, welche der n Merkmalsstruktu-
ren die Information τ entha¨lt (mit der Information τ kompatibel ist).
Zur Illustration der generalisierten Merkmalsstrukturen betrachten wir
zuna¨chst atomare Merkmalsstrukturen. Seien Fi, Fj und Fk atomare Merkmals-
strukturen der Typen obj restaurant, obj bar und obj club (die Typen entstam-
men der Typenhierarchie in Abbildung 3.1; zuna¨chst werden die anschaulichen
Typen der linken Typenhierarchie verwendet, spa¨ter werden der U¨bersichtlich-
keit halber die griechischen Symbole verwendet). Wir betrachten nun die ge-
neralisierte Merkmalsstruktur, die die gemeinsame Information von Fi, Fj und
Fk repra¨sentiert. Die Index-Mengen vermerken die Indices der Merkmalsstruk-
turen, die die mit der Index-Menge versehene Information entha¨lt. Die Knoten
der atomaren Merkmalsstrukturen sind durch ausgefu¨llte Punkte dargestellt
und mit dem Index der Merkmalsstruktur annotiert, zu der sie geho¨ren.
objecti,j,k


•i obj restauranti
•j obj barj
•k obj clubk

 (3.2)
Die Tatsache, daß objecti,j,k in der Repra¨sentation enthalten ist, sagt aus,
daß alle drei Merkmalsstrukturen i, j, k die Information object enthalten. Die
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Tatsache, daß es in der Repra¨sentation keinen weiteren Typ mit zwei oder
mehr Indices gibt, sagt aus, daß object die einzige Information ist, die sich zwei
der Merkmalsstrukturen teilen. Wu¨rde eine vierte atomare Merkmalsstruktur
Fl = [obj barclub] zu 3.2 hinzugefu¨gt, sa¨he die resultierende Repra¨sentation wie
folgt aus.

objecti,j,k,l


•i obj restauranti
•j obj barj,l
•k obj clubk,l
}
•l obj barclubl

 (3.3)
Wir konstruieren nun die partiell uniﬁzierte Merkmalsstruktur von
Fi, Fj und Fk. Da fu¨r obj bar, obj club und obj restaurant keine gemein-
same obere Schranke existiert, werden maximal kompatible Teilmengen von
obj bar, obj club und obj restaurant gebildet und deren obere Schranken ab-
gespeichert. Die generalisierte atomare Merkmalsstruktur von Fi, Fj und Fk ist
dann gegeben durch die Repra¨sentation in

objecti,j,k


•i obj restauranti,j
•j obj bari,j,k
•k obj clubj,k
}
obj barrestauranti,j}
obj barclubj,k

 (3.4)
Die Aussage von der Repra¨sentation in 3.4 ist, daß alle drei Merkmalsstruk-
turen kompatibel mit obj bar sind, wie an der Index-Menge von obj bar zu sehen
ist. Daru¨ber hinaus wird ausgesagt, daß obj barrestaurant und obj barclub le-
diglich mit den Merkmalsstrukturen Fi und Fj , und Fj und Fk, respektive, kom-
patibel sind. Wu¨rde die vierte atomare Merkmalsstruktur Fl = [obj barclub] zu
3.4 hinzugefu¨gt, sa¨he die resultierende Repra¨sentation wie folgt aus.
objecti,j,k,l


•i obj restauranti,j
•j obj bari,j,k,l
•k obj clubj,k,l
}
obj barrestauranti,j}
•l obj barclubj,k,l

 (3.5)
In beiden Fa¨llen wird Information nach unterschiedlichen Kriterien sepa-
riert. Im ersten Fall ist es gemeinsame Information, im zweiten Fall ist es
kompatible Information. Es sind zwar die Interpretation von 3.4 und 3.2 un-
terschiedlich, aber die zugrundeliegenden Datenstrukturen sind dieselben. Aus
diesem Grunde werden alle folgenden Deﬁnitionen und Algorithmen fu¨r den
allgemeinen Fall angegeben.
Die Datenstrukturen fu¨r die Repra¨sentationen 3.2 und 3.4 sind gegeben
in Abbildung 3.2 und 3.3. In den obigen Darstellungen sind die Knoten der
urspru¨nglichen Merkmalsstrukturen durch ausgefu¨llte Punkte dargestellt. Dies
entspricht den Knotenmengen S in den Abbildungen 3.2 und 3.3. Die Knoten-
mengen in der obigen Deﬁnition nehmen die Knoten der Merkmalsstrukturen
auf, die in der generalisierten Merkmalsstruktur gespeichert sind. Die partielle
Ordnung der Knotenmengen, induziert durch die Typen, ist repra¨sentiert durch
eine bina¨re Relation σ ⊆ S × S. Jeder Knotenmenge S ist durch eine Typfunk-
tion θ ein Typ zugeordnet. Wir verlangen, daß ein Homomorphismus existiert
zwischen der Menge der Knotenmenge und ihren Typen, so daß σ(S, S′) genau
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
objecti,j,k


•i obj restauranti
•j obj barj
•k obj clubk


S0


S1 S2


S3 θ i Knoten
S0 object {i, j, k} ∅
S1 obj restaurant {i} qi
S2 obj bar {j} qj
S3 obj club {k} qk
Abbildung 3.2. Strukturrelation, Typ- und Indexfunktion fu¨r die in 3.2 gezeigten unterspeziﬁ-
zierten Knoten.
objecti,j,k


•i obj restauranti,j
•j obj bari,j,k
•k obj clubj,k
}
obj barrestauranti,j}
obj barclubj,k


S0


S1 S2


S3


S4






S5
θ i Knoten
S0 object {i, j, k} ∅
S1 obj restaurant {i, j} qi
S2 obj bar {j, j, k} qj
S3 obj club {j, k} qk
S4 obj barrestaurant {j, j} ∅
S5 obj barclub {j, k} ∅
Abbildung 3.3. Strukturrelation, Typ- und Indexfunktion fu¨r den in 3.4 gezeigten partiell uni-
ﬁzierten Knoten.
dann, wenn θ(S)  θ(S′). Diese U¨berlegungen fu¨hren dann zu der folgenden
Deﬁnition von generalisierten Knoten.
Deﬁnition 1 (Generalisierte Knoten). Ein generalisierter Knoten Q u¨ber
einer Typenhierarchie 〈Type,〉 ist ein Tupel Q = 〈S, θ, σ, i〉, wobei
1 S = {S1, . . . , Sn} eine Menge mo¨glicherweise leerer Knotenmengen Sk =
{q1, . . . , qnk} ist so daß Si ∩ Sj = ∅ fu¨r alle i = j,
2 θ : S → Type eine vollsta¨ndig deﬁnierte Typfunktion ist,
3 σ ⊆ S × S eine untere Halbordnung, die in 〈Type,〉 eingebettet werden
kann, ist,
4 i :
⋃
S∈S S → P(I) eine vollsta¨ndig deﬁnierte Indexfunktion ist,
so daß, wenn immer σ(S, S′) gilt, auch θ (S)  θ (S′) gilt; außerdem wird ver-
langt, daß
i(S) = {i(q) : q ∈ S} ∪
⋃
S′:σ(S,S′)
i(S′) (3.6)
Die Knotenmengen in der obigen Deﬁnition nehmen die Knoten der Merk-
malsstrukturen auf, die in der generalisierten Merkmalsstruktur gespeichert
sind.
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3.2.2 Generalisierte Merkmalsstrukturen
Die Verallgemeinerung von Merkmalsstrukturen zu generalisierten Merkmals-
strukturen ist mithilfe von Deﬁnition 1 einfach: eine generalisierte Merkmals-
struktur ist eine Merkmalsstruktur, deren Knoten generalisierte Knoten sind.
Desweiteren verfu¨gen generalisierte Merkmalsstrukturen u¨ber eine Indexfunk-
tion und eine Strukturrelation, die jeweils die Vereinigung der Indexfunktionen
und der Strukturrelationen der Knoten in der generalisierten Merkmalsstruktur
sind.
Deﬁnition 2 (Generalisierte Merkmalsstruktur). Eine Generalisierte
Merkmalsstruktur ist ein Tupel G = 〈Q, Q¯, δ, θ, σ, i〉, wobei
1. Q = {Q1, . . . Qn} eine endliche Menge von nichtleeren generalisierten Kno-
ten ist, Qi = 〈Si, θi, σi, ii〉 so daß Si ∩ Sj = ∅ fu¨r i = j,
2. Q¯ der generalisierte Wurzelknoten ist,
3. δ : Feat × Q → Q eine partielle Merkmalsfunktion ist, die einem generali-
sierten Knoten und einem Merkmal einen generalisierten Knoten zuweist,
4. θ =
⋃
i=1,...,n θi eine totale Typfunktion ist,
5. σ =
⋃
i=1,...,n σi die Strukturfunktion
6. i =
⋃
i=1,...,n ii eine Indexfunktion
Die Menge der generalisierte Merkmalsstrukturen, deren generalisierte Knoten
nur aus einer einelementigen Knotenmenge bestehen, und deren Indexfunktion
konstant ist, ist isomorph zu F bezu¨glich Subsumption und Uniﬁkation. Mit
anderen Worten, generalisierte Merkmalsstrukturen, die lediglich eine Merk-
malsstruktur enthalten, verhalten sich bezu¨glich Subsumption und Uniﬁkation
wie die Merkmalsstruktur, die sie enthalten.
3.3 Konstruktion von Generalisierten Merkmalsstrukturen
Generalisierte Merkmalsstrukturen werden durch sukzessives Einfu¨gen von
Merkmalsstrukturen konstruiert. Die Einfu¨gen-Operation ist somit eine Ab-
bildung
◦ : GF × F → GF
Eine typisierte Merkmalsstruktur F kann trivialerweise in eine unterspezi-
ﬁzierte oder partiell uniﬁzierte Merkmalsstruktur G umgewandelt werden. Die
generalisierten Knoten in G haben eine Knotenmenge mit jeweils einem Knoten
aus F . Dies wird notiert durch die Funktion gf : F → G, welche eine Merk-
malsstruktur F auf die nur F enthaltende generalisierte Merkmalsstruktur G
abbildet. Das Kombinieren von n Merkmalsstrukturen in eine unterspeziﬁzierte
oder partiell uniﬁzierte Merkmalsstruktur wird notiert als ©1≤i≤nFi.
A¨hnlich wie bei der Uniﬁkation von Merkmalsstrukturen (siehe Deﬁnition
4) wird bei der Konstruktion der partiell uniﬁzierten oder unterspeziﬁzierten
Merkmalsstruktur zuna¨chst die Struktur des zugrundeliegenden Graphs kon-
struiert. Anschließend wird die Typinformation fu¨r jeden generalisierten Kno-
ten angepaßt. Die Konstruktionen von partiell uniﬁzierten und unterspeziﬁ-
zierten Merkmalsstrukturen unterscheiden sich lediglich in der Deﬁnition der
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Merkmals-, der Typ- und der Indexfunktion. Die Konstruktion der Typ- und
der Indexfunktion weist in allen drei Fa¨llen genug A¨hnlichkeiten auf, so daß
ein allgemeiner Algorithmus angewandt werden kann. Dieser Algorithmus ist in
Abbildung 3.4 gegeben.
3.3.1 Konstruktion des zugrundeliegenden Graphs
Der erste Schritt beim Einfu¨gen einer Merkmalsstruktur F in eine generalisierte
Merkmalsstruktur G ist die Struktur des zugrundeliegenden Graphs anzupas-
sen. Dies geschieht in einer Weise, die sehr a¨hnlich ist zu dem ersten Schritt
in der Uniﬁkation von Merkmalsstrukturen (siehe Deﬁnition 4): Generalisierte
Knoten Q der generalisierten Merkmalsstruktur G werden mit Knoten q der
Merkmalsstruktur F in Relation gesetzt. Dazu deﬁnieren wir die Relation ˙
zwischen generalisierten Knoten von G und Knoten von F .
Fu¨r partiell uniﬁzierte und Merkmalsstrukturen ist die Relation ˙ dieselbe
wie die Relation . Fu¨r unterspeziﬁzierte Merkmalsstrukturen wird ein Knoten
q mit einem generalisierten Knoten Q assoziiert, wenn es einen Pfad von den
jeweiligen Wurzel-Element zu Q beziehungsweise q gibt. Formell ist fu¨r unter-
speziﬁzierte Merkmalsstrukturen die Relation ˙ die kleinste Relation, fu¨r die
die folgenden Bedingungen gelten:
1. Q¯ ˙ q¯ gilt
2. wenn Q ˙ q und es gibt a Pfad π so daß δ(π, Q¯) = Q und δ(π, q¯) =
q und δ(f,Q) sowohl als auch δ(f, q) deﬁniert sind, dann gilt auch
δ(f,Q) ˙ δ(f, q).
Die Aussage Q˙q impliziert damit Q  q, aber der Umkehrschluß ist im
allgemeinen nicht wahr. Abbildung 3.3.1 zeigt Beispiele fu¨r zwei Merkmals-
strukturen, fu¨r die  und ˙ unterschiedlich sind. Wa¨hrend die Beziehung 
zwischen den Knoten r2, q2 und q3 gilt, ha¨lt die Relation ˙ nicht zwischen q2
and q3, da es keinen Pfad π gibt, der von der jeweiligen Wurzel zu den Knoten
fu¨hrt.
Wir ko¨nnen dann die Bedingung zum Zusammenfu¨hren von Knotenmengen
und Knoten wie folgt formulieren.
Cδ(Q, q) :=
{
Q  q gilt fu¨r partiell uniﬁzierte Strukturen,
Q ˙ q gilt fu¨r unterspeziﬁzierte Strukturen
(3.7)
Wie von Carpenter [1992] bemerkt, kann die Relation  in Laufzeit pro-
portional zu, O
(| V | + | E | ack−1 (| V | + | E |)) konstruiert werden, wobei
V und E die Mengen der Knoten und Kanten des zugrundeliegenden Gra-
phs bezeichnen, und ack−1 die inverse Ackermann Funktion ist (dieser Faktor
wird von dem Union-Find Algorithmus beigetragen, der die A¨quivalenzklas-
sen der Knoten zusammenfu¨gt. Die Relation ˙ kann in Laufzeit proportional
zu O (| V + E |) durch paralleles Traversieren der Graphen in Tiefenordnung
konstruiert werden.
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Construct Generalized Feature Structure
Input:
F = 〈Q, q¯, θ, δ〉 a typed feature structure
GF = 〈Q, Q¯, θ′, δ′, σ′, i〉 a generalized feature structure
Output: The modiﬁed generalized feature structure GF
1 Construction of the underlying graph and the node sets
constructgraph(Q,Q′, δ, δ′,R)
2 Construction of the generalized nodes
for each node set R ∈ R
Q ← new empty generalized node
Q ← Q∪ {Q}
for each node r ∈ R
ir ←
{
i1 r ∈ Q
i2 r ∈ Q′
insertnode (r, θ(r), ir)
end
end
Abbildung 3.4. Algorithmus, der eine Merkmalsstruktur in eine generalisierte Merkmalsstruktur
einfu¨gt
q1
r1
q3
r3
q5
r3
q2
r2
q4
r3
f
f
g f
q1
1r
q2
2r
q3
r3
q4 q5
f f
g
q1
q2
q3 q5
q4f
f
fg
r1 r2 r3
f
g
f
(a) (b)
(c)
(d)
Abbildung 3.5. Zwei Merkmalsstrukturen mit unterschiedlichen Relationen  und ˙. Die bei-
den urspru¨nglichen Merkmalsstrukturen sind in (a) und (b) gezeigt. Die Relation  ist in (c)
gezeigt. Die Relation ˙ ist in (d) gezeigt.
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Abbildung 3.6. Die Relationen  und ˙ fu¨r die in Abbildung 2.2 gezeigten Merkmalsstrukturen.
3.3.2 Einfu¨gen von Knoten
Nachdem der der generalisierten Merkmalsstruktur zugrundelegende Graph er-
weitert worden ist, werden durch die ˙ die Knoten q von F den generalisierten
Knoten Q von G zugeordnet. Es verbleibt, die Knoten q in die generalisier-
ten Knoten Q der generalisierten Merkmalsstruktur G einzufu¨gen, wenn immer
Q˙q gilt. Dies geschieht wie folgt. Wenn es in Q eine Knotenmenge S gibt, so
daß θ(S) = θ(q) gilt, dann wird q in S eingefu¨gt. Gibt es keine solche Knoten-
menge S, wird sie konstruiert, und an geeigneter Stelle in den generalisierten
Knoten Q eingefu¨gt. Schließlich muß noch die Indexfunktion i angepaßt wer-
den. Dazu werden alle Knotenmengen S bestimmt, deren Typ θ(S) mit θ(q)
kompatibel ist (im Falle von partiell uniﬁzierten Strukturen) oder Information
teilt (im Falle von unterspeziﬁzierten Strukturen). Der Wert der Indexfunktion
von diesen Knotenmengen wird um i = index(F ) erweitert.
Wie aus der informellen Beschreibung des Einfu¨gens von Knoten ersichtlich,
unterscheidet sich der Algorithmus fu¨r partiell uniﬁzierte und unterspeziﬁzierte
nur in der Bestimmung der Knotenmengen S, die um den Index i = index(F )
erweitert werden mu¨ssen. Um diesen Unterschied explizit zu machen, formulie-
ren wir die Bedingungen Cθ fu¨r partiell uniﬁzierte, unterspeziﬁzierte Strukturen
als eine bina¨re Relation zwischen einem Knoten q und einer Knotenmenge S.
Cθ ist wahr immer dann, wenn q in S enthalten sein muß.
Im Falle unterspeziﬁzierter Merkmalsstrukturen muß q immer dann in der
Knotenmenge S enthalten sein, wenn die Typinformation von q die Typinfor-
mation von S subsumiert. Mit anderen Worten, die Aussage q ∈ S bedeutet in
diesem Fall, daß der Type von q die Information des Typs von S entha¨lt. Im
Falle von partiell uniﬁzierten Merkmalsstrukturen
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Damit kommen wir zu der folgenden Bedingung:
Cθ(q, S) :=
{
(θ(q)  θ(S)) fu¨r unterspeziﬁerte Strukturen ,
(θ(q) unionsq θ(S) = ) fu¨r partiell uniﬁzierte Strukturen (3.8)
Der Konstruktionsalgorithmus paßt zusa¨tzlich den Typ der Knotenmengen
an, wo notwendig. Dies ist lediglich im Falle partiell uniﬁzierter Merkmalsstruk-
turen erforderlich,um sicherzustellen, daß die partiell uniﬁzierte Merkmalsstruk-
tur zweier kompatibler Merkmalsstrukturen F,F ′ isomorph zu deren Uniﬁkation
F unionsqF ′ ist. Die Anpassungsregel fu¨r die Typen der Knotenmengen ist formuliert
wie folgt:
typeCθ(q, q
′) = unionsq{θ(r) : r ∈ Q,Cθ(q, r) ∧Cθ(q′, r)}
Der Algorithmus zum Einfu¨gen von Knoten ist in Abbildung 3.7 gezeigt.
Insert Node
Input:
Q generalized node with root node q¯ ∈ Q, if Q = ∅
S node set S ∈ Q
q node
C condition
Output: Q modiﬁed generalized node
1 Empty Node
if Q = ∅ then
Q ← {{q}};
return;
2 New Root Set
if ¬C(q, root(Q)) then
S′ ← new ∅
σ(S) ← S′
θ ← θ ∪ 〈S′, θ(q) 
 θ(S)〉
i ← i ∪ 〈S′, i(q) ∪ i(S)〉
return
3 Insert
insertNodeRec(Q,root(Q),q,C);
Abbildung 3.7. Algorithmus zum Einfu¨gen von Knoten in einen generalisierten Knoten.
Die Idee hinter diesem Algorithmus ist, daß ein einzufu¨gender Knoten q alle
die Knotenmengen S besucht, deren Typ θ(S) kompatibel zu θ(q) (im Falle
partiell uniﬁzierter Merkmalsstrukturen) ist, oder deren Typ θ(S) θ(q) subsu-
miert (im Falle von unterspeziﬁzierter Merkmalsstrukturen). Die Indexmengen
aller besuchten Knotenmengen werden um den Index der Merkmalsstruktur
index(F ) erweitert.
Im ersten Schritt des Algorithmus wird der Spezialfall eines leeren genera-
lisierten Knotens behandelt. Im zweiten Schritt wird der Spezialfall behandelt,
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Insert Node recursively
Input:
Q generalized node with root node q¯ ∈ Q, if Q = ∅
S node set S ∈ Q
q node
C condition
Output: Q modiﬁed generalized node
1 Traverse Node Graph
added ← false
i(S) ← i(S) ∪ i(q)
for all successors S′ such that σ(S, S′) holds do
if C(q, S′) then
InsertNodeRev(Q,S′, q, C)
added ← true
if added return
2 Insert Node
for all successors S′ such that σ(S, S′) holds do
if θ(S)  (θ(q) 
 θ(S′)) then
InsertIntermediateNode(S,S′, S′′, θ(q) 
 θ(S′))
InsertNodeRec(S,S′, S′′, θ(q) 
 θ(S′))
added ← true
if ¬added then
if typeC (θ(q), θ(S)) = θ(S) ∨ σ−1(S) = ∅ then
S ← S ∪ {q}
θ(S) ← typeC (θ(q), θ(S))
else
S′ ← new {q}
σ−1(S) ← σ−1(S) ∪ {S′}
θ ← θ ∪ 〈S′, θ(q)〉
i ← i ∪ 〈S′, i(q)〉
Abbildung 3.8. Rekursiver Teil des Einfu¨ge-Algorithmus
nationality(1,...,19)


american(1,...,9)
asian(10,...,14)


chinese(10,...,12)
japanese(13)
thai(14)
european(15,...,18)
{
greek(15,16)
italian(17,18)
mediterranean(19)
(3.9)
Abbildung 3.9. Ein Beispiel eines generalisierten Knotens einer unterspeziﬁzierten Merkmals-
struktur.
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wo die Relation C nicht fu¨r die Wurzelmenge S und q gilt. In diesem Fall wird
eine neue Wurzelmenge eingefu¨gt. Anderenfalls wird in die rekursive Einfu¨ge-
routine gesprungen.
Die rekursive Einfu¨geroutine wird nur fu¨r Knoten q und Knotenmengen S
aufgerufen, fu¨r die Cθ(S, q) gilt. Die Einfu¨geroutine wird dann fu¨r alle Nach-
folger S′ in der Knotenstruktur rekursiv aufgerufen, fu¨r die die Bedingung
Cθ(S′, q) gilt. Damit gilt die folgende Invariante: wird beim Einfu¨gen vom Kno-
ten q die Knotenmenge S besucht, gilt Cθ(q, S). Deswegen muß i(S) um θ
erweitert werden. Gegebenenfalls mu¨ssen zwischendurch intermedia¨re Knoten
eingefu¨gt werden, um sicherzustellen, daß untere Schranken eindeutig bleiben.
Dies geschieht durch den Aufruf von insertIntermediateNode(). Der Knoten
q wird dann in die Knotenmenge S eingefu¨gt, die denselben Typ tra¨gt wie q.
Existiert keine solche Knotenmenge, wird sie im letzten Schritt des Algorithmus
erzeugt.
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Abbildung 3.10. Konstruktion eines unterspeziﬁzierten Knotens. Es werden Knoten mit folgen-
den Typen in den unterspeziﬁzierten Knoten eingefu¨gt: γ,ε,δ, α,ζ,β. Die Knotenmengen, die
durch das Einfu¨gen eines neuen Knotens vera¨ndert werden, sind ausgefu¨llt gezeichnet.
3.4 Zugriﬀ auf Information
Die Verwendung der Generalisierten Merkmalsstrukturen im Dialog erfordert
das inkrementelle Einbringen von Information in die Repra¨sentation. Beispiels-
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Abbildung 3.11. Konstruktion eines partiell uniﬁzierten Knotens. Es werden Knoten mit densel-
ben Typen wie in Abbildung 3.10 in den unterspeziﬁzierten Knoten eingefu¨gt: γ,ε,δ, α,ζ,β. Die
Knotenmengen, die durch das Einfu¨gen eines neuen Knotens vera¨ndert werden, sind ausgefu¨llt
gezeichnet.
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Abbildung 3.12. Die unterspeziﬁzierte Merkmalsstruktur der drei in Abbildung 2.2 gezeigten
Merkmalsstrukturen.
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Abbildung 3.13. Die partiell uniﬁzierte Merkmalsstruktur der drei in Abbildung 2.2 gezeigten
Merkmalsstrukturen.
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G =


act givedirections(0−18)
arg


obj path(0−18)
dst


obj restaurant(0−18)
name
string(0,...,18)


“Gullifty’s“(0)
“Murray Avenue Grill“(1)
“Poli’s“(2)
“Pinos’ Pizza Kitchen“(3)
“Big Jim’s“(4)
“Champ’s“(5)
“Pamela’s“(6)
“Silky’s“(7)
“Squirrel Hill Cafe“(8)
“Sichuan House“(9)
“Silk Pagoda“(10)
“Open Flame“(11)
“Susie’s“(12)
“Sweet Basil“(13)
“Mediterranean Grill“(14)
“Lemongrass“(15)
“Yakov’s“(16)
“Chopsticks Chinese“(17)
“Sushi House“(18)
address


address(0,...,18)
city “Pittsburgh“(0−18)
neighborhood “Squirrel Hill“(0−18)
streetname
string(0,...,18)


“Murray Ave“(0,1,2,3,7,9,11,16,17,18)
“Forbes Ave“(6,8,13,14,15)
“Forward Ave“(5)
“Beechwood Boulevard“(10)
“Shady Avenue“(12)
“Saline Street“(4)


nationality prp nationality(0,...,18)


american(0,1,2,4,5,6,7,8,16)
asian(9,10,15,17,18)


chinese(9,10,17)
japanese(18)
thai(15)
european(3,11−13)
{
greek(11,12)
italian(3,13)
mediterranean(14)
typeoffood prp typeoffood(0,...,18)
{
generic(0−15,17−18)
vegetarian(16)
price prp price(0,...,18)
{
moderate(0,1,3,9,12,13,14,17,18)
cheap(2,4,5,6,7,8,10,11,15,16)






Abbildung 3.14. Ein Beispiel einer unterspeziﬁzierten Merkmalsstruktur.
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weise entscheidet sich der Anwender, nachdem die Struktur in Abbildung
3.14 erzeugt worden ist, fu¨r asiatische Restaurants in der mittleren Preis-
klasse entscheidet. Nun muß eine Repra¨sentation der Untermenge der in Ab-
bildung 3.14 repra¨sentierten Objekte bestimmt werden, die die Anforderun-
gen des Anwenders erfu¨llt. Dazu werden zuna¨chst fu¨r jeden Constraint die
Indexmengen bestimmt, die den Constraint erfu¨llen. Im gegebenen Beispiel
sind dies die Mengen I1 = {9, 10, 15, 17, 18} fu¨r asiatische Restaurants und
I2 = {0, 1, 3, 9, 12, 13, 14, 17, 18} fu¨r Restaurants der mittleren Preisklasse. Die
Schnittmenge I1 ∩ I2 = {9, 17, 18} verweist auf die Repra¨sentationen der Ob-
jekte, die den Anforderungen des Anwenders entsprechen. Die resultierende
Repra¨sentation nach Entfernen aller inkompatiblen Repra¨sentationen ist in Ab-
bildung 3.15 gezeigt. Dieser Vorgang des Entfernens von Knotenmengen aus G
wird Reduktion auf die Indexmenge I genannt und wird notiert als G |I .
G′ =


act givedirections(9,17,18)
arg


obj path(9,17,18)
dst


obj restaurant(9,17,18)
name
string(9,17,18)


“Sichuan House“(9)
“Chopsticks Chinese“(17)
“Sushi House“(18)
address


address(9,17,18)
city “Pittsburgh“(9,17,18)
neighborhood “Squirrel Hill“(9,17,18)
streetname Murray Ave“(9,17,18)


nationality asian(9,17,18)
{
chinese(9,17)
japanese(18)
typeoffood generic(9,17,18)
price moderate(9,17,18)






Abbildung 3.15. Die unterspeziﬁzierte Merkmalsstruktur, eingeschra¨nkt auf Restaurants der
nationalita¨t prp asian und der Preisklasse moderate.
Um das Verfahren des inkrementellen Einbringens von Information formell
zu beschreiben, betrachten wir Typ-Constraints der Form π : τ , wobei π ein
Merkmalspfad und τ ein Typ ist. Die Lo¨sungsmenge L(G,π : τ) eines Typ-
constraints bezu¨glich einer unterspeziﬁzierten (partiell uniﬁzierten) Merkmals-
struktur G ist deﬁniert als die Menge von Indices im generalisierten Knoten an
der Stelle π, deren Typen von τ subsumiert werden (zu τ kompatibel sind). Im
Abbildung 3.15 gilt beispielsweise folgende Gleichung:
L(G′,arg| dst | nationality : chinese) = {9, 17} (3.10)
da die Knotenmenge mit dem Typ chinese die Indexmenge {9, 17} tra¨gt.
Die Lo¨sungmenge L(G, {π1 : τ1, . . . , πn : τn}) einer Menge von Typ-
Constraints ist die Schnittmenge L(G,π1 : τ1) ∩ . . . ∩ . . . , L(G,πn : τn). Die
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Lo¨sungsmenge L(G, {π1 : τ1, . . . , πn : τn}) entha¨lt dann genau die Indices der
Merkmalsstrukturen aus G, die die Information πi : τi enthalten (mit der In-
formation πi : τi kompatibel sind).
Wie im obigen Beispiel gezeigt, kann eine generalisierte Merkmalsstruktur
mittels einer Indexmenge reduziert werden. Die Anwendung einer Lo¨sungsmen-
ge L(G, {π1 : τ1, . . . , πn : τn}) auf eine generalisierte Merkmalsstruktur G resul-
tiert in einer generalisierten Merkmalsstruktur G′, die dann nur die Merkmals-
strukturen entha¨lt, deren Indices in der Lo¨sungsmenge sind.
Daru¨ber hinaus ko¨nnen partiell uniﬁzierte Merkmalsstrukturen auch dazu
verwendet werden, Informationen nichtmonoton aus einer Merkmalsstruktur zu
entfernen. Hierzu kann ausgenutzt werden, daß partiell uniﬁzierte Merkmals-
strukturen inkompatible Informationen separieren. Sei Fi eine Merkmalsstruk-
tur im Diskurs, und Fj die Repra¨sentation einer Information, mit der Fi u¨ber-
schrieben werden soll. Die partiell uniﬁzierte Merkmalsstruktur G = gf(Fi)◦Fj
separiert dabei die Informationen in Fi und Fj , die zueinander kompatibel sind,
von miteinander inkompatibler Information. Anschließend kann dann die resul-
tierende partiell uniﬁzierte Merkmalsstruktur auf die Indexmenge {j} einge-
schra¨nkt werden.
Ein Beispiel soll dieses Vorgehen erla¨utern. Seien Fi und Fj gegeben durch
die Merkmalsstrukturen
Fi =

obj restaurantnationality prp chinese
price prp expensive


Fj =
[
obj restaurant
nationality prp japanese
]
Die resultierende partiell uniﬁzierte Merkmalsstruktur ist gegeben durch3
G = gf(Fi) ◦ Fj
=


obj restaurant(i,j)
nationality asian(i,j)
{
chinese(i)
japanese(j)
price prp expensive(i,j)


3 In diesem Falle unterscheidet sich die partiell uniﬁzierte Merkmalsstruktur von Fi und Fj
von der unterspeziﬁerten Merkmalsstruktur von Fi und Fj dadurch, daß die Indexmenge
des Typs prp expensive nur den Index i entha¨lt, und nicht die beiden Indices i und j. Dies
ist begru¨ndet durch die Tatsache, daß unterspeziﬁzierte Merkmalsstrukturen gemeinsame
Information isolieren, wa¨hrend partiell uniﬁzierte Merkmalsstrukturen kompatible Informa-
tion isolieren. Dies demonstriert desweiteren die Notwendigkeit beider Operationen.
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und nach der Einschra¨nkung auf die Indexmenge {j} wird die folgende Merk-
malsstruktur erzeugt
F = G |{j}
= (gf(Fi) ◦ Fj) |{j}
=

obj restaurantnationality prp japanese
price prp expensive


Diese Operation kann also verwendet werden, um interaktive Korrekturen auf
den Repra¨sentationen auszufu¨hren. Wir schreiben Fi − Fj als Abku¨rzung fu¨r
(gf(Fi) ◦ Fj) |{j}.
3.5 Subsumption, Uniﬁkation und Wohltypisiertheit
Generalisierte Merkmalsstrukturen sind, wie oben beschrieben, Datenstruktu-
ren, die Merkmalsstrukturen enthalten. Damit ist es einfach, die von den typi-
sierten Merkmalsstrukturen bekannten Konzepte von Subsumption, Uniﬁkati-
on, Wohltypisiertheit und Typeninferenz auf generalisierte Merkmalsstrukturen
zu u¨bertragen.
3.5.1 Subsumption
Eine generalisierte Merkmalsstruktur G =©ni Fi subsumiert eine generalisierte
Merkmalsstruktur G′ = ©mj F ′j genau dann wenn es eine Merkmalsstruktur Fi
gibt, so daß Fi  F ′j gilt fu¨r alle 1 ≤ j ≤ m.
3.5.2 Uniﬁkation
Die Uniﬁkation zweier unterspeziﬁzierter (partiell uniﬁzierter) Merkmalsstruk-
turen G = ©ni Fi und G′ = ©mi F ′i ist gegeben durch die Unterspeziﬁkation
(partielle Uniﬁkation) der paarweisen Uniﬁkationen der in G und G′ enthalte-
nen Merkmalsstrukturen, oder formell:
G unionsqG′ =©i,j{Fi unionsq F ′j : Fi unionsq F ′j ist deﬁniert } (3.11)
Die Uniﬁkation G unionsqG′ ist undeﬁniert, wenn Fi unionsq F ′j u¨berall undeﬁniert ist.
3.5.3 Typinferenz
Typinferenz kann analog auf generalisierte Merkmalsstrukturen erweitert wer-
den. Eine generalisierte Merkmalsstruktur G heißt wohltypisiert, wenn alle in G
enthaltenen Merkmalsstrukturen wohltypisiert sind. Das Ergebnis einer auf G
angewandten Typinferenzprozedur ist deﬁniert als die Unterspeziﬁkation (par-
tielle Uniﬁkation) der Typinferenzprozedur, angewandt auf die in G enthaltenen
Merkmalsstrukturen.
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3.6 Diskussion
In der Vergangenheit wurden mehrere Ansa¨tze vorgeschlagen, mittels derer
Merkmalsstrukturen verallgemeinert werden ko¨nnen. Allerdings war die Mo-
tivation fu¨r diese Ansa¨tze eine andere als im vorliegenden Fall. Ein Problem,
daß bei der Speziﬁkation lexikalischer Eintra¨ge auftritt, ist die Tatsache, daß
die Abbildung von der Oberﬂa¨chenform eines Wortes auf den lexikalischen Ein-
trag oft nicht eindeutig ist. Um die darus entstehende Komplexita¨t bei der
Satzanalyse (und den erho¨hten Aufwand bei der Speziﬁkation der Eintra¨ge) zu
reduzieren, wurden verschiedene Varianten von disjunktiven Merkmalsstruktu-
ren vorgeschlagen [Do¨rre and Eisele, 1990,Eisele and Do¨rre, 1992,Miyao, 1999].
Die vorgeschlagenen Lo¨sungen fu¨hren alle eine Notation fu¨r Disjunktion und
ermo¨glichen es, mehrere Disjunkte zu “synchronisieren“. Named disjunctions
beispielsweise synchronisieren die Seiten des Oder-Symbols. In
af a
g b

 ∨

af c
g d

 =

af a ∨1 c
g b ∨1 d

 (3.12)
wird somit die Kombination
af a
g d


ausgeschlossen, die nicht von den Merkmalsstrukturen auf der linken
Seite der Gleichung unterstu¨tzt wird. Es wurden mehrere Vorschla¨ge
[Eisele and Do¨rre, 1992,Miyao, 1999]) gemacht, wie Uniﬁkation auf disjunkti-
ve Merkmalsstrukturen zu erweitern ist. In den hier vorgeschlagenen unter-
speziﬁzierten Merkmalsstrukturen erlauben die Indexfunktionen das Auﬃnden
zusammengeho¨render Information.
In anderen Arbeiten wurde untersucht, wie Default-Information
in Merkmalsstrukturen repra¨sentiert werden kann [Bouma, 1990],
[Rounds and Zhang, 1991], [Bouma, 1992], [Carpenter, 1993]
[Lascarides and Copestake, 1996], [Lascarides and Copestake, 1999]. Wenn
Default-Informationen auch prinzipiell von disjunktiver Information verschie-
den ist, mu¨ssen doch a¨hnliche Probleme gelo¨st werden. Um Default-Information
zu einem spa¨teren Zeitpunkt im Schlußprozeß zuru¨cknehmen zu ko¨nnen, darf
eine Default-Uniﬁkationsprozedur niemals eine Repra¨sentation erzeugen, die
die Form der Argument “vergißt“. Aus diesem Grunde erweitern Lascarides
und Copestake [1999] typisierte Merkmalsstrukturen um einen tail, dessen
Aufgabe es ist, die Argumente zu Uniﬁkationsoperationen abzuspeichern.
Zu jedem gegebenen Zeitpunkt ko¨nnen dann die Elemente mit maximaler
Priorita¨t des tails in die Merkmalsstruktur inkorporiert werden, die nicht
widerspru¨chlich sind. Das hier beschriebene Vorgehen im Falle der partiell
uniﬁzierten Merkmalsstrukturen ist a¨hnlich, da jeder Knoten der in der par-
tiellen Uniﬁkation partizipierenden Merkmalsstrukturen seinen Typ wa¨hrend
des gesamten Prozesses beha¨lt.
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3.7 Zusammenfassung
In diesem Kapitel wurden generalisierte Merkmalsstrukturen vorgestellt. Ge-
neralisierte Merkmalsstrukturen ermo¨glichen es, eine Menge von n typisierten
Merkmalsstrukturen zu repra¨sentieren. Dabei gibt es zwei verschiedene Re-
pra¨sentationsformen. Unterspeziﬁzierte Merkmalsstrukturen repra¨sentieren die
Gemeinsamkeiten der n typisierten Merkmalsstrukturen, wa¨hrend partiell uni-
ﬁzierte Merkmalsstrukturen die Information darstellen, die kompatibel mit den
n typisierten Merkmalsstrukturen ist.
Die Anwendungen fu¨r Dialogverarbeitung sind die Auswahl des semanti-
schen Inhaltes von Kla¨rungsfragen und interaktives Verbessern.
Kapitel 4
Sprachverarbeitungsdienste
Natu¨rlichsprachliche Dialogverarbeitungssysteme mu¨ssen in scheinbar intelli-
genter Weise auf sprachliche A¨ußerungen des Benutzer reagieren. Damit ein
sinnvoller, zweckgerichteter Austausch von Information stattﬁndet, mu¨ssen we-
nigstens die folgenden Schritte auf Seiten des Dialogsystems ausgefu¨hrt werden:
(i) Analyse
die natu¨rlichsprachliche Eingabe, wie sie vom Spracherkenner transkribiert
wird, muß analysiert und in eine geeignete semantische Repra¨sentation um-
geformt werden,
(ii) Entscheidungsﬁndung
basierend auf der semantischen Repra¨sentation, dem Kontext und der An-
wendung, eine Entscheidung, ob und welche Information dem Benutzer u¨ber-
mittelt werden soll, sowie ob und welche Aktion auf Seiten der Anwendung
ausgefu¨hrt werden soll, muß getroﬀen werden,
(iii) Generation
die zu u¨bermittelnde Information wird in natu¨rliche Sprache transformiert
und dem Benutzer mitgeteilt.
Diese Schritte, Analyse, Entscheidungsﬁndung unter Benutzung von Hinter-
grundwissen, und Generation, sind a¨hnlich denen, die in jedem wissensbasierten
System ausgefu¨hrt werden. Im Falle von natu¨rlichsprachliche Dialogverarbei-
tungssystemen verlangen die Schritte (i) und (iii) die Verwendung von Sprach-
verarbeitungsalgorithmen wie Parsing und Generierung natu¨rlicher Sprache.
Insbesondere der erste Schritt der Analyse erfordert fehlertolerante Algorith-
men, da weder eine korrekte Transkribierung der A¨ußerung durch den Spracher-
kenner noch grammatikalische Sa¨tze von Seiten des Benutzers garantiert werden
ko¨nnen. In ersten Systemen wurde deswegen eine Key Word Spotting genannte
Technik verwandt, um die Bedeutung der gesprochenen Sa¨tze zu analysieren.
Hier wurde die A¨ußerung auf wenige Schlu¨sselwo¨rter untersucht, ohne die ge-
samte Satzstruktur aufzubauen. In dieser Arbeit wird der semantische Parser
Soup [Gavalda, 2000] verwendet, eine Weiterentwicklung des Parsers Phoe-
nix [Ward, 1994]. Der Parser verwendet robuste semantische Grammatiken,
die, je nach Anforderung der Anwendung, einen ﬂießenden U¨bergang zwischen
Schlu¨sselwortparsing und vollsta¨ndig kontextfreien Ableitungen erlauben.
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Generierung der Sprachausgabe in fru¨hen Dialogsystemen wurde zumeist
durch Schablonen realisiert. Allen [1996] bemerkt, daß keine komplexe Ge-
nerierungskomponente no¨tig sei, da die Ru¨ckmeldungen meist kurz sind und
Variabilita¨t bei der Satzkonstruktion nicht beno¨tigt wird. Walker et al [2001]
bemerkt, daß mit zunehmender Komplexita¨t der Anwendung schablonenartige
Generierung aufwendig zu erstellen ist. Sie schlagen einen kompletten Sprach-
generierungsprozeß, bestehend aus Textplaner, Satzplaner und Satzrealisierer
vor. Der Satzplaner generiert dabei eine Menge von 20 Satzpla¨nen, von denen
der optimale durch eine mit einem Boost Algorithmus gelernte Optimierungs-
funktion ausgewa¨hlt wird. Der ausgewa¨hlte Satzplan wird dann mithilfe einer
lexikalischen Grammatik realisiert. Der hier vorgeschlagene komplexere Ansatz
ist motiviert durch die elaborierte Ru¨ckmeldung (engl. implicit conﬁrmation)
der vom Anwender bereitgestellten Information.
4.1 Einleitung
In diesem Kapitel wird die Implementierung der Schritte (i) Satzanalyse und
(iii) Generierung beschrieben. Insbesondere wird beschrieben, wie allgemei-
ne Parsing- und Generierungsdienste durch die Abstrakte Dialogebene zur
Verfu¨gung gestellt werden ko¨nnen.
Die Dienste zur Unterstu¨tzung der Satzanalyse konvertieren die Ausgabe des
Spracherkenners in eine typisierte Merkmalsstruktur. Dabei werden kontextfreie
Grammatikregeln verwendet, die mit Fragmenten von typisierten Merkmals-
strukturen annotiert sind. Die resultierende Merkmalsstruktur setzt sich dann
kompositionell aus den Fragmenten der im Ableitungsbaum verwendeten Regeln
zusammen. Da die Fragmente der Merkmalsstrukturen ebenso wie die Nichtter-
minalsymbole der Grammatik typisiert sind, kann eine Typu¨berpru¨fung bereits
zur U¨bersetzungszeit des Systems stattﬁnden.
Um Kla¨rungsfragen zu generieren, wurde eine einfache schablonenbasierte
Generierungsmethode implementiert. In ersten Ansa¨tzen bei der Implementie-
rung des vorliegenden Systems wurde versucht, grammatikbasierte Gemerie-
rung unter Wiederverwendung der Parsinggrammatiken zu implementieren. Es
ist jedoch schwierig, reversible Grammatiken so zu schreiben, daß sie sowohl die
no¨tige Robustheit beim Parsen und gleichzeitig die entsprechende Genauigkeit
beim Generieren aufweisen mu¨ssen. Deswegen wurde der einfachere, aber bes-
ser zu kontrollierende Ansatz der schablonenbasierten Generierung verfolgt. Um
den Argumenten von Walker et al [2001] zu begegnen, wurden die Schablonen
nach Dialogzustand (siehe Kapitel 7) klassiﬁziert. Damit ist zwar eine so ﬂexi-
ble Generierung, wie sie durch ein eigensta¨ndiges Generierungssystem gegeben
ist, nicht mo¨glich. Auf der anderen Seite ist die Generierung ﬂexibel genug, um
vom Anwender bereitgestellte Information ﬂexibel zu besta¨tigen. Desweiteren
wird keine eigensta¨ndige Grammatik fu¨r die Generierung beno¨tigt.
Es ist Ziel der Arbeit, die Entwicklung neuer natu¨rlichsprachliche Anwen-
dungen durch Kombination von Wissensquellen bestehender Anwendungen zu
beschleunigen. Um Kollisionen von Deﬁnitionen zu vermeiden, ko¨nnen alle ver-
wendeten Wissensquellen in eigenen Namensra¨umen angegeben werden. Nach
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Abbildung 4.1. Ein Teil einer Typenhierarchie mit Wohlgeformtheitsspeziﬁkationen. Zwei gene-
rische Untermodelle, date & time und reservations genannt, werden mit anwendungsspeziﬁschen
Dialogzielspeziﬁkationen verbunden. Der Teil der Typenhierarchie, der die Sprechakte entha¨lt,
ist doma¨nenunabha¨ngig.
der Einfu¨hrung der Namensra¨ume werden in diesem Kapitel dann die Satzana-
lyse und die natu¨rlichsprachliche Generierung vorgestellt.
4.2 Namensra¨ume
Da die Typenhierarchien fu¨r eine gegebene Anwendung aus mehreren Unter-
doma¨nen bestehen kann, von denen jede mo¨glicherweise eine wiederverwert-
bare Komponente darstellt, werden die Typen und Merkmale in eigenen Na-
mensra¨umen deklariert. Damit werden Namenskonﬂikte zwischen verschiedenen
Komponenten vermieden, die gleichzeitig verwendet werden sollen. Ebenso sind
die anderen Wissensquellen, wie Dialogzielbeschreibungen, Grammatikregeln
und Generierungsschablonen in Namensra¨umen deklariert.
4.3 Grammatiken
Gegenwa¨rtige natu¨rlichsprachliche Anwendungen sind typischerweise auf eine
semantisch wohldeﬁnierte Doma¨ne beschra¨nkt. Diese Einschra¨nkung erlaubt es,
Annahmen u¨ber die Form der no¨tigen Ableitungen zu machen, die die Gram-
matik vereinfachen. Gleichzeitig weisen Grammatiken in einer Sprache, die fu¨r
eine Doma¨ne geschrieben wurden, große strukturelle A¨hnlichkeiten mit einer
Grammatik fu¨r dieselbe Sprache, aber eine andere Doma¨ne auf. Zum Beispiel
decken viele Dialoggrammatiken Satzfragmente zum Anfordern von Hilfe, Ein-
leitungen zu Auﬀorderungen, wie zum Beispiel “Ich mo¨chte . . .“, “Ich wu¨rde
gerne . . .“ ab. Da diese Grammatikfragmente aufwendig zu entwickeln sind, ist
es wu¨nschenswert, sie wiederverwenden zu ko¨nnen. Allerdings erfordert Wieder-
verwendbarkeit von diesen Grammatikregeln Modularita¨t unterhalb der Gram-
matikregelebene, da nur Teile von Grammatikregeln wiederverwendet werden
ko¨nnen.
Es hat zwar in der Vergangenheit Studien zu Wiederverwendbarkeit oder
Modularisierung von Grammatiken gegeben [Levin et al., 1998]. Allerdings
wurden bis jetzt keine objekt-orientierten Methoden entwickelt, die Techniken
wie Vererbung und Namensra¨ume zur Kombination von Grammatiken und On-
tologien verwendet. In diesem Kapitel werden von daher Prinzipien zur Ver-
erbung von Grammatikregelfragmenten entwickelt, die insbesondere in Kombi-
nation mit der IS-A Relation der semantischen Konzepte in der Ontologie eine
ho¨here Wiederverwendung von Sub-Grammatiken erlaubt.
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4.3.1 Vektorisierte Kontextfreie Grammatiken
Grammatiken fu¨r aufgabenorientierte Dialogsysteme bestehen typischerweise
aus semantischen Grammatiken. Die Nichtterminalsymbole semantischer Gram-
matiken kodieren typischerweise syntaktische und semantische Information. Die
Regel
req directions→ wie komme ich zu
| zeig mir den weg zu;
zum Beispiel interpretiert die rechtsstehenden Satzfragmente als eine Auﬀorde-
rung zur Anzeige des Weges auf einer Karte. Die Nichtterminalsymbole dienen
dabei als Interpretation.
Eine klare syntaktische Beschreibung des Satzfragments ist in der Regel im
Nichtterminalsymbol nicht enthalten. Es ist von daher schwer, Grammatikfrag-
mente in anderen Anwendungen wiederzuverwenden.
In verschiedenen Ansa¨tzen zu robustem Parsing mit lexikalisierten Gramma-
tiken [Vogel and Cooper, 1995] wird die Uniﬁkation von Merkmalsstrukturen so
modiﬁziert, daß verletzte Constraints nicht notwendigerweise zum Abbruch des
Parsevorgangs fu¨hren. Lexikalisierte Grammatiken wie zum Beispiel HPSG er-
lauben das Trennen von syntaktischem und semantischem Wissen und wu¨rden
von daher die Wiederverwendung von Substrukturen erlauben. Allerdings ist
das Parsing mit uniﬁkationsbasierten Grammatiken zeitaufwendig und die Ent-
wicklung der Grammatiken erfordert linguistisches Wissen.
Aus diesen Gru¨nden wurde ein Grammatikformalismus, im folgenden Vek-
torisierte Kontextfreie Grammatiken genannt, entwickelt, der einen Kompro-
miß zwischen semantischen Grammatiken und lexikalisierten Grammatiken dar-
stellt. Vektorisierte kontextfreie Grammatiken sind eine einfache Generalisie-
rung von kontextfreien Grammatiken, wobei die Nichtterminalsymbole aus n-
dimensionalen Vektoren u¨ber partiell geordneten Elementen bestehen. Dies hat
die folgenden Vorteile. Erstens erfolgt eine Trennung des durch das Nichttermi-
nalsymbol ausgedru¨ckte semantischen und syntaktischen Wissen. Zum anderen,
da die Elemente in den Vektoren, die dieses Wissen repra¨sentieren, partiell ge-
ordnet sind, ko¨nnen Aspekte der Reprasentation unterspeziﬁziert werden. Dies
ermo¨glicht es, Grammatikregeln mithilfe von Vererbungstechniken zu rekombi-
nieren. Im folgenden wird genauer auf die Komponenten vektorisierter Gram-
matiken eingegangen.
Vektorisierte Nichtterminalsymbole. Wir deﬁnieren ein vektorisiertes
Nichtterminalsymbol wie folgt.
Deﬁnition 1 (Vektorisiertes Nichtterminalsymbol). Ein vektorisiertes
Nichtterminalsymbol besteht aus einem n-dimensionalen Vektor 〈τ1, . . . , τn〉,
wobei τi ∈ Vi und 〈Vi,≤〉 eine partiell geordnete Menge ist.
Der Tradition semantischer und lexikalisierter Grammatiken folgend, re-
pra¨sentieren die Elemente der Nichtterminalsymbole syntakische und semanti-
sche Information. Elemente, die semantische Information repra¨sentieren, werden
dabei durch einen Unterstrich gekennzeichnet. Semantische Information kann
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beispielsweise durch Typen der Typenhierarchie repra¨sentiert werden. Die Sym-
bole
〈obj trainstation,N, sg〉
〈act go, V, non3rdsg〉
beispielsweise repra¨sentieren gu¨ltige Nichtterminalsymbole.
Die Kombinierung von verschiedenen Nichtterminalsymbolen ist die formel-
le Basis fu¨r Vererbung von Grammatikregeln. Im folgenden werden Subsumpti-
on und Uniﬁkation auf Nichtterminalsymbolen deﬁniert. Damit die Uniﬁkation
eindeutig ist, wird gefordert, daß, wenn fu¨r zwei beliebige Elemente einer par-
tiellen Ordnung Vi eine obere Schranke existiert, diese eindeutig ist. Dies ist
in Analogie zu den Anforderungen an die Typenhierarchie in Abschnitt 2.2.
Subsumption und Uniﬁkation ist dann die Erweiterung der Subsumption und
Uniﬁkation der partiell geordneten Mengen auf die Elementvektoren.
Deﬁnition 2 (Subsumption und Uniﬁkation). Ein vektorisiertes Nicht-
terminalsymbol nt1 = 〈τ1, . . . , τn〉 subsumiert ein anderes nt2 = 〈σ1, . . . , σn〉,
oder ntnt2 genau dann, wenn τi i σi. Die Uniﬁkation von nt1 und nt2,
nt1 unionsqnt2, ist gegeben durch 〈τ1 unionsq1 σ1, . . . , τn unionsqn σn〉, wenn τ i unionsqi σi existiert fu¨r
alle i, und undeﬁniert anderenfalls.
Zwei Nichtterminalsymbole heißen inkompatibel, wenn deren Uniﬁkation
nicht existiert. Die Uniﬁkationen der Nichtterminalsymbole
〈obj trainstation,N, sg〉 unionsq 〈obj trainstation,N, pl〉 (a)
〈obj trainstation,N, sg〉 unionsq 〈act givedirections, V, 〉 (b)
beispielsweise sind undeﬁniert.
Es ist das Ziel einer Interaktion mit einem natu¨rlichsprachlichen Dialogsy-
stem, einen Dienst des Systems aufzurufen. Um die Abbildung von Interpretati-
on der Eingabesa¨tze auf den intendierten Dienst zu erleichtern, wird gefordert,
daß zwei natu¨rlichsprachliche Eingaben, wenn sie bezu¨glich der angebotenen
Dienste dieselbe Bedeutung haben, dieselbe Reprasentation zugewiesen bekom-
men. Um diese Anforderung zu erfu¨llen, muß die Interpretation der Nichttermi-
nalsymbole manchmal etwas weitla¨uﬁg ausgelegt werden. Ein Beispiel wird dies
verdeutlichen. Die obigen Beispiele der Nichtterminalsymbole suggerieren, daß
zwischen den syntaktischen und semantischen Kategorien eine Korrespondenz
besteht, zum Beispiel eine Aktion wird durch eine Verbalphrase ausgedru¨ckt,
ein Objekt durch eine Nominalphrase und so weiter. Datensammlungen in der
Doma¨ne zeigen aber, daß dies ha¨uﬁg nicht der Fall ist. Die A¨ußerungen
Wo kann ich hier denn etwas essen gehen
Wo ﬁnde ich eine Gaststa¨tte hier in der Na¨he
haben bezu¨glich der Dienste eines Stadtinformationskiosks dieselbe Bedeutung,
na¨mlich Restaurants in der Na¨he des Standortes anzuzeigen. Die fu¨r diesen
Zweck gewa¨hlte Repra¨sentation ist[
act displayobj
arg obj restaurant
]
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Oﬀensichtlich ist der semantische Beitrag der Verbalphrase etwas essen gehen
derselbe wie der der Nominalphrase eine Gaststa¨tte hier in der Na¨he. Demzu-
folge wird ein semantisches Objekt einmal durch eine Verbalphrase und einmal
durch eine Nominalphrase erzeugt. Es ist demzufolge also notwendig, Gramma-
tiken pragmatischßu schreiben.
Al Alternative dazu (die in dieser Arbeit nicht verfolgt worden ist, aber
siehe zum Beispiel [Woszczyna et al., 2000]) kann auch eine exakte semanti-
sche Repra¨sentation der Eingabe erstellt werden, um dann darauf aufbauend
in einem zweiten Schritt eine aufgabenabha¨ngige semantische Repra¨sentation
zu erstellen (im Bereich der Maschinellen U¨bersetzung wird so die Interlingua-
Reprasentation erzeugt). Dieser Ansatz wurde hier nicht weiter verfolgt, da das
Erstellen der Abbildungen zwischen den Repra¨sentation nicht besonders gut fu¨r
Rapid Prototyping geeignet ist.
Vektorisierte Grammatikregeln. Die vektorisierten Phrasenstrukturregeln
bestehen, wie kontextfreie Phrasenstrukturregeln auch, aus Alternativen von
Sequenzen von Terminal- oder Nichtterminalsymbolen. Je nach Form der Re-
gel wird unterschieden zwischen lexikalischer und struktureller Grammatikre-
gel. Um das Regelschreiben zu vereinfachen, ko¨nnen Grammatikregeln mit “*“
(bevorstehendes Symbol wird keinmal oder einmal instantiiert) oder “+“ (be-
vorstehendes Symbol wird mindestens einmal instantiiert) annotiert werden
Im folgenden wird angenommen, daß nur das Element τ1 eines Nichtter-
minalsymbols nt = 〈τ 1, . . . , τn〉 semantische Information entha¨lt. Ist nt das
Symbol der linken Seite, nennen wir τ1 den semantischen Typ der Regel.
Lexikalische Regeln
Die rechte Seite der lexikalischen Regeln besteht aus einer nichtleeren Menge
von Alternativen von Sequenzen von Terminalsymbolen.
〈τ1, . . . , τn〉 → w11 · · · w1n1 |
...
... |
wm1 · · · w1nm
Strukturelle Regeln
Die rechte Seite von strukturellen Regeln besteht aus einer nichtleeren Menge
von Alternativen von Sequenzen von Nichtterminalsymbolen.
Semantische Konvertierungsinformation
Die Grammatikregeln sind mit semantischer Information annotiert, sodaß eine
semantische Repra¨sentation automatisch aus dem Parsebaum erzeugt werden
kann. Jedes Symbol auf der rechten Seite einer Grammatikregel kann dabei mit
einem Merkmalspfad und einem Typ π : τ annotiert werden.
Eine strukturelle Regel sieht demnach aus wie folgt:
〈τ1, . . . τn〉 →[
〈τ1i1, . . . , τni1〉
πi1 : τi1
]
· · ·
[
〈τ1ik, . . . , τnik〉
πik : τik
]
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wobei die ntj = 〈τ1ij , . . . , τnij〉 die Nichtterminalsymbole der rechten Seite, und
die πij : τij die den Nichtterminalsymbolen zugeordnete Konvertierungsinfor-
mation bezeichnen. Tritt die Grammatikregel
r : 〈τ1, . . . , τn〉 → 〈σ
1
1 , . . . , σ
n
1 〉
π1 : ρ1
. . .
〈σ1m, . . . , σnm〉
πm : ρm
in einer Ableitung auf, dann ist der Teil der semantischen Repra¨sentation, der
von dieser Regel abgeleitet werden kann, gegeben durch
sem(r) =


θ
π1 approp(θ, π1) unionsq σ11 unionsq ρ1
...
...
πm approp(θ, πm) unionsq σ1m unionsq ρm

 (4.1)
wobei θ gegeben ist durch die Uniﬁkation von dem semantischen Typ ρ1 der
Regel r mit allen Typen, die die Merkmalspfade πi einfu¨hren; oder formell:
θ = τ1 unionsq
⊔
1≤i≤m
intro(πi) (4.2)
Dieser Zusammenhang ist in Abbildung 4.2 grapisch veranschaulicht.
τ
2 dn
wi+1
wjw1 i
1 τ2 τn
w
1 dd
wk+1 wl
...
sem(d )
sem(d)
1 sem(d )nsem(d )2
Abbildung 4.2. Eine Ableitung eines Eingabesatzes. Die semantische Repra¨sentation der ge-
samten Ableitung ergibt sich aus der semantischen Ableitung der Teilsa¨tze, die als Werte der
Merkmalspfade πi in die Gesamtrepra¨sentation aufgenommen werden.
Damit die Uniﬁkationen wohldeﬁniert sind, mu¨ssen folgende Bedingungen
erfu¨llt sein:
(i) Kompatibles Merkmal
intro(π) ist kompatibel zu τ1
(ii) Erlaubter Merkmalspfad
approp(τ1, π) ist deﬁniert
(iii) Kompatibler Pfadwert
approp(τ1, π) ist kompatibel zu σ1
Diese Bedingungen ko¨nnen zur U¨bersetzungszeit der Grammatik u¨berpru¨ft
werden. Es kann somit garantiert werden, daß eine gu¨ltige Ableitung eine wohl-
getypte Merkmalsstruktur ist. Werden allerdings vom Parsingalgorithmus Tei-
le der Eingabe u¨bersprungen (Skip Parser), dann kann nicht mehr garantiert
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werden, daß die resultierende Repra¨sentation wohltypisiert ist. Dies ist ein Me-
chanismus, um die Probleme mit Spracherkenner-Eingabe zur Laufzeit zu ent-
decken.
Der vorgeschlagene semantische Konstruktionsalgorithmus macht eine wich-
tige Annahme. Wenn ein Nichtterminalsymbol nt2 von einem anderen Nicht-
terminalsymbol nt1 dominiert wird, also nt1
∗→ . . .nt2 . . . in einer Ableitung
vorkommt, dann ist die semantische Repra¨sentation ein Teil der semantischen
Repra¨sentation von nt1, oder formell:
sem(nt1) =
[
σ
f1 | . . . | fn sem(nt2)
]
Stellt sich dies als eine Einschra¨nkung heraus, kann durch ﬂache Parseba¨ume
Abhilfe geschaﬀen werden. Grammatiken fu¨r ﬂache Ableitungen tendieren oben-
drein dazu, sich stabiler in Gegenwart von Erkennungsfehlern zu verhalten.
Label Deferred Spec. Instantiated Spec.
1 〈obj,N, 〉 〈obj restaurant,N, 〉
2 〈property,Adj, prd〉 〈prp nationality,Adj, prd〉
3 〈property,Adj, sup〉 〈prp spatial,Adj, sup〉
Abbildung 4.3. Eine virtuelle Tabelle wird als Zwischenschritt vom Grammatikregel-U¨berset-
zer erzeugt. Die Information in Spalte 1 und 2 stammt von der abstrakten Basisregel. Die
Information in Spalte 3 stammt von der Regelspezialisierung.
Abstrakte Basisregeln. In diesem Abschnitt wird eine Technik entwickelt,
die es einem Grammatikentwickler ermo¨glicht, die syntaktischen und semanti-
schen Reprasentationen einer Grammatikregel getrennt zu speziﬁzieren. Dazu
wird die aus dem Bereich der objekt-orientierten Programmiersprachen bekann-
te Mehrfachvererbung zusammen mit abstrakten Basisklassen auf Grammati-
kregelspeziﬁkation angewandt.
Insbesondere kann eine strukturelle Grammatikregel abstrakt erkla¨rt wer-
den. Eine abstrakte Grammatikregel ist eine strukturelle Grammatikregel, bei
der mindestens ein Nichtterminalsymbol der rechten Seite abstrakt deklariert
ist. Ein als abstrakt deklariertes Nichtterminalsymbol 〈σ1, . . . , σn〉 ermo¨glicht
es, den semantischen Inhalt dieses Nichtterminalsymbols durch Angabe eines
Typs τ zu einem neuen Nichtterminalsymbol 〈σ1 unionsq τ, . . . , σn〉 zu spezialisieren.
Damit ist der Grammatikschreiber in der Lage, allgemeine Basisgrammatikre-
geln zu schreiben, die keinerlei doma¨nenspeziﬁsche Information enthalten. Diese
Basisregeln ko¨nnen in verschiedenen Doma¨nen durch Angabe der doma¨nenspe-
ziﬁschen Information spezialisiert werden.
Das folgende Beispiel erla¨utert dieses Verfahren. Abbildung 4.4 zeigt drei
abstrakte Basisregeln fu¨r deutsch, englisch und franzo¨sisch. Diese Regeln be-
schreiben die Struktur von Nominalphrasen mit ho¨chstens einem Superlativ
und ho¨chstens einem ‘pra¨dikativem Adjektiv. Im Beispiel des Stadtinformati-
onskiosks, diese Regeln beschreiben Satzfragmente wie zum Beispiel the closest
Italian restaurant oder le restaurant le plus proche.
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baseger,eng : 〈obj, NP, 〉 = 1
→ 〈det, , 〉 〈property,A, sup〉∗ = 3 〈property,A, prd〉∗ = 2 〈obj, N, 〉 = 1;
basefr : 〈obj, NP, 〉 = 1
→ 〈det, , 〉 〈obj,N, 〉 = 1 〈property,A, prd〉∗ = 2 〈property,A, sup〉∗ = 3;
Abbildung 4.4. Abstrakte Regelspeziﬁkationen fu¨r Deutsch, Englisch und Franzo¨sisch
Abstrakte Nichtterminalsymbole sind gekennzeichnet durch die Angabe ei-
nes Indexes der Form = i. Der Grammatikregelu¨bersetzer erzeugt eine interne
virtuelle Tabelle. Die virtuelle Tabelle ordnet den Indizes der abstrakten Nicht-
terminalsymbole die semantischen Typen zu. Abbildung 4.5 (a) zeigt die virtu-
elle Tabelle fu¨r die obigen Regeln (fu¨r alle drei Regeln wird dieselbe virtuelle
Tabelle erzeugt).
NT Index Wert
1 obj
2 property
3 property
NT Index Anwendung 1 Anwendung 2
1 obj restaurant obj flight
2 prp nationality prp nonstop
3 prp spatial prp cheap
(a) (b)
Abbildung 4.5. (a) Die virtuelle Tabelle fu¨r die drei abstrakten Basisregeln in Abb. 4.4. (b)
Spezialisierungen der abstrakten Basisregeln fu¨r zwei verschiedene Anwendungen.
Es genu¨gt dann fu¨r die vollsta¨ndige Instantiierung der abstrakten Basisre-
geln, die semantischen Typen anzugeben, die die abstrakten Nichtterminalsym-
bole spezialisieren sollen. Dies geschieht wie folgt:
instantiate baseger,eng,fr with
obj restaurant = 1
prp nationality = 2
prp spatial = 3
Das Ergebis der Instantiierung ist dann a¨quivalent zu folgenden Gramma-
tikregeln.
baseger,eng : 〈obj restaurant,N, 〉
→ 〈det, , 〉 〈prp spatial,A, sup〉∗ 〈prp nationality,A, prd〉∗ 〈obj restaurant,N, 〉;
{spatial prp spatial} {nationality prp nationality}
basefr : 〈obj restaurant,N, 〉
→ 〈det, , 〉 〈obj restaurant,N, 〉 〈prp nationality,A, prd〉∗ 〈prp spatial,A, sup〉∗;
{nationality prp nationality} {spatial prp patial}
Abbildung 4.6. Die instantiierten Regeln
Es wird weiterhin bemerkt, daß die semantische Konvertierungsinformation
der abstrakten Nichtterminalsymbole erst bei der Instantiierung der abstrakten
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Regeln, nicht aber in den abstrakten Regeln selbst angegeben werden kann.
Dies liegt daran, daß die Merkmalspfade doma¨nenabha¨ngig sind. Damit sieht
die vollsta¨ndige Instantiierung der Regeln fu¨r zwei verschiedene Doma¨nen aus
wie in Abbildung 4.7.
instantiate base with
obj flight = 1,
prp nonstop = 2
{flighttype prp nonstop},
prp price = 3
{price prp price};
instantiate base with
obj restaurant = 1,
prp nationality = 2
{flighttype prp nonstop},
prp spatial = 3
{spatial prp spatial};
Abbildung 4.7. Die Instantiierung der abstrakten Basisregeln fu¨r zwei Doma¨nen mit semanti-
scher Konvertierungsinformation
Um zumindest teilweise Konvertierungsinformation in den Basisgrammati-
kregeln abzulegen, mu¨ßte man die Is-Part-Of Relation, die durch die Merkmal
angegeben wird, spezialisieren. Dies ist mo¨glich durch die Verwendung aus-
druckssta¨rkerer Beschreibungslogiken. Unter Verwendung von Merkmalshier-
archien, die a¨hnlich den aus den Beschreibungslogiken bekannten Rollenhier-
archien (siehe beispielsweise [Horrocks et al., 1999]). Relationen spezialisieren
ko¨nnen, ko¨nnte man in den Basisregeln abstrakte Relationen angeben. Ein Bei-
spiel ist in Abbildung 4.8 gezeigt.
baseger,eng : 〈obj, N, 〉 = 1
→ 〈det, , 〉 〈property,A, sup〉∗ = 3 〈property,A, prd〉∗ = 2 〈obj, N, 〉 = 1;
{property = 4} {property = 5}
Abbildung 4.8. Abstrakte Basisregel mit abstrakter Konvertierungsinformation.
Mit den Merkmalshierarchien
property  prp nationality
property  prp spatial
und
property  prp flighttype
property  prp price
ko¨nnen Relationen zwischen Typen bereits in den Basisregeln angegeben und
bei Regelinstantiierung in geeigneter Weise spezialisiert werden, wie zum Bei-
spiel in
instantiate base with
〈obj f light,N, 〉 = 1,
〈prp flighttype,A, prd〉 = 2,
〈prp cheap,A, sup〉 = 3,
prp flighttype = 4,
prp price = 5;
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Allerdings erfordern Merkmalshierarchien eine ausdrucksta¨rkere Variante
der zugrundeliegenden Merkmalslogik. Wie diese Logik aufgebaut ist, ist der
Fokus spa¨terer Arbeit.
4.4 Satzanalyse
In diesem Abschnitt wird auf den verwendeten Parser und die semantische
Konstruktion eingegangen.
4.4.1 Robuste Satzanalyse
Der fu¨r die Satzanalyse verwendete Parser Soup [Gavalda, 2000] ist ein einfa-
cher und eﬃzienter Top-Down Parser, der kontextfreie Grammatiken verwendet.
Zusa¨tzliche Heuristiken sorgen fu¨r Robustheit bei Spracherkennungsfehlern und
ungrammatikalischer Eingabe. Da der verwendete Parser vektorisierte Gram-
matiken nicht verarbeiten kann, werden die vektorisierten Grammatiken zuerst
in kontextfreie Grammatiken u¨bersetzt. Hierbei wird ein vektorisiertes Nicht-
terminalsymbol u¨bersetzt in die Zeichenkette, die es repra¨sentiert, also zum
Beispiel
c(〈obj trainstation,N, sg〉) = obj trainstation$N$sg
wobei c die U¨bersetzungsfunktion ist.
Eine vektorisierte Grammatikregel wird in eine kontextfreie Regel u¨ber-
setzt, indem alle vektorisierten Nichtterminalsymbole durch ihre kontextfreien
Gegenstu¨cke ersetzt werden.
Bei der U¨bersetzung der Nichtterminalsymbole in Zeichenketten geht
natu¨rlich Information u¨ber die partielle Ordnung der Nichtterminalsymbole ver-
loren. Aus diesem Grunde muß die partielle Ordnung explizit in den Gramma-
tikregeln kodiert werden. Mit anderen Worten, wenn nt1 ≤ nt2 gilt, dann muß
die kontextfreie Grammatikregel
c(nt1) → c(nt2)
zu der resultierenden Grammatik hinzugefu¨gt werden.
4.4.2 Kompensation des Skip Parsers
Wordskipping des robusten Parsers kann zu inkonsistenten Repra¨sentationen
fu¨hren. Abbildung 4.9 zeigt zwei Ableitungen. Die Ableitung in Abbildung 4.9
(a) zeigt die intendierte Struktur des Eingabesatzes; Abbildung 4.9 (b) die
tatsa¨chliche Ableitung, hervorgerufen durch das U¨berspringen von Worten.
Die semantischen Repra¨sentationen der beiden Ableitungen sehen dann aus
wie in Abbildung 4.10.
Das in der Typenhierarchie gespeicherte Wissen kann genutzt werden, um
eine solche inkonsistente Repra¨sentation zu reparieren. Der Algorithmus funk-
tioniert folgendermaßen. Wenn es in der Reprasentation einen Knoten q mit
einem Typen gibt, der durch die generalisierte Uniﬁkation zweier Typen τ u˙nionsqσ
zustande gekommen ist und gleichzeitig in der Satzableitung an der dem Typen
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Abbildung 4.9. Zwei Ableitungen fu¨r einen Eingabesatz. (a) Die intendierte Ableitung. (b) das
U¨berspringen von Worten fu¨hrt zu einer anderen Ableitung
A
f   ... f1 m
Bg   ... g1 n
B /C2
1
A
f   ... f1 m
1 C
Bg   ... g1 n
h   ... ho
B 2
1
(a) (b)
Abbildung 4.10. Die semantischen Repra¨sentationen der zwei Ableitungen aus Abbildung 4.9.
(a) Die intendierte Ableitung. (b) das U¨berspringen von Worten fu¨hrt zu einer anderen Ab-
leitung
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entsprechenden Stelle Worte u¨bersprungen worden sind, wird untersucht, ob es
einen Merkmalspfad π = h1 | . . . | ho, so daß approp(intro(π), π) mit σ kom-
patibel ist. Wenn dies der Fall ist, wird der Merkmalspfad fu¨r den Knoten q
deﬁniert, so daß der Wert von π an q C ist. Um den Grammatikschreibern mehr
Kontrolle u¨ber die Anwendung dieses Algorithmus zu geben, ko¨nnen die Pfade
π eingeschra¨nkt werden, so daß der Algorithmus nur an bestimmten Stellen in
der Repra¨sentation zur Anwendung kommt.
4.5 Bestimmung des semantischen Inhalts der Kla¨rungsfragen
In mehreren Fa¨llen wird eine Beschreibung der Objekte unter Diskussion gene-
riert. Dieser Abschnitt diskutiert zielsprach- und doma¨nenunabha¨ngige Verfah-
ren, um den semantischen Inhalt dieser Beschreibungen zu bestimmen.
Als Basis zur Bestimmung von Kla¨rungsfragen dienen die unterspeziﬁzier-
ten Merkmalsstrukturen. Diese wurden so konstruiert, daß Gemeinsamkeiten
und Unterschiede zwischen Objektbeschreibungen aus den Repra¨sentationen
hervorgehen. Abbildung 4.11 zeigt ein Beispiel einer unterspeziﬁzierten Merk-
malsstruktur, welche sechs Restaurants beschreibt.


obj restaurant
name
string(1,...,6)


“Abruzzi’s Restaurant“(1)
“Antonini Ristorante“(2)
“Cozumel“(3)
“Mad Mex“(4,5)
“Mediterranean Grill“(6)
addr


address
str-name
string(1,...,6)


“Forbes Ave“(1,3)
“Jane St“(2,4,6)
“Atwood St“(5)
str-num
int(1,...,6)


52(1)
370(2)
2700(3)
5505(4)
5824(5)
6400(6)


nationality
nationality(1,...,6)


prp mexican (3,4,5)
prp greek (6)
prp italian (1,2)
spec
spec(1,2,4)
{
“patio“(1,2)
“live music“(4)


Abbildung 4.11. Eine unterspeziﬁzierte Merkmalsstruktur, die Restaurants beschreibt. Zwei der
Restaurants haben einen Patio, eines bietet Live-Musik an.
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Dem Anwender soll nun durch die Angabe von einer Liste von Optionen die
Mo¨glichkeit gegeben werden, aus diesen Objektbeschreibungen auszuwa¨hlen.
Dazu mu¨ssen Objektbeschreibungen bestimmt werden, die die repra¨sentierten
Objekte partitionieren. Abbildung 4.12 zeigt Beispiele fu¨r Merkmalspfade und
die daraus resultierende Partition. Der angegebene Merkmalspfad beschreibt die
vom Dialogsystem zu stellende Frage und die dadurch induzierte Partition der
Objektmenge. Die zu erwartende Gro¨ße der Objektmenge nach Beantwortung
der Frage ha¨ngt von der Partition ab und ist ebenfalls angegeben.
Partition 1 Partition 1 Partition 3
Merkmalspfad name addr|str-name nationality
Partition
1
2
3
4
5
6
1
2
3
4
5
6
1
2
3
4
5
6
Mittel 6
5
= 1, 2 6
3
= 2 6
3
= 2
Abbildung 4.12. Beispiele fu¨r Partitionen der in Abbildung 4.11 gezeigten Objektbeschreibun-
gen. Wird nach dem Namen gefragt, ist die erwartete Gro¨ße der verbleibenden Objektmenge
1,2; wird nach Straßenname oder Nationalita¨t gefragt, ist die erwartete Gro¨ße der verbleiben-
den Objektmenge 2.
Um das Beispiel fortzusetzen, nehmen wir an, daß die Kla¨rungsfrage 3
gewa¨hlt wird und der Benutzer zwischen mexikanische, griechischen und ita-
lienischen Restaurants auswa¨hlen kann. Wird mexikanisch gewa¨hlt, ergibt sich
folgendes Bild.
Partition 1 Partition 1
Merkmalspfad name name
addr|str-name
Partition
2
3
4
5
6
1
2
3
4
5
6
1
Mittel 3
2
= 1, 5 3
3
= 1
Abbildung 4.13. Beispiele fu¨r Partitionen der in Abbildung 4.11 gezeigten Objektbeschreibun-
gen, nachdem prp mexican gefordert wurde.
Mittels des Namens kann die Objektmenge nicht eindeutig disambiguiert
werden. Die zu erwartende Gro¨ße der resultierenden Objektmenge ist 1,5. Wird
jedoch mittels des Namens und des Straßennamens gleichzeitig disambiguiert,
etwa mit der Frage Would you like to go to Cozumel, to Mad Mex on Atwood
Street or to Mad Mex on Jane Street?, kann eine vollsta¨ndige Disambiguierung
in einem Schritt erreicht werden.
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4.6 Generierung Natu¨rlicher Sprache
Nach der Bestimmung des zu vermittelnden Inhalts muß eine Oberﬂa¨chenform
der semantischen Repra¨sentation erzeugt werden. Dies geschieht mithilfe von
Textschablonen. Eine Textschablone ist eine Zeichenkette, in der Variablen in
Abha¨ngigkeit der Situation ersetzt werden ko¨nnen. Textschablonen sind mit
ihrem Typ und einer Menge von Constraints qualiﬁziert. Die Schablonenquali-
ﬁkation beschreibt die Dialogsituation, in der die Schablone eingesetzt werden
kann. Im folgenden werden Schablonentyp und Constraints sowie die Variable-
nersetzung genauer beschrieben.
4.6.1 Schablonentypen
Das Dialogsystem unterstu¨tzt die Generierung von verschiedenen Typen von
A¨ußerungen.
Deﬁnition 3 (Schablonentyp). Ein Schablonentyp charakterisiert den Typ
einer vom Dialogsystem zu ta¨tigen A¨ußerung. Jedem Schablonentyp wird ein-
deutig ein Sprechakt zugeordnet.
Die unterstu¨tzten Schablonentypen sind in Tabelle 4.1 dargestellt.
A¨ußerungstyp Sprechakt Beispiel
enumqst sa whquestion Would you like a Chinese,
Italian or Mexican restaurant?
infoqst sa whquestion Which neighborhood would you like to go to?
yesnoqst sa ynquestion Do you want to go to Shadyside? Please
say yes or no.
illegaldesc sa whquestion I do not know a French restaurant in Squirrel
but I do know French restaurants in Shadyside
and South Side. Which neighborhood would you
like to go to?
statement sa statement I am giving you directions to “Mad Mex“.
Tabelle 4.1. Die vom Dialogsystem unterstu¨tzten A¨ußerungstypen. Ein A¨ußerungstyp be-
schreibt eine Schablone genauer als ein Sprechakt. Damit ko¨nnen feinere Abstufungen beider
Generierung vorgenommen werden.
4.6.2 Variablen
Eine Variable kann zur Laufzeit durch eine Zeichenkette ersetzt werden. Varia-
blen beziehen sich auf Repra¨sentationen im Diskurs. Die unterstu¨tzten Varia-
blen sind in Tabelle 4.2 aufgelistet.
Variablen referieren auf unterspeziﬁzierte oder partiell uniﬁzierte Merkmals-
strukturen. Daraus ergibt sich die Notwendigkeit, die in der Merkmalsstruktur
enthaltenen Elemente einzeln anzusprechen. Dies geschieht durch Zugriﬀsope-
ratoren.
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Variablenname Bedeutung
#sem semantische Repra¨sentation der A¨ußerung
#objs Repra¨sentation der Objekte, auf die referiert wird
#goals Dialogziele, die noch aktiv sind
#last Variable, die auf letzte A¨ußerung des Systems referiert
Tabelle 4.2. Die vom Dialogsystem unterstu¨tzten Variablen
Deﬁnition 4 (Zugriﬀsoperatoren). Die Zugriﬀsoperatoren ^first, ^last,
^middle und ^all, wenn angewandt auf eine Variable V , erlauben es, auf die
erste Merkmalsstrukturen, die letzte Merkmalsstruktur oder alle bis auf die erste
und die letzte Merkmalsstruktur zuzugreifen, auf die V referiert.
Das folgende Beispiel soll das Zusammenspiel von Schablonen, Variablen
und Zugriﬀsoperatoren erla¨utern. Die Eingabe des Anwenders ist der Satz “Give
me directions to a French restaurant in Squirrel Hill“. Die semantische Re-
pra¨sentation ist gegeben durch
#sem =


act givedirections
arg


obj path
dst

obj restaurantneighborhood “Squirrel Hill“
nationality prp french






(4.3)
In diesem Beispiel ist die Ergebnismenge der Datenbankanfrage leer, da es kei-
ne franzo¨sischen Restaurants im gewu¨nschten Stadtteil gibt. Relaxation der
Constraints, wie in Abschnitt 5.3 beschrieben, erzeugt eine Ergebnismenge, die
franzo¨sische Restaurants in anderen Stadtteilen entha¨lt. Die Repra¨sentation
der Ergebnismenge ist gegeben durch die folgende unterspeziﬁzierte Merkmals-
struktur.
#objs =


act givedirections(1..4)
arg


obj path(1..4)
dst


obj restaurant(1..4)
neighborhood
string(1..4)


“Shadyside“(1..3)
“South Side“(2)
“East Liberty“(4)
nationality prp french(1..4)
address . . .






(4.4)
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Die folgende Schablone kann dann benutzt werden, um den Anwender u¨ber
den Inhalt der Ergebnismenge zu informieren.
I do not know a
#sem@[arg|dst|nationality] :< prp nationality : A : >
#sem@[arg|dst] :< obj place : N : sg > in
#sem@[arg|dst|neighborhood].
However, I found
#objsˆnum
#objs@[arg|dst] :< obj place : N : pl > in
#partˆfirst@[arg|dst|neighborhood],
#partˆmiddle@[arg|dst|neighborhood] and
#partˆlast@[arg|dst|neighborhood].
Which neighborhood would you like to go to?
(4.5)
Zuna¨chst wird die Variable #sem betrachtet. Die Werte der angegebenen Merk-
malspfade sind prp french, obj restaurant und “Squirrel Hill“, respektive.
Ist nach dem Merkmalspfad ein vektorisiertes Nichtterminalsymbol angegeben,
wird der Typ des Wertes des Merkmalpfades mit dem ersten Element des vek-
torisierten Nichtterminalsymbols uniﬁziert. Da prp nationality  prp french
und obj place  obj restaurant gilt, erhalten wir also die vektorisierten Nicht-
terminalsymbole < prp french : A : > und < obj restaurant : N : sg >.
Unter Verwendung der lexikalischen Grammatikregeln werden die Nichttermi-
nalsymbole durch die Zeichenketten “French“ und “restaurant“ ersetzt. Ist kein
Nichtterminalsymbol angegeben, wird der Wert des Merkmalpfades unvera¨ndert
u¨bernommen. Wir erhalten somit den folgenden ersten Satz: “I do not know a
French restaurant in Squirrel Hill.“, wobei die ersetzten Satzteile durch Unter-
streichungen kenntlich gemacht worden sind.
Die Variable #objs bezieht sich auf die in der Datenbank gefunde-
nen Objektrepra¨sentationen. Damit werden die Ausdru¨cke #objsˆnum und
#objs@[arg|dst] :< obj place : N : pl > durch 4 und restaurants ersetzt,
respektive. Die Variable #part bezieht sich auf eine Partition des angegebenen
Merkmalpfades. Damit werden die drei folgenden Ausdru¨cke durch “Shadyside“,
“South Side“ und “East Liberty“ ersetzt. (Wa¨re statt der Variablen #part
die Variable gewa¨hlt worden, wu¨rde #partˆmiddle@[arg|dst|neighborhood]
durch den Ausdruck “South Side, Shady Side“ ersetzt worden, was den bei-
den mittleren Elementen mit den Indices 2 und 3 entspricht. Damit wu¨rde die
gesamte Aufza¨hlung lauten: “Shady Side, South Side, Shady Side and Squir-
rel Hill“) Damit wird dann folgender Satz generiert: “However, I found 4
restaurants in Shadyside, South Side and East Liberty. Which neighborhood
would you like to go to?“.
4.6.3 Schablonen-Constraints
Ein Schablonen-Constraint schra¨nkt die Situationen ein, in denen die durch den
Constraint partiell beschriebene Schablone eingesetzt werden kann.
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Deﬁnition 5 (Schablonen-Constraint). Ein Schablonen-Constraint hat die
Form type : (const = literal) wobei literal entweder eine Konstante oder ein
Variablenausdruck sein kann.
Es gibt verschiedene Typen von Schablonen-Constraints. Die Typen cha-
rakterisieren, welcher Aspekt der Dialogsituation durch den Constraint einge-
schra¨nkt werden soll, und die Constraintgleichung bestimmt, wie der durch den
Typ gegebene Aspekt eingeschra¨nkt werden soll. Die folgenden Typen werden
unterstu¨tzt: path, less,more und goalstate.
Pfad Constraints. Ein Schablonen-Constraint vom Typ bestimmt erlaub-
te Werte eines gegebenen Merkmalspfades. Die erlaubten Konstanten fu¨r den
Schablonen-Constraint path sind undefined, defined, ambiguous und unique,
mit den oﬀensichtlichen Bedeutungen. Die folgenden Constraints sind gu¨ltige
Constraints des Typs path.
path : (ambiguous = #objs@[arg|dst]) (4.6)
path : (undefined = #objs@[arg|dst]) (4.7)
Der erste Constraint beschreibt die Situation, in der der Wert des Merkmals-
pfades arg|dst mehr als einen Wert annimmt (wie es beispielsweise in (4.4)
der Fall ist). Der zweite Constraint beschreibt die Situation, in der der Wert
dieses Merkmalpfades undeﬁniert ist.
Numerische Constraints. Schablonen-Constraints vom Typ less oder more
schra¨nken die Anzahl der mo¨glichen Werte von Merkmalspfaden ein. Gu¨ltige
Konstanten eines numerischen Constraints sind Ganzzahlen; gu¨ltige Literale
sind Variablenausdru¨cke. Die Constraints,
less : (5 = #objs@[arg|dst]) (4.8)
more : (1 = #objs@[arg|dst]) (4.9)
wenn als Konjunktion interpretiert, beschreiben die Situation, in der der Wert
des Merkmalspfades arg|dst zwischen zwei und vier Werte entha¨lt.
Dialogzielzustand. Schablonen-Constraints vom Typ goalstate beschreiben
die Situation von Dialogzielen (siehe Abschnitt 5.4.1 fu¨r die Deﬁnition von Dia-
logzielbeschreibungen). Eine Dialogzielbeschreibung beschreibt eine Aufgabe,
die die Anwendung ausfu¨hren kann, wie beispielsweise Fahrtanweisungen zu
geben. Die Dialogzielbeschreibung ist im Zustand selected, wenn alle anderen
Beschreibungen ausgeschlossen wurden, und im Zustand finalized wenn der
der Dialogzielbeschreibung zugeordnete Dienst ausgefu¨hrt werden kann. Damit
sind selected und finalized gu¨ltige Konstanten und die Namen der Dialogziel-
beschreibungen sind gu¨ltige Literale. Der Constraint
goalstate : (finalized = Goal GiveDirections) (4.10)
beispielsweise ist erfu¨llt, wenn die Dialogzielbeschreibung mit dem Namen
Goal GiveDirections ausgefu¨hrt wird.
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4.7 Diskussion
Die in diesem Kapitel vorgestellten Mechanismen zur Grammatikverarbeitung
sind symbolischer Natur. In verschiedenen Arbeiten wurden Ansa¨tze verfolgt,
Grammatiken zu lernen [Walker et al., 2001,Buo, 1996]. Der Vorteil von ler-
nenden Systemen ist, das der Aufwand zum Schreiben von Grammatik- und
Konvertierungsregeln reduziert wird. Auf der anderen Seite muß eine entspre-
chend große Menge von Beispielsa¨tzen vorliegen. Da in dieser Arbeit der schnelle
Entwurf von Systemen im Vordergrund stand, kann nicht von ausreichend vie-
len Datenmengen ausgegangen werden. Der Nachteil symbolischer Ansa¨tze, der
hohe Entwicklungsaufwand, wurde durch die Vererbung von Grammatikregeln
und durch das Typisieren der Konvertierungsregeln gemildert. Damit ko¨nnen
existierende Komponenten wiederverwendet werden und Inkonsistenzen in den
Speziﬁkationen schnell entdeckt werden.
In [Rayner et al., 2001] wurde ein einfacher Ansatz zur Modularisierung von
Grammatikregeln beschrieben. Diese Arbeit geht jedoch nicht soweit wie die
vorliegende; insbesondere sind keine Vererbungsmechanismen, keine Konver-
tierungsregeln in semantischen Repra¨sentationen und keine Typu¨berpru¨fungen
vorgesehen.
4.8 Zusammenfassung
In diesem Kapitel wurden mehrere fu¨r generische Dialogverarbeitung notwen-
digen Verfahren beschrieben. Die fu¨r die Algorithmen no¨tigen Speziﬁkationen
ko¨nnen in unterschiedlichen Namensra¨umen speziﬁziert werden. Somit ko¨nnen
semantisch zusammenha¨ngende Speziﬁkationen in eigensta¨ndigen, wiederver-
wendbaren Modulen erfolgen.
Die beschriebenen Grammatikformalismen erlauben die Separierung von
syntaktischen und semantischen Aspekten. Da sich in vielen aufgabenorientier-
ten Dialogsystemen die syntaktische Form der Anfragen a¨hneln, ko¨nnen somit
Teile der Grammatiken wiederverwendet werden.
Der Satzanalysealgorithmus weist den Eingabesa¨tzen Struktur zu und er-
zeugt mithilfe der Grammatikannotationen die semantische Repra¨sentation. Ei-
ne wesentliche Eigenschaft des hier vorgestellten Verfahrens ist, daß die seman-
tischen Repra¨sentationen typisiert sind. Somit kann sichergestellt werden, daß
sich die verschiedenen semantischen Aspekte der Eingabe an “derselben Stelle“
in der semantischen Repra¨sentation wiederﬁnden.
Allgemeine Algorithmen ko¨nnen auf der Basis von unterspeziﬁzierten Merk-
malsstrukturen den semantischen Inhalt von Kla¨rungsfragen bestimmen. Auf
dem Ergebnis dieses Verfahrens aufbauend, werden geeignete Schablonen aus-
gewa¨hlt, um eine Oberﬂa¨chenform der Kla¨rungsfrage zu erhalten.
Alle hier angegebenen Algorithmen sind doma¨nen- und zielsprachun-
abha¨ngig; sie werden lediglich durch die verschiedenen Speziﬁkationen (Onto-
logie, Grammatik und Schablonen-Constraints) gesteuert.
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Kapitel 5
Diskurs, Dialog und
Datenbankdienste
Die vorausgehenden Kapitel bescha¨ftigten sich mit semantischen Repra¨sentatio-
nen und der Transformation von Text in semantische Repra¨sentation und um-
gekehrt. Die eigentliche Dialogverarbeitung beginnt allerdings erst nachdem die
semantische Repra¨sentation einer A¨ußerung generiert worden ist. Ein Dialogsy-
stem muß beispielsweise bestimmen, auf welche Objekte deﬁnite Beschreibun-
gen referieren, ob die Intention des Benutzer eindeutig erkannt werden konnte,
und wie die semantische A¨ußerungen im Diskurs verankert (engl. grounding)
werden mu¨ssen. Dieses Kapitel bescha¨ftigt sich mit Diensten, die diese Funk-
tionen implementieren. Genau wie die im letzten Kapitel beschriebenen Dienste
wird die Entscheidung, welche Dienst zu welcher Zeit angefordert wird, in der
Benutzerschnittstellenschicht getroﬀen.
5.1 Einleitung
Nachdem der Eingabetext, wie im letzten Kapitel beschrieben, analysiert und
in eine semantische Repra¨sentation umgewandelt worden ist, muß das Dialogsy-
stem entscheiden, was als na¨chstes zu tun ist. Es ist das Ziel des Benutzers, einen
von der Anwendung angebotenen Dienst anzufordern, wie zum Beispiel ein Ho-
tel zu reservieren oder einen Flug zu buchen. Dies ist vergleichbar mit den von
graphischen Oberﬂa¨chen bekannten callback Mechanismen [Myers, 1991] oder
typisierten Ereignismechanismen wie sie von Java her bekannt sind. Was gra-
phische Benutzeroberﬂa¨chen von sprachgesteuerten Oberﬂa¨chen unterscheidet,
ist, daß sprachgesteuerte Oberﬂa¨chen erlauben, den beabsichtigten Dienst der
Anwendung nur partiell zu speziﬁzieren. Wenn beispielsweise die A¨ußerung des
Benutzers ist “Buche einen Flug“, dann muß durch nachfolgende Interaktion
mit dem Benutzer und der Datenbank fehlende Information u¨ber das Objekt
unter Diskussion (der Flug) solange eingeholt werden, bis genu¨gend Information
vorhanden ist, um den entsprechenden Dienst der Anwendung anzufordern.
Konsequenterweise muß es dann einen informationsbasierten oder datenge-
triebenen Mechanismus geben, der dem Dialogsystem anzeigt, wann der Dialog
mit dem Benutzer genu¨gend Information erbracht hat, so daß eine Datenban-
kanfrage generiert oder ein Dienst der Anwendung angefordert werden kann.
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Dieser eher indirekt agierende Mechanismus steht in Kontrast zu den eher ereig-
nisbasierten Interaktionsmechanismen graphischer Benutzeroberﬂa¨chen. In gra-
phischen Benutzerschnittstellen gibt es eine eins-zu-eins Beziehung zwischen Er-
eignissen und Aktion; so werden beispielsweise durch einen Mausklick auf einen
Knopf alle im Knopf registrierten Listener von dem Knopfdruck informiert. In
natu¨rlichsprachlichen Benutzerschnittstellen gibt es jedoch im wesentlichen nur
ein Ereignis; na¨mlich, daß der Benutzer eine A¨ußerung produziert hat. Erst
nach der semantischen Analyse der A¨ußerung kann das Dialogsystem entschei-
den, wie es zu agieren hat.
In diesem Kapitel wird der Zusammenhang zwischen der im Diskurs enthal-
tenen Information und Anforderung von Diensten der Anwendung beschrieben.
Hier sind im besonderen drei Aspekte wichtig. Zum ersten gilt es die Frage zu
beantworten, wann und wie die semantischen Repra¨sentation im Diskurs veran-
kert werden sollen. Dies ist eine Interaktion zwischen Komponenten innerhalb
des Dialogsystems und nicht zwischen Dialogsystem und Anwendung.
Zweitens muß speziﬁziert werden, wann im Diskurs genu¨gend speziﬁsche
Objektbeschreibungen vorliegen, so daß eine Datenbankanfrage eﬃzient durch-
gefu¨hrt werden kann. Dies bezieht sich auf deﬁnite Beschreibungen (“das
na¨chste Restaurant) genauso wie auf Eigennamen (“zum Bundesverfassungs-
gericht“). In diesem Zusammenhang wird Datenbankanfrage sehr weitla¨uﬁg
verstanden. Eine Datenbankanfrage ist der Aufruf eines Dienstes durch eine
Objektbeschreibung, der eine Menge von Objektbeschreibungen zuru¨ckliefert.
Dieser Dienst kann natu¨rlich durch SqlDatenbanken, aber auch durch Internet-
Suchmaschinen oder sogar Dienste, die Referenzen auf passende Java Objekte
liefern, implementiert werden.
Der dritte Aspekt ist es, fu¨r das Dialogsystem zu bestimmen, wann die
von Benutzer intendierte Aktion der Anwendung eindeutig bestimmt werden
kann. Da sich die vorliegende Arbeit auf aufgabenorientierte Dialogsysteme be-
schra¨nkt, kann die Bestimmung der Intention des Benutzers durch die Auswahl
von einer aus einer Menge von vorher bestimmten Aktionen realisiert werden.
Dies geschieht durch das sukzessive Entfernen von den Aktionsbeschreibungen
aus einer Kandidatenliste, die inkompatibel mit der Information im Diskurs
sind. Wenn die Kandidatenliste nur noch eine Aktionsbeschreibung entha¨lt, und
alle zur Ausfu¨hrung des der Beschreibung zugeordneten Dienstes notwendige
Information akquiriert worden ist, kann der entsprechende Dienst angefordert
werden (oder informell ausgedru¨ckt: das Dialogziel wurde erreicht). Daru¨berhin-
aus wird deﬁniert, wenn den Dialog unterstu¨tzende Dienste angefordert werden
ko¨nnen bevor das Dialogziel erreicht worden ist.
Es sei bemerkt, daß ein vierter Mechanismus zur informationsbasierten
Interaktion zwischen Komponenten bereits im Abschnitt 2.5.3 u¨ber objekt-
orientierte Merkmalsstrukturen deﬁniert worden ist. Die objekt-orientierte Er-
weiterung, die es ermo¨glicht, Informationen von externen Wissensquellen in
die Merkmalsstrukturen zu inkorporieren, ist lediglich eine Alternative zur Be-
schreibung datengetriebener Interaktion zwischen Komponenten. Im Gegen-
satz zu den in diesem Kapitel beschriebenen Mechanismen speichern objekt-
orientierte Merkmalsstrukturen keine Zustandsinformation außer der bis zum
gegenwa¨rtigen Zeitpunkt angeforderten Dienste; diese Zustandsrepra¨sentation
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ist lokal in den Merkmalsstrukturen abgelegt. Die hier beschriebenen Algorith-
men basieren hingegen auf externen Zustandsrepra¨sentationen wie beispielswei-
se Diskursinformation.
5.2 Diskursbezogene Dienste
In Dialogsystemen muß eine geeignete Repra¨sentation des Diskurses vorliegen,
damit der Dialog vom Dialogsystem korrekt vorangetrieben und die angemesse-
nen Dienstanforderungen ausgefu¨hrt werden ko¨nnen. In fru¨hen Dialogsystemen
wurde Diskurs durch eine verkettete Liste von Rahmen repra¨sentiert. Baumarti-
ge Repra¨sentationen sind jedoch als ada¨quate Struktur zur Diskursrepra¨sentati-
on bekannt [Grosz and Sidner, 1986]. Im vorliegenden System ist eine baumar-
tige Repra¨sentation des Diskurses implementiert. Innere Knoten des Baumes
haben keinen Inhalt, sondern verweisen auf die To¨chterba¨ume. Ein Blatt im
Diskursbaum repra¨sentiert einen Turn und entha¨lt Repra¨sentationen fu¨r die
A¨ußerung selbst in Textform, die semantische Repra¨sentation der A¨ußerung so-
wie gegebenenfalls Repra¨sentationen der Objekte, auf die in der A¨ußerung re-
feriert wird. Zusa¨tzlich gibt einen Verweise auf den aktuellen Knoten im Baum.
Abbildung 5.1 zeigt einen Abbildung fu¨r eine Diskursrepra¨sentation.
obj_path
DST ?
act_givedir
          
 OBJ
To where ... ?
          
 OBJ
action
obj_path
DST bar
...bar ... 
sub dialogue
give me directions...
sub dialogue
act_givedir
          
 OBJ obj_path
Abbildung 5.1. Beispiel einer baumartigen Diskursrepra¨sentation. Innere Knoten des Baumes
verweisen auf Unterdialoge. Bla¨tter enthalten Repra¨sentationen des Turns, dessen semanti-
scher Repra¨sentation und der referenzierten Objektbeschreibungen. Der Pfeil zeigt auf den
Knoten, der gegenwa¨rtig unter Diskussion steht. Da der Unterdialog angeschlossen ist, wird
der Mutterknoten des abgeschlossenen Dialogs als der aktuelle Knoten betrachtet. Der schat-
tiert gezeichnete Knoten deutet die Position eines mo¨glicherweise folgenden Unterdialogs an.
Um die Diskursrepra¨sentation anpassen zu ko¨nnen, ko¨nnen die folgenden
Operationen auf dem Baum ausgefu¨hrt werden. Die Operation hinzufu¨gen()
fu¨gt einen neuen Blattknoten als Schwesterknoten des gegenwa¨rtig aktuellen
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Knoten in den Diskurs ein und verweist auf den neuen Knoten als den aktu-
ellen Knoten. Diese Operation wird beispielsweise verwandt, um eine Antwort
auf eine Frage in den Diskurs einzufu¨gen. Die Operation erzeugen() fu¨gt einen
neuen inneren Knoten als Schwesterknoten des gegenwa¨rtig aktuellen Knoten
in den Diskurs ein und verweist auf den neuen Knoten als den aktuellen Kno-
ten. Mit dieser Operation werden beispielsweise neue Subdialoge eingeleitet.
Die Operation abschließen() setzt den Mutterknoten des aktuellen Knotens als
neuen aktuellen Knoten. So wird beispielsweise das Beenden von Unterdialo-
gen verarbeitet. Abbildung 5.2 stellt die Operationen auf dem Diskursbaum
graphisch dar.
(a) (b)
(c)
Abbildung 5.2. Beispiel von Operationen auf der Diskursrepra¨sentation. Jeder Kreis entspricht
einem Turn. Die leicht gezeichneten Kreise zeigen die Stelle der na¨chsten A¨ußerung an. (a)
Einfu¨gen eines neuen Turns. (b) Erzeugen eines Subdialogs. (c) Abschließen eines Subdialogs.
5.3 Referierende Ausdru¨cke und Datenbankanfragen
Natu¨rlichsprachliche Dialogsysteme greifen typischerweise auf die eine oder an-
dere Form relationaler Datenbanken zu, in der Beschreibungen der Objekte in
der Doma¨ne abgelegt sind. Im Falle der Atis Systeme beispielsweise besteht die
Datenbank aus Information u¨ber Flugha¨fen, Flugverbindungen, Flugzeuge und
so weiter. Im Stadtinformationssystem bestehen die Datenbanken aus Karten-
daten, Informationen u¨ber Restaurants, Kinos oder Bars. Benutzer ko¨nnen auf
Datenbankinformation entweder explizit referieren (“Was ist der ku¨rzeste Weg
zur Fakulta¨t fu¨r Informatik?“) oder die Objekte durch ihre Eigenschaften iden-
tiﬁzieren (“Show me the ﬁrst ﬂight from Pittsburgh to Boston in the morning
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on USAir“). Es ist Aufgabe der hier beschriebenen Datenbankdienste, die vom
Benutzer beschriebenen Objekte aus der Datenbank anzufragen, oder, im Falle
daß diese Objekte nicht existieren, a¨hnliche Objekte zu ﬁnden.
Deﬁnition 1 (Datenbankanfrage). Eine Datenbankanfrage ist gegeben
durch eine Merkmalsstruktur F . Das Ergebnis einer Datenbankanfrage ist eine
mo¨glicherweise leere Menge von Merkmalsstrukturen {F1, . . . , Fn}.
Im allgemeinen ﬁnden Datenbankanfragen statt, nachdem die semantische
Repra¨sentation einer A¨ußerung in den Diskurs eingefu¨gt worden ist (aber siehe
Abschnitt 5.3.2 fu¨r eine feinere Kontrolle des Datenbankzugriﬀes). Abbildung
5.3 stellt die Beziehung zwischen Datenbankzugriﬀ und Diskurs her.
Parsing
obj_restaurant
NATIONALITY prp_french
DB
Access
"le Chatellier"
"la Charcuterie"
"E Carsion St"
"Ellsworth Ave"
123
3042
obj_restaurant
NATIONALITY  prp_french
stringNAME     
addressADDRESS
STREETNAME string
STREETNUMBER int
...a French restaurant...
Abbildung 5.3. Zusammenhang zwischen Datenbankzugriﬀ und Diskursbaum. In einem Knoten
des Diskursbaumes (dargestellt durch einen Kreis) sind die drei Repra¨sentationsebenen Test,
semantische Repra¨sentation und Objektrepra¨sentation enthalten.
5.3.1 Datenbank-Konvertierungsbeschreibungen
Da die Datenbankanfrage selbst durch eine Merkmalsstruktur F gegeben ist,
muß die Information in F in eine der Datenbank versta¨ndliche Anfrage umge-
wandelt werden. Dies geschieht unter Verwendung von Transformationsregeln
durch einen sprach- und doma¨nenunabha¨ngigen Algorithmus. Im folgenden wird
dieser Algorithmus am Beispiel von Sql Datenbanken beschrieben; es ist jedoch
einfach mo¨glich, Anfragen fu¨r Datenbanken anderer Formate zu implementie-
ren. Die Transformationsregeln u¨bersetzen eine Merkmalsstruktur in eine Da-
tenbankanfrage und konvertieren, durch inverse Anwendung, die Ergebnismenge
der Datenbankanfrage in eine Menge von Merkmalsstrukturen.
Die Tabellen in einer Sql Datenbank sind insofern selbstbeschreibend als
daß die Felder und Datentypen der Felder angefragt werden ko¨nnen. Um ei-
ne Merkmalsstruktur in eine Datenbankanfrage umwandeln zu ko¨nnen, muß
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der Systementwickler Beziehungen zwischen den Feldern in den Tabellen der
Datenbank und Merkmalspfaden in den Merkmalsstrukturen angeben. Die an-
gegebenen Beziehungen ko¨nnen (unter Verwendung der Typenhierarchie und
den selbstbeschreibenden Tabellen) auf Typsicherheit u¨berpru¨ft werden, so daß
sichergestellt werden kann, daß das Ergebnis einer Datenbankanfrage nur wohl-
typisierte Merkmalsstrukturen erzeugt.
Sei im folgenden DB eine relationale Datenbank mit Tabellen T =
{t1, . . . , tn} sowie Verknu¨pfungen L ⊆ T × T zwischen den Tabellen, die u¨ber
Prima¨rschlu¨ssel {lij : 1 ≤ i, j ≤ n, i = j} deﬁniert sind. Mit jeder Tabelle t ist
die Menge der Felder f(t) assoziiert, die t deﬁniert sind. Jeder Tabelle t wird
ein Typ θ(t) der Typenhierarchie 〈Type,〉 zugewiesen, der beschreibt, welche
Repra¨sentationen in der Tabelle t angefragt werden ko¨nnen. Damit ko¨nnen nun
die Konvertierungsregeln fu¨r Datenbankeintra¨ge deﬁniert werden.
Deﬁnition 2 (Datenbankkonvertierungsregeln). Die Konvertierungsre-
geln r(t) fu¨r eine Tabelle t einer Datenbank bestehen aus Paaren 〈π : τ, f〉 wobei
π ein Merkmalspfad und τ ein Typ ist, so daß approp(θ(t), π) wohldeﬁniert ist,
und f das zu konvertierende Feld in der Datenbank bezeichnet.
Wir nehmen im folgenden an, daß die Datenbank nur aus einer Tabelle t1
mit f(t1) = {f1, . . . , fn1} besteht. Weiterhin habe die Merkmalsstruktur F , die
die Anfrage repra¨sentiert, k Merkmalspfade πi deﬁniert, fu¨r die die entsprechen-
den Konvertierungsregeln 〈πi : τi, fi〉 vorhanden sind. Schließlich nehmen wir
an, daß die Funktion val : Type → String Typen in Zeichenketten konvertiert
(die Funktion ist unten genauer beschrieben). Die Typen der Werte der Merk-
malspfade werden mit vi bezeichnet. Dann ist die Sql Anfrage von folgender
Form.
Select
t1.f1, · · · , t1.fn1 Alle Felder fi auswa¨hlen
From t1 die in t1 vorhanden sind
Where wobei
t1.fi = val(v1) And die Fu¨ller der Felder den
. . . . . . And in der Merkmalsstruktur F
t1.fk = val(vk) angegebenen Typen entsprechen
(5.1)
Die Generierung der Sql Anfrage gestaltet sich komplizierter, wenn mehre-
re Verknu¨pfungen in der Datenbank vorhanden sind. Hier wird zuna¨chst durch
Inspektion aller bekannten Konvertierungsregeln die Menge T˜ ⊆ T der in die
Anfrage involvierten Tabellen t1, . . . , tm bestimmt. Dann deﬁniert T˜ die Knoten
und L˜ = (T˜ × T˜ )∩L die Kanten eines Graphs, der alle fu¨r die Anfrage beno¨tig-
ten Tabellen und eine Obermenge der beno¨tigten Verknu¨pfungen entha¨lt. Ein
Minimum-Spanning-Tree Algorithmus u¨ber dem Graphen bestimmt anschlie-
ßend die Menge E ⊆ T˜ aller zur Anfrage beno¨tigten Verknu¨pfungen. Die Sql
Anfrage besteht dann aus zwei Teilen: Der erste Teil entha¨lt fu¨r jede Tabelle
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ti eine Anfrage analog zu 5.2, und der zweite Teil besteht aus Constraints, der
die involvierten Tabellen miteinander verknu¨pft.
Select
t1.f1, · · · , t1.fn1 Alle Felder fi auswa¨hlen
...
... aus allen beteiligten Tabellen
tm.f1, · · · , tm.fnm auswa¨hlen
From t1, . . . , tm
Where wobei
t1.fi11
= val(v1) And
...
...
t1.fi1
k1
= val(vo) And

 Constraints der ersten Tabelle
...
...
tm.fim1 = val(vp) And
...
...
tm.fim
km
= val(vk) And

 Constraints der m-ten Tabelle
ti.fj = tk.fl ∀〈ti.fj , tk.fl〉 ∈ E〉
(5.2)
Die Konvertierung val eines Typs in einen String verdient besondere Beachtung.
Typisierte Merkmalsstrukturen erlauben die Repra¨sentation partieller Informa-
tion durch die Angabe nicht maximaler Typen. Die folgenden Merkmalsstruktur
beispielsweise[
obj restaurant
nationality asian
]
subsumiert die beiden folgenden maximalen Merkmalsstrukturen[
obj restaurant
nationality japanese
][
obj restaurant
nationality chinese
]
wenn wir asian  japanese, chinese annehmen. Allerdings ist Zugriﬀ auf die
Subsumptionsbeziehung von Seiten der Datenbank aus nicht mo¨glich, da die
Fu¨ller der Felder alle als Strings behandelt werden.1 Dies bedeutet, daß eine
Sql Anfrage der Form
Select
Restaurants.name,Restaurants.nationality
From Restaurants
Where
Restaurant.nationality = asian
nicht in der Lage ist, Objekte zu ﬁnden, deren nationality Feld mit dem Wert
chinese oder japanese gefu¨llt ist. Deswegen deﬁnieren wir die Konvertierung
von Typen wie folgt.
1 Diese Problem ko¨nnte durch Verwendung einer objekt-orientierten Datenbank umgangen
werden. Allerdings sind objekt-orientierte Datenbanksysteme noch nicht weitla¨uﬁg akzep-
tiert.
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Deﬁnition 3 (Typen-Konversion). Die Typenkonversion val(τ) eines Typs
τ ∈ 〈Type,〉 in eine Zeichenkette ist deﬁniert als die Zeichenkette “τ1 or . . .
or τm“ wobei {τ1, . . . , τm} die Menge aller maximalen Typen ist, die von τ
subsumiert werden.
Die Deﬁnition impliziert, daß val(τ) = “τ“ wenn immer τ maximal ist. Im
obigen Beispiel wu¨rde die Datenbankanfrage wie folgt aussehen.
Select
Restaurants.name,Restaurants.nationality
From Restaurants
Where
Restaurant.nationality = japanese or
Restaurant.nationality = chinese or
Restaurant.nationality = thai or
Restaurant.nationality = korean
falls japanese, chinese, thai und korean alle der Typenhierarchie asiatische Na-
tionalita¨ten sind.
5.3.2 Steuerung des Datenbankzugriﬀes
Die bis jetzt angegebene Konvertierungsinformation erlaubt es dem Dialogsy-
stem, eine partiell speziﬁzierte Merkmalsstruktur in eine Sql Anfrage umzu-
wandeln. Die Elemente der Ergebnismenge werden auf umgekehrten Weg zu
einer unterspeziﬁzierten Merkmalsstruktur zuru¨ckgewandelt. Die unterspeziﬁ-
zierte Struktur dient dann als Basis zur Generierung von Kla¨rungsfragen, wie
in Abschnitt 4.5 beschrieben. Dieses Verfahren ist deswegen vorteilhaft, weil
dem Benutzer nur die Objekte zur Auswahl angeboten werden, die tatsa¨chlich
in der Datenbank vorhanden sind.
Manchmal ist es allerdings besser, Datenbankzugriﬀe zu einem spa¨teren
Zeitpunkt durchzufu¨hren. Inbesondere große Datenbanken fu¨hren in Kombina-
tion mit wenig informativen Merkmalsstrukturen F zu großen Ergebnismengen.
Der Satz “Show me all ﬂights“ in der Atis Doma¨ne wu¨rde alle Flu¨ge der USA
als Ergebnismenge zuru¨ckliefern und entsprechend zeitaufwendig zu verarbeiten
sein.
Um diese Situation zu vermeiden, ko¨nnen sogenannte Datenbankwa¨chter
speziﬁziert werden.
Deﬁnition 4 (Datenbankwa¨chter). Ein Wa¨chter G fu¨r eine Datenbank D
ist eine typisierte Merkmalsstruktur, die den Zugriﬀ auf D kontrolliert. Nur die
Merkmalsstrukturen F werden als Basis fu¨r Datenanfragen erlaubt, die von G
subsumiert werden.
Als ein Beispiel soll der Zugriﬀ auf die Restaurant-Datenbank beschra¨nkt
werden. Ein Datenbankzugriﬀ soll nur dann erfolgen, wenn mindestens die Na-
tionalita¨t, die Preiskategorie oder der Name des Restaurants bekannt ist. Die
Datenbankwa¨chter sehen aus wie folgt.
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Datenbankwa¨chter
guard Restaurant1 {
[NATIONALITY] > prp nationality,
[] >= obj restaurant
};
guard Restaurant2 {
[PRICE] > prp price,
[] >= obj restaurant
};
guard Restaurant3 {
[NAME] > string,
[] >= obj restaurant
};
Abbildung 5.4. Ein Beispiel fu¨r Datenbankwa¨chter
5.4 Dialogziele
Dialogsysteme verfu¨gen typischerweise u¨ber ein Modell, das beschreibt, welche
Aufgaben das System lo¨sen kann (engl. task model) [Flycht-Eriksson, 1999]. Die
Komplexita¨t des Aufgabenmodells ist oﬀensichtlich abha¨ngig von der Kom-
plexita¨t der zu lo¨senden Aufgabe. Manche Dialogsysteme verfu¨gen u¨ber KI-
Planungssysteme, wie zum Beispiel Trains[Allen et al., 1996], wa¨hrend hinge-
gen die meisten Systeme eine Art rahmenbasiertes Aufgabenmodell (engl. form
ﬁlling) implementieren [Papineni et al., 1999,Ward, 1994]. Das Aufgabenmodell
stellt das Verbindungselemente zwischen der Sprachverarbeitungskomponente
und der eigentlichen Anwendung dar.
Im dem hier verfolgten Ansatz wurde ein einfaches Aufgabenmodell gewa¨hlt.
Das Aufgabenmodell besteht aus einer Menge von Dialogzielbeschreibun-
gen. Jedes Dialogziel beschreibt einen Dienst, den die Anwendung ausfu¨hren
kann. Einem Dialogziel ist eine Merkmalsstruktur zugeordnet, die den mi-
nimalen Informationsgehalt beschreibt, der zum Ausfu¨hren des assoziierten
Dienstes notwendig ist. Diese Art des Aufgabenmodells ist eine erweiterte
Form des in [Denecke and Waibel, 1997] beschriebenen und ist a¨hnlich de in
[Papineni et al., 1999] beschriebenen Forms.
Der Grund fu¨r die Wahl eines einfachen Aufgabenmodells ist (wieder ein-
mal) die Anforderung an das Dialogsystem, doma¨nenunabha¨ngig zu sein. Die
U¨berlegung ist wie folgt. Wenn eine bestimmte Anwendung ein komplexeres
Aufgabenmodell beno¨tigt, dann muß es die Funktion eines Moduls außerhalb
des Dialogsystems sein, diese Funktionalita¨t zu implementieren. Das gewa¨hl-
te Aufgabenmodell hat somit lediglich die Funktion, externe Module von der
Notwendigkeit einer Dienstanforderung zu informieren. Damit bleibt das Auf-
gabenmodell einfach und doma¨nenunabha¨ngig.
5.4.1 Dialogzielbeschreibungen
Eine Dialogzielbeschreibung ordnet eine minimale Menge an Informationen ei-
nem Dienst der Anwendung zu. Die Informationsmenge ist beschrieben durch
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eine Merkmalsstruktur. Die Bedeutung dieser Zuordnung ist, daß, wenn im-
mer die von der Dialogzielbeschreibung geforderte Informationsmenge im Dis-
kurs vorhanden ist, und daru¨ber hinaus alle anderen Dialogzielbeschreibungen
inkompatibel mit der Information mit Diskurs sind, wurde die Intention des
Benutzers vom Dialogsystem erkannt, und der der Dialogzielbeschreibung zu-
geordnete Dienst kann angefordert werden. Abbildung 5.5 zeigt ein Beispiel fu¨r
eine Dialogzielbeschreibung.


act givedirections
arg


obj building
name string
posx int
posy int




Abbildung 5.5. Eine Dialogzielbeschreibung mit einer unteren informationellen Schranke. Um
Fahrtanweisungen geben zu ko¨nnen, muß der Name des Zielortes und dessen Position bekannt
sein.
Zusa¨tzlich ist es mo¨glich, Defaultinformation in der Dialogzielbeschreibung
abzulegen, um die Dialoge zu verku¨rzen. In Abbildung 5.6 ist eine Dialogziel-
beschreibung gezeigt, die als Abﬂugsort Pittsburgh annimmt, wenn keine ge-
gensa¨tzliche Information im Diskurs vorliegt.


act givedirections
arg


obj home
name “My home“
posx 234
posy 256




Abbildung 5.6. Default-Information. Ist kein Zielort angegeben, wird nach Hause gefahren
Daru¨ber hinaus ist es mo¨glich, die Anzahl der Objekte im Diskurs zu be-
schra¨nken, die eine Dialogzielbeschreibung erfu¨llen. Wenn ein Benutzer aus ei-
ner Menge mo¨glicher Flu¨ge auswa¨hlen mo¨chte, ko¨nnte zum Beispiel die Anzahl
der die Beschreibung erfu¨llenden Objekte mit der Bildschirmgro¨ße korrelieren.
Wenn der Benutzer hingegen einen Flug buchen mo¨chte, muß das den Flug
beschriebende Objekt eindeutig bestimmt sein.
Als weitere Interaktion mit der Anwendung besteht die Mo¨glichkeit, Dien-
ste anzufordern, bevor das vom Benutzer intendierte Dialogziel feststeht. Wenn
in einem Stadtinformationskiosks beispielsweise eine Hotelreservierung vorge-
nommen werden soll, sollten die verschiedenen Hotels bereits auf einer Karte
angezeigt werden (ein Dienst der Anwendung), bevor das eigentliche Dialogziel,
na¨mlich eine Hotelreservierung durchzufu¨hren, erreicht ist. Abbildung 5.7 zeigt
ein solches Beispiel.
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

act givedirections
arg
[
obj hotel
posx int
posy int
] 
Abbildung 5.7. Unterziele. Sind die Positionen von Hotels bekannt, werden sie auf der Karte
angezeigt, auch wenn das zu reservierende Hotel noch nicht eindeutig bestimmt worden ist.
Schließlich muß die Dialogzielbeschreibung noch die Dienstanforderungen
der Dienst enthalten, die bei Erreichen des Dialogzieles aufgerufen werden. Dies
wird erreicht durch die Angabe der Dienste der Anwendung, zusammen mit den
geforderten Parametern. Die obigen U¨berlegungen fu¨hren dann zu den folgenden
formalen Deﬁnitionen.
Deﬁnition 5 (Dienstbeschreibung). Eine Dienstbeschreibung
〈networkaddress :: name type1, . . . , typen〉 ist eine Repra¨sentation ei-
nes u¨ber Netzwerke durchzufu¨hrenden Prozeduraufrufes, gegeben durch eine
Netzwerkaddresse eines Servers, den Namen des anzufordernden Dienstes und
den Typen der Parameter.
Deﬁnition 6 (Dialogzielbeschreibung). Eine Dialogzielbeschreibung ist
ein Tupel 〈D,D′,M, {D1, . . . ,Dn}, {M1, . . .Mn},min,max〉 wobei die Mini-
male Information D, die Default Information D′ und die Unterzielbeschreibun-
gen Di Merkmalsstrukturen, und min und max natu¨rliche Zahlen sind so daß
1. D und D′ kompatibel sind,
2. Di  D,
3. min < max,
und M und Mi Mengen von Dienstbeschreibungen sind, die dem Dialogziel
respektive dem i-ten Unterziel zugeordnet sind.
Die Defaultinformation muß kompatibel mit der minimalen Information
sein, damit, falls Defaultinformation zum Dienstaufruf verwendet wird, eine
konsistente Beschreibung der Intention des Benutzers erhalten wird. Die Un-
terziele mu¨ssen weniger Information fu¨r ihre Ausfu¨hrung beno¨tigen so daß die
Ausfu¨hrung der Unterziel-Dienste vor der Ausfu¨hrung der Dialogziel-Dienste
gewa¨hrleistet ist.
5.4.2 Das Aufgabenmodell
Wie oben schon erwa¨hnt, ist das Aufgabenmodell nicht viel mehr als eine Menge
von Dialogzielbeschreibungen.
Deﬁnition 7 (Aufgabenmodell). Das Aufgabenmodell fu¨r eine gegebene
Anwendung besteht aus einer Menge {G1, . . . ,Gn} von Dialogzielbeschreibun-
gen Gi so daß die folgenden Bedingungen erfu¨llt sind:
(i) Nichttriviale Zielbeschreibungen
⊥  Di fu¨r alle i.
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(ii) Unabha¨ngige Zielbeschreibungen
Fu¨r die minimale Information Di,Dj der Dialogzielbeschreibungen Gi,Gj ,
und i = j gilt Di  Dj .
Nichttriviale Zielbeschreibungen werden gefordert, um sicherzustellen, daß
Dialog tatsa¨chlich stattﬁnden kann und nicht die semantischen Repra¨sentati-
on des ersten A¨ußerung des Benutzers, unabha¨ngig vom Inhalt, eine Dialog-
zielbeschreibung trivialerweise erfu¨llt. Unabha¨ngige Zielbeschreibungen werden
gefordert
Unabha¨ngige Zielbeschreibungen werden gefordert, um sicherzustellen, daß
alle Dialogziele erreicht werden ko¨nnen. Um zu sehen, warum, nehmen wir an,
daß zwei Zielbeschreibungen G1,G2 mit minimaler Information D1,D2 existie-
ren, sodaß D1  D2. Wie oben beschrieben, stehen D1 und D2 fu¨r die minimal
Information, die im Diskurs vorhanden sein muß, um die mit G1,G2 assozi-
ierten Dienste anzufordern. Ist die Information im Diskurs speziﬁsch genug, so
daß sie von D1 subsumiert wird, ist die Dialogzielbeschreibung G1 erreicht und
die G1 zugeordneten Dienste werden angefordert. Sowie das Dialogsystem wie-
der die Kontrolle u¨bernimmt, nimmt es richtigerweise an, daß ein neuer Dialog
startet, da ja ein Dialogziel erreicht worden ist. Dies bedeutet, daß G2 niemals
erreicht werden kann.
In der vorliegenden Implementierung werden die Bedingungen an das Auf-
gabenmodell vor Systemstart u¨berpru¨ft.
Als weiterer Kommentar sei vermerkt, daß das Aufgabenmodell zur Laufzeit
ausgetauscht werden kann. Damit ist es zum Beispiel mo¨glich, in einer ECom-
merce Anwendung verschiedene Aufgaben wa¨hrend der Auswahl von Gu¨tern
(wie zum Beispiel in den Einkaufskorb legen) und wa¨hrend des Bezahlens zu
haben.
5.5 Zusammenfassung
Die drei in diesem Kapitel beschriebenen Interaktionsformen sowie die objekt-
orientierten Erweiterungen der Merkmalsstrukturen ko¨nnen durch die Regel
if available information is at-least-as-speciﬁc-as some bound and
some device dependent condition is met then start interaction.
beschrieben werden.
Wenn man statt der Interaktionsformen diese Regel betrachtet, werden die
Vorzu¨ge des verfolgten Ansatzes sofort klar: das Verhalten des Dialogsystems
kann ganz allein u¨ber Subsumptions- und Kompatibilita¨tsrelationen der im Dis-
kurs vorhanden Information mit den Komponenten des Dialogsystems beschrie-
ben werden. Da die Repra¨sentationen selbst, die typisierten Merkmalsstruk-
turen, wiederum von der Typenhierarchie (siehe Abschnitt 2.2) parametrisiert
werden, kann die Beschreibung des Systemverhaltens sprach- und doma¨nenun-
abha¨ngig erfolgen.
Der zweite Teil dieser Arbeit bescha¨ftigt sich damit, wie genau das System-
verhalten beschrieben wird.
Teil II
Ein Katalog von
Interaktionsmustern

Kapitel 6
Informationelle Klassiﬁkation
der Dialogzusta¨nde
Im zweiten Teil dieser Arbeit wird beschrieben, wie eine allgemeine, d.h.
doma¨nen- und sprachunabha¨ngige Dialoglogik die im ersten Teil beschriebenen
Dienste anfordert, um ein Dialogsystem zu implementieren.
Damit ein Dialogsystem in scheinbar intelligenter Weise auf Eingaben rea-
gieren kann, muß eine Repra¨sentation des Dialogzustandes vorliegen. In die-
sem Kapitel wird beschrieben, wie dieser Dialogzustand doma¨nen- und spra-
chunabha¨ngig repra¨sentiert werden kann. Als ein Beispiel betrachte man zwei
verschiedene Dialogsysteme, zum Beispiel einen Stadtauskunftskiosk und ein
Zugreservierungssystem. Das Stadtinformationssystem bietet die Mo¨glichkeit
an, Hotel- und Restaurantinformationen anzuzeigen, oder Fahrtanweisungen zu
Zielorten zu geben. Das Zugreservierungssystem erlaubt es dem Benutzer, Zu-
gausku¨nfte abzufragen oder Reservierungen vorzunehmen oder zu widerrufen.
Oﬀensichtlich sind die angebotenen Dienstleistungen, das verwendete Vokabular
und die verfu¨gbaren Datenbanken in beiden Anwendungen unterschiedlich. Vom
Standpunkt der Dialogverarbeitung hingegen weisen beide Systeme genu¨gend
A¨hnlichkeiten auf, so daß diese A¨hnlichkeiten isoliert und generalisiert werden
ko¨nnen.
Nehmen wir an, der Benutzer mache die folgenden A¨ußerungen zu jeweiligen
System:
(i) Show me some middle class hotels downtown
(ii) I want to make a reservation for tomorrow
Nehmen wir weiter an, daß die unterstrichenen Teile vom Dialogsystem igno-
riert werden, zum Beispiel durch Fehlerkennung oder fehlende Grammatikab-
deckung. In beiden Fa¨llen ist unklar, was die Intention des Benutzers ist: im
ersten Fall ko¨nnte der Benutzer eine Hotelreservierung vornehmen wollen, oder
den ku¨rzesten Weg zu einem Restaurant angezeigt bekommen wollen. Im zwei-
ten Fall ko¨nnte es sich um eine Reservierung oder deren Widerruf handeln.
In beiden Fa¨llen muß das Dialogsystem weitere Information akquirieren, be-
vor es die Dienste der Anwendung anfordern kann. Es ist aus der Sichtweise
von allgemeinen Dialogstrategien von daher sinnvoll, diese Gemeinsamkeit in
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einem abstrakten Dialogzustand zu repra¨sentieren. Mit anderen Worten, die
interne Zustandsrepra¨sentation in beiden System ist die gleiche in Bezug auf
die na¨chste Aktion des Dialogsystems.
Um das Beispiel fortzusetzen, nehmen wir an, daß das System in beiden
Fa¨llen eine Kla¨rungsfrage stellt. Die Antwort des Benutzer ist
(i) Display on the map
(ii) Book the reservation
Nachdem in beiden Fa¨llen die semantischen Repra¨sentationen erzeugt und
in den Diskurs inkorporiert wurden, sind beide Systeme wieder in demselben
Dialogzustand bezu¨glich der na¨chsten Aktion, die vom Dialogsystem unternom-
men werden muß. Jetzt verfu¨gt das Dialogsystem u¨ber genu¨gend Wissen, um
die vom Benutzer gewu¨nschte Aktion zu bestimmen, hat jedoch nicht genug In-
formation, um die Aktion auszufu¨hren (Hotelname und Abfahrtsort, respektive,
fehlen).
Es ist jedoch nicht wirklich no¨tig, die explizit modellierten Zusta¨nde zu
durchwandern. Fu¨r die Dialogverarbeitung ist es vielmehr wichtig zu bestim-
men, ob eine gegebene Eigenschaft im gegenwa¨rtigen Zustand wahr ist oder
nicht. Im obigen Beispiel sind die beiden betrachteten Eigenschaften, ob das
Dialogziel eindeutig bestimmt ist und ob zur Ausfu¨hrung des Dialogzieles noch
Information fehlt. Es ist oﬀensichtlich, daß die Dialogstrategie in Abha¨ngigkeit
dieser Eigenschaften formuliert werden kann, und eine explizite Modellierung
des Dialogzustandes nicht beno¨tigt wird. Nehmen wir weiter an, daß das oben
beschriebene Dialogsystem so erweitert werden soll, daß bei Konﬁdenzannota-
tionen unter 80 Prozent eine Besta¨tigungsfrage gestellt werden soll. Nehmen
wir an, daß n Felder erfragt werden mu¨ssen. Dann gibt es im endlichen Auto-
maten im schlimmsten Fall 2n Zusta¨nde (die Information fu¨r jedes Feld kann
bekannt oder unbekannt sein). Wird jetzt jedoch die Information u¨ber die Kon-
ﬁdenzannotation hinzugefu¨gt, steigt die Anzahl der Zusta¨nde auf 3n (der Wert
fu¨r jedes Feld kann unbekannt sein, oder bekannt mit Konﬁdenz kleiner gleich
80 Prozent oder bekannt mit Konﬁdenz u¨ber 80 Prozent).
Fu¨r die Entscheidungsﬁndung in der Dialogstrategie ist es aber nicht erfor-
derlich, all diese Information in Betracht zu ziehen. Es ist vielmehr erforderlich
zu wissen, ob es ein Feld mit Konﬁdenz kleiner gleich 80 Prozent gibt, um eine
entsprechende Besta¨tigungsfrage zu generieren. Fu¨r welches Feld die Frage ge-
neriert werden muß, kann dann lokal vom Generierungsalgorithmus bestimmt
werden.
6.1 Einleitung
In den Kapiteln 2 und 3 wurden verschiedene Repra¨sentationsformen fu¨r Infor-
mation im Diskurs beschrieben. In Kapitel 4 wurde beschrieben, wie natu¨rlich-
sprachlicher Text in Repra¨sentationen und zuru¨ck konvertiert werden kann. In
Kapitel 5 wurde die Konvertierung zwischen Datenbanken und Repra¨sentatio-
nen beschrieben. Dieses Kapitel charakterisiert den Dialogzustand in Abha¨ngig-
keit der im ersten Teil der Arbeit beschriebenen Prozesse. Da diese Prozesse
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doma¨nen- und sprachunabha¨ngig deﬁniert worden sind, ist es mo¨glich, auch die
Charakterisierung doma¨nen- und sprachunabha¨ngig zu halten.
Das Ziel der Charakterisierung des Dialogzustandes ist es, ein Maß des Fort-
schritts des Dialogs zu erhalten. Mit anderen Worten, die Charakterisierung
des Dialogzustandes beantwortet die Frage: “Wie dicht ist der Dialog an der
Ausfu¨hrung eines Dialogzieles?“. Natu¨rlich ist die Charakterisierung des Dialo-
gzustandes nur Mittel zu dem Zweck, die na¨chste Aktion des Dialogsystems zu
beschreiben. Wie dies genau geschieht, ist Gegenstand des folgenden Kapitels.
Es ist jedoch notwendig, diese Motivation nicht aus den Augen zu verlieren,
da die Charakterisierung des Dialogzustandes fein genug sein muß, um alle
gewu¨nschten Aktionen ausdru¨cken zu ko¨nnen.
Die Charakterisierung des Dialogzustandes geschieht durch eine Menge von
Zustandsvariablen. Jede Zustandsvariable mißt einen Aspekt des Dialogs. Der
Dialogzustand ist dann gegeben durch die Wertebelegung der Zustandsvaria-
blen.
6.2 Konsistenz und Qualita¨t der Eingabe: Zustandsvariable
TurnQuality
Die Eingabe zu dem Dialogsystem wird von einem Spracherkenner bereitge-
stellt. Beim heutigen Stand der Technik treten Spracherkennungsfehler noch
ha¨uﬁg auf; dies kann zum Beispiel durch Dialekt, Out of vocabulary words oder
andere Ursachen begru¨ndet sein. Oﬀensichtlich fu¨hren Spracherkennungsfehler
zu verringerter Eﬀektivita¨t des Dialogsystems. Es ist von daher wu¨nschens-
wert, das Auftreten von Spracherkennungsfehlern zu erkennen und im Dialog
entsprechend zu reagieren.
6.2.1 Deﬁnition der Zustandsvariable
Die Qualita¨t der Eingabe wird in der Zustandsvariable TurnQuality erfaßt.
Es ist Aufgabe der Variable zu beschreiben, ob die semantische Repra¨sentation
der letzten Eingabe ignoriert werden soll oder nicht. Desweiteren ist im letzteren
Fall anzugeben, ob Teile der Repra¨sentation verwendet werden sollen. Sollen
Teile der Repra¨sentation ignoriert werden, kann es hilfreich sein zu beschreiben,
ob die geringe Qualita¨t dieser Teile durch geringe Konﬁdenzbewertungen oder
inkonsistente Repra¨sentationen begru¨ndet sind. Damit ergibt sich die folgende
Deﬁnition der Zustandsvariable.
Deﬁnition 1 (Zustandsvariable TurnQuality). Die Zustandsvariable
TurnQuality beschreibt die Qualita¨t der semantischen Repra¨sentation des ge-
genwa¨rtigen Turns. Die Werte, die die Variable annehmen kann, sind (i)
good quality, (ii) low conﬁdence, (iii) partially inconsistent representation und
(iv) poor quality, jeweils mit den oﬀensichtlichen Bedeutungen.
Bevor auf die Bestimmung des Variablenwertes eingegangen wird, soll
noch einmal erwa¨hnt werden, daß eine Variablenbelegung keinerlei Aktion vor-
schreibt. Im Gegenteil, es ist Aufgabe der Zustandsvariablen den gegenwa¨rtigen
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Zustand fein genug zu klassiﬁzieren, so daß im na¨chsten Schritt eine Dialogstra-
tegie (die bezu¨glich der Zustandsvariablen formuliert ist) die no¨tigen Aktionen
auslo¨sen kann. Damit kann eine einfache Anpassung an verschiedene System-
Anforderungen vorgenommen werden. In manchen Anwendungen, wie zum Bei-
spiel der Eingabe von Kreditkarten-Informationen, ist es no¨tig, im Falle von
inkonsistenter Eingabe die gesamte Eingabe wiederholen zu lassen. In anderen
Anwendungen ko¨nnen die inkonsistenten Teile der Repra¨sentationen ignoriert
und die ignorierte Information durch Kla¨rungsfragen bestimmt werden. Dieses
Beispiel zeigt, daß Zustandsvariablen die Repra¨sentation des Dialogzustandes
von der Repra¨sentation der Aktionen des Systems trennt.
6.2.2 Bestimmen der Variablenbelegung
In dieser Arbeit werden im wesentlichen drei Merkmale verwandt, um das Auf-
treten von Spracherkennungsfehlern zu erkennen. Zum einen kann die Hypo-
these mit Konﬁdenzmaßen annotiert werden. Ist das Vertrauen des Erkenners
unterhalb eines gewissen Schwellwertes, wird ein Teil der Hypothese – oder
gegebenenfalls die gesamte Hypothese ignoriert.
Daru¨ber hinaus gibt der Parser Auskunft daru¨ber, wieviel Worte der Einga-
be durch Grammatikregeln abgedeckt werden konnten. Damit kann erfaßt wer-
den, ob Teile der Eingabe zwangsweise ignoriert werden mu¨ssen, da sie nicht in
semantische Repra¨sentationen umgewandelt werden ko¨nnen.
Schließlich kann die vom Parser erzeugte semantische Repra¨sentation fu¨r
die Detektion von Fehlerkennungen verwandt werden. Wie in Abschnitt 4.3.1
erla¨utert, garantiert das Format der Grammatikregeln, daß eine grammatika-
lische1 Eingabe eine konsistente und wohlgetypte Merkmalsstruktur erzeugt.
Dies bedeutet aber, daß eine inkonsistente oder nicht wohltypisierbare Merk-
malsstruktur durch einen ungrammatikalischen Satz erzeugt worden sein muß.
In diesem Fall ko¨nnen Teile der erstellten Repra¨sentation zuru¨ckgewiesen wer-
den.
6.3 Gesamtqualita¨t des Dialogs
Um ein vollsta¨ndiges Bild des fortschreitenden Dialogs zu erhalten, ist es
notwendig, nicht nur die Qualita¨t der aktuellen A¨ußerung zu untersuchen.
Daru¨ber hinaus ist es auch notwendig, die Gesamtqualita¨t des gesamten Dia-
logs zu beru¨cksichtigen. Wenn beispielsweise die Qualita¨t der Spracherkennung
zu schlecht wird, steigt die Anzahl der Kla¨rungs- und Besta¨tigungsfragen, und
damit auch die Frustation des Benutzers. Die Beobachtung der Gesamtqualita¨t
erlaubt es dann in solchen Fa¨llen beispielsweise, einen Anruf zu einem mensch-
lichen Operator zu transferieren.
1 Grammatikalisch ist in diesem Zusammenhang relativ zu der verwendeten Grammatik zu
verstehen. So ist beispielsweise eine Eingabe, die von der Grammatik vollsta¨ndig analysiert
wird, grammatikalisch bezu¨glich der verwendeten Grammatik, auch wenn der Eingabesatz
kein korrekter Satz des Deutschen ist.
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6.3.1 Deﬁnition der Zustandsvariable
Die Gesamtqualita¨t des fortschreitenden Dialogs wird durch eine Zustandsvaria-
ble OverallQuality erfaßt. Das Intervall der mo¨glichen Werte, die die Varia-
ble annehmen kann, reicht von poor zu perfect. Die minimale Anzahl der Inter-
aktionen zwischen Benutzer und Dialogsystem bestimmt dann die Anzahl der
Zwischenwerte. Wenn das Dialogsystem beispielsweise nach drei fehlgeschlage-
nen Interaktionsversuchen den Dialog abbrechen soll, muß es zwei weitere Wer-
te intermediate1 und intermediate2 geben. Feinere Abstufungen sind mo¨glich,
falls erforderlich. Damit ergibt sich folgende Deﬁnition der Zustandsvariable.
Deﬁnition 2 (Zustandsvariable OverallQuality). Die Zustandsvariable
OverallQuality beschreibt die Gesamtqualita¨t des fortschreitenden Dialogs.
Die Wertebelegung der Variable umfaßt die Werte poor und perfect sowie wei-
tere Zwischenwerte intermediate1 und intermediate2.
6.3.2 Bestimmen der Variablenbelegung
Die initiale Variablenbelegung bei Beginn des Dialogs ist perfect. Der Wert der
Variable wird in Abha¨ngigkeit des Wertes der Variable TurnQuality ange-
paßt. Ist der Wert von TurnQuality good quality, wird der Wert der Variable
OverallQuality unvera¨ndert gelassen. Anderenfalls wird der Wert der Va-
riable OverallQuality auf den Vorga¨nger des gegenwa¨rtigen Wertes gesetzt.
6.4 Der Sprechakt der aktuellen A¨ußerung
Sprechakterkennung ist seit langem Gegenstand der Forschung
[Traum and Hinkelman, 1992,Traum, 1999]. Sprechakterkennung ist in
Bezug auf natu¨rlichsprachliche Dialogsysteme deswegen wichtig, weil der
Sprechakt einer A¨ußerung – zumindest teilweise – bestimmt, wie die seman-
tische Repra¨sentation der A¨ußerung in den Diskurs eingefu¨gt werden soll
und welche Aktionen das System in Antwort auf die gegenwa¨rtige A¨ußerung
ausfu¨hren soll. Dieser Punkt wird durch folgendes Beispiel erla¨utert. Wenn
das Stadtinformationskiosk etwa die Kla¨rungsfrage stellt “Mo¨chten Sie im
Hotel Kaiser, im Stadthotel oder im Holiday Inn ein Zimmer reservieren?“,
wird versucht, die folgende A¨ußerung des Benutzers als Antwort auf die
Kla¨rungsfrage zu interpretieren. Antwortet der Benutzer hingegen mit einer
Gegenfrage, so zum Beispiel “Welches Hotel ist am billigsten?“ so kann
eine Sprechakterkennung die Fehlinterpretation der A¨ußerung als Antwort
verhindern. Damit dient die Sprechakterkennung auch als Indikator fu¨r die
Diskursstruktur [Grosz and Sidner, 1986], da, wie in diesem Beispiel, ein
Unterdialog ero¨ﬀnet werden kann.
6.4.1 Deﬁnition der Zustandsvariable
Der Sprechakt der gegenwa¨rtigen A¨ußerung des Benutzers wird in der Zu-
standsvariable SpeechAct vermerkt. Die Wertebelegung der Variable, mo¨gli-
che Sprechakte also, wird dann durch eine Sprechakt-Taxonomie gegeben. Das
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Erstellen von Sprechakt-Taxonomien ist intensiv erforscht worden. Allerdings
war das Ziel dieser Forschung zumeist, einen Sprechakt-Katalog zu erstellen, der
die Sprechakte im Dialog von einem linguistischen Standpunkt aus optimal be-
schreibt. Die Motivation bei der hier zu verwendenden Sprechakt-Taxonomie ist
jedoch zu beschreiben, welche Aktion das Dialogsystem am besten ausfu¨hren
soll. Aus diesem Grunde wurde eine Sprechakt-Taxonomie eigens zu diesem
Zweck entwickelt. Abbildung 6.1 zeigt die verwendete Sprechakt-Taxonomie.
sa_whquestion sa_yesnoquestion sa_disjquestion
sa_question
speechact
sa_startover sa_scratchthat sa_overwrite sa_retract
sa_repair
sa_correct
sa_repeat sa_help sa_answer
sa_inform
sa_dontknow
sa_command
Abbildung 6.1. Die fu¨r die abstrakte Klassiﬁzierung des Dialogzustandes verwendete Sprech-
akttaxonomie.
Damit ergibt sich die Deﬁnition der Zustandsvariable wie folgt.
Deﬁnition 3 (Zustandsvariable SpeechAct). Die Zustandsvariable
SpeechAct beschreibt den Sprechakt der aktuellen A¨ußerung des Benutzers.
Die Variable kann einen der Sprechakte
Die verwendeten Sprechakte zusammen mit ihrer Bedeutung sind in Tabelle 6.1
aufgelistet.
6.4.2 Bestimmen der Variablenbelegung
Der Wert der SpeechAct Variable wird aus einer Reihe von Faktoren be-
stimmt. Teilweise wird der Sprechakt aus der vom Parser erzeugten semanti-
schen Repra¨sentation erzeugt. Ist dies nicht mo¨glich, wird u¨berpru¨ft, die ak-
tuelle Aussage eine Erwiderung auf eine Frage ist. Ist das der Fall und ist die
semantische Repra¨sentation des Sprechaktes kompatibel mit der Repra¨sentati-
on, wird angenommen, daß der Sprechakt die Antwort auf die Frage stellt. Sind
hingegen die Repra¨sentationen nicht kompatibel, wird angenommen, daß der
Benutzer eine Gegenfrage gestellt hat.
6.5 Bestimmen des Datenbankzugriﬀs
Das Dialogsystem hat die Mo¨glichkeit, Referenten fu¨r deﬁnite Beschreibungen
durch Datenbankanfragen zu bestimmen. Wie in Abschnitt 5.3 beschrieben,
wird der Zugriﬀ auf die Datenbanken durch die Datenbankwa¨chter gesteuert. Ist
ein Datenbankzugriﬀ fu¨r eine gegebene deﬁnite Beschreibung no¨tig, aber nicht
genu¨gend Information vorhanden, um ihn auszufu¨hren, mu¨ssen entsprechende
Information erfragt werden. Um die Generierung der entsprechenden Fragen zu
ermo¨glichen, muß der abstrakte Dialogzustand die Relation der im Diskurs vor-
handenen Information bezu¨glich der vorhandenen Datenbanken repra¨sentieren.
Damit ergibt sich die Notwendigkeit der Zustandsvariable Reference.
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Gruppe Sprechakt Bedeutung
sa command sa repeat Auﬀorderung an das System, die letzte A¨ußerung
zu wiederholen
sa help Hilfeanforderung
sa question sa whquestion Ersetzungsfrage
sa yesnoquestion Ja/Nein Frage
sa disjquestion Disjunktivfrage
sa inform sa answer Antwort auf eine Frage
sa dontknow Verweigerung der Antwort
sa repair sa startover versetzt das Dialogsystem in den Ausgangszustand
sa scratchthat macht die Eﬀekte der letzten A¨ußerung ru¨ckga¨ngig
sa overwrite ersetzt einen implizit bestimmten Teil des Diskurses
durch explizit gegebene Information
“No I meant x“
sa retract entfernt einen explizit bestimmten Teil des Diskurses
“No not x“
sa correct eine Kombination der Akte sa overwrite und sa correct
“No not x I meant y“
Tabelle 6.1. Verwendete Sprechakte, deren Bedeutung und ihre Erkennung.
6.5.1 Deﬁnition der Zustandsvariable
Die Zustandsvariable Reference dru¨ckt aus, ob fu¨r die Beschreibungen unter
Diskussion noch Datenbankzugriﬀe ausgefu¨hrt werden mu¨ssen. Damit kann die
Variable die folgenden Werte annehmen. Der Wert deselected zeigt an, daß es
keine Datenbanken gibt, die Beschreibungen im Diskurs auﬂo¨sen ko¨nnen. Dies
ist unter anderem der Fall, wenn es keine Repra¨sentation einer Beschreibun-
gen im Diskurs gibt, fu¨r die ein Datenbankzugriﬀ durchgefu¨hrt werden kann.
Dies ist beispielsweise bei kurzen Kommandos wie “Wiederholen“ oder “Hilfe!“
der Fall. Beide Kommandos enthalten keine deﬁniten Beschreibungen, somit
ist kein Datenbankzugriﬀ no¨tig. Der Wert selected wird angenommen, wenn es
zwar aufzulo¨sende Beschreibungen im Diskurs gibt, aber nicht genu¨gend Infor-
mation vorhanden ist, um den Datenbankzugriﬀ durchzufu¨hren. Der Wert ﬁna-
lized wird angenommen, nachdem der Datenbankzugriﬀ durchgefu¨hrt worden
ist. Das U¨bergangsdiagramm der Zustandsvariablen bei monoton wachsender
Speziﬁzita¨t ist in Abbildung 6.2 gegeben.
Selected
Deselected
Neutral Finalized
Abbildung 6.2. Erlaubte Zustandsu¨berga¨nge der Zustandsvariable Reference.
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6.5.2 Bestimmen der Variablenbelegung
Die Variablenbelegung wird mithilfe der Subsumptionsrelation u¨ber Merkmals-
strukturen bestimmt. Hierzu werden die oben beschriebenen Fa¨lle abgepru¨ft
und der Wert der Variablen entsprechend gesetzt.
6.6 Auﬂo¨sung referierender Ausdru¨cke
Im vorigen Abschnitt wurde beschrieben, wie in Gegenwart von Repra¨senta-
tion referierender Ausdru¨cke im Diskurs die Datenbank fu¨r deren Auﬂo¨sung
bestimmt wird. Nachdem der Datenbankzugriﬀ durchgefu¨hrt worden ist, muß
erfaßt werden, ob die Referenz der Beschreibungen eindeutig ist oder nicht.
Beispielsweise kann die Beschreibung “das Hotel“ auf mehrere Objekte referie-
ren,aber zur Angabe des ku¨rzesten Weges beno¨tigt das System eine eindeutige
Objektbeschreibung. Dies motiviert die Einfu¨hrung einer weiteren Zustandsva-
riablen ReferringExpressions.
6.6.1 Deﬁnition der Zustandsvariable
Die Eigenschaften referierender Ausdru¨cke sind wie folgt klassiﬁziert. Der Wert
UniqueReference beschreibt den Zustand, in dem es nur ein Objekt gibt, welches
die Constraints des Benutzers erfu¨llt. Der Wert AmbiguousReference beschreibt
den Zustand, in dem mehrere Objekte der Datenbank den Anforderungen des
Anwenders entsprechen. Der Wert ImperfectReference beschreibt den Zustand,
in dem kein Objekt genau den Anforderungen des Benutzers entspricht, es aber
“a¨hnliche“ Objekte gibt. Der Wert NoReference beschreibt den Zustand, in
dem kein Objekt den Anforderungen des Benutzers entspricht, und es auch
keine “a¨hnlichen“ Objekte gibt.
Bei monoton wachsender Speziﬁzita¨t der Information im Diskurs ergeben
sich die Zustandsu¨berga¨nge der Variable zu den in Abbildung 6.3 gezeigten.
AmbiguousReference
UniqueReference
ImperfectReference
NoReference
Abbildung 6.3. Die Zustandsu¨berga¨nge der Variablenwerte fu¨r die Variable ReferringExpres-
sions
Die Ordnung zeigt den Grad der vorhandenen Information im Diskurs an: je
mehr Information im Diskurs vorhanden ist, desto mehr bewegt sich der Wert
der Zustandsvariable nach rechts. Die Deﬁnition der Zustandsveriable ist dann
wie folgt.
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Deﬁnition 4 (Zustandsvariable Reference). Die Zustandsvaria-
bleReference beschreibt die Relationen der referierenden Ausdru¨cke im
Diskurs zu den Objekten, auf die referiert wird. Hierbei wird der Wert der
Variable auf das Minimum bezu¨glich der in Abbildung 6.3 gezeigten Ordnung
gesetzt, falls mehr als ein referierender Ausdruck vorhanden ist.
6.6.2 Bestimmen des Wertes der Zustandsvariablen
Der Wert der Zustandsvariable wird wie folgt bestimmt. Zuna¨chst wird fu¨r alle
referierende Ausdru¨cke, fu¨r die ein Datenbankzugriﬀ mo¨glich ist, dieser durch-
gefu¨hrt. Dann wird fu¨r jeden referierenden Ausdruck die Relation zwischen
referierendem Ausdruck und den Objekten, auf die referiert wird, bestimmt.
Schließlich wird die Variable auf das Minimum der so bestimmten Werte ge-
setzt.
6.7 Bestimmen der Intention des Benutzers
Wie in Abschnitt 5.4 beschrieben, ist eine Dialogzielbeschreibung deﬁniert
durch die minimale Menge an Information, die notwendig ist, um die dem Ziel
zugeordneten Dienste auszufu¨hren.
Wa¨hrend des Dialogs des Benutzer mit dem System ist es die Aufgabe des
Dialogsystems:
1. zu bestimmen, ob der Benutzer einen der angebotenen Dienste in Anspruch
nehmen mo¨chte, und falls dem so ist,
2. interaktiv im Dialog mit dem Benutzer genu¨gend Information zu akquirie-
ren um den intendierten Dienst und alle no¨tigen Parameter eindeutig zu
bestimmen, und
3. schließlich den eindeutig bestimmten Dienst von dem entsprechenden Sub-
system anzufordern.
Um den Fortschritt des Dialogs bezu¨glich der akquirierten Information zu
beschreiben, ist jede Dialogzielbeschreibung mit einer Zustandsvariable verse-
hen. Die Zustandsvariable kann einen der folgenden Werte annehmen.
Deﬁnition 5 (Zusta¨nde der Dialogzielbeschreibungen). Zu jedem Zeit-
punkt beﬁndet sich eine Dialogzielbeschreibung in einem der folgenden Zusta¨nde.
1. Neutral
Im Diskurs ist keinerlei Information repra¨sentiert.
2. Selected
Die im Diskurs vorhandene Information is kompatibel mit der Dialogzielbe-
schreibung, und es gibt wenigstens eine weitere Dialogzielbeschreibung, die
mit der Information im Diskurs kompatibel ist.
3. Deselected
Die Dialogzielbeschreibung ist inkompatibel mit der Information im Diskurs.
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4. Determined
Die Information im Diskurs ist kompatibel mit der Dialogzielbeschreibung,
und es gibt keine weitere Dialogzielbeschreibung, mit der die Information im
Diskurs kompatibel ist, das heißt, es gibt keinen andere Dialogzielbeschrei-
bung in den Zusta¨nden Selected, Determined oder Finalized.
5. Finalized
Die Information im Diskurs wird von der Dialogzielbeschreibung subsumiert.
6.7.1 Deﬁnition der Zustandsvariable
Fu¨r die Dialogverarbeitung ist es wichtig, den Zustand derjenigen Dialogzielbe-
schreibung zu kennen, die dem Endzustand am na¨chsten gekommen ist.
Deﬁnition 6 (Zustandsvariable Intention). Die Zustandsvariable Intenti-
on entha¨lt den Zustand derjenigen Dialogzielbeschreibung, die dem Zustand Ab-
geschlossen am na¨chsten gekommen ist, oder inkonsistent, falls sich alle Dia-
logzielbeschreibungen im Zustand Deselektiert beﬁnden. Die erlaubten Werte
der Zustandsvariable sind demzufolge neutral, selektiert, eindeutig be-
stimmt, abgeschlossen und inkonsistent.
6.7.2 Bestimmen des Wertes der Zustandsvariable
Der Wert der Variable ist der Zustandswert derjenigen Dialogzielbeschreibung,
die die Intention des Benutzers am besten beschreibt. Mit anderen Worten, der
Wert wird wie folgt bestimmt.
1. wenn der Zustand aller Dialogzielbeschreibungen neutral ist, ist der Wert
der Variable Intention ebenfalls neutral;
2. wenn es eine Dialogzielbeschreibung im Zustand selected gibt, dann ist der
Wert der Variable Intention ebenfalls selected (dies impliziert bei Deﬁni-
tion 5 daß es keine Dialogzielbeschreibung gibt, die sich im Zustand deter-
mined oder ﬁnalized beﬁndet);
3. gibt es eine Dialogzielbeschreibung im Zustand determined, dann wird In-
tention auf den Wert determined gesetzt (man bemerke, daß dies bei De-
ﬁnition 5 impliziert, daß weder eine Dialogzielbeschreibung im Zustand se-
lected noch im Zustand finalized ist);
4. gibt es eine Dialogzielbeschreibung im Zustand finalized, dann wird In-
tention auf den Wert finalized gesetzt (man bemerke, daß dies bei Deﬁni-
tion 5 impliziert, daß weder eine Dialogzielbeschreibung im Zustand selected
noch im Zustand determined ist);
5. anderenfalls sind alle Dialogzielbeschreibungen im Zustand deselected, was
impliziert, daß keine Dialogzielbeschreibung die Intention des Benutzers kor-
rekt wiedergibt. In diesem Falle wird die Variable Intention auf den Wert
inconsistent gesetzt.
Wenn wir monoton wachsende Speziﬁzita¨t der Information im Diskurs anneh-
men, sind die erlaubten Zustandsu¨berga¨nge die in Abbildung 6.4 gezeigten.
Die Anwendung wird von stattﬁndenden Zustandsu¨bergangen benachrichtigt,
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so daß das Einbinden von Information im Diskurs sowohl durch verbale Besta¨ti-
gung als auch durch eine Aktion der Anwendung (beispielsweise visuell) quit-
tiert werden kann.
Selected Determined FinalizedNeutral
Inconsistent
Abbildung 6.4. Erlaubte Zustandsu¨berga¨nge der Variable Intention bei monoton wachsender
Speziﬁzita¨t.
6.8 Informationelle Klassiﬁkation der Dialogzusta¨nde
In der Tabelle 6.2 sind die in den vorhergehenden Abschnitten beschriebenen
Variablen, deren mo¨glich Belegungen und deren Bedeutung zusammengefaßt.
Zustandsvariable Werte Bedeutung
TurnQuality good,inconsistent, Qualita¨t der
lowconfidence,poor Repra¨sentation der
aktuellen A¨ußerung
OverallQuality good, intermediate1 Qualita¨t des Gesamt-Dialogs
intermediate2,poor
SpeechAct sa answer, sa yesnoquestion,... Sprechakt der aktuellen
A¨ußerung
Reference neutral, selected Zustand des Prozesses
determined, finalized des Auﬂo¨sens von Referenzen
ReferringExpressions NoReference, ImperfectReference Zustand der referierenden
UniqueReference,AmbiguousReference Ausdru¨cke
Intention neutral, selected Grad zu dem die Intention des
determined, finalized, Anwenders bestimmt werden konnte
inconsistent
Tabelle 6.2. U¨berblick u¨ber die Zustandsvariablen, ihre Werte und ihre Bedeutung
Der abstrakte Dialogzustand eines Dialoges ist dann gegeben durch die Va-
riablenbelegung der Zustandsvariablen.
Deﬁnition 7 (Abstrakter Dialogzustand). Der abstrakte Dialogzustand
ist gegeben durch die Variablenbelegung 〈v1, . . . , v6〉 der Variablen TurnQua-
lity, OverallQuality, SpeechAct, Referrence, ReferringExpressi-
ons und Intention.
Im na¨chsten Kapitel wird beschrieben, wie anhand des abstrakten Dialog-
zustandes Aktionen des Systems ausgelo¨st werden ko¨nnen.
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6.9 Ein Beispiel
Im folgenden wird ein Beispiel gegeben, welches die Bestimmung des abstrakten
Dialogzustandes erla¨utern soll. Wir nehmen als System ein Autonavigations-
system an. Es gibt drei Dialogzielbeschreibungen, na¨mlich GiveDirections,
DisplayObjects und WhereAmI, welche es ermo¨glichen, den gegenwa¨rtigen
Aufenthaltsort zu erfragen, Objekte auf einer Karte anzuzeigen oder Wegbe-
schreibungen zu einem Zielort zu generieren. Es gibt Datenbanken fu¨r Museen,
Restaurants und Bars. Die Restaurant-Datenbank hat die in Abbildung 5.4
gezeigten Datenbankwa¨chter. Wir lassen an dieser Stelle oﬀen, wie das System
seine na¨chste Aktion entscheidet, da dies erst in den folgenden Kapitel beschrie-
ben wird. An dieser Stelle werden lediglich die Zustandsvariablen angezeigt. Die
gezeigte semantische Repra¨sentation ist die Repra¨sentation der A¨ußerungen des
Anwenders, kumuliert u¨ber die Dauer des Dialogs.
Anwender: I want to have Burritos for dinner
Repra¨sentation: [⊥]
Dialogzustand: 〈poor, intermediate2, speechact, selected, none, selected〉
System: I am sorry I did not understand everything you said. Please say
“give directions“, “display“ or “where am I“.
Der Spracherkenner hat die Eingabe nicht richtig erkennen ko¨nnen. Demzufolge hat der robu-
ste semantische Parser keine Ableitung ﬁnden ko¨nnen und eine leere semantische Repra¨sen-
tation erzeugt. Die Information im Diskurs ist nicht ausreichend, um einen Datenbankzugriﬀ
durchfu¨hren zu ko¨nnen. Alle Dialogzielbeschreibungen sind mit der Information im Diskurs
kompatibel.
Anwender: Give directions.
Repra¨sentation: [act givedirections]
Dialogzustand: 〈good, intermediate2, sa answer, selected,none, determined〉
System: Would you like to go to a bar, a restaurant or a museum?
Die Erkennung ist gut, ebenso konnte der Sprechakt gut erkannt werden. Es ist nach wie vor
nicht genu¨gend Information vorhanden, um einen Datenbankzugriﬀ durchfu¨hren zu ko¨nnen,
deswegen bleiben die Werte der Variablen Reference und ReferringExpressions un-
vera¨ndert. Die semantische Repra¨sentation schließt zwei der drei Dialogzielbeschreibungen
als mo¨gliche Repra¨sentation der Intention des Anwenders aus; allerdings ist noch nicht alle
notwendige Information fu¨r die Dienstanforderung vorhanden, da der Zielort fehlt. Deswegen
ist der Wert der Variablen Intention determined.
Anwender: A restaurant.
Repra¨sentation:


act givedirections
path
[
obj path
dst obj restaurant
]
Dialogzustand: 〈good, intermediate2, sa answer, determined,none, determined〉
System: What kind of food would you like? Please tell me the nationality.
Die Information im Diskurs ist ausreichend genug, um die Datenbanken fu¨r Bars und Museen
auszuschließen, aber nicht speziﬁsch genug, um die Datenbankwa¨chter fu¨r die Restaurant-
Datenbank zu erfu¨llen. Deshalb nimmt die Variable Reference den Wert Determined an.
Alle anderen Werte bleiben unvera¨ndert.
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Anwender: Mexican.
Repra¨sentation:


act givedirections
path


obj path
dst
[
obj restaurant
nationality prp mexican
]


Dialogzustand: 〈good, intermediate2, sa request, finalized, none, determined〉
System: System fu¨hrt Datenbankanfrage aus.
Dialogzustand: 〈good, intermediate2, sa answer, finalized, ambiguous, determined〉
System: Would you like to go to a Mexican restaurant in Oakland, Sha-
dyside or North Hills?
Die Information ist ausreichend genug, um den Datenbankzugriﬀ durchzufu¨hren, folglich erha¨lt
die Variable Reference den Wert finalized nach dem Datenbankzugriﬀ. Der Datenbankzugriﬀ
erzeugt eine Ergebnismenge mit fu¨nf Objekten, deswegen nimmt die Variable ReferringEx-
pressions den Wert ambiguous an. Alle anderen Werte bleiben unvera¨ndert.
Anwender: Oakland.
Repra¨sentation:


act givedirections
path


obj path
dst


obj restaurant
nationality prp mexican
address
[
address
neighborhood “Oakland“
]






Dialogzustand: 〈good, intermediate2, sa answer, finalized, unique, finalized〉
System: I am giving you directions to “Mad Mex“ in Oakland.
Nach Disambiguierung der Objektbeschreibungen der Restaurants verbleibt nur ein passendes
Objekt, deswegen erha¨lt die Variable ReferringExpresseions den Wert unique. Außerdem
sind die Constraints der Dialogzielbeschreibung nun erfu¨llt, folglich nimmt die Variable In-
tention den Wert finalized an.
Dieses Beispiel zeigt Schritt fu¨r Schritt, wie zusa¨tzliche Information in den
Diskurs integriert wird und die Zustandsvariablen angepaßt werden. Im folgen-
den Beispiel soll der datengetriebene Charakter der Dialogverarbeitung her-
ausgestellt werden. Hier ko¨nnen Datenbankdienste fru¨h im Dialog angefordert
werden. Dadurch kann die La¨nge des Dialoges verku¨rzt werden.
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Anwender: I need directions to a Mexican restaurant.
Repra¨sentation:


act givedirections
path


obj path
dst
[
obj restaurant
nationality prp mexican
]


Dialogzustand: 〈good, good, sa request, finalized, none, determined〉
System: System fu¨hrt Datenbankanfrage aus.
Dialogzustand: 〈good, good, sa request, finalized, ambiguous, determined〉
System: Would you like to go to a Mexican restaurant in Oakland, Sha-
dyside or North Hills?
Nach diesem Dialog kann direkt zum vorletzten Schritt des vorigen Dialogs gesprungen wer-
den.
6.10 Diskussion
Die gewa¨hlten Zustandsvariablen reﬂektieren wichtige Aspekte des fortschrei-
tenden Dialogs. Bei der Wahl der Dialogzusta¨nde wurde darauf geachtet, daß
sie sprach- und doma¨nenunabha¨ngige Aspekte des Dialogs beschreiben. Wie in
den na¨chsten Kapiteln beschrieben, kann die Dialogstrategie dann angegeben
werden durch Zustandsu¨berga¨nge zwischen den abstrakten Dialogzusta¨nden.
Die Abbildungen 6.5 und 6.6 illustrieren den Unterschied zwischen auf end-
lichen Automaten basierenden konventionellen Dialogzustandsdiagrammen und
abstrakten Dialogzusta¨nden. Beide Diagramme zeigen Zustandsu¨berga¨nge, die
folgendes Verhalten implementieren. Wenn die vom Benutzer bereitgestellte In-
formation einen geringen Konﬁdenzwert hat, wird die letzte Frage wiederholt.
Passiert dies zweimal, wird der Dialog abgebrochen. Wenn Information fehlt,
wird eine Kla¨rungsfrage gestellt. Wenn alle beide Slots gefu¨llt sind, ist das Dia-
logziel erreicht.
Frage Slot 1
Slot 1 bekannt, niedrige Konfidenz
Frage Slot 1
Ende
Slot 1 bekannt, hohe Konfidenz
Slot 2 bekannt, niedrige Konfidenz
Slot 1 bekannt, niedrige Konfidenz
Frage Slot 2
Slot 1 bekannt, hohe Konfidenz
Slot 2 bekannt, niedrige Konfidenz
Frage Slot 2
Slot 1 bekannt, hohe Konfidenz
Slot 2 bekannt, hohe  Konfidenz
Ende
Ende
Abbildung 6.5. Zustandsu¨berga¨nge in endlichen Automaten.
In Abbildung 6.5 gibt es konkrete Zuordnung der zu stellenden Fragen; dies
ist in Abbilding 6.6 nicht der Fall. Die Zuordnung der vom Dialogsystem aus-
zufu¨hrenden Aktion geschieht durch die Implementierung der Interaktionsmu-
ster und wird in den folgenden Kapiteln beschrieben. Diese wiederum nehmen
Zugriﬀ auf die Basis-Dialogdienste, um die Oberﬂa¨chenform der zu stellenden
Fragen zu bestimmen.
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[_,_]
[high,goal]
[_,_]
[low,goal]
[unacceptable,_]
[low,_]
[_,missing]
Abbildung 6.6. Abstrakte Dialogzusta¨nde und Zustandsu¨berga¨nge.
Desweiteren fa¨llt auf, daß schon im Falle von nur zwei Zustandsvariablen die
Zahl der abstrakten Dialogzusta¨nde geringer ist als die der konkreten Zusta¨nde
im konventionellen U¨bergangsdiagramm. Dieser Vorteil wird umso deutlicher, je
mehr Zustandsvariablen zur Charakterisierung des Dialogzustandes verwendet
werden.
Die einfachere Zustandsrepra¨sentation geht jedoch zuungunsten der Infor-
mation: Im Zustandsu¨bergangsdiagramm 6.5 ist zu jedem Zeitpunkt ablesbar,
welche Information (Slot 1, Slot 2 oder beide) erfragt worden ist, im U¨bergangs-
diagramm 6.6 ist dies nicht der Fall. Aus diesem Grunde gibt es in der hier vor-
geschlagenen Architektur eine vom Dialogzustand unabha¨ngige Repra¨sentation
des Diskurses (siehe Kapitel 5).
Bei der Implementierung der Dialogstrategie hat sich dann gezeigt, daß alle
hier beschriebenen Variablen notwendig sind, um das Verhalten des Systems
beschreiben zu ko¨nnen. Das Auslassen von einer der beiden Variablen Turn-
Quality oder OverallQuality beispielsweise wu¨rde es nicht erlauben, den
Benutzer zum Wiederholen der letzten A¨ußerung aufzufordern oder den Dialog
durch einen menschlichen Operator weiterfu¨hren zu lassen. Die Variable Refe-
rence ist notwendig, um nach Fu¨llern fu¨r Datenbankwa¨chtern zu fragen, und
nicht etwa nach Fu¨llern der Dialogzielbeschreibungen. Mithilfe der Variablen
ReferringExpressions ko¨nnen Dialogstrategien ausgedru¨ckt werden, die im
Falle ambiger Referenz Kla¨rungsfragen generieren. Die SpeechAct Variable
bestimmt die Struktur des Diskurses. Schließlich ist die Intention Variable
notwendig, um den Gehalt der im Diskurs vorhandenen Information bezu¨glich
der Dialogzielbeschreibungen zu charakterisieren und gegebenenfalls das Dia-
logsystem die Ausfu¨hrung eines Dialogzieles besta¨tigen zu lassen. Damit erfu¨llen
die Zustandsvariablen den Zweck, den Dialogzustand fein genug zu charakteri-
sieren, daß eine genaue Beschreibung der Aktionen des Dialogsystems mo¨glich
ist.
U¨ber die hier angegebenen Variablen hinaus ist es natu¨rlich mo¨glich, weitere
Zustandsvariablen anzugeben, die den Dialogzustandsraum feiner unterteilen.
Dies wird mit steigender Leistungsfa¨higkeit der dialogverarbeitenden Kompo-
nenten sicherlich no¨tig sein. So besteht in gegenwa¨rtigen System keine Mo¨glich-
keit, Dialogzusta¨nde zu beschreiben, bei denen mithilfe von Counterfactuals
verschiedene Alternativen exploriert werden.
Die Klassiﬁzierung von Dialogzusta¨nden ist auch in anderer Hinsicht in-
teressant. Wa¨hrend in der vorliegenden Arbeit die Dialogstrategie symbolisch,
na¨mlich durch ein constraint-logisches Programm angegegeben worden ist, kann
man die Dialogstrategie auch erlernen. In der Arbeit von Walker et al [2002]
beispielsweise wird der Dialogzustand durch eine Menge von 6 Merkmalen be-
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schrieben. Die Dialogstrategie wurde mithilfe von Q − Learning erlernt. Al-
lerdings ist die dort beschriebene Charakterisierung des Dialogzustandes nicht
doma¨nenunabha¨ngig. Mit anderen Worten, das Wechseln der Doma¨ne wu¨rde
erneut Datensammlung und Erlernen einer Dialogstrategie erfordern.
6.11 Zusammenfassung
In diesem Kapitel wurde beschrieben, wie der Zustand eines Dia-
logs zwischen Mensch und Maschine mithilfe von Zustandsvaria-
blen abstrakt, das heißt sprach- und doma¨nenunabha¨ngig charakteri-
siert werden kann. Ein Dialogzustand kann dann angegeben werden
durch die Variablenbelegung der Zustandsvariablen, wie zum Beispiel
〈good, good, sa request, f inalized, none, determined〉. Mehrere Dialogzusta¨nde
ko¨nnen durch die Angabe von Don’t Care Elementen zusammengefaßt werden.
So beschreibt zum Beispiel die partielle Variablenbelegung 〈poor, , , , , 〉
alle Dialogzusta¨nde, in denen die Qualita¨t der letzten Eingabe des Benutzers
schlecht ist, ungeachtet des gegenwa¨rtigen Zustandes bezu¨glich Dialogziele
oder Datenbankanfragen.
Dieser Ansatz ist die Grundlage fu¨r die Entwicklung eines sprach- und
doma¨nenunabha¨ngigen Dialogsystems. Durch die indirekte Beschreibung des
Dialogzustandes durch die Zustandsvariablen wird ein“layer of indirection“ ein-
gefu¨hrt, der es mo¨glich macht, den Fortschritt des Dialoges zu charakterisieren.
Aktionen des Dialogsystems werden in Abha¨ngigkeit partielle Belegungen der
Zustandsvariablen ausgedru¨ckt. Beispielsweise wird den durch 〈poor, , , , , 〉
charakterisierten Dialogzusta¨nden die Aktion zugeordnet, die den Benutzer zum
Wiederholen der letzten A¨ußerung auﬀordert.
Im na¨chsten Kapitel wird gekla¨rt, wie Aktionen des Dialogsystems charak-
terisiert werden ko¨nnen. Die darauﬀolgenden Kapitel ordnen dann konkrete
Aktionen den Dialogzusta¨nden zu.
Kapitel 7
Generische Interaktionsmuster
Im letzten Kapitel wurde beschrieben, wie der Zustand des fortschreitenden Dia-
logs durch die Angabe einiger weniger abstrakter Zustandsvariablen doma¨nen-
und zielsprachunabha¨ngig beschrieben werden kann. Das Dialogsystem wird,
nachdem es die Eingabe des Benutzers analysiert und verarbeitet hat, die Wer-
te der Zustandsvariablen an den neuen Dialogzustand anpassen. Oﬀensichtlich
ist die Anpassung der Zustandsvariablen das informationsbasierte A¨quivalent
von Zustandsu¨berga¨ngen in Dialogsystemen, die auf endlichen Automaten ba-
sieren. Wa¨hrend im letzten Kapitel die Zustandsvariablen, das A¨quivalent zu
den Dialogzusta¨nden, beschrieben worden ist, wird in diesem Kapitel beschrie-
ben, wie die Verarbeitung der Eingabe und das Anpassen der Zustandsvariablen
zustande kommt. Daru¨berhinaus wird beschrieben, wie sich die Diskursstruktur
zu der Anpassung der Zustandsvariablen verha¨lt.
Man ko¨nnte annehmen, daß ein Interaktionsmuster, deﬁniert als ein Zu-
standsu¨bergang zwischen abstrakten Dialogzusta¨nden, einfach durch Start- und
Endzustand charakterisiert werden kann. Damit wa¨re die Situation nicht sehr
viel anders als im Falle endlicher Automaten. Wir erinnern uns jedoch, daß
es die Aufgabe der abstrakten Klassiﬁkation von Dialogzusta¨nden war, den
Fortschritt des Dialoges zu beschreiben. Als Konsequenz daraus kann der Fol-
gezustand eines abstrakten Dialogzustandes nicht allein als Funktion des ge-
genwa¨rtigen Zustandes und der Eingabe des Benutzers aufgefaßt werden. Viel-
mehr werden nach dem Erfassen der Eingabe gegebenenfalls verschiedene Ver-
arbeitungsschritte ausgefu¨hrt. Diese schließen Datenbankzugriﬀ, Anpassung des
Diskursstruktur, Anforderungen von Diensten und so weiter mit ein. Der resul-
tierende Dialogzustand wird dann aus einer Klassiﬁkation nach dem Abschluß
dieser Verarbeitungsschritte bestimmt. Dies geschieht wie im vorigen Kapitel
beschrieben. Damit ergibt sich folgende Verarbeitungsabfolge:
1. Verarbeite Eingabe des Anwenders
2. Fu¨hre Datenbankanfragen, Dienstanforderungen etc aus wo immer mo¨glich
3. Klassiﬁziere den gegenwa¨rtigen Dialogzustand
4. gehe zu 1
Dadurch, daß in Schritt 2 externe Anwendungen direkt in die Manipulation
der Repra¨sentationen im Diskurs mit eingebunden werden ko¨nnen, ergibt sich
die Flexibilita¨t des vorgeschlagenen Ansatzes.
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7.1 Einleitung
Die Aufgabe eines natu¨rlichsprachlichen Dialogsystems ist es, Benutzern eine
Reihe von Diensten durch verbale Kommunikation zur Verfu¨gung zu stellen. Die
verfu¨gbaren Dienste sind durch die Dialogzielbeschreibungen (siehe Abschnitt
6) repra¨sentiert. Dialog ist dann die Umsetzung des Bedu¨rfnisses, einen Dienst
auszufu¨hren. Dialog-Management bestimmt, wie dieser Weg aussieht und ob
der Benutzer an seinem Ziel ankommt.
Wenn man verschiedene existierende Dialogsysteme in verschiedenen
Doma¨nen betrachtet, ko¨nnen mehrere Gemeinsamkeiten festgestellt werden.
Dialogsysteme haben Mechanismen, um nach fehlender Information zu fra-
gen oder zwischen verschiedenen Optionen auszuwa¨hlen. Manche Systeme ha-
ben Mechanismen, die es erlauben, fehlerhafte und fehlerkannte Information
zu besta¨tigen, bevor diese Information weiterverarbeitet wird. Andere Systeme
wiederum haben Mechanismen, die es erlauben, im Diskurs etablierte Informa-
tion durch Korrektur zuru¨ckzunehmen. Diese Mechanismen a¨hneln sich vom
Prinzip der Verarbeitung, obwohl sie in verschiedenen Doma¨nen, wie zum Bei-
spiel Zugauskunft oder Hotelreservierung, angewandt werden ko¨nnen.
Das in diesem Kapitel vorgestellte Konzept des Interaktionsmusters erlaubt
es, die A¨hnlichkeiten der Interaktionsformen u¨ber die Doma¨nen hinweg zu isolie-
ren und wiederzuverwenden. Damit a¨hneln die Interaktionsmuster den aus dem
Software Engineering bekannten Entwurfsmustern (engl. Design Patterns). In-
teraktionsmuster stellen eine Beziehung her zwischen (i) der Information und
der Struktur des Diskurses, (ii) der Form des Austausches von Information
zwischen Benutzer und Dialogsystem und (iii) der angeforderten Dienste der
Anwendung.
7.2 Generische Interaktionsmuster
Wa¨hrend sich Interaktionsmuster den Entwurfsmustern insofern a¨hneln, als
strukurelle Systemkomponenten fu¨r verschiedene Systeme wiederverwendet
werden ko¨nnen, unterscheiden sie sich in den folgenden Punkten. Zuna¨chst be-
stimmt das Vorhandensein oder die Abwesenheit eines Interaktionsmusters das
Verhalten des Dialogsystems. Desweiteren werden Interaktionsmuster instanti-
iert und u¨ber Zeit entwickelt. Dies ist konform mit Ergebnissen von Forschungs-
arbeiten zu der Diskursstruktur [Grosz and Sidner, 1986].
Dialog-Management besteht aus der Auswahl und Instantiierung von Inter-
aktionssequenzen zu gegebenen Zeitpunkten. Die Kriterien, nach denen geeigne-
te Interaktionsmuster ausgewa¨hlt werden, sind in Abha¨ngigkeit der abstrakten
Dialogzusta¨nde formuliert.
Ein Interaktionsmuster beschreibt somit die Fa¨higkeit des Dialogsystems,
eine speziﬁsche Art von Informationsaustauch zwischen Benutzer und System
zu verarbeiten. Die Instantiierung eines Interaktionsmusters beschreibt den kon-
kreten Informationsaustausch, inklusive doma¨nenabha¨ngiger Repra¨sentationen.
Dialog-Management besteht aus der geeigneten Auswahl und Instantiierung,
d.h. Start und Fortfu¨hrung, von Interaktionsmustern. Interaktionsmuster sind
generisch, weil ein gegebenes Interaktionsmuster beschreibt, welche Information
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ausgetauscht werden soll. Instantiierungen von Interaktionsmustern haben die
Freiheit, den Austausch durch verschiedenen Mechanismen vorzunehmen. Mit
anderen Worten, ein Interaktionsmuster beschreibt, welche Information ausge-
taucht wird, aber nicht, wie diese Information ausgetauscht wird.
7.2.1 Eigenschaften der Interaktionsmuster
Bevor die Eigenschaften von Interaktionsmustern diskutiert werden ko¨nnen,
mu¨ssen wir den Begriﬀ des Initiators eines Interaktionsmusters einfu¨hren.
Deﬁnition 1 (Initiator eines Interaktionsmusters). Der Initiator I eines
Interaktionsmusters ist der Gespra¨chspartner, welcher den ersten Sprechakt des
Interaktionsmusters mit der Absicht a¨ußert, den Diskurs durch F und F′ anzu-
passen. Der andere Gespra¨chspartner wird als Opponent bezeichnet.
Wie oben ausgefu¨hrt, besteht ein Teil des Dialog-Managements unter Ver-
wendung von Interaktionsmustern darin, aus dem vorhandenen Katalog von In-
teraktionsmuster eines auszuwa¨hlen, welches den Dialog na¨her zum Ziel bringt.
Dies bedeutet aber, das Interaktionsmuster dadurch charakterisiert werden
mu¨ssen, wie ihre Instantiierung die Information im Diskurs vera¨ndert. Dies
folgt zur Postulierung der folgenden wu¨nschenswerten Eigenschaft von Interak-
tionsmustern.
1. Zielorientiertheit
Interaktionsmuster sind charakterisiert durch die Art und Weise, wie ih-
re Instantiierung Information im Diskurs anpaßt. Ist die bei Instantiierung
des Interaktionsmusters gewu¨nschte A¨nderung des Informationszustandes
erreicht, gilt diese Instantiierung des Interaktionsmusters als erfolgreich be-
endet.
Ein Dialogsystem kann damit beispielsweise zu einem gegebenen Zeitpunkt im
Dialog entscheiden, daß, um den Dialog zu beenden, Information vom Benutzer
erfragt werden muß. Mit anderen Worten, Speziﬁzita¨t der Information muß
erho¨ht werden. Die Inspektion des Katalogs von Interaktionsmustern resul-
tiert dann in einer Menge von Interaktionsmustern, deren Instantiierung die
gewu¨nschte Erho¨hung der Speziﬁzita¨t herbeifu¨hren.
Damit sich die Interaktionsmuster charakterisiert werden ko¨nnen, gibt es
eine Liste von Eigenschaften, die ein Interaktionsmuster charakterisieren. Diese
Liste von Eigenschaften besteht in der vorliegenden Arbeit aus folgenden At-
tributen: (i) Initiierer des Interaktionsmuster mit den Werten Benutzer oder
System, (ii) erlaubte Sprechakte des Initiierers, (iii) erlaubte Sprechakte des
anderen Partners, (iv) zum Diskurs hinzuzufu¨gende Information, und (v) vom
Diskurs zu entfernende Information. Dialog-Management muß zu jedem Zeit-
punkt in der Lage sein ko¨nnen,aufgrund dieser Eigenschaften ein Interaktions-
muster eindeutig auswa¨hlen zu ko¨nnen. Damit ergibt sich die letzte Eigenschaft
von Interaktionsmustern.
2. Heterogenita¨t
In einem Katalog von Interaktionsmustern muß sich jedes Interaktionsmu-
ster von allen anderen in mindestens einem der fu¨nf charakterisierenden
Merkmale unterscheiden.
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Diese Eigenschaft ist nicht notwendigerweise einschra¨nkend. Sind tatsa¨chlich
zwei Interaktionsmuster mit denselben Eigenschaften wu¨nschenswert, kann die
Forderung nach Heterogenita¨t durch verschiedene Instantiierungen eines Inter-
aktionsmusters umgangen werden.
Eine weitere wu¨nschenswerte Eigenschaft ist, daß die Instantiierung eines
Interaktionsmusters jederzeit abgebrochen werden kann. Damit wird vermie-
den, daß Benutzer von Dialogsystemen gezwungen werden, irrelevante Fragen
zu beantworten, die nicht zu der Anforderung des vom Benutzer intendierten
Dienstes beitragen. Diese Eigenschaft ist wie folgt beschrieben.
3. Verletzbarkeit
Die Instantiierung eines Interaktionsmusters kann jederzeit beendet werden.
Ist die bei Instantiierung des Interaktionsmusters gewu¨nschte A¨nderung des
Informationszustandes nicht erreicht, gilt diese Instantiierung des Interak-
tionsmusters als erfolglos beendet.
Desweiteren ist es wu¨nschenswert, Interaktionsmuster verschachteln zu ko¨nnen.
Wenn beispielsweise der Benutzer aus einer Liste von Optionen auszuwa¨hlen
hat, soll ihm die Mo¨glichkeit gegeben werden, mehr Information zu jeder dieser
Optionen erfragen zu ko¨nnen. Diese rekursive Instantiierung von Interaktions-
mustern fu¨hrt zu folgender Eigenschaft.
4. Unterbrechbarkeit
Der gegenwa¨rtige Turn-Inhaber hat die Mo¨glichkeit, ein neues Interakti-
onsmuster zu instantiieren, unabha¨ngig davon, ob das zuletzt instantiierte
Interaktionsmuster beendet worden ist oder nicht. Im letzteren Fall gilt das
zuletzt instantiierte Interaktionsmuster als unterbrochen, nach Beendigung
des gegenwa¨rtigen Interaktionsmusters wird das zuletzt unterbrochene In-
teraktionsmuster als aktuelles Interaktionsmuster interpretiert.
Eine direkte Konsequenz aus der Unterbrechbarkeit von Interaktionsmustern
ist die baumartige Diskursstruktur. Diese Eigenschaft ist in U¨bereinstimmung
mit Ergebnissen aus der Diskursanalyse [Grosz and Sidner, 1986].
Wir bemerken, daß die Beobachtung des ersten Sprechaktes einer Instanti-
ierung nicht notwendigerweise das instantiierte Interaktionsmuster bestimmt.
7.2.2 Deﬁnition von Interaktionsmustern
Aus der Menge der oben angegebenen Eigenschaften sind es die Eigenschaften
(1) und (2), die die Komponenten von Interaktionsmustern bestimmen. Eigen-
schaften (3) bis (5) hingegen beschreiben die Instantiierung von Interaktions-
mustern. Die Eigenschaften (1) und (2) fu¨hren dann zur folgenden Deﬁnition
von Interaktionsmustern.
Deﬁnition 2 (Interactionsmuster). Ein Interactionsmuster ist durch ein
Tupel 〈I, SAI , SAO,F,F′〉 gegeben, wobei
1. I ⊆ {system, user} die Menge erlaubten Initiatoren fu¨r dieses Interaktions-
muster,
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2. SAI die Menge der Sprechakte bezeichnet, die der Initiator dieses Interak-
tionsmuster zur Instantiierung dieses Interaktionsmusters verwenden darf,
3. SAO die Menge der Sprechakte bezeichnet, die der Opponent des Initiators
zur Instantiierung dieses Interaktionsmusters verwenden darf,
4. eine Menge F von Merkmalsstrukturen, die die Repra¨sentationen ein-
schra¨nkt, die dem Diskurs bei erfolgreichem Abschluß hinzugefu¨gt wird,
5. eine Menge F′ von Merkmalsstrukturen, die die Repra¨sentationen ein-
schra¨nkt, die aus dem Diskurs bei erfolgreichem Abschluß entfernt werden.
7.3 Instantiierungen von Interaktionsmustern
7.3.1 Deﬁnition von Instantiierungen von Interaktionsmustern
Es ist wichtig, die Interaktionsmuster und deren Instantiierung zu unterschei-
den. Ein Interaktionsmuster beschreibt, ob Information dem Diskurs hinzu-
gefu¨gt oder aus dem Diskurs entfernt werden soll. Die Instantiierung eines In-
teraktionsmusters beschreibt, wie dies geschehen soll.
Deﬁnition 3 (Sequenz von Turns). Die Sequenz von Turns ist gegeben
durch 〈t1, . . . , tn〉, wobei ein Turn ti = 〈si, sai, Fi, F ′i 〉 gegeben ist durch einen
Sprecher si ∈ {I,O}, den Sprechakt sai, einer Repra¨sentation Fi, die die dem
Diskurs hinzuzufu¨gende Information beschreibt, und einer Repra¨sentation F ′i ,
die die aus dem Diskurs zu entfernende Information beschreibt.
Eine Instantiierung eines Interaktionsmusters ist eine Sequenz von Turns, die
die vom Interaktionsmuster geforderten Bedingungen erfu¨llt.
Deﬁnition 4 (Wohlgeformte Instantiierung). Eine Sequenz von Turns
〈t1, . . . , tn〉 ist eine wohlgeformte Instantiierung eines Interaktionsmusters
〈I, SAI , SAO,F,F′〉, wenn die folgenden Bedingungen gelten:
1. Initiator
Es gilt s1 ∈ I.
2. Wohlgeformtheit
Es gilt sai ∈ SAI , wenn immer si = I und sai ∈ SAO, wenn immer si = O.
3. Vollsta¨ndigkeit
Bei Abschluß von der Instantiierung gilt F  ⊔i Fi und F ′  ⊔i F ′i ’, d.h. die
bei Beginn der Instantiierung erwartete Informationsmenge wurde erbracht.
Eine Sequenz von Turns, fu¨r die die Bedingungen (1) bis (3) gelten, heißt par-
tielle Instantiierung des Interaktionsmusters.
7.3.2 Heterogene Instantiierungen
Eine Instantiierung eines Interaktionsmuster ist eine Variante dessen, wie die
vom Instantiierer erwartete Information erbracht werden kann. Es wurde in der
Literatur [Sadek and De Mori, 1998] vermerkt, daß
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. . . in natural communication, contextual interpretation is the general
case rather than the exception, because . . . the communicated message is
always diﬀerential: a person does not describe a (whole) situation; she /
he tends to express the diﬀerence between the situation she / he wants
to describe and what she / he believes that her / his interlocutor already
knows.
In diesem Kontext ko¨nnen die Werte fu¨r F und F′ als Erwartungen des
Initiators des Interaktionsmusters betrachtet werden. Zum Beispiel, wenn der
Initiator einer Interaktionsmuster die Frage stellt: “Would you like to go to a
French, Spanish or Mexican restaurant?“ dann ist die Erwartung F der Inter-
aktionsmuster
F = {prp french, prp spanish, prp mexican}
Da der Initiator der Frage nicht erwartet, daß Information aus dem Diskurs ent-
fernt wird, gilt F′ = ∅. Dieses Beispiel illustriert, wie F und F′ die Erwartungen
an die informationellen Unterschiede repra¨sentieren, die eine erfolgreiche Ter-
minierung eines Interaktionsmusters mit sich bringt.
Es ist eine Konsequenz der Separierung des Dialoges in Interaktionsmuster
und deren Instantiierungen, daß die Speziﬁkation, welche Information durch eine
Interaktion erbracht wird, getrennt ist von der Speziﬁkation, wie diese Informa-
tion erbracht werden soll. Dies ist die Anwendung eines Grundsatzes Separation
of Concerns des Software Engineering. Als ein Beispiel fu¨r verschiedene Inter-
aktionsformen, vergleiche man, wie man eine Frage einem dreija¨hrigen Kind,
einem zwo¨lfja¨hrigen Kind oder einem Erwachsenen stellen wu¨rde. Wa¨hrend in
allen drei Fa¨llen die gewu¨nschte Information dieselbe ist, werden die Formen
der Fragen sich wohl unterscheiden. Dies entspricht drei verschiedenen Instanti-
ierungen desselben Interaktionsmusters. Die unterschiedlichen Instantiierungen
eines Interaktionsmusters bergen viele Vorteile in der Mensch-Maschine Kom-
munikation, wie beispielsweise dynamisches Anpassen an die Fa¨higkeiten des
Spracherkenners.
Hinzu kommt, daß die verschiedenen Instantiierungen unterschiedliche Ef-
fekte auf den Anwender des Dialogsystems haben wird. Walker [1997] berichtet,
daß sich Anwender sicherer im Umgang mit Dialogsystemen fu¨hlen, wenn der
Dialog gerichtet ist, und die Anwender genau instruiert werden, was sie sagen
ko¨nnen. Auf der anderen Seite ko¨nnen Dialogsysteme nur unter Kenntnis der
Interaktionsmuster entworfen werden. Die Instantiierungen ko¨nnen zu einem
spa¨teren Zeitpunkt variiert werden.
7.4 Instantiierungen von Interaktionsmuster und
Dienstanforderungen
In Kapitel 5 wurde die Beziehung zwischen verfu¨gbarer Information und
unterstu¨tzten Dienstanforderungen beschrieben. Wie im obigen Abschnitt
erla¨utert, stellt eine Instantiierung eines Interaktionsmusters die Beziehung zwi-
schen dem fortschreitenden Dialog und den Vera¨nderungen der Information im
Diskurs her. Da sich somit das Informationspotential im Diskurs a¨ndert, mu¨ssen
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natu¨rlich auch zusa¨tzliche Dienste der Anwendung angefordert werden (falls
F = ∅) oder bereits angeforderte Dienste ru¨ckga¨ngig gemacht werden (falls
F′ = ∅). Somit kann der Zustand der Anwendung den Zustand des fortschrei-
tenden Dialogs korrekt reﬂektieren.
7.4.1 Deﬁnition von unterstu¨tzten Diensten
Wie in den Kapiteln 2 und 5 beschrieben, werden in Abha¨ngigkeit der Informa-
tion im Diskurs Dienste der Anwendung angefordert. Die Dienstanforderungen,
deren Informationsbedarf von der im Diskurs enthaltenen Information erfu¨llt
wird, werden unterstu¨tzte Dienstanforderungen genannt.
Deﬁnition 5 (Unterstu¨tzte Dienstanforderungen). Sei 〈t1, . . . , tk, tk+1〉
eine partielle Instantiierung eines Interaktionsmusters, Gk alle seit Beginn des
Dialogs im Diskurs etablierte Information und Sk die Menge aller seit Beginn
des Dialogs angeforderten Dienste. Die Mengen ∆S und ∆S′ bezeichnen die
nach Verarbeitung des k + 1-ten Turn anzufordernden bzw. zu widerrufenden
Dienste.
7.5 Interaktionsmuster und Dialogzusta¨nde
In der Einleitung wurde vermerkt, daß die Instantiierung der Interaktionsmu-
ster von der Funktion den Zustandsu¨berga¨ngen in einem auf endlichen Auto-
maten basierenden Dialogsystem nahekommt. Im Kontext von abstrakten Dia-
logzusta¨nden bedeutet dies, daß bei Abschluß der Instantiierung eines Inter-
aktionsmusters die Repra¨sentation des Dialogzustandes angepaßt werden muß.
Dies erlaubt dem Dialogsystem, Ru¨ckschlu¨sse auf den Fortschritt des Dialogs
zu schließen. Ein Korrektur-Interaktionsmuster sollte beispielsweise die Varia-
ble, die die Qualita¨t des fortschreitenden Dialogs repra¨sentiert, heruntersetzen.
Auf der anderen Seite mu¨ssen Zustandsvariablen vom Dialogsystem neu ange-
paßt werden. Eine Instantiierung des Korrektur-Interaktionsmusters beispiels-
weise kann bewirken, daß durch bereits ausgefu¨hrte Datenbankzugriﬀe etablier-
te Referenzen wieder aus dem Diskurs entfernt werden. Damit muß der Wert
der Variable Reference von beispielsweise ambiguous auf none zuru¨ckgesetzt
werden. Wir unterscheiden damit zwei Arten, auf die die Instantiierung eines
Interaktionsmusters Einﬂuß zu die Repra¨sentation des Dialogzustandes hat.
7.6 Interaktionsmuster und Diskursstruktur
Wie in Abschnitt 5.2 beschrieben, muß Diskursstruktur notwendigerweise hier-
archisch sein. Der einfache Algorithmus, der in der Einleitung angegeben war,
beru¨cksichtigt hierarchische Diskursstruktur jedoch nicht. Eine einfache Modi-
ﬁkation fu¨hrt dann zu folgendem Algorithmus.
1. Erstelle semantische Repra¨sentation der Eingabe des Anwenders
2. (a) falls letzte Eingabe nicht Teil des gegenwa¨rtigen Interaktionsmusters ist
i. falls letzte Eingabe zum Abbruch des Interaktionsmusters fu¨hrt,
dann Instantiierung beenden
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ii. anderenfalls neues Interaktionsmuster bestimmen und in einem Un-
terdialogbaum instantiieren
3. Fu¨hre Datenbankanfragen, Dienstanforderungen etc aus wo immer mo¨glich
4. Klassiﬁziere den gegenwa¨rtigen Dialogzustand
5. gehe zu 1
7.7 Diskussion
Es gibt mehrere Ansa¨tze fu¨r prinzipienbasiertes Dialog-Management in der Lite-
ratur. Einer der prominentesten Ansa¨tze ist das von der France Te´le´com ent-
wickelte Artimis System [Sadek and De Mori, 1998,Sadek et al., 1997]. Dieses
System stellt ein doma¨nenunabha¨ngiges, aus drei Komponenten bestehendes
System dar. Die Komponenten sind ein Sprachverarbeitungskomponente, be-
stehend aus Spracherkenner und Parser, eine Generierungskomponente und die
sogenannte Rational Unit. Diese Rational Unit ist eine auf der Modallogik KD45
basierende Inferenzmaschine, die aufgrund der vom Parser erzeugten Repra¨sen-
tation und der Information im Diskurs mithilfe rationaler Prinzipien die na¨chste
Aktion des Dialogsystems bestimmt. Die Axiome stellen sicher, daß sich das
Dialogsystem “vernu¨nftig“ (engl. rational) verha¨lt, also zum Beispiel dem Be-
nutzer nicht Information mitteilt, die er schon kennt, oder umgekehrt, keine
Information voraussetzt, die der Benutzer nicht kennen kann. Die Aktionen des
Dialogsystems, sogenannte communicative acts, haben Vor- und Nachbedingun-
gen, denenzufolge der Diskurs entsprechend angepaßt wird. Die hier einefu¨hrten
Instantiierungen der Interaktionsmuster ko¨nnen als das funktionale A¨quivalent
der communicative acts betrachtet werden. Die Nachbedingungen der communi-
cative acts im Falle von Artimis und die Werte fu¨r F und F′ beschreiben beide,
wie der Diskurs angepaßt werden muß. Als wesentliche Unterschiede zwischen
den Ansa¨tzen ist zu verbuchen, daß die Artimis Architektur keinerlei Aussagen
u¨ber die Diskursstruktur macht und das die Einbindung von Anwendungsdien-
sten nicht so eng ist wie in der vorliegenden Arbeit.
7.8 Zusammenfassung
In diesem Kapitel wurde das Konzept des Interaktionsmusters eingefu¨hrt. Ein
Interaktionsmuster beschreibt die wesentlich Fa¨higkeit eines Dialogsystems, In-
formation in einer fu¨r das Interaktionsmuster typischen Art und Weise in den
Diskurs zu integrieren, und den Zustand der Anwendung auf eine solche Art
und Weise anzupassen, daß der Gesamtzustand des Systems konsistent bleibt.
Interaktionsmuster ko¨nnen auf verschiedene Art und Weise instantiiert werden.
Die Art der Instantiierung kann dabei in Abha¨ngigkeit der Leistungsfa¨higkeit
der Systemkomponenten wie zum Beispiel Spracherkenner angepaßt werden.
Interaktionsmuster isolieren die Mechanismen, die dem Informationsaus-
tausch zwischen Dialogsystem und Anwender zugrunde liegen. Aus diesem
Grunde bestimmt der Katalog der vom Dialogsystem unterstu¨tzten Interak-
tionsmuster das Verhalten, die Natu¨rlichkeit und die Leistungsfa¨higkeit des Sy-
stems. In den folgenden drei Kapiteln werden verschiedene Interaktionsmuster
vorgestellt.
Kapitel 8
Erfragen von Information
Eine der wichtigsten Funktionen von aufgabenorientierten Dialogsystemen ist
es, Information vom Benutzer zu erfragen, um zu bestimmen, welchen Dienst
des Systems der Benutzer in Anspruch nehmen mo¨chte. In diesem Kapitel wird
ein sprach- und doma¨nenunabha¨ngiges Interaktionsmuster entwickelt, das es
dem Dialogsystem erlaubt, entsprechende Kla¨rungsfragen zu generieren und
deren Antworten in den Diskurs zu inkorporieren. Der Begriﬀ der Kla¨rungsfrage
umfaßt im Rahmen dieser Arbeit die Begriﬀe Ja/Nein-Frage, Disjunktivfrage
und Ersetzungsfrage.
Zuna¨chst werden die abstrakten Dialogzusta¨nde (siehe Abschnitt 6.8) ange-
geben, in denen das Generieren einer Kla¨rungsfrage erforderlich ist. Daraufhin
wird beschrieben, wie der semantische Inhalt der Kla¨rungsfrage bestimmt wird.
Da die Dienste der Anwendung durch die Datenbankkonvertierungsbeschrei-
bungen (siehe Abschnitt 5.3) und Dialogzielbeschreibungen (siehe Abschnitt
5.4) mit Hilfe von Merkmalsstrukturen beschrieben sind, kann ein sprach- und
doma¨nenunabha¨ngiger Algorithmus zur Generierung von Kla¨rungsfragen ange-
geben werden.
8.1 Einleitung
Die Aufgabe des Dialogsystems ist es, den vom Benutzer gewu¨nschten Dienst
und dessen Parameter zu bestimmen (siehe Abschnitt 6.7). Ist es dem Dialogsy-
stem nicht mo¨glich die Absicht des Benutzer eindeutig zu bestimmen, weil die
Information im Diskurs nicht speziﬁsch genug ist, muß komplementa¨re Informa-
tion interaktive erfragt werden. Zu diesem Zwecke wird ein Interaktionsmuster
entwickelt, das es dem Dialogsystem erlaubt, entsprechende Fragen zu gene-
rieren und die Antwort in den Diskurs einzubringen. Das Interaktionsmuster
wird demzufolge vom Dialogsystem initiiert (wir betrachten hier nicht den Fall,
bei dem der Benutzer Kla¨rungsfragen zu den Objekten unter Diskussion stellen
kann).
Da es das Ziel dieses Interaktionsmusters ist, den Informationsgehalt zu
erho¨hen, fordern wir, daß F = ∅ und F′ = ∅ gilt. Bevor das Interaktionsmuster
formell deﬁniert wird, werden die Fa¨lle betrachtet, in denen die Anwendung des
Interaktionsmusters notwendig ist.
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8.2 Falluntersuchung
Im allgemeinen muß der Informationsgehalt des Diskurses erho¨ht werden, wenn
das Dialogsystem nicht u¨ber genu¨gend Information verfu¨gt, um den na¨chsten
anzufordernden Dienst eindeutig zu bestimmen. Hierbei wird unter Dienst ent-
weder eine Datenbankanfrage (siehe Deﬁnition 1) oder ein anwendungsspeziﬁ-
scher Dienst (siehe Deﬁnition 5) verstanden. Mangelnde Speziﬁzita¨t kann hier-
bei die folgenden drei Ursachen haben: (i) fehlende Information, (ii) mehrdeuti-
ge Information, und (iii) Informationmit zu geringer Konﬁdenzannotation durch
den Spracherkenner.
Fehlende Information beschreibt die Situation, in der der Dialog nicht
genu¨gend fortgeschritten ist, um alle relevante Information erfragt zu haben.
Dies ist beispielsweise der Fall, wenn der Benutzer den Zielort fu¨r eine Wegbe-
schreibung noch nicht angegeben hat. Im Falle ambiger Information sind mehr
als eine Interpretation der bis jetzt akquirierten Information mo¨glich, beispiels-
weise wenn der vom Benutzer verwendete Ausdruck des Zielortes auf mehrere
Objekte referiert. Geringe Konﬁdenzraten sind auf Probleme in der Spracher-
kennungskomponente zuru¨ckzufu¨hren und sollten besta¨tigt werden, bevor sie in
den Diskurs integriert werden ko¨nnen.
8.2.1 Fehlende Information
Im Falle fehlender Information ist der Dialog nicht fortgeschritten genug, um
die na¨chste Aktion des Dialogsystems eindeutig zu bestimmen. In der vorliegen-
de Systemarchitektur ko¨nnen zwei verschiedene Fa¨lle unterschieden werden. Im
ersten Fall sind semantische Repra¨sentationen im Diskurs vorhanden, die durch
Datenbankzugriﬀe vervollsta¨ndigt werden ko¨nnten, aber keiner der entsprechen-
den Datenbankwa¨chter (siehe Deﬁnition 4) ist erfu¨llt. Im zweiten Fall ist eine
Dialogzielbeschreibung im Zustand determined, aber es ist nicht genu¨gend In-
formation vorhanden, um alle Parameter der der Beschreibung zugeordneten
Dienste zu bestimmen (zur Erinnerung: eine Dialogzielbeschreibung ist deter-
mined, wenn die im Diskurs vorhandene Information nur mit dieser, aber keiner
anderen Dialogzielbeschreibung konsistent ist, aber die vorhandene Informati-
on nicht ausreicht, um die Dialogzielbeschreibung zu erfu¨llen). Im folgenden
werden die beiden Fa¨lle genauer betrachtet.
Datenbankwa¨chter. Datenbankwa¨chter treten dann in Kraft, wenn die In-
formation im Diskurs speziﬁsch genug ist, die Datenbank auszuwa¨hlen, aber
die vorhandene Information nicht ausreicht, um die Einschra¨nkung des Daten-
bankwa¨chters zu erfu¨llen. Im Stadtinformationskiosk beispielsweise sind ver-
schiedene Datenbanken fu¨r Restaurants, Hotels und so weiter vorhanden. Die
Datenbankwa¨chter fu¨r die Restaurantdatenbank sind in Abbildung 5.4 angege-
ben. Wenn die folgende atomare Merkmalsstruktur
[obj restaurant]
im Diskurs vorhanden ist, ist die Information ausreichend genug, um die
Hoteldatenbank als Kandidaten auszuschließen, aber nicht ausreichend genug,
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um den Datenbankzugriﬀ durchzufu¨hren. Diese Situation entspricht dem Zu-
stand DatabaseSelected. Abhilfe schaﬀt das Erfragen der Werte, die durch
die Merkmalspfade der Datenbankwa¨chter speziﬁziert sind, also beispielsweise
Preiskategorie oder Nationalita¨t.
Dialogzielbeschreibungen. Dialogzielbeschreibungen sind, a¨hnlich wie
Datenbankwa¨chter, Schranken fu¨r Informationsgehalt. Analog zu Daten-
bankwa¨chtern, kann fehlende Information die Generierung einer Ersetzungs-
frage erfordern. Die Situation ist dieselbe wie im Falle der Datenbankwa¨chter:
eine Dialogzielbeschreibung wurde ausgewa¨hlt, aber die Information im Diskurs
reicht nicht aus, die Beschreibung zu erfu¨llen.
Das Generieren einer Ersetzungsfrage ist nur dann erforderlich, wenn die
Zustandsveriable Intention den Wert determined hat. Um zu sehen, warum,
nehmen wir an, daß die Variable einen Wert ungleich determined hat. Fu¨r
neutral, inconsistent und finalized stellt sich die Notwendigkeit einer Frage
nicht, da, respektive, entweder der Dialog noch nicht initiiert ist, die Aussagen
des Benutzers falschverstanden oder inkonsistent mit dem Aufgabenmodel sind
oder das Dialogziel erreicht ist. Bleibt der Fall Intention = selected. In diesem
Fall muß bestimmt werden, welches der ausgewa¨hlten Dialogziele der Benutzer
verfolgen mo¨chte. Dies kann jedoch am besten durch eine Disjunktivfrage ge-
schehen, wobei Referenzen zu den ausgewa¨hlten Dialogzielbeschreibungen die
Disjunkte darstellen.
Wir ko¨nnen also annehmen, daß Dialogzielbeschreibungen nur dann die Ur-
sache fu¨r Ersetzungsfragen sein ko¨nnen, wenn die Zustandsvariable den Wert
determined hat. Dies impliziert aber, daß das vom Benutzer intendierte Dialog-
ziel bekannt ist. Wenn in der Dialogzielbeschreibung Merkmalspfade angegeben
sind, die im Diskurs entweder nicht deﬁniert sind oder deren Wert weniger spe-
ziﬁsch als der entsprechende Wert in der Dialogzielbeschreibung ist, muß dieser
Wert durch eine Ersetzungsfrage erfragt werden.
8.2.2 Ambige Information
Im Gegensatz zu den Ersetzungsfragen, die im Falle fehlender Information an-
gewandt werden, ko¨nnen Disjunktivfragen den Benutzer aus mehreren Alterna-
tiven auswa¨hlen lassen. Listen von Alternativen ko¨nnen zu verschiedenen Zeiten
im Dialog generiert werden. In der vorliegenden Architektur werden Listen von
Alternativen durch nicht eindeutig bestimmte Dialogzielbeschreibungen, durch
Datenbankzugriﬀe selbst und Parse n best Listen erzeugt.
Ambige Information aus Datenbankzugriﬀen. Nachdem die Daten-
bankwa¨chter durch referierende Ausdru¨cke erfu¨llt worden sind, wird der Daten-
bankzugriﬀ vorgenommen und Repra¨sentationen der Objekte, auf die referiert
wird, in den Diskurs integriert. Hierbei kann es vorkommen, daß referieren-
de Ausdru¨cke mehr Referenzen haben, als die Dialogzielbeschreibungen, denen
sie u¨bergeben werden, erlauben. Zur Erinnerung: Die Dialogzielbeschreibung
ermo¨glichen durch die Angabe von min und max Constraints die Anzahl der
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Repra¨sentationen, fu¨r die die assoziierten Dienste angefordert werden, zu be-
schra¨nken; siehe auch die Deﬁnitionen in Abschnitt 5.4.1. In diesem Fall muß
zusa¨tzliche Information erfragt werden, die die Menge der Objekte, auf die re-
feriert werden kann, verringert.
Aus Darstellungsgru¨nden wird zuna¨chst angenommen, daß dieser Fall nur
auftritt, wenn die Zustandsvariable Intention den Wert Selected hat. Mit an-
deren Worten, es wird angenommen, daß das Dialogsystem bestimmt hat, wel-
che Aufgabe der Benutzer ausfu¨hren will, muß aber noch die Ergebnismenge
der Datenbankanfrage reduzieren (fu¨r Verarbeitung ambiger Referenz in Situa-
tionen, in denen keine Dialogzielbeschreibung im Zustand Selected ist, siehe den
na¨chsten Abschnitt). Nehmen wir an, daß eine semantische Repra¨sentation der
A¨ußerung im Diskurs repra¨sentiert ist. Als Beispiel dient der Satz “Give me di-
rections to a restaurant in Squirrel Hill“ und seine semantische Repra¨sentation

act givedirections
arg


obj path
dst
[
obj restaurant
neighborhood “Squirrel Hill“
]


(8.1)
Der Wert des Merkmalpfades arg ist die Substruktur, die eine deﬁnite Be-
schreibung repra¨sentiert. Datenbankzugriﬀ und anschließende Umwandlung in
Merkmalsstrukturen der Ergebnismenge, wie in Abschnitt 5.3 beschrieben, fu¨hrt
zu einer unterspeziﬁzierten Repra¨sentation im Diskurs. Wir betrachten nun
zuna¨chst den Wert der Merkmalpfades arg|dst|nationality, da die Disam-
biguierungsalgorithmen der Basis-Dialogdienste (siehe Abschnitt 4.5) den Wert
diesen Pfades am eﬃzientesten disambiguieren ko¨nnen. Der unterspeziﬁzierte
Knoten dieses Merkmalpfades hat folgende Struktur:
nationality(1,...,19)


american(1,...,9)
asian(10,...,14)


chinese(10,...,12)
japanese(13)
thai(14)
european(15,...,18)
{
greek(15,16)
italian(17,18)
mediterranean(19)
(8.2)
Die Aussage der Repra¨sentation ist, daß es neun amerikanische, fu¨nf asiati-
sche, drei chinesische usw. Restaurants gibt, die die Constraints des Benutzers
erfu¨llen, in Squirrel Hill zu sein. Die einfachste und eﬃzienteste Weise, die Na-
tionalita¨t des gewu¨nschten Restaurants zu bestimmen wa¨re, alle vorhandenen
Nationalita¨ten aufzuza¨hlen und den Benutzer auswa¨hlen zu lassen.1 Allerdings
ist deren Zahl zu hoch als daß es fu¨r eine auditorische Pra¨sentation durch ein
1 Dies wird allerdings nur in manchen Fa¨llen den Zielort eindeutig bestimmen. Wa¨hlt der
Benutzer beispielsweise ein chinesisches Restaurant, muß zwischen den verbleibenden drei
chinesischen Restaurants disambiguiert werden.
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Sprachsynthesesystem praktikabel wa¨re. Deswegen wa¨hlt das System eine Un-
termenge aus, die eine gewisse vorgegebene Ho¨chstschranke nicht u¨bersteigt,
im vorliegenden System 5. Wie dies genau geschieht, ist ebenfalls im Abschnitt
4.5 beschrieben. Im diesem Beispiel ist die Auswahl durch die unterstrichenen
Knoten in (8.2) gegeben, die die Menge der vorhandenen Nationalita¨ten parti-
tioniert. Dieser Knoten wird dann mithilfe der Generierungsschablonen (siehe
Abschnitt 4.5 in eine Disjunktivfrage der Form “Would you like to go to an
American, Asian, Greek, Italian or mediterranean place?“ umgewandelt. Wa¨hlt
der Benutzer ein asiatisches Restaurant, wird der unterspeziﬁzierte Knoten in
(8.2) zu dem Knoten
asian(10,...,14)


chinese(10,...,12)
japanese(13)
thai(14)
(8.3)
reduziert. Da der reduzierte Knoten in (8.3) nach wie vor der Knoten ist, der
die verbleibende Menge an Restaurants am eﬃzientesten disambiguiert, wird
dem Benutzer nun die Gelegenheit gegeben, zwischen chinesischen, japanischen
und thaila¨ndischen Restaurants auszuwa¨hlen. Wa¨hlt der Benutzer nun chinesi-
sche Restaurants aus, ist die Nationalita¨t des Zielortes eindeutig bestimmt, und
ein anderes Unterscheidungsmerkmal muß zur Disambiguierung herangezogen
werden.
Ambige Intention. Das im vorhergehenden Abschnitt dargestellte Verfahren
beruht auf der Annahme, daß die Zustandsvariable Intention durch den Wert
determined belegt ist. Nun wird untersucht, wie in anderen Dialogzusta¨nden
zu verfahren ist. Nehmen wir also an der Wert der Variablen sei Inconsistent.
In diesem Fall ist die im Diskurs vorhandene Information inkonsistent mit den
Dialogzielbeschreibungen, und eine Kla¨rungsfrage wird nichts zum Fortschreiten
des Dialogs beitragen. Deswegen kann in diesem Dialogzustand keine Kla¨rungs-
frage generiert werden. Sei nun der Wert der Variablen Finalized. In diesem
Zustand wurde das Dialogziel des Dialoges bereits erfu¨llt, und Kla¨rungsfragen
sind u¨berﬂu¨ssig. Ist der Wert der Variablen hingegen Neutral, dann wurde der
Dialog noch nicht gestartet, und die Generierung von Kla¨rungsfragen ist eben-
falls nicht mo¨glich. Im Gegensatz dazu ist fu¨r den Wert Selected das vom Be-
nutzer intendierte Dialogziel nicht eindeutig bestimmt, und eine entsprechende
Kla¨rungsfrage ist angebracht. Wir ko¨nnen also festhalten, daß Kla¨rungsfragen
nur dann generiert werden mu¨ssen, wenn die Variable Intention entweder den
Wert Determined oder Selected annimmt.
Wir betrachten nun den Fall, in dem die Variable Intention den Wert
Selected annimmt. In diesem Fall gibt es mehr als eine Dialogzielbeschreibung,
die mit der Information im Diskurs kompatibel ist. Ein einfaches Verfahren,
den Benutzer aus diesen n Dialogzielbeschreibungen die intendierte auswa¨hlen
zu lassen, ist, die Merkmalsstrukturen D der Dialogzielbeschreibungen als Ba-
sis fu¨r die Generierung von unterspeziﬁzierten Merkmalsstrukturen zu nehmen.
Auf die so generierte unterspeziﬁzierte Merkmalsstruktur kann dann das im vo-
rigen Abschnitt beschriebene Verfahren zur Disambiguierung angewandt wer-
den. Dies wird solange wiederholt, bis nur noch eine Dialogzielbeschreibung
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kompatibel mit der Information im Diskurs ist. Damit wechselt der Wert der
Variable Intention von Selected zu Determined, und das im vorigen Abschnitt
beschriebene Verfahren disambiguiert die Repra¨sentationen, falls no¨tig.
Wir vermerken, daß das Disambiguieren von Dialogzielbeschreibungen nur
deswegen funktioniert, weil wir annehmen ko¨nnen, daß die Merkmalsstrukturen
der Dialogzielbeschreibungen miteinander inkompatibel sind. Dies ist garantiert
durch die Independent Goal Condition des Aufgabenmodells (siehe Deﬁnition
7). Nehmen wir um der Diskussion willen an, daß die Independent Goal Condi-
tion verletzt ist. Dies bedeutet, daß es zwei Dialogzielbeschreibungen G1 und
G2 mit zugeordneten Merkmalsstrukturen D1 und D2 gibt, so daß entweder
D1  D2 oder D2  D1. Nehmen wir o.B.d.A an, daß D1  D2 gilt. Sei nun
D = D1 die im Diskurs vorhandene Information. Dies impliziert nach Deﬁni-
tion 7, daß der Zustand von G1 und G2 Selected ist. Sollte das Hinzufu¨gen
von Information durch Kla¨rungsfragen zum Diskurs G1 deselektieren, bedeutet
dies, daß die im Diskurs vorhandene Information mit D1 inkompatibel ist. Da
aber D1  D2 gilt, ist auch D2 mit der im Diskurs vorhandenen Information
inkompatibel und G2 wird ebenfalls deselektiert. Dies zeigt, daß bei Verletzen
der Independent Goal Condition die Zustandsu¨berga¨nge von Dialogzielbeschrei-
bungen nicht mehr unabha¨ngig voneinander sind. Dies ist jedoch kein gro¨ßeres
Problem in praktischen Anwendungen, da die Independent Goal Condition zum
U¨bersetzungszeitpunkt des Systems u¨berpru¨ft und entsprechende Korrekturen
in den Repra¨sentationen einfach vorgenommen werden ko¨nnen.
8.2.3 Geringe Konﬁdenzannotation
Die semantischen Repra¨sentationen sind mit Konﬁdenzannotationen des Spra-
cherkenners versehen. Somit ist es mo¨glich, selektiv Information zu ignorieren
oder besta¨tigen zu lassen, sollte die Konﬁdenzannotation wahrscheinliche Feh-
lerkennung anzeigen. Die Repra¨sentation

〈act givedirections, conf high〉
arg
[
〈obj path, conf high〉
dst 〈obj bar, conf low〉
]  (8.4)
zeigt eine Repra¨sentation des Satzes “Give me directions to a bar“, wobei das
Wort bar eine niedrige Konﬁdenzannotation zugewiesen bekommen hat. 2
8.2.4 Zusammenfassung der Falluntersuchung
Die oben beschriebenen Situationen stellen Systemzusta¨nde dar, in denen die
Generierung einer Kla¨rungsfrage den Dialog vorantreibt. Die Systemzusta¨nde
lassen sich nach Art der zu stellenden Frage klassiﬁzieren. Tabelle 8.2.4 zeigt
die Abbildung von Systemzusta¨nden auf zu generierende Frageformen. Um die
richtige Frageform auszuwa¨hlen, wird nicht nur der Systemzustand, sondern
auch na¨here Umsta¨nde wie Grad der Ambiguita¨t in Betracht gezogen.
2 Konﬁdenzannotationen sind in den anderen Darstellungen der Repra¨sentationen der U¨ber-
sichtlichkeit halber nicht angegeben.
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Systemzustand Frageform Bedeutung
〈poorQuality, , , , 〉 Ja/Nein Frage Besta¨tigung unsicherer Information
〈 , , Selected, , 〉 Ersetzungsfrage Erfragen fehlender Information
Disjunktivfrage fu¨r Datenbankzugriﬀ
〈 , , , , AmbiguousReference, 〉 Disjunktivefrage Disambiguierung ambiger Referenzen
〈 , , , , , Selected〉 Disjunktivefrage Disambiguierung mehrerer Ziele
〈 , , , , ,Determined〉 Disjunktivefrage Erfragen fehlender Information
Ersetzungsfrage fu¨r die gewa¨hlte Dialogzielbeschreibung
Tabelle 8.1. Die Klassiﬁkation der Systemzusta¨nde, in denen die Generierung einer Kla¨rungs-
frage angebracht ist
8.3 Das Fragen Interaktionsmuster
In den oben beschriebenen Situationen muß zusa¨tzliche Information in den Dis-
kurs eingebracht werden, um den Dialog fortsetzen zu ko¨nnen. Dies geschieht
mithilfe des Fragen-Interaktionsmusters. Da es Aufgabe dieses Interaktions-
musters ist, die Speziﬁzita¨t der Repra¨sentationen zu erho¨hen, wird F = ∅
und F′ = ∅ gefordert. Fragen ko¨nnen vom System wie auch vom Benutzer
initiiert werden. Die Beschra¨nkung der Sprechakte auf SAI = {act question},
SAO = {act inform} ergibt sich aus der Tatsache, daß der Initiierer des Inter-
aktionsmusters solange fragt, bis die gewu¨nschte Information im Diskurs eta-
bliert ist, und der Opponent entsprechend antwortet. Damit ergibt sich folgende
Deﬁnition.
Deﬁnition 1 (Kla¨rungsfragen-Interaktionsmuster). Ein
Kla¨rungsfragen-Interaktionsmuster ist ein Interaktionsmuster
〈I, SAI , SAO,F,F′, 〉, wobei SAI = {act question}, SAO = {act answer}, F
entspricht dem semantischen Inhalt der erwarteten Antworten und F′ = ∅.
Bevor verschiedene Instantiierungen des Interaktionsmusters betrachtet
werden, soll noch auf die Verwendung der Bezeichnungen Disjunktivfrage und
Ersetzungsfrage hingewiesen werden. Vom Standpunkt der Dialogverarbeitung
ist die Eigenschaft der Disjunktivfrage wichtig, dem Benutzer die verfu¨gba-
ren Optionen mitzuteilen. Der zweite Satz in “There are Chinese restaurants in
Squirrel Hill, Shadyside and East Liberty. Which neighborhood would you like to
go to?“ ist zwar technisch gesehen eine Ersetzungsfrage. Da jedoch der gesamte
Ausdruck vom Standpunkt der Dialogverarbeitung a¨quivalent zur Disjunktiv-
frage “Would you like to go to a Chinese restaurant in Squirrel Hill, Shadyside
or East Liberty?“ ist, wird der Ausdruck in beiden Fa¨llen als Disjunktivfrage
bezeichnet.
8.3.1 Instantiierung mittels Disjunktivfragen
Abbildung 8.1 zeigt ein Beispieldialog mit mehreren Instantiierungen des
Fragen-Interaktionsmusters. Alle Instantiierungen benutzen Disjunktivfragen.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
There are 19 places in Squirrel Hill.
act_inform
System: act_inform
act_request
Would you like to go to an Asian, American, Greek,  Italian
or Mediterranean place?
Would you like to go to a Chinese, Thai or Japanese place?
User: Asian
User: act_inform Chinese
System: act_inform
There are five Asian places in Squirrel Hill.
There are three Chinese places in Squirrel Hill.
act_request Would you like to go to a cheap or moderately expensive place?
User:
System: act_inform
act_inform Moderately expensive.
I am giving you directions to ’Silk Pagoda’ in Squirrel Hill.
Qu
es
tio
n 
IS
Qs
t I
S
Qs
t I
S
Abbildung 8.1. Eine Instantiierung des Fragen-Interaktionsmusters mit Disjunktivfragen.
8.3.2 Instantiierung mittels Ersetzungsfragen
Abbildung 8.2 zeigt ein Beispieldialog mit mehreren Instantiierungen
des Fragen-Interaktionsmusters. Die zweite Instantiierung des Fragen-
Interaktionsmusters benutzt eine Ersetzungsfrage.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
System: act_inform
act_inform
I am not sure I understood everything you said.
User: act_inform Squirrel Hill.
There are 19 places in Squirrel Hill.
User:: Italian
System: act_inform
Mediterranean place?
act_request Would you like to go to Asian, American, Italian, Greek or
I am giving you directions to ’Sweet Basil’ in Squirrel Hill.
Which neighborhood would you like to go to?
Qs
t I
S
Qs
t I
S
Qs
t I
S
Abbildung 8.2. Eine Instantiierung des Fragen-Interaktionsmusters mit Ersetzungsfragen.
8.4 Implementierung
8.4.1 Algorithmus
Entscheidet das Dialogsystem, daß das Fragen-Interaktionsmuster instantiiert
werden muß, werden alle dem System bekannten Schablonen vom Typ enum-
qst,infoqst oder yesnoqst, deren Constraints erfu¨llt sind, wird instantiiert, und
die resultierende A¨ußerung wird dem Benutzer pra¨sentiert.
129
8.4.2 Variabilita¨t in der Fragestellung
In der Vergangenheit wurde gezeigt, daß Benutzer von natu¨rlichsprachli-
chen Dialogsystemen es vorziehen, durch den Dialog “gefu¨hrt“ zu werden
[Walker et al., 1997]. Unzuverla¨ssige Spracherkenner oder fehlende Grammati-
kabdeckung ko¨nnen durch speziﬁsch formulierte Fragen so gut wie ausgeschlos-
sen werden. Fu¨r das hier vorgestellte System bedeutet dies, daß Disjunktiv-
fragen den oﬀeneren Ersetzungsfragen vorgezogen werden und Ja/Nein-Fragen
den Disjunktivfragen vorgezogen werden.
Es ist in begrenztem Maß mo¨glich, die Form der Fragen ineinander umzu-
wandeln. Unter welchen Umsta¨nden dies geschehen kann, wird in diesem Ab-
schnitt beschrieben.
Umwandeln einer Ersetzungsfrage in eine Disjunktivfrage. Ersetzungs-
fragen erfragen fehlende Information in einer Repra¨sentation. Eine typische Si-
tuation, in der Ersetzungsfragen no¨tig sind, ist bei fehlender Information in
einer Dialogzielbeschreibung G, die sich im Zustand Determined beﬁndet.
Diese fehlende Information kann beispielsweise die gewu¨nschte Preiskategorie
eines Hotelzimmers sein.
Dazu nehmen wir an, daß die Repra¨sentation (8.5) im Diskurs enthalten ist.
[
act reservehotel
arg obj hotel
]
(8.5)
Die Merkmalsstruktur der Dialogzielbeschreibung G 3 ist durch (8.6) gege-
ben.


act reservehotel
arg
[
obj hotel
pricecategory prp price
] (8.6)
Die entsprechende Ersetzungsfrage ko¨nnte etwa lauten: “Welche Preiskate-
gorie wu¨nschen Sie?“.
Disjunktivfragen auf der anderen Seite erlauben dem Benutzer, aus einer
Liste von Optionen auszuwa¨hlen. Dies ist besonders in Situationen nach Da-
tenbankzugriﬀen mit großen Ergebnismengen der Fall, wie es im obigen Beispiel
des Restaurants beschrieben wurde. Im Falle fehlender Information ist eine sol-
che Liste von Optionen jedoch nicht erha¨ltlich. Da jedoch die Typenhierarchie
Constraints u¨ber die erlaubten Werte eines Merkmalspfades bereitstellt, ist es
mo¨glich, eine Liste von Optionen aus der Typenhierarchie abzuleiten. Wenn es
beispielweise drei Preiskategorien fu¨r Hotelzimmer gibt, repra¨sentiert durch die
Typen prp cheap, prp moderate, prp expensive, dann kann die Liste von Op-
tionen bestimmt werden durch die Menge von Typen τ der Typenhierarchie,
3 Die Dialogzielbeschreibung ist fu¨r dieses Beispiel vereinfacht worden; so sind zum Beispiel
Merkmals fu¨r Ankunfts- und Abfahrtsdatum nicht gezeigt.
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fu¨r die prp price ⊂ τ gilt. In diesem Fall ist dies
prp price  prp cheap
prp price  prp medium
prp price  prp expensive
Basierend auf dieser Information, wird ein unterspeziﬁzierter Knoten (8.7) ge-
neriert,
prp price(1−3)


prp cheap(1)
prp medium(2)
prp expensive(3)
(8.7)
der, mithilfe von Kontextinformation 8.8

act reservehotel(1−3)
arg


obj hotel(1−3)
pricecategory prp price(1−3)


prp cheap(1)
prp medium(2)
prp expensive(3)




(8.8)
zur Generierung der Disjunktivfrage “Would you like to make a reservation in
a cheap, moderately expensive or expensive hotel?“ herangezogen wird. Dieses
Verfahren funktioniert auch mit mehr als 5 Optionen, solange die Optionen
durch zusa¨tzliche Typen hierarchisch angeordnet sind. Dies ist analog zu den
Typen european und asian im obigen Beispiel.
Umwandeln von Disjunktivfragen in Ja/Nein Fragen. Eine Disjunktiv-
frage mit n Optionen kann einfach in maximal n a¨quivalente Ja/Nein Fra-
gen umgewandelt werden. Dazu werden Fragen der Form “Wu¨nschen Sie
langleoptioni〉 generiert, bis der Benutzer die Frage positiv beantwortet.
Umwandeln von Ja/Nein Fragen in Disjunktivfragen. Umwandlungen
in die andere Richtung sind theoretisch mo¨glich, werden aber vom System in
der vorliegenden Implementierung nicht vorgenommen.
Umwandeln von Disjunktivfragen in Ersetzungsfragen. Ebenfalls sind
Umwandlungen von Disjunktivfragen in Ersetzungsfragen theoretisch mo¨glich,
werden aber vom System in der vorliegenden Implementierung nicht vorgenom-
men.
8.4.3 Verweigerung der Antwort
Es ist mo¨glich, daß der Benutzer die Antwort auf eine Frage nicht kennt. Eine
Frage nach Stadtteilen beispielsweise wird ein ortsfremder Benutzer nicht be-
antworten ko¨nnen. Aus diesem Grunde ist es mo¨glich, daß der Anwender mit
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dem Ausdruck “I don’t know it!“ die Antwort verweigert. Intern wird der Merk-
malspfad, nach dessen Wert gefragt worden ist, mit einem Index versehen, der
anzeigt, daß der Benutzer die Antwort auf diese Frage nicht weiß. Schablonen,
die nach mit dem Index versehenen Merkmalspfaden fragen, werden dann bei
der Auswahl ignoriert. Kommt es dann vor, daß das System keine weiteren Fra-
gen mehr generieren kann, weil der Anwender die Antworten nicht weiß, wird
ein Objekt zufa¨llig ausgewa¨hlt, um einen Abbruch des Dialogs zu vermeiden.
8.4.4 Integration mit dem Spracherkenner
Um die Spracherkennung robuster zu gestalten, wird das Sprachmodell des
Spracherkenner bei der Erkennung der Antwort eingeschra¨nkt. Es ist dann nur
erlaubt, eine der dem System bekannten Antworten zu nennen.
8.5 Diskussion
Viel der hier beschriebenen Verfahren a¨hnelt fru¨her-
en Forschungsarbeiten in Dialogsystemen, so zum Beispiel
[Ward, 1994,Papineni et al., 1999,Abella and Gorin, 1999]. Es sind jedoch
zwei wesentliche Unterschiede zwischen fru¨heren Arbeiten und den hier vorge-
stellten Ansa¨tzen festzuhalten. Zuna¨chst ist der bina¨re Begriﬀ von vorhandener
oder nicht vorhandener Information dank der Subsumptionsrelation der
Merkmalsstrukturen verfeinert worden. In konventionellen slot-ﬁlling Ansa¨tzen
kann u¨ber fehlende Werte keine Aussage gemacht werden außer daß sie
fehlen. Im hier verfolgten Ansatz kann man jedoch dank der Typinformation
beispielsweise Aussagen u¨ber die Anzahl mo¨glicher Antworten machen und
damit, wie in Abschnitt 8.4.2 erla¨utert, eventuell besser geeignete Fragen
gestellt werden. Im obigen Beispiel des Hotelpreises wa¨ren mo¨gliche Fu¨ller
prp cheap, prp medium oder prp expensive, und die Frage “Was fu¨r ein Ho-
telzimmer mo¨chten Sie?“ kann automatisch umgewandelt werden in “Mo¨chten
Sie ein preiswertes, komfortables oder luxurio¨ses Hotelzimmer?“. Da im
zweiten Fall die mo¨glichen Optionen aufgelistet sind, ist die Benutzerfu¨hrung
besser und die Anforderungen an den Spracherkenners sind nicht so hoch.
Der zweite und wichtigere Aspekt der hier verfolgten Arbeit ist jedoch,
daß ein “layer of indirection“ besteht zwischen dem Dialogzustand und der
Aktion, die das Dialogsystem auszufu¨hren hat. Damit ko¨nnen Dialogstrategien
unabha¨ngig von der Doma¨ne oder Zielsprache variiert werden. Dies ist eine
Eigenschaft, die dieses Interaktionsmuster mit den in den folgenden Kapiteln
vorgestellten Interaktionsmustern teilt.
8.6 Zusammenfassung
In diesem Kapitel wurden verschiedene Dialogzusta¨nde beschrieben, in denen
Kla¨rungsfragen notwendig sind. Die Ausfu¨hrung von Kla¨rungsfragen wird von
einem Interaktionsmuster u¨bernommen.
Das Kla¨rungsfragen-Interaktionsmuster verdeckt die konkrete Dialogstrate-
gie, mit der die fehlende Information vom Benutzer akquiriert wird. In dem
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Moment, wo – durch Untersuchung der abstrakten Dialogzusta¨nde festgestellt
wird – daß Information akquiriert werden muß, wird das Kla¨rungsfragen- In-
teraktionsmuster instantiiert. Dabei wird speziﬁziert, welche Information zur
Weiterfu¨hrung des Dialoges beno¨tigt wird. Zu entscheiden, wie diese Informa-
tion nun vom Benutzer akquiriert wird, sei es durch Ersetzungsfragen, sei es
Disjunktivfragen, obliegt dabei der Implementierung des Interaktionsmusters.
Das Kla¨rungsfragen-Interaktionsmuster ist das Paradebeispiel, das zeigt, wie
machtvoll die Trennung von Dialogstrategie (wie Information akquiriert wird)
von Dialogverstehen auf ho¨herer Ebene (was das Dialogsystem als na¨chstes
tun soll) ist. Dies liegt daran, daß Implementierungen des Kla¨rungsfragen-
Interaktionsmuster u¨ber so viele Freiheitsgrade verfu¨gen.
Die in den folgenden Kapiteln beschriebenen Interaktionsmuster folgen dem-
selben Prinzipien von Trennung der Dialogstrategie von Dialogverstehen auf
ho¨herer Ebene.
Kapitel 9
Zuru¨cknahme von
fehlinterpretierter Information
In menschlicher Kommunikation ko¨nnen auftretende Mißversta¨ndnisse schnell
und eﬃzient behoben werden. Personen ko¨nnen interaktiv Mißversta¨ndnisse
entdecken und beheben. Diese Fa¨higkeit ist wesentlich fu¨r den Erfolg von eﬃ-
zienter Kommunikation.
Im Falle natu¨rlichsprachlicher Dialogsysteme ist die Notwendigkeit von Al-
gorithmen zur Behebung von Mißversta¨ndnissen noch dringender, da sowohl
die Komponenten fu¨r die Spracherkennung als auch fu¨r die Satzanalyse in
der Regel nicht fehlerfrei arbeiten. Allerdings ist der Entwurf und die Imple-
mentierung eﬀektiver Algorithmen zur Behebung von Mißversta¨ndnissen u¨ber-
raschend schwierig. Um zu sehen, wo die Schwierigkeiten liegen, muß man
die Gru¨nde der auftretenden Mißversta¨ndnisse untersuchen. Die zur Zeit von
natu¨rlichsprachlichen Dialogsystemen abgedeckten Doma¨nen sind einfach ge-
nug, um semantische Mißversta¨ndnisse auszuschließen: Im Falle eines Zugaus-
kunftssystems “verstehen“ die Konversationspartner die Bedeutung des Wortes
“Abfahrtsbahnhofs“, beispielsweise. Mißversta¨ndnisse treten demzufolge meist
durch unzula¨ngliche Spracherkenner- und Satzanalysetechnologie auf. Diese Un-
zula¨nglichkeiten sind meist die Folge fehlender Abdeckung des Problembereichs
auf drei verschiedenen Ebenen, na¨mlich (i) lexikalisch, (ii) strukturell und (iii)
semantisch. Auf lexikalischer Ebene tritt das Out-of-Vocabulary Problem auf,
wenn Worte verwendet werden, die im Vokabular des Erkenners nicht vorhanden
sind. Dies fu¨hrt unweigerlich zu Fehlerkennungen und damit zu einer semanti-
schen Repra¨sentation, die die intendierte Bedeutung nicht korrekt wiedergibt.
Auf struktureller Ebene treten Probleme auf, wenn bekannte Worte in einer
Konﬁguration verwandt werden, die dem Spracherkenner oder dem Parser nicht
bekannt sind. Sprachmodellbasierte Erkenner haben hier Vorteile gegenu¨ber
grammatikbasierten Erkennern. falls genu¨gend große Trainingsmengen vorhan-
den sind. Desweiteren kompensieren die Skip-Mechanismen robuster semanti-
scher Parser fu¨r fehlende Abdeckung, sind dann aber nicht immer in der Lage,
die intendierte Bedeutung der A¨ußerung zu erfassen. Auf semantischer Ebene
schließlich treten Probleme auf, wenn Ausdru¨cke und Funktionen verlangt wer-
den, die das System nicht kennt oder unterstu¨tzt (engl. out-of-domain). Hinzu
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kommen Fehler des Benutzers, die – wie auch von Standard-Software durch den
Undo Knopf bekannt – wieder ru¨ckga¨ngig gemacht werden mu¨ssen.
Die Aufgabe von Algorithmen zur Korrektur von Mißversta¨ndnissen ist es,
bei Auftreten eines der drei angegebenen Fa¨lle dem Benutzer die Gelegenheit zu
geben, im Diskurs etablierte nicht intendierte Information zu widerrufen. Dies
teilt sich auf in zwei Unteraufgaben, na¨mlich fehlerhafte Information durch
sprachliche A¨ußerungen zu identiﬁzieren und aus dem Diskurs zu entfernen,
und die intendierte Information durch sprachliche A¨ußerungen zu vermitteln.
Die obige Analyse zeigt jedoch, warum dies schwierig ist: Algorithmen zur Be-
hebung von Mißversta¨ndnissen mu¨ssen in das System eingebaute Beschra¨nkun-
gen ausgleichen, oder informell ausgedru¨ckt: “wenn’s beim erstenmal schief-
geht, warum sollte es beim zweitenmal richtig funktionieren?“ Dazu kommen
andere Faktoren, die bei Mißversta¨ndnissen auftreten, wie beispielsweise Hy-
perartikulation [Soltau and Waibel, 2000], die zusa¨tzlich die Spracherkennung
erschweren.
In diesem Kapitel wird deswegen ein Interaktionsmuster vorgestellt, das, in
fu¨nf Varianten instantiiert, die Korrektur von Fehlinterpretationen implemen-
tiert. Die Varianten erlauben entweder, den Dialog neu zu starten, die letzte
A¨ußerung zuru¨ckzunehmen, einen Teil der letzten A¨ußerung zuru¨ckzunehmen
oder einen Teil der letzten A¨ußerung durch etwas anderes zu ersetzen. Diese
fu¨nf Fa¨lle werden in den folgenden Abschnitten na¨her erla¨utert.
9.1 Einleitung
Von der Anwendungsseite her betrachtet, impliziert das Zuru¨cknehmen von
Information das Invertieren von Seiteneﬀekten der im Diskurs etablierten In-
formation. Dies bedeutet, daß Dienstanforderungen, die von zuru¨ckzunehmen-
der Information unterstu¨tzt werden, invertiert werden mu¨ssen. Deswegen sind
Korrektur-Interaktionsmuster dadurch ausgezeichnet, daß F′ = ∅ gilt. Dies ist
im Gegensatz zum im letzten Kapitel vorgestellten Fragen-Interaktionsmuster.
Dort galt unter Annahme der Monotonie F′ = ∅.
Ein weiterer Unterschied zu dem Frage-Interaktionsmuster ist, daß das
Korrektur-Interaktionsmuster nur vom Benutzer initiiert werden kann. Im fol-
genden Abschnitt wird diskutiert, warum dies der Fall ist.
9.2 Falluntersuchung
Wie oben ausgefu¨hrt, gibt es verschiedene Gru¨nde, in denen eine Fehlinterpre-
tation wieder ru¨ckga¨ngig gemacht werden muß. Alle beschriebenen Situatio-
nen sind durch eine Diskrepanz zwischen der Intention des Benutzers und der
generierten (partiellen) Repra¨sentation dieser Intention gekennzeichnet. Die-
se Situationen erfordern alle Benutzer-initiierte Korrektur-Mechanismen. Die
Annahme, daß es lediglich Benutzer-initiierte Instantiierungen von Korrektur-
Interaktionsmustern gibt, impliziert, daß das Dialogsystem niemals in eine Lage
gebracht wird, in der eine system-initiierte Instantiierung eines Interaktionsmu-
sters erforderlich ist.
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Damit stellt sich die Frage, in welchen Situationen system-initiierte In-
stantiierungen des Korrekturmusters erforderlich sind. Das Problem ist hier
zuna¨chst, fu¨r das Dialogsystem festzustellen, daß eine Korrektur vorgenommen
werden muß. Bedingt durch die geringe Ausdruckssta¨rke der den Merkmals-
strukturen zugrundeliegenden Beschreibungssprache, erlauben die unterstu¨tz-
ten Inferenzprozeduren nicht, sehr aussagekra¨ftige Schlu¨sse zu ziehen. Deshalb
wurde sich in der vorliegenden Implementierung darauf beschra¨nkt, lediglich
Typ- und Konsistenzu¨berpru¨fungen vorzunehmen.
Hier wird dann eine wesentliche vereinfachende Annahme gemacht, na¨mlich,
daß die U¨berpru¨fung bereits vor der Inkorporation der semantischen Repra¨sen-
tation in den Diskurs vorgenommen werden kann. Mit anderen Worten, es
werden nur konsistente und wohltypisierte Merkmalsstrukturen in den Diskurs
aufgenommen. Daraus folgt, daß die dem System mitgegebenen Inferenzme-
chanismen niemals die Notwendigkeit einer systeminitiierten Instantiierung des
Korrekturmusters erkennen ko¨nnen. Somit entfa¨llt die Notwendigkeit deren Im-
plementierung.
Auf der anderen Seite muß das System Informationen aus dem Diskurs
zuru¨cknehmen, wenn die Annahmen, unter denen Information im Diskurs eta-
bliert worden ist, sich im Laufe der Zeit a¨ndern. Dies kann zum Beispiel dann
passieren, wenn die Referenzen fu¨r deﬁnite Beschreibungen ungu¨ltig werden. In
einem Flugbuchungssystem beispielsweise kann ein Flugticket von konkurrie-
renden Systemen reserviert werden bevor der Dialog zur Flugbuchung zuende
gefu¨hrt werden konnte. Das Dialogsystem mu dann in der Lage sein, die das
Flugticket repra¨sentierende Information aus dem Diskurs zu entfernen und den
Benutzer davon Mitteilung zu machen. Dies wa¨re ein Beispiel von systemini-
tiierter Korrektur. Allerdings wurde dieser Fall bei der Implementierung des
vorliegenden Systems außer Acht gelassen.
Folglich sind die abstrakten Dialogzusta¨nde, in denen ein Korrektur-
Interaktionsmuster instantiiert werden muß, gegeben durch diejenigen
Zusta¨nde, in denen der Sprechakt des Benutzers die Anforderung des Korrektur-
Interaktionsmusters anzeigt. Gegeben den in Deﬁnition 3 beschriebenen
Sprechakt-Katalog, stellen sich die Dialogzusta¨nde, in denen die Instantiierung
des Korrektur-Interaktionsmuster notwendig ist, wie folgt dar.
Jede Instantiierung des Interaktionsmusters entfernt Information aus dem
Diskurs und fu¨gt mo¨glicherweise neue Information hinzu. Welche Informa-
tion entfernt und hinzugefu¨gt werden soll, muß auf von der Instantiierung
abha¨ngige Weise bestimmt werden. Im Falle der Neustart- undWiderrufen-
Instantiierungen ist die zu entfernende Information indirekt durch den Diskurs
gegeben; die Neustart-Instantiierung entfernt die Information des gesamten
Diskurses, wa¨hrend die Widerrufen-Instantiierung lediglich die letzte A¨uße-
rung widerruft. Dies hat den Vorteil von robuster Ausfu¨hrung der Interakti-
onsmuster selbst bei schlechter Spracherkennung. Im Gegensatz hierzu kann
bei den verbleibenden drei Interaktionsmuster die hinzuzufu¨gende (im Falle
der U¨berschreiben-Instantiierung), die zu entfernende (im Falle der Partiel-
les Widerrufen-Instantiierung) oder gleichzeitig die hinzuzufu¨gende und die
zu entfernende Information (im Falle der Korrektur-Instantiierung) explizit
angegeben werden. Dies ist in Tabelle 9.2 zusammengefaßt.
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Systemzustand Instantiierung Zweck
〈 , , sa startover, , , 〉 Neustart Neustart des Dialogs
〈 , , sa scratchthat, , , 〉 Widerrufen Widerrufen der letzten
A¨ußerung
〈 , , sa overwrite, , , 〉 U¨berschreiben U¨berschreiben einer impli-
zit gegebenen Information
durch explizit gegebene In-
formation
〈 , , sa retract, , , 〉 Partielles Widerrufen Entfernen explizit gegebener
Information
〈 , , sa repair, , , 〉 Korrektur Partielles Ersetzen der Infor-
mation
Tabelle 9.1. Abstrakte Dialogzusta¨nde, in denen die Instantiierung des Korrektur-
Interaktionsmusters notwendig ist.
Instantiierung zu entfernende hinzuzufu¨gende
Information Information
Neustart indirekt: gesamter Diskurs —
Widerrufen indirekt: letzte A¨ußerung —
U¨berschreiben implizit: die mit der hinzu-
zufu¨genden Information in-
kompatible Information
explizit gegeben
Partielles Widerrufen explizit gegeben —
Korrektur explizit gegeben explizit gegeben
Tabelle 9.2. Bestimmung der durch die Instantiierung betroﬀenen Information
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Ein Sonderfall ist die Partielles U¨berschreiben Instantiierung des In-
teraktionsmusters. Dieser Fall tritt auf, wenn der Benutzer nur die korrekte
Information wiederholt, aber die fehlerkannte Information nicht explizit angibt.
Dies ist beispielsweise in folgendem Dialog der Fall:
“I need directions to an Italian Restaurant“
“Would you like to go to a Chinese, Japanese or Thai place?“
“No I said Italian“
In diesem Beispiel muß das System selbst inferieren, daß die augenscheinlich
als Asian verstandene Information aus dem Diskurs entfernt werden muß. Dies
geschieht mithilfe der in Kapitel 3 beschriebenen partiell uniﬁzierten Merkmals-
strukturen.
9.3 Das Korrektur-Interaktionsmuster
Den obigen U¨berlegungen zufolge, ergibt sich folgende Deﬁnition des Korrektur-
Interaktionsmusters.
Deﬁnition 1 (Korrektur-Interaktionsmuster). Ein
Korrektur-Interaktionsmuster ist ein Interaktionsmu-
ster 〈I, SAI , SAO,F,F′〉, wobei I = user,SAI ⊆
{sa startover, sa scratchthat, sa retract, sa overwrite, sa correct},
SAO = {sa inform}, F ist die mo¨glicherweise leere Menge von Re-
pra¨sentationen der zu widerrufenden Information, und F′ = ∅ enha¨lt die
zuru¨ckzunehmende Information.
Wie aus der Deﬁnition ersichtlich ist, enkapsuliert das Korrektur-
Interaktionsmuster Mechanismen, die die Zuru¨cknahme von Informationen aus
dem Diskurs und das Widerrufen von angeforderten Diensten ermo¨glichen. Ta-
belle 9.1 stellt notwendige Bedingungen zur Instantiierung eines Korrektur-
Interaktionsmusters dar.
In den folgenden Abschnitten werden die fu¨nf verschiedenen Instantiierun-
gen des Korrektur-Interaktionsmusters beschrieben.
9.3.1 Neustart Instantiierung
Es ist gelegentlich sinnvoll, einen ganzen Dialog zu wiederholen. Das NeuStart
Interaktionsmuster implementiert dieses Verhalten.
Deﬁnition 2. Neustart-Instantiierung Eine Neustart-Instantiierung ist eine
Instantiierung des Korrektur-Interaktionsmuster mit SAI = {sa startover}.
Die Neustart-Instantiierung erfu¨llt oﬀensichtlich die Bedingungen eines
Korrektur-Interaktionsmusters. Abbildung 9.1 zeigt eine Instantiierung des
Neustart Interaktionsmusters.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
There are 19 places in Squirrel Hill.
place?
User: act_inform Italian
System: act_inform
act_request
Would you like to go to an Asian, American, Greek or Italian
Would you like to go to Chinese, Thai or Japanese place?
User: act_undo Start over.
There are five Asian places in Squirrel Hill.
StartOver IS
Okay. Let’ start over. How can I help you?act_informSystem:
Abbildung 9.1. Ein Beispiel fu¨r die NeuStart-Instantiierung
9.3.2 Widerrufung Instantiierung
DasWiderrufung Interaktionsmuster erlaubt eine etwas genauere Zuru¨cknah-
me von Information. Hier werden im Gegensatz zur Neustart Instantiierung
lediglich die durch die letzte A¨ußerung des Initiierers etablierte Information
zuru¨ckgenommen.
Deﬁnition 3. Widerrufen-Instantiierung
Eine Widerrufen-Instantiierung ist eine Instantiierung des Korrektur-
Interaktionsmuster mit SAI = {sa scratchthat}.
Die Widerrufen-Instantiierung erfu¨llt oﬀensichtlich die Bedingungen ei-
nes Korrektur-Interaktionsmusters. Abbildung 9.2 zeigt eine Instantiierung des
Widerrufen Interaktionsmusters.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
There are 19 places in Squirrel Hill.
place?
User: act_inform Italian
System: act_inform
act_request
Would you like to go to an Asian, American, Greek or Italian
Would you like to go to Chinese, Thai or Japanese place?
User: act_undo Undo.
System: act_inform Okay. Let’s try this once again.
act_request
act_inform
place?
Would you like to go to an Asian, American, Greek or Italian
There are 19 places in Squirrel Hill.
act_inform ItalianUser:
System: act_inform
There are five Asian places in Squirrel Hill.
Undo IS
I am giving you directions to ’Sweet Basil’ in Squirrel Hill.
Abbildung 9.2. Ein Beispiel fu¨r die Widerrufen-Instantiierung
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9.3.3 Partielle Widerrufung Instantiierung
Die Instantiierung eines Korrektur-Interaktionsmusters durch eine partielle Wi-
derrufung ermo¨glicht eine noch feinere Unterscheidung der Information, die
zuru¨ckgenommen werden soll. Im Gegensatz zur Widerrufungs Instantiie-
rung muß die zuru¨ckzunehmende Information nicht notwendigerweise durch die
letzte A¨ußerung in den Diskurs eingebracht werden, noch muß eine ganze A¨uße-
rung zuru¨ckgenommen werden.
Deﬁnition 4. Partielle Widerrufen-Instantiierung
Ein Partielle-Widerrufungs-Instantiierung ist eine Instantiierung des
Korrektur-Interaktionsmuster mit SAI = {sa retract}.
Die beiden obigen Instantiierungen des Korrektur-Interaktionsmusters ha-
ben im Gegensatz zu der Partielle Widerrufung Instantiierung die Eigen-
schaft, daß die zu widerrufende Information implizit durch das Interaktionsmu-
sters gegeben ist. Im Falle der Widerrufen-Instantiierung wird der Eﬀekt der
letzten A¨ußerung widerrufen, wa¨hrend im Falle der NeuStart-Instantiierung
die Eﬀekte aller stattgefundenen Sprechakte widerrufen werden. Im Gegensatz
dazu muß bei einer Partiellen Widerrufen-Instantiierung die zu widerru-
fende Information explizit repra¨sentiert (und damit auch vom Spracherkenner
erkannt und von der Satzanalyse korrekt analysiert) werden. Dies hat natu¨rlich
Auswirkungen auf die Performanz der Interaktionsmuster. Die Fehlerrate ei-
ner A¨ußerung, die eine partielle Widerrufung beschreibt, muß notwendigerweise
ho¨her sein als die, die einen Neustart oder eine Widerrufung beschreibt.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
There are 19 places in Squirrel Hill.
User: act_inform Italian
System: act_inform
act_request Would you like to go to Chinese, Thai or Japanese place?
User:
System: act_inform I am sorry. 
There are five Asian places in Squirrel Hill.
No not Asian.
Retract IS
System: act_inform There are 19 places in Squirrel Hill.
act_request
User: act_inform Italian
System: act_inform I am giving you directions to ’Sweet Basil’ in Squirrel Hill.
act_retract
Would you like to go to an Asian, American, Greek,  Italian
or Mediterranean place?
Would you like to go to an Asian, American, Greek,  Italian
or Mediterranean place?
Abbildung 9.3. Ein Beispiel fu¨r die Partielle Widerrufen-Instantiierung
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9.3.4 U¨berschreiben Instantiierung
Die U¨berschreiben Instantiierung ist das Gegenstu¨ck zu der Partiellen Wi-
derrufung Instantiierung. Wa¨hrend bei obiger Instantiierung die zu widerru-
fende Information angegeben wird, wird bei der U¨berschreiben Instantiierung
die korrekte Information angegeben. Das Dialogsystem muß dann eigensta¨ndig
die zu widerrufende Information aus dem Diskurs bestimmen. Damit ergibt sich
folgende Deﬁnition.
Deﬁnition 5. U¨berschreiben-Instantiierung
Eine U¨berschreiben-Instantiierung ist eine Instantiierung des Korrektur-
Interaktionsmuster mit SAI = {sa overwrite}.
Abbildung 9.4 zeigt ein Beispiel fu¨r eine Instantiierung des Korrektur-
Interaktionsmusters.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
There are 19 places in Squirrel Hill.
User: act_inform Italian
System: act_inform
act_request Would you like to go to Chinese, Thai or Japanese place?
User:
System: act_inform I am sorry. 
act_informSystem: I am giving you directions to ’Sweet Basil’ in Squirrel Hill.
There are five Asian places in Squirrel Hill.
No, I said Italian.act_overwrite
Overwrite IS
Would you like to go to an Asian, American, Greek, Italian
or Mediterranean place?
Neustart-Interaktionsmuster
Abbildung 9.4. Ein Beispiel fu¨r eine U¨berschreiben Instantiierung des Korrektur-
Interaktionsmusters
9.3.5 Korrektur Instantiierung
Die Vollsta¨ndige Korrektur Instantiierung des Korrektur-
Interaktionsmusters speziﬁziert gleichzeitig die zuru¨ckzunehmende und
die einzufu¨gende Information. Es ist damit die Instantiierung des Korrektur-
Interaktionsmusters, die die meiste Kontrolle u¨ber die zu vera¨ndernde
Information erlaubt. Gleichzeitig ist es auch die Instantiierung, die die
ho¨chsten Anforderungen an die Spracherkenner- und Satzanalysekomponenten
stellt.
Im Gegensatz zu den NeuStart und Widerrufen Instantiierungen muß
der zuru¨ckzunehmende und der zu ersetzende semantische Inhalt explizit
erwa¨hnt werden.
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Deﬁnition 6. Korrektur-Instantiierung
Eine Korrektur-Instantiierung ist eine Instantiierung des Korrektur-
Interaktionsmuster mit SAI = {sa correct}.
An dieser Stelle wird auch der Grund fu¨r die Entscheidung in Abschnitt 6.4.2
deutlich, den Sprechakt sa correct von sa retract und sa overwrite erben zu
lassen: die Funktionalita¨t des Interaktionsmusters ist die Summe der Partielle
Widerrufung und U¨berschreiben Interaktionsmuster. Abbildung 9.5 zeigt
ein Beispiel fu¨r eine Vollsta¨ndige Korrektur Instantiierung.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
There are 19 places in Squirrel Hill.
place?
User: act_inform Italian
System: act_inform
act_request
Would you like to go to an Asian, American, Greek or Italian
Would you like to go to Chinese, Thai or Japanese place?
User: act_undo
System: act_inform
No not Asian, I said Italian.
I am sorry. 
act_informSystem: I am giving you directions to ’Sweet Basil’ in Squirrel Hill.
Repair IS
There are five Asian places in Squirrel Hill.
Abbildung 9.5. Ein Beispiel fu¨r eine Korrektur-Instantiierung
9.4 Implementierung des Korrektur-Interaktionsmusters
9.4.1 Bestimmen der zu invertierenden Dienstanforderungen
Die Deﬁnition des Korrektur-Interaktionsmusters zeichnet sich dadurch aus, daß
F′ = ⊥; in anderen Worten, Information muß aus dem Diskurs entfernt werden.
Unterstu¨tzt die zu entfernende Information jedoch einen Dienstanforderungen,
muß der Seiteneﬀekt des Dienstanforderungen ebenfalls invertiert werden. Zur
Erinnerung sei erwa¨hnt, daß Dienstanforderungen durch drei verschiedene Me-
chanismen abgesetzt werden ko¨nnen, na¨mlich durch objekt-orientierte Merk-
malsstrukturen (siehe Abschnitt 2.5.1), Datenbankanfragen (siehe Abschnitt
5.3) und Dialogzielbeschreibungen (siehe Abschnitt 5.4). Es kann vorkommen,
daß Zwischenabha¨ngigkeiten zwischen den Diensten bestehen, die das Bestim-
men der zu invertierenden Dienstanforderungen komplizierter macht.
Als Beispiel sei ein System gegeben, welches Sonderangebote fu¨r Vielﬂieger
anbietet. Die Dialogzielbeschreibungen erlauben es, entweder den Vielﬂiegersta-
tus abzurufen (Silber, Gold, Platin) oder sich die Sonderangebote anzeigen zu
lassen. Die Sonderangebote sind abha¨ngig vom Vielﬂiegerstatus. Die Funktio-
nalita¨t des Systems ist durch zwei Anwendungsdienste implementiert, na¨mlich
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getFrequentFlyerStatus ( in : FrequentFlyerNumber,
out: FrequentFlyerStatus); displayOffers ( in
:FrequentFlyerStatus);
Oﬀensichtlich ha¨ngt die Dienstanforderung, die Sonderangebote vorlesen zu
lassen, nicht direkt von der Dienstanforderung, den Vielﬂiegerstatus zu bestim-
men, ab. Ist jedoch die Vielﬂiegernummer fehlerkannt worden und wird durch
die Instantiierung eines Korrektur-Interaktionsmusters verbessert, muß die An-
forderung zum Anzeigen der Sonderangebote ebenfalls widerrufen werden, da
diese Anforderung nur aufgrund des Ergebnisses der ersten Dienstanforderung
gemacht worden konnte.
9.4.2 Algorithmische Bestimmung der zu widerrufenden
Information
Tabelle 9.1 zeigt einen Fall, fu¨r den ein Parameter des Korrektur-
Interaktionsmusters algorithmisch bestimmt werden muß. Die hier gemachte
Annahme ist, daß zum einen die zu widerrufende Information in der letzten
A¨ußerung im Diskurs etabliert worden ist und zweitens die zu widerrufende
Information semantisch a¨hnlich zu der korrekten Information ist. Die erste An-
nahme kann gemacht werden, weil bei einer spa¨teren Korrektur nicht sicher
inferiert werden kann, welche Information zu widerrufen ist. Die zweite An-
nahme kann deswegen gemacht werden, weil der Benutzer annimmt, daß le-
diglich das Erwa¨hnen der korrekten Information dem Kommunikationspartner
genu¨gend Information vermittelt, um die zu widerrufende Information selbst zu
bestimmen. Das heißt, es muß “oﬀensichtlich“ sein, was die zu widerrufende In-
formation ist, wenn in der letzten A¨ußerung mehrere Informationen u¨bermittelt
werden.
9.4.3 Seiteneﬀekte auf den Dialogzustand
Die Tatsache, daß der Benutzer eine Korrektur der Information im Diskurs
anfordert, zeigt, daß im Dialog Fehler aufgetreten sind. Diese Tatsache soll
im abstrakten Dialogzustand vermerkt werden, so daß eine Qualita¨tskontrolle
des fortschreitenden Dialogs vorgenommen werden kann. Das heißt, daß sich
der Wert der Variable OverallQuality bei Instantiierung des Korrektur-
Interaktionsmusters verringert.
Desweiteren mu¨ssen natu¨rlich die Werte fu¨r die Variablen Referenz und
Intention nach Zuru¨cknahme von Information neu berechnet werden.
9.5 Zusammenfassung
In diesem Kapitel wurde das Korrektur-Interaktionsmuster eingefu¨hrt. Das
Korrektur-Interaktionsmuster erlaubt es, Informationen aus dem Diskurs zu
entfernen und gegebenenfalls durch neue Information zu ersetzen. Es wurden
fu¨nf verschiedene Instantiierungen des Korrektur-Interaktionsmusters beschrie-
ben. Es wurde gezeigt, daß die unterschiedliche Ma¨chtigkeit der Instantiie-
rungen invers proportional zu den Anforderungen an die Spracherkenner- und
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Satzanalysekomponenten ist. Damit ermo¨glicht das Dialogsystem dem Benut-
zer, abha¨ngig von der Qualita¨t des Dialogs die geeignete Instantiierung des
Korrektur-Interaktionsmusters vorzunehmen.
Dies enthebt das Dialogsystem (oder die Umgebung des Dialogsystems,
wie zum Beispiel Hinweisschilder neben dem Bildschirm eines Kiosksystems)
natu¨rlich nicht der Verantwortung, dem Benutzer die Mo¨glichkeiten dieser In-
stantiierungen des Interaktionsmusters mitzuteilen. Der Benutzer wird diese
Instantiierungen nur dann richtig anwenden ko¨nnen, wenn er um ihre Eigen-
schaften weiß. Von einem vollsta¨ndig natu¨rlichen Korrektur-Algorithmus ist die
vorliegende Implementierung noch entfernt.
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Kapitel 10
Anpassen der
Repra¨sentationen
In graphischen Benutzerschnittstellen wird dem Anwender die Mo¨glichkeit
gegeben, mittels Menu¨s oder Auswahlkno¨pfen eine von mehreren Optionen
auszuwa¨hlen. Die graphische Darstellung informiert den Anwender u¨ber die
Optionen zu jedem Zeitpunkt des Mensch-Maschine-Dialogs. Bei natu¨rlich-
sprachlichen Dialogsystemen stellt sich die Situation anders dar. In vielen
Fa¨llen gibt es keine Mo¨glichkeit, dem Anwender visuell Auswahlmo¨glichkei-
ten zu pra¨sentieren. Es kann von daher vorkommen, daß der Anwender auf
nichtexistente Objekte referiert. Das folgende Beispiel illustriert diesen Punkt.
Anwender: “Give me directions to a French Restaurant in Squirrel Hill.“
System: “I do not know a French restaurant in Squirrel Hill
but I do know French places in Shadyside, South Side
and East Liberty. Which neighborhood would you like to go to?
Anwender: “Shadyside“
System: “I am giving you directions to ’Le Perroquet’.“
In diesem Beispiel teilt das Dialogsystem dem Anwender mit, daß das
gewu¨nschte Objekt nicht existiert. Daru¨ber hinaus bietet es Auswahlmo¨glich-
keiten an, von denen angenommen werden kann, daß sie dem Anwender weiter-
helfen.
Ein Interaktionsmuster, daß solche Interaktionen unterstu¨tzt, erho¨ht somit
den Grad der Kooperation des Dialogsystems.
10.1 Einleitung
In den vorhergehenden zwei Kapitel wurden Interaktionsmuster beschrieben,
die es erlauben, Information dem Diskurs hinzuzufu¨gen und zu widerrufen. Die
beiden Interaktionsmuster ermo¨glichen es allerdings nicht, auf einfache Weise
u¨berspeziﬁzierte Information zu widerrufen. Diese Situationen entstehen, weil
der Benutzer entweder auf Objekte referiert, die mit den gewu¨nschten Eigen-
schaften so nicht existieren, oder die Fa¨higkeiten des Systems falsch eingescha¨tzt
werden. Im obigen Beispiel gibt es kein Objekt, das den Anforderungen des Be-
nutzers genu¨gt. Das Dialogsystem initiiert daher ein Interaktionsmuster, mithil-
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fe dessen die Constraints abgeschwa¨cht werden ko¨nnen. In diesem Kapitel wird
ein Interaktionsmuster eingefu¨hrt, das diesen Mechanismus implementiert.
Es ko¨nnen verschiedene Situationen auftreten, in denen das Anpassen von
Repra¨sentationen an die tatsa¨chlichen Gegebenheiten erforderlich ist. Das obige
Beispiel illustriert den Fall, in dem es kein Objekt in der Doma¨ne gibt, das den
Anforderungen des Benutzers genu¨gt. Dieselbe Situation tritt jedoch auch auf,
wenn – durch Mißversta¨ndnis des Benutzers oder Fehlerkennung des Spracher-
kenners – versucht wird, ein “semantisch unsinniges“ Dialogziel zu erreichen.
Als Beispiel dient der folgende Dialog:
Anwender: “Give me directions to a Giant Eagle“
Erkennung: “Give me directions to current location.“
System: “You can either ask for directions to some
place or inquire about your current location.
If you want to get directions, please say:
’give directions’. If you want to know your current
location, please say ’location’.“
Anwender: “give directions.“
System: “Where would you like to go to?“
In diesem Beispiel wird das Wissen ausgenutzt, daß man nicht Fahrtanwei-
sungen zu seinem gegenwa¨rtigen Standpunkt anfragen kann. Dies ist im Aufga-
benmodell kodiert. Die beiden involvierten Dialogzielbeschreibungen, na¨mlich
die fu¨r die Fahrtanweisungen und das fu¨r das Mitteilen des gegenwa¨rtigen
Standpunktes, verlangen entsprechende Informationen.
Eine a¨hnliche Situation kann auch bei Datenbankwa¨chtern auftreten. Daten-
bankwa¨chter sind, genau wie Dialogzielbeschreibungen, durch Merkmalsstruk-
turen repra¨sentiert. Nur partiell passende Repra¨sentationen im Diskurs geben
genauso Anlaß zu einem Anpassungsdialog im Falle der Datenbankwa¨chter wie
im Falle der Dialogzielbeschreibungen.
Ein letzter Fall schließlich, in dem das Anpassen von Benutzeranga-
ben erforderlich ist, ist gegeben durch nicht wohl-typisierbare Repra¨sentatio-
nen. Die Wohlgeformtheitsbeschra¨nkungen der typisierten Merkmalsstrukturen
schra¨nken die Kombination von Typen und Merkmalen ein. Wird von der Satz-
analyse eine Repra¨sentation erzeugt, die die Wohlgeformtheitsbeschra¨nkungen
verletzt, kann dies entweder an einer Fehlerkennung liegen oder aber an man-
gelndem Wissen des Anwenders. In beiden Fa¨llen muß das Dialogsystem dem
Anwender die Mo¨glichkeit geben, im Diskurs etablierte Information zuru¨ckzu-
nehmen.
10.2 Falluntersuchung
Wie oben ausgefu¨hrt, dient das Interaktionsmuster dazu, den Benutzer aus ei-
ner Menge “a¨hnlicher“ Objekte auswa¨hlen zu lassen, wenn die vom Benutzer
speziﬁzierten Einschra¨nkungen an das Objekt nicht erfu¨llbar sind. Natu¨rlich
kann dieses Interaktionsmuster in erster Linie bei fehlgeschlagenen Datenban-
kanfragen angewandt werden. Dies wird im abstrakten Dialogzustand dadurch
erfaßt, daß der Wert fu¨r die Variable ReferierendeAusdru¨cke auf inkonsi-
stent gesetzt wird.
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Allerdings la¨ßt es der allgemeine Entwurf des Interaktionsmusters eben-
falls zu, in anderen Situationen von u¨berspeziﬁzierten Constraints den Benutzer
auswa¨hlen zu lassen. Dies kann beispielsweise der Fall sein, wenn sich alle Dia-
logzielbeschreibungen im Zustand Inkonsistent beﬁnden. Diese Situation tritt
auf, wenn die im Diskurs vorhandene Information inkompatibel mit allen Dia-
logzielbeschreibungen ist. Mit anderen Worten, das Dialogsystem sieht keine
Mo¨glichkeit, die vom Anwender angeforderten Dienste zu erfu¨llen.1
Schließlich kann diese Situation noch auftreten, wenn eine Datenbankanfrage
stattﬁnden mu¨ßte, aber alle Datenbankwa¨chter inkompatibel mit der vorhan-
denen Information sind. Die abstrakten Dialogzusta¨nde, in denen dieses Inter-
aktionsmuster angewandt werden kann, sind in Tabelle 10.1 zusammengefaßt.
Systemzustand Instantiierung Zweck
〈 , , , inkonsistent, , 〉 Wa¨chter Repr. der A¨ußerung mit
Datenbankwa¨chtern kompa-
tibel zu machen
〈 , , , , inkonsistent, 〉 Objekte Repr. der A¨ußerung mit Ob-
jekten in der Datenbank
kompatibel zu machen
〈 , , , , , inkonsistent〉 Dialogzielbeschreibungen Repr. der A¨ußerung mit
Dialogzielbeschreibungen
kompatibel zu machen
Tabelle 10.1. Abstrakte Dialogzusta¨nde, in denen eine Instantiierung des Anpassen Interak-
tionsmuster vorgenommen werden kann
Wie aus Tabelle 10.1 ersichtlich, kann das Interaktionsmuster dann instan-
tiiert werden, wenn die Repra¨sentationen im Diskurs inkonsistent mit den Da-
tenbankwa¨chtern, den Eintra¨gen in der Datenbank oder den Dialogzielspeziﬁka-
tionen ist. Der Zweck ist somit, dem Benutzer die Mo¨glichkeit zu geben, einige
der von ihm speziﬁzierten Constraints zuru¨ckzunehmen.
10.3 Das Anpassen Interaktionsmuster
Die U¨berlegungen im vorigen Abschnitt zeigen, daß das Anpassen Interak-
tionsmuster instantiiert wird, wenn das Dialogsystem keine Mo¨glichkeit sieht,
einen Dienst der Anwendung anzufordern, der konsistent mit den Speziﬁka-
tionen des Benutzers ist. Daraus folgt, daß das Anpassen Interaktionsmuster
notwendigerweise vom Dialogsystem initiiert werden muß.
Damit kann nun das Interaktionsmuster Anpassen formell deﬁniert werden.
Deﬁnition 1 (Interaktionsmuster Anpassen). Das Anpassen Interacti-
onsmuster ist ein system-initiiertes Interaktionsmuster, daß es dem Benutzer
1 Natu¨rlich hat das Dialogsystem keine Mo¨glichkeit festzustellen, ob diese Situation durch
falsche Spracherkennung oder durch ein Mißversta¨ndnis des Anwenders aufgetreten ist.
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erlaubt, u¨berspeziﬁzierte Constraints interaktiv zuru¨ckzunehmen. Es wird be-
schrieben durch ein Tupel 〈I, SAI , SAO,F,F′, 〉, wobei I = system,SAI =
{act inform, act question}, und SAO = {act answer}.
A¨hnlich wie beim Fragen-Interaktionsmuster ergibt sich die Notwendig-
keit, zusa¨tzliche Information vom Benutzer zu erfragen. Aus diesem Grunde gibt
es auch beim Anpassen-Interaktionsmuster verschiedene Instantiierungen, die
die Gro¨ße der Ergebnismenge und Konﬁdenzannotationen in Betracht ziehen.
10.3.1 Instantiierung mittels Disjunktionsfragen
Abbildung 10.1 zeigt eine Instantiierung desAnpassen-Interaktionsmusters mit
einer Disjunktivfrage.
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Speaker Speech act Utterance Interaction Sequence
User: act_request
System: act_inform
User: act_inform
I need directions to a French restaurant in Squirrel Hill
I do not know a French place in Squirrel Hill, but I do know
French Places in Shadyside, South Side and East Liberty.
act_request Which neighborhood would you like to go to?
East Liberty.
act_informSystem:
Match IS
I am giving you directions to ’La Foret’ in East Liberty.
Abbildung 10.1. Ein Beispiel fu¨r eine Instantiierung des Anpassen-Interaktionsmusters mit
Disjunktivfragen
10.3.2 Instantiierung mittels Ersetzungsfragen
Abbildung 10.1 zeigt eine Instantiierung desAnpassen-Interaktionsmusters mit
einer Ersetzungsfrage.
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Speaker Speech act Utterance Interaction Sequence
User: act_request
System: act_inform
User: act_inform
act_request Which neighborhood would you like to go to?
act_informSystem:
Match IS
I need directions to a Chinese restaurant in Fox Chapel.
I do not know a Chinese place in Squirrel Hill, but I do know
Chinese Places in other neighborhoods.
Shadyside.
I am giving you directions Tai Pei’ in Shadyside.
Abbildung 10.2. Ein Beispiel fu¨r eine Instantiierung des Anpassen-Interaktionsmusters mit
Ersetzungsfragen
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10.4 Implementierung
Von den Verarbeitungsmechanismen her betrachtet, mu¨ssen zwei verschiedene
Situationen unterschieden werden. Im Falle von Datenbankzugriﬀen, die leere
Ergebnismengen liefern (die Situation entspricht der zweiten Zeile in Tabelle
10.1), mu¨ssen die Constraints der Datenbankanfrage abgeschwa¨cht werden. In
Fa¨llen, in denen die Information im Diskurs inkonsistent mit entweder mit den
Datenbankwa¨chtern oder den Dialogzielbeschreibungen ist, mu¨ssen Constraints
aus inkonsistenten Merkmalsstrukturen entfernt werden. Diese beiden Fa¨llen
werden im folgenden beschrieben.
10.4.1 Abschwa¨chen von Datenbank-Constraints
Wie in Deﬁnition 2 beschrieben ist, ko¨nnen bei den Datenbankkonvertierungs-
regeln Relaxations-Level abgegeben werden. Damit kann beschrieben werden,
welche Information im Falle leerer Ergebnismengen ausgelassen kann. Von die-
ser Mo¨glichkeit wird hier Gebrauch gemacht. Es werden solange Constraints in
der Datenbankanfrage ausgelassen, bis entweder kein Datenbankwa¨chter mehr
erfu¨llt ist (falls vorhanden) oder aber eine nichtleere Ergebnismenge zuru¨ckge-
liefert wird.
10.4.2 Partiell Uniﬁzierte Merkmalsstrukturen
In den Fa¨llen, in denen die Information im Diskurs inkonsistent mit Daten-
bankwa¨chtern (oder Dialogzielbeschreibungen) ist, muß Information wieder aus
dem Diskurs entfernt werden. Um zu bestimmen, welche Constraints das Dialog-
system dem Benutzer zum Entfernen vorschlagen soll, wird die Repra¨sentation
im Diskurs mit den Datenbankwa¨chtern (oder den Dialogzielbeschreibungen)
partiell uniﬁziert. Inkonsistenzen sind dann aus der partiell uniﬁzierten Struk-
tur abzulesen.
10.4.3 Integration mit dem Spracherkenner
Bei der Integration mit dem Spracherkenner wurde dieselbe Lo¨sung verfolgt wie
bei dem Fragen-Interaktionsmuster.
10.5 Diskussion
Das in diesem Kapitel vorgestellte Interaktionsmuster erlaubt es, fehlerhaft oder
u¨berspeziﬁzierte Constraints des Benutzers abzuschwa¨chen. Dazu werden die
angegebenen Constraints sukzessive abgeschwa¨cht, bis eine Lo¨sung gefunden
wird oder es keine abschwa¨chbaren Constraints mehr gibt. Die relax() Aus-
dru¨cke der Datenbankkonvertierungsregeln geben dabei an. welche Constraints
abgeschwa¨cht werden ko¨nnen und in welcher Reihenfolge. Dies ist u¨brigens der
Grund, warum in den gezeigten Beispielen immer andere Stadtteile vorgeschla-
gen werden, anstatt anderer Restaurants.
U¨ber das systematische Abschwa¨chen von Constraints bei Datenbankzu-
griﬀen wurde bereits berichtet [Ferrieux and M.D.Sadek, 1994]. Allerdings hat
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im vorliegenden Fall der Systemdesigner mehr Kontrolle daru¨ber, in welcher
Reihenfolge Constraints abgeschwa¨cht werden sollen.
Die Initiative zur Instantiierung des Anpassen-Interaktionsmusters geht
immer vom Dialogsystem aus. Aus diesem Grunde ist es benutzerfreundlicher
als eine Instantiierung des Korrektur-Interaktionsmusters, da hier dem Be-
nutzer die verfu¨gbaren Optionen mitgeteilt werden.
10.6 Zusammenfassung
Das Anpassen-Interaktionsmuster erlaubt es dem Anwender des Dialogsy-
stems, angegebene Constraints wieder zuru¨ckzunehmen. Es wurde gezeigt, wie
dasAnpassen-Interaktionsmuster – genau wie das Fragen-Interaktionsmuster
in verschiedenen Arten instantiiert werden kann, um bestmo¨glich der gegebenen
Situation im Diskurs Rechnung zu tragen.
Kapitel 11
Hilfe, Transfer und
Kontextwechsel
Interaktionsmuster sind deﬁniert als Interaktionen zwischen Anwender und Dia-
logsystem, die den Zustand des Dialogsystems “na¨her“ an einen Zielzustand
bringen. Die in den vorangegangenen drei Kapiteln beschriebenen Interaktions-
muster ermo¨glichen es dem Anwender, Information zum Diskurs hinzuzufu¨gen,
aus dem Diskurs wieder zu entfernen oder zu modiﬁzieren. Das hier beschriebene
Interaktionsmuster unterscheidet sich von den vorangegangenen Interaktions-
mustern darin, daß es nicht zur Manipulation von Information im Diskurs dient.
Die Funktion ist eher, dem Anwender (oder einer dritten Person) den System-
zustand mitzuteilen oder zu vera¨ndern, um somit Einﬂuß auf den ablaufenden
Dialog zu nehmen.
Es gibt jedoch Fa¨lle, in denen nicht der Dialogzustand vera¨ndert werden
muß, sondern der Dialogzustand dem Anwender mitgeteilt werden muß, damit
er den Dialog fortsetzen kann. Dies ist fu¨r kontextbezogene Hilfe der Fall. Aus
diesem Grunde wird in diesem Kapitel ein Interaktionsmuster eingefu¨hrt, des-
sen Instantiierungen es erlauben, den abstrakten Dialogzustand dem Anwender
mitzuteilen, oder den abstrakten Dialogzustand direkt zu vera¨ndern, um somit
Einﬂuß auf den Dialogablauf zu nehmen.
11.1 Einleitung
Wir werden insbesondere vier Fa¨llen besondere Beachtung schenken: (i) die
Situation, in der der Anwender explizit Hilfe anfordert, (ii) die Situation, in
der der Anwender die letzte A¨ußerung des Systems noch einmal ho¨re mo¨chte,
(iii) die Situation, in der die Qualita¨t des Dialogs soweit gesunken ist, daß
eine Fortfu¨hrung inpraktikabel erscheint und (iv) die Situation, in denen das
Aufgabenmodell angepaßt werden muß. Die folgenden Beispiele erla¨utern, wie
diese Situationen mit dem Dialogzustand zusammenha¨ngen.
Im Falle der Hilfeanforderung muß dem Anwender mitgeteilt werden, “wo“
er sich im Dialog beﬁndet. Dies bedeutet, er muß daru¨ber informiert werden,
welche Dienste noch anforderbar sind, welche Information noch fehlen, um den
gewu¨nschten Dienst auszufu¨hren, und was er machen muß, um ans Ende des
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Dialogs zu kommen. 1 Diese Information la¨ßt sich leicht aus dem abstrakten Dia-
logzustand generieren. Die erreichbaren Dialogziele sind repra¨sentiert durch die
Dialogbeschreibungen, die sich im Zustand Selektiert oder Eindeutig Bestimmt
beﬁnden. Fehlende oder ambige Information kann aus den Repra¨sentationen im
Diskurs generiert werden.
Der zuletzt gea¨ußerte Satz des Dialogsystems kann einfach aus dem Dis-
kursbaum gelesen und wiederholt werden.
Im Falle der abnehmenden Qualita¨t des Dialoges ist die Situation eine a¨hnli-
che. Wird eine bestimmte Schranke unterschritten und ein Anruf beispielsweise
an eine Person vermittelt, sollten die bereits im Diskurs etablierten Informatio-
nen weitergeleitet werden, um Zeit zu sparen.
Schließlich ist der Fall zu betrachten, in denen das Aufgabenmodell wa¨hrend
des Dialogs gewechselt wird. Dies kann beispielsweise in einem interaktiven
Einkaufssystem der Fall sein. Zuna¨chst wa¨hlt der Anwender die gewu¨nschten
Waren aus, legt sie in den virtuellen Einkaufswagen, oder entfernt sie wie-
der. Nachdem die Einka¨ufe geta¨tigt worden sind, muß die Kreditkartennum-
mer erfragt werden. Mit anderen Worten, das Aufgabenmodell muß von den
unterstu¨tzten Dialogzielbeschreibungen addToCart() und removeFromCart()
auf proceedToCheckout() wechseln. Dies kann durch explizite Anforderung des
Benutzers geschehen oder durch Inferenz des Dialogsystems.
Das in diesem Kapitel vorgestellte Interaktionsmuster ermo¨glicht diese vier
Instantiierungen.
11.2 Falluntersuchung
11.2.1 Die Transfer-Instantiierung
Das Dialogsystem fu¨hrt Buch u¨ber die Anzahl und La¨nge der instantiierten
Interaktionsmuster. U¨bersteigt die Anzahl der Kla¨rungsfragen oder Korrektur-
versuche eine bestimmte Anzahl, besteht die Mo¨glichkeit, den Dialog an eine
Person zu transferieren. Dies ist beispielsweise in Call Center wichtig. Die bis
zum Transfer erfaßte Information soll dabei an die Person weitergegeben wer-
den.
11.2.2 Die Hilfe-Instantiierung
Fragt der Anwender des Dialogsystems explizit nach Hilfe, wird das Interakti-
onsmuster instantiiert. Hierbei mu¨ssen dem Anwender die zur Verfu¨gung ste-
henden Dialogzielbeschreibungen mitgeteilt werden sowie eine Beschreibung der
Information, die er noch dem System u¨bermitteln muß bevor eine Dialogzielbe-
schreibung erreicht ist.
1 Natu¨rlich steht dem Anwender immer die Mo¨glichkeit oﬀen, nach Kenntnisnahme der Hil-
femeldung den Dialog abzubrechen, falls er sich an einer anderen Stelle im Dialog beﬁndet
als angenommen.
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11.2.3 Die Wiederholen-Instantiierung
Bittet der Anwender des Dialogsystems explizit um die Wiederholung der letz-
ten A¨ußerung, wird das Interaktionsmuster instantiiert. Hierbei muß dem An-
wender einfach der zuletzt gea¨ußerte Satz mitgeteilt werden.
11.2.4 Die Kontextwechel-Instantiierung
Die Kontextwechsel-Instantiierung kann immer dann stattﬁnden, wenn sich der
Anwendungskontext des Systems a¨ndert. Damit wird die Entscheidung bezu¨gli-
cher dieser Instantiierung außerhalb des Dialogsystems getroﬀen.
11.2.5 Zusammenfassung der Falluntersuchung
Die oben beschriebenen Fa¨lle, die die Instantiierung des Zustand-
Interaktionsmusters erlauben, sind in Tabelle 11.1 zusammengefaßt.
Systemzustand Instantiierung Zweck
〈 , , sa help, , , 〉 Hilfe dem Benutzer kontextabha¨ngige
Hilfe zu geben
〈 , , sa repeat, , , 〉 Wiederholung die letzte A¨ußerung des Dialogsy-
stems zu wiederholen
〈 , poorQuality, , , , 〉 Transfer Kontrolle zu einem menschlichen
Gespra¨chspartner transferieren
〈 , , , , , 〉 Kontextwechsel Austausch der Wissensquellen
Tabelle 11.1. Die Klassiﬁkation der Systemzusta¨nde, in denen das Zustands-
Interaktionsmuster instantiiert werden kann.
Die Initiative der obigen Instantiierung geschieht in zwei Fa¨llen vom An-
wender, und in zwei Fa¨llen vom System (siehe auch Tabelle 11.2. Es ist aber
schwieriger, ein Interaktionsmuster so zu gestalten, daß es benutzer- und syste-
minitiiert werden kann. Wir werden aus diesem Grunde in diesem Kapitel zwei
Interaktionsmuster einfu¨hren.
Instantiierung Initiator
Hilfe Anwender
Wiederholung Anwender
Transfer System
Kontextwechsel System
Tabelle 11.2. Die Initiatoren des Zustands-Interaktionsmusters
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11.3 Das Zustands-Interaktionsmuster
Das Zustands-Interaktionsmuster vera¨ndert nicht den Informationsgehalt des
Diskurses. Vielmehr wird es angewandt, um den Zustand des Dialogsystems
dem Anwender (im Falle der Hilfe- oder Wiederholungs-Instantiierung) oder
einer dritten Person mitzuteilen (im Falle des Transfers) mitgeteilt wird oder
um den Dialogzustand einer neuen Situation anzupassen (im Falle des Kontext-
wechsels). In allen vier Fa¨llen muß das System dem Anwender eine entsprechen-
de Mitteilung machen. Das Zustands-Interaktionsmuster kann demzufolge wie
folgt deﬁniert werden.
Deﬁnition 1 (Zustands-Interaktionsmuster). Das Anwender-initiierte
Zustands-Interaktionsmuster ist durch ein Tupel 〈I, SAI , SAO,F,F′〉 gegeben,
wobei I = user, SAI = {sa inquirestate}, SAO = {sa inform}, und F =
F′ = ∅. Das System-initiierte Zustands-Interaktionsmuster ist durch ein Tupel
〈I, SAI , SAO,F,F′〉 gegeben, wobei I = system, SAI = {sa inform}, SAO =
∅, und F = F′ = ∅.
11.3.1 Die Wiederholen-Instantiierung
Die Wiederholen-Instantiierung des Interaktionsmusters ist die einfachste In-
stantiierung. Hier muß lediglich der zuletzt gea¨ußerte Satz des Dialogsystems
dem Anwender noch einmal pra¨sentiert werden. Hierbei ist es auch mo¨glich zu
notieren, wie ha¨uﬁg Auﬀorderungen zur Wiederholung gemacht werden. Damit
kann die Qualita¨t des Dialogs u¨berpru¨ft werden.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
System: act_inform
System: act_inform I am giving you directions to ’Sweet Basil’ in Squirrel Hill.
There are 19 places in Squirrel Hill.
Would you like to go to Asian, American, Italian, Greek or
Mediterranean place?
User: act_repeat
Qs
t I
SQ
st
 IS
I said:
act_inform There are 19 places in Squirrel Hill.
act_request Would you like to go to Asian, American, Italian, Greek or
Mediterranean place?
Italianact_informUser:
Qs
t I
S
Abbildung 11.1. Ein Beispiel fu¨r eine Wiederholen-Instantiierung des Zustands-
Interaktionsmusters
11.3.2 Die Hilfe-Instantiierung
Die Hilfe-Instantiierung des Interaktionsmusters ist muß dem Anwender die er-
reichbaren Dialogziele beschreiben, und, wenn nur noch ein Dialogziel erreich-
bar ist, die fehlende Information. Auch hier ist es auch mo¨glich zu notieren, wie
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ha¨uﬁg Hilfe angefordert wird. Damit kann die Qualita¨t des Dialogs u¨berpru¨ft
werden.
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Speaker Speech act Utterance Interaction Sequence
User: I need directions to a restaurant in Squirrel Hillact_request
System: act_inform
act_request
System: act_inform
System: act_inform I am giving you directions to ’Sweet Basil’ in Squirrel Hill.
There are 19 places in Squirrel Hill.
Would you like to go to Asian, American, Italian, Greek or
Mediterranean place?
User:
Qs
t I
SQ
st
 IS
act_inform
act_request Would you like to go to Asian, American, Italian, Greek or
Mediterranean place?
Italianact_informUser:
Qs
t I
S
act_help Help
You asked to get directions to a restaurant in Squirrel Hill.
However, I need some more  information from you.
Abbildung 11.2. Ein Beispiel fu¨r eine Hilfe-Instantiierung des Zustands-Interaktionsmusters
11.3.3 Die Transfer-Instantiierung
Die Aufgaben der Transfer-Instantiierung des Interaktionsmusters sind ein-
fach. Hier mu¨ssen lediglich bereits erfragte Informationen aus dem Diskurs
gesammelt, der Anwendung entsprechend aufbereitet und an einen Call Center-
Operator weitergeleitet werden. Dem Anwender des Systems ist eine entspre-
chende Mitteilung zu machen.
11.3.4 Die Kontextwechel-Instantiierung
Die Kontextwechsel-Instantiierung wird von der Anwendung initiiert. Mit an-
deren Worten, eine Komponente außerhalb des Dialogsystems sorgt dafu¨r, daß
die durch das Dialogsystem angebotenen Dienste gewechselt werden. Dem An-
wender ist eine entsprechende Mitteilung zu machen.
11.4 Implementierung
Die Implementierung der beschriebenen Instantiierung ist einfach; in den
Hilfe-, Wiederholen- und Transfer-Instantiierungen muß lediglich Informati-
on aus dem Dialogzustand erfragt und entsprechend aufbereitet werden. Die
Kontextwechsel-Instantiierung erfolgt durch das Auswechseln der Dialogzielbe-
schreibungen im Aufgabenmodel.
11.4.1 Seiteneﬀekte auf den Dialogzustand
Der Dialogzustand kann im Falle der Hilfe- und Wiederholen-Instantiierungen
angepaßt werden, um der abnehmenden Qualita¨t des Dialogs Rechnung zu tra-
gen. Hierzu kann der Wert der Variable GesamtQualita¨t heruntergesetzt
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werden. Im Falle der systeminitiierten Instantiierungen des Interaktionsmusters
wird der gegenwa¨rtige Dialog mit dem System abgebrochen. Im Falle des Trans-
fers ﬁndet kein weiterer Dialog mit dem System statt, im Falle des Kontext-
wechsels wird das System in den Anfangszustand versetzt und der Dialog kann
mit dem neuen Aufgabenmodell fortgesetzt werden.
11.4.2 Integration mit dem Spracherkenner
Die Integration mit dem Spracherkenner ist ebenfalls einfach. Im Falle der
Anwender-Initiierten Instantiierungen wird der Spracherkenner in denselben
Zustand versetzt, in dem er vor Instantiierung des Interaktionsmusters war.
Im Falle der System-Initiierten Interaktionsmuster wird der Spracherkenner in
denselben Zustand versetzt, in dem er zu Beginn des Dialoges war.
11.5 Zusammenfassung
Das hier vorgestellte Interaktionsmuster ermo¨glicht es, den abstrakten Dialo-
gzustand direkt mit in den Dialog einzubeziehen. Somit ist es mo¨glich, eine
kontextbezogene Hilfe direkt und einfach zu implementieren. Desweiteren ist
die Mo¨glichkeit hilfreich, jederzeit die letzte Aussage des Systems wiederho-
len lasen zu ko¨nnen. Die Transfer-Instantiierung ermo¨glicht es, fehlschlagende
Dialoge durch Personen zu retten. Schließlich ermo¨glicht es die Kontextwechsel-
Instantiierung, den Dialog in mehrere aufeinanderfolgende Schritte einzuteilen.
Dadurch hat die Anwendung mehr Kontrolle daru¨ber, welche Dienste zu einem
gegebenen Zeitpunkt im Dialog angefordert werden ko¨nnen.
Kapitel 12
Ein Katalog von
Interaktionsmustern
Die in den vorigen Kapiteln beschriebenen Interaktionsmuster werden in
Abha¨ngigkeit des Dialogzustandes instantiiert. In diesem Kapitel wird der Zu-
sammenhang zwischen Dialogzusta¨nden und Interaktionsmustern beschrieben.
12.1 Einleitung
Vom Standpunkt der Dialogverarbeitung ist der Zusammenhang zwischen ab-
straktem Dialogzustand und Interaktionsmuster am wichtigsten, da dieser
das Verhalten des Dialogsystems bestimmt. Aus diesem Grunde wurde bei
der Einfu¨hrung des jeweiligen Interaktionsmusters eine Menge von System-
zusta¨nden angegeben, in denen das Interaktionsmuster instantiiert werden kann.
Es ist allerdings auch von anderen Standpunkten her interessant, die Inter-
aktionsmuster zu klassiﬁzieren. Bei Unvollsta¨ndigkeiten ko¨nnen somit fehlende
Interaktionsmuster entdeckt werden. Aus diesem Grunde werden die Interakti-
onsmuster hier nach mehreren Kriterien klassiﬁziert. Weiterhin wird beschrie-
ben, wie die Diskursstruktur mit den Interaktionsmustern interagiert. Daru¨ber
hinaus wird auch beschrieben, wie die Instantiierung der Interaktionsmuster
mit den Wissensquellen interagiert.
12.2 Klassiﬁzierungen der Interaktionsmuster
Tabelle 12.1 faßt die in den vorigen Kapiteln beschriebenen Interaktionsmu-
ster, die Systemzusta¨nde, in denen die Interaktionsmuster angewandt werden
ko¨nnen, und die Instantiierungen der Interaktionsmuster zusammen. Diese Ta-
belle ist eine Zusammenfassung der bei der Einfu¨hrung des jeweiligen Interak-
tionsmusters angegebenen Tabellen.
Nicht alle mo¨glichen abstrakten Dialogzusta¨nde sind in Tabelle 12.1 auf-
gefu¨hrt. In diesen Fa¨llen wird kein Interaktionsmuster instantiiert. Stattdessen
wird ein vordeﬁniertes Verhalten ausgefu¨hrt.
Die Interaktionsmuster ko¨nnen ebenfalls nach Art der Aktualisierung der
Information im Diskurs klassiﬁziert werden.
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Interaktionsmuster Instantiierung F F’
Kla¨rungsfragen jede = ∅ = ∅
Korrektur Neustart = ∅ = ∅
Widerrufen = ∅ = ∅
U¨berschreiben = ∅ = ∅
Partielles Widerrufen = ∅ = ∅
Korrektur = ∅ = ∅
Anpassen jede = ∅ = ∅
Zustand jede = ∅ = ∅
Tabelle 12.2. Klassiﬁkation der Interaktionsmuster
Eine Klassiﬁzierung der Interaktionsmuster nach Initiator ist in Tabelle 12.3
dargestellt.
Interaktionsmuster System-Initiiert Benutzer-Initiiert
Frage •
Korrektur •
Anpassen •
Zustand • •
Tabelle 12.3. Eine Klassiﬁzierung der Interaktionsmuster nach Initiator
12.3 Interaktionsmuster und die Struktur des Diskurses
Die Instantiierung von Interaktionsmustern induziert die Struktur des Diskur-
ses. Der Algorithmus erzeugt einen Unterbaum immer dann, wenn der neue
Turn nicht Element der gegenwa¨rtigen Instantiierung ist (Operation (b) in Ab-
bildung 5.2). Desweiteren wird der gegenwa¨rtige Unterbaum nur dann abge-
schlossen, wenn die aktuelle Instantiierung beendet ist (Operation (c) in Ab-
bildung 5.2). Dadurch wird eine Diskursstruktur mit der Eigenschaft erzeugt,
daß eine Instantiierung eines Interaktionsmusters nur eine Ebene des Diskurs-
baumes belegt.
Es ist folglich wichtig zu bestimmen, ob ein Turn zur aktuellen Instanti-
ierung eines Interaktionsmusters geho¨rt oder nicht. Ein Turn geho¨rt zur ge-
genwa¨rtigen Instantiierung eines Interaktionsmusters, wenn er alle Constraints
des gegebenen Interaktionsmusters erfu¨llt. Mit Constraints der Interaktions-
muster sind die Bedingungen der Interaktionsmuster an die Instantiierun-
gen gemeint, beispielsweise, daß der Initiator des Fragen-Interaktionsmusters
den Sprechakt sa question verwenden muß, oder daß ein Korrektur-
Interaktionsmuster benutzer-initiiert sein muß. Aus dieser Anforderung ergibt
sich die Notwendigkeit der Sprechakterkennung. In Abha¨ngigkeit des Sprechak-
tes wird dann ein Interaktionsmuster instantiiert oder eine existierende Instan-
tiierung fortgefu¨hrt oder beendet.
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12.3.1 Sprechakterkennung
Eine Sprechakterkennung ist nur dann notwendig, wenn der Sprechakt nicht
oﬀen genannt worden ist. In manchen Fa¨llen ist der Sprechakt direkt aus der
semantischen Repra¨sentation der A¨ußerung ablesbar. Tabelle 12.4 zeigt die Liste
der oﬀen erkennbaren Sprechakte an. In den Fa¨llen, in denen der Sprechakt nicht
oﬀen erkannt werden kann, mu¨ssen andere Wissensquellen zu Hilfe genommen
werden.
Sprechakt oﬀen erkennbar assoziiert mit Interaktionsmuster
sa question ja Kla¨rungsfrage
sa whquestion
sa disjquestion
sa ynquestion
sa repair ja Korrektur
sa startover
sa scratchthat
sa overwrite
sa retract
sa correct
sa command ja Zustand
sa help
sa repeat
sa answer nein, Diskurs Kla¨rungsfrage
sa inform nein, Diskurs
Tabelle 12.4. Oﬀen ablesbare Sprechakte.
In anderen Fa¨llen muß u¨ber die Eigenschaften der Instantiierungen be-
stimmt werden, welcher Sprechakt vorliegt. Die Konsistenzeigenschaft (siehe
Eigenschaft (3) in Deﬁnition 4) der Instantiierungen ist hierbei hilfreich. Ist ei-
ne Instantiierung eines Interaktionsmusters nicht beendet, und die semantische
Repra¨sentation des aktuellen Turns nicht kompatibel mit der bisher etablierten
Information, wird angenommen, daß ein Unterdialog eingerichtet werden muß.
12.3.2 Auswahl von Interaktionsmustern
Die Auswahl der Interaktionsmuster erfolgt nach den Angaben in Tabelle 12.1.
12.3.3 Zusammenhang von Diskursstruktur und
Dialogzielbeschreibungen
Aus dem Instantiierungsalgorithmus folgt, daß die den Dialogzielbeschreibun-
gen zugeordneten Dienste nur dann ausgefu¨hrt werden, wenn die Instantiierung
eines Interaktionsmusters direkt unter der Wurzel des Diskursbaumes erfolg-
reich beendet ist.
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12.4 Implementierung
Die Instantiierung von Interaktionsmustern ha¨ngt, wie oben beschrieben, vom
Systemzustand ab. Der Zusammenhang zwischen Systemzustand und Instan-
tiierung des Interaktionsmusters ist in Tabelle 12.1 angegeben. Eine nahelie-
gende Implementierung des Dialogsystems wa¨re mit Hilfe der Tabelle 12.1 in
Abha¨ngigkeit des Systemzustandes das zu instantiierende Interaktionsmuster
zu bestimmen.
Zusa¨tzlich zu den Interaktionsmustern muß das Dialogsystem jedoch auch
andere Aufgaben steuern, wie zum Beispiel Datenbankanfragen durchfu¨hren,
oder Eingabesa¨tze analysieren. Dazu kommt die Verwaltung der Diskursstruk-
tur. Aus diesem Grunde wird das Verhalten des Dialogsystems durch ein
Constraint-logisches Programm (CLP) beschrieben. Das CLP hat die Aufgabe,
die Repra¨sentationen im Diskurs mit den Wissensquellen (Dialogziele, Daten-
bankwa¨chter und so weiter) zu vergleichen, und, falls no¨tig, entsprechende Ak-
tionen auszulo¨sen. Anschließend werden die Zustandsvariablen angepaßt. Nun
wird bestimmt, welches Interaktionsmuster instantiiert werden soll. Nach der
Instantiierung des Interaktionsmusters werden die Zustandsvariablen erneut an-
gepaßt, die Mitteilung an den Anwender wird dem Sprachsynthesesystem u¨ber-
mittelt und der Kreis beginnt von vorne.
12.5 Ein Beispiel
Im folgenden wird das in Kapitel 6 gegebene Beispiel unter Beru¨cksichtigung
der Interaktionssequenzen wiederholt.
Anwender: I want to have Burritos for dinner
Repra¨sentation: [⊥]
Dialogzustand: 〈poor, intermediate2, speechact, selected, none, selected〉
System: I am sorry I did not understand everything you said. Please say
“give directions“, “display“ or “where am I“.
Der Spracherkenner hat die Eingabe nicht richtig erkennen ko¨nnen. Demzufolge hat der robu-
ste semantische Parser keine Ableitung ﬁnden ko¨nnen und eine leere semantische Repra¨sen-
tation erzeugt. Die Information im Diskurs ist nicht ausreichend, um einen Datenbankzugriﬀ
durchfu¨hren zu ko¨nnen. Alle Dialogzielbeschreibungen sind mit der Information im Diskurs
kompatibel. Das ausgewa¨hlte Interaktionsmuster ist das Fragen-Interaktionsmuster, welches
unter Beru¨cksichtigung der ausgewa¨hlten Dialogzielbeschreibungen dem Benutzer die Funkti-
on des Systems auswa¨hlen la¨ßt.
Anwender: Give directions.
Repra¨sentation: [act givedirections]
Dialogzustand: 〈good, intermediate2, sa answer, selected,none, determined〉
System: Would you like to go to a bar, a restaurant or a museum?
Die Erkennung ist gut, ebenso konnte der Sprechakt gut erkannt werden. Es ist nach wie vor
nicht genu¨gend Information vorhanden, um einen Datenbankzugriﬀ durchfu¨hren zu ko¨nnen,
deswegen bleiben die Werte der Variablen Reference und ReferringExpressions un-
vera¨ndert. Die semantische Repra¨sentation schließt zwei der drei Dialogzielbeschreibungen
als mo¨gliche Repra¨sentation der Intention des Anwenders aus; allerdings ist noch nicht alle
notwendige Information fu¨r die Dienstanforderung vorhanden, da der Zielort fehlt. Deswegen
ist der Wert der Variablen Intention determined. Das ausgewa¨hlte Interaktionsmuster ist
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wieder das Fragen-Interaktionsmuster. Die Datenbankwa¨chter verhindern den Datenbankzu-
griﬀ, da die vorhandenen Repra¨sentationen nicht speziﬁsch genug sind. Deswegen wird eine
Ersetzungsfrage ausgewa¨hlt, die nach der Kategorie des Zielortes fragt. Die Ersetzungsfrage
wird unter Beru¨cksichtigung der bekannten Kategorien in eine Disjunktivfrage umgewandelt.
Anwender: A restaurant.
Repra¨sentation:


act givedirections
path
[
obj path
dst obj restaurant
]
Dialogzustand: 〈good, intermediate2, sa answer, determined,none, determined〉
System: What kind of food would you like? Please tell me the nationality.
Die Information im Diskurs ist ausreichend genug, um die Datenbanken fu¨r Bars und Museen
auszuschließen, aber nicht speziﬁsch genug, um die Datenbankwa¨chter fu¨r die Restaurant-
Datenbank zu erfu¨llen. Deshalb nimmt die Variable Reference den Wert Determined an.
Alle anderen Werte bleiben unvera¨ndert. Die Situation hier ist analog zu der obigen; lediglich
wird die Ersetzungsfrage nicht umgewandelt. Dies ist damit begru¨ndet, daß die hohe Anzahl
der Nationalita¨ten die Umwandlung nicht ermo¨glicht.
Anwender: Mexican.
Repra¨sentation:


act givedirections
path


obj path
dst
[
obj restaurant
nationality prp mexican
]


Dialogzustand: 〈good, intermediate2, sa request, finalized, none, determined〉
System: System fu¨hrt Datenbankanfrage aus.
Dialogzustand: 〈good, intermediate2, sa answer, finalized, ambiguous, determined〉
System: Would you like to go to a Mexican restaurant in Oakland, Sha-
dyside or North Hills?
Die Information ist ausreichend genug, um den Datenbankzugriﬀ durchzufu¨hren, folglich erha¨lt
die Variable Reference den Wert finalized nach dem Datenbankzugriﬀ. Der Datenbankzugriﬀ
erzeugt eine Ergebnismenge mit fu¨nf Objekten, deswegen nimmt die Variable ReferringEx-
pressions den Wert ambiguous an. Alle anderen Werte bleiben unvera¨ndert. Um den Zielort
zu bestimmen, wird dem Benutzer die Mo¨glichkeit gegeben, aus Restaurants in verschiedenen
Stadtteilen auszuwa¨hlen. Dies ist durch die Information aus der Datenbank gesteuert.
Anwender: Oakland.
Repra¨sentation:


act givedirections
path


obj path
dst


obj restaurant
nationality prp mexican
address
[
address
neighborhood “Oakland“
]






Dialogzustand: 〈good, intermediate2, sa answer, finalized, unique, finalized〉
System: I am giving you directions to “Mad Mex“ in Oakland.
163
Nach Disambiguierung der Objektbeschreibungen der Restaurants verbleibt nur ein passendes
Objekt, deswegen erha¨lt die Variable ReferringExpressions den Wert unique. Außerdem
sind die Constraints der Dialogzielbeschreibung nun erfu¨llt, folglich nimmt die Variable In-
tention den Wert finalized an.
12.6 Vergleich zwischen Interaktionsmuster und Endlichen
Automaten
In den vorigen Kapitel wurde wiederholt der hier beschriebene Ansatz mit
auf endlichen Automaten basierenden Dialogsystemen verglichen. Ein Zu-
standsu¨bergang in einem endlichen Automaten deﬁniert eindeutig den neuen
Zustand.1
Die Sachlage in der vorliegenden Arbeit ist jedoch eine andere. Es ist zwar
richtig, daß, wie in Abschnitt 7.5 beschrieben, die Instantiierung eines Interak-
tionsmusters den Zielzustand teilweise bestimmt. Allerdings ko¨nnen nicht alle
Zustandsvariablen einzig und allein aufgrund des Wissens, daß Interaktionsmu-
ster X instantiiert ist, angepaßt werden. Aus diesem Grunde werden die Werte
der Zustandsvariablen nach jedem Turn durch Inspektion der Repra¨sentation
neu bestimmt. Damit stellt sich die Verarbeitung des Dialogs dar wie in Abbil-
dung 12.1 gezeigt.
while(state ∈ accepting states)
1. play prompt;
2. accept input;
3. determine matching state transition;
4. move to new state;
end
while(state ∈ accepting states)
1. play prompt;
2. accept input;
3. incorporate representation in discourse;
4. request appropriate services;
5. update state variables;
6. continue current or select new interaction pat-
tern;
end
Abbildung 12.1. (a) Verarbeitungsschritte eines Dialogsystems, daß auf endlichen Automaten
beruht. (b) Verarbeitung von Instantiierungen von Interaktionsmustern
Hier ist ersichtlich, daß bei auf endlichen Automaten basierenden Dialog-
systemen der gegenwa¨rtige Zustand zusammen mit der Semantik der letzten
A¨ußerung der Folgezustand nicht nur eindeutig bestimmt ist, sondern auch
fu¨r den gegebenen Zustand und die gegebene Eingabe konstant ist. Bei der
Instantiierung von Interaktionsmustern hingegen wird die Eingabe zuna¨chst
interpretiert und in den Diskurs eingefu¨gt. Anschließend werden alle nun an-
forderbaren Dienste angefordert, wie zum Beispiel Datenbankzugriﬀ. Daraufhin
erst wird der abstrakte Dialogzustand als Funktion der im Diskurs vorhande-
nen Information angepaßt. Somit wird der Folgezustand beim Verarbeiten von
1 Im Falle nicht-deterministischer Automaten, eine Menge von Zielzusta¨nden; allerdings wer-
den nicht-deterministische Automaten aus diesem Grunde nicht gern fu¨r Dialogsysteme
verwandt.
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Instantiierungen von Interaktionsmustern indirekt berechnet. Das Dialogmana-
gement ha¨ngt damit von der im Diskurs vorhandenen Information ab und nicht
von einem beim Systementwurf festgelegten statischen Zustandsu¨bergang.
12.7 Diskussion
Verschiedene Instantiierungen von Interaktionsmustern erlauben, Informatio-
nen im Dialog zuru¨ckzunehmen oder Antworten zu verweigern. Diese Instanti-
ierungen werden durch die Eingaben “Start over“, “Undo“, “I don’t know it“,
“I am feeling lucky“ ausgelo¨st. Hierbei wird der Dialogzustand an den Anfang
des Dialogs, um eine Interaktion zuru¨ck, um eine Interaktion voraus oder an
das Ende des Dialoges navigiert. Bei den letzten beiden Instantiierungen wird
fehlende Information zufa¨llig ausgewa¨hlt.
Von einem anderen Standpunkt betrachtet, kann man damit im Diskurs
navigieren, ganz a¨hnlich wie man mit den Vorwa¨rts und Zuru¨ck Kno¨pfen eines
Internet Browsers die Browser History navigieren kann. Abbildung 12.2 stellt
den Zusammenhang der Navigationskommandos und dem Informationsgehalt
im Diskurs dar.
Eine Pra¨sentation der Fa¨higkeiten des Systems bezu¨glich der Navigation,
a¨hnlich wie in Abbildung 12.2, mag hilfreich fu¨r Benutzer des Systems sein.
Wie jedoch die Ausfu¨hrungen zu den Interaktionsmustern schon gezeigt ha-
ben, ist die Organisation der Systemarchitektur bezu¨glich der Navigation nicht
erwu¨nschenswert, da die Navigationskommandos nicht bestimmte Eigenschaf-
ten des Systems enkapsulieren. Die Interaktionsmuster, wie die Ausfu¨hrungen
zu deren Implementierung belegt, tun dies hingegen.
Das hier vorgeschlagene Zusammenspiel von Interaktionsmustern
und Dialogzusta¨nden stellt sprach- und doma¨nenunabha¨ngige Prinzi-
pien zur Dialogverarbeitung bereit. Dies gleicht insofern den Arbeiten
am Dialogsystem Artimis, auf die schon mehrfach verwiesen wurde
[Bretier and Sadek, 1996,Sadek et al., 1997]. Auch hier wurden sprach-
und doma¨nenunabha¨ngige Prinzipien, formuliert in Modallogik, verwendet, um
den Dialog zu steuern.
12.8 Zusammenfassung
In diesem Kapitel wurden die vorgestellten Interaktionsmuster nach verschie-
denen Kriterien klassiﬁziert. Die Klassiﬁkation in Abha¨ngigkeit des abstrakten
Dialogzustandes schra¨nkt die Anwendbarkeit der Interaktionsmuster ein und
ist somit eine Entscheidungshilfe fu¨r das Dialogsystem, welche Aktion es aus-
zufu¨hren hat.
Die fortlaufende Instantiierung der Interaktionsmuster induziert die Struk-
tur des Diskurses. Hierzu – und zur Bestimmung des abstrakten Dialogzustan-
des – ist es notwendig, daß der Sprechakt des aktuellen Turns bstimmt wird.
Ist der Sprechakt nicht oﬀen erwa¨hnt, werden die Constraints u¨ber die Instan-
tiierungen der Interaktionsmuster ausgenutzt.
Das Dialogsystem benutzt die hier gezeigten Klassiﬁkationen, um neue Inter-
aktionsmuster zu instantiieren oder partielle Instantiierungen fortzufu¨hren oder
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zu beenden. Damit bestimmt natu¨rlich der Umfang des Katalogs von Interakti-
onsmustern die Fa¨higkeiten des Dialogsystems. Mit dem vorliegenden Katalog
von Interaktionsmustern ist es beispielsweise nicht mo¨glich, Counterfactuals
oder hypothetische Anfragen zu verarbeiten. Eine Erweiterung der bekannten
Sprechakte und der Menge der Interaktionsmuster wa¨re hierzu notwendig.
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Abbildung 12.2. Navigation durch den Dialog mit den Neustart, Widerrufen, Weiß Nicht
und Egal Instantiierungen von Interaktionsmustern.
Teil III
Experimente, Auswertung und
Schlußwort

Kapitel 13
Evaluation
13.1 Einleitung
In diesem Kapitel werden die Experimente zur Portierbarkeit des Dialogsystems
dargestellt. Ziel der Untersuchung ist zu zeigen, daß die Implementierung eines
prototypischen Dialogsystems unter Benutzung der in Teil I und II beschrie-
benen Architektur eﬃzient und unter Wiederverwendung bereits existierender
Wissensquellen geschehen kann. Zu diesem Zwecke wurden sechs Probanden ge-
beten, eine Anwendung zu entwerfen, zu implementieren und mit einer Sprach-
steuerung zu versehen. Der Versuchsablauf ist in 8 aufeinanderfolgende Schritte
gegliedert. Die ersten beiden Schritte dienen zur Implementierung der Anwen-
dung und der no¨tigen Datenbanken. In den folgenden fu¨nf Schritten werden
die fu¨r die Dialogverarbeitung no¨tigen Wissensquellen erstellt; dies sind die
Speziﬁkationen von (in zeitlicher Reihenfolge) Ontologie, Dialogzielen, Daten-
bankkonvertierungsregeln, Parsing- und Generierungsgrammatiken.
13.2 Experiment zur Untersuchung der Portierbarkeit
13.2.1 Ziel des Experiments
Es ist Ziel dieses Experimentes zu zeigen, daß die in den Teilen I und II be-
schriebenen Techniken zur Modularisierung die folgenden Eigenschaften haben:
1. Schneller Entwurf
Ein prototypisches System kann schnell und eﬃzient entwickelt werden
2. Wiederverwendbarkeit
Existierende Speziﬁkationen von Wissensquellen ko¨nnen wiederverwendet
werden
13.2.2 Aufbau des Experiments
Der Entwurf eines Dialogsystems ist untergliedert in acht Schritte. In jedem
Schritt wird ein Aspekt des zu entwerfenden Dialogsystems speziﬁziert oder
implementiert. Im folgenden werden die acht Schritte genauer beschrieben.
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Schritt 1: Entwurf und Implementierung der Dienste der Anwen-
dung. In diesem Schritt werden die Dienste der Anwendung entworfen und
implementiert. Ein Anwendungsdienst kann im Prinzip jeder u¨ber Tcp/Ip an-
gebotene Dienst sein. In diesem Versuch wurde ein Dienst jedoch beschra¨nkt
auf eine Java-Methode, die u¨ber einen Mechanismus, der Remote Method Invo-
cation a¨hnelt, aufgerufen werden kann. Der Ziel dieses Schrittes ist es, die Spe-
ziﬁkationen der beno¨tigten Methoden anzugeben. In einem Dialogsystem, das
Telephon-Anrufe an Angestellte vermittelt, wa¨re das Ergebnis dieses Schrittes
etwa folgende Speziﬁkation:
/**
* transfers the call to the given phone number
*/
public void forwardCall(String phoneNumber);
/**
* gives information on the person such as office location
*/
public void giveInformation(String firstName,String lastName,
String phoneNumber,String officeNumber);
Schritt 2: Entwurf und Implementierung der Datenbank. In die-
sem Schritt wird die Datenbank des Dialogsystems entworfen. Die Daten-
bank speichert Eigenschaften der Objekte in der Doma¨ne. In der Anruf-
Vermittlungsanwendung beispielsweise entha¨lt die Datenbank Namen, Bu¨ro-
nummern und Telephonnummern der Angestellten. Die Datenbank kann auf
zwei unterschiedliche Weisen implementiert werden. Die einfachste Mo¨glichkeit
besteht darin, eine MS Access Datenbank zu entwerfen, auf die das Dialog-
system dann zugreifen kann. Alternativ dazu besteht die Mo¨glichkeit, Objekte
in der Doma¨ne durch Instanzen von Java-Klassen zu repra¨sentieren. In dieser
Variante werden zum Systemstart alle referenzierbaren Objekte erzeugt und
in der Anwendung registriert. Referenzierende Ausdru¨cke werden dann durch
Referenzen auf Objekte aufgelo¨st.
Schritt 3: Entwurf der Ontologie. Wie in Abschnitt 2.2 beschrieben, muß
das Dialogsystem u¨ber eine Ontologie verfu¨gen, die die “verstandenen“ Kon-
zepte und die Beziehungen untereinander deklariert. Im dritten Schritt wird ein
Objektmodell der vom System zu verstehenden Doma¨ne deklariert.
Schritt 4: Entwurf der Dialogzielbeschreibungen. Aufbauend auf der im
dritten Schritt entworfenen Ontologie werden im vierten Schritt die Dienste
der Anwendungen mit den Repra¨sentationen in Beziehung gesetzt. Das Ziel des
vierten Schrittes ist es, fu¨r die in Schritt 1 entworfenen Dienste die Dialogziel-
beschreibungen anzugeben.
Schritt 5: Entwurf der Datenbank-Konvertierungsregeln. Semantische
Repra¨sentationen von deﬁnition Beschreibungen mu¨ssen durch Informationen
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aus den Datenbanken aufgelo¨st werden. Zu diesem Zweck mu¨ssen Merkmals-
pfade der semantischen Repra¨sentationen mit Datenbankfeldern in Beziehung
gesetzt werden. Dies geschieht durch Angabe von Konvertierungsregeln und Da-
tenbankwa¨chtern, wie in Abschnitt 5.3 beschrieben. Das Ziel diesen Schrittes
ist es, diese Konvertierungsregeln und Wa¨chter anzugeben.
Schritt 6: Entwurf der Grammatiken. Grammatiken stellen die Beziehung
her zwischen Ausdru¨cken in natu¨rlicher Sprache und semantischen Repra¨senta-
tionen. Im sechsten Schritt werden die Grammatikregeln und Konvertierungs-
regeln wie in Abschnitt 4.3 beschrieben speziﬁziert. Zu diesem Zeitpunkt wird
von den Mo¨glichkeiten der Vererbung von Grammatikregeln noch kein Gebrauch
gemacht.
Schritt 7: Entwurf der Generierungs-Schablonen. In Schritt 7 werden die
Generierungs-Schablonen erstellt, mit deren Hilfe Kla¨rungsfragen und Besta¨ti-
gungen erreichter Ziele fu¨r den Anwender generiert werden.
Verwendete Hardware. Das Dialogsystem la¨uft auf mit Pentium III Pro-
zessoren ausgestatteten Computern unter dem Windows NT Betriebssystem.
Als Eingabemikrofon dient ein Standard CloseTalk Mikrophon, wie es mit han-
delsu¨blichen Spracherkennersoftware mitgeliefert wird.
Verwendete Programme. Spracheingabe in das Dialogsystem kann durch
den Janus 4 Spracherkenner oder alternativ durch jeden Erkenner erfolgen,
der MS Sapi 4 unterstu¨tzt. Das verwendete Sprachsynthesesystem ist das an
der University of Edinburgh entwickelte Festival [Taylor et al., 1998]. Alter-
nativ ko¨nnen MS Sapi 4 unterstu¨tzende Sprachsynthesesysteme zum Einsatz
kommen.
13.2.3 Ablauf des Experiments
Die Probanden erhalten zu Beginn jeden Schrittes eine Anleitung, die das Ziel
des gegenwa¨rtigen Schrittes und die zu speziﬁzierenden Wissensquellen be-
schreibt. Die Probanden haben die Mo¨glichkeit, zu jeder Zeit Fragen zu stellen.
Am Ende jeden Schrittes werden die Speziﬁkationen in interne Repra¨sentatio-
nen u¨bersetzt, um sicherzustellen, daß die vorgeschriebene Syntax fu¨r die Spe-
ziﬁkationen eingehalten wird. Zusa¨tzlich zu der Dokumentation hatten die Pro-
banden Gelegenheit, zu jeder Zeit beliebige Fragen zu stellen und Erkla¨rungen
zu verlangen. Davon wurde insbesondere nach Lektu¨re der Anleitung Gebrauch
gemacht.
13.2.4 Die Fallstudien
Im folgenden werden die entworfenen Dialogsysteme kurz beschrieben.
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Roulette Das Roulette-Dialogsystem verfu¨gt u¨ber eine Datenbank von mo¨gli-
chen Roulette-Spielern. Die Dialogziele ermo¨glichen es, fu¨r jeden Spieler auf
eine Zahl, eine Farbe oder gerade oder ungerade zu setzen, oder das Spiel zu
starten. Die verwendete Sprache des Systems ist deutsch.
Video-Verleihsystem Das Video-Verleihsystem ermo¨glicht es, sich zu erkun-
digen, ob ein bestimmter Videoﬁlm erha¨ltlich ist, und gegebenfalls den Film
auszuleihen. Die Datenbank entha¨lt Informationen u¨ber Schauspieler, Sprache
der Filme, und Speichermedium (Video oder DVD). Die verwendete Sprache
des Systems ist deutsch.
Anrufvermittler-System Das Anrufvermittlersystem ermo¨glicht es, Bu¨ro-
nummern und Telephonnummern der Mitarbeiter des ISL labs an der Carnegie
Mellon University abzurufen oder einen Telephonanruf weiterzuvermitteln.1 Die
Datenbank entha¨lt Informationen u¨ber die Mitarbeiter. Die verwendete Sprache
des Systems ist englisch.
Eintrittskartenverkauf Dieses System ermo¨glicht es, Eintrittskarten fu¨r den
KennywoodAmusementPark in Pennsylvania zu erstehen (simuliert). Die Da-
tenbank besteht aus Informationen u¨ber die Eintrittskarten. Die verwendete
Sprache ist englisch.
Bierinformationssystem Dieses System ermo¨glicht es, Informationen zu ver-
schiedenen Bieren zu erfragen. Die Informationen u¨ber die Biere sind in der
Datenbank gespeichert. Die verwendete Sprache ist englisch.
Steuerung eines CD-Spielers
Mit diesem System ist es mo¨glich, einen CD-Spieler per Spracheingabe zu be-
dienen. Die verwendete Sprache dieses Systems ist englisch.
13.2.5 Auswertung der Fallstudien
Es ist Ziel dieses Experimentes zu zeigen, daß in kurzer Zeit prototypische Dia-
logsysteme nach den Speziﬁkationen der Probanden erstellt werden ko¨nnen. Von
daher ist die Zeitdauer der Implementierung ein wichtiger Aspekt. Die erstell-
ten Dialogsysteme variieren jedoch stark in der Komplexita¨t der Grammatiken,
Aufgaben- und Doma¨nenmodelle, so daß diese Aspekte ebenfalls mit in Betracht
gezogen werden mu¨ssen. Aus diesem Grunde wird im folgenden ein Komple-
xita¨tsmodell entwickelt, mit dem der Grad der Komplexita¨t der Speziﬁkationen
gemessen werden kann. Desweiteren ist ein wesentlicher Punkt, inwieweit die
Probanden in der Lage waren, existierende Speziﬁkationen wiederzuverwenden.
1 Dieses Verhalten ist simuliert, kann aber durch entsprechende Programmierung einer ent-
sprechenden PC-Erweiterungskarte, wie beispielsweise von Dialogic erha¨ltlich, ohne wei-
teres implementiert werden.
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Auswertung der erstellten Speziﬁkationen Die Tabelle 13.1 stellt die
Gro¨ße der speziﬁzierten Wissensquellen dar. Die hier angegebenen Zahlen be-
ziehen sich lediglich auf die von den Probanden erstellten Wissensquellen und
schließen nicht die wiederverwendeten Wissensquellen mit ein.
Diese Tabelle spiegelt die unterschiedliche Komplexita¨t der Anwendun-
gen wider. Das Bier-Informationssystem hat ein komplexes Doma¨nenmodell,
mit verschiedenen Typen fu¨r die entsprechenden Biere. Merkmale beschrei-
ben Geschmacksrichtungen und Herkunftsland. Auf der anderen Seite hat das
Anrufvermittler-System ein kleines Doma¨nenmodell, das lediglich die beiden
Aktionen (Anruf weiterleiten und Telephonnummer bekanntgeben) sowie den
Arbeitnehmer modellieren muß.
Auswertung der wiederverwendeten Speziﬁkationen Die Tabelle 13.2
stellt den Prozentanteil des wiederverwendeten Doma¨nenmodells dar.
Der hohe Grad der Wiederverwendbarkeit von Typen liegt daran, daß alle
Objekte, Aktionen und Eigenschaften in den Doma¨nen von bereits existierenden
Typen abgeleitet werden konnte.
Anteil der automatisch generierten Grammatikregeln Die Tabelle 13.3
stellt den Anteil der automatisch generierten strukturellen Grammatikregeln
dar.
Die erzeugten strukturellen Regeln haben im wesentlichen zwei Urspru¨nge.
Zum einen stammen sie aus der Vererbungshierarchie, um partielle Information
zu simulieren. Das heißt, das die Anzahl der strukturellen Regeln mit der Gro¨ße
des Doma¨nenmodells wa¨chst. Dies ist insbesondere an den beiden Extremfa¨llen,
dem Bier-Informationssystem und dem Anrufvermittler-System zu sehen. Auf
der anderen Seite kann durch die Verwendung von abstrakten Basisregeln der
Aufwand des Grammatikschreibens eingespart werden. Hier haben beispiels-
weise das Roulette-System und das CD-Spieler System Vorteile gegenu¨ber dem
Video-Verleihsystem, dem Eintrittskartenverkaufssystem und Anrufvermittler-
System, bei etwa gleicher Gro¨ße des Doma¨nenmodells.
In Tabelle 13.4 ist die verwendete Zeit fu¨r die Erstellung der Speziﬁkatio-
nen aufgefu¨hrt. Die angegebenen Zeiten beinhalten lediglich die Zeit, die am
Rechner verbracht worden ist, um die Speziﬁkationen zu erstellen, nicht jedoch
die Zeiten fu¨r Erkla¨rungen, Fragen und Lesen der Dokumentation. Die Zeiten
fu¨r Schritte 1 und 2 werden nicht angegeben, da in diesen Schritte die Anwen-
dung selbst speziﬁziert wird. Es soll hier nur u¨ber den fu¨r das Dialogsystem
verwendeten Zeitaufwand berichtet werden.
13.2.6 Auswertung der Grammatik-Hilfsmechanismen
Die Eﬀektivita¨t der Grammatikhilfsmittel wurde ebenfalls in einem mittel-
großen System verglichen. Hierzu wurden semantische Standard-Grammatiken,
die fu¨r den Phoenix-Parser entwickelt worden sind, mit den neuen vektorisier-
ten Gramamtiken verglichen. Die fu¨r den Phoenix-Parser entwickelten Gram-
matiken sidn im Rahmen des Vodis-Projektes entstanden und decken Autona-
vigationsanfragen ab. Die vektorisierten Grammatiken sind im Rahmen eines
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Anwendung Doma¨nenmodell Doma¨nenmodell
Typen Merkmale
Bier-Informationssystem 70 % 70 %
Anrufvermittler-System 95 % 57 %
Eintrittskartenverkauf 94 % 77 %
Roulette 87 % 59 %
CD-Spieler 79 % 59 %
Video-Verleihsystem 90 % 77 %
Tabelle 13.2. Gro¨ße der wiederverwendeten Wissensquellen
Anwendung Absolut Relativ
Bier-Informationssystem 169 84 %
Roulette 26 40 %
CD-Spieler 25 38 %
Anrufvermittler-System 9 23 %
Video-Verleihsystem 17 23 %
Eintrittskartenverkauf 9 18 %
Tabelle 13.3. Gro¨ße der automatisch generierten Grammatikregeln
von General Motors gefo¨rderten Projektes entstanden und decken dieselben
Anfragen wie die Phoenix-Gramamtiken ab.
Wie aus der Tabelle 13.5 ersichtlich ist, ko¨nnen im Falle der vektoriellen
Grammatiken etwa ein Drittel der beno¨tigten Regeln automatisch erzeugt wer-
den und entlasten somit den Grammatikschreiber. Insbesondere kann die Ver-
verbungsbeziehung zwischen den Typen in der Typenhierarchie ausgenutzt wer-
den, um automatisch Regeln zu erzeugen. Es soll bemerkt werden, daß – obwohl
beim Erstellen der Grammatik ohne Hilfsmittel das Konzept der Vererbungs-
regel unbekannt war – etwa ein Fu¨nftel aller Regeln Vererbungsregeln waren.
Damit stellen sie einen bedeutenden Teil der zu erstellenden Grammatiken dar.
Im Falle der vektorisierten Grammatiken ko¨nnen diese Regeln automatisch er-
zeugt werden. Daru¨ber hinaus konnten auch strukturelle Regeln durch die Ver-
erbungstechniken automatisch erstellt werden.
Die Fallstudie Das wichtigste Ergebnis dieser Fallstudie ist, daß innerhalb
kurzer Zeit ein funktionierender Prototyp von den Probanden erstellt werden
konnte. Die la¨ngste Zeitdauer liegt mit etwas u¨ber acht Stunden leicht u¨ber der
Dauer eines Arbeitstages.
Als weiterer Punkt ist zu vermerken, daß der Hintergrund der Probanden
sehr unterschiedlich war. Teilweise waren objekt-orientierte Konzepte nicht be-
kannt, oder Programmierkenntnisse nur rudimenta¨r vorhanden. Auf der anderen
Seite gab es Probanden, die kaum Kenntnisse von Grammatiken hatten.
Teilnehmer mit wesentlicher Erfahrung im Grammatikschreiben hatten
Schwierigkeiten, sich an das Konzept der Vererbung von Grammatikregeln
zu gewo¨hnen. Mit der Wiederverwendung von existierenden Grammatikregeln
wurde ein Verlust der Kontrolle u¨ber die Grammatik verbunden. Auf der an-
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Anwendung Zielsprache Regeln Summe
lexikalisch strukturell Vererbungs-
ohne Hilfsmittel englisch 803 293 202 1.298
davon automatisch 0 0 0 0
mit Hilfsmitteln englisch 570 124 281 975
davon automatisch 0 24 281 305
Tabelle 13.5. Vergleich zwischen semantischen Standard-Grammatiken und erweiterten
Gramamtiken. Lexikalische Regeln, die zu Eigennamen expandieren (wie beispielsweise Stra-
ßennamen oder Restaurantnamen), sind in dieser Statistik nicht aufgefu¨hrt.
deren Seite wurde von zwei Teilnehmern der Studie, die beide u¨ber keine Er-
fahrungen mit Grammatiken, aber u¨ber Programmiererfahrung verfu¨gen, das
Prinzip der Vererbung von Grammatikregeln richtig angewandt; und zwar zu
einem Zeitpunkt, als es noch nicht in der Dokumentation erwa¨hnt worden ist.
Diese beiden Teilnehmer waren in der Lage, die korrekte Anwendung aus dem
Beispiel abzuleiten.
Weiterhin ist zu vermerken, daß die implizite Kontrolle u¨ber den Dialogver-
lauf durch die Speziﬁkationen der Wissensquellen einiger Erkla¨rung bedurfte. Es
war nicht immer sofort versta¨ndlich, daß beispielsweise Datenbankzugriﬀe vom
Dialogsystem selbsta¨ndig vorgenommen werden und sich der Systemdesigner
darum nicht zu ku¨mmern braucht.
Die Interaktionsmuster In allen beschriebenen Fa¨llen konnten die Interak-
tionsmuster wiederverwendet werden. Das heißt, daß in allen Dialogsystemen
Kla¨rungsfragen, Korrekturen und in einigen Fa¨llen auch das Anpassen von Be-
schreibungen korrekt implementiert worden ist. Dies zeigt die Allgemeingu¨ltig-
keit der Interaktionsmuster.
13.3 Vollsta¨ndige Evaluierung eines Gesamtsystems
13.3.1 Ziel des Experiments
Ziel des Experiments ist zu zeigen, daß nicht nur einfache Dialoguesysteme
schnell entworfen werden ko¨nnen, sondern daß die im Rahmen dieser Arbeit
entwickelten Techniken auch komplexere Dialogverarbeitung unterstu¨tzen.
13.3.2 Aufbau des Experiments
Das Stadtinformationssystem wurde verwendet, um die Gesamtperformanz des
Systems zu evaluieren. Das System wurde auf einem Rechner mit zwei Pen-
tium III Prozessoren (500 MHz) unter dem Windows 2000 Betriebssystem
installiert. Der verwendete Spracherkenner ist Janus 4.0. Als Eingabemikrofon
diente ein handelsu¨bliches Mikrofon, das mit ga¨ngiger Spracherkennersoftware
mitgeliefert wird.
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13.3.3 Durchfu¨hrung des Experiments
Die Versuchspersonen wurden in das System eingewiesen. Zuna¨chst wurde eine
Beispielinteraktion vorgefu¨hrt, anschließend hatten die Versuchspersonen Gele-
genheit, die Beispielinteraktion zu wiederholen. Im folgenden wurde dann der
vom System anzufordernde Dienst auf einer Karteikarte stichwortartig beschrie-
ben. Ein Beispiel einer solchen Beschreibung ist in Abbildung 13.1 gezeigt.
Die Anzahl der auf der Karte angegebenen Konzepte reicht von eins bis
fu¨nf.
Action directions
Type Restaurant
Property mexican
Location Oakland
Abbildung 13.1. Beispiel einer Aufgabenbeschreibung. In diesem Falle sind vier anzufordernde
Konzepte gegeben.
13.3.4 Evaluierung
Es wurden insgesamt 75 Dialoge durchgefu¨hrt. Die Verteilung der Anzahl der
auf den Karteikarten angegebenen Konzepte ist in Tabelle 13.6 angegeben.
Anzahl gegebene Konzepte 1 2 3 4 5 Summe
Anzahl Dialoge 13 16 30 12 4 75
Tabelle 13.6. Verteilung der Anzahl der angeforderten Konzepte.
Konzeptgenauigkeit Im folgenden wird die Konzeptgenauigkeit angegeben.
Hierbei bedeutet erkanntes Konzept, daß das infragestehende Konzept vom
Spracherkenner erkannt, und vom Parser korrekt in die semantische Repra¨sen-
tation eingefu¨gt worden ist.
Anzahl gegebene Konzepte 1 2 3 4 5 Summe
Anzahl Dialoge 13 16 30 12 4 75
Anzahl vermittelte Konzepte 32 85 171 81 28 397
Anzahl erkannte Konzepte 13 56 126 56 24 275
Konzeptgenauigkeit 40.1% 65.9% 73.7% 69.1% 85.7% 69.3%
Tabelle 13.7. Verteilung der Anzahl der angeforderten Konzepte.
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Anzahl gegebene Konzepte 1 2 3 4 5 Summe
Anzahl Dialoge 13 16 30 12 4 75
minimale La¨nge 1 1 1 1 3 1
durchschnittliche La¨nge 2,5 3,6 3,4 3,8 4 3.37
maximale La¨nge 5 8 11 8 6 11
Tabelle 13.8. Verteilung der La¨nge der Dialoge.
La¨nge des Dialogs Im folgenden wird die La¨nge der Dialoge in Anzahl A¨uße-
rungen des Benutzers angegeben.
Besta¨tigung der erfolgten Eingabe Um den Benutzer den Erfolg oder Miß-
erfolg des fortschreitenden Dialogs zu vermitteln, ist es wichtig zu besta¨tigen,
welcher Teil der dem System u¨bermittelten Information verstanden worden ist.
Der folgende Dialog soll dies erla¨utern.
Benutzer I would like to go to a French restaurant in Shadyside.
System I found 4 restaurants in Shadyside, Millvale,
South Side and East Liberty. Which neighborhood would
you like to go to?
Der Benutzer versucht, dem System vier Konzepte zu u¨bermitteln (na¨mlich
Fahrtanweisung, Restaurant, franzo¨sisch und Shadyside). Das System versteht
drei davon (Fahrtanweisung, Restaurant, franzo¨sisch). Der Benutzer kann infe-
rieren, daß das System den Stadtteil nicht verstanden hat, da eine Kla¨rungsfra-
ge nach dem Stadtteil gestellt wird. Das Konzept Fahrtanweisung wird implizit
durch die Frage (... would you like to go to?) besta¨tigt, das Konzept Restaurant
durch den Satz I found 4 restaurants. Die Tatsache, daß das System das Konzept
franzo¨sisch ebenfalls verstanden hat, wird nicht besta¨tigt. Zusammenfassend
halten wir fest, daß von vier u¨bermittelten Konzepten drei verstanden worden
sind. Dem Benutzer wird besta¨tigt, daß zwei Konzpte verstanden worden sind,
und daß ein weiteres Konzept nicht verstanden worden ist. Die Nachricht des
Systems ist in diesem Beispiel von daher suboptimal.
Um die Eﬀektivita¨t der Nachrichten des Systems zu evaluieren, wurden die
besta¨tigten Konzepte mit den u¨bermittelten Konzepten in Beziehung gesetzt.
Tabelle 13.9 zeigt das Ergebnis.
erkannt nicht erkannt Summe
besta¨tigt 275 69.3% 118 29.7% 393 99.0%
nicht besta¨tigt 3 0.7% 1 0.3% 4 1.0%
Summe 278 70.0% 119 30.0% 397 100.0%
Tabelle 13.9. Absolute und relative Anzahl der besta¨tigten Konzepte. Die linke Spalte be-
zieht sich auf die korrekt erkannten Konzepte, die rechte Spalte auf die nicht erkannten (oder
fehlerkannten) Konzepte.
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Hier ist ersichtlich, daß von 397 u¨bermittelten Konzepten dem Benutzer in
393 (oder 99.0% der Fa¨lle) die Erkennung besta¨tigt worden ist. Damit kann
man sagen, daß das Dialogsystem den Benutzer u¨ber den internen Zustand gut
informiert ha¨lt.
13.3.5 Komplexere Beispieldialoge
In diesem Abschnitt werden komplexere Beispieldialoge beschrieben, die eben-
falls durch Interaktionsmuster ausgedru¨ckt werden ko¨nnen.
Gegenfragen. Im folgenden soll gezeigt werden, wie das Dialogsystem und
der Benutzer durch Gegenfragen die Dialogsteuerung u¨bernehmen ko¨nnen. Wir
betrachten den folgenden Dialog:
1 User: Give me directions to Mad Mex
2 System: There are two places called Mad Mex.
Would you like to go to the Mad Mex on
Atwood Street or McKnight Road?
3 User: Where is McKnight Road?
4 System: McKnight Road goes through Ross Town-
ship and North Hills.
5 User: How about Atwood Street?
6 System: Atwood Street is in Oakland.
7 User: Let’s go to Oakland then.
8 System: I am giving you directions to Mad Mex in
Oakland.
Die Hauptschwierigkeit in diesem Dialog ist es fu¨r das System zu erkennen,
daß die A¨ußerungen (3) und (5) des Benutzers keine Antworten auf die ge-
stellten Fragen darstellen. Da die semantischen Repra¨sentationen von (3) und
(5) mit denen zu den gegebenen Zeitpunkten aktiven Dialogzielbeschreibungen
inkompatibel, aber mit bereits ausgeschlossenen Dialogzielbeschreibungen kom-
patibel sind, wird von einem Unterdialog ausgegangen. Hier wird der gesamte
Dialogzustand auf einen Stack gebracht, der Unterdialog verarbeitet, und bei
Abschluß wieder vom Stack geholt.
Eine weitere Schwierigkeit besteht darin, daß zur Bestimmung des Unter-
dialogs in (5) zuna¨chst die durch “How about...“ eingefu¨hrte Ellipse aufgelo¨st
werden muß. Schließlich sei bemerkt, daß die Antwort (7) strenggenommen
nicht die Frage (2) beantwortet. Allerdings ist die Information in der Lage, die
ambige Referenz des Namens Mad Mexa¨ufzulo¨sen. Dies ist durch die uniﬁkati-
onsbasierte Dialogverarbeitung begru¨ndet.
Ein weiteres Beispiel ist das folgende.
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1 User: Give me directions to an Asian restaurant
in Squirrel Hill.
2 System: There are ﬁve Asian restaurants in Squir-
rel Hill. Would you like to go to a Chinese,
Japanese or Thai place?
3 User: Is there no other possibility?
4 System: There are two Cambodian restaurants in
downtown. Would you like to go to Le-
mongrass Cafe or Phnom Penh Restau-
rant?
5 User: Phnom Penh Restaurant.
6 System: I am giving you directions to Phnom Penh
Restaurant in Downtown.
In diesem Beispiel wird eine erneute Datenbankanfrage getriggert, bei der die
Constraints, a¨hnlich wie bei der Anpassen Instantiierung, aufgeweicht werden.
Von der Ergebnismenge der zweiten Datenbankanfrage wird die erste Ergeb-
nismenge abezogen, um der Bedeutung der Nominalphrase “other possibilities“
gerecht zu werden.
Diese Beispiele zeigen, wie durch Gegenfragen der Benutzer den Dialog be-
einﬂussen kann. Ein weiteres Beispiel soll zeigen, daß auch das Dialogsystem
Gegenfragen initiieren kann.
1 User: Give me directions to a French restaurant
in Shadyside
2 System: Would you prefer to go to a French restau-
rant in South Side instead? This is much
closer.
3 User: Okay!
4 System: I am giving you directions to Le Pommier
in South Side.
In diesem Dialog gibt es eine vom Benutzer gewu¨nschte Lo¨sung, na¨mlich das
franzo¨sische Restaurant in Shadyside. Das Problem in diesem Dialog ist fu¨r das
System zu erkennen, daß eine a¨hnliche Lo¨sung, na¨mlich das Restaurant in South
Side eventuell besser wa¨re. Zu diesem Zwecke werden, a¨hnlich wie bei der An-
passen Instantiierung, die Datenbank Constraints aufgeweicht, um eine gro¨ßere
Ergebnismenge von Restaurants zu erhalten. Die Elemente der Ergebnismenge
wird dann mit einer anwendungsspeziﬁschen Bewertungsfunktion bewertet, und
die Objektbeschreibung mit der ho¨chsten Bewertung ausgewa¨hlt. Wird durch
diese Objektbeschreibung ein anderes Objekt als das urspru¨nglich intendierte
Objekt beschrieben, wird die entsprechende Gegenfrage gestellt. Es ist oﬀen-
sichtlich, daß dieses Verfahren genau dann doma¨nenunabha¨ngig ist, wenn die
Bewertungsfunktion durch die Anwendung implementiert werden kann. Dies
geschieht durch die im Kapitel 5 beschriebenen Dienstanforderungen. Auf Ebe-
ne der Dialogverarbeitung jedoch ergibt sich ein gro¨ßeres Problem, na¨mlich zu
bestimmen, wann das Dialogsystem die Gegenfrage stellen soll. Werden Gegen-
fragen zu ha¨uﬁg gestellt, wirkt es sto¨rend, werden sie zu wenig gestellt, ergeben
sich eventuell fu¨r den Benutzer suboptimale Lo¨sungen. Es steht zu vermuten,
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daß eine enge Integration der Dialogstrategie mit einem Benutzermodell die
Qualita¨t des Dialogs an dieser Stelle entscheidend verbessern kann.
Partielle oder komplementa¨re Information In den folgenden Dialogen soll
gezeigt werden, wie das Dialogsystem Information verarbeiten kann, nach der
nicht explizit gefragt worden ist.
1 User: Give me directions to a restaurant on Li-
berty Avenue
2 System: How about an Australian restaurant?
3 User: Yes sounds good. They should serve Cro-
codile Jerky.
4 System: I am giving you directions to Aussie’s
Downunder in Bloomﬁeld.
Die Zusatzinformation, welche Gerichte das Restaurant fu¨hren soll, dient
dazu, die ambige Referenz der Nominalphrase “restaurant on Liberty Avenue“
aufzulo¨sen. Auf Seiten der Datenbank ist diese Information in einer Zusatzta-
belle gespeichert, die mit der Restauranttabelle verknu¨pft wird. Ein weiteres
Beispiel soll dies verdeutlichen.
1 User: Give me directions to a restaurant.
2 System: What kind of food should the restaurant
oﬀer?
3 User: Modern French cuisine.
4 System: There are two French restaurants that of-
fer modern dishes. Would you like to go
to a moderately expensive or an expensi-
ve place?
5 User: Moderately expensive.
6 System: I am giving you directions to Le Pommier
in South Side.
Hier wird in der Antwort (3) Information fu¨r zwei Attribute vermittelt,
na¨mlich Nationalita¨t und Art der servierten Gerichte.
13.4 Zusammenfassung
In diesem Kapitel wurde ein Experiment zum schnellen Erstellen von Dialog-
systemen beschrieben. Die Teilnehmer der Studie waren in der Lage, anhand
kurzer Dokumentation und eines Beispiels ein einfaches Dialogsystem zu erstel-
len und zu testen. Alle Dialogsysteme konnten (zusammengenommen) inner-
halb von etwa einem Arbeitstag fertiggestellt werden. Die Interaktionsmuster,
gesteuert durch die von den Teilnehmern speziﬁzierten Wissensquellen, haben
dabei die Kontrolle u¨ber den Dialog u¨bernommen.
Kapitel 14
Schlußfolgerungen
In dieser Ausarbeitung wurde ein allgemeines Verfahren zum Erstellen von Dia-
logsystemen vorgestellt. Dieses Verfahren basiert auf einer dreischichtigen Syste-
marchitektur. Die erste Schicht implementiert grundlegende Dialogdienste, und
nimmt dafu¨r zielsprach- und doma¨nenabha¨ngige Wissensquellen in Anspruch.
Darauf aufbauend steuern die Interaktionsmuster die Interaktion des Systems
mit dem Benutzer und greifen hierzu auf die Dienste der unteren Schicht zu.
Die Interaktionsmuster sind doma¨nen- und zielsprachunabha¨ngig und mu¨ssen
nicht an ein System angepaßt werden.
14.1 Beitra¨ge
Die in dieser Arbeit gemachten Beitra¨ge ko¨nnen in verschiedenen Bereiche un-
terteilt werden.
14.1.1 Der Katalog von Interaktionsmustern
Der wesentliche Beitrag dieser Arbeit besteht aus den miteinander verzahnten
Konzepten des abstrakten Dialogzustandes und der generischen Interaktions-
muster. Die Struktur eines Dialogsystems ist typischerweise durch die System-
komponenten gegeben, wie Satzanalyse, Generierung und Diskursmodul. Diese
Unterteilung ist aber funktional; sie beschreibt nicht die Fa¨higkeiten des Dia-
logsystems bezu¨glich der Sprachverarbeitung.
Im Falle von Dialogsystemen ist es aber so, daß jeder Eingabe auch eine ent-
sprechende Implementierung entgegengesetzt werden muß – das System soll ja
schließlich tun, was man ihm sagt. Aus diesem Grunde erschien es zweckma¨ßig,
das System anhand dieser Dimension zu unterteilen. Aus dieser U¨berlegung
entstand das Konzept des Interaktionsmusters.
Ein Interaktionsmuster beschreibt, wie die Information im Diskurs im fort-
schreitenden Dialog erweitert wird. Das Interaktionsmuster hat dabei Freihei-
ten, Informationen vom Anwender auf verschiedene Arten und Weisen zu erfra-
gen. Damit trennen Interaktionsmuster das was das Dialogsystem kann, von
dem wie es die Fa¨higkeiten implementiert.
Die Entscheidung, welches Interaktionsmuster an einem gegebenen Zeit-
punkt zu instantiieren ist, wird in Abha¨ngigkeit des abstrakten Dialogzustandes
183
184
getroﬀen. Der abstrakte Dialogzustand charakterisiert den Verlauf des Dialogs
vom Anfang bis zum aktuellen Zeitpunkt bezu¨glich doma¨nen- und zielsprachu-
nabha¨ngiger Attribute, aufgrund derer die Instantiierungen der Interaktions-
muster ausgewa¨hlt werden ko¨nnen.
Der hier angegebene Katalog von Interaktionsmustern ist sicherlich nicht
vollsta¨ndig und bedarf zuku¨nftiger Forschung. Das vorliegende System ist bei-
spielsweise nicht in der Lage, hypothetische und counterfactual Anfragen zu
verarbeiten. Die Schwierigkeit bei counterfactuals ist, daß erst am Ende des
Diskurses Informationen als wahr im Diskurs akzeptiert wird. Als Beispiel dient
der folgende Dialog:
Anwender: Wie lange dauert es von hier bis zur Uni?
System: Die Fahrtzeit betra¨gt 25 Minuten.
Fahrtstrecke wird angezeigt
Anwender: Wie lange wu¨rde es dauern, wenn ich durch
die Luisenstraße fahren wu¨rde?
System: Die Fahrtzeit wu¨rde dann 30 Minuten betragen
Neue Fahrtstrecke wird angezeigt
An dieser Stelle mu¨ssen zwei Alternativen oﬀen gehalten werden. Der An-
wender kann jetzt zwischen beiden Alternativen auswa¨hlen, und nur die Fahrt-
strecke der gewa¨hlten Alternative darf auf der Karte angezeigt bleiben. Dies
ist ein Beispiel fu¨r ein neues Interaktionsmuster, das vom vorliegenden System
nicht abgedeckt wird.
14.1.2 Unterstu¨tzende Beitra¨ge
Um die Interaktionsmuster und die Basis-Dialogdienste implementieren zu
ko¨nnen, wurden verschiedene bekannte Techniken und Verfahren erweitert.
Erweiterungen der typisierten Merkmalsstrukturen. Die von HPSG her
bekannten typisierten Merkmalsstrukturen wurden auf partiell uniﬁzierte und
unterspeziﬁzierte Merkmalsstrukturen erweitert, um somit die Basis fu¨r sprach-
und doma¨nenunabha¨ngige Kla¨rungsfragen- und Korrekturalgorithmen zu legen.
Meta-Information u¨ber den Dialog kann durch multidimensionale Merkmals-
strukturen, ebenfalls eine Erweiterung der typisierten Merkmalsstrukturen, er-
folgen. Schließlich ist noch zu erwa¨hnen, daß objekt-orientierte Merkmalsstruk-
turen eine Verallgemeinerung der Standard-Merkmalsstrukturen darstellen, mit
denen es mo¨glich ist, die Anforderung von Diensten der Anwendung von der
vorhandenen Information abha¨ngig zu machen.
Vererbung und Grammatiken. Die Konzepte zum Wiederverwenden von
Grammatikfragmenten erlauben es, Grammatiken schneller zu schreiben.
Systemarchitektur. Die abstrakten Dialogzusta¨nde und die generischen In-
teraktionsmuster sind Teil der zweiten Schicht einer dreischichtigen Dialogsyste-
marchitektur. Die untere Schicht besteht aus den Basis-Dialogdiensten, die von
modularisierten Wissensquellen gesteuert werden. Diese Aufteilung der Funktio-
nalita¨t in Schichten, die wiederum in semantisch zusammenha¨ngende Module
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unterteilt werden ko¨nnen, ist Grundvoraussetzung fu¨r das Rapid Prototyping
von Dialogsystemen. Zum einen ko¨nnen protoypische Anwendungen entwickelt
werden, ohne daß der Entwickler sich mit Dialogstrategien auseinandersetzen
muß. Dies ist begru¨ndet in der Tatsache, daß nur die Wissensquellen der unte-
ren Schicht neu speziﬁziert werden mu¨ssen. Zum anderen ko¨nnen auch auf der
unteren Schicht existierende Module wiederverwendet werden.
Implementierung. Die beschriebenenen Konzepte wurden in einem Dialog-
system implementiert und getestet. Es hat sich gezeigt, daß die beschriebenen
Verfahren allgemein genug sind, daß verschiedene Systeme von mehreren Per-
sonen mit unterschiedlichem Wissenstand in der Dialogverarbeitung implemen-
tiert werden ko¨nnen.
14.2 Zuku¨nftige Arbeiten
Zuku¨nftige Arbeiten liegen in der Erweiterung des Katalogs der Interaktionsmu-
ster, wie oben erwa¨hnt. Es wa¨re sicherlich auch interessant zu untersuchen, wie
Interaktionsmuster mit anderen Diskurstheorien, zum Beispiel Discourse Re-
presentation Theory oder Rhetorical Structure Theory zusammenha¨ngen und
sich gegenseitig erga¨nzen.
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Teil IV
Anhang

Anhang A
Ausdrucke der erstellten
Dialogsystem-Speziﬁkationen
A.1 Roulette
Der folgende Ausdruck zeigt die Speziﬁkation des Bier-Informationssystems.
package beer;
server: ExamplePackage localhost 5454;
import generic.dlm;
import nationalities.dlm;
module beer ExamplePackage {
desc prop_beer_taste inherits property;
desc prop_beer_sweet inherits prop_beer_taste;
desc prop_beer_very_sweet inherits prop_beer_sweet;
desc prop_beer_bitter inherits prop_beer_taste;
desc prop_beer_very_bitter inherits prop_beer_bitter;
desc prop_beer_medium_taste inherits prop_beer_taste;
desc prop_beer_body inherits property;
desc prop_beer_light inherits prop_beer_body;
desc prop_beer_very_light inherits prop_beer_light;
desc prop_beer_full inherits prop_beer_body;
desc prop_beer_very_full inherits prop_beer_full;
desc prop_beer_medium_body inherits prop_beer_body;
desc obj_beer inherits object {
string : name;
prp_nationality : origin;
prop_beer_taste : taste;
prop_beer_body : body;
bool : fruit;
};
desc obj_ale inherits obj_beer;
desc obj_americanAle inherits obj_ale {
false : fruit;
};
desc obj_stout inherits obj_ale {
false : fruit;
prop_beer_full : body;
};
desc obj_dryStout inherits obj_stout {
prop_beer_bitter : taste;
prop_beer_very_full : body;
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};
desc obj_oatmealStout inherits obj_stout {
prop_beer_sweet : taste;
prop_beer_very_full : body;
};
desc obj_imperialStout inherits obj_stout {
prop_beer_sweet : taste;
prop_beer_very_full : body;
};
desc obj_sweetStout inherits obj_stout {
prop_beer_sweet : taste;
};
desc obj_paleAle inherits obj_ale {
false : fruit;
prop_beer_bitter : taste;
};
desc obj_brownAle inherits obj_ale {
false : fruit;
prop_beer_medium_taste : taste;
};
desc obj_oldAle inherits obj_ale {
false : fruit;
prop_beer_bitter : taste;
prop_beer_very_full : body;
};
desc obj_barleywine inherits obj_ale {
false : fruit;
prop_beer_bitter : taste;
prop_beer_very_full : body;
};
desc obj_scotchAle inherits obj_ale {
false : fruit;
prop_beer_very_sweet : taste;
prop_beer_full : body;
};
desc obj_irishAle inherits obj_ale {
false : fruit;
prop_beer_medium_taste : taste;
prop_beer_light : body;
};
desc obj_belgianAle inherits obj_ale {
false : fruit;
prop_beer_bitter : taste;
prop_beer_medium_body : body;
};
desc obj_goldenAle inherits obj_belgianAle;
desc obj_trappistAle inherits obj_belgianAle;
desc obj_altbier inherits obj_ale {
false : fruit;
prop_beer_medium_taste : taste;
prop_beer_medium_body : body;
};
desc obj_indiaPaleAle inherits obj_paleAle {
prop_beer_very_bitter : taste;
prop_beer_medium_body : body;
};
desc obj_porter inherits obj_stout;
desc obj_lager inherits obj_beer {
false : fruit;
};
desc obj_marzen inherits obj_lager {
prop_beer_medium_taste : taste;
prop_beer_medium_body : body;
};
desc obj_pilsner inherits obj_lager {
prop_beer_light : body;
};
desc obj_lightAmericanPilsner inherits obj_pilsner {
prop_beer_medium_taste : taste;
prop_beer_very_light : body;
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};
desc obj_premium inherits obj_lightAmericanPilsner;
desc obj_subpremium inherits obj_lightAmericanPilsner;
desc obj_superpremium inherits obj_lightAmericanPilsner;
desc obj_dortmunderExport inherits obj_lager {
prop_beer_medium_taste : taste;
prop_beer_medium_body : body;
};
desc obj_bock inherits obj_lager {
prop_beer_bitter : taste;
prop_beer_full : body;
};
desc obj_dopplebock inherits obj_bock {
prop_beer_very_full : body;
};
desc obj_steamBeer inherits obj_ale, obj_lager {
prop_beer_medium_body : body;
prop_beer_bitter : taste;
};
desc obj_wheatAle inherits obj_ale {
prop_beer_light : body;
};
desc obj_belgianWheat inherits obj_wheatAle;
desc obj_weisse inherits obj_wheatAle {
prop_beer_bitter : taste;
};
desc obj_berlinerWeisse inherits obj_weisse {
prop_beer_bitter : taste;
};
desc obj_lambic inherits obj_wheatAle;
desc obj_fruitLambic inherits obj_lambic {
prop_beer_very_sweet : taste;
true : fruit;
};
desc obj_raspberryLambic inherits obj_fruitLambic;
desc obj_peachLambic inherits obj_fruitLambic;
desc obj_cherryLambic inherits obj_fruitLambic;
desc obj_fruitWheatAle inherits obj_wheatAle {
prop_beer_bitter : taste;
true : fruit;
};
desc obj_cherryWheat inherits obj_fruitWheatAle;
desc obj_cranberryWheat inherits obj_fruitWheatAle;
desc obj_blackBeer inherits obj_beer {
prop_beer_medium_taste : taste;
};
desc act_sellbeer inherits action {
obj_beer : BEER_SOLD;
};
desc act_recommendbeer inherits action {
obj_beer : BEER_RECOMMENDED;
};
goal SellBeer {
description:
[ act_sellbeer
BEER_SOLD [ obj_beer
name [ string ]
]
]
min:
1
max:
1
cancel:
[ bot ]
binding:
BeerPackage::sellBeer individual : [BEER_SOLD];
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};
goal RecommendBeer {
description:
[ act_recommendbeer
BEER_RECOMMENDED [ obj_beer ]
]
min:
1
max:
1
cancel:
[ bot ]
binding:
BeerPackage::recommendBeer individual : [BEER_RECOMMENDED];
};
rules english {
<prop_beer_sweet:A:_> = ’sweet’;
<prop_beer_very_sweet:A:_> = ’very sweet’;
<prop_beer_bitter:A:_> = ’bitter’
: ’dry’
: ’tart’;
<prop_beer_very_bitter:A:_> = ’very bitter’
: ’very dry’
: ’very tart’;
<prop_beer_medium_taste:A:_> = ’medium tasting’
: ’medium’
: ’medium bitter’;
<prop_beer_light:A:_> = ’light’
: ’light bodied’
: ’refreshing’;
<prop_beer_very_light:A:_> = ’very light’
: ’very light bodied’
: ’very refreshing’;
<prop_beer_full:A:_> = ’full’
: ’heavy’
: ’filling’
: ’full bodied’
: ’rich’;
<prop_beer_very_full:A:_> = ’very full’
: ’very heavy’
: ’very filling’
: ’very full bodied’
: ’very rich’;
<prop_beer_medium_body:A:_> = ’medium bodied’
: ’medium’;
<BEERWORD> = ’beer’;
<FRUIT> = ’fruit’ { fruit true };
<obj_beer:N:_> = ’beer’;
<obj_ale:N:_> = ’ale’;
<obj_americanAle:N:_> = ’american ale’;
<obj_stout:N:_> = ’stout’;
<obj_dryStout:N:_> = ’dry stout’;
<obj_oatmealStout:N:_> = ’oatmeal stout’;
<obj_imperialStout:N:_> = ’imperial stout’;
<obj_sweetStout:N:_> = ’sweet stout’;
<obj_paleAle:N:_> = ’pale ale’;
<obj_brownAle:N:_> = ’brown ale’;
<obj_oldAle:N:_> = ’old ale’;
<obj_barleywine:N:_> = ’barleywine’;
<obj_scotchAle:N:_> = ’scotch ale’;
<obj_irishAle:N:_> = ’irish ale’;
<obj_belgianAle:N:_> = ’belgian ale’;
<obj_goldenAle:N:_> = ’golden ale’;
<obj_trappistAle:N:_> = ’trappist ale’;
<obj_altbier:N:_> = ’altbier’;
<obj_indiaPaleAle:N:_> = ’india pale ale’;
<obj_porter:N:_> = ’porter’;
<obj_lager:N:_> = ’lager’;
<obj_marzen:N:_> = ’marzen’;
<obj_pilsner:N:_> = ’pilsner’;
<obj_lightAmericanPilsner:N:_> = ’light american pilsner’;
<obj_premium:N:_> = ’premium’
: ’premium beer’;
<obj_subpremium:N:_> = ’subpremium’
: ’cheap beer’;
<obj_superpremium:N:_> = ’superpremium’;
<obj_dortmunderExport:N:_> = ’dortmunder export’;
<obj_bock:N:_> = ’bock’;
<obj_dopplebock:N:_> = ’dopplebock’
: ’double bock’;
<obj_steamBeer:N:_> = ’steam beer’;
<obj_wheatAle:N:_> = ’wheat beer’
: ’wheat ale’
: ’weizen’;
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<obj_weisse:N:_> = ’weisse’;
<obj_berlinerWeisse:N:_> = ’berliner weisse’;
<obj_lambic:N:_> = ’lambic’;
<obj_fruitLambic:N:_> = ’fruit beer’;
<obj_raspberryLambic:N:_> = ’raspberry lambic’;
<obj_peachLambic:N:_> = ’peach lambic’;
<obj_cherryLambic:N:_> = ’cherry lambic’;
<obj_fruitWheatAle:N:_> = ’fruit ale’;
<obj_cherryWheat:N:_> = ’cherry wheat’;
<obj_cranberryWheat:N:_> = ’cranberry lambic’
: ’cranberry wheat’;
<obj_blackBeer:N:_> = ’black beer’;
<BEERBYORIGIN> = import dao apps/beer/databases/beersDB.mdb beers origin {origin import};
<obj_beer:N:_> = import dao apps/beer/databases/beersDB.mdb beers name {name import}
: <prp_nationality:A:_> { origin prp_nationality } <BEERWORD>
: <prp_nationality:A:_>* { origin prp_nationality }
<prop_beer_body:A:_> {body prop_beer_body} <BEERWORD>
: <prp_nationality:A:_>* { origin prp_nationality }
<prop_beer_body:A:_>* {body prop_beer_body}
<prop_beer_taste:A:_> {taste prop_beer_taste} <BEERWORD>
: <prp_nationality:A:_>* { origin prp_nationality }
<prop_beer_taste:A:_> {taste prop_beer_taste}
<prop_beer_body:A:_>* {body prop_beer_body} <BEERWORD>
: <FRUIT> <BEERWORD>;
public <act_recommendbeer:V:_> = <infoRequest> <obj_beer:N:_> {BEER_RECOMMENDED obj_beer};
public <act_sellbeer:V:_> = <purchaseRequest> <obj_beer:N:_> {BEER_SOLD obj_beer};
<infoRequest> = ’do you have a’
: ’can you recommend a’
: ’im looking for a’;
<purchaseRequest> = ’ill take a’
: ’give me a’
: ’id like a’;
};
database beersDB obj_beer dao apps/beer/databases/beersDB.mdb {
dbtable beers obj_beer {
dbfield type = [];
dbfield name = [name];
dbfield origin = [origin];
};
};
templates english {
statement {
state:(finalized = RecommendBeer) ->
text: "I recommend the following beers
##objs^first@{[BEER_RECOMMENDED|name] from [BEER_RECOMMENDED|origin]:<prp_nationality:N:_> }
##objs^middle@{ , [BEER_RECOMMENDED|name] from [BEER_RECOMMENDED|origin]:<prp_nationality:N:_> }
##objs^last@{ and [BEER_RECOMMENDED|name] from [BEER_RECOMMENDED|origin]:<prp_nationality:N:_> } ."
};
statement {
state:(finalized = SellBeer) ->
text: "Enjoy your ##objs^first@[BEER_SOLD|name] ."
};
enumqst {
path:(ambiguous = ##objs@[BEER_SOLD|origin]) ->
text: "Would you like a beer from
##objs^first@[BEER_SOLD|origin]:<prp_nationality:N:_> ,
##objs^middle@[BEER_SOLD|origin]:<prp_nationality:N:_> ,
or
##objs^last@[BEER_SOLD|origin]:<prp_nationality:N:_> . "
options: " ##objs^all@[BEER_SOLD|origin]:<prp_nationality:N:_> "
commands: ’help’ ’start over’
location: [BEER_SOLD] <obj_beer:N:_>
};
enumqst {
path:(ambiguous = ##objs@[BEER_SOLD|name]) ->
text: "I have the following beers
##objs^first@[BEER_SOLD|name]
##objs^first@{ from [BEER_SOLD|origin]:<prp_nationality:N:_> }
##objs^middle@[BEER_SOLD|name]
##objs^middle@{ from [BEER_SOLD|origin]:<prp_nationality:N:_> }
##objs^last@{ and [BEER_SOLD|name]}
##objs^last@{ from [BEER_SOLD|origin]:<prp_nationality:N:_> } .
Which would you like ?"
options: " ##objs^all@[BEER_SOLD|name] "
commands: ’help’ ’start over’
location: [BEER_SOLD] <obj_beer:N:_>
};
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enumqst {
path:(ambiguous = ##objs@[BEER_SOLD]) ->
text: "I have the following types of beers .
##objs^first@[BEER_SOLD]:<_:N:_> ,
##objs^middle@[BEER_SOLD]:<_:N:_> ,
and
##objs^last@[BEER_SOLD]:<_:N:_> "
options: " ##objs^all@[BEER_SOLD]:<_:N:_> "
commands: ’help’ ’start over’
location: [BEER_SOLD] <obj_beer:N:_>
};
enumqst {
path:(ambiguous = ##objs@[BEER_SOLD|taste]) ->
text: "Would you prefer a beer that tastes
##objs^first@[BEER_SOLD|taste]:<_:A:_> ,
##objs^middle@[BEER_SOLD|taste]:<_:A:_> ,
or
##objs^last@[BEER_SOLD|taste]:<_:A:_> ? "
options: " ##objs^all@[BEER_SOLD|taste]:<_:A:_> "
commands: ’help’ ’start over’
location: [BEER_SOLD] <obj_beer:N:_>
};
enumqst {
path:(ambiguous = ##objs@[BEER_SOLD|body]) ->
text: "Would you prefer a
##objs^first@[BEER_SOLD|body]:<_:A:_> ,
##objs^middle@[BEER_SOLD|body]:<_:A:_> ,
or
##objs^last@[BEER_SOLD|body]:<_:A:_> ? "
options: " ##objs^all@[BEER_SOLD|body]:<_:A:_> "
commands: ’help’ ’start over’
location: [BEER_SOLD] <obj_beer:N:_>
};
};
}
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A.2 Anrufvermittlersystem
Der folgende Ausdruck zeigt die Speziﬁkation des Anrufvermittlersystems.
package islDirectory;
server: ExamplePackage localhost 5454;
import generic.dlm;
module islDirectory ExamplePackage {
desc obj_employee inherits generic:object {
base:string : FirstName;
base:string : LastName;
base:string : Title;
base:string : DepartmentName;
base:string : EmailName;
base:string : HomePhone;
base:string : WorkPhone;
base:string : OfficeLocation;
};
desc employeeObject inherits generic:action {
obj_employee : EMPLOYEE;
};
desc act_lookup inherits employeeObject {
};
desc act_call inherits employeeObject {
};
goal lookup {
description:
[ act_lookup
EMPLOYEE [ obj_employee
FirstName [ base:string ]
LastName [ base:string ]
]
]
min:
1
max:
1
binding:
ardpkg://localhost:5454/lookup individual: [EMPLOYEE|FirstName] , [EMPLOYEE|LastName];
};
goal call {
description:
[ act_call
EMPLOYEE [ obj_employee
WorkPhone [ base:string ]
]
]
min:
1
max:
1
binding:
ardpkg://localhost:5454/call individual: [EMPLOYEE|WorkPhone] ;
};
rules english {
<act_call,V,_> lmclass = ’call’;
<act_lookup,V,_> lmclass = ’look’ ’up’
: ’lookup’
: ’find’ ;
public <generic:action,VP,_>= <act_call,V,_> <obj_employee,NP,_>* { EMPLOYEE obj_employee }
: <act_lookup,V,_> <obj_employee,NP,_>* { EMPLOYEE obj_employee } ;
<obj_employee,NP,_>= <FirstNameGRS>
: <LastNameGRS>
: <FirstNameGRS> <LastNameGRS>;
<FirstNameGRS> lmclass = import daoitf apps/islDirectory/databases/directory.mdb Employees FirstName
{ FirstName import };
<LastNameGRS> lmclass = import daoitf apps/islDirectory/databases/directory.mdb Employees LastName
{ LastName import };
};
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database Employees obj_employee daoitf apps/islDirectory/databases/directory.mdb {
dbtable Employees obj_employee {
dbfield FirstName = [FirstName];
dbfield LastName = [LastName];
dbfield Title = [Title];
dbfield DepartmentName = [DepartmentName];
dbfield EmailName = [EmailName];
dbfield HomePhone = [HomePhone];
dbfield WorkPhone = [WorkPhone];
dbfield OfficeLocation = [OfficeLocation];
};
};
templates english {
enumqst {
path:(ambiguous = ##goals@[]) ->
text: " Would you like to call or lookup
##sem@{[EMPLOYEE|FirstName] [EMPLOYEE|LastName]}?"
commands: ’undo’ ’repeat’ ’start over’ ’call’ ’lookup’
};
enumqst {
path:(ambiguous = ##objs@[EMPLOYEE|FirstName]),
path:(unique = ##objs@[EMPLOYEE|LastName]) ->
text: "There are ##objs^num employees with the last name
##sem@[EMPLOYEE|LastName]
##objs^first@[EMPLOYEE|FirstName],
##objs^middle@[EMPLOYEE|FirstName] and
##objs^last@[EMPLOYEE|FirstName]. What is the first name of the person you would like to call? "
options: " ##objs^first@[EMPLOYEE|FirstName]
##objs^middle@[EMPLOYEE|FirstName]
##objs^last@[EMPLOYEE|FirstName]"
commands: ’undo’ ’repeat’ ’start over’
location: [EMPLOYEE] <obj_employee,NP,_>
};
enumqst {
path:(ambiguous = ##objs@[EMPLOYEE|LastName]),
path:(unique = ##objs@[EMPLOYEE|FirstName]) ->
text: "There are ##objs^num
##sem@[EMPLOYEE|FirstName] called
##objs^first@[EMPLOYEE|LastName],
##objs^middle@[EMPLOYEE|LastName] and
##objs^last@[EMPLOYEE|LastName]. What is the last name of the person you would like to call? "
options: " ##objs^first@[EMPLOYEE|LastName]
##objs^middle@[EMPLOYEE|LastName]
##objs^last@[EMPLOYEE|LastName]"
commands: ’undo’ ’repeat’ ’start over’
location: [EMPLOYEE] <obj_employee,NP,_>
};
infoqst {
state:(determined = lookup),
path:(undefined = ##sem@[EMPLOYEE|FirstName]) ->
text: "What is the first name of the person you would like to lookup?"
options: " ##db^apps/isldirectory/databases/directory@mdb@Employees@FirstName "
commands: ’undo’ ’repeat’ ’start over’ ’i dont know it’
location: [EMPLOYEE] <obj_employee,NP,_>
};
infoqst {
state:(determined = lookup),
path:(undefined = ##sem@[EMPLOYEE|LastName]) ->
text: "What is the last name of the person you would like to lookup?"
options: " ##db^apps/isldirectory/databases/directory@mdb@Employees@LastName "
commands: ’undo’ ’repeat’ ’start over’ ’i dont know it’
location: [EMPLOYEE] <obj_employee,NP,_>
};
infoqst {
state:(determined = call),
path:(undefined = ##sem@[EMPLOYEE|FirstName]) ->
text: "What is the first name of the person you would like to call?"
options: " ##db^apps/isldirectory/databases/directory@mdb@Employees@FirstName "
commands: ’undo’ ’repeat’ ’start over’ ’i dont know it’
location: [EMPLOYEE] <obj_employee,NP,_>
};
infoqst {
state:(determined = call),
path:(undefined = ##sem@[EMPLOYEE|LastName]) ->
text: "What is the last name of the person you would like to call?"
options: " ##db^apps/isldirectory/databases/directory@mdb@Employees@LastName "
commands: ’undo’ ’repeat’ ’start over’ ’i dont know it’
location: [EMPLOYEE] <obj_employee,NP,_>
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};
statement {
state:(finalized = call ) ->
text: "Calling ##objs^first@[EMPLOYEE|FirstName]
##objs^first@[EMPLOYEE|LastName]. Please wait."
};
statement {
state:(finalized = lookup ) ->
text: "I looked up ##objs^first@[EMPLOYEE|FirstName]
##objs^first@[EMPLOYEE|LastName].
The office number is ##objs^first@[EMPLOYEE|OfficeLocation] . "
};
};
}
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A.3 Eintrittskarten
Der folgende Ausdruck zeigt die Speziﬁkation des Eintrittskartenverkaufssy-
stems.
package kennywood;
server: ExamplePackage localhost 5454;
import generic.dlm;
module kennywood ExamplePackage {
desc obj_ticket inherits object {
string : TICKETTYPE;
string : VISITTIME;
int : PRICE;
};
desc act_purchasing inherits action {
obj_ticket : TICKET;
};
desc act_addtocart inherits act_purchasing;
desc act_removefromcart inherits act_purchasing;
desc act_totalcart inherits action;
goal addtocart {
description:
[ act_addtocart
TICKET [ obj_ticket
QUANTIFIER [ gq
NUMBER [ int ]
]
TICKETTYPE [ string ]
VISITTIME [ string ]
PRICE [ int ]
]
]
min:
1
max:
1
cancel:
[ bot ]
binding:
KennywoodPackage::addtocart individual : [TICKET|QUANTIFIER|NUMBER], [TICKET|TICKETTYPE], [TICKET|VISITTIME], [TICKET|PRICE];
};
goal removefromcart {
description:
[ act_removefromcart
TICKET [ obj_ticket
QUANTIFIER [ gq
NUMBER [ int ]
]
TICKETTYPE [ string ]
VISITTIME [ string ]
PRICE [ int ]
]
]
min:
1
max:
1
cancel:
[ bot ]
binding:
KennywoodPackage::removefromcart individual : [TICKET|QUANTIFIER|NUMBER], [TICKET|TICKETTYPE], [TICKET|VISITTIME], [TICKET|PRICE];
};
goal totalcart {
description:
[ act_totalcart ]
min:
1
max:
1
cancel:
[ bot ]
binding:
KennywoodPackage::totalcart individual;
};
rules english {
public <act_addtocart:VP:_> implements ActionVP :
act_addtocart = 0 { "" act_addtocart },
obj_ticket = 1 { TICKET obj_ticket };
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<obj_ticket:NP:_> implements ObjectNP :
obj_ticket = 0;
<act_addtocart:V:_> = <Want>* <Buy>
: <Want>
: <CanI> <Buy>
: <CanYou>* <GiveMe>
: <WillYou> <GiveMe>;
public <act_removefromcart:VP:_> implements ActionVP :
act_removefromcart = 0 { "" act_removefromcart },
obj_ticket = 1 { TICKET obj_ticket };
<act_removefromcart:V:_> = <Want>* <Cancel>
: ’do’ ’not’ <Want>
: <CanI> <Cancel>
: <CanYou> <Cancel>
: <WillYou> <Cancel>;
public <act_totalcart:VP:_>= ’what’ ’is’ <Total>
: ’how’ ’much’ ’is’ <Total>;
<Want>lmclass = ’want’ ’to’*
: ’would’ ’like’ ’to’*
: ’need’;
<CanI> lmclass = ’can’ ’i’
: ’could’ ’i’;
<CanYou>lmclass = ’can’ ’you’
: ’could’ ’you’;
<WillYou>lmclass = ’will’ ’you’
: ’would’ ’you’;
<Buy>lmclass = ’buy’
: ’get’
: ’add’
: ’order’
: ’place’ ’an’ ’order’;
<GiveMe>lmclass = ’give’ ’me’
: ’get’ ’me’
: ’sell’ ’me’;
<Cancel> lmclass = ’cancel’
: ’give’ ’back’
: ’take’ ’away’
: ’subtract’
: ’cancel’ ’an’ ’order’;
<Total>lmclass = ’the’ ’total’ <Cost>*
: ’my’ ’total’ <Cost>*;
<Cost>lmclass = ’cost’
: ’price’;
<obj_ticket:N:_>= <VisitTime>* <TicketType>* <Ticket>
: <TicketType>* <Ticket> <For>* <VisitTime>
: <TicketType> <For>* <VisitTime>*
: <VisitTime>;
<VisitTime>lmclass = ’weekday’ { VISITTIME "weekday" }
: ’weekend’ { VISITTIME "weekend" };
<TicketType>lmclass = ’general admission’ { TICKETTYPE "general admission" }
: ’ride all day’ { TICKETTYPE "ride all day" };
<Ticket>lmclass = ’ticket’
: ’tickets’;
<For>= ’for’ ’a’
: ’for’ ’the’
: ’for’ ’this’;
};
database kennywood obj_ticket dao apps/kennywood/databases/kennywood.mdb {
dbtable Products obj_ticket {
dbfield VisitTime = [VISITTIME];
dbfield TicketType = [TICKETTYPE];
dbfield Price = [PRICE];
};
};
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templates english {
statement {
state:(finalized = addtocart),
equals:(1 = ##objs@[TICKET|QUANTIFIER|NUMBER]) ->
text: "You have ordered
##objs^first@[TICKET|QUANTIFIER|NUMBER]
##objs^first@[TICKET|TICKETTYPE]
ticket for the
##objs^first@[TICKET|VISITTIME]."
};
statement {
state:(finalized = addtocart) ->
text: "You have ordered ##objs^first@[TICKET|QUANTIFIER|NUMBER]
##objs^first@[TICKET|TICKETTYPE]
tickets for the
##objs^first@[TICKET|VISITTIME]."
};
statement {
state:(finalized = removefromcart),
equals:(1 = ##objs@[TICKET|QUANTIFIER|NUMBER]) ->
text: "I have cancelled your order for ##objs^first@[TICKET|QUANTIFIER|NUMBER]
##objs^first@[TICKET|TICKETTYPE]
ticket for the
##objs^first@[TICKET|VISITTIME]."
};
statement {
state:(finalized = removefromcart) ->
text: "I have cancelled your order for ##objs^first@[TICKET|QUANTIFIER|NUMBER]
##objs^first@[TICKET|TICKETTYPE]
tickets for the
##objs^first@[TICKET|VISITTIME]."
};
enumqst {
path:(ambiguous = ##goals@[]) ->
text: " Would like to place an order or to cancel an order for
##sem@{[TICKET|TICKETTYPE]} tickets?"
commands: ’place an order’ ’cancel an order’ ’undo’ ’repeat’ ’start over’
location: [] <act_addtocart:VP:_> <act_removefromcart:VP:_>
};
enumqst {
path:(ambiguous = ##objs@[TICKET|VISITTIME]) ->
text: "I need a bit more information. Would that be
##sem@{[TICKET|QUANTIFIER|NUMBER]}
##sem@{[TICKET|TICKETTYPE]}
tickets for a
##objs^first@[TICKET|VISITTIME]
##objs^middle@[TICKET|VISITTIME]
or a
##objs^last@[TICKET|VISITTIME]?"
options: " ##objs^first@[TICKET|VISITTIME]
##objs^middle@[TICKET|VISITTIME]
##objs^last@[TICKET|VISITTIME]"
commands: ’undo’ ’repeat’ ’start over’
location: [TICKET] <obj_ticket:N:_>
};
enumqst {
path:(ambiguous = ##objs@[TICKET|TICKETTYPE]) ->
text: "I need a bit more information. Would that be
##sem@{[TICKET|QUANTIFIER|NUMBER]}
##objs^first@[TICKET|TICKETTYPE]
##objs^middle@[TICKET|TICKETTYPE]
tickets or
##sem@{[TICKET|QUANTIFIER|NUMBER]}
##objs^last@[TICKET|TICKETTYPE]
tickets for a
##sem@{[TICKET|VISITTIME]}?"
options: " ##objs^first@[TICKET|TICKETTYPE]
##objs^middle@[TICKET|TICKETTYPE]
##objs^last@[TICKET|TICKETTYPE]"
commands: ’undo’ ’repeat’ ’start over’
location: [TICKET] <obj_ticket:N:_>
};
infoqst {
path:(undefined = ##sem@[TICKET|QUANTIFIER|NUMBER]) ->
text: "How many ##sem@{[TICKET|TICKETTYPE]} tickets ##sem@{ for a [TICKET|VISITTIME]}?"
commands: ’undo’ ’repeat’ ’start over’ ’one’ ’two’ ’three’ ’four’ ’five’
location: [TICKET|QUANTIFIER] <gq_cardinal:_:_>
};
};
}
201
A.4 Roulette
Der folgende Ausdruck zeigt die Speziﬁkation des Roulettesystems.
package RoulettePackage;
server: RoulettePackage localhost 5454;
import generic.dlm;
module roulette ExamplePackage {
desc obj_player inherits object {
int: ID;
string: Vorname;
string: Nachname;
property: Partei;
};
desc act_bet inherits action {
obj_player: Spieler;
int: Euro;
};
desc act_betOnColor inherits act_bet {
string: Color;
};
desc act_betOnParity inherits act_bet {
string: Parity;
};
desc act_betOnNumber inherits act_bet {
int: Number;
};
desc obj_celebrity inherits object {
string : FIRST_NAME;
string : LAST_NAME;
property: CHARACTERISTIC;
};
desc act_playGame inherits action;
desc prp_CDU inherits property;
desc prp_CSU inherits property;
desc prp_SPD inherits property;
desc prp_FDP inherits property;
desc prp_Gruene inherits property;
goal betOnColor {
description:
[ act_betOnColor
Spieler [ obj_player
ID [ int ]
]
Euro [ int ]
Color [ string ]
]
min:
1
max:
1
cancel:
[ bot ]
binding:
RoulettePackage::betOnColor individual: [Spieler|ID], [Euro], [Color];
};
goal betOnParity {
description:
[ act_betOnParity
Spieler [ obj_player
ID [ int ]
]
Euro [ int ]
Parity [ string ]
]
min:
1
max:
1
cancel:
[ bot ]
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binding:
RoulettePackage::betOnParity individual: [Spieler|ID], [Euro], [Parity];
};
goal betOnNumber {
description:
[ act_betOnNumber
Spieler [ obj_player
ID [ int ]
]
Euro [ int ]
Number [ int ]
]
min:
1
max:
1
cancel:
[ bot ]
binding:
RoulettePackage::betOnNumber individual: [Spieler|ID], [Euro], [Number];
};
goal playGame {
description:
[ act_playGame
]
min:
1
max:
1
cancel:
[ bot ]
binding:
RoulettePackage::playGame individual ;
};
rules generic {
public <action:VP:Imp> implements SpeechActVP : obj_player = 1 { Spieler obj_player }, act_bet = 0 { "" act_bet };
<obj_player:NP:_> implements ObjectNP : obj_player = 0;
};
rules german {
public <act_bet:VP:_> = <act_betOnColor:VP:_>
: <act_betOnNumber:VP:_>
: <act_betOnParity:VP:_>
: <act_betOnColor:VP:_>
: <act_betOnNumber:VP:_>
: <act_betOnParity:VP:_>;
public <act_betOnColor:VP:_> = <act_bet:V:_>* <Money>* <Color> <obj_player:PP:_>* {Spieler obj_player}:
<act_bet:V:_>* <obj_player:PP:_>* {Spieler obj_player} <Money>* <Color>:
<act_bet:V:_>* <Money>* <obj_player:PP:_>* {Spieler obj_player} <Color>;
public <act_betOnNumber:VP:_> = <act_bet:V:_>* <Money>* <Number> <obj_player:PP:_>* {Spieler obj_player}:
<act_bet:V:_>* <obj_player:PP:_>* {Spieler obj_player} <Money>* <Number>:
<act_bet:V:_>* <Money>* <obj_player:PP:_>* {Spieler obj_player} <Number>;
public <act_betOnParity:VP:_> = <act_bet:V:_>* <Money>* <Parity> <obj_player:PP:_>* {Spieler obj_player}:
<act_bet:V:_>* <obj_player:PP:_>* {Spieler obj_player} <Money>* <Parity>:
<act_bet:V:_>* <Money>* <obj_player:PP:_>* {Spieler obj_player} <Parity>;
public <act_playGame:VP:_> = ’spiele’;
public <act_bet:VP:_> = <act_bet:V:_> <Money>* <obj_player:PP:_>* {Spieler obj_player}
: <act_bet:V:_> <obj_player:PP:_>* {Spieler obj_player} <Money>*;
<act_bet:V:_> = ’setze’;
<Money> = ’100 euro’ {Euro 100};
<Color> = ’auf rot’ { Color "rot" }:
’auf schwarz’ { Color "schwarz" }:
’auf’* ’eine’* ’farbe’;
<Parity> = ’auf gerade’ { Parity "gerade" }:
’auf ungerade’ { Parity "ungerade" } :
’auf’* ’eine’* ’Paritaet’;
<Number> = ’auf 1’ { Number 1 }:
’auf’* ’eine’* ’Zahl’;
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<obj_player:PP:_> = ’fuer’ <obj_player:NP:_>;
<obj_player:N:_> = <Vorname> <Nachname>
: <Vorname>
: <Nachname>;
<Vorname> = import dao apps/roulette/databases/RoulettePlayers.MDB Personen Vorname {Vorname import };
<Nachname> = import dao apps/roulette/databases/RoulettePlayers.MDB Personen Nachname {Nachname import };
<prp_CDU:N:_> = ’CDU’
: ’Christlich Demokratische Union’;
<prp_CSU:N:_> = ’CSU’
: ’Christlich Soziale Union’;
<prp_SPD:N:_> = ’SPD’
: ’Sozialdemokratische Partei Deutschlands’;
<prp_FDP:N:_> = ’FDP’
: ’Freiheitlich Demokratische Partei’;
<prp_Gruene:N:_> = ’Gruene’
: ’Buendnis 90 die Gruenen’;
};
database RoulettePlayers obj_player dao apps/roulette/databases/RoulettePlayers.MDB {
dbtable Personen obj_player {
dbfield ID = [ID];
dbfield Nachname = [Nachname];
dbfield Vorname = [Vorname];
};
};
templates german {
statement {
state:(finalized = playGame) ->
text: "Rien ne va plus. "
};
statement {
state:(finalized = betOnColor) ->
text: "Fuer ##objs^first@[Spieler|Vorname]
##objs^first@[Spieler|Nachname] wurden
##objs^first@[Euro] Euro auf
##objs^first@[Color] gesetzt."
};
statement {
state:(finalized = betOnParity) ->
text: "Fuer ##objs^first@[Spieler|Vorname]
##objs^first@[Spieler|Nachname] wurden
##objs^first@[Euro] Euro auf
##objs^first@[Parity] gesetzt."
};
statement {
state:(finalized = betOnNumber) ->
text: "Fuer ##objs^first@[Spieler|Vorname]
##objs^first@[Spieler|Nachname] wurden
##objs^first@[Euro] Euro auf
##objs^first@[Number] gesetzt."
};
enumqst {
path:(ambiguous = ##goals@[]) ->
text: " Moechten Sie auf eine Farbe, eine Zahl oder auf eine Paritaet setzen?"
location: [] <act_bet:VP:_>
};
enumqst {
path:(ambiguous = ##objs@[Spieler|Vorname]),
path:(unique = ##objs@[Spieler|Nachname]) ->
text: "Es gibt ##objs^num
##sem@[Spieler|Nachname] mit den Vornamen
##objs^first@[Spieler|Vorname],
##objs^middle@[Spieler|Vorname] und
##objs^last@[Spieler|Vorname].
Welches ist der Vorname des Polikers, fuer den gesetzt werden soll? "
options: " ##objs^first@[Spieler|Vorname]
##objs^middle@[Spieler|Vorname]
##objs^last@[Spieler|Vorname]"
commands: ’help’ ’repeat’ ’start over’ ’tell me more’
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location: [Spieler] <obj_player:NP:_>
};
enumqst {
path:(ambiguous = ##objs@[Spieler|Nachname]),
path:(unique = ##objs@[Spieler|Vorname]) ->
text: "Es gibt ##objs^num
##sem@[Spieler|Vorname] mit den Nachnamen
##objs^first@[Spieler|Nachname],
##objs^middle@[Spieler|Nachname] und
##objs^last@[Spieler|Nachname].
Welches ist der Nachname des Polikers, fuer den gesetzt werden soll? "
options: " ##objs^first@[Spieler|Nachname]
##objs^middle@[Spieler|Nachname]
##objs^last@[Spieler|Nachname]"
commands: ’help’ ’repeat’ ’start over’ ’tell me more’
location: [Spieler] <obj_player:NP:_>
};
infoqst {
path:(undefined = ##sem@[Euro]) ->
text: "Wieviel soll fuer den Politiker gesetzt werden?"
location: [] <Money>
};
infoqst {
state:(determined = betOnParity),
path:(undefined = ##sem@[Parity]) ->
text: "Moechten Sie auf gerade oder ungerade setzen?"
location: [] <Parity>
};
infoqst {
state:(determined = betOnColor),
path:(undefined = ##sem@[Color]) ->
text: "Moechten Sie auf rot oder schwarz setzen?"
location: [] <Color>
};
infoqst {
state:(determined = betOnNumber),
path:(undefined = ##sem@[Number]) ->
text: "Auf welche Zahl moechten Sie setzen?"
location: [] <Number>
};
infoqst {
path:(undefined = ##sem@[Spieler|ID]) ->
text: "Welches ist der Nachname des Polikers, fuer den gesetzt werden soll?"
location: [Spieler] <obj_player:NP:_>
};
infoqst {
path:(undefined = ##sem@[Spieler|ID]) ->
text: "Welches ist der Vorname des Polikers, fuer den gesetzt werden soll?"
location: [Spieler] <obj_player:NP:_>
};
};
}
}
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A.5 CD-Spieler
Der folgende Ausdruck zeigt die Speziﬁkation des CD-Spielersystems.
package carstereopackage;
server: CarstereopackagePackage localhost 5454;
import generic.dlm;
module carstereopackage CarstereopackagePackage {
desc prp_playerstate inherits property;
desc prp_mute inherits prp_playerstate;
desc prp_play inherits prp_playerstate;
desc prp_stop inherits prp_playerstate;
desc prp_pause inherits prp_playerstate;
desc obj_switchable inherits object {
bool : ON;
};
desc obj_varies inherits object {
int : PERCENT;
};
desc obj_player inherits obj_switchable {
prp_playerstate : PLAYERSTATE;
obj_varies : VOLUME;
obj_varies : FADER;
};
desc obj_cdplayer inherits obj_player;
desc obj_playable inherits object {
string : FILENAME;
};
desc obj_song inherits obj_playable {
string : ARTIST;
string : GENRE;
string : NAME;
};
desc act_displayprg inherits action;
desc act_changevolume inherits action {
int : CHANGEVOLUME;
};
desc act_switchonoff inherits action {
obj_switchable : ARG;
};
desc act_play inherits action {
obj_song : SONG;
};
desc act_stopsong inherits action {
obj_song : SONG;
};
desc act_nexttrack inherits action;
desc act_prevtrack inherits action;
desc act_switchoff inherits act_switchonoff;
desc act_switchon inherits act_switchonoff;
desc act_gototrack inherits action {
int : TRACKNUMBER;
};
desc act_balance inherits action {
int : CHANGEBALANCE;
};
goal balance {
description:
[ act_balance
CHANGEBALANCE [ int ]
]
cancel:
[ bot ]
binding:
CarstereopackagePackage::changeBal individual : [CHANGEBALANCE];
};
goal gotoTrack {
description:
[ act_gototrack
TRACKNUMBER [ int ]
]
cancel:
[ bot ]
binding:
206
CarstereopackagePackage::gotoTrack individual : [TRACKNUMBER];
};
goal changeVolume {
description:
[ act_changevolume
CHANGEVOLUME [ int ]
]
cancel:
[ bot ]
binding:
CarstereopackagePackage::changeVol individual : [CHANGEVOLUME];
};
goal NextTrack {
description:
[ act_nexttrack ]
cancel:
[ bot ]
binding:
CarstereopackagePackage::nextTrack individual ;
};
goal PrevTrack {
description:
[ act_prevtrack ]
cancel:
[ bot ]
binding:
CarstereopackagePackage::prevTrack individual ;
};
goal PlaySong {
description:
[ act_play
SONG [ obj_song
NAME [ string ]
FILENAME [ string ]
GENRE [ string ]
]
]
min:
1
max:
1
cancel:
[ bot ]
binding:
CarstereopackagePackage::playSong individual : [SONG|FILENAME] , [SONG|NAME], [SONG|GENRE];
};
rules generic {
public <action:VP:Imp> implements SpeechActVP : act_play = 0 , obj_playable = 1 { ARG object };
<obj_playable:NP:_> implements ObjectNP : obj_playable = 0;
<obj_song:NP:_> implements ObjectNP : obj_song = 0;
};
rules english {
public <act_play:VP:_>= <act_play:V:_> <obj_song:NP:_> { SONG obj_song };
public <act_nexttrack:VP:_>lmclass = ’next’ ’track’ : ’go to the next track’ ;
public <act_prevtrack:VP:_>lmclass = ’previous’ ’track’ : ’go to the previous track’ ;
public <act_gototrack:VP:_> lmclass = ’go’ ’to’ ’track’ <TRACK>
: ’goto’ ’track’ <TRACK>
: ’track’ <TRACK>;
public <act_balance:VP:_>lmclass = ’left’ {CHANGEBALANCE 128}
: ’right’ {CHANGEBALANCE 127}
: ’center’ {CHANGEBALANCE 0};
public <act_changevolume:VP:_> lmclass = ’louder’ { CHANGEVOLUME 10 }
: ’a little louder’ { CHANGEVOLUME 5 }
: ’a little bit louder’ { CHANGEVOLUME 5 }
: ’too soft’ { CHANGEVOLUME 10 }
: ’raise the volume’ { CHANGEVOLUME 10 }
: ’softer’ { CHANGEVOLUME -10 }
: ’quieter’ { CHANGEVOLUME -10 }
:’too loud’ { CHANGEVOLUME -10 }
: ’a little softer’ { CHANGEVOLUME -5 }
: ’a little bit softer’ { CHANGEVOLUME -5 }
: ’lower the volume’ { CHANGEVOLUME -10 }
: ’a lot louder’ { CHANGEVOLUME 20 }
: ’a lot softer’ { CHANGEVOLUME -20 };
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<act_play:V:_> lmclass = ’play’ : ’play for me’;
<act_switchon:V:_>lmclass = ’switch on’;
<act_switchoff:V:_>lmclass = ’switch off’;
<obj_song:N:_> = <Name>
: <Artist>
: <Genre>;
<TRACK> lmclass = ’one’ { TRACKNUMBER 1 }
: ’two’ { TRACKNUMBER 2 }
: ’three’ { TRACKNUMBER 3 }
: ’four’ { TRACKNUMBER 4 }
: ’five’ { TRACKNUMBER 5 }
: ’six’ { TRACKNUMBER 6 };
<Name>lmclass = import dao apps/carstereopackage/databases/carstereopackage.mdb Music Name { NAME import };
<Artist> lmclass = import dao apps/carstereopackage/databases/carstereopackage.mdb Music Artist { ARTIST import };
<Genre>lmclass = import dao apps/carstereopackage/databases/carstereopackage.mdb Music Genre { GENRE import };
};
database CarstereoDB obj_song dao apps/carstereopackage/databases/carstereopackage.mdb {
dbtable Music obj_song {
dbfield Name = [NAME];
dbfield Artist = [ARTIST];
dbfield Genre = [GENRE];
dbfield Filename = [FILENAME];
guard Name {
[NAME] > string
};
guard Artist {
[ARTIST] > string
};
guard Genre {
[GENRE] > string
};
guard Filename {
[FILENAME] > string
};
};
};
templates english {
enumqst ListBox {
path:(ambiguous = ##objs@[SONG|NAME]) ->
text: " ##objs^first@[SONG|NAME],
##objs^middle@[SONG|NAME], and
##objs^last@[SONG|NAME]. What song would you like to hear? "
options: " ##objs^first@{[SONG|NAME] by [SONG|ARTIST]}
##objs^middle@{[SONG|NAME] by [SONG|ARTIST]}
##objs^last@{[SONG|NAME] by [SONG|ARTIST]} "
location: [SONG] <obj_song:NP:_>
};
enumqst ListBox {
path:(defined = ##sem@[SONG|NAME]),
path:(ambiguous = ##objs@[SONG|ARTIST]) ->
text: "There are ##objs^num songs called
##sem@[SONG|NAME]. What is the name of the artist you would like to hear? "
options: " ##objs^first@[SONG|NAME]
##objs^middle@[SONG|NAME]
##objs^last@[SONG|NAME] "
};
infoqst ListBox {
path:(ambiguous = ##objs@[SONG|NAME]) ->
text: "There are ##objs^num matching songs. What is the name of the song you would like to hear?"
options: " ##objs^first@{[SONG|NAME] by [SONG|ARTIST]}
##objs^middle@{[SONG|NAME] by [SONG|ARTIST]}
##objs^last@{[SONG|NAME] by [SONG|ARTIST]}"
};
illegaldesc ListBox {
path:(defined = ##sem@[SONG|NAME]),
path:(defined = ##sem@[SONG|ARTIST]),
less:(4 = ##objs@[SONG|NAME]),
less:(4 = ##objs@[SONG|ARTIST]) ->
text: " There is no song ##sem@[SONG|NAME] by
##sem@[SONG|ARTIST], but the following songs exist
##objs^first@{[SONG|NAME] by [SONG|ARTIST]},
##objs^middle@{[SONG|NAME] by [SONG|ARTIST]} and
##objs^last@{[SONG|NAME] by [SONG|ARTIST]}. "
options: " ##objs^first@{[SONG|NAME] by [SONG|ARTIST]}
##objs^middle@{[SONG|NAME] by [SONG|ARTIST]}
##objs^last@{[SONG|NAME] by [SONG|ARTIST]}"
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};
illegaldesc ListBox {
path:(defined = ##sem@[SONG|NAME]),
path:(defined = ##sem@[SONG|ARTIST]),
less:(4 = ##objs@[SONG|NAME]),
more:(3 = ##objs@[SONG|ARTIST]) ->
text: " There is no song ##sem@[SONG|NAME] by
##sem@[SONG|ARTIST], but the following songs exist:
##objs^first@<[SONG|NAME]>,
##objs^middle@<[SONG|NAME]> and
##objs^last@<[SONG|NAME]>. "
options: " ##objs^first@{[SONG|NAME] by [SONG|ARTIST]}
##objs^middle@{[SONG|NAME] by [SONG|ARTIST]} and
##objs^last@{[SONG|NAME] by [SONG|ARTIST]} "
};
illegaldesc ListBox {
path:(defined = ##sem@[SONG|NAME]),
path:(defined = ##sem@[SONG|ARTIST]),
more:(3 = ##objs@[SONG|NAME]),
less:(4 = ##objs@[SONG|ARTIST]) ->
text: " There is no song ##sem@[SONG|NAME] by
##sem@[SONG|ARTIST], but the following songs exist
##objs^first@<[SONG|ARTIST]>,
##objs^middle@<[SONG|ARTIST]> and
##objs^last@<[SONG|ARTIST]>. "
options: " ##objs^first@{[SONG|NAME] by [SONG|ARTIST]}
##objs^middle@{[SONG|NAME] by [SONG|ARTIST]}
##objs^last@{[SONG|NAME] by [SONG|ARTIST]} "
};
illegaldesc ListBox {
path:(defined = ##sem@[SONG|NAME]),
path:(defined = ##sem@[SONG|ARTIST]),
more:(3 = ##objs@[SONG|NAME]),
more:(3 = ##objs@[SONG|ARTIST]) ->
text: " There is no song ##sem@[SONG|NAME] by
##sem@[SONG|ARTIST], but there are some other songs you might be interested in. "
options: " ##objs^first@{[SONG|NAME] by [SONG|ARTIST]}
##objs^middle@{[SONG|NAME] by [SONG|ARTIST]}
##objs^last@{[SONG|NAME] by [SONG|ARTIST]}"
};
};
}
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