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1 Einleitung
Die reduktive algebraische Gruppe GLn(C) operiert auf d Kopien von n × n Matrizen
durch simultane Konjugation, das heißt fu¨r g ∈ GLn(C) und (A1, . . . , Ad) ∈Mn(C)d sei
die Aktion durch
g.(A1, . . . , Ad) = (gA1g
−1, . . . , gAdg−1)
gegeben. Der Raum Mn(C)d ist auf natu¨rliche Weise eine affine Varieta¨t. Hier ist der
Ring der regula¨ren Funktionen C[Mn(C)d] isomorph zum Polynomring in dn2 Variablen.
Er wird erzeugt von den Koordinatenfunktionen
x
(k)
i,j : Mn(C)d −→ C
(A1, . . . , Ad) 7−→ (Ak)i,j,
wobei (Ak)i,j der (i, j)-te Eintrag der Matrix Ak sei. Die GLn-Aktion setzt sich auf
C[Mn(C)d] durch
(g.x
(k)
i,j )(A1, . . . , Ad) = x
(k)
i,j (g
−1A1g, . . . , g−1Adg)
fort. Der Invariantenring ist der durch
Cnd := {f ∈ C[Mdn] | g.f = f fu¨r alle g ∈ GLn}.
gegebene Unterring. Nach dem Endlichkeitssatz von Hilbert ([Kra84] S. 72) ist dieser
endlich erzeugt, korrespondiert also zu einer affinen Varieta¨t. Somit stellt sich die Frage,
wie diese Erzeuger aussehen. Dies hat Procesi in [Pro76] beantwortet. Die Erzeuger sind
Spuren von generischen Matrizen, d.h.
Cnd = {tr(Xi1 · · ·Xik) | i1, . . . , ik ∈ {1, . . . , d}, k ∈ N}, (1.1)
wobei die generische Matrix Xk = (x
(k)
i,j )i,j die Matrix der zugeho¨rigen Koordinatenfunk-
tionen ist. Offensichtlich ist das in (1.1) angegebene Erzeugendensystem nicht endlich.
Abhilfe schafft hier ein Zusatz von Procesi, der eine Gradschranke fu¨r die beno¨tigten
Erzeuger angibt.
Damit stellt sich natu¨rlich die Frage, wie ein minimales Erzeugendensystem von Cnd
genau aussieht. Der Invariantenring Cnd ist eine positiv graduierte endlich erzeugte C-
Algebra. Somit la¨sst sich ein minimales homogenes Erzeugendensystem Grad fu¨r Grad
bestimmen. Insbesondere haben alle minimalen homogenen Erzeugendensysteme von Cnd
die gleiche Anzahl von Elementen und deren Grade stimmen, bis auf eine Permutation,
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u¨berein. Sei nun t1, . . . , tk ein solches minimales homogenes Erzeugendensystem von Cnd
und R := C[T1, . . . , Tk] der Polynomring in k Variablen. Die kanonische Abbildung
ϕ : C[T1, . . . , Tk] −→ Cnd
Ti 7−→ ti
ist ein graduierter C-Algebrenhomomorphismus, sofern der Grad von Ti dem Grad von
ti entspricht. Insbesondere ist I := ker(ϕ) ein homogenes Ideal in R.
Die Ziel dieser Arbeit ist die Bestimmung der notwendigen Erzeuger des Ideals I fu¨r
n = d = 3. Das Ergebnis fasst Theorem 7.0.8 zusammen. Das Ideal I ha¨ngt von der Wahl
des minimalen Erzeugendensystems von Cnd ab. Glu¨cklicherweise gilt dies aber nicht fu¨r
die Anzahl und die Grade der notwendigen Erzeuger von I, da diese nach [BH93, Kap
1.5] durch die minimale freie (=projektive) graduierte Auflo¨sung
0→
⊕
j
R[−j]βkj → . . .→
⊕
j
R[−j]β1j → R→ Cnd → 0
von Cnd als R-Modul gegeben sind. Dabei ist β1j die Anzahl der notwendigen Erzeuger
von I im Grad j. Setze hier
N i(n, d) := maxj{βij 6= 0}.
Die Relationen bezu¨glich eines minimalen Erzeugendensystems von Cnd lassen sich
Grad fu¨r Grad bestimmen, da ϕ graduierte Abbildung ist, was in 6.2.1 vorgestellt wird.
Um Theorem 7.0.8 zu beweisen und zu formulieren sind zwei Probleme zu lo¨sen.
1. Wieviele Grade mu¨ssen untersucht werden? Dies ist a¨quivalent zur Bestimmung
von N1(3, 3).
2. Ein minimales Erzeugendensystem von C33 hat 48 Erzeuger (siehe 5.5.1). Das
Relationenideal I hat 365 Elemente, deren Darstellung teilweise mehrere Seiten in
Anspruch nehmen. Wie kann man diese kompakt aufschreiben?
Das folgende Beispiel verdeutlicht das erste Problem.
Beispiel 1.0.1. Betrachte die regula¨re Abbildung
ϕ : A1 −→ A3
t 7−→ (t3, t4, t5).
Die Koordinaten des affinen Raums A3 seien mit X, Y, Z bezeichnet. Das Bild dieser
Abbildung ist das Nullstellengebilde N(X5 − Z3, X4 − Y 3, Y 5 − Z4), somit ist das Bild
abgeschlossen. Wie sieht das Verschwindungsideal
V (Imϕ) := {f ∈ C[X, Y, Z] | f(t3, t4, t5) = 0 ∀t ∈ C}
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aus? Gesucht wird offenbar der Kern der Abbildung
C[X, Y, Z] → C[t]
f 7→ f(t3, t4, t5).
Setzt man degX := 3, deg Y := 4, degZ := 5, so ist dies eine graduierte Abbildung, die
man Grad fu¨r Grad untersuchen kann. Sei
f =
∑
(i,j,k)∈N3
ai,j,kX
iY jZk ∈ C[X, Y, Z]
gegeben. In Grad 0 ergibt sich somit a0,0,0 = 0. Dies entspricht der trivialen Relation,
d.h. dem Polynom 0 in C[X, Y, Z]. Die interessanten Relationen ergeben sich ab Grad
8.
Grad Koeffizienten Relation
8 a1,0,1 + a0,2,0 = 0 XZ − Y 2
9 a3,0,0 + a0,1,1 = 0 X
3 − Y Z
10 a2,1,0 + a0,0,2 = 0 X
2Y − Z2
11 a2,0,1 + a1,2,0 = 0 X
2Z −XY 2
Dabei folgt die Relation in Grad 11 schon aus der Relation vom Grad 8, da
X(XZ − Y 2) = X2Z −XY 2
gilt. Die Frage ist nun, wieviele Grade man hier untersuchen muss, um ein Erzeugen-
densystem fu¨r das Verschwindungsideal zu bestimmen.
Dieses Beispiel hat mehr als nur die Graduierung mit Cnd gemein. Der Invarianten-
ring Cnd ist der Koordinatenring des algebraischen Quotienten von M
d
n bezu¨glich der
GLn-Aktion durch simultane Konjugation. Ein solcher ist gegeben durch einen GLn-
invarianten Morphismus pi : Mdn → Y von Varieta¨ten, so dass jeder GLn-invariante Mor-
phismus Mdn → Z eindeutig u¨ber pi faktorisiert. Damit ist ein algebraischer Quotient bis
auf Isomorphie eindeutig bestimmt.
Die Anzahl k der Elemente des minimalen Erzeugendensystems entspricht hier dem
kleinsten affinen Raum, in dem der Quotient Vnd realisiert werden kann. Bilden die Ele-
mente f1, . . . , fk ein minimales Erzeugendensystem von Cnd, so la¨sst sich der Morphismus
pi durch
pi : Mdn = Adn
2  Vnd ↪→ Ak
x 7→ (f1(x), . . . , fk(x))
definieren. Dabei ist Vnd := Impi. Das Verschwindungsideal V (Impi) entspricht dem Re-
lationenideal I bezu¨glich des gewa¨hlten minimalen homogenen Erzeugendensystem von
Cnd. Insbesondere ist hier I stets ein Primideal, denn mit M
d
n ist auch Vnd irreduzibel.
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Bei der Lo¨sung des ersten Problems spielt die Cohen-Macaulay-Eigenschaft des Invari-
antenrings die entscheidende Rolle. Daher wird die zugrundeliegende Theorie in Kapitel
3 ausgearbeitet. Dies beginnt mit einer grundlegenden Einfu¨hrung nach dem Artikel
[Spr89]. Hier ist insbesondere die Darstellung der homogenen Parametersysteme u¨ber-
arbeitet worden, da dort, neben einigen Tippfehlern, die Beweisabfolge etwas ungu¨nstig
war. Ferner wurden noch einige grundlegende Beweise, zum Beispiel von 3.1.23 und 3.1.8
hinzugefu¨gt, da diese in den angegebenen Quellen nur teilweise vorhanden waren. Der
Abschnitt u¨ber die Hilbertreihen wurde hier noch um einige Beispiele und eine alter-
native Berechnungsmethode erweitert. Diese Methode bildet zusammen mit der Cohen-
Macaulay-Eigenschaft von C33 die Grundlage des Beweis von Theorem 7.0.8. Die dort
angewandte Methode wird in Abschnitt 6.4.2 beschrieben.
Mit einer etwas theoretischeren Methode bescha¨ftigt sich ein Theorem von Harm Derk-
sen 3.3.11, das eine obere Abscha¨tzung fu¨r die N i(n, d) liefert. Da im Beweis die Kos-
zulauflo¨sung eine wesentliche Abscha¨tzung ermo¨glicht, wird diese hier zuvor erla¨utert.
Im hier angegebenen Beweis wird zusa¨tzlich noch der Zusammenhang des Tor-Funktors
und der freien graduierten Auflo¨sung diskutiert. Der Nutzen dieses Theorems wird an
Beispiel 1.0.1 illustriert. In 6.4.1 wird mit dieser Methode eine allgemeine Abscha¨tzung
fu¨r N1(n, d) gewonnen. Diese ist allerdings sehr grob. Daher wird hier eine Mo¨glichkeit
entwickelt, diese Abscha¨tzung zu verbessern, falls ein “gutes” homogenes Parametersys-
tem existiert. Dieses mu¨ndet in Satz 6.4.4, woraus N1(3, 3) ≤ 27 folgt.
Dass die Invariantenringe Cnd die Cohen-Macaulay Eigenschaft besitzen ist ein Spe-
zialfall des Theorems von Hochster-Roberts 3.2.21. Der hier angegebene Beweis die-
ses Theorems beruht auf Kapitel 6.5 in [BH93]. Hier werden zuna¨chst die notwendigen
Grundlagen (treuflache Moduln, Jacobsonringe) kurz erla¨utert. Im Gegensatz zum Be-
weis in [BH93] wird das Theorem zuerst fu¨r endliche Ko¨rper bewiesen. In diesem Fall
wurde auch ein u¨berflu¨ssiger Index entfernt. Ferner wird die Vorgehensweise bei der Re-
duktion genauer erla¨utert und der gesamte Beweis etwas u¨bersichtlicher dargestellt.
Das zweite Problem la¨sst sich durch das zweite Fundamentaltheorem 2.3.10 lo¨sen.
Dieses beschreibt die Relationen zwischen den kanonischen Erzeugern aus (1.1). Dabei
lassen sich dort die Relationen durch Tupel von Monomen beschreiben. Die Summe der
La¨nge dieser Tupel entspricht gerade dem Grad der zugeho¨rigen Relation. Um diese
kurze Notation zu u¨bernehmen, mu¨ssen die gegebenen Relationen als Ausdru¨cke des
gewa¨hlten minimalen Erzeugendensystems geschrieben werden. Dazu wird in 6.2.3 der
Relationenbru¨ter eingefu¨hrt und sehr ausfu¨hrlich erla¨utert. Dieser ermo¨glicht mit den
zugeho¨rigen Algorithmen einen eindeutigen Weg die Relationen aus dem zweiten Fun-
damentaltheorem als Ausdru¨cke des minimalen Erzeugendensystems zu schreiben.
Da das zweite Fundamentaltheorem eine so wesentliche Rolle spielt, wird der Beweis
nach [Pro76] nachvollzogen. Hier wird die Notation im Beweis vom ersten Fundamen-
taltheorem beno¨tigt, so dass auch dessen Beweis ausgefu¨hrt wird. Das erste Fundamen-
taltheorem wurde schon in [Hog06] behandelt. Der hier angefu¨hrte Beweis beinhaltet
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eine etwas schwa¨chere Form des Doppelzentralisatorsatzes und im Beweis von Theorem
2.2.31 wurde ein Fehler verbessert. Ferner werden einige in der Orginalliteratur nicht an-
gegebene Beweisschritte nachvollzogen. Insbesondere wird im Beweis von Korollar 2.3.10
bei der Reduktion auf multilineare Relationen etwas genauer argumentiert.
Auf Mdn operiert neben der GLn auch die GLd durch lineare Transformationen, das
heißt fu¨r h ∈ GLd gilt
h.(A1, . . . , Ad) = (
d∑
i=1
hi1Ai, . . . ,
d∑
i=1
hidAi).
Diese Operation vertauscht mit der simultanen Konjugation und setzt sich somit auf
den Invariantenring Cnd fort. Somit lassen sich die Methoden der Darstellungstheorie
der GLd auf Cnd anwenden. Diese Tatsache wird insbesondere in 6.2.2 und an einigen
Stellen in Kapitel 7 benutzt.
Nach dem Haupttheorem 7.0.8 wird noch kurz eine Anwendung des Ergebnisses auf
die Berechnung von Fasern bezu¨glich homogener Parametersysteme erla¨utert.
In Kapitel 8 werden einige Vermutungen aufgestellt, die sich aus den bisher berech-
neten Fa¨llen ergeben. Ferner wird dort ein Ausblick auf die Anwendbarkeit der hier
angefu¨hrten Methoden auf weitere Fa¨lle gegeben.
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2 Die Fundamentaltheoreme fu¨r
Matrixinvarianten
Fu¨r den Beweis des zweiten Fundamentaltheorems wird die Darstellungstheorie der sym-
metrischen Gruppe beno¨tigt. Diese wird im na¨chsten Abschnitt behandelt. Danach wird
der Beweis des ersten Fundamentaltheorems und die Gradschranke fu¨r (minimale) Erzeu-
gendensysteme behandelt. Die Ausfu¨hrungen basieren auf dem urspru¨nglichen Artikel
von Procesi [Pro76] und den darauf aufbauenden Ausfu¨hrungen von Le Bruyn [LeB05].
Die folgende kurze Einfu¨hrung in die Darstellungstheorie der symmetrischen Gruppe
beruht auf [FH91].
2.1 Darstellungstheorie der symmetrischen Gruppe
Die Gruppenalgebra der symmetrischen Gruppe Sd ist u¨ber C vollstandig reduzibel. Ihre
Zerlegung in irreduzible Komponenten la¨sst sich durch Young-Symmetrisierer darstellen.
Diese sind bis auf einen skalaren Faktor idempotent. Das folgende Lemma liefert die
Existenz einer solchen Zerlegung.
Lemma 2.1.1. Sei A eine unita¨re halbeinfache Algebra. Dann wird jedes Linksideal W
von einem idempotenten Element ω ∈ W erzeugt.
Beweis. A ist halbeinfach. Damit ergibt sich eine direkte Zerlegung A = W ⊕ Y mit
einem Linksideal Y von A. Da A unita¨r ist, existiert eine Zerlegung der Eins
1 = ω + y
mit ω ∈ W und y ∈ Y . Damit folgt fu¨r jedes x ∈ W
x− xω = xy ∈ W ∩ Y
und damit xy = 0 sowie x = xω aufgrund der direkten Summe. Insbesondere also ω2 = ω
und Aω = W .
Bemerkung 2.1.2. Ist W isotypische Komponente von A, so ist ω eindeutig durch
ω2 = ω und Aω = W bestimmt.
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2.1.1 Tableaux
Definition 2.1.3. Ein Youngdiagramm mit d Ka¨stchen ist eine linksbu¨ndig angeordnete
Menge von d Ka¨stchen, wobei die Anzahl der Ka¨stchen in den Zeilen schwach absteigend
ist.
Beispiel 2.1.4.
ist ein Youngdiagramm, aber
ist keines, da in der zweiten Zeile mehr Ka¨stchen als in der ersten Zeile sind.
Bemerkung 2.1.5. Die Menge der Youngdiagramme steht in Bijektion zu den Parti-
tionen λ = (λ1 ≥ λ2 ≥ . . . ≥ λn > 0), indem man die Anzahl der Ka¨stchen in den
Zeilen als Eintra¨ge der Partition identifiziert. Im obigen zula¨ssigen Beispiel entspricht
das Youngdiagramm der Partition (5, 4, 3, 3, 1).
Definition 2.1.6. Ein Youngtableau ist ein Youngdiagramm versehen mit einer Num-
merierung von natu¨rlichen Zahlen, die folgende Bedingungen erfu¨llt:
1. Jede Zeile entha¨lt eine schwach wachsende Folge (von links nach rechts).
2. Jede Spalte entha¨lt eine streng wachsende Folge (von oben nach unten).
Sei ein Youngdiagramm mit d Ka¨stchen gegeben. Ein Standardtableau zu diesem
Youngdiagramm ist ein Youngtableau, in dem die Eintra¨ge von 1 bis d genau einmal
vorkommen. Es gibt stets eine kanonische Weise, ein solches Standardtableau zu erhalten,
indem man die Zeilen von oben nach unten mit den entsprechenden Eintra¨gen fu¨llt.
Dieses Youngtableau wird auch mit λ bezeichnet, falls λ die Partition des zugeho¨rigen
Youngdiagramms ist.
Definition 2.1.7. Sei T ein Standardtableau mit d Ka¨stchen. Setze
P := PT := {σ ∈ Sd | Fu¨r alle i sind i und σ(i) in der gleichen Zeile von T},
Q := QT := {τ ∈ Sd | Fu¨r alle j sind j und τ(j) in der gleichen Spalte von T}.
Bemerkung 2.1.8. P und Q sind Untergruppen von Sd. Die Untergruppe P ist das
direkte Produkt der Permutationsgruppen der Zeilen und Q ist das direkte Produkt der
Permutationsgruppen der Spalten.
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Beispiel 2.1.9. Ist T das folgende Youngtableau
1 2 3 4
5 6
7 8
9 ,
so sind
P = S{1,2,3,4} × S{5,6} × S{7,8} × S{9}
Q = S{1,5,7,9} × S{2,6,8} × S{3} × S{4}.
P und Q lassen sich also direkt aus dem Youngtableau ablesen.
Definition 2.1.10. Sei T ein Youngtableau von d. Dann fasse
aT :=
∑
σ∈P
σ, bT :=
∑
τ∈Q
sgn(τ)τ
als Elemente der Gruppenalgebra CSd auf. Das Produkt cT = aT bT heißt Youngsymme-
trisierer zu T .
Beispiel 2.1.11. Ist T das folgende Standardtableau
1 2
3 ,
so ist cT = 1 + (12)− (13)− (132), wobei die Permutationen als Zyklen dargestellt sind.
Bemerkung 2.1.12. Fu¨r jedes Standardtableau T ist cT 6= 0, denn der Koeffizient von
(), des neutralen Elements, ist 1.
Lemma 2.1.13. Sei T ein Standardtableau von d. Dann gilt
1. Fu¨r p ∈ P ist p · aT = aT = aT · p.
2. Fu¨r q ∈ Q ist q · bT = sgn(q) · bT = bT · q.
3. Fu¨r alle p ∈ P , q ∈ Q gilt: p·cT ·sgn(q)·q = cT . Ferner ist cT , bis auf Multiplikation
mit einem Skalar, das einzige Element mit dieser Eigenschaft.
4. Fu¨r alle x ∈ CSd gilt cTxcT ∈ CcT .
Beweis. 1. p verschiebt nur die Elemente von P .
2. Bis auf das Vorzeichen bewirkt q lediglich eine Verschiebung der Elemente von Q.
3. p ·cT ·sgn(q)q = p · aT︸ ︷︷ ︸
=aT
· bT · sgn(q) · q︸ ︷︷ ︸
=bT
= cT . Fu¨r den Beweis der Eindeutigkeit siehe
[FH91, Seite 53].
13
2 Die Fundamentaltheoreme fu¨r Matrixinvarianten
4. Sind p ∈ P , q ∈ Q, so gilt
p · cT · x · cT · sgn(q) · q = (p · cT · id) · x · (id · cT · sgn(q) · q) = cT · x · cT .
Da dies fu¨r alle p ∈ P und q ∈ Q gilt, muss nach aufgrund der Eindeutigkeit
cT · x · cT ein skalares Vielfaches von cT sein.
Lemma 2.1.14. Sei A eine Algebra u¨ber einem Ko¨rper K und x ∈ A ein von Null
verschiedenes Element mit xax ⊆ Kx fu¨r alle a ∈ A. Dann ist Ax minimales Linksideal
von A.
Beweis. Es gilt xAx ⊆ Kx. Sei W ( Ax ein Ideal von A. Auch hier gilt xW ⊆ Kx. Da
xW ein K-Vektorraum ist und dimKx = 1 ist, bleiben nur die Mo¨glichkeiten xW = Kx
oder xW = {0}. Im ersten Fall gilt
Ax = AKx = AW = W,
was ausgeschlossen war. Im zweiten Fall folgt
WW ⊆ A xW︸︷︷︸
=0
= 0
und somit W = 0, da es sonst nach Lemma 2.1.1 ein nicht triviales idempotentes Element
in W ga¨be.
Korollar 2.1.15. Fu¨r jedes Standardtableau T ist CSdcT irreduzible Darstellung von
CSd.
Lemma 2.1.16. Sind T und T ′ Standardtableaux zur gleichen Partition, so sind die
Darstellungen CSdcT ∼= CSdcT ′ isomorph, da cT und cT ′ zueinander konjugierte Ele-
mente in Sd sind.
Bemerkung 2.1.17. Die CSdcT sind alle irreduziblen Darstellungen von Sd, denn es
gilt
CSd ∼=
⊕
V irred.
V dimV
und alle irreduziblen Darstellungen kommen in der regula¨ren Darstellung vor.
2.2 Das erste Fundamentaltheorem
Die Erzeuger von Cnd haben die folgende Form:
14
2.2 Das erste Fundamentaltheorem
Theorem 2.2.1. [Pro76] Der Invariantenring Cnd wird durch die Spuren der Form
tr(Xi1Xi2 . . . Xik)
erzeugt, wobei Xi generische n× n Matrix und ij ∈ {1, . . . , d} sowie k ∈ N. Ein solches
Element ist als polynomiale Funktion gegeben durch
Mn(C)× . . .×Mn(C) −→ C
(A1, . . . , Ad) 7−→ tr(Ai1 · · ·Aik).
Der hier angegebene Beweis fu¨hrt die einzelnen Schritte in dem oben angefu¨hrten Ar-
tikel aus. Dabei besteht der Beweis hauptsa¨chlich aus U¨bersetzungen, der Schur-Weyl
Dualita¨t und einigen Ru¨cku¨bersetzungen. Hier spielt die Graduierung von Cnd eine we-
sentliche Rolle. Der Invariantenring Cnd ist Teilring des standardgraduierten Polynom-
ringes C[Mdn], d.h. jede Variable x
(k)
i,j hat Grad 1. Da sich die GLn-Aktion linear auf
diesen Koordinatenring fortsetzt, ist die Aktion dort graderhaltend. Insbesondere sind
die homogenen Bestandteile einer Invariante ebenfalls Invarianten und Cnd damit ein
graduierter Teilring von C[Mdn]. Weist man den Koordinatenfunktionen der i-ten Matrix
den i-ten Einheitsvektor zu, so ist aufgrund der Diagonalaktion Cnd bezu¨glich dieser
Graduierung Nd-graduiert.
Die U¨bersetzung richtet sich nach folgendem Schema:
Cnd
homogene Elemente von Cnd ⊃ Elemente vom Multigrad k = (k1, . . . , kd)
d¯ := k1 + k2 + . . .+ kd multilineare Elemente von Cnd¯
V := Cn lineare Invarianten M⊗d¯n → C
lineare Invarianten V ⊗d¯ ⊗ (V ∗)⊗d¯ → C
EndGLn(V
⊗d¯)
〈Sd¯〉
wird erzeugt von
Polarisation
univ. Eig. Tensorprodukt
Mn ∼= V ⊗ V ∗
Schur-Weyl Dualita¨t
15
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Polarisation
Sei V ein endlichdimensionaler K-Vektorraum auf dem eine Gruppe G linear operiert,
sowie f ∈ K[V ] ein homogenes Polynom vom Totalgrad k. Hier soll f in ein multilineares
Polynom F ∈ K[V k] “polarisiert werden”. Dabei bedeutet multilinear, dass F (v1, . . . , vk)
linear in jeder Komponente ist. In der folgenden Definition wird ein Monom als regula¨re
Abbildung aufgefasst.
Definition 2.2.2. Sei V ein endlichdimensionaler K-Vektorraum und m ∈ K[V ] mit
m(v) = εi1(v) · · · εik(v) ein Monom vom Grad k in den Koeffizienten von v. Dabei ist
εi die Projektion auf die i-te Komponente. Die Polarisation P(m) ∈ K[V k] ist die
Abbildung:
P(m)(v1, . . . , vk) =
∑
σ∈Sk
εi1(vσ(1)) · · · εik(vσ(k))
Fu¨r homogene f ∈ K[V ] vom Grad k setze P linear fort.
Beispiel 2.2.3. Sei V = C2 und f(v) = f(
(
v1
v2
)
) = v21v2, also i1 = 1, i2 = 1, i3 = 2, k = 3.
Dann ist
P(f)(x, y, z) = 2x1y1z2 + 2x1z1y2 + 2y1z1x2
Lemma 2.2.4. Der Operator P : K[V ]k → K[V k]multilin. hat folgende Eigenschaften:
1. P ist linear.
2. Fu¨r jedes f ∈ K[V ]k ist P(f) symmetrisch, d.h.
P(f)(v1, . . . , vk) = P(f)(vτ(1), . . . , vτ(k))
fu¨r alle τ ∈ Sk.
3. P(f)(v, . . . , v) = k!f(v) fu¨r alle v ∈ V .
4. P ist G-a¨quivariant, d.h. g ◦ P = P ◦ g fu¨r alle g ∈ GL(V ).
Beweis. 1. Folgt direkt aus der Definition. Damit genu¨gt es die folgenden Behaup-
tungen fu¨r Monome zu zeigen. Sei im Folgenden stets m ∈ K[V ]k ein Monom.
2. Es gilt
P(m)(vτ(1), . . . , vτ(k)) =
∑
σ∈Sk
εi1(vτσ(1)) · · · εik(vτσ(k))
σ′=τσ
=
∑
σ′∈Sk
εi1(vσ′(1)) · · · εik(vσ′(k))
= P(m)(v1, . . . , vk)
3. P(m)(v, . . . , v) = ∑σ∈Sk εi1(v) · · · εik(v) = ∑σ∈Sk m(v) = k!m(v).
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4. Die G-Aktion ist linear auf V . Durch die G-Aktion erha¨lt man folgende homogene
Funktion:
(g−1.m)(v) =
∑
(j1,...,jk)∈{1,...,n}k
g1,j1 · · · gk,jkεj1(v) · · · εjk(v),
also
P(g−1.m)(v1, . . . , vk)
=
∑
σ∈Sk
∑
(j1,...,jk)∈{1,...,n}k
g1,j1 · · · gk,jkεj1(vσ(1)) · · · εjk(vσ(k))
=
∑
σ∈Sk
εi1(g.vσ(1)) · · · εik(g.vσ(k))
= P(m)(g.v1, . . . , g.vk)
= (g−1.P(m))(v1, . . . , vk).
Restitution
Definition 2.2.5. Sei K[V k]multilin die Menge der multilinearen polynomialen Abbil-
dungen in K[V k] und F ∈ K[V k]multilin. Bezeichne mit RF ∈ K[V ] die Abbildung
(RF )(v) := F (v, . . . , v). Diese wird Restitution von F genannt.
Lemma 2.2.6. Der Operator R hat folgende Eigenschaften:
1. R ist linear.
2. Fu¨r eine lineare G-Aktion auf V ist R eine G-a¨quivariante Abbildung.
3. Fu¨r f ∈ K[V ]k ist RPf = k!f .
Beweis. Seien F,H ∈ K[V k], α, β ∈ K, v ∈ V und g ∈ G. Dann gilt:
1. R(αF + βH)(v) = αF (v, . . . , v) + βH(v, . . . , v) = (αRF + βR(H))(v).
2. (g−1.R(F ))(v) = F (g.v, . . . , g.v) = R(g−1.F )(v).
3. Siehe Lemma 2.2.4.
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Spezialisierung von Restitution und Polarisation
Seien V1, . . . , Vd K-Vektorra¨ume. Hier sollen Polarisation und Restitution auf K[V1 ⊕
. . . ⊕ Vd] so definiert werden, dass lediglich in den einzelnen Vi linearisiert wird. Dazu
betrachte den Isomorphismus
K[V1]⊗ · · · ⊗K[Vd] ∼= K[V1 ⊕ · · · ⊕ Vd]
f1 ⊗ · · · ⊗ fd 7−→ ((v1, . . . , vd) 7→ f1(v1) · · · fd(vd)).
Insbesondere ergibt sich damit die folgende Definition.
Definition 2.2.7. Sei f ∈ K[V1 ⊕ · · · ⊕ Vd] multihomogen vom Grade (k1, . . . , kd). Sei
Pi die Polarisation in Vi. Dann setze
Pf := PdPd−1 . . .P1f ∈ K[V k11 ⊕ · · · ⊕ V kdd ].
Pf wird ebenfalls Polarisation von f gennant.
Pf ist multilinear. Analog wird die Restitution definiert.
Definition 2.2.8. Sei F ∈ K[V k11 ⊕ . . .⊕ V kdd ] multilinear. Dann sei
RF (v1, . . . , vd) := F (v1, . . . , v1︸ ︷︷ ︸
k1 mal
, v2, . . . , v2︸ ︷︷ ︸
k2 mal
, . . . , vd, . . . , vd︸ ︷︷ ︸
kd mal
)
fu¨r vi ∈ Vi. Bezeichne RF auch als Restitution von F .
Die letzten zwei Abschnitte liefern folgendes Lemma:
Lemma 2.2.9. Die Operatoren
P : K[V1 ⊕ . . .⊕ Vd](k1,...,kd) −→ K[V k11 ⊕ . . .⊕ V kdd ]multilin
R : K[V k11 ⊕ . . .⊕ V kdd ]multilin −→ K[V1 ⊕ . . .⊕ Vd](k1,...,kd)
sind GL(V1)× . . .×GL(Vd)-a¨quivariant und haben folgende Eigenschaften:
1. P und R sind linear.
2. RPf = k1!k2! · · · kd!f .
Insbesondere sind in Charakteristik 0 Polarisation und Restitution bis auf einen positiven
Skalar zueinander invers.
Gegeben sei jetzt eine multihomogene Invariante f ∈ C[Mdn](k1,...,kd). Dann liefert die
Polarisation
Pf ∈ C[Mk1n ⊕ . . .⊕Mkdn ]GLn
eine multilineare GLn-invariante Abbildung nach Lemma 2.2.9. Diese wird im folgenden
Abschnitt untersucht.
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Die multilinearen invarianten Abbildungen
Gegeben sei eine multilineare Invarianten Mdn → C. Die universelle Eigenschaft des Ten-
sorproduktes liefert eine lineare Invariante M⊗dn → C. Betrachtet man diese nur auf den
reinen Tensoren, so erha¨lt man die urspru¨ngliche multilineare Invariante zuru¨ck. Somit
genu¨gt es, diese lineare Invariante zu betrachten. Im na¨chsten Schritt wird Mn aufge-
spalten. Da dies GLn-kompatibel geschehen soll, werden nun geignete GLn-Aktionen auf
den einzelnen Teilen definiert.
Lemma 2.2.10. V = Cn ist GLn-Darstellung via Linksmultiplikation. Sei ferner V ∗ der
Dualraum mit der zugeho¨rigen GLn-Darstellnung, d.h. fu¨r ϕ ∈ V ∗ ist (g.ϕ)(v) = ϕ(g−1v)
fu¨r alle v ∈ V . Damit ist
V ⊗ V ∗ ∼= Mn
ein GLn-Isomorphismus, wobei die GLn auf Mn wie gehabt durch Konjugation operiert.
Beweis. Fu¨r beliebige endlich dimensionale K-Vektorra¨ume V und W ist
V ∗ ⊗W −→ Hom(V,W )
ϕ⊗ w 7−→ (v 7→ ϕ(v) · w)
ein Isomorphismus von K-Vektorra¨umen. Fu¨r V = W = Cn ergibt sich damit
V ∗ ⊗ V ∼= End(V ) ∼= Mn.
Die GLn-A¨quivarianz folgt direkt aus dem oben angegebenen Isomorphismus.
Bemerkung 2.2.11. Spurbildung und Matrixmultiplikation u¨bertragen sich mit obigem
Isomorphismus auf V ⊗ V ∗.
1. Dabei entspricht der Spurabbbildung die Auswertungsfunktion v ⊗ f 7→ f(v), da
beide linear sind und auf der Standardbasis die gleichen Werte annehmen.
2. Bezeichne die auf V ⊗V ∗ durch die Matrixmultiplikation induzierte Multiplikation
durch
∗ : V ⊗ V ∗ × V ⊗ V ∗ −→ V ⊗ V ∗
v ⊗ f ∗ v′ ⊗ f ′ 7−→ f(v′)v ⊗ f ′.
Dieses la¨sst sich ebenfalls auf Standardbasen von V ⊗V ∗⊗V ⊗V ∗ nachpru¨fen, da
die obige Multiplikation bilinear ist.
Das folgende Lemma bereitet die Definition einer GLn-Aktion auf End (V
⊗d) vor.
Lemma 2.2.12. Sei V endlichdimensionaler Vektorraum und d ∈ N. Dann gilt:
End (V )⊗d ∼= End(V ⊗d) via
ϕ1 ⊗ . . .⊗ ϕd 7−→ (v1 ⊗ . . . vd 7→ ϕ1(v1)⊗ . . .⊗ ϕd(vd))
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Beweis. Der Isomorphismus ergibt sich aus Lemma 2.2.10, indem man die folgenden
Identifikationen nachvollzieht.
End(V )⊗d ∼= (V ∗ ⊗ V )⊗d
∼= V ∗ ⊗ . . .⊗ V ∗︸ ︷︷ ︸
d-mal
⊗V ⊗ . . .⊗ V︸ ︷︷ ︸
d-mal
∼= (V ⊗d)∗ ⊗ V ⊗d
∼= End(V ⊗d).
Definition 2.2.13. Mit obigen Isomorphismus ergibt sich
1. GLn ∼= GL(V ) : End (V ⊗d) ∼= End (V )⊗d via
g.(ϕ1 ⊗ . . .⊗ ϕd) = g ◦ ϕ1 ◦ g−1 ⊗ . . .⊗ g ◦ ϕd ◦ g−1
durch simultane Konjugation.
2. Fu¨r f1, . . . , fd ∈ V ∗ schreibe (f1 ⊗ . . .⊗ fd) ∈ (V ⊗d)∗ fu¨r die Abbildung
(f1 ⊗ . . .⊗ fd)(v1 ⊗ . . .⊗ vd) := f1(v1) · · · fd(vd).
3. Fu¨r λ ∈ End (V ⊗d) setze
ϕλ : (V
∗)⊗d ⊗ V ⊗d −→ C
f1 ⊗ . . .⊗ fd ⊗ v1 ⊗ . . .⊗ vd 7→ f1 ⊗ . . .⊗ fd(λ(v1 ⊗ . . .⊗ vd)).
Der dritte Teil des folgenden Lemmas liefert den na¨chsten U¨bersetzungsschritt.
Lemma 2.2.14. Sei λ ∈ End (V ⊗d). Dann gilt:
1. ϕλ ist wohldefiniert und linear.
2.
End (V ⊗d) ∼= ((V ∗)⊗d ⊗ V ⊗d)∗
λ 7→ ϕλ
3. λ ist genau dann GLn-linear, wenn ϕλ GLn-invariant ist. Insbesondere gilt also
End GLn(V
⊗d) ∼= [((V ∗)⊗d ⊗ V ⊗d)∗]GLn
Beweis. 1. Wohldefiniertheit und Linearita¨t folgen wiederum durch die universelle
Eigenschaft des Tensorprodukts.
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2. Da beide Seiten gleiche Dimension haben, reicht es die Injektivita¨t der Abbildung
nachzuweisen. Sei also 0 6= λ ∈ End (V ⊗d). Dann gibt es ein v := v1⊗. . .⊗vd ∈ V ⊗d
mit λ(v) 6= 0 und auch ein f ∈ (V ∗)⊗d ∼= (V ⊗d)∗ mit f(λ(v)) 6= 0. Insbesondere ist
ϕλ(f ⊗ v) 6= 0 und die obige Abbildung injektiv.
3. Sei g ∈ GLn. Die Behauptung folgt, falls ϕλ ◦ g = ϕg−1.λ gilt, denn dann ist
ϕλ ◦ g = ϕg−1.λ = ϕλ 2)⇔ λ = g−1.λ
⇔ λ = g−1 ◦ λ ◦ g
⇔ g ◦ λ = λ ◦ g
wobei ◦ andeutet, dass hier die GLn-Aktion auf V ⊗d (bzw. (V ∗)⊗d ⊗ V ⊗d oben)
gemeint ist. Da hier alles linear ist, genu¨gt es die Behauptung auf reinen Tensoren
zu zeigen. Mit der gleichen Begru¨ndung kann auch
λ = λ1 ⊗ . . .⊗ λd ∈ End (V )⊗d
als reiner Tensor angenommen werden. Dann gilt:
ϕλ ◦ g(f1 ⊗ . . .⊗ fd ⊗ v1 ⊗ . . .⊗ vd)
= ϕλ(f1g
−1 ⊗ . . .⊗ fdg−1 ⊗ gv1 ⊗ . . .⊗ gvd)
= f1g
−1 ⊗ . . .⊗ fdg−1(λ1(gv1)⊗ . . .⊗ λd(gvd))
= f1((g
−1 ◦ λ1)(gv1)) · · · fd((g−1 ◦ λd)(gvd))
= f1((g
−1 ◦ λ1 ◦ g)(v1)) · · · fd((g−1 ◦ λd ◦ g)(vd))
= f1 ⊗ . . .⊗ fd((g−1 ◦ λ1 ◦ g)(v1)⊗ . . .⊗ (g−1 ◦ λd ◦ g)(vd))
= ϕg−1.λ(f1 ⊗ . . .⊗ fd ⊗ v1 ⊗ . . .⊗ vd)
Schur-Weyl-Dualita¨t
Definition 2.2.15. Betrachte die folgenden zwei Aktionen.
1. GLn : V
⊗d via g.(v1 ⊗ · · · ⊗ vd) = gv1 ⊗ · · · ⊗ gvd,
2. Sd : V
⊗d via σ.(v1 ⊗ · · · ⊗ vd) = vσ(1) ⊗ · · · ⊗ vσ(d).
Diese liefern Abbildungen GLn → End(V ⊗d) bzw. Sd → End(V ⊗d). Bezeichne die Vek-
torraumerzeugnisse der Bilder mit 〈GLn〉 und 〈Sd〉.
Die Schur-Weyl-Dualita¨t beschreibt folgendes Theorem:
Theorem 2.2.16. Seien n, d ∈ N. Dann gilt:
1. 〈GLn〉 = End Sd(V ⊗d).
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2. 〈Sd〉 = End GLn(V ⊗d).
Fu¨r den Beweis des zweiten Teils des Theorems werden folgende Lemmata aus der
Strukturtheorie einfacher und halbeinfacher Algebren beno¨tigt.
Lemma 2.2.17 ([Lor90] §28 F5). Fu¨r jede Algebra A und n ∈ N gilt:
A ∼= End EndA(An)(An)
a 7−→ (v 7→ av)
Lemma 2.2.18 ([Lor90] §29 F2). Alle einfachen Moduln einer einfachen und halbein-
fachen Algebra A 6= 0 sind isomorph.
Lemma 2.2.19 ([Lor90] §29 Satz 1). Jede halbeinfache Algebra A 6= 0 besitzt nur endlich
viele minimale Ideale A1, . . . , An. Jedes der Ai ist bezu¨glich der von A gegebenen Addition
und Mulitplikation eine einfache Algebra und es gilt
A = A1 × . . .× An.
Lemma 2.2.20. Sei B eine endlichdimensionale halbeinfache K-Algebra, V ein B-
Modul mit dimK(V ) <∞ und A := End B(V ). Dann ist
End A(V ) = 〈B〉,
wobei 〈B〉 das Bild von
B −→ EndK(V )
b 7−→ (v 7→ bv)
sei.
Beweis. Da B halbeinfach ist, ist B nach 2.2.19 isomorph zu
B ∼= B1 × . . .×Bn,
wobei die Bi einfache K-Algebren sind. Als Ideal von B entsprechen die Bi den n Iso-
morphieklassen von einfachen B-Moduln. Da V als B-Modul halbeinfach ist, erha¨lt man
eine Zerlegung V = V1 ⊕ . . . ⊕ Vn, wobei B komponentenweise auf V operiert und die
Vi = B
li
i direkte Summe der Bi sind. Insbesondere gilt End B(V ) =
∏
End Bi(Vi). Sei
nun ϕ ∈ End EndB(V )(V ) und ψ = i ◦ idVi ◦pii ∈ End B(V ), wobei i die Einbettung von
Vi in V und pii die Projektion von V auf Vi sei. Wegen der Zerlegung von V kann man
ϕ =
∑
i,j iϕi.jpij ebenfalls als n× n-Matrix schreiben. Die End B(V )- Linearita¨t von ϕ
mit ψ ergibt dann ϕi,j = 0 fu¨r i 6= j. Insbesondere gilt:
End A(V ) = End EndB(V )(V )
=
∏
End EndBi (Vi)(Vi)
=
∏
End
EndBi (B
li
i )
(Blii )
2.2.17
= 〈B1〉 × . . .× 〈Bn〉 = 〈B〉
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Nun folgt der Beweis von Theorem 2.2.16. Der Beweis des ersten Teils beruht auf
folgender Idee:
Feststellung 2.2.21. Sei V ein K-Vektorraum und U ⊆ V ein Untervektorraum. Gilt
fu¨r jede lineare Abbildung f : V → K mit f |U = 0 schon f = 0, so ist U = V .
Beweis. von 2.2.16.
1. 〈GLn〉 ⊆ End Sd(V ⊗d) ist klar, da g ⊗ . . . ⊗ g offenbar permutationsinvariant ist.
Betrachte das Bild S der Einbettung von End Sd(V
⊗d) in den End (V )⊗d. Nach
Feststellung 2.2.21 folgt nun die Behauptung, falls gilt:
Jede lineare Abbildung
λ : S → C
die auf den g ⊗ . . .⊗ g verschwindet ist die Nullabbildung.
Sei nun λ eine solche Abbildung. Bestimme zuna¨chst eine Basis von S. Sei dazu
{e1, . . . , en2} Basis von End (V ). Dann ist
B := {ei1 ⊗ . . .⊗ eid | i1, . . . , id ∈ {1, . . . , n2}}
eine Sd-stabile Basis von End (V )
⊗d. Somit operiert Sd auf B. Jeder Orbit entha¨lt
genau ein Element der Form
e⊗h11 ⊗ . . .⊗ e⊗hn2n2
mit h1 + . . . + hn2 = d. Sei r(h1, . . . , hn2) die Summe aller Elemente in dem
entsprechenden Orbit. Diese r(h1, . . . , hn2) bilden eine Basis von S. Betrachte
e =
∑n2
i=1 αiei ∈ End (V ). Dann gilt
λ(e⊗ . . .⊗ e) =
∑
h1+...+hn2=d
αh11 · · ·αhn2n2 λ(r(h1, . . . , hn2)).
Man erha¨lt also ein Polynom f ∈ C[End(V )] mit
f(X1, . . . , Xn2) =
∑
h1+...+hn2=d
Xh11 · · ·Xhn2n2 λ(r(h1, . . . , hn2)).
Dieses verschwindet fu¨r alle g ∈ GLn nach Voraussetzung. Da die GLn dicht in der
irreduziblen affinen Varieta¨t End(V ) liegt, muss f schon das Nullpolynom sein.
Der Koeffizientenvergleich liefert
λ(r(h1, . . . , hn2)) = 0
fu¨r alle Basiselemente von S. Somit ist λ = 0.
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2. Die Gruppenalgebra CSd ist eine halbeinfache Algebra ([Pie82] S. 42) nach Masch-
ke. Da jedes homomorphe Bild einer halbeinfachen Algebra wieder halbeinfach ist
(siehe [Pie82] S. 42), ist 〈Sd〉 eine halbeinfache Unteralgebra der Matrixalgebra
End (V ⊗d) ∼= Mn. Aus Lemma 2.2.20 folgt nun:
〈Sd〉 2.2.20)= End End Sd (V ⊗d)(V
⊗d)
1)
= End GLn(V
⊗d).
Die σ ∈ Sd bilden damit ein Erzeugendensystem fu¨r 〈Sd〉. Der erste Schritt ergibt sich
direkt aus Lemma 2.2.14.
Proposition 2.2.22. Jede lineare GLn-invariante Abbildung
(V ∗)⊗d ⊗ V ⊗d −→ C
ist eine Linearkombination der Invarianten µσ mit
µσ(f1 ⊗ . . .⊗ fd ⊗ v1 ⊗ . . .⊗ vd) =
∏
i
fi(vσ(i)),
wobei σ ∈ Sd durchla¨uft.
Der na¨chste Schritt macht den Isomorphismus Mn ∼= V ⊗ V ∗ ru¨ckga¨ngig.
Proposition 2.2.23. Sei σ = (i1i2 . . . iα)(j1j2 . . . jβ) . . . (z1z2 . . . zζ) die Zyklenzerlegung
von σ ∈ Sd (inklusive Zykel der La¨nge 1). Dann gilt die Identita¨t:
µσ(A1 ⊗ . . .⊗ Ad) = tr(Ai1Ai2 · · ·Aiα)tr(Aj1Aj2 · · ·Ajβ) . . . tr(Az1A22 · · ·Azζ).
Beweis. Beide Seiten sind multilinear. Also genu¨gt es die Gleichung fu¨r Matrizen vom
Rang 1 zu zeigen. Schreibe Ai = vi · fi. Dann gilt:
µσ(A1 ⊗ . . .⊗ Ad) = µσ(f1 ⊗ . . .⊗ fd ⊗ v1 ⊗ . . .⊗ vd)
=
∏
i
fi(vσ(i)).
Betrachte nun das Teilprodukt
fi1(vi2)fi2(vi3) · · · fiα−1(viα) =: S.
Das Matrixprodukt
Ai1Ai2 · · ·Aiα=ˆvi1 ⊗ fi1 ∗ vi2 ⊗ fi2 ∗ · · · ∗ viα ⊗ fiα
ist nach Produktregel 2.2.11 gerade
(fi1(vi2)fi2(vi3) · · · fiα−1(viα)vi1)⊗ fiα ,
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und mit der Spurregel 2.2.11 folgt
tr(Ai1Ai2 · · ·Aiα) =
α∏
j=1
fij(vσ(ij)) = S.
Bemerkung 2.2.24. Um nun zu den multilinearen Invarianten zuru¨ckzukehren muss
lediglich der Tensor durch ein Tupel ersetzt werden. Setze also
Trσ(A1, . . . , Ad) := µσ(A1 ⊗ . . .⊗ Ad).
Anwendung der Restitution
Die multilinearen Invarianten vom Grad d¯ lassen sich also als Linearkombinationen von
Produkten von Spuren schreiben. Es gilt nach Proposition 2.2.23, dass Pf die Form
Pf(A1, . . . , Ad¯) =
∑
σ∈Sd¯
ασTrσ(A1, . . . , Ad¯)
mit d¯ = k1 + . . .+ kd und ασ ∈ C fu¨r σ ∈ Sd hat. Nun liefert Lemma 2.2.9
k1! · · · kd!f(A1, . . . , Ad) = RPf(A1, . . . , Ad)
=
∑
σ∈SD
ασTrσ(A1, . . . , A1, A2, . . . , A2, . . . , Ad, . . . , Ad)
und somit ist Cnd = C[tr(Xi1 · · ·Xik) | i1, . . . , ik ∈ {1, . . . , d}], wobei Xi die generischen
Matrizen bezeichne.
2.2.1 Eine Gradschranke fu¨r die Erzeuger
Das erste Fundamentaltheorem gibt nur ein unendliches Erzeugendensystem fu¨r Cnd
an. Hier wird eine Schranke fu¨r den Grad der beno¨tigten Erzeuger hergeleitet. Diese
wird nur von der Matrixdimension n abha¨ngen und ist fu¨r großes d scharf. Die letzte
Eigenschaft wird hier aber nicht behandelt, man kann einen Beweis dazu z.B. in [Pro76]
finden. Dieser Abschnitt dient in dieser Arbeit dazu, spa¨ter eine Vermutung zwischen
der Gradschranke der Erzeuger und der Gradschranke der Relationen zu formulieren.
Die Ausfu¨hrungen hier beruhen natu¨rlich auch auf der Arbeit von Procesi [Pro76].
Das Nagata-Higman Theorem
Das Nagata-Higman Theorem gibt eine obere Schranke fu¨r den Grad der Nilpotenz einer
(nichtunita¨ren) K-Algebra an, in der alle Elemente nilpotent von festen Grad sind. Im
Beweis wird folgendes Lemma beno¨tigt.
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Lemma 2.2.25. Sei V ein K-Vektorraum. Seien ferner n ∈ N und v0, . . . , vn ∈ V
gegeben. Man betrachte die Abbildung
p : K −→ V,
p(c) =
n∑
i=0
civi.
Hat nun p mehr als n Nullstellen, so sind notwendigerweise alle vi = 0.
Beweis. Sei U := 〈v0, . . . , vn〉 der von den vi erzeugte Unterraum von V . Sei ferner
e1, . . . , em eine Basis von U . Schreibe die vi als Linearkombination dieser Basis:
vi =
m∑
j=1
αijej
mit αij ∈ K. Fu¨r jede Nullstelle c von p erha¨lt man
0 =
n∑
i=0
civi =
n∑
i=0
ci
m∑
j=1
αijej =
m∑
j=1
(
n∑
i=0
αijc
i
)
ej.
Da die ej linear unabha¨ngig sind, gilt fu¨r jede Nullstelle c von p:
n∑
i=0
αijc
i = 0
fu¨r alle j. Hier mu¨ssen notwendigerweise alle αij = 0 sein, denn sonst ha¨tten die Po-
lynome
∑n
i=0 αijX
i ∈ K[X] mehr als n Nullstellen. Damit sind aber insbesondere alle
vi = 0.
Bemerkung 2.2.26. Beschra¨nkt man sich auf Ko¨rper mit char(K) = 0, so sind die
Voraussetzungen des Lemmas erfu¨llt, falls p(K) = 0 gilt. Dies wird im Folgenden stets
vorausgesetzt.
Die folgenden Ausfu¨hrungen stammen aus [DF04] § 6.
Theorem 2.2.27 (Nagata-Higman). Sei K ein Ko¨rper der Charakteristik 0 und R eine
assoziative K-Algebra (ohne 1).Ferner gebe es ein festes n ∈ N mit xn = 0 fu¨r alle
x ∈ R. Dann gilt R2n−1 = 0.
Beweis. Das Theorem wird durch Induktion u¨ber n bewiesen. Fu¨r n = 1 ist die Behaup-
tung klar. Sei nun n > 1. Definiere
f : R×R −→ R
(x, y) 7−→
n−1∑
k=0
xkyx(n−1)−k.
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Dann gilt fu¨r alle c ∈ K, x, y ∈ R:
0 = (y + cx)n = cnxn + cn−1f(x, y) + . . .+ yn
und nach Lemma 2.2.25 ist f(x, y) = 0. Fu¨r x, y, z ∈ R gilt dann
0 = f(x, z)yn−1 + f(x, zy)yn−2 + f(x, zy2)yn−3 + . . .+ f(x, zyn−1)
= nxn−1zyn−1 + zf(y, xn−1) + xzf(y, xn−2) +
+ x2zf(y, xn−3) + . . .+ xn−2zf(y, x).
und da alle anderen Terme verschwinden, folgt xn−1zyn−1 = 0. Sei I das von allen xn−1
erzeugte zweiseitige Ideal von R. Es gilt IRI = 0. In der Quotientenalgebra R = R/I
gilt xn−1 = 0 fu¨r alle x ∈ R. Nach Induktionsvoraussetzung folgt R2n−1−1 = 0, d.h.
R2
n−1−1 ⊆ I. Damit gilt
R2
n−1 = R2(2
n−1−1)+1 = R2
n−1−1RR2
n−1−1 ⊆ IRI = 0.
Die hier angegebene Schranke ist nicht optimal. Aber sie gibt Anlass zu folgender
Definition.
Definition 2.2.28. Sei K ein Ko¨rper der Charakteristik 0 und fu¨r festes n ∈ N seiMn
die Klasse aller assoziativen K-Algebren R mit xn = 0 fu¨r alle x ∈ R. Aufgrund des
Nagata-Higman Theorems ist
N : N −→ N
n 7−→ min({m ∈ N | Rm = 0 fu¨r alle R ∈Mn})
wohldefiniert.
Diese Funktion wird die Schranke fu¨r den Grad der Erzeuger von Cnd sein. Allerdings
ist N nicht ganz so leicht zu berechnen. Die folgende kurze U¨bersicht u¨ber die erreichten
Resultate stammt aus [DF04] Kapitel 6.2. Dort findet sich auch ein Beweis, dass N(n) ≥
n(n+ 1)/2, was urspru¨nglich von Kuzmin in [Kuz75] bewiesen wurde.
Dubnov [Dub35] zeigte 1935:
N(1) = 1, N(2) = 3, N(3) = 6.
Vaughan-Lee [VL93] hat 1993 den Wert
N(4) = 10
berechnet. Razmyslov [Raz74] hat gezeigt, dass N(n) ≤ n2 gilt. Insgesamt ergibt dies
n(n+ 1)
2
≤ N(n) ≤ n2.
Dies legt die folgende, immer noch nicht bewiesene oder widerlegte Vermutung nahe:
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Vermutung 2.2.29 (Kuzmin [Kuz75]). Der exakte Wert von N(n) ist
N(n) =
n(n+ 1)
2
.
Bisher ist noch nicht klar geworden, was diese Ausfu¨hrungen mit Cnd zu tun haben.
Cnd ist der Ring der polynomialen GLn-invarianten Abbildungen M
d
n → C; falls man
auf C die GLn trivial operieren la¨sst, so kann man auch von polynomialen GLn-a¨quiva-
rianten Abbildungen sprechen. Ebenso kann man den Ring Tnd der GLn-a¨quivarianten
polynomialen Abbildungen Mdn → Mn betrachten, wobei die GLn auf der rechten Seite
durch Konjugation operiere. Cnd und Tnd stehen in engem Zusammenhang. Insbesondere
ist Tnd eine Cnd-Algebra, wobei ein Element λ ∈ Cnd durch
λˆ : Mdn −→ Mn
(A1, . . . , An) 7−→ λ(A1, . . . , An) · En
in Tnd einbettet, wobei En die n× n Einheitsmatrix sei.
Das na¨chste Theorem vertieft den Zusammenhang zwischen Cnd und Tnd. Man beachte,
dass die Projektion auf die i-te Komponente
Xi : (A1, . . . , Ad) 7→ Ai
in Tnd enthalten ist.
Theorem 2.2.30. [Pro76, Theorem 2.1] Der Ring Tnd wird als Algebra u¨ber Cnd von
den Elementen X1, . . . , Xd erzeugt.
Beweis. Gegeben sei ein (f : Mdn →Mn) ∈ Tnd. Ordne f die Invariante
f : Md+1n → C
(A1, . . . , Ad+1) 7→ tr(f(A1, . . . , Ad) · Ad+1)
zu. f ist aufgrund der GLn-A¨quivarianz von f eine Invariante. Ferner ist diese Zuordnung
injektiv, da die Spur eine nicht ausgeartete Bilinearform ist. f ist linear in Ad+1, la¨sst
sich also nach dem ersten Fundamentaltheorem als
f =
∑
λi1,...,ij tr(Ai1Ai2 · · ·AijAi+1) = tr
((∑
λi1,...,ijAi1Ai2 · · ·Aij
)
Ai+1
)
schreiben, wobei λi1,...,ij ∈ Cnd und i1, . . . , ij ∈ {1, . . . , d}. Aufgrund der Invarianz der
Spur bzgl. zyklischer Vertauschung kann hier Ai+1 ans Ende der Spur geschoben werden.
Da die Zuordnung injektiv war, folgt
f =
∑
λi1,...,ijXi1Xi2 · · ·Xij ∈ Cnd[X1, . . . , Xn].
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Ein Element aus f ∈ Tnd ist durch seine n2 Koordinatenfunktionen gegeben. Jede sol-
che Koordinatenfunktion von f ist eine polynomiale Abbildung Mdn → C. Insbesondere
la¨sst sich damit
Tnd ⊂Mn(C[Mdn]),
als Teilalgebra der n×n Matrixalgebra u¨ber dem Ring der regula¨ren Funktionen von Mdn
auffassen. Fu¨r jedes solche Element in Mn(C[Mdn]) gilt der Satz von Cayley-Hamilton
(siehe z.B. [Eis95] S. 120). Insbesondere existiert zu f ein Polynom
0 6= pf = T n + c1T n−1 + . . .+ cn ∈ C[Mdn][T ]
mit pf (f) = 0. Dieses ist gegeben durch pf (X) = det(f −X · id). Insbesondere sind die
Koeffizienten GLn-invariant, da pf = pgfg−1 . Aufgrund der GLn-A¨quivarianz von f folgt
ci(gA1g
−1, . . . , gAdg−1) = ci(A1, . . . , Ad) ∀g ∈ GLn,
das heißt die Koeffizienten von pf liegen in Cnd. Diese U¨berlegung bildet das wesentliche
Argument im folgenden Theorem, welches die Nagata-Higman Schranke wieder ins Spiel
bringt.
Theorem 2.2.31. Die Cnd-Algebra Tnd wird durch die Monome in den generischen
Matrizen X1, . . . , Xd vom Grad ≤ N(n)− 1 erzeugt.
Beweis. Betrachte nur die positiven Anteile T+ und C+ von Tnd bzw. Cnd. Nach der
Voru¨berlegung erfu¨llt jedes t ∈ T+ eine Gleichung der Form
tn + c1t
n−1 + . . .+ cn = 0
mit ci ∈ C+. Sei R := T+/C+T+. Fu¨r alle x ∈ R folgt damit xn = 0 und aus dem
Nagata-Higman Theorem folgt RN(n) = 0. Insbesondere wird R von den Restklassen
aller Monome vom Grad ≤ N(n)− 1 erzeugt. Bezeichne die Menge dieser Monome mit
Mon≤N(n)−1. Nun gilt
Tnd = CndMon≤N(n)−1 + C+Tnd,
und damit Tnd = CndMon≤N(n)−1 nach dem Lemma von Nakayama 2.2.32.
Lemma 2.2.32 (Nakayamas Lemma). Sei A =
⊕
n≥0An eine N-graduierte Algebra u¨ber
einem Ko¨rper K = A0 und M =
⊕
n≥0Mn ein graduierter A-Modul. Ferner sei N ein
graduierter Untermodul von M . Gilt dann M = N + A+M , so ist M = N .
Beweis. Wa¨re M 6= N , so ga¨be es ein homogenes Element minimalen Grades m ∈
M − N . Nach Voraussetzung gibt es homogene Elemente a ∈ A+,m′ ∈ M und n ∈ N
mit m = n+ am′. Insbesondere wa¨re degm′ < degm und m′ /∈ N , was der Minimalita¨t
des Grades von m widerspricht.
Theorem 2.2.33. Der Invariantenring Cnd wird von den Spuren vom Grad ≤ N(n)
erzeugt.
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Beweis. Sei Mk die Menge aller Monome in C[X1, . . . , Xd] ⊂ Tnd vom Grad ≤ k und
M+k :=Mk − {1}. Die Behauptung folgt mit Nakayamas Lemma 2.2.32 und folgenden
Definitionen.
A := C[tr(MN(n))] =: N
M := Cnd.
Dazu muss natu¨rlich noch die Voraussetzung M = N + A+M u¨berpru¨ft werden. Die
Inklusion M ⊇ N + A+M ist klar. Fu¨r die andere Inklusion genu¨gt es M+ ⊆ A+M zu
zeigen. Es gilt
M+ ⊆ tr(C[X1, . . . , Xd]+)
= tr(C[X1, . . . , Xd](CX1 + . . .+ CXd))
2.2.31⊆ tr(CndMN(n)−1(CX1 + . . .+ CXd))
⊆ Cnd tr(M+N(n))
⊆ M A+ = A+M,
denn Cnd ist kommutative Algebra.
2.3 Das zweite Fundamentaltheorem
Der Invariantenring Cnd wird also von von Spuren von Produkten generischer Matri-
zen erzeugt. Das zweite Fundamentaltheorem beschreibt die Relationen zwischen diesen
Erzeugern. Es gibt stets die trivialen Relationen, die durch zyklisches Vertauschen der
Faktoren in den Spuren entstehen. Die nicht-trivialen Relationen findet man also in der
folgenden Algebra.
Definition 2.3.1. Bezeichne mit C∞ die kommutative C-Algebra der formalen Spuren,
die von den Symbolen
Tr(Xi1Xi2 · · ·Xik)
mit k ∈ N, i1, . . . , ik ∈ N erzeugt wird. Fu¨r die Erzeuger gilt
Tr(M) = Tr(N)⇔M ist zyklische Vertauschung von N,
wobei M und N Worte in den Xi sind. Das heißt C∞ ist die freie C-Algebra in abza¨hlbar
unendlich vielen Variablen modulo obiger Relationen.
Bemerkung 2.3.2. Durch die zyklische Vertauschung des Wortes hat eine solche for-
male Spur mehrere Darstellungen. Die Normalform einer solchen formalen Spur ist ge-
geben durch das Wort, dessen Tupel (i1, . . . , ik) lexikografisch minimal ist. Zum Beispiel
ist Tr(X1X2) die Normalform von Tr(X2X1).
Die obige Definition deutet schon an, dass hier unendlich viele generische Matrizen
betrachtet werden sollen. Die folgende Definition konkretisiert dies.
30
2.3 Das zweite Fundamentaltheorem
Definition 2.3.3. Sei M∞n der Raum der geordneten Folgen (A1, A2, . . .) mit Ai ∈
Mn(C), wobei nur endlich viele Ai 6= 0 seien. Auch hier operiert die GLn durch si-
multane Konjugation und Cn∞ bezeichne die Algebra der polynomialen GLn-invarianten
Funktionen M∞n → C.
Bemerkung 2.3.4. Da polynomiale Funktionen betrachtet werden ha¨ngt jedes Element
in Cn∞ nur von endlich vielen Matrizen ab. Somit la¨sst sich ein solches als Element
eines geeigneten Invariantenringes Cnd auffassen. Damit gilt analog zum ersten Funda-
mentaltheorem
Cn∞ = {tr(Xi1 · · ·Xik) | i1, . . . , ik ∈ N}.
Definition 2.3.5. Sei
Φ: C∞ −→ Cn∞
Tr(Xi1Xi2 · · ·Xik) 7−→ tr(Xi1Xi2 · · ·Xik)
der kanonische C-Algebraepimorphismus, der die Buchstaben Xi durch die entspre-
chenden generischen Matrizen ersetzt. Bezeichne ker Φ als das Ideal der Spurrelationen
(von n × n Matrizen). Die Elemente dieses Ideals heißen Spurrelationen (von n × n
Matrizen).
Bemerkung 2.3.6. Beschra¨nkt man sich auf Spurrelationen, die nur von den ersten d
Buchstaben abha¨ngen, so erha¨lt man die Relationen zwischen den kanonischen Erzeugern
von Cnd. Diese heißen auch Spurrelationen (von Cnd). Aus dem Kontext sollte stets klar
sein, welche Spurrelationen gemeint sind.
In diesem Kapitel werden die Spurrelationen von n × n Matrizen betrachtet. Die
multilinearen Invarianten vom Grad d lassen sich nach 2.2.16 durch Elemente von CSd
beschreiben. Ein Element
∑
σ∈Sd ασσ ∈ CSd liefert nach Bemerkung 2.2.24 die Invariante∑
σ∈Sd
ασTrσ(x1, . . . , xd).
Diese ist nach Theorem 2.2.16 genau dann eine Spurrelation, falls
0 = Im (
∑
σ∈Sd
ασσ) ∈ End GLn(V ⊗d)
gilt, denn dieses Element entspricht genau der trivialen multilinearen Invariante
Mdn −→ C
(A1, . . . , Ad) 7−→ 0.
Fasst man V ⊗d als CSd-Modul auf, so entsprechen die multilinearen Spurrelationen ge-
rade Ann CSd(V
⊗d). Nun gilt fu¨r die Gruppenalgebra
CSd =
⊕
T Standardtableau
CSdcT .
31
2 Die Fundamentaltheoreme fu¨r Matrixinvarianten
Die Abbildung
CSd −→ End(V ⊗d)
x 7−→ (v 7→ v.x)
ist ein Ringhomomorphismus (Die Sd-Aktion ist eine Aktion von rechts). Somit ist
Ann CSd(V
⊗d) ein Ideal in CSd und zerlegt sich in irreduzible Komponenten, da CSd
halbeinfach ist. Jede irreduzible Komponente ist isomorph zu CSdcλ, wobei die Partiti-
on λ geignet gewa¨hlt sei. Die cT erzeugen nach 2.1.16 eine isomorphe Darstellung, falls
das Standardtableu T die Form λ besitzt. Ein minimales Linksideal in Ann CSd(V
⊗d)
wird also von einer CSd Linearkombination solcher cT erzeugt. Aufgrund der direkten
Summe gibt es eine (Links-)Zerlegung der Eins, so dass das Ideal von gewissen xT cT mit
xT ∈ CSd erzeugt wird. Gilt 0 6= xT cT , so liegt auch cT in der davon erzeugten Darstel-
lung, da diese ja als irreduzibel gegeben war. Somit wird Ann CSd(V
⊗d) von den Youngs-
ymmetrisierern cT erzeugt. Es genu¨gt nun zu zeigen, wann diese cT in Ann CSd(V
⊗d)
liegen. Dieses macht das folgende Theorem. Das Theorem selbst steht schon in der Ar-
beit von Procesi [Pro76]. Auf den Beweis wird dort allerdings nicht weiter eingegangen.
Der erste Teil des hier angegebenen Beweises stammt aus [LeB05]. Dort wird die Aussage
durch die Untersuchung der Aktion von bT gefolgert. Allerdings muss noch sichergestellt
werden, dass aT die Aussage nicht verfa¨lscht. Dies geschieht hier im 2. Teil des Beweises
durch Konstruktion eines geeigneten w.
Theorem 2.3.7. Ein Element der Form∑
σ∈Sd
ασTrσ(x1, . . . , xd)
ist genau dann eine Spuridentita¨t von n× n Matrizen, falls∑
σ∈Sd
ασσ ∈ CSd
zum Ideal der Youngsymmetrisierer cT geho¨rt, deren Standard-Youngtableau T zu d mehr
als n Zeilen hat.
Beweis. Nach den Voru¨berlegungen ist lediglich zu pru¨fen, wann cT ∈ Ann (V ⊗d) liegt.
Sei λ = (λ1, . . . , λk) die Partition zum Tableau T und µ = (µ1, . . . , µl) die konjugierte
Partition zu λ (Spiegelung des Youngdiagramms). Damit ergeben sich
PT ∼= Sλ1 × . . .× Sλk
QT ∼= Sµ1 × . . .× Sµl .
Da
aT :=
∑
σ∈PT
σ, bT :=
∑
τ∈QT
sgn(τ)τ,
gilt
Im (bλ) =
µ1∧
V ⊗ . . .⊗
µl∧
V ⊆ V ⊗d.
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Insbesondere gilt Im (bλ) = 0 genau dann, wenn ein i mit µi > n existiert, da
k∧
V = 0⇔ k > dimV.
Dies entspricht gerade dem Kriterium des Theorems, da µ1 ≥ µ2 ≥ . . . ≥ µl und µ1 ist
die Anzahl der Zeilen in T . Es genu¨gt nun zu zeigen, dass aT sich wohlverha¨lt. Dazu
ist fu¨r den Fall k ≤ n ein Element zu finden, welches nicht von cλ annuliert wird. Zur
Illustration betrachte das folgende Beispiel. Sei λ = (4, 2, 2, 1) und sei
T =
1 2 3 4
5 6
7 8
9
e1 ⊗ e1 ⊗ e1 ⊗ e1 ⊗
und w = e2 ⊗ e2 ⊗
e3 ⊗ e3 ⊗
e4
zeilenweise gelesen. Dabei sind die ei linear unabha¨ngige Vektoren in V . Nun ist die
Aktion der Sd auf V
⊗d nach 2.2.15 glu¨cklicherweise eine Aktion von rechts. Es gilt
w.aλ = #P · w,
da P offensichtlich lediglich die Zeilen permutiert, was in diesem Fall trivial ist. Da in
keiner Spalte zwei Eintra¨ge doppelt vorkommen erha¨lt man durch Anwenden von bλ auf
w eine Summe von verschiedenen Basisvektoren von V ⊗d, also w.bλ 6= 0. Insgesamt gilt
v := w.cλ = (w.aλ).bλ = #P · w.bλ 6= 0.
Analog wa¨hlt man w im allgemeinen Fall.
Korollar 2.3.8. Jede multilineare Spuridentita¨t vom Grad n + 1 ist ein skalares Viel-
faches von F (X1, . . . , Xn+1) =
∑
σ∈Sn+1 sgn(σ)Trσ(X1, . . . , Xn+1).
Beweis. Theorem 2.3.7 besagt, wie die multilinearen Spuridentita¨ten vom Grad d aus-
sehen. Ist d = n + 1, so gibt es genau ein Standardtableau mit mehr als n Zeilen,
na¨mlich das Tableau zur Partition λ = (1, . . . , 1). In diesem Falle ist Pλ trivial und
Qλ = Sd = Sn+1. Insbesondere gilt
cλ =
∑
σ∈Sn+1
sgn(σ)σ.
Mit der U¨bersetzung aus dem Beweis vom 1. Fundamentaltheorem folgt, dass∑
σ∈Sn+1
sgn(σ)Trσ(X1, . . . , Xn+1)
alle solche Relationen erzeugt.
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Definition 2.3.9. Bezeichne obiges F als die fundamentale Spuridentita¨t fu¨r n × n
Matrizen.
Korollar 2.3.10. Das Ideal der Spuridentita¨ten ist das zweiseitige Ideal von C∞ erzeugt
von den Elementen
F (M1, . . . ,Mn+1),
wobei die Mi u¨ber alle Monome in den Variablen {X1, X2, . . .} laufen.
Aus der im Beweis vom ersten Fundamentaltheorem gewonnenen Zuordnung CSd →
Cnd ergibt sich eine Zuordnung CSd → C∞. Diese ist additiv, aber nur auf disjunkten
Zyklen multiplikativ (siehe 2.2.23). Da im Beweis von Korollar 2.3.10 auch Produkte
von Permutationen eine gewisse Rolle spielen, wird in den folgenden Lemmata diese
“Multiplikativita¨t” genauer untersucht.
Lemma 2.3.11. Sei σ ∈ Sd. Entspricht x ∈ CSd dem Spurpolynom f(X1, . . . , Xd) ∈
C∞, so entspricht σxσ−1 ∈ CSd dem Spurpolynom f(Xσ(1), . . . , Xσ(d)) ∈ C∞.
Lemma 2.3.12. Gegeben seien die Zyklen σ = (i i1i2 . . . ik) und θ = (i j1j2 . . . jl), wobei
i, i1, . . . , ik, j1, . . . , jl verschieden seien. Dann entspricht σθ mit der obigen Korrespon-
denz
tr(XiXj1 · · ·XjlXi1 · · ·Xik),
d.h. in tr(XiXi1 · · ·Xik)(=ˆσ) wird Xi durch XiXj1 · · ·Xjl ersetzt.
Beweis. Folgt aus σθ = (i i1i2 . . . ik)(i j1j2 . . . jl) = (i j1j2 . . . jli1i2 . . . ik) mit 2.2.23.
Lemma 2.3.13. Sei d ∈ N, n ≤ d und σ ∈ Sd. Dann existieren σ′ ∈ Sn und θ ∈ Sd
mit σ = σ′θ, so dass in jedem Zykel der Zykelzerlegung von θ ho¨chstens ein Element aus
{1, . . . , n} vorkommt.
Beweis. Fu¨r n = 1 ist offenbar nichts zu zeigen. Sei also n ≥ 2. Entha¨lt ein Zykel von
σ mehr als 2 Elemente aus {1, . . . , n}, etwa der Zykel (1i1 . . . ik2j1 . . . jl), so la¨sst sich
dieser wie folgt aufspalten
(1i1 . . . ik2j1 . . . jl) = (12)︸︷︷︸
∈Sn
(1i1 . . . ik)(2j1 . . . jl).
Da die Zykel in der Zykelzerlegung untereinander vertauschen, la¨sst sich σ mit diesem
Verfahren in die geeignete Form bringen.
Lemma 2.3.14. Sei d ∈ N. Fu¨r 1 ≤ t ≤ d setze ct :=
∑
σ∈St sgn(σ)σ ∈ CSd. Dann liegt
cd in dem von ct erzeugten zweiseitigem Ideal.
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Beweis. Es genu¨gt die Behauptung fu¨r t = d− 1 zu zeigen. Dort gilt
cd =
∑
σ∈Sd
sgn(σ)σ
= cd−1 +
d−1∑
i=1
∑
σ∈Sd
σ(i)=d
sgn(σ)σ
= cd−1 −
d−1∑
i=1
∑
σ∈Sd
σ(i)=d
sgn(σ(i d))σ (i d)︸ ︷︷ ︸
∈Sd
 (i d)
= cd−1 −
d−1∑
i=1
cd−1 (i d)
Lemma 2.3.15. Sei T ein Standardyoungtableau zu d mit mehr als n Zeilen. Dann liegt
cT in dem von cn+1 =
∑
σ∈Sn+1 sgn(σ)σ erzeugten zweiseitigem Ideal in CSd.
Beweis. Sei k die Anzahl der Zeilen von T und seien I = i1, . . . , ik die Menge der Eintra¨ge
der ersten Zeile. Es gilt also QT = QI × Q′ und bT = bIb′ mit bI ∈ CQi und b′ ∈ CQ′.
Nach Lemma 2.3.14 genu¨gt es zu zeigen, dass cT in dem von ck erzeugten zweiseitigem
Ideal liegt. Es gilt
cT = aT bT
= aT bIb
′
= aT
∑
σ∈SI
sgn(σ) σ b′
= aT τ
(∑
σ∈Sk
sgn(σ)σ
)
τ−1 b′,
wobei τ ∈ Sk die Partition mit τ(x) = ix fu¨r alle x ∈ {1, . . . , k} ist.
Beweis. von 2.3.10. Da C∞ multigraduiert ist, genu¨gt es die multihomogene Spurrela-
tion zu betrachten. Sei f eine solche multihomogene Spurrelation vom Grad d. Da die
Multigraduierung von C∞ und Cn∞ kompatibel sind, genu¨gt es sich auf multihomoge-
ne f zu beschra¨nken, die genau von d Matrizen abha¨ngig sind. Der Beweis ist in zwei
Schritte unterteilt.
1.) Es genu¨gt multilineare Spurrelationen in genau d Variablen zu betrachten.
2.) Theorem 2.3.7 liefert eine Darstellung von f , wobei hier die Multiplikation in Sd
nach C∞ u¨bersetzt werden muss.
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1. Schritt: Die U¨bersetzung geschieht durch Polarisation. Dieses wurde schon in 2.2 be-
handelt. Das Verfahren dort ist aber auf den sehr speziellen Fall K[V ] eingeschra¨nkt.
Daher wird hier noch einmal genauer darauf eingegangen. Seien v = (X1, . . . , Xd) die
Buchstaben in f , die den Matrizen entsprechen. Ferner seien v1, . . . , vd weitere Buchsta-
bensa¨tze mit vi = (X
(i)
1 , . . . , X
(i)
d ). Betrachte
f(t1v1 + . . .+ tdvd) =
∑
s1+...+sd=d
ts11 · · · tsdd fs1,...,sd(v1, . . . , vd) ∈ C∞[t1, . . . , td]. (2.1)
wobei fs1,...,sd der multihomogene Anteil vom Grad si in ti ist. Die linke Seite ist eine
Spurrelation von Cnd, und somit auch die rechte Seite. Die Graduierung durch die ti
ist etwas gro¨ber als die Multigraduierung von C∞ (Mehrere Matrizen werden zusam-
mengefasst). Somit sind die fs1,...,sd ebenfalls Spurrelationen. Die Komponente f1,...,1 ist
multilinear in den vi und heißt die Polarisation von f . Durch Einsetzen von v in (2.1)
folgt d!f(v) = f1,...,1(v, . . . , v) mit Koeffizientenvergleich in den ti. Da die Restitution nur
ein Ersetzen von Variablen ist, genu¨gt es die multilineare Spurrelation f1,...,1 zu unter-
suchen. Diese hat Grad d und erha¨lt u¨blicherweise mehr als d Variablen. Aufgrund der
Multigraduierung von C∞ genu¨gt es aber die multilinearen Anteile in genau d Variablen
zu betrachten.
2. Schritt: Nach Theorem 2.3.7 liegt das zu f geho¨rende Element in CSd zum Ideal der
Youngsymmetrisierer mit mehr als n Zeilen. Diese liegen nach Lemma 2.3.15 im von∑
σ∈Sn+1
sgn(σ)σ
erzeugten zweiseitigem Ideal in Sd. Zu betrachten sind damit Elemente der Form∑
τi,τj∈Sd
αi,jτi
( ∑
σ∈Sn+1
sgn(σ)σ︸ ︷︷ ︸
=:cn+1
)
τj.
mit αi,j ∈ C. Es genu¨gt natu¨rlich, die Behauptung fu¨r die Summanden zu zeigen. Fu¨r
τ, τ ′ ∈ Sd existieren σ′ ∈ Sn+1 und θ ∈ Sd mit τ ′τ = σ′θ, so dass in jedem Zykel von θ
maximal ein Element aus {1, . . . , n+ 1} vorkommt (Lemma 2.3.13). Damit folgt
τcn+1τ
′ = τ(cn+1τ ′τ)τ−1
= τ(cn+1σ
′θ)τ−1
= τ(cn+1θ)τ
−1.
Insbesondere entspricht dies einem Element der gewu¨nschten Form, denn
cn+1 =
∑
σ∈Sn+1 sgn(σ)σ ∈ CSd entspricht gerade
F (X1, . . . , Xn+1)tr(Xn+2) · · · tr(Xd),
und nach Lemma 2.3.12 bewirkt θ nur das Einsetzen von Monomen in die Xi. Ferner
vertauscht die Konjugation mit τ nach Lemma 2.3.11 lediglich die Xi.
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Der Koordinatenring von Cnd ist ein kommutativer Ring. Oft ist es zweckma¨ßig, einen
solchen Ring modulo geeigneter Elemente zu reduzieren. Da hier Ideale untersucht wer-
den, sollten diese Elemente keine Nullteiler sein. Gibt es nun “genu¨gend gute” Nicht-
nullteiler, so hat ein solcher Ring die Cohen-Macaulay Eigenschaft. Der erste Abschnitt
dieses Kapitels konkretisiert diese “Definition“. Grundsa¨tzlich la¨sst sich diese Eigen-
schaft fu¨r kommutative Ringe und ihre Moduln definieren, siehe z.B. [BH93]. Hier wird
diese Eigenschaft nur fu¨r eine spezielle Klasse eingefu¨hrt, na¨mlich endlich-erzeugte po-
sitiv graduierte zusammenha¨ngende k-Algebren und endlich-erzeugte positiv-graduierte
Moduln u¨ber solchen Algebren. Praktischerweise liegen alle Cnd in dieser Klasse.
Die Invariantenringe Cnd besitzen die Cohen-Macaulay Eigenschaft. Dieses, und noch
ein wenig mehr, ist die Aussage des Theorems von Hochster-Roberts. Da dies, in dieser
Arbeit, die enscheidende Eigenschaft von C33 ist, wird der Beweis im zweiten Abschnitt
behandelt.
Der dritte Abschnitt behandelt ein Theorem von Harm Derksen, welches eine Ab-
scha¨tzung der notwendigen Relationen zula¨sst.
3.1 Graduierte Ringe und Moduln
Die folgenden Ausfu¨hrungen stammen aus [Spr89]. Sei k ein algebraisch abgeschlossener
Ko¨rper mit char k = 0. Insbesondere hat das Polynom (1 − T d) nur eine einfache
Nullstelle in 1.
Definition 3.1.1. 1. Eine positiv-graduierte k-Algebra A ist eine k-Algebra mit einer
k-Vektorraumzerlegung
A =
⊕
n≥0
An
in endlichdimensionale Vektorra¨ume An, so dass AiAj ⊆ Ai+j fu¨r alle i, j ∈ N.
Gilt A0 = k, so heißt A zusammenha¨ngend.
2. Der (echt) positive Anteil von A ist A+ :=
⊕
n>0An.
3. Ein graduierter A-Modul M ist ein A-Modul versehen mit einer Zerlegung
M =
⊕
n∈Z
Mn
als k-Vektorraum in endlichdimensionale Mn, so dass AiMj ⊆Mi+j fu¨r alle i und
j gilt.
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4. Fu¨r einen graduierten A-Modul M und k ∈ Z sei M [k] der um k verschobene
graduierte A-Modul, d.h.
(M [k])n := Mn+k.
5. Ein graduierter Modul M heißt positiv-graduiert (oder N-graduiert), falls Mn = 0
fu¨r alle n < 0
6. Ist m ∈ Mn, so wird m homogen genannt. Ist m 6= 0 so setze degm = n. Fu¨r
nichthomogenes m ∈M zerlege M in homogene Komponenten
m = mn +mn−1 + . . .+m0
mit mi ∈Mi und setze degm = n.
7. Ein Morphismus ϕ : M → N von graduierten A-Moduln ist ein Morphismus von
A-Moduln, so dass
ϕ(Mn) ⊆ Nn
fu¨r alle n ∈ Z gilt.
Bemerkung 3.1.2. Ist k < 0 und M ein N-graduierter Modul, so ist auch M [k] ein
N-graduierter Modul.
Bemerkung 3.1.3. Sei M ein N-graduierter A-Modul. Um zu zeigen, dass M endlich-
dimensional ist, genu¨gt es zu zeigen, dass Mn = 0 ab einem gewissen Index ist. Ist A
endlichdimensional und M als A-Modul endlich erzeugt, so ist M endlichdimensional.
3.1.1 Hilbertreihen
Definition 3.1.4. Sei A eine positiv-graduierte k-Algebra und M ein graduierter A-
Modul. Die Hilbertreihe von M ist die formale Laurentreihe
H(M,T ) :=
∑
n∈Z
dimk(Mn) T
n ∈ k[[T, T−1]].
Bemerkung 3.1.5. Fu¨r einen um d ∈ Z verschobenen graduierten A-Modul gilt
H(M [d], T ) = T−dH(M,T ).
Lemma 3.1.6. Sei A eine positiv-graduierte k-Algebra. Dann gilt:
1. Fu¨r jede exakte Sequenz 0→M ′ →M →M ′′ → 0 von graduierten A-Moduln gilt:
H(M,T ) = H(M ′, T ) +H(M ′′, T ).
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2. Sei M ein graduierter A-Modul. Fu¨r ein homogenes Element a ∈ A+ vom Grad d
setze
aM := {m ∈M | am = 0}.
Dann gilt
(1− T d)H(M,T ) = H(M/aM, T )− T dH(aM,T ).
Beweis. 1. Aus der exakten Sequenz ergibt sich in jedem Grad eine exakte Sequenz
von k-Vektorra¨umen
0 −→M ′n −→Mn −→M ′′n −→ 0,
und somit gilt dimkMn = dimkM
′
n + dimkM
′′
n .
2. Die Gleichung folgt aus der vorhergehenden Beobachtung mit den folgenden zwei
exakten Sequenzen von graduierten A-Moduln:
0 −→ aM −→M −→M/aM −→ 0
0 −→ aM [−d] −→M [−d] −→ aM −→ 0
Diese liefern
H(aM, T ) +H(M/aM, T ) = H(M,T )
T dH(aM,T ) +H(aM, T ) = T
dH(M,T )
Zieht man die zweite von der ersten ab, so erha¨lt man die Behauptung.
Bemerkung 3.1.7. Ab hier werden nur noch endlich erzeugte N-graduierte zusam-
menha¨ngende k-Algebren A betrachtet. Ferner sei auch M stets ein N-graduierter Modul,
der u¨ber A endlich erzeugt sei. Diese Festlegung gilt fu¨r den Rest dieses Abschnittes.
Lemma 3.1.8. Sei A = k[a1, . . . , an] der Polynomring in n Variablen von positiven
Grad. Ferner sei K der Quotientenko¨rper von A. Ist M ein N-graduierter A-Modul und
als solcher endlich erzeugt, so gilt
H(M,T ) =
F (T )
(1− T d1) · · · (1− T dn)
mit F ∈ Z[T ] und F (1) = dimK(K ⊗AM).
Beweis. Im Falle n = 0 ist M endlichdimensionaler k-Vektorraum. Somit ist H(M,T )
ein Polynom, da M positiv graduiert ist. Insbesondere gilt
F (1) = H(M, 1) = dimk(k ⊗k M).
Sei nun n > 0. Nach Lemma 3.1.6 gilt
(1− T dn)H(M,T ) = H(M/anM,T )− T dnH(anM,T ).
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Da M/anM und anM endlich erzeugt u¨ber k[a1, . . . , an−1] sind, folgt per Induktion
H(M/anM,T ) =
F1(T )
(1− T d1) · · · (1− T dn−1)
und
H(anM,T ) =
F2(T )
(1− T d1) · · · (1− T dn−1)
mit F1(T ), F2(T ) ∈ Z[T ]. Ferner folgt
F1(1) = dimK′(K
′ ⊗A′ M/anM), F2(1) = dimK′(K ′ ⊗A′ anM)
wobei A′ = k[a1, . . . , an−1] und K ′ = k(a1, . . . , an−1) sind. Damit folgt die Darstellung
H(M,T ) =
F1(T )− T dnF2(T )
(1− T d1) · · · (1− T dn)
und fu¨r den Za¨hler gilt F1(T )− T dnF2(T ) ∈ Z[T ]. Bleibt
F1(1)− F2(1) = dimK(K ⊗AM) = dimK(K ⊗A (K ′ ⊗A′ M))
zu zeigen. Dies ist aber gerade die Aussage von Lemma 3.1.9.
Lemma 3.1.9. Sei k[x] der Polynomring in einer Variable und k(x) sein Quotien-
tenko¨rper. Sei ferner deg x > 0 und M ein N-graduierter endlich erzeugter k[x]-Modul.
Dann gilt
dimk(x)(k(x)⊗k[x] M) = dimk(M/xM)− dimk(xM).
Beweis. Aufgrund der endlichen Erzeugtheit von M u¨ber k[x] sind hier alle Dimensionen
endlich. Sei m¯1, . . . , m¯n ∈M/xM eine k-Basis von M/xM . Da M/xM ebenfalls gradu-
iert ist, ko¨nnen die mi als homogen vorausgesetzt werden. Insbesondere ist m1, . . . ,mn
ein minimales k[x]-Erzeugendensystem von M , d.h. fu¨r die exakte Sequenz
0 −→ K −→ k[x]n φ−→ M −→ 0
ei 7−→ mi
gilt K ⊆ xk[x]n. Dies ist eine minimale homogene freie Auflo¨sung von M , da die globale
Dimension von k[x] gerade 1 ist. Insbesondere ist K freier k[x]-Modul. Bilden nun die
Bilder der v(1), . . . , v(l) ∈ k[x]n eine k-Basis von xM , so ist xv(1), . . . , xv(l) ein k[x] Er-
zeugendensystem von K. Dieses ist auch frei, denn falls
∑l
i=1 pi(x)Xv
i = 0 gilt, so la¨sst
sich eine maximale x-Potenz ausklammern. Da x kein Nullteiler auf k[x]n ist, kann man
diese x-Potenz vernachla¨ssigen. Damit gilt
0 =
l∑
i=1
pi(x)φ(v
(i))
=
l∑
i=1
pi(0)φ(v
(i))
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und da die φ(v(i)) eine k-Basis von xM bilden sind die pi(0) = 0. Da eine maximale
x-Potenz ausgeklammert wurde, waren die pi(x) = 0. Da Lokalisieren exakt ist, ist
0 −→ k(x)dimk(xM) −→ k(x)dimk(M/xM) φ−→ k(x)⊗k[x] M −→ 0
exakt, und damit dimk(x)(M) = dimk(M/xM)− dimk(xM).
Bemerkung 3.1.10. Unter den Voraussetzungen von Lemma 3.1.8 la¨sst sich
H(M,T ) =
f(T )
(1− T )d(M)
mit eindeutigem f ∈ Q(T ) schreiben. Falls M 6= 0 ist, gilt f(1) > 0, da H(M, 1) > 0 ist.
Beispiel 3.1.11. H(k[x, y]/(x2, xy)) = 1 + 2T + T 2 + T 3 + . . . = −T
2+T+1
1−T .
Beispiel 3.1.12. H(k[x, y, z]/(xz, yz), T ) = −T
2+T+1
(1−T )2 .
Beweis. Es gilt (xz, zy) ⊂ (z) ⊂ k[x, y, z]. Hier gilt H((z), T ) = T
(1−T )3 . Ferner ist
(z) = (xz, yz)⊕ 〈zn | n ≥ 1〉k. Also gilt
H((xz, yz), T ) =
T
(1− T )3 − T − T
2 − . . . = T
(1− T )3 −
T
1− T =
−T 3 + 2T 2
(1− T )3 .
Insbesondere folgt
H(k[x, y, z]/(xz, yz), T ) =
1 + T 3 − 2T 2
(1− T )3 =
−T 2 + T + 1
(1− T )2 .
Bemerkung 3.1.13. Im letzten Beispiel hat der Za¨hler keine Nullstelle mehr in 1.
Trotzdem ko¨nnen die Koeffizienten negativ sein.
Beweis. Einfacher: x − z ist kein Nullteiler. Wende Lemma 3.1.6 auf obiges Beispiel
an.
In den obigen Beispielen wurde die Hilbertreihe eines Polynomringes modulo eines
Ideals berechnet. Dies kann zwar grundsa¨tzlich mit Lemma 3.1.6 geschehen, ist aber
fehleranfa¨llig aufgrund der vielen Schreibarbeit (Bru¨che). Das folgende Lemma liefert
eine einfachere Berechnungsweise.
Lemma 3.1.14 ([GP08] 5.2.2). Sei I ⊂ k[X] := k[X1, . . . , Xr] ein homogenes Ideal und
sei a ∈ k[X] ein homogenes Polynom vom Grad d. Dann gilt
H(k[X]/I, T ) = H(k[X]/(I, a), T ) + T dH(k[X]/(I : (a)), T ).
Dabei ist
I : (a) := {x ∈ k[X] | xa ∈ I}.
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Beweis. Betrachte die exakte Sequenz
0→ (k[X]/(I : (a)))[−d] ·a→ k[X]/I → k[X]/(I, a)→ 0
mit Lemma 3.1.6.
Beispiel 3.1.15. Obige Methode mit a = z.
H(k[x, y, z]/xz, yz, T ) = H(k[x, y, z]/z, T ) + TH(k[x, y, z]/(x, y), T )
=
1
(1− T )2 +
T (1− T )
(1− T )2
=
−T 2 + T + 1
(1− T )2 .
Die in 3.1.14 ist insbesondere bei Idealen hilfreich, die von Monomen erzeugt werden,
da die in jedem Schritt erzeugten neuen Ideale ebenfalls durch Monome erzeugt werden.
Im Gegensatz zu Lemma 3.1.6 kann es hier aber passieren, dass man u¨ber die gleiche
Variable mehrmals reduziert.
Beispiel 3.1.16. In diesem Beispiel wird immer u¨ber a = X reduziert.
H(k[x]/x3, T ) = H(k[x]/x, T ) + TH(k[x]/x2, T )
= 1 + T (H(k[x]/x, T ) + T 2H(k[x]/x, T ))
= 1 + T + T 2.
Bei einem monomialen Ideal ist es einfach, ein minimales Erzeugendensystem zu be-
stimmen. Daher la¨sst sich die Hilbertreihe wie folgt berechnen. Reduziert man nach einer
Variable, die in einem echten Monom (keine Variable) vorkommt, so verringert sich der
Grad dieses Erzeugers in den neuen Erzeugendensystemen. Diese sind ebenfalls mono-
mial. Insbesondere ist die Hilbertreihe einfach zu berechnen, sobald nur noch Variablen
im Erzeugendensystem stehen (siehe 3.1.20). Nun wird nicht jedes homogene Ideal von
Monomen erzeugt. Dieser Fall wird spa¨ter in Kapitel 4 behandelt.
Definition 3.1.17. Die Krulldimension d(M) von M ist die Ordnung des Poles bei
T = 1 der rationalen Funktion H(M,T ). Fu¨r M = 0 setze d(M) = −∞.
Bemerkung 3.1.18. Es gilt H(M, 1) = dimk(M). Insbesondere ist M = 0, falls
H(M, 1) = 0 gilt.
Definition 3.1.19. Sei a ∈ A. Ist a kein Nullteiler von M , d.h. aM = 0, so wird a
M-regula¨r genannt.
Lemma 3.1.20. Seien A und M wie in 3.1.7.
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1. Ist a ∈ A+ homogen und a M-regula¨r, so gilt
d(M) = d(M/aM) + 1.
2. Sind a1, . . . , as algebraisch unabha¨ngige homogene Elemente,wobei ai Grad di > 0
habe, so gilt
H(k[a1, . . . , as], T ) =
1
(1− T d1) · · · (1− T ds) .
3. Ist A ganz u¨ber einer Teilalgebra k[a1, . . . , as] mit homogenen algebraisch un-
abha¨ngigen Elementen u¨ber k, so gilt d(A) = s.
Beweis. 1. Es gilt (1− T d)H(M,T ) = H(M/aM), da (1− T d) genau eine Nullstele
in 1 besitzt. Insbesondere erho¨ht sich die Polordnung um Eins, falls H(M/aM, T )
keine Nullstelle in 1 besitzt. Andernfalls gilt M/aM = 0 nach Bemerkung 3.1.18.
Es wu¨rde also aM = M gelten. Das geht allerdings nur, falls M = 0 ist, da
deg a > 0 ist (Lemma von Nakayama). Da d(0) = −∞ ist, folgt auch hier die
Behauptung.
2. Folgt direkt aus Lemma 3.1.6, da (1− T d)H(A, T )) = H(A/aA, T ) gilt.
3. A ist endlich erzeugt u¨ber k. Da A ganz u¨ber k[a1, . . . , as] ist, ist A auch endlich
erzeugt u¨ber k[a1, . . . , as]. Es gilt also
H(A, T ) =
F (T )
(1− T d1) · · · (1− T ds)
mit F ∈ Z[T ] und F (1) = dimK(K ⊗A′ A), wobei A′ = k[a1, . . . , as] und K =
k(a1, . . . , as). Es gilt K ⊗A′ A 6= 0, denn dies ist gerade die Lokalisierung nach
S = (a1, . . . , as)A
′ − {0}, und 1 ∈ A wird von keinem Element aus S annuliert.
Damit ist F (1) 6= 0 und d(A) = s.
3.1.2 Homogene Parametersysteme
Homogene Parametersysteme sind die erste Ana¨herung an die “genu¨gend guten” Nicht-
nullteiler, die im Vorwort dieses Kapitel genannt wurden. Tatsa¨chlich werden sich die
Elemente von homogenen Parametersystemen im Cohen-Macaulay-Fall als geeignet her-
austellen.
Definition 3.1.21. Sei M ein graduierter A-Modul. Ein homogenes Parametersystem
fu¨r M ist eine endliche Folge von homogenen Elementen (a1, . . . , at) ∈ A+, so dass
M/(a1M+· · ·+atM) endlichdimensional u¨ber k ist und t minimal mit dieser Eigenschaft
ist.
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Bemerkung 3.1.22. M ist nicht nur ein A-Modul, sondern auch ein A/Ann (M)-
Modul. Da ein Element a eines homogenen Parametersystems niemals in Ann (M) lie-
gen kann, stehen die homogenen Parametersystemen fu¨r M u¨ber A und A/Ann (M)
in Bijektion zueinander, dass heißt durch U¨bergang zu A/Ann (M) kann M als treuer
Modul vorausgesetzt werden.
Der na¨chste Satz liefert eine Konstruktion von homogenen Parametersystemen fu¨r
M = A.
Satz 3.1.23 (graduierte Noethernormalisierung). Sei A = k[a1, . . . , as] eine graduierte
k-Algebra mit homogenen ai. Es gibt homogene Elemente b1, . . . , bt ∈ A+, die algebraisch
unabha¨ngig u¨ber k sind, so dass A ganz u¨ber k[b1, . . . , bt] ist. Sind die ai algebraisch
abha¨ngig, so gilt t < s.
Beweis. Ein Beweis in einer etwas konkreteren Situation findet sich in [GP08]. Hier folgt
ein Beweis fu¨r den obigem Fall. A ist ganz u¨ber A′ = k[an11 , . . . , a
ns
s ] fu¨r alle ni ∈ N>0.
Wa¨hlt man die ni so, dass die Potenzen der ai den gleichen Grad haben, so genu¨gt
es die Behauptung fu¨r A′ statt A zu zeigen. Seien also oBdA die Erzeuger homogen
vom gleichen Grad. Sind die ai algebraisch unabha¨ngig u¨ber k, so ist nichts zu tun.
Andernfalls gibt es ein nichttriviales Polynom
p ∈ k[T1, . . . , Ts] mit p(a1, . . . , as) = 0.
Fu¨r i = 1, . . . , s− 1 setze bi := ai − λias. Dann gilt
p(a1, . . . , as) = p(b1 + λ1as, b2 + λ2as . . . , bs−1 + λs−1as, as)
= q(λ1, . . . , λs−1)adeg ps +
s∑
i=1
qi(b1, . . . , bs−1, λ1, . . . , λs−1)adeg p−is
mit den Polynomen q ∈ k[T1, . . . , Ts−1], qi ∈ k[T1, . . . , Ts−1, S1, . . . , Ss−1] fu¨r alle i. Da
q 6= 0 gilt und k unendlich viele Elemente besitzt, gibt es λ1, . . . , λs−1 mit
q(λ1, . . . , λs−1) 6= 0.
Insbesondere ist as ganz u¨ber k[b1, . . . , bs−1]. Aus der Definition der bi folgt
k[a1, . . . , as] = k[b1, . . . , bs−1, as].
Sind nun die b1, . . . , bs−1 algebraisch unabha¨ngig u¨ber k, so folgt die Behauptung. An-
dernfalls fu¨hre man dieses Verfahren mit k[b1, . . . , bs−1] statt A fort. Man erha¨lt so nach
spa¨testens s Schritten die angegebenen Elemente b1, . . . , bt. Nach dem hier angegebenen
Verfahren ist klar, dass t < s ist, sobald die ai algebraisch abha¨ngig sind.
Bemerkung 3.1.24. Die bi im Satz 3.1.23 sind ein homogenes Parametersystem von
A, denn A/(b1, . . . , bt)A ist endlichdimensional u¨ber k, da A u¨ber k[b1, . . . , bt] ganz ist.
Ferner ist t minimal aufgrund von Lemma 3.1.20, denn d(A) = t. Der Beweis liefert
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insbesondere einen Algorithmus zur Bestimmung eines solchen homogenen Parameter-
systems, falls genug Relationen zwischen den Erzeugern gefunden werden ko¨nnen. Fu¨r
Cnd wird in Kapitel 6 beschrieben, wie man diese Relationen finden kann. Somit liefert
Satz 3.1.23 ein relativ effektives Verfahren, um ein homogenes Parametersystem von Cnd
zu bestimmen. Ferner kann auf die Homogenisierung der ai verzichtet werden, solange
die λi so gewa¨hlt werden ko¨nnen, dass die bi homogen bleiben.
Fu¨r die Charakterisierung der homogenen Parametersysteme endlich erzeugter A-
Moduln werden die folgenden zwei Lemmata beno¨tigt.
Lemma 3.1.25. Sei A eine Algebra u¨ber der kommutativen Algebra R mit Eins. Sei
ferner M ein A-Modul, der als R-Modul endlich erzeugt ist. Gelte ferner Ann A(M) = 0
.Dann ist A ganz u¨ber R.
Beweis. Sei m1, . . . ,mr ein endliches Erzeugendensystem von M als R-Modul. Dann
la¨sst sich die Multiplikation mit einem Element a ∈ A
ami =
n∑
j=1
bijmj
als n×n-Matrix mit Eintra¨gen in R beschreiben. Bezeichne X = (δija− bij)i,j die n×n-
Matrix mit Eintra¨gen aus A. Dann gilt 0 = X ∈ EndA(M). Multipliziert man diese
Gleichung mit der adjugierten Matrix von X so ergibt sich
0 = detXEn ∈ EndA(M).
Da der Annulator von M in A aber trivial ist, muss detX = 0 gelten. Nach Determi-
nantenformel ist a dann ganz u¨ber R.
Bemerkung 3.1.26. Ganzheit la¨sst sich u¨ber geigneten Moduln pru¨fen.
Lemma 3.1.27. Sei A eine endlich-erzeugte N-graduierte k-Algebra mit A0 = k und R
eine graduierte Teilalgebra. Dann sind a¨quivalent:
1. A ist ganz u¨ber R.
2. A/R+A ist endlichdimensional u¨ber k.
Beweis. Die Ru¨ckrichtung ist einfach. Sei a¯1, . . . , a¯n eine k-Basis von A/R
+A und M der
von den Urbildern erzeugte R-Modul. Dann gilt A = M +R+A gilt und nach Nakayama
ist damit A = M endlich erzeugt. Das vorige Lemma zeigt, dass A ganz u¨ber R ist.
Sei nun A ganz u¨ber R gegeben. Da A endlich erzeugt ist, ist A = R[a1, . . . , an] eine
ganze Ringerweiterung und damit ist A ein endlich erzeugter R-Modul (die ai erfu¨llen ja
gewisse Ganzheitsrelationen). Dann ist A/R+A ein endlich erzeugter R/R+ = k-Modul,
also endlichdimensionaler k-Vektorraum.
Satz 3.1.28. Es seien (a1, . . . , as) ein s-Tupel homogener Elemente aus A
+.
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1. Es ist (a1, . . . , as) genau dann ein Parametersystem fu¨r M , wenn die zwei folgenden
Bedingungen erfu¨llt sind.
a) A/Ann (M) ist ganz u¨ber k[a1, . . . , as].
b) Die Bilder der ai in A/Ann (M) sind algebraisch unabha¨ngig.
2. d(M) ist die Anzahl der Elemente eines homogenen Parametersystems.
Beweis. 1. Bemerkung 3.1.22 erlaubt es Ann (M) = 0 anzunehmen, da alle hier
durchgefu¨hrten U¨berlegungen in A/Ann (M) ablaufen. Um die Notation zu ver-
einfachen schreibe ai statt ai. Setze R = k[a1, . . . , as]. Zuna¨chst wird
dimk(M/a1M + . . .+ asM) <∞⇒ A ganz u¨ber k[a1, . . . , as]
bewiesen. Nach Anwendung von Lemma 3.1.25 genu¨gt es zu zeigen, dass M endlich
erzeugter R-Modul ist. Sei dazu m1, . . . ,mn ein endliches homogenes Erzeugenden-
system von M/a1M + . . .+ asM (ein solches existiert immer, man nehme z.B. die
homogenen Komponenten einer endlichen Basis). Es gilt nun
M =
n∑
i=1
Rmi + (a1M + . . .+ asM) =
n∑
i=1
Rmi +R
+M,
da die rechte Seite eine gro¨ßere Teilmenge von M ist, als die mittlere Menge. Nun
folgt nach Nakayamas Lemma 2.2.32 schon M =
∑n
i=1Rmi. Also ist M endlich
erzeugter R-Modul.
Nun folgt der Beweis von
dimk(M/a1M + . . .+ asM) <∞⇐ A ganz u¨ber k[a1, . . . , as].
Mit Lemma 3.1.27 folgt, dass A/(a1, . . . , as)A endlichdimensional ist. Da
M/a1M + . . .+ asM
endlich erzeugter A/(a1, . . . , as)A-Modul ist, ist M/(a1M + . . . + asM) nach Be-
merkung 3.1.3 endlichdimensional. Im dritten Schritt wird
(a1, . . . , as) homogenes Parametersystem ⇒ (a1, . . . , as) alg. unabh. u¨ber k
gezeigt.
Wa¨ren die ai nicht algebraisch unabha¨ngig u¨ber k, so ga¨be es nach Satz 3.1.23 alge-
braisch unabha¨ngige Elemente b1, . . . , bt ∈ R, so dass R = k[a1, . . . , as] ganz u¨ber
k[b1, . . . , bt] wa¨re und t < s wa¨re. Insbesondere wa¨re auch A ganz u¨ber k[b1, . . . , bt]
und damit wa¨re (b1, . . . , bt) ein besserer Kandidat fu¨r ein homogenes Parameter-
system, da t < s, und somit ist s nicht minimal. Zuletzt wird
(a1, . . . , as) erfu¨llen die beiden Bedingungen des Lemmas ⇒ s minimal
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gezeigt.
Nach Satz 3.1.8 gilt s = d(M), denn k[a1, . . . , as]∩Ann (M) = 0, womit F (1) 6= 0
ist. Da jedes homogene Parametersystem von M diese Eigenschaften erfu¨llt ist s
minimal.
Somit ist die Existenz eines solchen homogenen Parametersystems nach Satz 3.1.28
und Satz 3.1.23 gesichert.
Korollar 3.1.29. Es seien a1, . . . , as homogene Elemente aus A
+. Dann ist
d(M/(a1M + . . .+ asM)) ≥ d(M)− h.
Gleichheit gilt genau dann, wenn (a1, . . . , as) Teil eines homogenen Parametersystems
ist.
Beweis. Es genu¨gt die Behauptung fu¨r s = 1 zu zeigen. Sei a homogen vom Grad d.
Dann gilt nach Lemma 3.1.6:
(1− T d)H(M,T ) = H(M/aM, T )− T dH(aM,T ).
Hier lassen sich H(M,T ), H(M/aM, T ) und H(aM,T ) wie in Lemma 3.1.8 ausdru¨cken.
Dabei seien F (T ), F1(T ) und F2(T ) die entsprechenden Za¨hler. Wa¨hlt man dort die ai
als homogenes Parametersystem von M , so gilt sogar F (1) > 0. Insbesondere folgt
(1− T d)F (T ) = F1(T )− T dF2(T ). (3.1)
und durch Einsetzen von Eins erha¨lt man
0 = F1(1)− F2(1).
Gilt nun F1(1) 6= 0, so ist d(M/aM) = d(M). Andernfalls ist F2(1) = 0. Seien F ′1(T )(1−
T ) = F1(T ) und F
′
2(T )(1 − T ) = F2(T ). Ku¨rzen von (1 − T ) in Gleichung (3.1) ergibt
dann
d · F (1) = F ′1(1)− F ′2(1).
Hier ist F ′1(1) 6= 0, denn sonst wa¨re
0 > d · F (1) = −F ′2(1) ≤ 0,
und die letzte Ungleichung folgt aus Bemerkung 3.1.10. Es folgt d(M/aM) ≥ d(M)− 1.
Der Zusatz u¨ber die Gleichheit ergibt sich direkt aus dieser U¨berlegung.
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3.1.3 Regula¨re Folgen
Definition 3.1.30. Sei M ein graduierter A-Modul u¨ber der graduierten k-Algebra A.
Eine Folge (a1, . . . , as) von homogenen Elementen aus A
+ wird M-regula¨re Folge oder
auch M-Sequenz genannt, wenn ai kein Nullteiler auf M/(a1M+. . . ai−1M) fu¨r 1 ≤ i ≤ s
ist.
Lemma 3.1.31. Jede M-regula¨re Folge ist in einem homogenen Parametersystem ent-
halten.
Beweis. Nach Lemma 3.1.20 gilt
d(M/(a1M + . . . asM)) = d(M)− s.
Nach Korollar 3.1.29 ist damit (a1, . . . , as) Teil eines homogenen Parametersystems.
Satz 3.1.32. Eine Folge (a1, . . . , as) von homogenen Elementen aus A
+ ist genau dann
eine M-Sequenz, wenn folgende Bedingungen erfu¨llt sind:
1. a1, . . . , as sind algebraisch unabha¨ngig u¨ber k.
2. M ist ein freier k[a1, . . . , as]-Modul mit einer Basis aus homogenen Elementen.
Beweis. 1. Sei (a1, . . . , as) eine M -Sequenz. Setze S := k[a1, . . . , as]. Die Elemente
a1, . . . , as sind in einem homogenen Parametersystem enthalten. Insbesondere sind
(a1, . . . , as) damit nach Satz 3.1.28 algebraisch unabha¨ngig u¨ber k. Ferner ist M
ein k[a1, . . . , as]-Modul. Damit ist M/(a1, . . . , as)M ein k-Vektorraum. Sei B¯ eine
(evtl. unendliche) k-Basis von diesem k-Vektorraum. Diese kann offensichtlich aus
Bildern von homogenen Elementen aus M gewa¨hlt werden. Sei B eine Menge von
Urbildern dieser Basis. Ferner sei K der Kern der kanonischen Abbildung
0 −→ K −→ SB −→ M −→ 0
eb 7−→ ebb
Diese Abbildung ist surjektiv, da aus
M =
∑
b∈B
Sb+ S+M
mit dem Lemma 2.2.32 M =
∑
b∈B Sb folgt. Sei nun ein Element aus dem Kern K
gegeben. Dies ist eine endliche Linearkombination der b ∈ B. Bezeichne diese mit
b1, . . . , bn. Es gilt
n∑
i=1
sibi = 0,
wobei si ∈ S. Da M und die bi graduiert sind, genu¨gt es si = 0 fu¨r alle i fu¨r
homogene si ∈ S zu zeigen. Ziel ist es nun, diese Gleichung in M/(a1, . . . , as)M
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zu betrachten, da dort die lineare Unabha¨ngigkeit der b¯i ausgenutzt werden kann.
Zuna¨chst klammere die maximale a1-Potenz aus den si aus. Dann folgt
am1
n∑
i=1
s¯ibi = 0
mit geeigneten s¯i ∈ S. Da a1 kein Nullteiler auf M ist, folgt
n∑
i=1
s¯ibi = 0.
Das geht mit den anderen ai genauso. Man erha¨lt also gewisse s¯i ∈ k, die Faktoren
der urspru¨nglichen si sind und obige Gleichung in M/(a1, . . . , as)M erfu¨llen. Somit
sind die s¯i = 0 und damit auch si = 0.
2. Seien nun die zwei Bedingungen gegeben. Es genu¨gt zu zeigen, dass a1 M -regula¨r
ist, da beide Bedingungen auch fu¨r M/a1M und a2, . . . , as erfu¨llt sind. Gelte nun
a1m = 0 fu¨r ein m ∈M . Offensichtlich kann man m homogen wa¨hlen. M ist freier
S-Modul. Es gilt also
a1m = a1
n∑
i=1
simi =
n∑
i=1
(a1si)mi.
mit si ∈ k[a1, . . . , as] und mi ∈ M . Dabei ko¨nnen die mi nach Voraussetzung
homogen gewa¨hlt werden. Da dies eine freie Zerlegung ist, folgt a1si = 0 fu¨r alle
i. Da a1, . . . , as algebraisch unabha¨ngig sind, folgt si = 0 fu¨r alle i. Damit ist
insbesondere m = 0 und a1 ist M -regula¨r.
Definition 3.1.33. Die Tiefe depth (M) eines Moduls M ist die maximale La¨nge von
M-regula¨ren Folgen. Nach dem vorigem Lemma gilt stets depth (M) ≤ d(M). Ein Modul
M besitzt die Cohen-Macaulay Eigenschaft, falls depth (M) = d(M).
Satz 3.1.34. Es sei M ein Cohen-Macaulay-Modul, M noethersch. Jedes homogene
Parametersystem fu¨r M ist in einer maximalen M-Sequenz enthalten.
Beweis. Sei (a1, . . . , as) eine maximale M -regula¨re Folge und (b1, . . . , bs) ein homogenes
Parametersystem fu¨r M . Induktion u¨ber s:
s = 1 : Setze Ni := {m ∈ M | bi1m = 0}. Da M noethersch ist, wird die Folge der
Untermoduln N1 ⊆ N2 ⊆ . . .. stationa¨r. Somit gilt N =
⊕
Ni = Nh fu¨r ein h ∈ N. Per
Definition gilt N ∩ b1M = b1N . Hier ist b1 ein Parametersystem fu¨r M , also ist M/b1M
endlichdimensional und damit auch N/b1N endlichdimensional, da N/b1N ⊆ M/b1M .
Da N/bN → bN/b2N surjektiv ist, ist auch bh−1N endlichdimensional und damit dann
auch N . Insbesondere exisitiert ein l ≥ 0 mit al1N = 0. Da a1 aber Nichtnullteiler auf
M war, muss N = 0 sein. Insbesondere ist damit b1 auch kein Nullteiler auf M .
s > 1 : Die Folge (b1, . . . , bs) entha¨lt ein Parametersystem fu¨r M/a1M . Sei dies gegeben
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durch (b1, . . . , bs−1). Nach Induktion ist dann (b1, . . . , bs−1, a1) M -Sequenz, und somit
dimM/a1M = s− 1. In M/(b1M + . . . bs−1M) ist a1 kein Nullteiler und bs Parameter-
system. Nach Induktion ist bs einM/(b1M+. . .+bs−1M)-regula¨res Element, insbesondere
ist (b1, . . . , bs) M -Sequenz.
Bemerkung 3.1.35. Somit entsprechen sich homogene Parametersysteme und maxima-
le regula¨re Folgen im Cohen-Macaulay-Fall. Dies gilt nicht allgemein, denn zum Beispiel
ist (x− z, y) ein homogenes Parametersystem fu¨r M = k[x, y, z]/(xz, yz), aber y ist ein
Nullteiler von M .
3.2 Das Theorem von Hochster-Roberts
In diesem Kapitel wird der Beweis von Hochster Roberts nach den Ausfu¨hrungen in
[BH93] gefu¨hrt. Dazu werden zuna¨chst einige Grundlagen u¨ber treuflache Moduln und
Jacobsonringe erla¨utert. Beim Beweis spielt der folgende Satz von der generischen Frei-
heit eine kleine, aber wesentliche Rolle. Auf den Beweis dieses Satzes wird hier verzichtet.
Satz 3.2.1 (Satz von der generischen Freiheit, [BH93] 6.5.6). Sei R = S[t1, . . . , tn] eine
endlich erzeugte Algebra u¨ber einem Integrita¨tsbereich S. Sei M ein endlich erzeugter
R-Modul. Dann existiert ein 0 6= g ∈ S, so dass Mg ein freier Sg-Modul ist.
3.2.1 Flache und treuflache Moduln
Diese kurze Einfu¨hrung beruht auf den Ausfu¨hrungen in [AM69]. Dabei wurden die dort
in die Aufgaben ausgelagerten Teile um die Beweise erga¨nzt.
Definition 3.2.2. 1. Sei A ein kommutativer Ring mit Eins und N ein A-Modul. N
heißt flacher A-Modul, falls fu¨r jeden injektiven Homomorphismus f : M ′ → M
auch die induzierte Abbildung M ′ ⊗A N →M ′ ⊗AM injektiv ist.
2. Ein Ringhomomorphismus f : A→ B heißt flach, falls B als A-Modul flach ist.
3. Fu¨r einen Ringhomomorphismus f : A → B und einen A-Modul N setze NB :=
B ⊗A N .
Lemma 3.2.3 ([AM69] Ex. 13 S.32). Sei f : A → B ein Ringhomomorphismus und N
ein A-Modul. Dann ist die Abbildung
g : N −→ B ⊗A N = NB
x 7−→ 1⊗ x
injektiv und g(N) ist ein direkter Summand von NB.
Beweis. Sei p : NB → N , p(s⊗y) = sy. Hier sind p und g offenbar A-lineare Abbildungen
mit p ◦ g = idN . Also ist g ein Schnitt, insbesondere NB = g(N)⊕ ker(p).
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Definition 3.2.4. Fu¨r einen Ringhomomorphismus f : A→ B setze
1. Ie := Bf(I) fu¨r jedes Ideal I von A. Dies wird als Expansion von I bezeichnet.
2. J c := f−1(J) fu¨r jedes Ideal J von B. Dies nennt man die Kontraktion von J .
Bemerkung 3.2.5. Kontraktion und Expansion sind inklusionserhaltend.
Proposition 3.2.6. Fu¨r Ideale I von A und J von B gilt:
1. Iec ⊇ I,
2. J ce ⊆ J ,
3. Iece = Ie,
4. J cec = J c.
Beweis. Die ersten zwei Aussagen sind trivial. Die letzten zwei Aussagen folgen durch
geeignetes Umklammern.
Ie
1.⊆ (Iec)e = Iece = (Ie)ce 2.⊆ Ie
J c
1.⊆ (J c)ec = J cec = (J ce)c 2.⊆ J c
Proposition 3.2.7 ([AM69] 3.16). Sei f : A→ B ein Ringhomomorphismus und sei p
ein Primideal von A. Dann ist p genau dann die Kontraktion eines Primideals von B,
wenn pec = p.
Beweis. Sei zuna¨chst p die Kontraktion eines Primideals von B, d.h. p = qc mit q ∈
Spec (B). Dann ist pec = qcec = qc = p.
Sei nun p = pec gegeben. Es genu¨gt ein Primideal q ∈ SpecB mit
i) pe ⊆ q,
ii) q ∩ Im (A− p) = ∅
zu finden, denn dann gilt
p = pec
i)
⊆ qc
ii)
⊆ p
und damit p = qc. Die Menge S := Im (A−p) ist multiplikativ abgeschlossen und wegen
pec = f−1(pe) = p und f−1(B) ⊆ A − p gilt pe ∩ S = ∅. Somit la¨sst sich pe zu einem
echten Ideal in S−1B erweitern. Dieses liegt in einem maximalen Ideal m von S−1B. Die
Kontraktion von m in B ist ein Primideal und erfu¨llt die beiden Eigenschaften.
Proposition 3.2.8 ([AM69] Ex 2 S.31). Sei A ein Ring, I ein Ideal und M ein A-Modul.
Dann gilt (A/I)⊗AM ∼= M/IM .
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Beweis. Die Sequenz 0→ I → A→ A/I → 0 ist exakt. Da ⊗AM rechtsexakt ist, ist
I ⊗AM → A⊗AM︸ ︷︷ ︸
∼=M
→ A/I ⊗AM → 0
exakt, und das Bild von I ⊗AM in M ist gerade IM .
Bemerkung 3.2.9. Im Gegensatz zu obigen Isomorphismus gilt i.A. nicht I ⊗A M =
IM . Zum Beispiel fu¨r A = Z, M = Z/4Z und I = 2Z.
Lemma 3.2.10. Sei B eine flache A-Algebra. Dann sind a¨quivalent:
1. Iec = I fu¨r alle Ideale I von A
2. pec = p fu¨r alle Primideale p von A
3. Spec (B)→ Spec (A) ist surjektiv.
4. Fu¨r jedes maximale Ideal m von A gilt me 6= B.
5. Falls M ein von Null verschiedener A-Modul ist, so gilt MB 6= 0.
6. Fu¨r jeden A-Modul M ist die Abbildung
M −→ B ⊗AM
m 7−→ 1⊗m
injektiv.
Ist eine dieser a¨quivalenten Bedingungen erfu¨llt, so nennt man B treuflach u¨ber A.
Beweis. 1)⇒ 2) : trivial.
2)⇔ 3) : Proposition 3.2.7.
3)⇒ 4) : trivial.
4)⇒ 5) : Sei x 6= 0 in M . Es genu¨gt nach Lemma 3.2.3 zu zeigen: Fu¨r den Untermodul
M ′ = Ax gilt M ′B 6= 0. Es gilt M ′ = A/I fu¨r ein Ideal I 6= A. Damit ist nach Proposition
3.2.8 M ′B ∼= B/Ie. Da I in einem maximalen Ideal m liegt, gilt Ie ⊆ me 6= B, also
M ′B 6= 0.
5)⇒ 6) : Sei M ′ = ker(M →MB). Da B flach u¨ber A ist, ist
0→M ′B →MB → (MB)B
exakt. Nach 3.2.3 ist die Abbildung MB → (MB)B injektiv, also M ′B = 0 und damit
nach Voraussetzung M ′ = 0.
6)⇒ 1) : Setze M := A/I. Aus der Voraussetzung ergibt sich die Injektion
fˆ : A/I → B/Ie.
Insbesondere gilt also Iec = f−1(Ie) ⊆ I. Die andere Inklusion gilt nach 3.2.6.
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Korollar 3.2.11. Sei B ein freier A-Modul. Dann ist B treuflach u¨ber A.
Beweis. Sei m ein maximales Ideal von A. Dann ist
me = mB =
⊕
mA =
⊕
m 6= B.
3.2.2 Jacobsonringe
Definition 3.2.12. Sei A ein kommutativer Ring mit Eins.
1. Das Nilradikal
√
A ist der Schnitt u¨ber alle Primideale von A.
2. Das Jacobsonradikal J(A) ist der Schnitt u¨ber alle maximalen Ideale von A.
Lemma 3.2.13 ([AM69]S. 71, Ex 23). Sei A ein kommutativer Ring mit Eins. Es sind
a¨quivalent:
1. Jedes Primideal von A ist Durchschnitt von maximalen Idealen .
2. Fu¨r jedes Primideal p von A gilt J(A/p) = 0.
3. Fu¨r jedes homomorphe Bild von A ist das Nilradikal gleich dem Jacobsonradikal.
4. Jedes nicht maximale Primideal p von A ist Durchschnitt aller Primideale, die p
echt enthalten.
Beweis. Sei f : A → B ein Homomorphismus von Ringen. Dann entsprechen die Prim-
ideale von f(A) gerade den Primidealen von A/ ker f . Mit dieser U¨berlegung folgt
1)⇔ 2) sofort. 3)⇒ 1) folgt mit der Projektion pi : A→ A/p.
1)⇒ 3) Jedes homomorphe Bild von A hat die Form A/I mit einem Ideal I von A. Es
gilt: √
A/I =
⋂
p⊆A prim
p
Vor.
=
⋂
p⊇I prim
⋂
m⊇p max.
m =
⋂
m⊇I max.
m = J(A/I).
1)⇒ 4) folgt auch direkt. Bleibt also 4)⇒ 1) zu zeigen. Angenommen, 1) gilt nicht.
Dann gibt es ein Primideal p in A, mit
p 6=
⋂
m maximales Ideal
m.
Es genu¨gt ein Primideal konstruieren, dass 3) nicht erfu¨llt. In A/p gilt J(A/p) 6=√
A/p = 0. Sei also oBdA A integer und J(A) 6= 0. Wa¨hle f 6= 0 in J(A). Af entha¨lt
ein maximales Ideal mf . q = A ∩ mf ist ein Primideal und nicht maximal, da es f
nicht entha¨lt. Ferner ist es maximal unter den Primidealen, die f nicht enthalten. Damit
erfu¨llt q 3) nicht.
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Definition 3.2.14. Ein Ring der eine der obigen a¨quivalenten Bedingungen erfu¨llt, heißt
Jacobsonring.
Beispiel 3.2.15. Z ist ein Jacobsonring, jeder Ko¨rper ist ein Jacobsonring.
Theorem 3.2.16 ([BH93] A 17). Sei A ein Jacobsonring und B eine endlich erzeugte
A-Algebra. Dann gilt:
1. B ist Jacobsonring.
2. Fu¨r jedes maximale Ideal m von B ist auch m ∩ A maximales Ideal von A.
Der Beweis dieses Theorems folgt nach dem na¨chsten Korollar. Dieses spielt im Beweis
des Theorems von Hochster-Roberts eine entscheidende Rolle.
Korollar 3.2.17 ([BH93] A 18). Sei R eine endlich erzeugte Z-Algebra und m ein
maximales Ideal von R. Dann ist R/m ein endlicher Ko¨rper.
Beweis. [[Bos09] Kap 3.4 Korollar 8 und 9] Nach 3.2.16 ist Z∩m = (p) fu¨r eine Primzahl
p ∈ Z. Damit ist L = R/m endlich erzeugte Ko¨rpererweiterung u¨ber k = Z/pZ. Dies
ist auch eine endliche Ko¨rpererweiterung, da nach Noethernormalisierung algebraisch
unabha¨ngige Elemente y1, . . . , yn existieren, so dass k[y1, . . . , yn] ⊂ L endliche Ringer-
weiterung ist. Damit ist aber k[y1, . . . , yn] schon ein Ko¨rper, was nur fu¨r n = 0 gilt.
Die folgenden drei Lemmata werden im Beweis von Theorem 3.2.16 beno¨tigt. Diese
stammen aus [AM69] Kapitel 5.
Lemma 3.2.18 ([AM69] Prop 5.7). Seien A ⊆ B Integrita¨tsringe und B ganz u¨ber A.
Dann ist B genau dann ein Ko¨rper, wenn A ein Ko¨rper ist.
Lemma 3.2.19 ([AM69] Ex 25). Sei A ein Ring. Dann sind a¨quivalent:
1. A ist ein Jacobsonring;
2. Jede endlich erzeugte A-Algebra B, die ein Ko¨rper ist, ist endlich u¨ber A.
Lemma 3.2.20 ([AM69] Ex 22). Sei A ein Unterring des Integrita¨tsbereichs B, wobei
B als A-Algebra endlich erzeugt sei. Gilt ferner J(A) = 0, so ist auch J(B) = 0.
Beweis. [von 3.2.16 ] Sei p ein Primideal von B, q = A ∩ p. Dann sind A/q ⊆ B/p
Integrita¨tsringe und B/p ist endlich erzeugte A/q-Algebra. Insbesondere ist J(A/q) =
0 und damit gilt nach 3.2.20 J(B/p) = 0, also ist p =
⋂
m⊇p m. Somit ist B ein
Jacobsonring. Ebenso erha¨lt man fu¨r ein maximales Ideal m von B die Inklusion
A/(m ∩ A) ⊆ B/m.
Da A/(m∩A) ein Jacobsonring ist ist nach Lemma 3.2.19 B/m ganz u¨ber A/(m∩A).
Nach Lemma 3.2.18 ist A/(m ∩ A) damit ein Ko¨rper und m ∩ A ein maximales Ideal
von A.
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3.2.3 Der Beweis
Die folgenden Ausfu¨hrungen basieren auf [BH93]. Die Cohen-Macaulay-Eigenschaft von
Cnd folgt aus dem na¨chsten Theorem.
Theorem 3.2.21 (Hochster-Roberts). Sei V ein endlichdimensionaler Vektorraum,
auf dem eine linear reduktive Gruppe linear operiert. Dann besitzt der Invariantenring
bezu¨glich dieser Aktion die Cohen-Macaulay-Eigenschaft.
Das obige Theorem ist ein Spezialfall von
Theorem 3.2.22 ([BH93]). Sei k ein Ko¨rper und R = k[X1, . . . , Xn] der Polynomring
in n Variablen mit Standardgraduierung, d.h. degXi = 1 ∀i. Ferner sei S eine endlich
erzeugte graduierte k-Unteralgebra von R mit IR∩ S = I fu¨r alle Ideale I von S. Dann
ist S Cohen-Macaulay.
Die U¨bersetzung in dieses Theorems gelingt durch Konstruktion eines Reynoldsope-
rators.
Definition 3.2.23. Sei R ein kommutativer Ring und S ein Unterring. Ein Reynolds-
operator von (R, S) ist eine S-lineare Abbildung ρ : R → S mit ρ|S = idS, also eine
Retraktion zur Inklusion ι : S ↪→ R.
Das folgende einfache Lemma liefert mit einem Reynoldsoperator die gewu¨nschte
U¨bersetzung.
Lemma 3.2.24. Sei ρ : R → S ein Reynoldsoperator zu (R, S). Dann gilt IR ∩ S = I
fu¨r alle Ideale I von S.
Beweis. Sei r ∈ IR. Somit gibt es eine Darstellung ∑ni=1 risi mit ri ∈ R und si ∈ I. Gilt
zusa¨tzlich r ∈ S, so folgt
IR ∩ S 3 r = ρ(r) =
n∑
i=1
ρ(rifi) =
n∑
i=1
fi ρ(ri)︸︷︷︸
∈S
∈ I.
Setzte R = k[V ] und S = k[V ]G. Die Konstruktion des Reynolds-Operators folgt aus
der linearen Reduktivita¨t der Gruppe.
Jede homogene Komponente k[V ]Gi ist endlichdimensionale G-Darstellung in k[V ]i, hat
also ein orthogonales Komplement Wi, welches alle nicht-trivialen Unterdarstellungen
von k[V ]i entha¨lt (Dies wird in der Konstruktion noch gebraucht). Sei
ρi : k[V ]i = k[V ]
G
i ⊕Wi → k[V ]Gi
die Projektion. Setzte ρ :=
⊕
i ρi : k[V ] → k[V ]G. Nach Konstruktion gilt ρ|k[V ]G =
idk[V ]G . Es genu¨gt also zu zeigen: ρ ist S = k[V ]
G-linear. Nach Lemma 3.2.25 genu¨gt
es ker ρ =
⊕
iWi zu untersuchen. ker ρ entha¨lt alle nichttrivialen G-Untermoduln von
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R. Betrachte eine irreduzible Komponente U von ker ρ. Fu¨r s ∈ S = k[V ]G ist die
Multiplikation ms : U → R G-linear, denn
ms(g.u) = s(g.u) = (g.s)(g.u) = g.(su).
Nach Schurs Lemma ist dann Im s = sU entweder 0 oder isomorph zu U . Da U nicht-
triviale G-Darstellung ist, liegt dann sU in beiden Fa¨llen wieder in ker ρ. Insbesondere
gilt dann s ker ρ ⊆ ker ρ.
Lemma 3.2.25. Sei R ein kommutativer Ring und S ein Unterring. Ferner sei ρ : R→
S eine k-lineare Abbildung mit ρ|S = idS. Dann gilt
ρ ∈ Hom S(R, S) genau dann, wenn s ker ρ ⊆ ker ρ fu¨r alle s ∈ S.
Beweis. Sei s ∈ S und x ∈ ker ρ.
“⇒”: ρ(sx) = sρ(x) = 0.
“⇐”: ρ(sx) = ρ(sρ(x) + s(x− ρ(x))︸ ︷︷ ︸
∈s ker ρ⊆ker ρ
= ρ(sρ(x)︸ ︷︷ ︸
∈S
) = sρ(x).
Beweis. von Theorem 3.2.22. Der Beweis ist in zwei Teilschritten aufgeteilt. Im ersten
Schritt wird das Theorem fu¨r einen endlichen Ko¨rper k bewiesen. Fu¨r einen endlichen
Ko¨rper ist der Beweis relativ leicht. Insbesondere spielen hier die Vorbereitungen (Satz
u¨ber die generische Freiheit, Jacobsonringe und treuflache Algebren) keine Rolle. Im
zweiten Schritt ist der Ko¨rper k beliebig. Dort wird augenutzt, dass die Aussage des
Theorems zur Lo¨sbarkeit gewisser linearer Gleichungssysteme u¨ber k a¨quivalent ist. Der
Beweis geht davon aus, dass eines dieser Systeme nicht lo¨sbar ist und fu¨hrt dies zum
Widerspruch. Dabei la¨sst sich der Ko¨rper k durch eine endlich erzeugte Z-Algebra A
ersetzen, so dass die Lo¨sbarkeit u¨ber A a¨quivalent zur Lo¨sbarkeit u¨ber k ist. Diese Alge-
bra A ist ein Jacobsonring. Im Falle, dass dieses System nicht lo¨sbar ist, kann man A so
wa¨hlen, dass es fu¨r jedes maximale Ideal m u¨ber A/m nicht lo¨sbar ist. Da A eine endlich
erzeugte Z-Algebra ist, la¨sst sich mit Hilfe des Satzes u¨ber die generische Freiheit das
gesamte Setup auf endliches k zuru¨ckfu¨hren.
Sei f1, . . . , fs ein homogenes Parametersystem von S. Zu zeigen ist: f1, . . . , fs ist ein
S-regula¨re Folge, d.h. falls
gfr+1 = g1f1 + . . .+ grfr (3.2)
fu¨r ein 0 ≤ r ≤ s − 1 und g, g1, . . . , gr ∈ S gilt, so ist g schon in dem von f1, . . . , fr
erzeugten Ideal in S. Die g, g1, . . . , gr ko¨nnen als homogen vorausgesetzt werden, da
S graduierte Unteralgebra ist. Ferner genu¨gt es wegen g ∈ S und der Voraussetzung
IR ∩ S = I zu zeigen, dass g in dem von f1, . . . , fr erzeugten Ideal in R liegt.
1. Schritt
Der Beweis fu¨r endlichen Ko¨rper k folgt hauptsa¨chlich aus den folgenden drei leichten
Voru¨berlegungen.
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Lemma 3.2.26. Sei R = k[X1, . . . , Xn] ein Polynomring. Dann gilt
1. Xk11 , . . . , X
kn
n ist regula¨re Folge fu¨r alle ki ∈ N>0.
2. Ist F ein freier R-Modul, so ist Xk11 , . . . , X
kn
n auch F -regula¨re Folge.
Beweis. Der zweite Teil folgt direkt aus dem ersten Teil, da hier alles komponentenweise
betrachtet werden kann. R hat die Cohen-Macaulay-Eigenschaft, denn d(R) = n und
X1, . . . , Xn ist eine regula¨re Folge. Da
dimk k[X1, . . . , Xn]/(X
k1
1 , . . . , X
kn
n ) <∞
gilt, ist Xk11 , . . . , X
kn
n ein homogenes Parametersystem von R. Nach Satz 3.1.34 bilden
die Xkii damit eine regula¨re Folge.
Proposition 3.2.27. Ist R ein Integrita¨tsring und M ein endlich erzeugter R-Modul,
so existiert ein freier R-Untermodul F ⊆M und ein c ∈ R− {0} mit cM ⊆ F .
Beweis. Sei Q = Quot(R) der Quotientenko¨rper von R. Hier ist M ⊗R Q endlichdi-
mensionaler Q-Vektorraum. Sei m1 ⊗ 1, . . . ,mr ⊗ 1 eine Q-Basis von M ⊗R Q. Dann ist
F :=
∑
iRmi ⊂M ein freier R-Modul. Da Lokalisieren exakt ist, folgt mit S = R−{0}
und 0→ F →M →M/F → 0, dass
0→ S−1F → S−1M → S−1(M/F )→ 0
exakt ist. Da die ersten beiden Terme die gleiche Q-Dimension haben, gilt S−1(M/F ) =
0. Da M/F endlich erzeugter R-Modul ist gibt es ein c ∈ S mit c(M/F ) = 0, also
cM ⊆ F .
Bemerkung 3.2.28. Sei k ein endlicher Ko¨rper, p = char(k) und q = pe fu¨r ein
e ∈ N>0. Ferner sei
M := {Monome µ = Xµ11 · · ·Xµnn ∈ k[X1, . . . , Xn] | µi < q fu¨r i = 1, . . . , n}
Dann la¨sst sich jedes h ∈ k[X1, . . . , Xn] eindeutig als
h =
∑
µ∈M
(hµ)
qµ mit hµ ∈ k[X1, . . . , Xn]
schreiben.
Beispiel 3.2.29. k = Z/5Z, e = 1. Dann gilt
h = 2X71X
3
2X
5
3 + 3X
10
1 X3 = (2X1X3)
5X21X
3
2 + (3X
2
1 )
5X3.
57
3 Die Cohen-Macaulay Eigenschaft
Beweis. [von 3.2.22 fu¨r endliche Ko¨rper] Wende Proposition 3.2.27 auf M = S und
R = k[f1, . . . , fs] an und erhalte einen freien k[f1, . . . , fs]-Untermodul von S und ein
c ∈ k[f1, . . . , fs]− {0} mit cS ⊆ F . Wa¨hle q = pe so groß, dass c =
∑
µ∈M c
q
µµ sich mit
Koeffizienten cµ ∈ k schreiben la¨sst, z.B. q > grad(c) · n. Aus der Gleichung
gfr+1 = g1f1 + . . .+ grfr mit g, gi ∈ S homogen (3.3)
folgt durch Potenzieren hoch q und Multiplikation mit c:
f qr+1 (cg
q)︸︷︷︸
∈F
=
r∑
i=1
f qi (cg
q
i )︸︷︷︸
∈F
. (3.4)
Hier ist f q1 , . . . , f
q
r+1 nach Lemma 3.2.26 eine F -regula¨re Folge, also existieren hi ∈ F
und hiµ ∈ R = k[X1, . . . , Xn], so dass folgende Gleichungen erfu¨llt sind:
∑
µ∈M
(cµg)
qµ = cgq =
r∑
i=1
f qi hi
=
r∑
i=1
f qi
∑
µ∈M
(hiµ)
qµ
=
∑
µ∈M
r∑
i=1
f qi (hiµ)
qµ
=
∑
µ∈M
(
r∑
i=1
fihiµ
)q
µ
=
∑
µ∈M
(hµ)
qµ,
wobei hµ =
∑r
i=1 fihiµ ∈ (f1, . . . , fr)R gilt. Da c 6= 0 ist, ist ein cµ 6= 0. Koeffizien-
tenvergleich liefert fu¨r ein cµ ∈ k − {0}, dass cµg = hµ ∈ (f1, . . . , fr)R und damit
g ∈ (f1, . . . , fr)R.
2. Schritt
Die Gu¨ltigkeit des Theorems ist a¨quivalent zur Lo¨sbarkeit eines linearen Gleichungssys-
tems u¨ber k. Betrachte dazu das folgende Beispiel.
Beispiel 3.2.30. g = 4X2Y 2, f1 = 3X + 2Y , f2 = 7X
2 + 5Y 2. Sei I das von f1 und
f2 erzeugte Ideal in k[X, Y ]. Falls g ∈ I liegt, so liegt es im k-Vektorraum, der von
f1X
3, f1X
2Y, f1XY
2, f1Y
3, f2X
2, f2XY, f2Y
2 erzeugt wird. Dies entspricht dem Glei-
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chungssystem

f1X
3 f1X
2Y f1XY
2 f1Y
3 f2X
2 f2XY f2Y
2
X4 3 0 0 0 7 0 0
X3Y 2 3 0 0 0 7 0
X2Y 2 0 2 3 0 5 0 7
XY 3 0 0 2 3 0 5 0
Y 4 0 0 0 2 0 0 5


v1
v2
v3
v4
v5
v6
v7

=

0
0
4
0
0

Die Koeffizienten des Gleichungssystems liegen in einer endlich erzeugten Z-Algebra
(im Beispiel sogar in Z). Die Lo¨sbarkeit des Gleichungssystem ist schon u¨ber einer endlich
erzeugten Z-Algebra entscheidbar, da sich alle Voraussetzungen auch u¨ber einer endlich
erzeugten Z-Algebra A ausdru¨cken lassen. Dazu werden zuna¨chst die Koeffizienten von
g, den gi und den fi beno¨tigt, um (3.2) auszudru¨cken. Ferner ist S als k[f1, . . . , fs]-Modul
endlich erzeugt. Seien r1, . . . , rm ∈ S Erzeuger dieses Moduls. Die Koeffizienten dieser
Erzeuger werden ebenfalls zu A hinzugefu¨gt. Gesucht ist eine endlich erzeugte Z-Algebra
A, so dass fu¨r
1. R = A[X1, . . . , Xn],
2. B = A[f1, . . . , fm],
3. S = B[r1, . . . , rm] ⊂ S
die folgenden Eigenschaften erfu¨llt sind.
1. B ⊂ R, d.h. f1, . . . , fs ∈ R,
2. S ⊂ R, d.h. r1, . . . , rm ∈ R,
3. S = Br1 + . . . Brm , d.h. fu¨r rirj =
∑m
u=1 piju(f1, . . . , fs)ru ist piju(f1, . . . , fs) ∈ B,
4. g0, . . . , gs ∈ R,
5. g0, . . . , gs ∈ S, d.h. gi =
∑m
u=1 qiu(f1, . . . , fs)ru
Bezeichne im Folgenden g0 := g. Um obiges zu erfu¨llen werden die Koeffizienten der
folgenden Polynome beno¨tigt.
1. f1, . . . , fs ∈ k[X1, . . . , Xn],
2. r1, . . . , rm ∈ k[X1, . . . , Xn],
3. piju ∈ k[Y1, . . . , Ys] fu¨r i, j, u ∈ {1, . . . ,m},
4. g0, . . . , gs ∈ k[X1, . . . , Xn],
5. qiu ∈ k[Y1, . . . , Ys], fu¨r i, u ∈ {1, . . . ,m}.
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Dies ist offensichtlich mo¨glich. Es ergibt sich damit eine endlich erzeugte Z-Algebra A,
u¨ber der die Lo¨sbarkeit des zur Bedingung g ∈ (f1, . . . , fr)R a¨quivalenten Gleichungs-
systems entscheidbar ist. Freilich ist g nur durch die Gleichung (3.2) gegeben, dessen
Koeffizienten auch in A liegen. Falls das Gleichungssystem lo¨sbar ist, so liegt die Lo¨sung
mo¨glicherweise nicht in A, sondern in Quot(A). In diesem Falle fu¨ge die endlich vielen
Bru¨che zu A hinzu, die fu¨r die Lo¨sung no¨tig wa¨ren. Angenommen, das Gleichungssystem
ist auch u¨ber Quot(A) nicht lo¨sbar. Das Gleichungssytem hat die Form Mv = b. Wobei
M eine Matrix, b ein Spaltenvektor und v die gesuchte Gro¨ße ist. Ist das Gleichungssys-
tem nicht lo¨sbar, so gilt rg(M, b) = rg(M)+1 (hier bezeichtnetM, b die Matrix, die durch
Anha¨ngen des Spaltenvektors b and M entsteht). Also verschwindet ein (k+ 1)× (k+ 1)
Minor d von (M, b) nicht. Fu¨ge d−1 zu A hinzu. Damit liegt d in keinem maximalen Ideal
m von A, das heißt das Gleichungssystem ist auch fu¨r alle maximalen Ideale m von A
nicht lo¨sbar u¨ber A/m.
Hier soll modulo eines maximalen Ideals m von A reduziert werden, so dass die obigen
Forderungen erhalten bleiben. Das kann bei der Inklusion B/mB → R/mR Probleme
bereiten, da die Injektivita¨t nicht gesichert ist. Dieses Problem kann durch die richtige
Wahl des maximalen Ideals umgangen werden. Diese Wahl erfolgt u¨ber ein maximales
Ideal n von B. Da B Jacobsonring ist, ist nach Theorem 3.2.16 m := A ∩ n maximales
Ideal von A. Nach dem Satz u¨ber die generische Freiheit gibt es ein 0 6= t ∈ B, so dass
Rt ein freier Bt-Modul ist. Insbesondere ist dann die Abbildung
(B/mB)t = (B/mB)t ⊗Bt Bt ↪→ (B/mB)t ⊗Bt Rt = (R/mR)t
nach Lemma 3.2.10 injektiv. Wa¨hle das maximale Ideal n von B so, dass t /∈ n ist. Dann
ist die Abbildung B/mB → (B/mB)t injektiv, da B Polynomring u¨ber A und somit
mB Primideal ist. n kann so gewa¨hlt werden, da B Jacobsonring (und Integrita¨tsring)
ist und daher
Schnitt u¨ber alle maximalen Ideale von B = J(B) =
√
B = 0.
Insgesamt gilt
B/mB R/mR
	
(B/mB)t (R/mR)t
λ
und damit ist λ injektiv. Betrachte nun alle Objekte modulo m. Damit sind die For-
derungen 1,3,4 und 5 erfu¨llt. Forderung 2 ist auch erfu¨llt, da die ri ∈ R/mR liegen.
Nach Korollar 3.2.17 ist A/mA endlicher Ko¨rper. Damit gilt die Behauptung fu¨r einen
endlichen Ko¨rper nicht. Das kann aber nach dem 1. Teil nicht sein.
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3.3 Eine obere Schranke fu¨r den Grad der Relationen
In diesem Abschnitt wird das Resultat von Harm Derksen [Der04] behandelt, mit dem
eine obere Schranke fu¨r den Grad der no¨tigen Relationen von Cnd hergeleitet wird.
Im Beweis von Derksen wird an einer Stelle die Koszulauflo¨sung benutzt, welche im
folgenden betrachtet wird.
3.3.1 Koszul-Komplex
Die Ausfu¨hrungen richten sich nach dem Buch [Wei94], wobei die Beweise hier etwas
genauer ausgefu¨hrt werden.
Definition 3.3.1. Sei R ein Ring mit 1. Ferner seien P∗ und Q∗ Komplexe von R-
Moduln mit Differentialen d bzw. d′. Betrachte den Doppelkomplex P⊗Q := {Pp⊗Qq}p,q
mit den folgenden Abbildungen:
d⊗ 1 : Pp ⊗Qq → Pp−1 ⊗Qq
und
(−1)p ⊗ d′ : Pp ⊗Qq → Pp ⊗Qq−1
Der totale Kettenkomplex ist gegeben durch
Tot⊕(P ⊗Q) := {
∑
p+q=n
Pp ⊗Qq}
mit den natu¨rlichen Differentialen, die sich aus dem Quadratmuster ergeben.
Definition 3.3.2. Sei x ∈ R gegeben. Dann sei K(x) der folgende Komplex
K(x) : 0→ R x→ R→ 0,
wobei das erste R in Grad 1 liegt. Fu¨r eine endliche Folge x = (x1, . . . , xn) zentraler
Elemente von R setze
K(x) := Tot⊕(K(x1)⊗R K(x2)⊗R · · · ⊗R K(xn))
Beispiel 3.3.3. Sei R = k[x, y], x = (x, y). Dann ist
K(x) : 0 R R2 R 0
(−y
x
)
(x, y)
Das folgende Lemma soll hier bewiesen werden.
Lemma 3.3.4 (Koszulauflo¨sung). Falls x = (x1, . . . , xn) eine regula¨re Folge zentraler
Elemente in R ist, so ist K(x) eine freie Auflo¨sung von R/I mit I = (x1, . . . , xn)R. Die
freie Auflo¨sung hat die folgende Gestalt:
0→ Λn(Rn) δ→ · · · δ→ Λ2(Rn) δ→ Rn x→ R→ R/I → 0
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Hierbei ist das Differential δ gegeben durch
ei1 ∧ ei2 ∧ . . . ∧ eip 7→
p∑
k=1
(−1)k+1xik ei1 ∧ . . . ∧ êik ∧ . . . eip .
Die Komplexeigenschaft la¨sst sich direkt nachrechnen. Die Pru¨fung der Exaktheit wird
den Rest dieses Abschnittes beanspruchen. Dazu wird in Lemma 3.3.8 die Homologie
dieses Komplexes berechnet, was mit der Ku¨nneth-Formel fu¨r Koszul-Komplexe gelingt.
Die folgende Definition dient hauptsa¨chlich zur Verku¨rzung der Notation.
Definition 3.3.5. Fu¨r einen R-Modul M und eine zentrale, regula¨re M-Sequenz x setze
Hq(x,M) := Hq(K(x)⊗RM).
Fu¨r ein zentrales, regula¨res Element x ∈ R setzte x = (x) und
Hq(x,M) := Hq(x,M).
Die folgende Bemerkung ist der Dreh- und Angelpunkt im Beweis der Ku¨nneth-Formel.
Bemerkung 3.3.6. Ist
· · · → A→ B → C → D → E → · · ·
eine lange exakte Sequenz von R-Moduln, so ist
0→ B/Im (A)→ C → Im (C)→ 0
ebenfalls exakt.
Lemma 3.3.7 (Ku¨nneth-Formel fu¨r Koszul-Komplexe). Sei C = C∗ ein Kettenkomplex
von R-Moduln und x ∈ R. Dann existiert die folgende exakte Sequenz:
0→ H0(x,Hq(C))→ Hq(K(x)⊗ C)→ H1(x,Hq−1(C))→ 0.
Beweis. Es genu¨gt die Bemerkung auf eine geeignete exakte Sequenz anzuwenden. Diese
ist gegeben durch
· · · → Hq(C) ·x→ Hq(C)→ Hq(K(x)⊗ C)→ Hq−1(C) ·x→ Hq−1(C)→ · · · (3.5)
Folgendes ist zu pru¨fen:
1. Hq(C)/Im (·x) = H0(x,Hq(C)).
2. Im (Hq(K(x)⊗ C)) = H1(x,Hq−1(C)).
3. Die Sequenz ist exakt.
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Fu¨r die ersten beiden Punkte betrachte den Komplex K(x)⊗Hq(C), d.h.
0→ Hq(C) ·x→ Hq(C)→ 0
Hier gilt offensichtlich
H0(K(x)⊗Hq(C)) = Hq(C)/Im (·x),
und mit dem gleichen Komplex fu¨r q − 1 folgt
H1(K(x)⊗Hq−1(C)) = ker (·x) = Im (Hq(K(x)⊗ C)),
wobei die letzte Gleichung aus der exakten Sequenz 3.5 folgt.
Betrachte R als Komplex konzentriert in Grad 0. Damit erha¨lt man die exakte Se-
quenz von Komplexen:
0 R K(x) R[−1] 0
0 0
0 R R
R R 0
0 0
id
·x
id
Durch Tensorieren mit C erha¨lt man eine exakte Sequenz von Komplexen der Form:
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0 C K(x)⊗R C C[−1] 0
...
...
...
Cq Cq ⊕ Cq−1 Cq−1
Cq−1 Cq−1 ⊕ Cq−2 Cq−2
...
...
...
piι
−dq−1dq
(
d x
0 −d
)
ι pi
Da diese Sequenz exakt ist, folgt die Existenz der langen exakte Homologiesequenz:
· · · → Hq−1(C[−1]) ∂→ Hq(C)→ Hq(K(x)⊗ C)→ Hq(C[−1]) ∂→ Hq−1(C)→ · · ·
Hier gilt Hq−1(C[−1]) = Hq(C) und Hq(C[−1]) = Hq−1(C). Die Verbindungsabbildung
∂ ist die Multiplikation mit x. Dies folgt aus dem Schlangenlemma:
Hq(C) Hq(k(x)⊗ C) Hq(C[−1])
Cq/d(Cq+1) Cq ⊕ Cq−1/d(Cq+1 ⊕ Cq) Cq−1/d(Cq) 0
0 ker dq−1 ker ker dq−2
Hq−1(C) Hq−1(K(x)⊗ C) Hq−1(C[−1])
τ pi
(
d x
0 −d
)
τ pi
Dabei ist ∂ die von rechts oben nach links unten induzierte Abbildung, d.h.
Hq(C[−1]) 3 c 7→ c 7→ (0, c) 7→ (xc,−d(c)) 7→ xc 7→ xc.
Korollar 3.3.8 (Azyklizita¨t). Falls x eine zentrale, regula¨re Sequenz eines R-Moduls
M ist, so ist
Hq(x,M) =
{
M/xM falls q = 0
0 sonst
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Beweis. Per Induktion: Da x ein Nichtnullteiler auf M ist, gilt die Behauptung fu¨r n = 1,
denn
K(x)⊗M : 0 −→M ·x−→M −→ 0.
Sei nun n > 1 und y = (x1, . . . , xn−1), x := xn, sowie C := K(y)⊗R M . Nach Indukti-
onsvoraussetzung gilt
Hq(C) =
{
M/yM falls q = 0
0 sonst
Betrachte die kurze exakte Sequenz in der Ku¨nneth-Formel zuna¨chst fu¨r q = 0:
0→ H0(x,H0(C))→ H0(K(x)⊗ C)→ H1(x,H−1(C))︸ ︷︷ ︸
=0
→ 0.
d.h.
H0(K(x),M) = H0(K(x)⊗K(y)⊗M)
= H0(K(x)⊗ C)
= H0(x,H0(C))
= H0(x,M/yM)
und K(x)⊗M/yM ist ja gerade
0→M/yM x→M/yM → 0, (3.6)
und da x kein Nullteiler auf M/yM ist (Regularita¨t), ist H0(x,M/yM) = M/xM . Fu¨r
q 6= 0 ergibt die Ku¨nneth-Formel
0→ H0(x,Hq(C))︸ ︷︷ ︸
=0
→ Hq(K(x)⊗ C)→ H1(x,Hq−1(C))→ 0,
und der rechte Term verschwindet auch fu¨r q 6= 1. Fu¨r q = 1 gilt
H1(K(x)⊗M) = H1(x,M/yM) = 0
nach (3.6), da x kein Nullteiler von M/yM ist.
Beweis. [von Lemma 3.3.4] Aus Korollar 3.3.8 folgt, dass
K(x)→ R/I → 0
exakt ist. Es bleibt also lediglich zu zeigen, dass die Auflo¨sung die gewu¨nschte Form hat.
Betrachte
K(x) : 0→ Rx x→ R→ 0
wobei Rx := R und ex := 1 ∈ Rx bezeichne. Dann ist klar, dass
Kp(x) :=
⊕
i1<i2<···<ip
Rxi1 ⊗R Rxi2 ⊗R · · · ⊗R Rxip ⊗R R⊗R · · · ⊗R R︸ ︷︷ ︸
n−p mal
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ist. Damit bilden die
ei1 ∧ · · · ∧ eip := ei1 ⊗ · · · eip ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n−p mal
(i1 < i2 < · · · < ip)
eine Basis von Kp(x). Das Differential wird per Induktion u¨ber n berechnet. Fu¨r n = 1
ist das klar. Fu¨r n > 1 seien y = (x1, . . . , xn−1), x := xn. Dann ist
Kp(x) = Kp−1(y)⊗R Rx ⊕Kp(y)⊗R R
und das entspricht gerade dem Differential, denn fu¨r (i1 < · · · < ip < n) gilt die Be-
hauptung nach Induktionsvorraussetzung, und falls ip = n ist, so gilt
ei1 ∧ · · · ∧ en 7→ δ(ei1 ∧ · · · ∧ eip−1) ∧ en + (−1)p+1x ei1 ∧ · · · ∧ eip−1
Korollar 3.3.9 ([Eis05]2.6). Fu¨r R = k[x1, . . . xn] ist die Koszul Auflo¨sung eine freie
Auflo¨sung von k (sie ist sogar minimal).
Korollar 3.3.10. Sei deg(xi) = di und sei d1 ≥ d2 . . . ≥ 0. Dann erha¨lt man eine
graduierte minimale Koszul-Auflo¨sung von k als R-Modul. Insbesondere gilt
deg(TorRi (k, k)) = d1 + . . .+ di
3.3.2 Resultat von Derksen
Das folgende Theorem stammt von Harm Derksen [Der04]. Das Theorem gibt eine obere
Schranke fu¨r die Grade der Erzeuger der Syzygien eines endlich erzeugten k[x1, . . . , xn]-
Moduls. Im Theorem ergibt sich eine Verbindung zwischen dem Tor-Funktor und der
freien (graduierten) minimalen Auflo¨sung. Dieser Zusammenhang wird hier kurz vor dem
eigentlichen Beweis von Derksen behandelt.
Theorem 3.3.11. Sei R = k[x1, . . . , xn] ein graduierter Polynomring mit deg(xi) = di
und sei d1 ≥ d2 ≥ . . . ≥ dn > 0. Sei ferner M ein endlich erzeugter graduierter Cohen-
Macaulay R-Modul und
0→ Fk → Fk−1 → . . .→ F1 → F0 →M → 0
die minimale (graduierte) freie Auflo¨sung von M als R-Modul. Dann ist
Fi ∼= TorRi (M,k)⊗k R
und es gilt
deg(TorRi (M,k)) ≤ d1 + d2 + . . . ds+i + a(M)
wobei s die Krulldimension von M ist, und a(M) ist der Grad der Hilbertreihe von M ,
definiert als Za¨hlergrad minus Nennergrad.
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Beweis. Betrachte zuna¨chst den Zusammenhang zwischen der freien graduierten Auf-
lo¨sung und dem Tor-Funktor. Fi ist ein freier graduierter R-Modul, hat also die Form
Fi =
⊕
j
R[−ai,j], mit ai,j ∈ N.
Der Ko¨rper k ist ein R-Modul via f.λ := f(0) ·λ. Hier ist TorRi (M,k) die i-te Homologie
von F.⊗R k. Fu¨r ein festes i erha¨lt man
Fi ⊗R k =
⊕
j
k[−ai,j].
Betrachte nun das urspru¨ngliche Differential δ der freien Auflo¨sung. Das Bild eines Er-
zeugers entha¨lt in keiner Komponente ein skalares Vielfaches eines Erzeugers, da sonst
die Auflo¨sung nicht minimal wa¨re. Da δ graduierte Abbildung ist, und alle di > 0 sind,
ist δ in jeder Komponente ein Polynom mit konstanten Term 0. Insbesondere ist damit
δ ⊗R k = 0. Also ist TorSi (M,k) =
⊕
j k[−ai,j] und damit:
TorSi (M,k)⊗k R =
⊕
j
R[−ai,j] = Fi
Zum eigentlichen Beweis von Derksen: Beweise die Behauptung per Induktion u¨ber die
Krull Dimension s = d(M). Fu¨r s = 0 ist M noethersch und zusa¨tzlich artinsch nach
[Eis95] (9.1). Insbesondere hat M endliche La¨nge und ist damit endlichdimensionaler k-
Vektorraum. Beweise nun diesen Fall durch Induktion u¨ber dimk(M). Die Behauptung
ist trivial falls M die La¨nge 0 hat, denn dann ist M = 0. Sei nun M 6= 0. Dann ist
a := a(M) der maximale Grad, der in M auftaucht. Der a-Anteil Ma von M ist ein
Untermodul von M . Es ergibt sich eine exakte Sequenz von R-Moduln.
0→Ma →M →M/Ma → 0. (3.7)
Da dimk(M/Ma) < dimk(M) ist und a(M/Ma) < a ist liefert die Induktion
deg(TorRi (M/Ma, k)) ≤ d1 + . . . di + a− 1.
Außerdem ist der Untermodul Ma ∼= km[−a]. Die Koszul Auflo¨sung liefert
deg(TorRi (k, k)) = d1 + . . .+ di
und somit gilt
deg(TorRi (Ma, k)) = d1 + . . .+ di + a. (3.8)
Aus der exakten Sequenz 3.7 ergibt sich die lange exakte Sequenz
· · · → TorRi (Ma, k)→ TorRi (M,k)→ TorRi (M/Ma, k)→ · · · , (3.9)
und die Abbildungen bleiben graduierte. Fu¨r ein Element in der Mitte mit maximalen
Grad, welches im Kern des Differentials liegt, wirkt die letzte Gleichung 3.9. Andernfalls
liegt es im Bild, ist also durch 3.8 beschra¨nkt. Zusammen folgt:
deg(TorRi (M,k)) ≤ d1 + . . .+ di + a.
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Sei nun s > 0. Der Modul M hat die Cohen-Macaulay-Eigenschaft, das heißt es existiert
ein homogenes regula¨res p ∈ R mit deg(e) > 0, so dass M/pM ebenfalls Cohen-Macaulay
ist ([BH93] 2.1.3). Insbesondere gilt
H(M/pM, t) = (1− te)H(M, t),
und somit a(M/pM) = a(M) + e. Die Sequenz
0→M [−e]→M →M/pM → 0
ist exakt, da p wegen der Nichtnullteilereigenschaft eine Verschiebung um Grad e her-
vorruft. Die zugeho¨rige lange exakte Sequenz
· · · → TorRi+1(M/pM, k)→ TorRi (M,k)[−e]→ TorRi (M,k)→ · · ·
ist damit wieder graduiert. Hier wird jedes Element maximalen Grades im mittleren
Term auf 0 abgebildet, liegt also im Bild von TorRi+1(M/pM, k). Insbesondere gilt
e+ deg(deg(TorRi (M,k)) = deg(Tor
R
i (M,k)[−e]) ≤ deg(TorRi+1(M/pM, k))
IV≤
≤ d1 + · · · d(s−1)+(i+1) + a(M/pM) = d1 + · · ·+ ds+i + a(M) + e
Subtrahiert man e auf beiden Seiten, so folgt
deg(TorRi (M,k)) ≤ d1 + d2 + . . . ds+i + a(M).
Theorem 3.3.12. [Kno89] Es gilt a(Cnd) ≤ − dim(Cnd).
Beispiel 3.3.13. Betrachte das Beispiel 1.0.1. Gesucht ist der Koordinatenring von
Im (ϕ). Erzeuger sind X, Y und Z, mit degX = 3, deg Y = 4 und degZ = 5. Die
Dimension einer Geraden ist offenbar 1. Da der A1 irreduzibel ist, ist auch Im (ϕ)
irreduzibel, und der Koordinatenring ist ein Integrita¨tsring. Damit ist jedes homogene
Element positiven Grades ein regula¨res Element. Insbesondere besitzt der Koordinaten-
ring die Cohen-Macaulay Eigenschaft und X ist ein von Null verschiedenes regula¨res
Element. Da die Abbildung des Kandidaten
C[X, Y, Z]/Ikand → C[Im (ϕ)]
surjektiv ist, ist der Grad der Hilbertreihe ≤ 2, denn
a(C[X, Y, Z]/(Ikand, X)) = a(C[Y, Z]/(Y 2, Y Z, Z2)) = 5
und somit ist a(C[Im (ϕ)]/ϕ(X)]) ≤ 5. Da X regula¨r auf C[Im (ϕ)] ist, gilt
a(C[Im (ϕ)]) = a(C[Im (ϕ)]/ϕ(X)])− 3.
Somit ist 5+4+2 = 11 eine obere Schranke fu¨r den Grad der notwendigen Relationen.
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Das Hauptergebnis in dieser Arbeit wurde durch einen Vergleich von Hilbertreihen er-
zielt. Die Berechnung einer solchen Hilbertreihe la¨sst sich durch Gro¨bnerbasen erzielen.
In diesem Kapitel werden kurz die wesentlichen Begriffe eingefu¨hrt und der Zusam-
menhang mit der Berechnung der Hilbertreihe erla¨utert. Dagegen wird hier auf den
Existenzbeweis von Gro¨bnerbasen verzichtet, da dieser, neben der zusa¨tzlichen Notati-
on, recht umfangreich ist. Diese la¨sst sich zum Beispiel in dem Buch [GP08] nachlesen,
auf dem auch diese kurze Zusammenfassung beruht. Dabei liefert das Buch auch gleich
das passende Programm “Singular“, mit dem diese Berechnungen durchgefu¨hrt werden
ko¨nnen.
Definition 4.0.14. Eine monomiale Ordnung ist eine totale Ordnung < auf der Menge
der Monome Monn = {xα | α ∈ Nn} in n Variablen, wobei die Ordnung bei Multiplika-
tion mit einem Monom erhalten bleibt, d.h.
xα < xβ ⇒ xγxα < xγxβ fu¨r alle α, β, γ ∈ Nn.
Definition 4.0.15. Sei < eine monomiale Ordnung. Fu¨r ein Polynom f ist LM(f) das
gro¨ßte Monom, dass in f bzgl. < vorkommt, LT (f) bezeichne den Leitterm von f , d.h.
das Leitmonom inklusive Koeffizienten. Fu¨r eine Menge M bezeichnet L(M) das von
allen Leitmonomen erzeugte Ideal, d.h.
L(M) = 〈{LM(f) | f ∈M}〉
Definition 4.0.16. Eine globale Ordnung ist eine monomiale Ordnung, die 1 < xα fu¨r
alle α 6= (0, . . . , 0) erfu¨llt.
Bemerkung 4.0.17. Eine globalen Ordnung ist eine Wohlordnung, d.h. jede nichtleere
Menge hat ein kleinstes Element. Dies la¨sst sich in [GP08, Lemma 1.2.5] nachlesen.
Definition 4.0.18. Sei I ein Ideal in R = k[X1, . . . , Xn] und < eine globale Ordnung
auf den Monomen in R. Eine endliche Menge G ⊂ R heißt Gro¨bnerbasis von I, falls
G ⊆ I, and L(I) = L(G).
Eine Gro¨bnerbasis wird minimal genannt, wenn LM(g) - LM(f) fu¨r alle f, g ∈ G gilt.
Theorem 4.0.19. Sei I ein Ideal in R = k[X1, . . . , Xn] und < eine globale Ordnung auf
den Monomen in R. Dann existiert eine Gro¨bner-Basis G von I.
69
4 Gro¨bnerbasen
Bemerkung 4.0.20. Sei I ein Ideal im Polynomring R = k[X1, . . . , Xn] und f ∈ R
ein Polynom. Ferner sei G eine Gro¨bnerbasis von I. Wird nun das Leitmonom von f
von keinem Leitmonom der endlich vielen Erzeuger von G geteilt, so ist f /∈ I. Diese
Entscheidung ist fu¨r Monome offenbar einfach. Gilt andererseits nun LM(g)|LM(f),
also LM(g)xγ = LM(f), so hat das Leitmonom von
f1 = f − αf
αg
xγg
kleinere Ordnung als das Leitmonom von f , wobei αf und αg die Leitkoeffizienten von
f und g seien. Hier geht ein, dass die Ordnung unter Multiplikation mit Monomen
beibehalten wird. Durch diese Reduktion erha¨lt man eine Menge von Polynomen
{f, f1, f2, . . .}
deren Leitmonome absteigend bezu¨glich der globalen Ordnung sind. Da < eine Wohlord-
nung ist, hat die Menge dieser Leitmonome ein kleinstes Element. Ist dieses gleich 0,
so war f im Ideal, denn in jedem Schritt wird ja nur um Elemente des Ideals reduziert.
Ansonsten ist f wegen der Gro¨bnerbasiseigenschaft nicht in I enthalten.
Bemerkung 4.0.21. Der in der vorangegangenen Bemerkung beschriebene Algorithmus
ist der Buchbergeralgorithmus zur Bestimmung einer Normalform.
Wie berechnet man nun eine Gro¨bnerbasis eines homogenen Ideals? Fu¨r monomia-
le Ideale wurde dies schon in den Betrachtungen nach Lemma 3.1.14 untersucht. Der
na¨chste Satz (ohne Beweis) liefert eine Mo¨glichkeit dieses Verfahren mit Hilfe einer
Gro¨bnerbasis auf homogene Ideale auszudehnen.
Theorem 4.0.22 ([GP08] 5.2.6). Sei < eine monomiale Ordnung auf dem Polynomring
R = k[X1, . . . , Xn] und I ein homogenes Ideal von R. Dann gilt
H(R/I, T ) = H(R/L(I), T ).
Bestimme nun eine Gro¨bnerbasis G von I. Per Definition gilt L(I) = L(G). Da G
endliche Menge ist, ist auch L(G) endlich und monomial. Mit dem Algorithmus zur
Bestimmung der Hilbertreihe von monomialen Idealen ergibt sich ein Algorithmus zur
Bestimmung der Hilbertreihe von homogenen Idealen.
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Die Dimension des Invariantenrings ist in allen Fa¨llen bekannt.
Lemma 5.0.23 ([Dre07]). Fu¨r d > 1 ist die Krulldimension von Cnd
d(Cnd) = (d− 1)n2 + 1.
5.1 Fall: n=1
Fu¨r 1× 1 Matrizen gilt tr(xi) = xi. Insbesondere ist also
C1d = C[x1, . . . , xd]
und x1, . . . , xd sind algebraisch unabha¨ngig.
5.2 Fall: d=1
Nach dem 1. Fundamentatheorem wird Cn1 durch Spuren der Form tr(X
i) erzeugt.
Da tr(Xn+1) nach dem Theorem von Caley-Hamilton durch Spuren kleineren Grades
dargestellt werden kann, ist
Cn1 = C[tr(X), . . . , tr(Xn)].
Falls eine Relation zwischen diesen Erzeugern besteht, la¨sst sich diese schon auf der
generischen Diagonalmatrix X bestimmen, da die diagonalisierbaren Matrizen dicht in
Mn liegen. In diesem Falle folgt
tr(X i) = xi11 + . . .+ x
i
nn
und diese Polynome sind algebraisch unabha¨ngig.
5.3 Fall: n=2
Der 2× 2 Fall wurde von Drensky [Dre03] vollsta¨ndig gelo¨st.
Theorem 5.3.1. Seien X1, . . . , Xd generische 2 × 2 Matrizen und seien y1, . . . , yd ge-
nerische spurlose 2× 2 Matrizen u¨ber C.
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(i) Die Algebra C2d wird erzeugt durch
tr(Xi), tr(yiyk), tr(s3(yj1 , yj2 , yj3)),
mit 1 ≤ i, k ≤ d, 1 ≤ j1 < j2 < j3 ≤ d. Dabei ist
s3(y1, y2, y3) :=
∑
σ∈S3
sgn(σ)yσ(1)yσ(2)yσ(3)
das Standardpolynom vom Grad 3.
(ii) Die definierenden Relationen von C2d bezu¨glich der obigen Erzeuger sind
tr(s3(yi1 , yi2 , yi3))tr(s3(yj1 , yj2 , yj3))+
+18
∣∣∣∣∣∣
tr(yi1yj1) tr(yi1yj2) tr(yi1yj3)
tr(yi2yj1) tr(yi2yj2) tr(yi2yj3)
tr(yi3yj1) tr(yi3yj2) tr(yi3yj3)
∣∣∣∣∣∣ = 0
und
3∑
k=0
(−1)ktr(yi, ypk)tr(s3(yp0 , . . . , ŷpk , . . . , yp3)) = 0,
mit
1 ≤ i1 < i2 < i3 ≤ d, 1 ≤ i ≤ d,
1 ≤ j1 < j2 < j3 ≤ d, 1 ≤ p0 < p1 < p2 < p3 ≤ d.
ŷpk bedeutet, dass die Variable ypk in diesem Falle weggelassen wird.
Bemerkung 5.3.2. In diesem Fall liegen die Relationen in Grad 5 und 6. Diese sind
nur abha¨ngig von den spurlosen Matrizen yi. Wir ko¨nnen die Ho¨chstgewichtsvektoren in
diesem Fall angeben. Der Ho¨chstgewichtsvektor zum Gewicht (2, 1, 1, 1) ist gegeben durch
i = 1, p1 = 1, p2 = 2, p3 = 3, p4 = 4. Der Ho¨chstgewichtsvektor zum Gewicht (2, 2, 2) ist
gegeben durch i1 = j1 = 1, i2 = j2 = 2, i3 = j3 = 3. Insbesondere gibt es keine Relationen
fu¨r den Fall d = 2.
5.4 Fall: n=3,d=2
Das folgende Ergebnis stammt von Helmer Aslaksen, Vesselin Drensky und Lilia Sadikova
[ADS06]. Hier sind X, Y zwei generische 3 × 3 Matrizen und x, y sind zwei generische
spurlose 3× 3 Matrizen.
Theorem 5.4.1. Die Algebra der Invarianten C32 von zwei 3 × 3 Matrizen hat die
folgende Darstellung. Sie wird erzeugt von
tr(X), tr(Y ), tr(x2), tr(xy), tr(y2)
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tr(x3), tr(x2y), tr(xy2), tr(y3), v, w
mit der definierenden Relation
w2 −
(
1
27
w1 − 2
9
w2 +
4
15
w′3 +
1
90
w′′3 +
1
3
w4 − 2
3
w5 − 1
3
w6 − 4
27
w7
)
= 0.
Dabei sind die in der Relation vorkommenden Variablen wie folgt gegeben:
v := tr(x2y2)− tr(xyxy),
w := tr(x2y2xy)− tr(y2x2yx),
u :=
∣∣∣∣tr(x2) tr(xy)tr(xy) tr(y2)
∣∣∣∣ ,
w1 = u
3, w2 = u
2v, w4 = uv
2, w7 = v
3,
w5 = v
∣∣∣∣∣∣
tr(x2) tr(xy) tr(y2)
tr(x3) tr(x2y) tr(xy2)
tr(x2y) tr(xy2) tr(y3)
∣∣∣∣∣∣ ,
w6 =
∣∣∣∣ tr(x3) tr(xy2)tr(x2y) tr(y3)
∣∣∣∣2 − 4 ∣∣∣∣ tr(y3) tr(xy2)tr(xy2) tr(x2y)
∣∣∣∣ ∣∣∣∣ tr(x3) tr(x2y)tr(x2y) tr(xy2)
∣∣∣∣ ,
w′3 = u
∣∣∣∣∣∣
tr(x2) tr(xy) tr(y2)
tr(x3) tr(x2y) tr(xy2)
tr(x2y) tr(xy2) tr(y3)
∣∣∣∣∣∣ ,
w′′3 = 5[tr
3(y2)tr2(x3) + tr3(x2)tr2(y3)]
−30[tr2(y2)tr2(xy)tr(x2y)tr(x3) + tr2(x2)tr(xy)tr(y3)tr(xy2)]
+3{[4tr(y2)tr2(xy) + tr2(y2)tr(x2)][3tr2(x2y) + 2tr(xy2)tr(x3)]
+[4tr2(xy)tr(x2) + tr2(x2)tr(y2)][3tr2(xy2) + 2tr(x2y)tr(y3)]}
−2[2tr3(xy) + 3tr(x2)tr(xy)tr(y2)][9tr(xy2)tr(x2y) + tr(x3)tr(y3)].
5.5 Fall: n=3,d=3
Dieser Fall wurde schon in [Hog06] und auch in [BD08] betrachtet. Dabei wurde in beiden
Fa¨llen ein GL3-stabiles minimales Erzeugendensystem angegeben und einige Relationen
von Grad 7 und 8 bestimmt. Zuna¨chst wird hier das minimale Erzeugendensystem fest-
gelegt, auf dem alle weiteren Betrachtungen beruhen.
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Lemma 5.5.1. Die folgenden Elemente sind ein minimales Erzeugendensystem von C33.
Dabei sind diese nach ihren irreduziblen Komponenten aufgeschlu¨sselt.
W3(1):
(a) tr(X)
(b) tr(Y )
(c) tr(Z)
W3(2):
(1) tr(x2)
(2) tr(y2)
(3) tr(z2)
(4) tr(xy)
(5) tr(xz)
(6) tr(yz)
W3(1
3):
(17) tr(xyz)− tr(xzy)
W3(2, 1
2)
(24) tr(x2yz)− tr(x2zy)
(25) tr(y2xz)− tr(y2zx)
(26) tr(z2xy)− tr(z2yx)
W3(3):
(7) tr(x3)
(8) tr(y3)
(9) tr(z3)
(10) tr(x2y)
(11) tr(x2z)
(12) tr(y2x)
(13) tr(y2z)
(14) tr(z2x)
(15) tr(z2y)
(16) tr(xyz) + tr(xzy)
W3(2
2):
(18) tr(x2y2)− tr(xyxy)
(19) tr(x2z2)− tr(xzxz)
(20) tr(y2z2)− tr(yzyz)
(21) tr(x2yz) + tr(x2zy)− 2 tr(xyxz)
(22) tr(y2xz) + tr(y2zx)− 2 tr(yxyz)
(23) tr(z2xy) + tr(z2yx)− 2 tr(zxzy)
W3(3, 1
2):
(27) tr(x2yxz)− tr(x2zxy)
(28) tr(y2xyz)− tr(y2zyx)
(29) tr(z2yzx)− tr(z2xzy)
(30) tr(yxyxz) + tr(x2y2z)− tr(xyzxy)− tr(x2zy2)
(31) tr(zxzxy) + tr(x2z2y)− tr(xzyxz)− tr(x2yz2)
(32) tr(yzyzx) + tr(z2y2x)− tr(zyxzy)− tr(z2xy2)
W3(2
2, 1):
(33) tr(x2y2z) + tr(x2zy2) + tr(xyxyz) + tr(xyxzy)− 2tr(x2yzy)− 2tr(xy2xz)
(34) tr(x2z2y) + tr(x2yz2) + tr(xzxzy) + tr(xzxyz)− 2tr(x2zyz)− 2tr(xz2xy)
(35) tr(y2z2x) + tr(y2xz2) + tr(yzyzx) + tr(yzyxz)− 2tr(y2zxz)− 2tr(yz2yx)
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W3(3
2):
(36) tr(x2y2xy)− tr(y2x2yx)
(37) tr(x2z2xz)− tr(z2x2zx)
(38) tr(y2z2yz)− tr(z2y2zy)
(39) tr(x2yxyz) + tr(x2yxzy) + tr(x2zxy2)− tr(x2y2xz)− tr(x2yzxy)− tr(x2zyxy)
(40) tr(y2xyxz) + tr(y2xyzx) + tr(y2zyx2)− tr(y2x2yz)− tr(y2xzyx)− tr(y2zxyx)
(41) tr(z2yzyx) + tr(z2yzxy) + tr(z2xzy2)− tr(z2y2zx)− tr(z2yxzy)− tr(z2xyzy)
(42) tr(x2zxzy) + tr(x2zxyz) + tr(x2yxz2)− tr(x2z2xy)− tr(x2zyxz)− tr(x2yzxz)
(43) tr(y2zyzx) + tr(y2zyxz) + tr(y2xyz2)− tr(y2z2yx)− tr(y2zxyz)− tr(y2xzyz)
(44) tr(z2xzxy) + tr(z2xzyx) + tr(z2yzx2)− tr(z2x2zy)− tr(z2xyzx)− tr(z2yxzx)
(45) tr(x2y2z2) + tr(x2zyzy) + tr(xyxz2y) + tr(xyzxyz) + tr(xzxzy2)
−tr(x2yzyz)− tr(x2z2y2)− tr(xyxyz2)− tr(xy2zxz)− tr(xzyxzy)
Die Relationen werden mit steigenden Grad recht schnell sehr kompliziert. Hier werden
zuna¨chst nur zwei Relationen angegeben. Dabei liegt die eine Relation in Grad 7 und
die andere Relation in Grad 8.Hier steht µ fu¨r den Multigrad der jeweiligen Relation.
µ = [3, 2, 2]
− 2t7t20 + 2t11t22 + t1t35 + t5t33 + t4t34
− 2t14t18 + t16t21 + 2t10t23 − 3t17t24 − 2t12t19
µ = [4, 3, 1]
− t2t7t17 − t1t12t17 − 3t12t27 + 3t10t30
− t24t24 + 2t4t10t17 − t4t39 − 3t5t36 + t1t2t24
− 2t18t24 + 3t7t28 + t1t40
Im Artikel von Veselin Drensky [BD08] werden sogar alle Relationen in diesen zwei
Graden bestimmt. Die Relationen vom Grad 7 werden dort sogar fu¨r beliebiges d be-
stimmt. Wie schon gezeigt wurde, ist ein homogenes Parametersystem von Cnd auch eine
homogene regula¨re Folge von Cnd. Ein solches wurde von Lopatin [Lop04] bestimmt.
Theorem 5.5.2. Das folgende homogene Parametersystem fu¨r C33 stammt aus [Lop04].
tr(X) tr(Y ) tr(Z)
tr(x2) tr(xy) tr(xz)
tr(y2) tr(yz) tr(z2)
tr(x3) tr(y3) tr(z3)
tr(x2y) + tr(x2z)− tr(z2x) tr(x2z)− tr(z2y) tr(x2z)− tr(y2x)
tr(xyz)− tr(xzy)
tr(x2y2) tr(x2z2) tr(y2z2)
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5 Bekannte Ergebnisse u¨ber Cnd
Bemerkung 5.5.3. Fu¨r die letzten drei Spuren ist auf den ersten Blick nicht klar, wie
diese in Termen des minimalen Erzeugendensystems E geschrieben werden ko¨nnen. Es
gilt
tr(x2y2) =
1
6
t1t2 +
1
3
t24 +
1
3
t18,
tr(x2z2) =
1
6
t1t3 +
1
3
t25 +
1
3
t19,
tr(y2z2) =
1
6
t2t3 +
1
3
t26 +
1
3
t20.
Bezeichne H das oben angegebene homogene Parametersystem und I das Relationen-
ideal zu E. Da t18, t19 und t20 hier isoliert vorkommen, la¨sst sich C[E]/(I,H) durch
Eliminieren der 19 zugeho¨rigen Variablen realisieren. Insbesondere kann man hier auch
alternativ t18, t19 und t20 statt tr(x
2y2), tr(x2z2) und tr(y2z2) wa¨hlen.
Die Hilbertreihen von Cnd wurde fu¨r kleine n und d von Berele und Stembridge be-
rechnet. Die na¨chste Proposition gibt die Nenner der Hilbertreihen fu¨r beliebiges d an.
Proposition 5.5.4. (Berele/Stembridge [BS99])
Setze [u] := 1 − u und [u]n := (1 − u)(1 − u2) . . . (1 − un). Dann sind die Nenner der
Hilbertreihe von C3d und T3d die Folgenden:
G(C3d, t1, . . . , tm) =
d∏
i=1
[ti]3
∏
1≤i<j≤d
[titj]
2[t2i tj][tit
2
j ]
∏
1≤i<j<k≤d
[titjtk],
G(T3d, t1, . . . , tm) =
d∏
i=1
[ti][ti]2
∏
1≤i<j≤d
[titj]
2[t2i tj][tit
2
j ]
∏
1≤i<j<k≤d
[titjtk],
Theorem 5.5.5. (Berele/Stembridge [BS99])
Fu¨r d ≥ 2 ist H(C3d) = F (C3d)/G(C3d) bzw. H(T3d) = F (T3d)/G(T3d). Hier ist F ein
symmetrisches Polynom vom Grad e(C3d)d bzw. e(T3d)d mit
e(C3d) = (d
2 + 7d− 14)/2
e(T3d) = (d
2 + 7d− 18)/2
Als direkte Folge la¨sst sich hier a(C3d) bestimmen.
Korollar 5.5.6. Der im Theorem 3.3.11 eingefu¨hrte Grad der Hilbertreihe ist
a(C3d) = −9d.
Proposition 5.5.7. (Berele/Stembridge [BS99])
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5.6 Fall: n=4, d=2
Zu den Nennern G(C3d) und G(T3d) geho¨ren die folgenden Za¨hler:
F (T33) = (1 + e3)(1 + e3 + e1e3 − e2e3 − e1e2e3 + e23 − e22e3 + e1e23
+e21e
2
3 − e2e23 + e1e2e23 − e33 + e1e33 − e2e33 − e43 − e53),
F (C33) = 1− e2 + e3 + e1e3 + e22 + e21e3 − e2e3 − 2e1e2e3 + e23 + e22e3
−e21e2e3 + 2e21e23 + e31e23 + e22e23 − e21e2e23 − e1e33 − 2e1e22e23
+2e2e
3
3 − e32e23 + e31e33 + 2e21e2e33 − 2e1e43 − e21e43 + e1e22e33
+e2e
4
3 − e32e33 − 2e22e43 − e21e53 + e1e22e43 + 2e1e2e53 + e63
−e22e53 + e1e63 − e2e63 − e21e63 − e73 + e1e73 − e83,−e22e53
+e1e
6
3 − e2e63 − e21e63 − e73 + e1e73 − e83,
Dabei sind e1, e2, e3 die elementarsymmetrischen Funktionen in t1, t2, t3, d.h. e1 = t1 +
t2 + t3, e2 = t1t2 + t1t3 + t2t3, e3 = t1t2t3.
5.6 Fall: n=4, d=2
Die folgende Zerlegung eines minimalen Erzeugendensystems von C42 stammt von Ves-
selin Drensky und Lilia Sadikova.
Theorem 5.6.1 ([DS06]). Ein minimales Erzeugendensystem von C42 zerlegt sich als
GL2-Modul wie folgt:
G =W (1, 0)⊕W (2, 0)⊕W (3, 0)⊕W (4, 0)⊕W (2, 2)⊕W (3, 2)
⊕W (4, 2)⊕W (3, 3)⊕W (4, 3)⊕W (5, 3)⊕W (4, 4)⊕W (6, 3)⊕W (5, 5),
wobei W (λ1, λ2) der irreduzible GL2-Modul zur Partition (λ1, λ2) ist. Fu¨r die Partitionen
(λ1, λ2) 6= (5, 5) sind die Ho¨chstgewichtsvektoren zur Partition W (λ1, λ2) gegeben durch
wλ(X, Y ) = tr((XY − Y X)Xλ1−λ2).
Im Falle λ = (5, 5) ist
w(5,5) = tr((XY − Y X)3(X2Y 2 −XY Y X − Y XXY + Y 2X2)
der Ho¨chstgewichtsvektor der irreduziblen Komponente W (5, 5).
Die Relationen fu¨r Grad 12 bis 14 wurden von Vesselin Drensky und Roberto La
Scala [DLS09] bestimmt. Die Relationen selbst sind schon recht komplex. Die Zerlegung
in irreduzible Komponenten ergibt in diesen Graden
W (7, 5)⊕ 2W (6, 6)⊕W (8, 5)⊕ 2W (7, 6)⊕W (9, 5)⊕ 3W (8, 6)⊕W (7, 7).
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In [DS06] wird auch die Hilbertreihe von C42 angegeben. Diese wurde bis auf einige
Schreibfehler zuna¨chst von Teranishi [Ter87] berechnet, welche von Berele und Stem-
bridge in [BS99] korrigiert wurden.
H(C42, t, u) =
PC(t, u)
(1− t)(1− u)QC(t, u)
PC(t, u) = (1− e2 + e22)(1− e1e2 + e1e22 + e21e22 + e1e32 − e1e42 + e62)
QC(t, u) = (1− t2)(1− t3)(1− t4)(1− u2)(1− u3)(1− u4)
(1− tu)2(1− t2u)2(1− tu2)2(1− t3u)(1− tu3)(1− t2u2).
Dabei sind e1 = t+ u und e2 = tu die elementarsymmetrischen Polynome.
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In Kapitel 5 wurde ein minimales homogenes Erzeugendensystem von C33 vorgestellt.
Die zentrale Frage dieser Arbeit ist, wie diese Relationen bezu¨glich dieses Erzeugen-
densystems aussehen. Da die Algebra Cnd graduiert ist, ist insbesondere auch das Re-
lationenideal ein homogenes Ideal, d.h. fu¨r jede Relation sind auch ihre homogenen
Komponenten Relationen. Nach den Ausfu¨hrungen u¨ber minimale freie Auflo¨sungen in
der Einleitung ist klar, dass das Relationenideal endlich erzeugt ist. Es stellt sich also
die Frage nach einem minimalen homogenen Erzeugendensystem des Relationenideals.
Die Bestimmung dieses Erzeugendensystems zerlegt sich damit in drei Teilschritte:
1.) Bestimmung von (homogenen) Relationen.
2.) Aussortieren von nicht beno¨tigten Relationen.
3.) Pru¨fung, ob das Relationenideal von den gefundenen Relationen erzeugt wird.
Zu jedem dieser drei Punkte gibt es verschiedene Strategien. Dabei ergibt sich fu¨r die
ersten beiden Punkte jeweils ein einfacher Lo¨sungsansatz, da Cnd eine endlich erzeugte
positiv graduierte C-Algebra ist. Ein zweiter recht a¨hnlicher Ansatz ergibt sich aus der
Tatsache, dass zusa¨tzlich die GLd auf Cnd operiert und der lineare Span der Erzeuger
der Algebra, bzw. des Ideals sich als GLd-Modul beschreiben lassen. Ferner la¨sst sich
das erste Problem durch eine Anwendung des zweiten Fundamentaltheorems lo¨sen. Dies
ermo¨glicht es die Relationen sehr kompakt darzustellen.
Das zweite Problem besteht darin, dass man fu¨r eine gefundene Relation festellen
muss, ob diese schon in dem Ideal der vorher gefundenen Relationen liegt. Dieses la¨sst
sich durch Lo¨sen eines linearen Gleichungssystems oder mit Gro¨bnerbasen erreichen.
Durch die sukzessive Untersuchung des Relationenideals ergibt sich das dritte Pro-
blem. Es ist na¨mlich nicht von vornherein klar, wieviele Grade zu u¨berpru¨fen sind. Hier
werden zwei unterschiedliche Lo¨sungen dargestellt. In beiden spielt die Cohen-Macaulay-
Eigenschaft eine zentrale Rolle. Die erste Lo¨sung folgt aus dem Theorem 3.3.11, welches
eine obere Schranke fu¨r den Grad der zu untersuchenden Relationen angibt. Fu¨r den
zweiten Ansatz wird die Hilbertreihe von Cnd beno¨tigt, da diese mit der Hilbertreihe des
Kandidaten verglichen wird. Ein Kandidat ist hier
C[T1, . . . , Tk]/(p1, . . . , pl), (6.1)
wobei T1, . . . , Tk Variablen sind, die fu¨r die Erzeuger eines minimalen Erzeugendensys-
tems von Cnd stehen und die Polynome p1, . . . , pl sind Relationen zwischen diesen Er-
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zeugern des hier festgelegten minimalen Erzeugendensystems. Stimmen die Hilbertreihen
u¨berein, so ist der Kandidat isomorph zu Cnd.
6.1 Grundlegende Vereinfachungen
Die hier angegebenen Methoden beruhen gro¨ßtenteils auf dem Koeffizientenvergleich
in C[Mdn]. Insbesondere steigt der Aufwand der Berechnungen mit der Anzahl der zu
beru¨cksichtigen Variablen stark an. Daher ist es ratsam, vorab einige Variablen zu elimi-
nieren. Diese folgenden Vereinfachungen finden sich schon in [ADS06]. Zuna¨chst ko¨nnen
die generischen Matrizen als spurlos vorausgesetzt werden, was d Variablen spart. Fer-
ner kann die erste Matrix zusa¨tzlich als Diagonalmatrix vorausgesetzt werden, da die
diagonalisierbaren Matrizen dicht in der Menge aller Matrizen liegt. Da die Invarianten
konjugationsinvariant sind, kann man damit die erste Matrix stets als spurlose Diago-
nalmatrix voraussetzen. Dies spart nochmals n2 − n = n(n− 1) Variablen.
Die folgenden U¨berlegungen konkretisieren die Vereinfachung zu den spurlosen gene-
rischen Matrizen noch ein wenig.
Lemma 6.1.1. Sei M0n die Menge der spurlosen Matrizen. Dann gilt
Mn ∼= C⊕M0n
A 7→ (tr(A), A− 1
n
En),
wobei En die entsprechende Einheitsmatrix sei.
Korollar 6.1.2. Es gilt
Mdn
∼= Cd ⊕ (M0n)d.
Auf den Koordinatenringen liefert dies
C[Mdn] ∼= C[Cd]⊗C C[(M0n)d].
Korollar 6.1.3. Schra¨nkt man den, durch die obigen Abbildungen, gegebenen Isomor-
phismus auf C[Mdn]GLn = Cnd ein, so erha¨lt man
Cnd ∼= C[tr(X1), . . . , tr(Xd)]︸ ︷︷ ︸
∼=C[Cd]
⊗CC[tr(xi1 · · ·xik) | k ≥ 2 und i1, . . . , ik ∈ {1, . . . , d}].
Dabei sind X1, . . . , Xd generische Matrizen und x1, . . . , xd spurlose generische Matrizen.
Insbesondere sind die Relationen von Cnd aufgrund des Tensorproduktes schon durch
die Relationen von
C0nd := C[tr(xi1 · · ·xik) | k ≥ 2 und i1, . . . , ik ∈ {1, . . . , d}]
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gegeben. In Bezug auf Definition 2.3.1, genu¨gt es nun die Relationen in
C0∞ := C∞/(Tr(Xi)|i ∈ N)
zu bestimmen. Um Anzudeuten, dass C0∞ den spurlosen Fall behandelt, schreibe xi statt
Xi.
Eine weitere Vereinfachung ergibt sich durch die Symmetrie von Cnd. Der Invarian-
tenring Cnd ist Nd-graduiert. Es genu¨gt nun die Relationen in den Multigraden, die
Partitionen sind, zu finden. Dann erha¨lt man aufgrund der Symmetrie durch Permutati-
on der Variablen die Relationen in den zugeho¨rigen Multigraden. Da die erste generische
Matrix stets als Diagonalmatrix angenommen werden kann, ergibt dies eine zusa¨tzliche
Rechenersparnis, da in den Spurprodukten o¨fter die erste generische spurlose Diagonal-
matrix vorkommt.
6.2 Bestimmung von homogenen Relationen
6.2.1 Methode: Lineare Algebra
Gegeben sei eine endlich erzeugte graduierte C-Teilalgebra A eines positiv graduier-
ten Polynomrings C[X1, . . . , Xm]. Diese Voraussetzung ist fu¨r Cnd stets gegeben, da
Cnd ⊂ C[Mdn]. Sei nun t1, . . . , tk ein minimales homogenes Erzeugendensystem und
C[T1, . . . , Tk] graduierter Polynomring, wobei deg Ti = deg ti gegeben sei. Der Einset-
zungshomomorphismus ϕ : Ti 7→ ti liefert eine exakte Sequenz graduierter k-Algebren
0 −→ kerϕ −→ C[T1, . . . , Tk] ϕ−→ A = C[t1, . . . , tk] −→ 0.
Aufgrund der Graduierung la¨sst sich diese gradweise aufspalten. Es ergibt sich damit
fu¨r jeden Grad l eine exakte Sequenz von k-Vektorra¨umen
0 −→ kerϕl −→ C[T1, . . . , Tk]l ϕl−→ Al = C[t1, . . . , tk]l −→ 0,
wobei ϕl eine C-lineare Abbildung ist. Um kerϕl zu bestimmen, ist es zweckma¨ßig,
ϕl : C[T1, . . . , Tk]l → C[X1, . . . , Xm]l zu betrachten, da dort im Gegensatz zu Al eine
explizite Basis vom Grad l bekannt ist. Dies sind gerade die Monome vom Grad l. Somit
la¨sst sich die darstellende Matrix von ϕl leicht aufstellen und der Kern bestimmen, wobei
der Aufwand mit steigendem Grad stark zunimmt.
Bemerkung 6.2.1. Cnd ist nicht nur graduiert, sondern sogar multigraduiert. Das obige
Verfahren funktioniert genauso fu¨r Multigrade. Aufgrund der Symmetrie von Cnd kann
man sich auf Multigrade beschra¨nken, die Partitionen sind. Die restlichen Relationen
erha¨lt man durch Permutation der Matrizen.
Der Aufwand, die linearen Gleichungssysteme (exakt) zu lo¨sen ha¨ngt hauptsa¨chlich
von der Gro¨ße der Gleichungssysteme ab. Nach [Pla10] liegt der Aufwand fu¨r den Gauß-
Algorithmus im Bereich O(N3), wobei N die Gro¨ße der zugeho¨rigen Matrix ist. Ist E
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ein minimales homogenes Erzeugendensystem von Cnd, so ist N die Anzahl der Monome
im Polynomring C[E] vom Grad l. N ist also polynomial in l und der Aufwand wa¨chst
polynomial mit dem Grad. Dies birgt rechentechnische Probleme. So la¨sst sich im Fall
C33 das Gleichungssystem fu¨r den Multigrad (3, 2, 2) noch in wenigen Sekunden lo¨sen,
wa¨hrend fu¨r den Multigrad (4, 4, 4) schon ein Tag eingeplant werden sollte.
6.2.2 Die Ho¨chstgewichtsvektorenmethode
Die erste Methode la¨sst sich noch verfeinern. Die folgenden Ausfu¨hrungen beschreiben
die Idee des in [DLS09] verwendeten Verfahrens. Die Methode beruht darauf, dass Cnd
ein GLd-Modul ist und sich ein minimales Erzeugendensystem von Cnd als Basis W einer
GLd-Teildarstellung von Cnd wa¨hlen la¨sst, siehe[BD08]. Betrachtet man den Polynom-
ring C[W ], so operiert die GLd auf diesem auf kanonische Art. Insbesondere ergibt sich
eine GLd-lineare Abbildung
C[W ] ϕ−→ Cnd.
Der Kern dieser Abbildung ist damit auch ein GLd-Modul. Da die GLd Aktion auch
auf C[W ] graderhaltend ist, zerlegt sich jeder Grad l als direkte Summe von GLd-
Darstellungen. Diese sind eindeutig durch ihre Ho¨chstgewichtsvektoren bestimmt. Er-
setzt man in Methode 6.2.1 die Monome vom Grad l durch die Ho¨chstgewichtsvektoren
eines Grades, so erha¨lt man die Ho¨chstgewichtsvektoren, die den Kern bilden. Dieses
Vorgehen hat den Vorteil, dass es die zu lo¨senden Gleichungssysteme verkleinert. Es
la¨sst sich wie in Methode 6.2.1 auch auf Multigraden statt Graden anwenden. Der Auf-
wand ist hier kleiner als in Methode 6.2.1. Da die Anzahl der Ho¨chstgewichtsvektoren
allerdings von der Anzahl der Monome abha¨ngig ist, wa¨chst der Aufwand ungefa¨hr gleich
stark. Ferner sind hier Methoden fu¨r die Berechnung der Ho¨chstgewichtsvektoren und
der Basis des zugeho¨rigen GLd-Modul zu implementieren.
6.2.3 Methode: Zweites Fundamentaltheorem
Das zweite Fundamentaltheorem beschreibt die Relationen zwischen den Erzeugern von
Cnd = {tr(Xi1Xi2 · · ·Xik) | i1, . . . , ik ∈ {1, . . . , d}, k ∈ N},
wobei X1, . . . , Xd generische Matrizen sind. Die aus dem zweiten Fundamentaltheorem
gewonnenen Relationen sind daher leider in Kombinationen der Standarderzeuger, das
heißt aller tr(Xi1 · · ·Xik), von Cnd beschrieben. Da hier aber ein minimales Erzeugen-
densystem vorliegt, mu¨ssen diese Spuren als Kombination der Erzeuger des minimalen
Erzeugendensystems ausgedru¨ckt werden.
Das zweite Fundamentaltheorem 2.3.10 ermo¨glicht eine sehr kurze Notation einer Re-
lation, denn die dort angegebene Relation la¨sst sich durch n + 1 Monome ausdru¨cken.
Diese Kurznotation soll bei der Reduktion in das minimale Erzeugendensystem beibe-
halten werden. Daher muss die Umwandlung hier in eindeutiger Weise erfolgen. Fu¨r C33
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gibt es z.B. mehrere Mo¨glichkeiten, Spuren vom Grad 7 als Produkt von Spuren kleine-
ren Grades zu schreiben. Dort sind Spuren vom Grad ≤ 6 eindeutig durch das minimale
Erzeugendensystem darstellbar, so dass diese Umwandlung nicht weiter konkretisiert
werden muss.
Da Cnd von den Spuren vom Grad ≤ N(n) erzeugt wird, muss es eine Reduktionsglei-
chung fu¨r tr(X1X2 · · ·XN(n)+1) geben, wobei X1, . . . , XN(n)+1 generische n × n Matri-
zen sind. Reduktionsgleichung bedeutet, dass sich die obige Spur als Kombination von
Spuren kleineren Grades schreiben la¨sst. Das ist durch Anwendung des zweiten Fun-
damentaltheorems mo¨glich. Um die obige Spur durch Einsetzen in die fundamentale
Spuridentita¨t zu erhalten, teile die N(n) + 1 generische Matrizen auf n + 1 Tupel auf.
Dabei spielt auch die Reihenfolge in den Tupeln eine gewisse Rolle. Da eine reine Spur
vom Grad N(n) + 1 nur auf diese Weise erzeugt werden kann, muss die Gleichung im
Raum aller so erhaltenen Relationen enthalten sein. Jede nichttriviale Lo¨sung des zu-
geho¨rigen linearen Gleichungssystems ergibt dann eine Reduktionsgleichung. Da nur die
Spuren vom Grad N(n) + 1 betrachtet werden, ko¨nnen die Spuren kleineren Grades, die
durch Einsetzen in die fundamentale Spuridentita¨t entstehen, zuna¨chst vernachla¨ssigt
werden.
Beispiel 6.2.2. Betrachte C2d. Hier gilt N(2) = 3, somit liegt die Reduktionsgleichung
in Grad 4. Da beim Einsetzen in die fundamentale Spuridentita¨t lediglich die Num-
mer der Matrix interessiert, setze [1, 2][3][4] fu¨r das 3-Tupel (X1X2, X3, X4) und ku¨rze
tr(X1X2X3X4) mit [1234] ab. Durch Einsetzen ergibt sich
3-Tupel Reine Spuren vom Grad 4
[1, 2][3][4] [1234] + [1243]
[4, 1][2][3] [1234] + [1324]
[2, 4][1][3] [1324] + [1243]
und da hier eine reine Spur isoliert werden soll, genu¨gt es diese zu betrachten. Offen-
sichtlich la¨sst sich
[1234] =
1
2
([1, 2][3][4] + [4, 1][2][3]− [2, 4][1][3])
isolieren, wobei auf der linken Seite die Spur steht und auf der rechten Seite die Drei-
ertupel, die in die fundamentale Spuridentita¨t einzusetzen sind. Durch Einsetzten der
Terme in die fundamentale Spuridentita¨t ergibt sich
[1, 2][3][4] =ˆ [12][3][4]− [123][4]− [124][3]− [12][34] + [1234] + [1243]
[4, 1][2][3] =ˆ [14][2][3]− [124][3]− [134][2]− [14][23] + [1234] + [1324]
[2, 4][1][3] =ˆ [24][1][3]− [124][3]− [243][1]− [24][13] + [1324] + [1243],
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also insgesamt
0 = [1234] +
1
2
([243][1]− [123][4]− [124][3]− [134][2]
+[12][3][4] + [14][2][3]− [24][1][3]− [12][34]− [14][23] + [24][13]).
Fu¨r die Reduktion genu¨gt es, sich auf spurlose Matrizen zu beschra¨nken. Da aber auch
Spuren von ho¨heren Grad reduziert werden sollen, wird eine Matrix nicht als spurlose
vorausgesetzt. Hier sei X4 nicht spurlos. In der Folge werden die spurlosen Matrizen mit
x1, x2, x3 bezeichnet. Dies ergibt
Tr(x1x2x3X4) =
1
2
(Tr(x1x2x3)Tr(X4) + Tr(x1x2)Tr(x3X4) (6.2)
+Tr(x1X4)Tr(x2x3)− Tr(x2X4)Tr(x1x3)).
Nun muss noch festgelegt werden, wie eine Spur genau reduziert werden soll. Eine Spur
vera¨ndert sich bei zyklischem Vertauschen der Faktoren nicht. Deshalb kann stets das
lexikografisch kleinste Element betrachtet werden, d.h. statt [123113] betrachte [113123]
(in C23). Die Reduktion wird durch Einsetzten von x1 = 1, x2 = 1, x3 = 3, X4 = 123
in die Reduktionsgleichung durchgefu¨hrt. Diese liefert dann in eindeutiger Weise eine
Reduktion auf Produkte vom Grad ≤ 4. Sukzessive Anwendung dieser Reduktion lie-
fert eine eindeutigen Ausdruck, in dem nur Spuren vom Grad ≤ 3 vorkommen. Diese
mu¨ssen dann noch an das minimale Erzeugendensystem angepasst werden. Dies ist hier
eindeutig, da es in Grad ≤ 3 keine nichttrivialen Relationen gibt.
Die folgenden Definitionen und der dazugeho¨rige Algorithmus konkretisiert das im
Beispiel angedeutete Verfahren.
Definition 6.2.3. Eine Reduktionsgleichung fu¨r n× n-Matrizen ist eine Spurrelation
Tr(x1x2 · · ·xN(n)XN(n)+1) =
∑
P
λP
∏
MP
Tr(MP ), (6.3)
wobei MP Worte in den Buchstaben x1, . . . , xN(n), XN(n)+1 sind, deren La¨nge kleiner als
N(n) + 1 sei. Dabei ist λP ∈ C der zum Spurprodukt geho¨rige Koeffizient. Spurrelation
bedeutet hier, dass
Φ(Tr(x1x2 · · ·xN(n)XN(n)+1)) = Φ(
∑
P
λP
∏
MP
Tr(MP )),
wobei die obigen Elemente in C∞/(Tr(Xi)|i ∈ N− {N(n) + 1}) betrachtet werden. Das
Φ stammt aus 2.3.5.
Bemerkung 6.2.4. Eine Reduktionsgleichung kann stets so gewa¨hlt werden, dass sie
nur von x1, . . . , xN(n) und XN(n)+1 abha¨ngt. Hat man eine solche Reduktionsgleichung
gefunden, so schreibe R(x1, . . . , xN(n), XN(n)+1) fu¨r die rechte Seite von (6.3).
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Beispiel 6.2.5. Die Gleichung (6.2) ist eine Reduktionsgleichung fu¨r 2× 2 Matrizen.
Algorithmus 6.2.6. Eine Reduktionsgleichung fu¨r n×n Matrizen ermo¨glicht eine ein-
deutige Reduktion einer formalen Spur
Tr(xi1 · · ·xik) ∈ C0∞,
der La¨nge k > N(n). Sei dazu R die Reduktionsgleichung.
1. Sei Tr(xj1 · · · xjk) die Normalform von Tr(xi1 · · · xik) (vgl. Bemerkung 2.3.2).
2. Die Reduktion ist dann R(xj1 , . . . , xjN(n) , xjN(n)+1 · · ·xjk).
Insbesondere kommen in der Reduktion lediglich formale Spuren kleineren Grades vor.
Definition 6.2.7. Ein Relationenbru¨ter fu¨r Cnd ist ein Tupel (E,R, r), wobei gilt
1. E ⊂ C0∞ eine endliche Menge homogener Elemente ist, deren Bilder ein minimales
Erzeugendensystems von C0nd bilden;
2. R eine Reduktionsgleichung fu¨r n× n-Matrizen ist und
3. r : {Tr(x1 · · ·xk) | k ≤ N(n)} → C[E] ist eine graderhaltende Abbildung mit
Φ(r(Tr(x1 · · ·xk))) = Φ(Tr(x1 · · ·xk)) = tr(x1 · · ·xk).
Algorithmus 6.2.8 (Brutalgorithmus). Gegeben sei ein Relationenbru¨ter fu¨r Cnd. Sei
(M1, . . . ,Mn+1) ein n+ 1-Tupel von Wo¨rtern in den Buchstaben x1, . . . , xd. Dann erha¨lt
man wie folgt auf eindeutige Weise eine Spurrelation fu¨r das minimale Erzeugenden-
system, das im Relationenbru¨ter durch E kodiert wird. Sei dazu F die fundamentale
Spuridentita¨t (2.3.9). Der Algorithmus la¨uft wie folgt ab:
1. Setze f = F (M1, . . . ,Mn+1) ∈ C0∞
2. Solange f formale Spuren vom Grad gro¨ßer N(n) entha¨lt, wende Algorithmus 6.2.6
auf alle formalen Spuren maximalen Grades (gleichzeitig) an. Nenne das Ergebnis
wieder f .
3. Hier haben alle vorkommenden formalen Spuren in f einen Grad ≤ N(n). Wende
r auf diese an. Das Ergebnis ist eine Spuridentita¨t bezu¨glich der Elemente aus E.
Als Pseudocode formuliert:
Eingabe: x = (M1,M2, ..., M(n+1)), (E,R,r)
Ausgabe: Eine Spurrelation fu¨r nxn Matrizen
f = F(x)
while (f entha¨lt eine reine Spur der La¨nge > N(n))
S = alle reinen Spuren maximaler La¨nge in f
for s in S
f = f.subs(s=reduziere(s,R))
return r(f)
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Bemerkung 6.2.9. Der Aufwand ha¨ngt direkt von der Anzahl der Reduktionen ab.
U¨blicherweise treten im Reduktionsprozess alle mit den Anfangsbuchstaben darstellba-
ren reinen Spuren kleineren Grades auf (Ein Grad wird u¨bersprungen, da Spuren vom
Grad 1 ausgeschlossen sind). Zum Vergleich: Im Fall C33 braucht man in Grad 7 sechs
Reduktionen. Grad 12 beno¨tigt hingegen schon fast 900 Reduktionen pro Wortetupel.
Bemerkung 6.2.10. Ein wesentlicher Punkt ist hier, dass die Reduktion eindeutig ist.
Damit lassen sich dann die notwendigen Relationen von Cnd durch einen Relationen-
bru¨ter und eine Menge von n+ 1 Tupeln aus Wo¨rtern wiedergeben.
Algorithmus 6.2.11. Man erha¨lt nun alle Relationen eines Grades k, indem man alle
Worte eines Grades in den Brutalgorithmus einsetzt. In Pseudocode:
Eingabe: k = Grad, (E,R,r) Relationenbru¨ter
Ausgabe: Erzeugendensystem der Relationen vom Grad k
wortetupel = bestimme_wortetupel(k)
I = []
for wt in wortetupel
I = I union {brutalgorithmus(wt,(E,R,r))}
return I
Bemerkung 6.2.12. Der Aufwand dieses Algorithmus ist recht hoch, da zum einen die
Anzahl der Wortetupel vom Grad k sehr schnell wa¨chst und zum anderen der Brutalgo-
rithmus recht aufwa¨ndig ist. Daher sollte zum ersten Bestimmen der Relationen Metho-
de 6.2.1, oder besser noch Methode 6.2.2 verwendet werden. Sobald man die Grade und
Vielfachheiten der notwendigen Relationen kennt, lassen sich mit dem Brutalgorithmus
durch geschicktes Raten die geeigneten Tupel bestimmen.
Betrachte den Fall 5.3.1, d.h. n = 2. Eine Reduktionsgleichung R fu¨r n× n-Matrizen
ist durch Gleichung (6.2) gegeben. Betrachtet man die Relationen in 5.3.1 genauer, so
ist klar, dass der lineare Span des minimalen Erzeugendensystems des Relationenideals
als GLd-Modul die Zerlegung
W(2,1,1,1) ⊕W(2,2,2)
besitzt. Somit genu¨gt es die Ho¨chstgewichtsvektoren dieser Darstellungen zu bestimmen,
da sich die u¨brigen erzeugenden Relationen aus diesen durch geeignete GLd-Operationen
ergeben. Insgesamt genu¨gt es diesen Fall also fu¨r d = 4 zu betrachten. Das minimale
Erzeugendensystem ist in 5.3.1 schon angegeben. Die fundamentale Spuridentita¨t liefert
F (y1, y2, y3) = Tr(y1y2y3) + Tr(y1y3y2),
da die restlichen formalen Spuren verschwinden (0 = Tr(y1) = Tr(y2) = Tr(y3) = . . .).
Das heißt, in C02d gilt
tr(y1y2yy) = −tr(y1y3y2),
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insbesondere verschwindet eine Spur dritten Grades, falls sie zwei gleiche generische
spurlose Matrizen entha¨lt.
E = {Tr(yiyk), T r(s3(yj1 , yj2 , yj3)) | 1 ≤ i ≤ k ≤ 4, 1 ≤ j1 < j2 < j3 ≤ 4}.
Da es keine nichttrivialen Relationen in den Graden ≤ 3 = N(2) gibt, ist r eindeutig
bestimmt, muss im Grunde also nicht gesondert angegeben werden. Fu¨r Elemente der
Form Tr(y1y2y3) ist
r(Tr(y1y2y3)) =
1
6
Tr(s3(y1, y2, y3)).
Falls zwei gleiche Matrizen in einem solchen formalen Spur x vom Grad drei vorkommt
so ist offenbar r(x) = 0.
Theorem 6.2.13. Mit dem Relationenbru¨ter (E,R, r) lassen sich die Ho¨chstgewichts-
vektoren, deren zugeho¨rige irreduzible Darstellungen das Relationenideal von C2d erzeu-
gen, durch Einsetzen der Tupel
(y1y2y3, y1, y4) und (y1y2y3, y1, y2y3)
in den Brutalgorithmus bestimmen.
Beweis. Nur fu¨r das Element vom Grad 5. Fu¨r das Element vom Grad 6 geht dies analog.
Es gilt
f = F (y1y2y3, y1, y4) = −Tr(y1y2y3)Tr(y1y4) + Tr(y1y2y3y1y4) + Tr(y21y2y3y4).
Reduziert man die letzten beiden Terme mit Algorithmus 6.2.6, so erha¨lt man
Tr(y1y2y3y1y4) =
1
2
(Tr(y1y2y3)Tr(y1y4) + Tr(y1y2)Tr(y1y4y3)
+Tr(y21y4)︸ ︷︷ ︸
r(·)=0
Tr(y2y3)− Tr(y1y4y2)Tr(y1y3)).
und
Tr(y21y2y3y4) =
1
2
(Tr(y21y2)︸ ︷︷ ︸
r(·)=0
Tr(y3y4) + Tr(y
2
1)Tr(y2y3y4)).
Einsetzen in f liefert
f = −Tr(y1y2y3)Tr(y1y4) + 1
2
(Tr(y1y2y3)Tr(y1y4) + Tr(y1y2)Tr(y1y4y3)
+Tr(y21y4)︸ ︷︷ ︸
r(·)=0
Tr(y2y3)− Tr(y1y4y2)Tr(y1y3) + Tr(y21y2)︸ ︷︷ ︸
r(·)=0
Tr(y3y4)
+Tr(y21)Tr(y2y3y4))
=
1
2
(Tr(y21)Tr(y2y3y4) + Tr(y1y2)Tr(y1y4y3)− Tr(y1y3)Tr(y1y4y2)
−Tr(y1y4)Tr(y1y2y3)) + q,
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wobei q die Terme zusammenfasst, die durch r annuliert werden. Somit gilt
12r(f) = Tr(y21)Tr(s3(y2, y3, y4)) + Tr(y1y2)Tr(s3(y1, y4, y3))
−Tr(y1y3)Tr(s3(y1, y4, y2))− Tr(y1y4)Tr(s3(y1, y2, y3))
=
3∑
k=1
(−1)k+1Tr(y1, yk)Tr(s3(y1, . . . , ŷk, . . . , yp4)),
was genau der Darstellung in 5.3.1 entspricht.
6.3 Aussortieren von nicht beno¨tigten Relationen
Da die obigen Methoden die schon gewonnen Relationen nicht beru¨cksichtigen, erge-
ben diese auch Relationen, die schon von Relationen kleineren oder gleichen Grades
erzeugt werden. Solche Relationen geho¨ren natu¨rlich nicht in ein minimales Erzeugen-
densystem des Ideals und sollten daher aussortiert werden. Diese Aufgabe entspricht dem
Idealzugeho¨rigkeitsproblem, d.h. dem Problem zu entscheiden, ob ein Element in einem
gegebenen Ideal liegt. U¨blicherweise la¨sst sich dieses Problem mit Gro¨bnerbasen lo¨sen.
Da hier aber ein homogenes Ideal vorliegt, kann dies auch durch Lo¨sen eines linearen
Gleichungssystems entschieden werden.
6.3.1 Methode: Lo¨sen eines linearen Gleichungssystems
Da das Ideal homogen ist, ist jeder Grad dieses Ideals ein endlichdimensionaler Vektor-
raum. Somit genu¨gt es zu pru¨fen, ob ein neuer Kandidat schon in diesem Vektorraum
enthalten ist. Dies entspricht wiederum der Lo¨sung eines linearen Gleichungssystems.
Ein Erzeugendensystem des Grades k des Kandidatenideals erha¨lt man, indem die be-
reits gefundenen Relationen mit geeigneten Monomen in den Erzeugern multipliziert.
Somit wa¨chst auch hier der Aufwand polynomial in k. Allerdings ist hier der Aufwand
im Vergleich zum Aufwand von 6.2.1 vernachla¨ssigbar, da hier die Anzahl der Monome
deutlich kleiner ist (Relationen verringern den Grad der notwendigen Monome um ihren
Grad).
6.3.2 Gro¨bnerbasen-Methode
Diese Methode wurde schon in Kapitel 4 behandelt. Die Berechnung der Gro¨bnerbasis
ist fu¨r viele Variablen sehr aufwa¨ndig, empfiehlt sich daher nur in kleinen Fa¨llen. In
dieser Arbeit wurde diese nur in einigen kleinen Fa¨llen benutzt.
6.4 Algorithmuseigenschaft
Durch das Berechnen der Relationen Grad fu¨r Grad ergibt sich automatisch die Fra-
ge nach einer oberen Schranke fu¨r die zu durchsuchenden Grade. Eine solche existiert
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auf jeden Fall, da der Polynomring k[T1, . . . , Tk] noethersch ist. Fu¨r Cnd bezeichnet
N1(n, d) die minimale obere Schranke, die obige Bedingung erfu¨llt (siehe Einleitung).
Eine Abscha¨tzung dieser Gradschranke liefert der na¨chste Abschnitt. Allerdings wird
sich diese Abscha¨tzung in den meisten Fa¨llen als sehr ungenau herausstellen. Da der
Aufwand der obigen Methoden mit jedem Grad stark ansteigt, ist diese nur in sehr klei-
nen Fa¨llen zu gebrauchen. Im zweiten Ansatz werden die Hilbertreihen von Cnd und
dem Kandidaten verglichen. Da diese unendlich viele Koeffizienten haben, ergibt dies
auch ein Endlichkeitsproblem. Dieses la¨sst sich umgehen, indem man zu Hilbertreihen
der Algebren modulo eines homogenen Parametersystems u¨bergeht. Dieser Ansatz hat
den Nachteil, dass die Hilbertreihe von Cnd bekannt sein muss. Ferner ist ein homogenes
Parametersystem zu bestimmen.
6.4.1 Abscha¨tzung der zu betrachtenden Grade
Dies la¨sst sich mit dem Theorem von Harm Derksen 3.3.11 erreichen. Es gilt
M = Cnd
s = (d− 1)n2 + 1
di ≤ N(n) ≤ n2
a(M) ≤ −s.
N1(n, d) ≤ N(n)((d− 1)n2 + 2)− ((d− 1)n2 + 1)
≤ n2((d− 1)n2 + 2)− ((d− 1)n2 + 1)
= (d− 1)n4 + 2n2 − (d− 1)n2 − 1
= (d− 1)n2(n2 − 1) + 2n2 − 1
Dieses ergibt sich eine erste Abscha¨tzung.
Theorem 6.4.1. Seien n, d > 1. Dann gilt
N1(n, d) ≤ (d− 1)n2(n2 − 1) + 2n2 − 1.
Fu¨r C22 erha¨lt man also eine obere Schranke von 19. Diese ist um 19 zu groß, da es
in diesem Fall keine nichttrivialen Relationen gibt. Fu¨r C33 ergibt sich 163 als obere
Schranke. Diese ist aufgrund der Ergebnisse dieser Arbeit in Kapitel 7 sehr schlecht. In
obiger Berechnung wurden allerdings einige Werte sehr großzu¨gig abgescha¨tzt. Mit den
genaueren Werten aus 5.5.1, 5.0.23 und 5.5.6
M = C33
s = 19
di = (6
10, 59, 49, 311, 26, 13)i
a(M) = −27
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ergibt sich
N1(3, 3) ≤ 10 · 6 + 5 · 9 + 1 · 4− 19 = 90.
Diese Schranke ist immer noch sehr schlecht. Dies liegt daran, dass bei der Reduktion
der Krulldimension, im Beweis von Derksen 3.3.11, recht großzu¨gig abgescha¨tzt wird.
Im konkreten Fall la¨sst sich dieses mit folgendem Theorem verbessern.
Theorem 6.4.2. Sei R = k[X1, . . . , Xl] der Polynomring in l Variablen u¨ber einem
Ko¨rper k mit degXi > 0 und I ein homogenes Ideal von R. Sei (f1, . . . , fn) ein minima-
les homogenes Erzeugendensystem von I und g ein homogenes R/I-regula¨res Element
mit 0 < deg(g) ≤ min{deg(fi)}. Dann ist (f1, . . . , fn, g) ein homogenes minimales Er-
zeugendensystem von (I, g).
Beweis. Sei J = (f1, . . . , fn, g) = (I, g) das neue Ideal. Zu zeigen ist, dass f1, . . . , fn, g
ein homogenes minimales Erzeugendensystem von J ist. Sei h1, . . . , hm ein minimales
homogenes Erzeugendensystem von J . Sortiere die Erzeuger durch
deg(h1) ≤ deg(h2) ≤ . . . ≤ deg(hm).
Dann haben g und h1 den gleichen Grad. Insbesondere la¨sst sich h1 = g wa¨hlen, da
im kleinsten Grad nur die k-Vektorraumstruktur zu beachten ist und jede k-Basis auch
zu einem minimalen Erzeugendensystem geho¨rt. Insbesondere la¨sst sich jedes hi in der
Form
hi =
∑
j
αijfj + αigg mit αij, αig ∈ R
schreiben, d.h. fu¨r die restlichen h2, . . . hm la¨sst sich durch geeignetes Subtrahieren von
g damit hi ∈ I erreichen. Jetzt schreibe die fi wieder in den hj und g:
fi =
∑
j
βijhj + βigg mit βij, βig ∈ R.
Damit folgt, dass βigg ∈ I liegt, und da g regula¨r ist, folgt βig ∈ I. Da deg(g) > 0 ist,
gilt βig = 0 (Minimalita¨t des Grades von fi). Somit bilden die hi ein Erzeugendensystem
von I. Damit es minimal ist, muss es die gleichen Vielfachheiten wie die fi haben.
Korollar 6.4.3. Sei R = k[X1, . . . , Xl] der Polynomring in l Variablen u¨ber einem
Ko¨rper k mit degXi > 0 und I ein homogenes Ideal von R. Sei (f1, . . . , fn) ein minimales
homogenes Erzeugendensystem von I und x = x1, . . . , xn eine homogene R/I-regula¨re
Folge mit maxi(deg(xi)) ≤ mini(deg(fi). Dann ist (x1, . . . , xn, f1, . . . , fn) ein homogenes
minimales Erzeugendensystem von (x, I).
Beweis. Die Reihenfolge der xi spielt keine Rolle. Also ist das vorige Theorem nach
geeigneter Umsortierung der xi sukzessive anwendbar.
Satz 6.4.4. Sei zusa¨tzlich zu den Voraussetzungen in Theorem 3.3.11 noch ein homoge-
nes Parametersystem f1, . . . , fd(M) von M bekannt, so dass maxi(deg(fi)) ≤ dn. Dann
gilt
deg(TorR1 (M,k)) ≤ d1 + a(M) +
∑
i
deg(fi).
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Beweis. Nach Korollar 6.4.3 gilt
deg(TorR1 (M,k)) = deg(Tor
R
1 (M/(f1, . . . , fd(M)), k)),
und da im Cohen-Macaulay Fall das homogenes Parametersystem auch M -regula¨re Folge
ist, folgt mit Lemma 3.1.6:
a(M/(f1, . . . , fd(M))) = a(M) +
∑
i
deg(fi).
Korollar 6.4.5.
N1(3, 3) ≤ 27.
Beweis. Das homogene Parametersystem in 5.5.2 erfu¨llt die Bedingung des Satzes 6.4.4.
Somit gilt
N1(3, 3) ≤ 6− 27 + 48 = 27.
Dies ist eine deutlich bessere Schranke, die aber leider fu¨r Berechnungen noch zu
schlecht ist.
Beispiel 6.4.6. Betrachte nochmals Beispiel 1.0.1 bzw. 3.3.13. Da X regula¨res Element
ist, la¨sst sich die Abscha¨tzung des Beispiels noch verbessern. X hat Grad 3, erfu¨llt also
die Bedingung des obigen Korollars. Nach Herausteilen von X hat die zugeho¨rige Hil-
bertreihe einen Grad ≤ 5. Es ergibt sich 5 + 5 = 10 als noch bessere, und hier sogar
optimale, obere Schranke.
6.4.2 Vergleich der Hilbertreihen
Die Abbildung
k[T1, . . . , Tk]
ϕ−→ A = k[t1, . . . , tk] −→ 0
ist graduiert und surjektiv. Insbesondere gilt fu¨r die Koeffizienten der Hilbertreihen stets
H(k[T1, . . . , Tk]/I, T )n ≥ H(k[t1, . . . , tk], T )n
fu¨r jeden Grad n, solange I ⊆ kerϕ. Insbesondere la¨sst sich die Gleichheit der Alge-
bren auf den Koeffizienten der Hilbertreihe entscheiden. Sind in dieser Situation die
Koeffizienten gleich, so sind die dazugeho¨rigen Algebren isomorph. Das Problem hier
ist allerdings, dass unendlich viele Koeffizienten gepru¨ft werden mu¨ssen. Dieses Problem
la¨sst sich wie folgt umgehen.
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Lemma 6.4.7 ([Sta78]). Sei R eine positiv graduierte k-Algebra und seien h1, . . . , hn
homogene von null verschiedene Elemente positiven Grades mit deg hi = di. Ferner sei
S := R/(h1, . . . , hn). Dann gilt
H(R, T ) ≤ H(S, T )∏n
i=1(1− T di)
,
wobei die Hilbertreihen hier bezu¨glich ihrer Koeffizienten verglichen werden. Gleichheit
gilt genau dann, wenn h1, . . . , hn eine R-Sequenz bilden.
Beweis. Es genu¨gt, den Beweis fu¨r n = 1 zu betrachten, da alle Eigenschaften fu¨r R/h1
erhalten bleiben. Dies folgt aber direkt aus Lemma 3.1.6.
Nun besitzt der Invariantenring nach Theorem 3.2.21 die Cohen-Macaulay Eigen-
schaft. Es gibt also eine homogene regula¨re Folge h1, . . . , hd(Cnd) in k[t1, . . . , tk]. Der
Noethersche Normalisierungssatz liefert eine Methode, ein homogenes Parametersystem
zu finden. Aufgrund der Cohen-Macaulay-Eigenschaft ist jede solche nach Satz 3.1.34
auch eine regula¨re Folge. Sei h = (h1, . . . , hd(Cnd)) eine solche homogene Folge. Mit Ih
bezeichne das Kandidatenideal I (die bisher gefundenen Relationen) erga¨nzt um die
kanonischen Urbilder der hi. Durch zweimalige Anwendung obigen Lemmas ergibt sich
H(k[T1, . . . , Tk]/Ih)∏n
i=1(1− T di)
≥ H(k[T1, . . . , Tk]/I) ≥ H(k[t1, . . . , tk]) = H(k[t1, . . . , tk]/(h))∏n
i=1(1− T di)
,
wobei hier aus Platzgru¨nden die Variable T verzichtet wurde. Insbesondere la¨sst sich die
Gleichheit der zwei inneren Ausdru¨cke durch die Gleichheit der a¨ußeren Terme zeigen.
Dieses ist damit ein endliches Problem, da der Za¨hler des rechten Ausdrucks nur endlich
viele Koeffizienten 6= 0 besitzt. Um die Hilbertreihen vergleichen zu ko¨nnen, braucht
man zuna¨chst ein Verfahren um die Hilbertreihen zu berechnen. Fu¨r Cnd wurde diese
von [BS99] fu¨r kleine d und n durchgefu¨hrt, insbesondere fu¨r C33. Bleibt natu¨rlich die
Berechnung der linken Seite. Fu¨r dieses Problem wurde im Anschluss an das Theorem
4.0.22 schon eine Lo¨sungsmo¨glichkeit aufgezeigt. Diese beinhaltet die Berechnung einer
Gro¨bnerbasis des Ideals Ih. Fu¨r viele Variablen ist dies allerdings ein recht aufwa¨ndiges
Unterfangen. Falls das homogene Parametersystem in den Erzeugergraden liegt, kann
man einige Variablen eliminieren. Fu¨r C33 wurde dieses Verfahren erfolgreich mit dem
Programm Singular durchgefu¨hrt. Die Ergebnisse werden im na¨chsten Kapitel pra¨sen-
tiert.
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Die folgende Tabelle gibt die Anzahl der notwendigen Relationen an, aufgeschlu¨sselt nach
dem Grad. Dabei ist auch die Anzahl der Erzeuger im minimalen Erzeugendensystem
von C33 mit angegeben.
Grad Erzeuger Relationen
1 3
2 6
3 11
4 9
5 9
6 10
7 3
8 30
9 73
10 114
11 90
12 55
In den Graden 1-6 gibt es keine Relationen zwischen den Erzeugern. Damit la¨sst sich jede
Spur eindeutig als Linearkombination des minimalen Erzeugendensystems schreiben. Da
C33 sogar multigraduiert ist, ist die obige Darstellung sehr grob. Aufgrund der Symmetrie
in den generischen Matrizen genu¨gt es die Multigrade zu betrachten, die Partitionen
sind. Die folgende Tabelle schlu¨sselt diese auf. Dabei ist die Multiplizita¨t die Anzahl der
Multigrade, die durch Vertauschen der Eintra¨ge in der Partition entstehen.
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Grad Partition Anzahl Multiplizita¨t Gesamt Summe
7 (3,2,2) 1 3 3 3
8 (4,3,1) 1 6 6
(4,2,2) 3 3 9
(3,3,2) 5 3 15 30
9 (5,3,1) 1 6 6
(5,2,2) 2 3 6
(4,4,1) 2 3 6
(4,3,2) 7 6 42
(3,3,3) 13 1 13 73
10 (6,2,2) 1 3 3
(5,4,1) 2 6 12
(5,3,2) 5 6 30
(4,4,2) 10 3 30
(4,3,3) 13 3 39 114
11 (6,4,1) 1 6 6
(6,3,2) 1 6 6
(5,5,1) 2 3 6
(5,4,2) 5 6 30
(5,3,3) 5 3 15
(4,4,3) 9 3 27 90
12 (6,6,0) 1 3 3
(6,5,1) 1 6 6
(6,4,2) 2 6 12
(6,3,3) 2 3 6
(5,5,2) 2 3 6
(5,4,3) 3 6 18
(4,4,4) 4 1 4 55
365
Auf den Relationen operiert wie auf den Erzeugern die GL3 durch lineare Transforma-
tionen. Damit ergibt sich eine Zerlegung des minimalen Erzeugendensystems in folgende
irreduzible Komponenten
W(3,2,2)
⊕ W(4,3,1) ⊕ 2W(4,2,2) ⊕W(3,3,2)
⊕ W(5,3,1) ⊕W(5,2,2) ⊕W(4,4,1) ⊕ 3W(4,3,2) ⊕ 2W(3,3,3)
⊕ W(6,2,2) ⊕ 2W(5,4,1) ⊕ 2W(5,3,2) ⊕ 3W(4,4,2) ⊕W(4,3,3)
⊕ W(6,4,1) ⊕W(5,5,1) ⊕ 2W(5,4,2) ⊕W(4,4,3)
⊕ W(6,6,0) ⊕W(6,4,2)
Hier wu¨rde es sogar genu¨gen, die 29 Ho¨chstgewichtsvektoren zu notieren. Da diese sehr
komplex sind, wird hier ein anderer Ansatz verfolgt. Die Relationen werden hier mit
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der Methode 6.2.3 dargestellt. Dazu wird ein Relationenbru¨ter beno¨tigt. Dabei ist E auf
kanonische Art durch das minimale Erzeugendensystem 5.5.1 gegeben. Man nimmt ein-
fach die entsprechenden Elemente in C0∞. Damit ist auch r eindeutig gegeben, da keine
nichttrivalen Relationen in den Graden ≤ 6 existieren. Bleibt also die Bestimmung einer
Reduktionsgleichung. Eine solche ist wie folgt gegeben.
[[1, 2, 3], [4, 5], [6], [7]] 3055/864 [[1, 2, 3], [5, 4], [6], [7]] −20891/1296
[[1, 3, 2], [4, 5], [6], [7]] 14329/7776 [[1, 3, 2], [5, 4], [6], [7]] 6259/1944
[[2, 1, 3], [4, 5], [6], [7]] −1127/243 [[2, 1, 3], [5, 4], [6], [7]] −36613/7776
[[2, 3, 1], [4, 5], [6], [7]] 2615/648 [[2, 3, 1], [5, 4], [6], [7]] 3887/1296
[[3, 1, 2], [4, 5], [6], [7]] 2881/972 [[3, 1, 2], [5, 4], [6], [7]] −14605/7776
[[3, 2, 1], [4, 5], [6], [7]] 38975/3888 [[3, 2, 1], [5, 4], [6], [7]] −248315/7776
[[1, 2, 3], [4, 6], [5], [7]] 7369/2592 [[1, 2, 3], [6, 4], [5], [7]] 17887/2592
[[1, 3, 2], [4, 6], [5], [7]] 11251/7776 [[1, 3, 2], [6, 4], [5], [7]] 10697/3888
[[2, 1, 3], [4, 6], [5], [7]] −7525/7776 [[2, 1, 3], [6, 4], [5], [7]] −12523/486
[[2, 3, 1], [4, 6], [5], [7]] 1313/432 [[2, 3, 1], [6, 4], [5], [7]] 4525/864
[[3, 1, 2], [4, 6], [5], [7]] −47051/3888 [[3, 1, 2], [6, 4], [5], [7]] 6139/972
[[3, 2, 1], [4, 6], [5], [7]] 32965/1944 [[3, 2, 1], [6, 4], [5], [7]] −250745/7776
[[1, 2, 3], [4, 7], [5], [6]] 12335/2592 [[1, 2, 3], [7, 4], [5], [6]] −3025/864
[[1, 3, 2], [4, 7], [5], [6]] −20299/3888 [[1, 3, 2], [7, 4], [5], [6]] 7555/7776
[[2, 1, 3], [4, 7], [5], [6]] −5143/7776 [[2, 1, 3], [7, 4], [5], [6]] −217705/7776
[[2, 3, 1], [4, 7], [5], [6]] −4645/432 [[2, 3, 1], [7, 4], [5], [6]] −167/432
[[3, 1, 2], [4, 7], [5], [6]] −150115/7776 [[3, 1, 2], [7, 4], [5], [6]] −12727/7776
[[3, 2, 1], [4, 7], [5], [6]] −4577/7776 [[3, 2, 1], [7, 4], [5], [6]] −27181/972
[[1, 2, 3], [5, 6], [4], [7]] −2389/144 [[1, 2, 3], [6, 5], [4], [7]] 697/96
[[1, 3, 2], [5, 6], [4], [7]] 11843/3888 [[1, 3, 2], [6, 5], [4], [7]] 2843/972
[[2, 1, 3], [5, 6], [4], [7]] 91891/3888 [[2, 1, 3], [6, 5], [4], [7]] 10451/7776
[[2, 3, 1], [5, 6], [4], [7]] 589/288 [[2, 3, 1], [6, 5], [4], [7]] −4453/2592
[[3, 1, 2], [5, 6], [4], [7]] −65437/7776 [[3, 1, 2], [6, 5], [4], [7]] 55675/3888
[[3, 2, 1], [5, 6], [4], [7]] 21865/1944 [[3, 2, 1], [6, 5], [4], [7]] 33143/3888
[[1, 2, 3], [5, 7], [4], [6]] −6763/648 [[1, 2, 3], [7, 5], [4], [6]] −5807/2592
[[1, 3, 2], [5, 7], [4], [6]] −35723/7776 [[1, 3, 2], [7, 5], [4], [6]] 553/1944
[[2, 1, 3], [5, 7], [4], [6]] 204317/7776 [[2, 1, 3], [7, 5], [4], [6]] −13601/3888
[[2, 3, 1], [5, 7], [4], [6]] −21209/1296 [[2, 3, 1], [7, 5], [4], [6]] −9371/1296
[[3, 1, 2], [5, 7], [4], [6]] −63089/3888 [[3, 1, 2], [7, 5], [4], [6]] 13385/1944
[[3, 2, 1], [5, 7], [4], [6]] −55157/7776 [[3, 2, 1], [7, 5], [4], [6]] 116455/7776
[[1, 2, 3], [6, 7], [4], [5]] 11471/864 [[1, 2, 3], [7, 6], [4], [5]] −21983/2592
[[1, 3, 2], [6, 7], [4], [5]] −36287/7776 [[1, 3, 2], [7, 6], [4], [5]] 3683/972
[[2, 1, 3], [6, 7], [4], [5]] 58967/7776 [[2, 1, 3], [7, 6], [4], [5]] −3529/1944
[[2, 3, 1], [6, 7], [4], [5]] −3791/216 [[2, 3, 1], [7, 6], [4], [5]] −1789/2592
[[3, 1, 2], [6, 7], [4], [5]] −61297/7776 [[3, 1, 2], [7, 6], [4], [5]] −7679/972
[[3, 2, 1], [6, 7], [4], [5]] −58835/7776 [[3, 2, 1], [7, 6], [4], [5]] 135199/7776
[[1, 2, 4], [3, 5], [6], [7]] −784/81 [[1, 2, 4], [5, 3], [6], [7]] −2831/1296
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7 Ergebnis
[[1, 4, 2], [3, 5], [6], [7]] −20617/2592 [[1, 4, 2], [5, 3], [6], [7]] 11909/2592
[[2, 1, 4], [3, 5], [6], [7]] 3583/162 [[2, 1, 4], [5, 3], [6], [7]] −57509/2592
[[2, 4, 1], [3, 5], [6], [7]] −659/324 [[2, 4, 1], [5, 3], [6], [7]] 23165/2592
[[4, 1, 2], [3, 5], [6], [7]] 2573/432 [[4, 1, 2], [5, 3], [6], [7]] −611/72
[[4, 2, 1], [3, 5], [6], [7]] −863/162 [[4, 2, 1], [5, 3], [6], [7]] 2327/1296
[[1, 2, 4], [3, 6], [5], [7]] −6385/648 [[1, 2, 4], [6, 3], [5], [7]] 13829/1296
[[1, 4, 2], [3, 6], [5], [7]] −7249/864 [[1, 4, 2], [6, 3], [5], [7]] 4163/864
[[2, 1, 4], [3, 6], [5], [7]] 807/32 [[2, 1, 4], [6, 3], [5], [7]] −41587/1296
[[2, 4, 1], [3, 6], [5], [7]] −2675/1296 [[2, 4, 1], [6, 3], [5], [7]] 13735/1296
[[4, 1, 2], [3, 6], [5], [7]] 515/432 [[4, 1, 2], [6, 3], [5], [7]] −2125/864
[[4, 2, 1], [3, 6], [5], [7]] 793/648 [[4, 2, 1], [6, 3], [5], [7]] 317/648
[[1, 2, 4], [3, 7], [5], [6]] −24403/1296 [[1, 2, 4], [7, 3], [5], [6]] 1603/432
[[1, 4, 2], [3, 7], [5], [6]] −217/54 [[1, 4, 2], [7, 3], [5], [6]] 1003/432
[[2, 1, 4], [3, 7], [5], [6]] 59281/2592 [[2, 1, 4], [7, 3], [5], [6]] −14201/648
[[2, 4, 1], [3, 7], [5], [6]] −12623/1296 [[2, 4, 1], [7, 3], [5], [6]] 28237/2592
[[4, 1, 2], [3, 7], [5], [6]] 19877/2592 [[4, 1, 2], [7, 3], [5], [6]] −5959/648
[[4, 2, 1], [3, 7], [5], [6]] 10253/1296 [[4, 2, 1], [7, 3], [5], [6]] 3469/2592
[[1, 2, 4], [5, 6], [3], [7]] −1043/432 [[1, 2, 4], [6, 5], [3], [7]] 4877/432
[[1, 4, 2], [5, 6], [3], [7]] 3353/864 [[1, 4, 2], [6, 5], [3], [7]] 11603/2592
[[2, 1, 4], [5, 6], [3], [7]] 775/162 [[2, 1, 4], [6, 5], [3], [7]] −16199/2592
[[2, 4, 1], [5, 6], [3], [7]] −353/864 [[2, 4, 1], [6, 5], [3], [7]] −15269/2592
[[4, 1, 2], [5, 6], [3], [7]] −1225/432 [[4, 1, 2], [6, 5], [3], [7]] 2171/288
[[4, 2, 1], [5, 6], [3], [7]] −1163/432 [[4, 2, 1], [6, 5], [3], [7]] −2437/432
[[1, 2, 4], [5, 7], [3], [6]] −1285/1296 [[1, 2, 4], [7, 5], [3], [6]] 25/4
[[1, 4, 2], [5, 7], [3], [6]] 254/81 [[1, 4, 2], [7, 5], [3], [6]] 2059/864
[[2, 1, 4], [5, 7], [3], [6]] 30769/2592 [[2, 1, 4], [7, 5], [3], [6]] −13/9
[[2, 4, 1], [5, 7], [3], [6]] −2141/144 [[2, 4, 1], [7, 5], [3], [6]] −21733/2592
[[4, 1, 2], [5, 7], [3], [6]] −5321/2592 [[4, 1, 2], [7, 5], [3], [6]] 5147/1296
[[4, 2, 1], [5, 7], [3], [6]] 1771/1296 [[4, 2, 1], [7, 5], [3], [6]] −1079/432
[[1, 2, 4], [6, 7], [3], [5]] 15601/1296 [[1, 4, 2], [6, 7], [3], [5]] 4703/1296
[[1, 4, 2], [7, 6], [3], [5]] 4447/864 [[2, 1, 4], [6, 7], [3], [5]] 2981/864
[[2, 4, 1], [6, 7], [3], [5]] −10255/648 [[2, 4, 1], [7, 6], [3], [5]] −395/648
[[4, 1, 2], [6, 7], [3], [5]] 133/36 [[4, 2, 1], [6, 7], [3], [5]] 683/648
[[1, 2, 5], [3, 4], [6], [7]] −7333/432 [[1, 2, 5], [4, 3], [6], [7]] 101/72
[[1, 5, 2], [3, 4], [6], [7]] 7943/3888 [[1, 5, 2], [4, 3], [6], [7]] 33013/7776
[[2, 1, 5], [3, 4], [6], [7]] −13943/2592 [[2, 1, 5], [4, 3], [6], [7]] 54235/2592
[[2, 5, 1], [3, 4], [6], [7]] 47855/7776 [[2, 5, 1], [4, 3], [6], [7]] 4237/3888
[[5, 1, 2], [3, 4], [6], [7]] 2417/2592 [[5, 1, 2], [4, 3], [6], [7]] 37361/2592
[[5, 2, 1], [3, 4], [6], [7]] 6953/1296 [[5, 2, 1], [4, 3], [6], [7]] −20035/1296
[[1, 2, 5], [3, 6], [4], [7]] −2447/144 [[1, 2, 5], [6, 3], [4], [7]] 7187/432
[[1, 5, 2], [3, 6], [4], [7]] −595/243 [[1, 5, 2], [6, 3], [4], [7]] 27517/7776
[[2, 1, 5], [3, 6], [4], [7]] −17233/864 [[2, 1, 5], [6, 3], [4], [7]] 13039/2592
[[2, 5, 1], [3, 6], [4], [7]] −33709/7776 [[2, 5, 1], [6, 3], [4], [7]] 4801/3888
[[5, 1, 2], [3, 6], [4], [7]] −5791/864 [[5, 1, 2], [6, 3], [4], [7]] 20603/2592
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[[5, 2, 1], [3, 6], [4], [7]] 4285/648 [[5, 2, 1], [6, 3], [4], [7]] −19699/1296
[[1, 2, 5], [3, 7], [4], [6]] −1945/81 [[1, 2, 5], [7, 3], [4], [6]] 5615/1296
[[1, 5, 2], [3, 7], [4], [6]] −10525/3888 [[1, 5, 2], [7, 3], [4], [6]] 29515/7776
[[2, 1, 5], [3, 7], [4], [6]] −60563/2592 [[2, 1, 5], [7, 3], [4], [6]] 6533/432
[[2, 5, 1], [3, 7], [4], [6]] −64993/7776 [[2, 5, 1], [7, 3], [4], [6]] 4021/3888
[[5, 1, 2], [3, 7], [4], [6]] −5891/864 [[5, 1, 2], [7, 3], [4], [6]] 5537/864
[[5, 2, 1], [3, 7], [4], [6]] 18337/1296 [[5, 2, 1], [7, 3], [4], [6]] −59869/2592
[[1, 2, 5], [4, 6], [3], [7]] 419/216 [[1, 2, 5], [6, 4], [3], [7]] 7375/432
[[1, 5, 2], [4, 6], [3], [7]] −761/7776 [[1, 5, 2], [6, 4], [3], [7]] 29191/7776
[[2, 1, 5], [4, 6], [3], [7]] 1097/324 [[2, 1, 5], [6, 4], [3], [7]] 391/324
[[2, 5, 1], [4, 6], [3], [7]] −46159/7776 [[2, 5, 1], [6, 4], [3], [7]] 48983/7776
[[5, 1, 2], [4, 6], [3], [7]] 1009/1296 [[5, 1, 2], [6, 4], [3], [7]] 173/81
[[5, 2, 1], [4, 6], [3], [7]] 4223/648 [[5, 2, 1], [6, 4], [3], [7]] 745/162
[[1, 2, 5], [7, 4], [3], [6]] 2161/432 [[1, 5, 2], [4, 7], [3], [6]] −3875/7776
[[1, 5, 2], [7, 4], [3], [6]] 26155/7776 [[2, 1, 5], [7, 4], [3], [6]] 12781/1296
[[2, 5, 1], [4, 7], [3], [6]] −66121/7776 [[2, 5, 1], [7, 4], [3], [6]] 44135/7776
[[5, 1, 2], [4, 7], [3], [6]] −6289/1296 [[5, 2, 1], [4, 7], [3], [6]] 1925/144
[[1, 2, 5], [6, 7], [3], [4]] 2245/144 [[1, 5, 2], [6, 7], [3], [4]] −15989/7776
[[1, 5, 2], [7, 6], [3], [4]] −36203/7776 [[2, 1, 5], [6, 7], [3], [4]] −2491/216
[[2, 5, 1], [6, 7], [3], [4]] −27607/7776 [[2, 5, 1], [7, 6], [3], [4]] −57457/7776
[[5, 1, 2], [6, 7], [3], [4]] −775/48 [[5, 2, 1], [6, 7], [3], [4]] 6305/648
[[1, 2, 6], [3, 4], [5], [7]] −5221/1296 [[1, 2, 6], [4, 3], [5], [7]] 1747/432
[[1, 6, 2], [3, 4], [5], [7]] −1253/7776 [[1, 6, 2], [4, 3], [5], [7]] 12905/3888
[[2, 1, 6], [3, 4], [5], [7]] −25073/2592 [[2, 1, 6], [4, 3], [5], [7]] 37673/2592
[[2, 6, 1], [3, 4], [5], [7]] 2269/972 [[2, 6, 1], [4, 3], [5], [7]] −7879/1944
[[6, 1, 2], [3, 4], [5], [7]] 5765/1296 [[6, 1, 2], [4, 3], [5], [7]] 3623/432
[[6, 2, 1], [3, 4], [5], [7]] 715/1296 [[6, 2, 1], [4, 3], [5], [7]] −1561/144
[[1, 2, 6], [3, 5], [4], [7]] −1747/432 [[1, 2, 6], [5, 3], [4], [7]] 5773/1296
[[1, 6, 2], [3, 5], [4], [7]] −35951/7776 [[1, 6, 2], [5, 3], [4], [7]] 42637/7776
[[2, 1, 6], [3, 5], [4], [7]] −17525/864 [[2, 1, 6], [5, 3], [4], [7]] 25073/2592
[[2, 6, 1], [3, 5], [4], [7]] −679/1944 [[2, 6, 1], [5, 3], [4], [7]] −5795/3888
[[6, 1, 2], [3, 5], [4], [7]] 433/162 [[6, 1, 2], [5, 3], [4], [7]] 46/81
[[6, 2, 1], [3, 5], [4], [7]] −1193/1296 [[6, 2, 1], [5, 3], [4], [7]] −5843/1296
[[1, 2, 6], [3, 7], [4], [5]] −5951/432 [[1, 2, 6], [7, 3], [4], [5]] 1891/648
[[1, 6, 2], [3, 7], [4], [5]] −58067/7776 [[1, 6, 2], [7, 3], [4], [5]] 53941/7776
[[2, 1, 6], [3, 7], [4], [5]] −61177/2592 [[2, 1, 6], [7, 3], [4], [5]] 6209/432
[[2, 6, 1], [3, 7], [4], [5]] −2053/1944 [[2, 6, 1], [7, 3], [4], [5]] −20423/3888
[[6, 1, 2], [3, 7], [4], [5]] 775/81 [[6, 1, 2], [7, 3], [4], [5]] −4189/1296
[[6, 2, 1], [3, 7], [4], [5]] 941/216 [[6, 2, 1], [7, 3], [4], [5]] −32989/2592
[[1, 2, 6], [4, 5], [3], [7]] 5221/1296 [[1, 2, 6], [5, 4], [3], [7]] 5113/1296
[[1, 6, 2], [4, 5], [3], [7]] −1723/972 [[1, 6, 2], [5, 4], [3], [7]] 38239/7776
[[2, 1, 6], [4, 5], [3], [7]] 1499/432 [[2, 1, 6], [5, 4], [3], [7]] 1469/162
[[2, 6, 1], [4, 5], [3], [7]] −8051/3888 [[2, 6, 1], [5, 4], [3], [7]] 19039/3888
[[6, 1, 2], [4, 5], [3], [7]] 6833/648 [[6, 1, 2], [5, 4], [3], [7]] 2011/432
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7 Ergebnis
[[6, 2, 1], [4, 5], [3], [7]] −2429/1296 [[6, 2, 1], [5, 4], [3], [7]] 1561/324
[[1, 2, 6], [7, 4], [3], [5]] 1685/648 [[1, 6, 2], [4, 7], [3], [5]] −10049/1944
[[1, 6, 2], [7, 4], [3], [5]] 49213/7776 [[2, 1, 6], [7, 4], [3], [5]] 3707/324
[[2, 6, 1], [4, 7], [3], [5]] −3967/1944 [[2, 6, 1], [7, 4], [3], [5]] 2167/3888
[[6, 1, 2], [4, 7], [3], [5]] 287/24 [[6, 2, 1], [4, 7], [3], [5]] 631/216
[[1, 6, 2], [5, 7], [3], [4]] 13741/7776 [[1, 6, 2], [7, 5], [3], [4]] 2557/7776
[[2, 6, 1], [5, 7], [3], [4]] 8603/1944 [[2, 6, 1], [7, 5], [3], [4]] −3281/3888
[[1, 2, 7], [3, 4], [5], [6]] −10523/1296 [[1, 2, 7], [4, 3], [5], [6]] −4997/648
[[1, 7, 2], [3, 4], [5], [6]] 27367/7776 [[1, 7, 2], [4, 3], [5], [6]] 2615/3888
[[2, 1, 7], [3, 4], [5], [6]] 1451/324 [[2, 1, 7], [4, 3], [5], [6]] 7805/1296
[[2, 7, 1], [3, 4], [5], [6]] 1997/1944 [[2, 7, 1], [4, 3], [5], [6]] 19393/3888
[[1, 2, 7], [3, 5], [4], [6]] −4339/1296 [[1, 2, 7], [5, 3], [4], [6]] 4/9
[[1, 7, 2], [3, 5], [4], [6]] 67027/7776 [[1, 7, 2], [5, 3], [4], [6]] −35585/7776
[[2, 1, 7], [3, 5], [4], [6]] 1045/216 [[2, 1, 7], [5, 3], [4], [6]] −169/324
[[2, 7, 1], [3, 5], [4], [6]] −188/243 [[2, 7, 1], [5, 3], [4], [6]] 6703/3888
[[1, 7, 2], [3, 6], [4], [5]] 25903/7776 [[1, 7, 2], [6, 3], [4], [5]] −35729/7776
[[2, 7, 1], [3, 6], [4], [5]] −115/1944 [[2, 7, 1], [6, 3], [4], [5]] −8147/3888
[[1, 2, 7], [4, 5], [3], [6]] −1645/432 [[1, 7, 2], [4, 5], [3], [6]] 5165/972
[[1, 7, 2], [5, 4], [3], [6]] −40253/7776 [[2, 1, 7], [4, 5], [3], [6]] 1157/216
[[2, 7, 1], [4, 5], [3], [6]] −1229/972 [[2, 7, 1], [5, 4], [3], [6]] −17717/3888
[[1, 7, 2], [4, 6], [3], [5]] 91/1944 [[1, 7, 2], [6, 4], [3], [5]] −31469/7776
[[2, 7, 1], [4, 6], [3], [5]] −2041/1944 [[2, 7, 1], [6, 4], [3], [5]] −35867/3888
[[1, 7, 2], [5, 6], [3], [4]] −49235/7776 [[1, 7, 2], [6, 5], [3], [4]] −30701/7776
[[2, 7, 1], [5, 6], [3], [4]] −2431/1944 [[2, 7, 1], [6, 5], [3], [4]] −1921/1944
[[1, 3, 4], [2, 5], [6], [7]] 47951/2592 [[1, 3, 4], [5, 2], [6], [7]] −9989/1296
[[1, 4, 3], [2, 5], [6], [7]] 57613/2592 [[1, 4, 3], [5, 2], [6], [7]] −584/81
[[3, 1, 4], [2, 5], [6], [7]] −10553/648 [[3, 1, 4], [5, 2], [6], [7]] 1543/648
[[3, 4, 1], [2, 5], [6], [7]] 4057/1296 [[3, 4, 1], [5, 2], [6], [7]] 4423/2592
[[4, 1, 3], [2, 5], [6], [7]] −17453/864 [[4, 1, 3], [5, 2], [6], [7]] 2911/1296
[[4, 3, 1], [2, 5], [6], [7]] 2483/2592 [[4, 3, 1], [5, 2], [6], [7]] 5771/1296
[[1, 3, 4], [2, 6], [5], [7]] 49001/2592 [[1, 3, 4], [6, 2], [5], [7]] −1555/162
[[1, 4, 3], [2, 6], [5], [7]] 58879/2592 [[1, 4, 3], [6, 2], [5], [7]] −4933/648
[[3, 1, 4], [2, 6], [5], [7]] −39715/2592 [[3, 1, 4], [6, 2], [5], [7]] 20257/2592
[[3, 4, 1], [2, 6], [5], [7]] 3953/2592 [[3, 4, 1], [6, 2], [5], [7]] −3599/1296
[[4, 1, 3], [2, 6], [5], [7]] −24463/1296 [[4, 1, 3], [6, 2], [5], [7]] 6667/864
[[4, 3, 1], [2, 6], [5], [7]] −1631/1296 [[4, 3, 1], [6, 2], [5], [7]] −509/864
[[1, 3, 4], [2, 7], [5], [6]] 335/18 [[1, 3, 4], [7, 2], [5], [6]] −1273/162
[[1, 4, 3], [2, 7], [5], [6]] 307/27 [[1, 4, 3], [7, 2], [5], [6]] −10529/1296
[[3, 1, 4], [2, 7], [5], [6]] −58133/2592 [[3, 4, 1], [2, 7], [5], [6]] 9133/1296
[[3, 4, 1], [7, 2], [5], [6]] 1645/864 [[4, 1, 3], [2, 7], [5], [6]] −16057/648
[[4, 3, 1], [2, 7], [5], [6]] 8789/2592 [[4, 3, 1], [7, 2], [5], [6]] 12871/1296
[[1, 3, 4], [5, 6], [2], [7]] −1219/162 [[1, 3, 4], [6, 5], [2], [7]] −12821/1296
[[1, 4, 3], [5, 6], [2], [7]] −8711/1296 [[1, 4, 3], [6, 5], [2], [7]] −10499/1296
[[3, 1, 4], [5, 6], [2], [7]] 3475/864 [[3, 1, 4], [6, 5], [2], [7]] 2129/324
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[[3, 4, 1], [5, 6], [2], [7]] 3533/1296 [[3, 4, 1], [6, 5], [2], [7]] 4085/2592
[[4, 1, 3], [5, 6], [2], [7]] 1621/216 [[4, 1, 3], [6, 5], [2], [7]] 2737/288
[[4, 3, 1], [5, 6], [2], [7]] −2111/2592 [[4, 3, 1], [6, 5], [2], [7]] −143/648
[[1, 3, 4], [5, 7], [2], [6]] −23071/2592 [[1, 3, 4], [7, 5], [2], [6]] −15097/2592
[[1, 4, 3], [5, 7], [2], [6]] −1403/96 [[1, 4, 3], [7, 5], [2], [6]] −1553/288
[[3, 1, 4], [5, 7], [2], [6]] −511/432 [[3, 1, 4], [7, 5], [2], [6]] 3859/648
[[3, 4, 1], [5, 7], [2], [6]] 743/432 [[3, 4, 1], [7, 5], [2], [6]] −143/288
[[4, 1, 3], [5, 7], [2], [6]] 26101/2592 [[4, 1, 3], [7, 5], [2], [6]] 3743/648
[[4, 3, 1], [5, 7], [2], [6]] −467/288 [[4, 3, 1], [7, 5], [2], [6]] 905/2592
[[1, 3, 4], [6, 7], [2], [5]] −29023/2592 [[1, 4, 3], [6, 7], [2], [5]] −13397/864
[[3, 1, 4], [6, 7], [2], [5]] 197/81 [[3, 4, 1], [6, 7], [2], [5]] −137/216
[[4, 1, 3], [6, 7], [2], [5]] 34589/2592 [[4, 3, 1], [6, 7], [2], [5]] −10897/2592
[[1, 3, 5], [2, 4], [6], [7]] −277/432 [[1, 3, 5], [4, 2], [6], [7]] −193/2592
[[1, 5, 3], [2, 4], [6], [7]] −15979/2592 [[1, 5, 3], [4, 2], [6], [7]] 13303/2592
[[3, 1, 5], [2, 4], [6], [7]] −8509/2592 [[3, 1, 5], [4, 2], [6], [7]] 557/72
[[3, 5, 1], [2, 4], [6], [7]] −2531/864 [[3, 5, 1], [4, 2], [6], [7]] 2567/864
[[5, 1, 3], [2, 4], [6], [7]] −343/864 [[5, 1, 3], [4, 2], [6], [7]] −751/432
[[5, 3, 1], [2, 4], [6], [7]] 3235/1296 [[5, 3, 1], [4, 2], [6], [7]] 2219/2592
[[1, 3, 5], [2, 6], [4], [7]] −173/324 [[1, 3, 5], [6, 2], [4], [7]] 475/1296
[[1, 5, 3], [2, 6], [4], [7]] −26497/2592 [[1, 5, 3], [6, 2], [4], [7]] 505/216
[[3, 1, 5], [2, 6], [4], [7]] −11425/864 [[3, 1, 5], [6, 2], [4], [7]] 18391/2592
[[3, 5, 1], [2, 6], [4], [7]] 395/162 [[3, 5, 1], [6, 2], [4], [7]] 2635/864
[[5, 1, 3], [2, 6], [4], [7]] −253/216 [[5, 1, 3], [6, 2], [4], [7]] 2125/2592
[[5, 3, 1], [2, 6], [4], [7]] −2167/2592 [[5, 3, 1], [6, 2], [4], [7]] 755/216
[[1, 3, 5], [2, 7], [4], [6]] 15503/2592 [[1, 3, 5], [7, 2], [4], [6]] −6605/2592
[[1, 5, 3], [2, 7], [4], [6]] −12679/2592 [[1, 5, 3], [7, 2], [4], [6]] 793/108
[[3, 1, 5], [2, 7], [4], [6]] −11249/648 [[3, 5, 1], [2, 7], [4], [6]] −2131/1296
[[3, 5, 1], [7, 2], [4], [6]] −9947/2592 [[5, 1, 3], [2, 7], [4], [6]] −4451/648
[[5, 3, 1], [2, 7], [4], [6]] 2029/2592 [[5, 3, 1], [7, 2], [4], [6]] 21521/2592
[[1, 3, 5], [4, 6], [2], [7]] 85/2592 [[1, 3, 5], [6, 4], [2], [7]] 577/108
[[1, 5, 3], [4, 6], [2], [7]] 2209/2592 [[1, 5, 3], [6, 4], [2], [7]] 527/72
[[3, 1, 5], [4, 6], [2], [7]] 2021/2592 [[3, 1, 5], [6, 4], [2], [7]] 7999/1296
[[3, 5, 1], [4, 6], [2], [7]] 3493/1296 [[3, 5, 1], [6, 4], [2], [7]] −3323/864
[[5, 1, 3], [4, 6], [2], [7]] 103/36 [[5, 1, 3], [6, 4], [2], [7]] 2885/864
[[5, 3, 1], [4, 6], [2], [7]] −293/162 [[5, 3, 1], [6, 4], [2], [7]] 3113/2592
[[1, 3, 5], [7, 4], [2], [6]] 1387/432 [[1, 5, 3], [4, 7], [2], [6]] 10567/2592
[[1, 5, 3], [7, 4], [2], [6]] 9175/1296 [[3, 1, 5], [7, 4], [2], [6]] 10133/1296
[[3, 5, 1], [4, 7], [2], [6]] −1501/1296 [[3, 5, 1], [7, 4], [2], [6]] −16667/2592
[[5, 1, 3], [4, 7], [2], [6]] 5/288 [[5, 3, 1], [4, 7], [2], [6]] 3329/2592
[[1, 3, 5], [6, 7], [2], [4]] 1577/2592 [[1, 5, 3], [6, 7], [2], [4]] 2303/432
[[3, 1, 5], [6, 7], [2], [4]] 2233/2592 [[3, 5, 1], [6, 7], [2], [4]] 253/81
[[5, 1, 3], [6, 7], [2], [4]] 887/864 [[5, 3, 1], [6, 7], [2], [4]] −9569/2592
[[1, 3, 6], [2, 4], [5], [7]] −1141/2592 [[1, 3, 6], [4, 2], [5], [7]] 1315/2592
[[1, 6, 3], [2, 4], [5], [7]] −4003/2592 [[1, 6, 3], [4, 2], [5], [7]] 1315/288
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7 Ergebnis
[[3, 1, 6], [2, 4], [5], [7]] −20525/2592 [[3, 1, 6], [4, 2], [5], [7]] 34459/2592
[[3, 6, 1], [2, 4], [5], [7]] −368/81 [[3, 6, 1], [4, 2], [5], [7]] 1315/648
[[6, 1, 3], [2, 4], [5], [7]] 7081/1296 [[6, 1, 3], [4, 2], [5], [7]] −18755/2592
[[6, 3, 1], [2, 4], [5], [7]] 322/81 [[6, 3, 1], [4, 2], [5], [7]] −5233/2592
[[1, 3, 6], [2, 5], [4], [7]] −1315/2592 [[1, 3, 6], [5, 2], [4], [7]] 13861/2592
[[1, 6, 3], [2, 5], [4], [7]] −5215/864 [[1, 6, 3], [5, 2], [4], [7]] 4705/1296
[[3, 1, 6], [2, 5], [4], [7]] −42185/2592 [[3, 1, 6], [5, 2], [4], [7]] 6541/864
[[3, 6, 1], [2, 5], [4], [7]] 3043/648 [[3, 6, 1], [5, 2], [4], [7]] 3929/1296
[[6, 1, 3], [2, 5], [4], [7]] −6125/2592 [[6, 1, 3], [5, 2], [4], [7]] −5273/1296
[[6, 3, 1], [2, 5], [4], [7]] 16553/2592 [[6, 3, 1], [5, 2], [4], [7]] −103/72
[[1, 3, 6], [2, 7], [4], [5]] 3085/648 [[1, 3, 6], [7, 2], [4], [5]] 797/216
[[1, 6, 3], [2, 7], [4], [5]] −3125/2592 [[1, 6, 3], [7, 2], [4], [5]] 3007/648
[[3, 1, 6], [2, 7], [4], [5]] −27613/1296 [[3, 6, 1], [2, 7], [4], [5]] −911/432
[[3, 6, 1], [7, 2], [4], [5]] −391/1296 [[6, 3, 1], [2, 7], [4], [5]] 2195/648
[[1, 3, 6], [4, 5], [2], [7]] 1141/2592 [[1, 3, 6], [5, 4], [2], [7]] 871/2592
[[1, 6, 3], [4, 5], [2], [7]] 49/2592 [[1, 6, 3], [5, 4], [2], [7]] 5269/1296
[[3, 1, 6], [4, 5], [2], [7]] 757/864 [[3, 1, 6], [5, 4], [2], [7]] 24857/2592
[[3, 6, 1], [4, 5], [2], [7]] 287/648 [[3, 6, 1], [5, 4], [2], [7]] −4175/1296
[[6, 1, 3], [4, 5], [2], [7]] −4429/648 [[6, 1, 3], [5, 4], [2], [7]] 3445/2592
[[6, 3, 1], [4, 5], [2], [7]] 9731/1296 [[6, 3, 1], [5, 4], [2], [7]] 3203/864
[[1, 3, 6], [7, 4], [2], [5]] 631/216 [[1, 6, 3], [4, 7], [2], [5]] 6505/2592
[[1, 6, 3], [7, 4], [2], [5]] 335/54 [[3, 1, 6], [7, 4], [2], [5]] 3961/648
[[3, 6, 1], [4, 7], [2], [5]] −2845/1296 [[3, 6, 1], [7, 4], [2], [5]] −73/12
[[6, 1, 3], [4, 7], [2], [5]] −977/1296 [[6, 3, 1], [4, 7], [2], [5]] 1525/648
[[1, 6, 3], [5, 7], [2], [4]] 667/432 [[3, 6, 1], [5, 7], [2], [4]] 4651/1296
[[1, 3, 7], [2, 4], [5], [6]] −2129/864 [[1, 3, 7], [4, 2], [5], [6]] 419/144
[[1, 7, 3], [2, 4], [5], [6]] −7553/2592 [[1, 7, 3], [4, 2], [5], [6]] 2147/864
[[3, 1, 7], [2, 4], [5], [6]] −443/864 [[3, 1, 7], [4, 2], [5], [6]] −547/324
[[3, 7, 1], [2, 4], [5], [6]] 13271/1296 [[3, 7, 1], [4, 2], [5], [6]] −401/81
[[1, 3, 7], [2, 5], [4], [6]] 79/16 [[1, 3, 7], [5, 2], [4], [6]] 2003/288
[[1, 7, 3], [2, 5], [4], [6]] −12053/2592 [[1, 7, 3], [5, 2], [4], [6]] 439/162
[[3, 1, 7], [2, 5], [4], [6]] −239/648 [[3, 1, 7], [5, 2], [4], [6]] −9185/2592
[[3, 7, 1], [2, 5], [4], [6]] 41/648 [[3, 7, 1], [5, 2], [4], [6]] −251/24
[[1, 7, 3], [2, 6], [4], [5]] −2051/864 [[1, 7, 3], [6, 2], [4], [5]] −17/27
[[3, 7, 1], [2, 6], [4], [5]] −11/108 [[3, 7, 1], [6, 2], [4], [5]] −4355/648
[[1, 3, 7], [4, 5], [2], [6]] 16895/2592 [[1, 7, 3], [4, 5], [2], [6]] 12061/2592
[[1, 7, 3], [5, 4], [2], [6]] 385/648 [[3, 1, 7], [4, 5], [2], [6]] −13889/2592
[[3, 7, 1], [4, 5], [2], [6]] 41/324 [[3, 7, 1], [5, 4], [2], [6]] 7631/1296
[[1, 7, 3], [4, 6], [2], [5]] 10439/2592 [[1, 7, 3], [6, 4], [2], [5]] −5/6
[[3, 7, 1], [4, 6], [2], [5]] −167/324 [[3, 7, 1], [6, 4], [2], [5]] 6827/1296
[[1, 7, 3], [5, 6], [2], [4]] 31/162 [[3, 7, 1], [5, 6], [2], [4]] 67/324
[[1, 4, 5], [2, 3], [6], [7]] 3269/648 [[1, 4, 5], [3, 2], [6], [7]] −5159/864
[[1, 5, 4], [2, 3], [6], [7]] −149/54 [[1, 5, 4], [3, 2], [6], [7]] 511/162
[[4, 1, 5], [2, 3], [6], [7]] −211/162 [[4, 1, 5], [3, 2], [6], [7]] 10865/2592
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[[4, 5, 1], [2, 3], [6], [7]] 1367/432 [[4, 5, 1], [3, 2], [6], [7]] −5041/1296
[[5, 1, 4], [2, 3], [6], [7]] −7543/1296 [[5, 1, 4], [3, 2], [6], [7]] 1357/288
[[5, 4, 1], [2, 3], [6], [7]] 269/864 [[5, 4, 1], [3, 2], [6], [7]] 679/162
[[1, 4, 5], [2, 6], [3], [7]] 73/16 [[1, 4, 5], [6, 2], [3], [7]] 145/108
[[1, 5, 4], [2, 6], [3], [7]] −10091/1296 [[1, 5, 4], [6, 2], [3], [7]] 5323/1296
[[4, 1, 5], [2, 6], [3], [7]] −629/96 [[4, 1, 5], [6, 2], [3], [7]] 3395/648
[[4, 5, 1], [2, 6], [3], [7]] 3167/1296 [[4, 5, 1], [6, 2], [3], [7]] −1745/432
[[5, 1, 4], [2, 6], [3], [7]] −16823/2592 [[5, 1, 4], [6, 2], [3], [7]] 37/864
[[5, 4, 1], [2, 6], [3], [7]] 329/2592 [[5, 4, 1], [6, 2], [3], [7]] 14837/2592
[[1, 4, 5], [2, 7], [3], [6]] 12209/2592 [[1, 4, 5], [7, 2], [3], [6]] −3725/2592
[[1, 5, 4], [2, 7], [3], [6]] −173/72 [[1, 5, 4], [7, 2], [3], [6]] 5183/648
[[4, 1, 5], [2, 7], [3], [6]] −15599/1296 [[4, 5, 1], [2, 7], [3], [6]] −1249/1296
[[4, 5, 1], [7, 2], [3], [6]] −4619/432 [[5, 1, 4], [2, 7], [3], [6]] −17225/2592
[[5, 4, 1], [2, 7], [3], [6]] 2983/2592 [[5, 4, 1], [7, 2], [3], [6]] 19241/2592
[[1, 4, 5], [3, 6], [2], [7]] −16727/2592 [[1, 4, 5], [6, 3], [2], [7]] 7609/1296
[[1, 5, 4], [3, 6], [2], [7]] −299/144 [[1, 5, 4], [6, 3], [2], [7]] 563/81
[[4, 1, 5], [3, 6], [2], [7]] 5887/2592 [[4, 1, 5], [6, 3], [2], [7]] 6109/2592
[[4, 5, 1], [3, 6], [2], [7]] 3797/1296 [[4, 5, 1], [6, 3], [2], [7]] 5197/1296
[[5, 1, 4], [3, 6], [2], [7]] 7117/864 [[5, 1, 4], [6, 3], [2], [7]] 8573/2592
[[5, 4, 1], [3, 6], [2], [7]] −37/54 [[5, 4, 1], [6, 3], [2], [7]] −421/324
[[1, 4, 5], [7, 3], [2], [6]] 5881/1296 [[1, 5, 4], [7, 3], [2], [6]] 3361/432
[[4, 5, 1], [3, 7], [2], [6]] −7/16 [[5, 4, 1], [3, 7], [2], [6]] 4723/2592
[[1, 4, 5], [6, 7], [2], [3]] 1217/864 [[1, 5, 4], [6, 7], [2], [3]] 667/144
[[4, 1, 5], [6, 7], [2], [3]] 149/864 [[4, 5, 1], [6, 7], [2], [3]] 2231/648
[[5, 1, 4], [6, 7], [2], [3]] −101/2592 [[5, 4, 1], [6, 7], [2], [3]] −8815/2592
[[1, 4, 6], [2, 3], [5], [7]] 14975/2592 [[1, 4, 6], [3, 2], [5], [7]] −5075/864
[[1, 6, 4], [2, 3], [5], [7]] −397/432 [[1, 6, 4], [3, 2], [5], [7]] 4657/1296
[[4, 1, 6], [2, 3], [5], [7]] −2435/432 [[4, 1, 6], [3, 2], [5], [7]] 2873/324
[[4, 6, 1], [2, 3], [5], [7]] 449/162 [[4, 6, 1], [3, 2], [5], [7]] −1603/324
[[6, 1, 4], [2, 3], [5], [7]] −191/216 [[6, 1, 4], [3, 2], [5], [7]] −599/2592
[[6, 4, 1], [2, 3], [5], [7]] 875/864 [[6, 4, 1], [3, 2], [5], [7]] 1645/648
[[1, 4, 6], [2, 5], [3], [7]] 5075/864 [[1, 4, 6], [5, 2], [3], [7]] 13469/2592
[[1, 6, 4], [2, 5], [3], [7]] −529/108 [[1, 6, 4], [5, 2], [3], [7]] 3745/648
[[4, 1, 6], [2, 5], [3], [7]] −27517/2592 [[4, 1, 6], [5, 2], [3], [7]] 7051/1296
[[4, 6, 1], [2, 5], [3], [7]] 6449/1296 [[4, 6, 1], [5, 2], [3], [7]] −5713/1296
[[6, 1, 4], [2, 5], [3], [7]] −19133/2592 [[6, 1, 4], [5, 2], [3], [7]] −337/81
[[6, 4, 1], [2, 5], [3], [7]] 14633/2592 [[6, 4, 1], [5, 2], [3], [7]] 1543/864
[[1, 4, 6], [2, 7], [3], [5]] 9/2 [[1, 4, 6], [7, 2], [3], [5]] 2513/648
[[1, 6, 4], [2, 7], [3], [5]] 47/81 [[1, 6, 4], [7, 2], [3], [5]] 1901/324
[[4, 1, 6], [2, 7], [3], [5]] −10219/648 [[4, 6, 1], [2, 7], [3], [5]] −1727/1296
[[4, 6, 1], [7, 2], [3], [5]] −9593/1296 [[6, 4, 1], [2, 7], [3], [5]] 1865/648
[[1, 4, 6], [3, 5], [2], [7]] −14975/2592 [[1, 4, 6], [5, 3], [2], [7]] 4375/2592
[[1, 6, 4], [3, 5], [2], [7]] −449/324 [[1, 6, 4], [5, 3], [2], [7]] 5951/1296
[[4, 1, 6], [3, 5], [2], [7]] 4313/2592 [[4, 1, 6], [5, 3], [2], [7]] 514/81
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7 Ergebnis
[[4, 6, 1], [3, 5], [2], [7]] 379/648 [[4, 6, 1], [5, 3], [2], [7]] 5173/1296
[[6, 1, 4], [5, 3], [2], [7]] 1289/864 [[6, 4, 1], [3, 5], [2], [7]] 8483/1296
[[1, 4, 6], [7, 3], [2], [5]] 2449/648 [[1, 6, 4], [7, 3], [2], [5]] 119/18
[[4, 6, 1], [3, 7], [2], [5]] −1915/1296 [[6, 4, 1], [3, 7], [2], [5]] 1369/648
[[1, 6, 4], [5, 7], [2], [3]] 1643/1296 [[4, 6, 1], [5, 7], [2], [3]] 5845/1296
[[1, 4, 7], [2, 3], [5], [6]] −4807/2592 [[1, 4, 7], [3, 2], [5], [6]] 1009/324
[[1, 7, 4], [2, 3], [5], [6]] −31/144 [[1, 7, 4], [3, 2], [5], [6]] 577/432
[[4, 1, 7], [2, 3], [5], [6]] −1085/864 [[4, 1, 7], [3, 2], [5], [6]] −1645/648
[[4, 7, 1], [2, 3], [5], [6]] 2657/648 [[4, 7, 1], [3, 2], [5], [6]] −323/432
[[1, 4, 7], [2, 5], [3], [6]] 4567/1296 [[1, 4, 7], [5, 2], [3], [6]] 15715/2592
[[1, 7, 4], [2, 5], [3], [6]] −499/216 [[1, 7, 4], [5, 2], [3], [6]] 305/108
[[4, 1, 7], [2, 5], [3], [6]] −229/648 [[4, 1, 7], [5, 2], [3], [6]] −2363/864
[[4, 7, 1], [2, 5], [3], [6]] 37/216 [[4, 7, 1], [5, 2], [3], [6]] −265/54
[[1, 7, 4], [6, 2], [3], [5]] −13/108 [[4, 7, 1], [2, 6], [3], [5]] −19/108
[[1, 4, 7], [3, 5], [2], [6]] 14879/2592 [[1, 7, 4], [3, 5], [2], [6]] 49/48
[[1, 7, 4], [5, 3], [2], [6]] 1081/648 [[4, 1, 7], [3, 5], [2], [6]] −13217/2592
[[4, 7, 1], [3, 5], [2], [6]] 89/324 [[4, 7, 1], [5, 3], [2], [6]] −1/4
[[1, 5, 6], [2, 3], [4], [7]] −2551/648 [[1, 5, 6], [3, 2], [4], [7]] 3259/648
[[1, 6, 5], [2, 3], [4], [7]] −77/648 [[1, 6, 5], [3, 2], [4], [7]] 361/648
[[5, 1, 6], [2, 3], [4], [7]] 2737/648 [[5, 1, 6], [3, 2], [4], [7]] −601/144
[[5, 6, 1], [2, 3], [4], [7]] −2305/648 [[5, 6, 1], [3, 2], [4], [7]] 421/432
[[6, 1, 5], [2, 3], [4], [7]] 23/9 [[6, 1, 5], [3, 2], [4], [7]] −487/648
[[6, 5, 1], [2, 3], [4], [7]] −9/16 [[6, 5, 1], [3, 2], [4], [7]] −577/432
[[1, 5, 6], [2, 4], [3], [7]] −5237/1296 [[1, 5, 6], [4, 2], [3], [7]] 3583/1296
[[1, 6, 5], [2, 4], [3], [7]] 451/1296 [[1, 6, 5], [4, 2], [3], [7]] −2045/1296
[[5, 1, 6], [2, 4], [3], [7]] 841/216 [[5, 1, 6], [4, 2], [3], [7]] −4259/1296
[[5, 6, 1], [2, 4], [3], [7]] −1303/432 [[5, 6, 1], [4, 2], [3], [7]] 1135/648
[[6, 1, 5], [2, 4], [3], [7]] 463/162 [[1, 5, 6], [2, 7], [3], [4]] 11/24
[[1, 5, 6], [7, 2], [3], [4]] 100/81 [[1, 5, 6], [3, 4], [2], [7]] −287/324
[[1, 5, 6], [7, 3], [2], [4]] 37/162 [[1, 5, 7], [2, 3], [4], [6]] −107/54
[[1, 5, 7], [3, 2], [4], [6]] −77/432 [[1, 7, 5], [2, 3], [4], [6]] 515/432
[[1, 5, 7], [2, 4], [3], [6]] −53/36 [[1, 5, 7], [4, 2], [3], [6]] −5/16
[[1, 7, 5], [2, 4], [3], [6]] 653/432 [[1, 5, 7], [3, 4], [2], [6]] −103/108
[[1, 6, 7], [2, 3], [4], [5]] −31/36 [[1, 6, 7], [3, 2], [4], [5]] 199/216
[[1, 7, 6], [2, 3], [4], [5]] 23/72 [[1, 6, 7], [2, 4], [3], [5]] −19/108
[[1, 6, 7], [4, 2], [3], [5]] −2/9 [[1, 7, 6], [2, 4], [3], [5]] −13/108
[[1, 6, 7], [3, 4], [2], [5]] −1/18 [[2, 3, 4], [1, 5], [6], [7]] 1/9
[[2, 3, 4], [5, 1], [6], [7]] 5/9 [[2, 4, 3], [1, 5], [6], [7]] 7/27
[[3, 2, 4], [1, 5], [6], [7]] −1/54 [[3, 4, 2], [1, 5], [6], [7]] −13/54
[[4, 2, 3], [1, 5], [6], [7]] 11/54 [[2, 3, 4], [1, 6], [5], [7]] 2/9
[[2, 3, 4], [6, 1], [5], [7]] 4/9 [[2, 4, 3], [1, 6], [5], [7]] −2/27
[[3, 2, 4], [1, 6], [5], [7]] −7/54 [[3, 4, 2], [1, 6], [5], [7]] −2/27
[[4, 2, 3], [1, 6], [5], [7]] −1/54 [[2, 3, 4], [5, 6], [1], [7]] 11/18
[[2, 3, 4], [6, 5], [1], [7]] 7/18 [[2, 4, 3], [5, 6], [1], [7]] 1/18
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[[2, 4, 3], [6, 5], [1], [7]] −1/18 [[3, 2, 4], [5, 6], [1], [7]] −2/9
[[3, 2, 4], [6, 5], [1], [7]] 2/9 [[3, 4, 2], [5, 6], [1], [7]] 2/9
[[3, 4, 2], [6, 5], [1], [7]] −1/9 [[4, 2, 3], [5, 6], [1], [7]] 4/9
[[4, 2, 3], [6, 5], [1], [7]] 7/9 [[2, 3, 4], [5, 7], [1], [6]] −1/18
[[2, 4, 3], [5, 7], [1], [6]] −7/18 [[3, 2, 4], [7, 5], [1], [6]] −5/9
[[2, 5, 3], [1, 4], [6], [7]] 1/6 [[2, 3, 5], [1, 6], [4], [7]] 1/2
[[2, 3, 5], [6, 1], [4], [7]] 5/9 [[2, 5, 3], [1, 6], [4], [7]] −2/27
[[3, 2, 5], [1, 6], [4], [7]] 1/27 [[3, 5, 2], [1, 6], [4], [7]] 1/27
[[5, 2, 3], [1, 6], [4], [7]] 17/54 [[2, 3, 5], [6, 4], [1], [7]] 5/9
[[2, 5, 3], [4, 6], [1], [7]] −5/9 [[2, 4, 5], [1, 6], [3], [7]] 1/9
[[2, 4, 5], [6, 1], [3], [7]] 1/3 [[4, 5, 2], [1, 6], [3], [7]] −1/9
[[1, 2], [3, 4], [5, 6], [7]] 1/6
Dabei steht zum Beispiel [[1, 2, 3], [4, 5], [6], [7]] fu¨r das 4-Tupel
(X1X2X3, X4X5, X6, X7),
das in die Fundamentale Spuridentita¨t eingesetzt wird. Summiert man die sich dadurch
ergebenen Terme mit den angegebenen Koeffizienten, so erha¨lt man eine Gleichung der
Form:
0 = tr(X1X2X3X4X5X6X7) + Produkte von Spuren kleineren Grades.
Setzt man hier X1, . . . , X6 als spurlos voraus, so erha¨lt man eine etwas ku¨rzere Rela-
tion. Damit werden Spuren vom Grad ≥ 7 mittels Algorithmus 6.2.6 reduziert. Sei die
Reduktionsgleichung R so gegeben.
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7 Ergebnis
Theorem 7.0.8. Sei (E,R, r) der zuvor definierte Relationenbru¨ter. Dann lassen sich
die Relationen von C033 mit dem Algorithmus 6.2.8 aus den folgenden Tupeln berechnen.
Grad 7
(3, 2, 2) (111, 22, 3, 3)
Grad 8
(4, 3, 1) (1111, 22, 2, 3) (3, 3, 2) (1112, 22, 3, 3)
(4, 2, 2) (1111, 22, 3, 3) (1122, 21, 3, 3)
(1112, 21, 3, 3) (1122, 23, 1, 3)
(1122, 11, 3, 3) (1322, 23, 1, 1)
(3312, 11, 2, 2)
Grad 9
(5, 3, 1) (1112, 112, 2, 3) (3, 3, 3) (1112, 223, 3, 3)
(5, 2, 2) (1111, 212, 3, 3) (1132, 223, 1, 3)
(1112, 112, 3, 3) (1332, 223, 1, 1)
(4, 4, 1) (1112, 122, 2, 3) (3332, 221, 1, 1)
(1132, 122, 2, 1) (3331, 221, 2, 1)
(4, 3, 2) (1111, 222, 3, 3) (2223, 331, 1, 1)
(1112, 122, 3, 3) (2213, 331, 2, 1)
(1122, 112, 3, 3) (111, 222, 33, 3)
(1222, 113, 1, 3) (112, 223, 33, 1)
(3222, 111, 1, 3) (122, 231, 33, 1)
(3322, 111, 1, 2) (123, 123, 12, 3)
(3322, 121, 1, 1) (132, 123, 12, 3)
(132, 132, 12, 3)
Grad10
(6, 2, 2) (121132, 11, 1, 3) (4, 3, 3) (1111, 222, 33, 3)
(5, 4, 1) (121122, 21, 1, 3) (1112, 122, 33, 3)
(122122, 11, 1, 3) (1122, 112, 33, 3)
(5, 3, 2) (122121, 11, 3, 3) (1322, 112, 13, 3)
(122111, 21, 3, 3) (22213, 11, 13, 3)
(122311, 21, 1, 3) (22123, 11, 13, 3)
(122131, 21, 1, 3) (21223, 11, 13, 3)
(121231, 21, 1, 3) (12223, 11, 13, 3)
(4, 4, 2) (123212, 21, 1, 3) (22231, 11, 13, 3)
(123212, 11, 2, 3) (23221, 11, 13, 3)
(323212, 11, 2, 1) (32221, 11, 13, 3)
(12211, 122, 3, 3) (22321, 11, 13, 3)
(12121, 122, 3, 3) (23123, 11, 12, 3)
(11221, 122, 3, 3)
(11122, 122, 3, 3)
(22111, 122, 1, 3)
(22113, 122, 1, 3)
(22311, 122, 1, 3)
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Grad 11
(6, 4, 1) (1111, 1122, 22, 3) (4, 4, 3) (1212, 2121, 33, 3)
(6, 3, 2) (1113, 1122, 21, 3) (1212, 2112, 33, 3)
(5, 5, 1) (1112, 1122, 22, 3) (1212, 2211, 33, 3)
(2112, 1122, 12, 3) (1212, 1221, 33, 3)
(5, 4, 2) (13112, 1222, 1, 3) (1212, 1212, 33, 3)
(1133, 1122, 22, 1) (1212, 1122, 33, 3)
(1133, 1212, 22, 1) (1122, 1122, 33, 3)
(1311, 121, 222, 3) (1122, 2211, 33, 3)
(111, 112, 222, 33) (1122, 2121, 33, 3)
(5, 3, 3) (11223, 112, 13, 3)
(11232, 112, 13, 3)
(11223, 121, 13, 3)
(11223, 211, 13, 3)
(11232, 121, 13, 3)
Grad 12
(6, 6, 0) (2112, 121, 122, 12) (5, 4, 3) (33131, 121, 212, 2)
(6, 5, 1) (112212, 1123, 1, 2) (1231, 132, 321, 21)
(6, 4, 2) (112122, 1133, 1, 2) (123, 132, 321, 112)
(112312, 1123, 1, 2) (4, 4, 4) (11232, 123, 123, 3)
(6, 3, 3) (112212, 1133, 1, 3) (13233, 11223, 1, 2)
(112312, 1132, 1, 3) (13232, 1123, 13, 2)
(5, 5, 2) (1122, 112, 122, 33) (1323, 123, 123, 12)
(123, 132, 112, 221)
Dabei steht (22311, 122, 1, 3) fu¨r das 4-Tupel (x22x3x
2
1, x1x
2
2, x1, x3). Hier sind nur die
Relationen aufgefu¨hrt, deren Multigrad eine Partition ist. Die anderen erzeugenden Re-
lationen erha¨lt man durch geeignete Permutation der Erzeuger.
Beweis. Die Bestimmung der Relationen wurde mit den in Kapitel 6 angegebenen Me-
thoden durchgefu¨hrt. Da der Beweis hauptsa¨chlich auf Berechnungen am Computer
beruht, wird nur die Vorgehensweise erla¨utert. Um den Rechenaufwand zu minimie-
ren, wurden die grundsa¨tzlichen Vereinfachungen aus Abschnitt 6.1 beru¨cksichtigt. Der
folgende Pseudocode illustriert die Verknu¨pfung der Methoden.
E = Erzeuger
I = [] (Idealkandidat)
for n=1 to 12 do
for partition in partitionen(n) do
kandidaten = bestimme_relationen(partition,E) (1)
for kandidat in kandidaten do
if not ist_in_ideal_enthalten(kandidat,I,E) (2)
neue_relationen = permutiere(kandidat)
I = I union neue_relationen
return I
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7 Ergebnis
An der Stelle (1) wird die Relationen mit Methode 6.2.1 bestimmt. Ob die neu erhalte-
nen Relationen schon im Kandidaten enthalten ist wird mit Methode 6.3.1 an Stelle (2)
u¨berpru¨ft. Damit ergibt sich ein Kandidaten fu¨r das Relationenideal.
Dieser Kandidat wird mit Methode 6.4.2 durch Vergleich der Hilbertreihen besta¨tigt.
Dies ist mo¨glich, da die Hilbertreihe von C33 durch 5.5.7 gegeben ist. Als homogenes
Parametersystem wird 5.5.2 gewa¨hlt. Fu¨r die Rechenzeit ist hier sehr hilfreich, dass die
Elemente dieses Parametersystem sich als Linearkombination der Erzeuger schreiben
lassen. Somit la¨sst dies eine Variablenelimination zu, statt das Parametersystem dem
Ideal zuzuschlagen. Die Berechnung der in 6.4.2 angegebenen Hilbertreihe wurde mit
dem Programm Singular [GP08] durchgefu¨hrt.
Da die Vielfachheiten durch den ersten Durchlauf bekannt sind, lassen sich die Viertu-
pel durch geschicktes Raten bestimmen. Diese Berechnungen wurden mit Sage [S+09]
durchgefu¨hrt. Die Berechnungen in (1) und (2) lassen sich durch jedes Computeralgebra-
system durchfu¨hren, das lineare Gleichungssysteme halbwegs effizient exakt lo¨sen kann.
Hier wurde Maple [Map04] dafu¨r verwendet.
Das homogene Parametersystem 5.5.2 liefert einen Morphismus
ψ : V33 → C19.
Dieser ist durch die Werte der Elemente des homogenen Parametersystems h1, . . . , h19
auf dem 3×3 Matrixtripel (A1, A2, A3) gegeben, da die Punkte von V33 so gegeben sind.
Die zugeho¨rige Abbildung wurde in der Einleitung mit pi : M33 → V33 bezeichnet. Ist nun
(a1, . . . , a19) ein solcher Punkt, so gilt fu¨r die Faser
|ψ−1(a1, . . . , a19)| = |N(I, h1 − a1, . . . , h19 − a19)|,
wobei N das Nullstellengebilde bezeichne. Die Anzahl der Punkte ist die C-Dimension
des zugeho¨rigen Koordinatenringes. Allerdings ist das Ideal (I, h1 − a1, . . . , h19 − a19)
im Allgemeinen nicht reduziert. Das Radikal la¨sst sich hier zum Beispiel mit Singular
[GP08, 4.8.8] berechnen. Damit ergibt sich das folgende Korollar.
Korollar 7.0.9. Es gilt∣∣∣∣∣∣ψ−1ψpi
0 0 01 0 0
0 0 0
 ,
0 0 00 0 0
0 1 0
 ,
0 0 10 0 0
0 0 0
∣∣∣∣∣∣ = 2
und
|ψ−1ψpi((0, 0, 0))| = 1.
Bemerkung 7.0.10. Hier ist die zweite Aussage trivial, denn fu¨r ein homogenes Ideal
ist fu¨r jede Nullstelle auch jedes skalare Vielfache eine Nullstelle. Da die Nullstellen-
menge aber als endlich vorausgesetzt war, kann nur 0 eine Nullstelle sein. Der Aufwand
fu¨r die Berechnung des Radikals steigt stark an, sobald das Ideal nicht mehr homogen
ist. Im homogenen Fall dauerte dies keine zweit Minuten, wa¨hrend im ersten Fall die
Berechnung einen Tag in Anspruch nahm.
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8 Vermutungen
Fu¨r minimale homogene Erzeugendensysteme von Cnd sind die Anzahl von Erzeugern
und die Vielfachheit ihrer Grade Invarianten. Insbesondere ist in diesem Zusammen-
hang der maximal no¨tige Grad eines solchen Erzeugendensystem eindeutig bestimmt.
Der kleinste solche Grad fu¨r alle d wurde hier mit N(n) bezeichnet. Bezeichnet R =
C[T1, . . . , Tk] den Polynomring, wobei die Ti fu¨r die Erzeuger von Cnd stehen, so hat Cnd
eine endliche homogene, freie Auflo¨sung
0→ Fk → Fk−1 → . . .→ F1 → R→ Cnd → 0
u¨ber R. In dieser sind die Fi wieder endlich erzeugte graduierte R-Moduln. Die Anzahl
der Erzeuger und die Vielfachheit ihrer Grade liegen auch hier fest. Mit den Bezeichungen
aus der Einleitung gilt N0(n, d) ≤ N(n) nach Theorem 2.2.33, wobei R =: F0. Hier ist
besonders, das N(n) nicht mehr von der Anzahl der betrachteten Matrizen abha¨ngt. Die
erste Vermutung lautet daher
Vermutung 8.0.11. N1(n, d) la¨sst sich unabha¨ngig von d abscha¨tzen, d.h. es gibt ein
N1(n) ∈ N mit N1(n, d) ≤ N1(n) fu¨r alle d ∈ N.
Die zweite Vermutung ist direkte Konsequenz aus allen hier betrachteten Fa¨llen. In
diesen gilt das Folgende.
Vermutung 8.0.12. N1(n, d) ≤ 2N(n) fu¨r alle d, n ∈ N.
Diese Vermutungen lassen sich auch fu¨r die ho¨heren Syzygien formulieren. Allerdings
gibt es dort noch nicht genug Berechnungen um eine serio¨se Vermutung zu formulieren.
Das ergibt folgende Frage.
Frage 8.0.13. Gilt N i(n, d) ≤ (i+ 1)N(n) fu¨r alle d, n ∈ N?
Ein weitere Vermutung la¨sst sich u¨ber den minimalen Grad der notwendigen Relatio-
nen formulieren. In allen bekannten Fa¨llen gibt es na¨mlich keine nichttrivialen Relationen
vom Grad ≤ N(n) + 1. In Methode 2.2.33 wu¨rde das bedeuten, dass lediglich eine Re-
duktionsgleichung fu¨r Spuren des Grades > N(n) angzugeben ist, um eine eindeutige
Reduktion der aus dem 2. Fundamentaltheorem gewonnenen Relationen zu bekommen.
Vermutung 8.0.14. Es gibt keine nichttriviale Relation in Cnd vom Grad ≤ N(n).
Die vierte und letzte Vermutung betrifft den maximalen Grad eines homogenen Pa-
rametersystems. Da die Erzeuger von Cnd verschiedene Grade haben, kann man nicht
ohne weiteres davon ausgehen, dass die Grade eines homogenen Parametersystems in
den Graden der Erzeuger liegen. Diese Problematik deutet sich schon beim homoge-
nen Parametersystem von C33 an, da dieses nicht mehr multihomogen ist, sondern nur
homogen.
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8 Vermutungen
Frage 8.0.15. La¨sst sich ein homogenes Parametersystem von Cnd finden, dass eine
Linearkombination des minimalen Erzeugendensystems ist?
Die in Kapitel 6 vorgestellten Methoden sind aufgrund des Rechenaufwandes nur auf
kleine Fa¨lle anwendbar. Die na¨chsten zu untersuchenden Fa¨lle wa¨ren C34 und C42.
1. Fu¨r C34 la¨sst sich die Methode 6.2.3 anwenden, da die Reduktionsgleichung schon
gegeben ist. Ein minimales Erzeugendensystem hat dort 189 Elemente ([Hog06]),
so dass die Methoden 6.2.1 und 6.2.2 vermutlich sehr großen Rechenaufwand er-
fordern.
2. Fu¨r C42 sind die Methoden 6.2.1 und 6.2.2 geeignet, da dort das minimale Erzeu-
gendensystem nur 32 Elemente besitzt. Allerdings gibt es dort erst ab Grad 12
nichttriviale Relationen, so dass hier vermutlich die effektivere Methode 6.2.2 be-
vorzugt werden sollte. Methode 6.2.3 wird in diesem Fall Schwierigkeiten bereiten,
da hier schon die Bestimmung einer Reduktionsgleichung Probleme bereitet. Man
vergleiche dazu die Reduktionsgleichung fu¨r 2 × 2 Matrizen mit der Reduktions-
gleichung fu¨r 3× 3 Matrizen.
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