Abstract-The use of finite-dimensional linear time-invariant controllers for the stabilization of periodic solutions in sinusoidally forced nonlinear systems is investigated. By mixing results concerning absolute stability of nonlinear systems and robustness of linear systems, a linear matrix inequality-based controller synthesis technique is developed. The synthesis algorithm yields the controller maximizing a lower bound of the maximum amplitude of the forcing input, for which the corresponding periodic solutions are guaranteed to be stable. The Duffing oscillator is employed to illustrate the main features of the proposed synthesis technique.
I. INTRODUCTION
A strong renewed interest has been recently observed in the classical area of periodic motions. Such an interest stems from the evidence that robustness of periodic solutions against system parameter variations has become a fundamental issue to manage the dynamics in several emerging control applications, such as the Atomic Force Microscope [1] . In particular, stabilization of periodic solutions is often the desired target in bifurcation and chaos control problems (see [2] and the references therein). More specifically, one of the most popular ideas for controlling chaos is to stabilize one among the infinite unstable periodic orbits embedded in the chaotic attractor.
Among other approaches, delayed feedback controllers have been employed for stabilizing periodic solutions of nonlinear systems [3] - [7] . These linear time-invariant controllers ensure to maintain the periodic solutions of the uncontrolled system, an important property in chaos control applications [2] . However, since these controllers are not finite-dimensional, it is difficult to obtain a reliable design procedure, especially when there are several controller parameters to be designed. For example, the controller gain is tuned experimentally in [3] , while the controller design involves a heavy computational burden in [4] - [7] .
This note considers the use of a general class of finite-dimensional controllers, which are rational approximations of the infinite dimensional delayed ones, for a class of single-input-single-output (SISO) sinusoidally forced nonlinear systems. The main result is the development of a synthesis technique which provides the controller maximizing a lower bound of the maximum amplitude of the forcing input, for which the corresponding periodic solutions are guaranteed to be stable. The synthesis algorithm requires the solution of a linear matrix inequality (LMI) problem and it is based on a suitable combination of linearization techniques and the classical circle criterion. In this respect, it is to remark that more specific integral quadratic constraints (IQCs) have been recently successfully applied for robustness analysis of periodic solutions [8] , [9] .
This note is organized as follows. Section II introduces the investigated problem. The formulation of the related control optimization problem is given in Section III, while the LMI-based synthesis technique is developed in Section IV. Section V presents an application example. Some brief comments end this note in Section VI. A preliminary version of this paper has been reported in [10] .
II. PROBLEM SETUP
Consider the nonlinear system 6 P described by the following statespace representation:
6 P : and satisfies the conditions
Note that the assumptions ensure that the origin is a locally exponentially stable equilibrium point of the unforced uncontrolled system (i.e., u = w = 0). Despite the presence of a unique nonlinear term [i.e., f (z)], several systems displaying rich nonlinear dynamics, such as Duffing, Van der Pol, and Chua oscillators, admit the representation (1) (see Section V). The problem investigated in this note is in the spirit of [5] and [7] , and it can be roughly formulated as follows. Suppose that system 6P is subject to sinusoidal forcing inputs
of period T and amplitude . Since the equilibrium point at the origin is hyperbolic, it is a standard fact [11] that the uncontrolled system (i.e.,
, where E is some positive number. Moreover, since the origin is locally asymptotically stable, these periodic solutions are locally asymptotically stable for < S , where generally S is strictly less than E , as in the typical scenario of supercritical period-doubling bifurcations [12] . Within this context a thoroughly investigated problem, especially for its implications on chaos control [2] , concerns the design of linear time invariant controllers 6 K ensuring that the controlled system 6 P 2K (see Fig. 1 ) exhibits stable T -periodic dynamics for larger values of the amplitude . More precisely, 6 K should be designed according to the following requirements: i) the T -periodic trajectories x(t), 2 (0; E ), are solutions of 6 P 2K ; ii) they are locally asymptotically stable also for S . Several solutions to this problem have been provided via the so-called delayed feedback controllers [3] - [7] . These controllers satisfy the design condition i) since their transfer function K(s) is such that
where Z is the set of integer numbers. Unfortunately, whenever there are more than two design parameters, the infinite-dimensional structure of delayed feedback controllers makes the design quite computationally demanding [4] - [7] .
To overcome such a difficulty, in this note we consider finite-dimensional controllers of the following structure: and, therefore, it can be seen as a finite dimensional approximation of delayed controllers. As a consequence, although controllers (4) do not generally satisfy the design constraint i), only slight modifications of the T -periodic trajectories x (t) are expected, if N 0 is taken sufficiently large.
In the next section, we formulate an optimization problem over the controllers (4) in order to maximize a lower bound of the maximum amplitude of the forcing input (3), for which the corresponding T -periodic solutions are guaranteed to be locally asymptotically stable.
III. FORMULATION OF THE OPTIMIZATION PROBLEM
Let x (t) be a T -periodic solution of the nonlinear system 6 P 2K corresponding to forcing input w (t) in (3). To investigate its local stability we can linearize 6P2K [11] , [8] . The linearization of 6P around x (t) leads to the linear periodic system _x = A x + B 1 v + B 2 u z = C1 x y = C 2 x v = 1 (t)z where v 2 R and
is a T -periodic scalar gain. Clearly, system (6) and controller (4) yield the sought linearized system of 6 P 2K . It is straightforward to verify that such linearized system 6 l can be put in the form of 
To investigate asymptotic stability of 6 l , we have to show stability of the feedback interconnection of the periodic gain 1 (t) and the rational transfer function
: (9) We have the following basic result. 
Then, the T -periodic solution x (t) of system 6 P 2K is locally asymptotically stable if one of the following equivalent conditions holds. 1)
2) The LMI
holds for some symmetric and positive-definite matrix X.
Proof: Since K(s) internally stabilizes M (s), it turns out that A is a Hurwitz matrix. Hence, direct application of the circle criterion to the feedback interconnection of the transfer function L(s) and the periodic gain 1 (t) yields asymptotic stability of 6 l [11] . To conclude the proof, we note that if system 6 l is asymptotically stable, then the T -periodic solution x (t) of system 6 P 2K is locally asymptotically stable [11] . Finally, the equivalence of conditions 1) and 2) can be found in [13] .
Remark 1: Note that Proposition 1 applies to all the T -periodic trajectories x (t) which satisfy the sector condition (10). In particular, it concerns those related to small amplitudes , since both x(t) and 1 (t) go to zero when ! 0, according to (2) and (7). 
is stable, i.e., the matrix A of its realization is Hurwitz and condition 1) is trivially satisfied when = 0, since 1 (t) = 0 and, thus, = 0.
Therefore, for each controller in (13) it is possible to determine the maximum (and consequently ) such that Proposition 1 holds. We are interested in selecting the optimal one according to the following optimization problem.
Problem: Let the class K of controllers be given. Then, compute
such that (12) [or (11)] holds.
The quantity 3 represents the largest sector amplitude allowed for the periodic gains 1 (t) such that the corresponding periodic solutions x(t) are ensured to be locally asymptotically stable via a controller belonging to K. Such an optimal controller is hereafter denoted by K 3 (s). Proof: Consider the controller K(s) 0, which obviously belongs to K. From (9), we have L(s) = M 11 (s) and, hence, the lower bound directly follows from condition (11).
The upper bound can be obtained by relaxing the constraint condition (11) in (15 is a proper transfer function which takes into account constraints (5), and
is a truncated Ritz series [14] depending on the parameter vector q = [q 0 ; q 1 ; ...; q N ] 2 R N+1 . Obviously, it is evident by construction that for any fixed > 0
We can now show that, for any given N, (12) is indeed an LMI in the joint variables X and q. 
is satisfied forX 2 R m2m ,X =X 0 > 0, andq 2 R N+1 . Then, the T -periodic solutions x (t) of 6 P 2K , where K(s) 2 K N with q =q, are locally asymptotically stable for all such that 1(t) belongs to sector [0;].
The aforementioned theorem is the basic step for solving the considered problem (15), i.e., finding the largest stability sector 3 and the corresponding optimal controller K 3 (s).
Let
(N ) denote the maximum value of such that the LMI (26) is satisfied for some symmetric positive-definite matrix X 2 R m2m and some q 2 R N+1 , i.e., for some controller K Consider the rational function given by the ratio Q 3 (s)=Q0(s).Now, since any stable rational function can be arbitrarily approximated by a Ritz series [14] , [15] , it turns out that, for large values of N , Q R (s) is an approximation of Q 3 (s)=Q0(s), thus completing the proof.
To summarize, the above theorem states that the sought optimal controller K 3 (s) can be approximated by a sequence of controllers (19) and (21) where q is set equal to p (N ) = (N ) , being p (N ) the value of p solving the LMI problem (27) and (28). In this respect, we note that the size of this LMI problem can be readily obtained from (23). It turns out that the dimension of the matrices and the number of variables respectively depends linearly and quadratically on N . Finally, we mention that the choice of the design parameter in K N can only affect the rate of convergence in (29).
V. APPLICATION EXAMPLE
Consider the Duffing forced oscillator described by the ordinary differential equation y(t) + 0:1_y(t) + 0:1y(t) + y 3 (t) = w(t) + u(t): (30) For w(t) = cos(2t) and u(t) = 0, (30) possesses stable 2-periodic solutions y (t) when the amplitude belongs to the interval [0; 5:02), while a period doubling cascade phenomenon starts at S = 5:02 leading to chaotic behavior for 2 (6; 16).
To apply our approach for providing a controller which ensures stable periodic solutions for > S , we note that (30) can be written in the form (1) once x = (y; _y) 0 , z = y, and A = 0 1 00:1 00:1
From (7), we have that 1(t) satisfies the sector condition (2) We now consider the class of controllers K by setting N0 = 3in (13) and, by exploiting Proposition 2, compute the lower and upper bound with respect to the uncontrolled case. As stated by Theorem 2, such bounds (N ) converge to the largest stability sector 3 as N grows. In this particular case, it also appears that 3 is equal to the a priori upper bound , as clearly shown in Fig. 3 .
Simulations show that these controllers succeed in delaying (in some cases even eliminate) the cascade of period doubling bifurcations and the corresponding chaotic behaviors. For instance, Fig. 4(a) illustrates a phase-plane portrait of the uncontrolled system (30) for = 6. For comparison, the controlled periodic solution, obtained by employing the controller K (6) (s), is reported in Fig. 4(b) (solid curve) superimposed with the uncontrolled unstable periodic solution (dashed curve). The relatively small difference between the two orbits can be reduced by increasing the parameter N0.
VI. CONCLUSION
The stabilization of periodic solutions in a class of SISO sinusoidally forced nonlinear systems via finite-dimensional linear time-invariant controllers is considered. For any controller, a lower bound of the maximum amplitude of the forcing input, for which the corresponding periodic solutions are guaranteed to be stable, is given. An LMI-based synthesis technique is proposed for determining the optimal controller, i.e., the one maximizing such a lower bound.
Based on the analysis of the Duffing oscillator and several other application examples, it is believed that synthesized controllers, though optimizing only a lower bound, can be successfully applied for the stabilization of periodic dynamics, an issue of growing interest from both a theoretical and application viewpoint. In this respect, the extension of the synthesis technique to general classes of multi-input multi-output sinusoidally forced nonlinear systems is an important topic for future research.
