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Abstract
Recently, Mursaleen introduced the concepts of statistical convergence in random 2-normed spaces. In this paper, we
deﬁne and study the notion of -statistical convergence and -statistical Cauchy sequences in random 2-normed
spaces , where λ = (λm) be a non-decreasing sequence of positive numbers tending to inﬁnity such that
λm+1 ≤ λm + 1, λ1 = 1 and prove some theorems. In last section we will give the deﬁnition of the − limit and
cluster points and we will show their relation between those classes.
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Introduction
The concept of statistical convergence play a vital role
not only in pure mathematics but also in other branches
of science involving mathematics, especially in informa-
tion theory, computer science, biological science, dynam-
ical systems, geographic information systems, population
modeling, and motion planning in robotics.
The notion of statistical convergence was introduced by
Fast [1] and Schoenberg [2] independently. Over the years
and under diﬀerent names, statistical convergence has
been discussed in the theory of Fourier analysis, ergodic
theory, and number theory. Later on it was further investi-
gated by Fridy [3], S˘ala´t [4], C¸akalli [5], Maio and Kocinac
[6], Miller [7], Maddox [8], Leindler [9], Mursaleen and
Alotaibi [10], Mursaleen and Edely [11], Mursaleen and
Edely [12], and many others. In the recent years, gener-
alization of statistical convergence have appeared in the
study of strong integral summability and the structure of
ideals of bounded continuous functions on Stone-C˘ech
compactiﬁcation of the natural numbers. Moreover, sta-
tistical convergence is closely related to the concept of
convergence in probability [13].
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The notion of statistical convergence depends on the
density of subsets of N. A subset of N is said to have
density δ (E) if







Deﬁnition 1.1. A sequence x = (xk) is said to be
statistically convergent to  if for every ε > 0
δ ({k ∈ N : |xk − | ≥ ε}) = 0.
In this case, we write S − lim x =  or xk → (S) and S
denotes the set of all statistically convergent sequences.
The probabilistic metric space was introduced by
Menger [14] which is an interesting and important gen-
eralization of the notion of a metric space. Karakus
[15] studied the concept of statistical convergence in
probabilistic normed spaces. The theory of probabilistic
normed spaces was initiated and developed in [16-20] and
it was further extended to random/probabilistic 2-normed
spaces by Golet¸ [21] using the concept of 2-norm which
is deﬁned by Ga¨hler [22], and Gu¨rdal and Pehlivan [23]
studied statistical convergence in 2-Banach spaces.
Mursaleen [24], introduced the λ-statistical conver-
gence for real sequences as follows:
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Let λ = (λm) be a non-decreasing sequence of positive
numbers tending to ∞ such that
λm+1 ≤ λm + 1, λ1 = 1.
The collection of such sequence λ will be denoted by .




|{m − λm + 1 ≤ j ≤ m : j ∈ K}|
is said to be λ-density ofK . In case λm = m, then λ-density






≤ 1, δ(K) ≤ δλ(K) for every K ⊆ N.
Deﬁnition 1.2. [24] A sequence x = (xk) is said to be λ-
statistically convergent or Sλ -convergent to  if for every
ε > 0, the set {k ∈ Im : |xk − | ≥ ε} has λ-density of zero.
In this case we write Sλ − lim x =  or xk → (Sλ) and
Sλ = {x = (xk) : ∃  ∈ R, Sλ − lim x = }.
Deﬁnition 1.3. Let μ = (μk)∞k=0 be a strictly increasing
sequence of positive real numbers tending to the inﬁnity
which is
0 < μo < μ1 < .... and μk → ∞ as k → ∞.
Mursaleen and Noman [25] introduced the notion of
μ−convergent sequences as follows: A sequence x = (xk)
is said to be μ−convergent to the number l if xk → l as





(μi − μi−1) xi
A sequence x = (xk) is said to be -statistically conver-
gent to  if for every ε > 0 the set {k ∈ N : |xk − | ≥ ε}




m |{k ≤ m : |xk − | ≥ ε}| = 0.
The existing literature on statistical convergence and its
generalizations appears to have been restricted to real or
complex sequences, but in recent years these ideas have
been also extended to the sequences in fuzzy normed [26]
and intutionistic fuzzy normed spaces [27-31]. Further




Deﬁnition 2.1. A function f : R → R+0 is called a
distribution function if it is a non-decreasing and left con-
tinuous with inft∈R f (t) = 0 and supt∈R f (t) = 1. By D+
we denote the set of all distribution functions such that
f (0) = 0. If a ∈ R+0 , then Ha ∈ D+, where
Ha(t) =
{
1, if t > a;
0, if t ≤ a
It is obvious that H0 ≥ f for all f ∈ D+.
A t-norm is a continuous mapping ∗ :[ 0, 1]×[ 0, 1]→
[ 0, 1] such that ([ 0, 1] , ∗) is abelian monoid with unit one
and c ∗ d ≥ a ∗ b if c ≥ a and d ≥ b for all a, b, c ∈[ 0, 1] .
A triangle function τ is a binary operation on D+, which
is commutative, associative, and τ(f ,H0) = f for every
f ∈ D+.
In [22], Ga¨hler introduced the following concept of 2-
normed space.
Deﬁnition 2.2. Let X be a real vector space of dimen-
sion d > 1 (dmay be inﬁnite). A real-valued function ||., .||
from X2 into R satisfying the following conditions:
(1) ||x1, x2|| = 0 if and only if x1, x2 are linearly depen-
dent,
(2) ||x1, x2|| is invariant under permutation,
(3) ||αx1, x2|| = |α|||x1, x2||, for any α ∈ R, and
(4) ||x + x, x2|| ≤ ||x, x2|| + ||x, x2||
is called an 2-norm on X, and the pair (X, ||., .||) is called
an 2-normed space.
A trivial example of an 2-normed space is X = R2,
equipped with the Euclidean 2-norm ||x1, x2||E = the vol-
ume of the parallellogram spanned by the vectors x1, x2
which may be given explicitly by the formula
||x1, x2||E = |det(xij)| = abs
(
det(< xi, xj >)
)
where xi = (xi1, xi2) ∈ R2 for each i = 1, 2.
Recently, Golet¸ [21] used the idea of 2-normed space to
deﬁne the random 2-normed space.
Deﬁnition 2.3. Let X be a linear space of dimension
d > 1 (d may be inﬁnite), τ a triangle, and F : X × X →
D+. Then F is called a probabilistic 2-norm and (X,F , τ)
a probabilistic 2-normed space if the following conditions
are satisﬁed:
1. (P2N1) F(x, y; t) = H0(t) if x and y are linearly
dependent, where F(x, y; t) denotes the value of
F(x, y) at t ∈ R,
2. (P2N2) F(x, y; t) 
= H0(t) if x and y are linearly
independent,
3. (P2N3) F(x, y; t) = F(y, x; t), for all x, y ∈ X,
4. (P2N4) F(αx, y; t) = F(x, y; t|α| ), for every
t > 0,α 
= 0 and x, y ∈ X,
5. (P2N5) F(x + y, z; t) ≥ τ
(F(x, z; t),F(y, z; t)) ,
whenever x, y, z ∈ X.
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If (P2N5) is replaced by (P2N6) F(x + y, z; t1 + t2) ≥
F(x, z; t1) ∗ F(y, z; t2), for all x, y, z ∈ X and t1, t2 ∈ R+0 ;
then (X,F , ∗) is called a random 2-normed space (for
short, R2NS).
Remark 2.1. Every 2-normed space (X, ||., .||) can be
made a random 2-normed space in a natural way, by
setting
(i)F(x, y; t) = H0(t − ||x, y||), for every x, y ∈ X, t > 0
and a ∗ b = min{a, b}, a, b ∈[ 0, 1] ;
(ii)F(x, y; t) = tt+||x,y|| , for every x, y ∈ X, t > 0 and
a ∗ b = ab, a, b ∈[ 0, 1] .
In [34], Gu¨rdal and Pehlivan studied statistical conver-
gence in 2-normed spaces and in 2-Banach spaces in [23].
In fact, Mursaleen [35] studied the concept of statisti-
cal convergence of sequences in random 2-normed space.
Recently in [36], Esi and O¨zdemir introduced and studied
the concept of generalized m-statistical convergence of
sequences in probabilistic normed space. In [37], Hazarika
introduced the generalized statistical convergence in ran-
dom 2-normed spaces.
Deﬁnition 2.4. [35] A sequence x = (xk) in a random 2-
normed space (X,F , ∗) is said to be statistical convergent
or SR2N convergent to some  ∈ X with respect to F if for
each ε > 0, θ ∈ (0, 1) and for non zero, z ∈ X, such that
δ ({k ∈ N : F(xk − , z; ε) ≤ 1 − θ}) = 0,
In other words we can write the sequence (xk) statistical




m |{k ≤ m : F(xk − , z; ε) ≤ 1 − θ}| = 0.
or equivalently




F(xk − , z; ε) = 1.
In this case, we write SR2N− lim x =  and  is called the
SR2N − limit of x. Let SR2N(X) denotes the set of all sta-
tistical convergent sequences in random 2-normed space
(X,F , ∗).
Deﬁnition 2.5. [37] A sequence x = (xk) in a random
2-normed space (X,F , ∗) is said to be λ-statistical conver-
gent or SR2Nλ -convergent to some  ∈ X with respect to F
if for each ε > 0, θ ∈ (0, 1) and for non zero z ∈ X such
that
δλ ({k ∈ N : F(xk − , z; ε) ≤ 1 − θ}) = 0,
In other words, we can write the sequence (xk) λ-
statistical converges to  in random 2-normed space





|{k ∈ Im : F(xk − , z; ε) ≤ 1 − θ}| = 0,
or equivalently,




F(xk − , z; ε) = 1.
In this case, we write SR2Nλ − lim x =  and  is called the
SR2Nλ − limit of x. Let SR2Nλ (X) denotes the set of all sta-
tistical convergent sequences in random 2-normed space
(X,F , ∗).
In this paper, we deﬁne and study -statistical conver-
gence in random 2-normed space which is quite a new and
interesting idea to work with. We show that some prop-
erties of -statistical convergence of real numbers also
hold for sequences in random 2-normed spaces. We ﬁnd
some relations of -statistical convergent sequences in
random 2-normed spaces. Also, we ﬁnd out the relation
between-statistical convergent and-statistical Cauchy
sequences in this spaces.
Results and discussion
-statistical convergence in random 2-normed space
In this section, we deﬁne -statistical convergent
sequence in random 2-normed (X,F , ∗). Also, we
obtained some basic properties of this notion in random
2-normed space.
Deﬁnition 3.1. A sequence x = (xk) in a random 2-
normed space (X,F , ∗) is said to be-convergent to  ∈ X
with respect to F if for each ε > 0, θ ∈ (0, 1) there exists
a positive integer n0 such that F(xk − , z; ε) > 1 − θ ,
whenever k ≥ n0 and for non zero z ∈ X. In this case, we
write F − limk xk = , and  is called the F-limit of
x = (xk).
Deﬁnition 3.2. A sequence x = (xk) in a random
2-normed space (X,F , ∗) is said to be -Cauchy with
respect to F if for each ε > 0, θ ∈ (0, 1) there exists a
positive integer n0 = n0(ε) such that F(xk − xs, z; ε)
< 1 − θ , whenever k, s ≥ n0 and for non zero z ∈ X.
Deﬁnition 3.3. A sequence x = (xk) in a random
2-normed space (X,F , ∗) is said to be -statistically con-
vergent or S-convergent to  ∈ X with respect to F if for
every ε > 0, θ ∈ (0, 1) and for non zero z ∈ X such that
δ({k ∈ Im : F(xk − , z; ε) ≤ 1 − θ}) = 0.
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|{k ∈ Im : F(xk − , z; ε) ≤ 1 − θ}| = 0,
or equivalently,




F(xk − , z; ε) = 1.
In this case, we write SR2N − lim x =  or xk → (SR2N )
and
SR2N (X) = {x = (xk) : ∃  ∈ R, SR2N − lim x = }.
Let SR2N (X) denotes the set of all -statistical conver-
gent sequences in random 2-normed space (X,F , ∗).
Deﬁnition 3.4. A sequence x = (xk) in a random 2-
normed space (X,F , ∗) is said to be -statistical Cauchy
with respect to F if for every ε > 0, θ ∈ (0, 1) and for non
zero z ∈ X, there exists a positive integer n = n(ε) such
that for all k, s ≥ n
δ({k ∈ Im : F(xk − xs, z; ε) ≤ 1 − θ}) = 0,
or equivalently,
δ({k ∈ Im : F(xk − xs, z; ε) > 1 − θ}) = 1.
Deﬁnition 3.3 immediately implies the following
Lemma.
Lemma 3.1. Let (X,F , ∗) be a random 2-normed space.
If x = (xk) is a sequence in X, then for every ε > 0, θ ∈
(0, 1) and for non zero z ∈ X, then the following statements
are equivalent:
(i) S − limk→∞ xk = .
(ii) δ({k ∈ Im : F(xk − , z; ε) ≤ 1 − θ}) = 0.
(iii) δ ({k ∈ Im : F(xk − , z; ε) > 1 − θ}) = 1.
(iv) S − limk→∞F(xk − , z; ε) = 1.
Theorem 3.2. Let (X,F , ∗) be a random 2-normed
space. If x = (xk) is a sequence in X such that SR2N −
lim xk =  exists, then it is unique.
Proof. Suppose that there exist elements 1, 2 (1 
= 2)
in X such that
S − lim
k→∞
xk = 1; SR2N − limk→∞ xk = 2.
Let ε > 0 be given. Choose r > 0 such that
(1 − r) ∗ (1 − r) > 1 − ε. (3.1)
Then, for any t > 0 and for non zero z ∈ X, we deﬁne
K1(r, t) =
{
k ∈ Im : F
(
xk − 1, z; t2
)





k ∈ Im : F
(
xk − 2, z; t2
)
≤ 1 − r
}
.
Since SR2N − limk→∞ xk = 1 and SR2N − limk→∞ xk =
2, we have
δ(K1(r, t)) = 0 and δ(K2(r, t)) = 0 for all t > 0.
Now let K(r, t) = K1(r, t) ∪ K2(r, t), then it is
easy to observe that δ(K(r, t)) = 0. But we have
δ(Kc(r, t)) = 1.
Now if k ∈ Kc(r, t), then we have
F(1 − 2, z; t) ≥ F
(




xk − 2, z; t2
)
> (1 − r) ∗ (1 − r).
It follows by (3.1) that
F(1 − 2, z; t) > (1 − ε).
Since ε > 0 was arbitrary, we get F(1 − 2, z; t) = 1
for all t > 0 and non zero z ∈ X. Hence 1 = 2.
The next theorem gives the algebraic characterization of
-statistical convergence on random 2-normed spaces.
Theorem 3.3. Let (X,F , ∗) be a random 2-normed
space, and x = (xk) and y = (yk) be two sequences in X:
(a) If SR2N − lim xk =  and c( 
= 0) ∈ R, then
SR2N − lim cxk = c.
(b) If S − lim xk = 1 and SR2N − lim yk = 2, then
SR2N − lim(xk + yk) = 1 + 2.
The proof of the theorem is straightforward, thus
omitted.
Theorem 3.4. Let (X,F , ∗) be a random 2-normed
space. If x = (xk) be a sequence in X such that F −
lim xk = , then SR2N − lim xk = .
Proof. Let F − lim xk = . Then for every ε > 0, t > 0
and non zero z ∈ X, there is a positive integer n0 such that
F(xk − , z; t) > 1 − ε
for all k ≥ n0. Since the set
K(ε, t) = {k ∈ Im : F(xk − , z; t) ≤ 1 − ε}
has, at most, many ﬁnite terms. Also, since every ﬁnite
subset of N has δ-density zero, consequently, we have
δ(K(ε, t)) = 0. This shows that SR2N − lim xk = .
Remark 3.5. The converse of the above theorem is not
true in general. It follows from the following example.
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Example 3.6. Let X = R2, with the 2-norm ||x, z|| =
|x1z2 − x2z1|, x = (x1, x2), z = (z1, z2), and a × b = ab
for all a, b ∈[ 0, 1] . Let F(x, y; t) = tt+||x,y|| , for all x, z ∈
X, z2 




(k, 0), ifm−[√λm]+1 ≤ k ≤ m;
(0, 0), otherwise.
Nor for every 0 < ε < 1 and t > 0, we write
K(ε, t) = {k ∈ Im : F(xk − , z; t) ≤ 1 − ε},  = (0, 0)
= {k ∈ Im : tt + |xk| ≤ 1 − ε}
= {k ∈ Im : |xk| ≥ tε1 − ε > 0}
= {k ∈ Im : m−[
√




|K(ε, t)| ≤ 1
λm
|{k ∈ Im : m−[
√






Taking the limitm which approaches to ∞, we get
δ(K(ε, t)) = limm→∞
1
λm







This shows that xk → 0(SR2N (X)).
On the other hand, the sequence is not F-convergent
to zero as





t + kz2 , ifm−[
√
λm]+1 ≤ k ≤ m;
1, otherwise.
≤ 1.
Theorem 3.7. Let (X,F , ∗) be a random 2-normed
space. If x = (xk) be a sequence in X, then SR2N −lim xk = 
if and only if there exists a subset K ⊆ N, such that
δ(K) = 1 and F − lim xk = .
Proof. Suppose ﬁrst that SR2N − lim xk = . Then for any
t > 0, r = 1, 2, 3, ... and non zero z ∈ X, let
A(r, t) =
{





k ∈ Im : F(xk − , z; t) ≤ 1 − 1r
}
.
Since SR2N − lim xk = , it follows that
δ(K(r, t)) = 0.
Now for t > 0 and r = 1, 2, 3, ..., we observe that
A(r, t) ⊃ A(r + 1, t)
and
δ(A(r, t)) = 1. (3.2)
Now we have to show that for k ∈ A(r, t),F − lim xk =
. Suppose that for k ∈ A(r, t), (xk) is not convergent to 
with respect to F. Then, there exists some s > 0 such
that
{k ∈ Im : F(xk − , z; t) ≤ 1 − s}
for inﬁnitely many terms xk . Let
A(s, t) = {k ∈ Im : F(xk − , z; t) > 1 − s}
and
s > 1r , r = 1, 2, 3, ....
Then we have
δ(A(s, t)) = 0.
Furthermore, A(r, t) ⊂ A(s, t) implies that δ(A(r, t)) =
0, which contradicts (3.2) as δ(A(r, t)) = 1. Hence, F −
lim xk = .
Conversely, suppose that there exists a subset K ⊆ N
such that δ(K) = 1 and F − lim xk = .
Then for every ε > 0, t > 0 and non zero z ∈ X, we can
ﬁnd out a positive integer n such that
F(xk − , z; t) > 1 − ε
for all k ≥ n. If we take
K(ε, t) = {k ∈ Im : F(xk − , z; t) ≤ 1 − ε} ,
then it is easy to see that
K(ε, t) ⊂ N − {nk+1, nk+2, ...}
and consequently,
δ(K(ε, t)) ≤ 1 − 1.
Hence, SR2N − lim xk = .
Finally, we establish the Cauchy convergence criteria in
random 2-normed spaces.
Theorem 3.8. Let (X,F , ∗) be a random 2-normed
space. Then a sequence (xk) in X is  -statistically conver-
gent if and only if it is -statistically Cauchy.
Proof. Let (xk) be a -statistically convergent sequence
in X. We assume that SR2N − lim xk = . Let ε > 0 be
given. Choose r > 0 such that (3.1) is satisﬁed. For t > 0
and for non zero z ∈ X, we deﬁne
A(r, t) =
{
k ∈ Im : F(xk − , z; t2 ) ≤ 1 − r
}





k ∈ Im : F(xk − , z; t2 ) > 1 − r
}
.
Since SR2N − lim xk = , it follows that δ(A(r, t)) = 0
and consequently, δ(Ac(r, t)) = 1. Let p ∈ Ac(r, t). Then
F(xk − , z; t2 ) ≤ 1 − r. (3.3)
If we take
B(ε, t) = {k ∈ Im : F(xk − , z; t) ≤ 1 − ε}
then to prove the result, it is suﬃcient to prove that
B(ε, t) ⊆ A(r, t). Let n ∈ B(ε, t), then for non zero z ∈ X
F(xn − xp, z; t) ≤ 1 − ε. (3.4)
If F(xn − xp, z; t) ≤ 1 − ε, then we have F(xn −
, z; t2 ) ≤ 1− r and therefore n ∈ A(r, t). As otherwise i.e.,
ifF(xn−, z; t2 ) > 1− r then by (3.1), (3.3), and (3.4) we
get
1 − ε ≥ F(xn − xp, z; t)
≥ F(xn − , z; t2 ) ∗ F(xp − , z;
t
2 )
> (1 − r) ∗ (1 − r) > (1 − ε)
which is not possible. Thus, B(ε, t) ⊂ A(r, t). Since
δ(A(r, t)) = 0, it follows that δ(B(ε, t)) = 0. This shows
that (xk) is -statistically Cauchy. Conversely, suppose
(xk) is -statistically Cauchy but not -statistically con-
vergent. Then there exists positive integer p and for non
zero z ∈ X such that if we take
A(ε, t) = {k ∈ Im : F(xn − xp, z; t) ≤ 1 − ε}
and
B(ε, t) = {k ∈ Im : F(xk − , z; t2 ) > 1 − ε}
then
δ(A(ε, t)) = 0 = δ(B(ε, t))
and consequently,
δ(Ac(ε, t)) = 1 = δ(Bc(ε, t)). (3.5)
Since
F(xn − xp, z; t) ≥ 2F(xk − , z; t2 ) > 1 − ε;
if F(xk − , z; t2 ) > 1−ε2 , then we have
δ({k ∈ Im : F(xn − xp, z; t) > 1 − ε}) = 0
i.e., δ(Ac(ε, t)) = 0, which contradicts (3.5) as
δ(Ac(ε, t)) = 1. Hence, (xk) is-statistically convergent.
Combining Theorem 3.7 and Theorem 3.8 we get the
following corollary.
Corollary 3.9. Let (X,F , ∗) be a random 2-normed
space and and x = (xk) be a sequence in X. Then the
following statements are equivalent:
(a) x is  -statistically convergent.
(b) x is  -statistically Cauchy.
(c) There exists a subset K ⊆ N such that δ(K) = 1
and F − lim xk = .
λ-statistical limit points and statistical cluster points on
random-2-normed space
In this section, we will deﬁne the − statistical limit
points and cluster point and we will give connection
between this classes.
Deﬁnition 4.1. Let (X,F , ∗) be a R2N−space. l ∈ X is
called a − limit point of the sequence x = (xk) with
respect toF provided that there is a subsequence of x that
− converges to l with respect to F .
We will denote by LR2N (x) the set of all − limit points
of the sequence x = (xk).
Deﬁnition 4.2. Let (X,F , ∗) be a R2N−space. Then
ξ ∈ X is called a − statistical limit point of the sequence
x = (xk) with respect to F provided that there is a sub-
sequence {xk(j)} of x = (xk) that − converges to l with
respect to F and δ(K) 
= 0, where K = {k(j) ∈ N : j ∈
N}.
We will denote by R2N (x) the set of all − statistical
limit points of the sequence x = (xk).
Deﬁnition 4.3. Let (X,F , ∗) be a R2N−space. Then
ϑ ∈ X is called a − statistical cluster point of the
sequence x = (xk) with respect to F provided that for
every  > 0, λ ∈ (0, 1), and z ∈ X \ {0},
δ({k ∈ N : F(xk − ϑ , z; ) > 1 − λ}) > 0.
We will denote by R2N (x) the set of all − statistical
cluster of the sequence x = (xk).
Theorem 4.1. Let (X,F , ∗) be a R2N−space. For any
x ∈ X, R2N (x) ⊂ R2N (x).
Theorem 4.2. Let (X,F , ∗) be a R2N−space. For any
x ∈ X, R2N (x) ⊆ LR2N (x).
Theorem 4.3. Let (X,F , ∗) be a R2N−space. For a
sequence x = (xk), if SR2N − lim x = x0, then we get
R2N (x) = R2N (x) = {x0}.
Conclusions
In this paper, we have deﬁne and studied the notion
of -statistical convergence and -statistical Cauchy
sequences in random 2-normed spaces , where λ = (λm)
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be a non-decreasing sequence of positive numbers tend-
ing to inﬁnity such that λm+1 ≤ λm + 1, λ1 = 1 and we
have proved some theorems. In last section we have given
the deﬁnition of the − limit and cluster points and we
have shown their relation between those classes.
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