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Abstract
Tracking moving objects from image sequences obtained by a moving camera is a difﬁcult prob-
lem since there exists apparent motion of the static background. It becomes more difﬁcult when
the camera motion between the consecutive frames is very large. Traditionally, registration is
applied before tracking to compensate for the camera motion using parametric motion models.
At the same time, tracking result highly depends on the performance of registration. This raises
problems when there are big moving objects in the scene and the registration algorithm is prone
to fail, since the tracker easily drifts away when poor registration results occur. In this paper,
we tackle this problem by registering the frames and tracking the moving objects simultaneously
within the factorial Hidden Markov Model framework using particle ﬁlters. Under this frame-
work, tracking and registration are not working separately, but mutually beneﬁt each other by
interacting. Particles are drawn to provide the candidate geometric transformation parameters
and moving object parameters. Background is registered according to the geometric transforma-
tion parameters by maximizing a joint gradient function. A state-of-the-art covariance tracker
is used to track the moving object. The tracking score is obtained by incorporating both back-
ground and foreground information. By using knowledge of the position of the moving objects,
we avoid blindly registering the image pairs without taking the moving object regions into ac-
count. We apply our algorithm to moving object tracking on numerous image sequences with
camera motion and show the robustness and effectiveness of our method.
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ABSTRACT
Tracking moving objects from image sequences obtained by a mov-
ing camera is a difﬁcult problem since there exists apparent motion
of the static background. It becomes more difﬁcult when the camera
motion between the consecutive frames is very large. Traditionally,
registration is applied before tracking to compensate for the cam-
era motion using parametric motion models. At the same time, the
tracking result highly depends on the performance of registration.
This raises problems when there are big moving objects in the scene
and the registration algorithm is prone to fail, since the tracker eas-
ily drifts away when poor registration results occur. In this paper,
we tackle this problem by registering the frames and tracking the
moving objects simultaneously within the factorial Hidden Markov
Modelframeworkusingparticleﬁlters. Underthisframework, track-
ing and registration are not working separately, but mutually beneﬁt
each other by interacting. Particles are drawn to provide the can-
didate geometric transformation parameters and moving object pa-
rameters. Background is registered according to the geometric trans-
formation parameters by maximizing a joint gradient function. A
state-of-the-art covariance tracker is used to track the moving object.
The tracking score is obtained by incorporating both background and
foreground information. By using knowledge of the position of the
moving objects, we avoid blindly registering the image pairs with-
out taking the moving object regions into account. We apply our
algorithm to moving object tracking on numerous image sequences
with camera motion and show the robustness and effectiveness of
our method.
Index Terms— Tracking, video registration, factorial Hidden
Markov Model, camera motion
1. INTRODUCTION
Visual tracking is a critical task in many computer vision applica-
tions such as surveillance, robotics, human computer interaction, ve-
hicle tracking and medical imaging, etc. Tracking works by ﬁnding
a region in the current frame that matches a template as closely as
possible. In the following paragraphs, we brieﬂy review the conven-
tional tracking and image registration methods.
Mean shift [1] is a nonparametric density gradient estimator to
ﬁnd the image window that is most similar to the object’s color his-
togram in the current frame. It iteratively carries out a kernel based
search starting at the previous location of the object. The success
of the mean shift highly depends on the discriminating power of
the histograms that are considered as the objects’ probability den-
sity function.
Tracking can be considered as an estimation of the state for a
time series state space model. The problem is formulated in proba-
bilistic terms. Early works use a Kalman ﬁlter to provide solutions
that are optimal for a linear Gaussian model. The particle ﬁlter, also
known as the sequential Monte Carlo method [2], is the most popu-
lar approach. It recursively constructs the posterior pdf of the state
space using Monte Carlo integration. It has been developed in the
computer vision community and applied to tracking problems un-
derthe name Condensation [3]. Previously, subspace representations
were successfully used for tracking by ﬁnding the minimum distance
from the tracked object to the subspace spanned by the training data
or previous tracking results [4, 5]. Particle ﬁlter is based on random
samplingthatbecomesaproblematicissueduetosampledegeneracy
and impoverishment. Tracker is prone to fail due to the contamina-
tion of the model subspace.
Tracking can also be considered as a classiﬁcation problem and
a classiﬁer can be trained to distinguish the object from the back-
ground [6]. This is done by constructing a feature vector for ev-
ery pixel in the reference image and training a classiﬁer to separate
pixels that belong to the object from pixels that belong to the back-
ground. One obvious drawback of the local search methods is that
they tend to get stuck into the local optimum.
A covariance based object description that fuses different types
of features and modalities is used to successfully track nonrigid ob-
jects [7]. The shortcoming of the algorithm is the exhaustive search
in the local area for the candidate location and hard to handle large
camera motion.
Image registration amounts to establishing a common frame of
reference for a set of images of the same scene taken at different
times, from different views, or by different sensors. It plays a vi-
tal role in many computer vision applications such as video track-
ing, medical imaging, remote sensing, super-resolution and data fu-
sion. Several comprehensive surveys [8, 9] on image registration
have been published to cover the progress achieved in this rich area.
SIFT features are used to register images in an approach that is
insensitive to the ordering, orientation, scale and illumination of the
images and that removes the ‘outlier’ image, which does not have
any overlapping area with the other images [10]. Mutual informa-
tion based registration [11, 12], which is inspired by information
theory, is considered among the state-of-the-art registration meth-
ods for multi-modality images [13]. The assumption that the in-
tensities between corresponding pixels are similar no longer holds,
while the distribution of the intensities of matched pixels should be
maximally dependent. To improve the convergence properties, [14]
applied global estimation on the common information. In [15], it
proposed to register the images by iteratively minimizing the ori-
entation distance of high intensity gradient pixels using second and
third order spatial gradients.
Tracking of independently moving objects in the case of a mov-ing camera is inherently more challenging and complex, since the
motion of the camera induces a motion in all pixels in the image.
[16] represented and modeled the scene in terms of a small group
of motions. By incorporating spatial constraints and given assump-
tions about the expected level of model failure, [17] estimated the
number of motion models automatically. The tracking result highly
depends on the quality of the registration which is unreliable when
the registration algorithm fails to achieve reasonable results.
To overcome the shortcomings of existing approaches, we pro-
pose an algorithm based on factorial Hidden Markov Model frame-
work [18] which is successfully used in [19] to handle occlusions
during tracking. Under this framework, tracking and registration
work jointly. We dub our joint registration and tracking algorithm
JTR in the rest paper. Background and foreground information is in-
corporated in the framework and the tracking and registration results
are reciprocal. The tracking score is obtained by incorporating both
background and foreground information. By using knowledge of the
position of the moving objects, we avoid blindly registering the im-
age pairs without taking the moving object regions into account.
The rest of the paper is organized as follows. In the next sec-
tion, the probabilistic joint framework and overview of the algorithm
are presented. In Section 3, a fast image registration algorithm is
proposed. Section 4 describes the covariance tracker and our im-
provements on it. Our results on image sequences are presented and
discussed in Section 5. In Section 6, we conclude our work.
2. JOINT FRAMEWORK
In this section, we describe the joint framework built on the frame-
work of factorial Hidden Markov Models (HMM) [18] and show the
advantages we can get by applying this framework. In an HMM, the
past information is conveyed through the single hidden state. Facto-
rial HMM generalizes it by factorizing the hidden state into multiple
state variables and is therefore able to handle more complex prob-
lems described by this graphical model. In stead of only factoriz-
ing the hidden state, we factorize both the observation and hidden
state. We present a structured approximation to yield a tractable al-
gorithm and infer the parameters by decoupling both the observation
and state variables.
The probabilistic factorial Hidden Markov Model framework
consists of two parts: the state we are going to infer and the ob-
servation from the image sequences. In our framework, the state
variable Xt is decomposed to camera motion (registration) parame-
ters X
c
t and moving object motion (tracking) parameters X
o
t , where
Xt denotes the state X at time t. By incorporating the registra-
tion and tracking in the same framework, they mutually beneﬁt each
other by interacting. The tracking and registration task is to infer
Xt = (X
o
t ;X
c
t) based on all the observed image evidence Zt =
fZ1;Z2;¢¢¢ ;Ztg, where Zt = (Z
o
t ;Z
b
t)is the image observation at
time t. We further factorize the observation Zt to two parts: moving
object observation Z
o
t and background observation Z
b
t.
The tracking process is viewed as density propagation [4] from
p(Xt¡1jZt¡1) to p(XtjZt) and the propagation equation is given
by
p(XtjZt) / p(ZtjXt)
Z
p(XtjXt¡1)p(Xt¡1jZt¡1)dXt¡1 (1)
In addition, since the camera motion and moving object motion
are independent, we have
p(XtjXt¡1) = p(X
o
t ;X
c
tjX
o
t¡1;X
c
t¡1)
= p(X
o
t jX
o
t¡1)p(X
c
tjX
c
t¡1) (2)
Fig. 1. A directed acyclic graph (DAG) specifying conditional in-
dependence relations for the factorial Hidden Markov Model of the
tracking and registration framework.
What’s more, since the background observation is independent
of object motion, the observation probability given the state is de-
rived as
p(ZtjXt) = p(Z
o
t ;Z
b
tjX
o
t ;X
c
t)
= p(Z
o
t jZ
b
t;X
o
t ;X
c
t)p(Z
b
tjX
o
t ;X
c
t)
= p(Z
o
t jX
o
t ;X
c
t)p(Z
b
tjX
c
t) (3)
Substituting Eqn.2 and Eqn.3 into Eqn.1, we obtain
p(XtjZt) / p(Z
o
t jX
o
t ;X
c
t)p(Z
b
tjX
c
t)
Z
p(X
o
t jX
o
t¡1)
p(X
c
tjX
c
t¡1)p(Xt¡1jZt¡1)dXt¡1 (4)
Figure 1 illustrates the conditional independence relations for
the Hidden Markov Model of the tracking and registration frame-
work.
2.1. Algorithm Overview
Assuming at the ﬁrst two frames, we have the registration result X
c
0
and tracking result X
o
0. We manually select the moving objects or
detect them using a detection algorithm in the ﬁrst few frames. The
registration result is obtained by registering the ﬁrst two frames us-
ing the method we described next after taking out the moving objects
in the images. Then, for the rest frames Ii, where i = 3;4;¢¢¢, JTR
is summarized in Algorithm 1.
3. FAST IMAGE REGISTRATION VIA JOINT GRADIENT
MAXIMIZATION
We present a new, fast and efﬁcient method for image registration.
Our approach applies a novel similarity function on the image loca-
tions which have high gradient magnitudes. The similarity function
secures a fast convergence. The parametric motion transformation
parameters p is obtained by maximizing the joint gradient function.
It is deﬁned as
p
¤ = arg max
p
X
(xi;yi)2S
(E1(xi;yi;p) + E2(xi;yi))
2 (5)
where E1 and E2 represent the edge (or energy) images of I1 and
I2 which are generated by applying Canny edge detector. Edges areAlgorithm 1 Joint Tracking and Registration
1: ParticlesaredrawnfromaGaussiandistributionwhichhasmean
X
c
i¡1. Registration scores are obtained by registering the whole
images Ii and Ii¡1 according to the registration particle param-
eters.
2: The registration scores are ranked from highest to lowest and
the top 10 particles which have the highest registration scores
are picked out. We name them as p(Z
bj
i jX
cj
i ), where j =
1;2;¢¢¢ ;10.
3: Particles are drawn from a Gaussian distribution which has
mean X
o
i¡1. The registration scores are recalculated by re-
moving the candidate moving object in the image according to
the moving object particle parameters. These probabilities are
p(Z
bjk
i jX
cjk
i ) where k = 1;2;¢¢¢ ;m, and m is the number of
particles we draw as the moving object parameters.
4: Tracking scores are obtained from the tracker and the probabili-
ties are p(Z
ojk
i jX
ojk
i ;X
cjk
i ).
5: The registration and tracking scores are substituted to Eqn.4 and
get the combination score of both registration and tracking.
6: The probability p(X
jk
i jZ
jk
i ) which achieves the highest score is
the registration and tracking result.
the locations where image has depth discontinuities and high infor-
mation values. Applying maximization to a small set of salient edge
pixels S makes our method fast and robust. Detailed descriptions
can be found in [20].
4. PARTICLE TRACKING WITH COVARIANCE
FEATURES
In [7], it proposes an algorithm which uses covariance matrix to
model the appearance of the object. At each frame, a feature im-
age is constructed. For a given object region, the covariance matrix
of the features as the model of the object is computed. In the cur-
rent frame, the candidate regions are cropped out according to the
transformation parameters drawn with respect to the state distribu-
tion. We ﬁnd the region that has the minimum covariance distance
from the model as the tracking result.
Weimprovetheiralgorithmbyusingparticleﬁltertodrawobject
motion parameters that denote candidate object position. In stead of
applying exhaustive search in the local area for the moving object
position, we draw particles for the candidate positions according to
a normal distribution. At each frame, we take the region cropped out
according to the sample drawn from the distribution which has the
smallest distance from the current object model. The best matching
region determines the location of the object in the current frame.
The probability of the tracking result given the camera motion
parameters and moving object parameters is written as
p(Z
o
t jX
o
t ;X
c
t) = expf¡½g (6)
where ½ is the similarity function used to calculate the distance be-
tween the covariance matrix of the rectangular region.
5. EXPERIMENTAL RESULTS
We have conducted a through analysis and tested our algorithm with
a large number of moving camera sequences including large moving
objects. JTR was tested on both visible and IR image sequences and
performs well in terms of following the object position.
The geometric transformation parameters between consec-
utive frames are modeled by afﬁne transformation parameters
~ p = (p1;p2;p3;p4;p5;p6)
T. The model is given by
x
2
i = p1x
1
i + p2y
1
i + p3; y
2
i = p4x
1
i + p5y
1
i + p6 (7)
where x
1
i, y
1
i and x
2
i, y
2
i are the pixel coordinates before and af-
ter transformation, respectively. The tracking area is described by a
rectangular window modeled by a 2-dimensional state vector X
o
0 =
[x0;y0], where (x0;y0) represents the centroid of the tracking win-
dow. The width and height of the tracking window are ﬁxed for the
tracking sequences. Currently the parameters are initialized manu-
ally.
In one of the experiments, an infrared image sequences consist-
ing of 320 £ 256 color videos, recorded at 30 frames/second were
used. The target-to-background contrast is very low and the noise
level is high for the IR images. Figure 2 shows the results of JTR
(left column) and the covariance tracker without applying registra-
tion (right column). The second tracker can’t catch up to the move-
ment of the moving object on the top because the camera and the
moving object is moving in the opposite direction and there is a big
motion between consecutive frames. With applying registration in
the tracking, JTR is effective under low contrast and noisy situations
in tracking both the moving objects in the image sequences.
Fig. 2. Left column: Tracking results of JTR. Right column: Track-
ing results of the covariance tracker without applying registration.
Figure 3 shows the additional tracking results by applying JTR.
There is big moving object in the scene with big camera motion be-
tween consecutive frames. JTR is very robust against the big object
motion and camera motion.
Table1showstrackingresultsforJTRandthecovariancetracker
after registration without taking moving objects into account during
registration (comparison method). In the table, MO stands for mov-
ing object and CM stands for camera motion. The percentage is the
ratio of the number of frames in which the moving objects are suc-
cessfully being tracked to the total number of frames. In the small
MO/small CM scenario, both methods work pretty well. While inFig. 3. More tracking results for JTR.
estimation errors
scenario comparison method JTR
small MO/small CM 95.90% 95.48%
small MO/large CM 73.96% 91.36%
large MO/small CM 82.01% 88.19%
large MO/large CM 34.54% 81.72%
Table 1. Tracking results for JTR and the covariance tracker after
registration without taking moving objects into account during reg-
istration (comparison method). In the table, MO stands for moving
object and CM stands for camera motion.
the small MO/large CM and large MO/small CM scenarios, JTR
worksbetterthanthecomparisonmethodtosomeextent. Inthelarge
MO/large CM scenarios, the performance of the comparison method
drops sharply due to its limitation in handling large object moving
and large camera movement at the same time. On the contrary, JTR
achieves reasonable results in this scenario.
6. CONCLUSIONS
In this paper, we have proposed an efﬁcient and robust simulta-
neous registration and tracking algorithm using a factorial Hidden
Markov Model. We have demonstrated our algorithm for tracking
moving objects in various challenging sequences. By registering
background, we compensate for the motion of the camera move-
ment and the registration and tracker work together to achieve robust
tracking results. We propose a framework which can handle registra-
tion and tracking at the same time. Under this framework, tracking
andregistrationarenotworkingseparately, butmutuallybeneﬁteach
other by interacting. We improve covariance tracker by using parti-
cle ﬁlter. It avoids exhaustive searching in the local area which is
prone to fail in the large motion induced by the camera movements.
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