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Ljudje imajo lahko po moţganski kapi ali kakšni drugi bolezni zmanjšano gibljivost 
rok, zato morajo izvajati rehabilitacijo, če si ţelijo povrniti oziroma izboljšati gibljivost. 
Rehabilitacija se lahko izvaja na več načinov. Ta diplomska naloga se je posvetila robotski 
rehabilitaciji. Robotska rehabilitacija je vadba, kjer pacient s pomočjo robota opravlja 
zadano nalogo. 
Prvo poglavje se začne s predstavitvijo  navidezne resničnosti. Navidezna resničnost je 
tehnično področje, ki je trenutno zelo zanimivo za raziskovalce na različnih področjih. 
Uporablja se v zabavni industriji, medicini, vojski, letalstvu in še marsičem. Njeno bistvo, 
je nadomestiti draţljaje iz realnega okolja s sintetiziranimi draţljaji. Prav tako je 
predstavljena robotska rehabilitacija, nekateri roboti za robotsko rehabilitacijo in dvoročna 
robotska vadba. Na koncu poglavja so še opisani cilji diplomske naloge. 
 V drugem  poglavju je opisan celoten sistem, ki je bil uporabljen pri tej diplomski 
nalogi. Strojni del sestavljata robot HapticMaster in naprava z dvema rotacijskima 
prostostnima stopnjama, ki je bila narejena v Laboratoriju za robotiko. Kot programska 
oprema pa sta bila uporabljena programa Matlab in Unity. Sledi opis naloge za vadbo v 
haptičnem in grafičnem okolju. 
V tretjem poglavju so opisani eksperimenti in rezultati eksperimentov. Opravili smo tri 
različne eksperimente s katerimi smo pokazali delovanje adaptivnega vodenja. 
 
 





Stroke or any other disorder may affect the motor skills of people. To return the motor 
skills, people must undertake rehabilitation, which can be applied in different ways. The 
subject of this thesis is robotic rehabilitation, where a patient has to finish a task with the 
help of a robot. 
The first chapter presents the concept of virtual reality. Researchers from fields such as 
entertainment industry, military, aeronautics and many others are interested in studying 
virtual reality. Its essence is to replace the information our senses receive from real 
environment with the information we create in the virtual environment. Also presented in 
the first chapter is robotic rehabilitation, some of the robots used in robotic rehabilitation 
and bimanual robotic rehabilitation. At the end of the chapter are described the goals of 
this thesis. 
The second chapter describes the system used in the thesis. Hardware is composed of a 
robot HapticMaster and a device with two rotational degrees of freedom that was designed 
in the laboratory. Software used for the thesis was Matlab and Unity. Finally the designed 
training task in a haptic and visual environment is described. 
The third chapter contains the description of the experiments and their results. We 




Key words: virtual reality, robotic rehabilitation, game 
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1 Uvod 
Ljudje imajo po moţganski kapi velikokrat zmanjšane gibalne sposobnosti udov zaradi 
poškodovanega ţivčnega sistema. Z rehabilitacijo se lahko tem udom delno ali popolnoma 
povrne gibalne sposobnosti. Z napredkom tehnologije se tudi v rehabilitaciji odpirajo nove 
in zanimive priloţnosti. Ena takšnih priloţnosti je robotska vadba z uporabo navidezne 
resničnosti. Glavna prednost takšnega sistema je, da se lahko uporabniku prilagaja, mu 
zadaja določene cilje in mu tako poveča motivacijo za opravljanje nalog. 
1.1 Navidezna resničnost 
Navidezna resničnost je trenutno ena najbolj zanimivih panog v svetu zabavne 
elektronike. Zato gre tudi v razvoj te tehnologije veliko sredstev in je to glavna tema 
letošnjih tehnoloških sejmov (CES, MWC). Naglavni prikazovalniki, kot je Oculus Rift, 
poskušajo uporabnika postaviti v navidezno tridimenzionalno okolje, ki ga le ta lahko 
raziskuje. Zanimiva je predvsem zato, ker lahko ustvarimo skoraj kakršnokoli okolje si 
ţelimo. 
Navidezno resničnost definiramo kot medij sestavljen iz interaktivne računalniške 
simulacije, ki zaznava uporabnikov poloţaj in delovanje ter nadomesti ali obogati povratno 
senzorno informacijo enemu ali več čutom, s čimer dobimo občutek navidezne prisotnosti 
v simulaciji (navideznem okolju) [1]. 
1.1.1 Čuti 
Večina ljudi si pod pojmom navidezna resničnost predstavlja samo vizualno 
predstavitev, vendar pa lahko s sintetičnimi draţljaji še drugih človeških čutil 
uporabnikovo izkušnjo izboljšamo. Človek zaznava svet okoli sebe s pomočjo petih čutov 
– vid, dotik, sluh, vonj in okus. Slika 1 prikazuje čutila, za zaznavanje vseh petih čutov. 
Ključna lastnost navidezne resničnosti je nadomestiti naravne draţljaje z računalniško 
ustvarjenimi draţljaji in tako prepričati človekov zaznavni sistem, da je del navideznega 
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sveta. Večje število čutov kot stimuliramo, boljša bo v splošnem uporabniška izkušnja. 
Najpomembnejši čuti za zaznavanje okolja so vid, dotik in sluh. Zato se stimulacije teh 
čutov tudi največkrat uporablja v navidezni resničnosti [2]. 
 
 
Slika 1: Pet človekovih čutil 
1.1.1.1 Vid 
Oko je čutilo, ki nam poda največ informacij o okolici. Z njim zaznavamo barve, 
svetlobo, globino, obliko in gibanje. Receptorji, s katerimi zaznavamo svetlobo in barve, se 
nahajajo na mreţnici. Človek večinoma zaznava globino s pomočjo stereoskopije, kar 
pomeni, da vsako oko dobi svojo sliko, saj sta očesi na različnih lokacijah. Moţgani potem 
obe sliki obdelajo in zdruţijo v eno sliko [3]. Vendar pa lahko oddaljenost objektov 
določimo tudi samo z enim očesom. To storimo z monoskopskimi globinskimi 
značilnicami kot so: vrinjenje, senčenje, linearna perspektiva, površinska tekstura in 
relativna velikost. 
Vid stimuliramo z draţljaji iz vizualnih prikazovalnikov. Lastnosti prikazovalnikov 
določajo kvaliteto doţivljanja navidezne resničnosti. Nekatere pomembne lastnosti 
prikazovalnikov so [1]: 
- polje pogleda – človekovo vidno polje je 270 stopinj brez premikanja glave. Polje 
pogleda določa koliko vidnega polja zakriva navidezni svet. Večje kot je polje 
pogleda boljša je uporabnikova izkušnja. Najboljši na tem področju so naglavni 
prikazovalniki, ki imajo polje pogleda 100%, tudi pri premikanju glave. Primer 
naglavnega prikazovalnika je na sliki 2, 
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- časovna ločljivost – je frekvenca, s katero prikazujemo slike na prikazovalnik in 
mora biti dovolj velika, da lahko moţgani posamezne slike zdruţijo v gibanje, 
- resolucija – prikazovalnik mora imeti tudi dovolj veliko ločljivost, da slika ne 
deluje pikčasta in tako pokvari iluzijo resničnosti. 
 
 
Slika 2: : Naglavni prikazovalnik navidezne resničnosti Oculus Rift 
1.1.1.2 Dotik 
Ko se dotaknemo objekta, dobimo o njem veliko podatkov, kot na primer, obliko, 
teksturo, temperaturo, pritisk itd. Ker je to kompleksen čut, se omejimo samo na 
haptičnost. Haptična informacija vsebuje tako taktilne kot kinestetične informacije. 
Informacije, ki jih dobimo iz receptorjev na koţi so taktilne. Informacije, ki jih dobimo iz 
senzorjev v mišicah, sklepih in kitah so kinestetične [2]. Izdelava dobrega haptičnega 
vmesnika je zahtevna ker: 
- je dotik zelo kompleksen čut, 
- mora biti dvosmeren, uporabnik deluje na vmesnik in vmesnik deluje na 
uporabnika, 
- zahteva neposreden stik z uporabnikom. 
Kinestetični haptični vmesniki so večinoma eksoskeleti ali zemljeni prikazovalniki, ki 
omogočajo simulacijo teţe objekta. Slika 3 prikazuje haptični robot Omega. Primeri 
taktilnih haptičnih pogonov so piezoelektrični kristali, pnevmatika, spominski material,  
itd. 




Slika 3: Haptični robot Omega 
1.1.1.3 Sluh 
Zvok je mehansko valovanje, ki se širi v mediju. Uhelj to valovanje ujame in usmerja v 
srednje in notranje uho. Notranje uho valovanje pretvori v električne impulze, ki jih lahko 
moţgani obdelajo. Ljudje lahko določijo izvor zvoka s tremi značilnicami. Medušesna 
zakasnitev je razlika v času, ko zvok vstopi v naše levo uho in ko vstopi v naše desno uho. 
Razlika v jakosti signala nam pove kako jakost zvoka upada z razdaljo od vira. Če je med 
uporabnikom in virom zvoka kakšna prepreka, ta onemogoča prehod zvoku in ta efekt 
imenujemo akustična senca. Prikazovalniki zvoka morajo torej zadostiti tem značilnicam, 
da ustvarijo ţelene zvočne efekte. Delimo jih na stacionarne (zvočniki) in prenosne 
(slušalke) [3], kot je prikazano na sliki 4. Z uporabo slušalk in ustreznega algoritma je 
mogoče tudi generirati prostorski zvok. Te pa imajo še to prednost, da lahko prekrijejo 
zvoke iz realnega okolja. 
 
 
Slika 4: Zvočniki in slušalke so prikazovalniki zvoka 
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1.1.1.4 Vonj 
Vonj je pomemben vir informacij o okolju, ki pa je v navidezni resničnosti pogosto 
prezrt. Nekatere naprave za sintezo vonjav so na trgu, vendar pa je slabost vseh omejeno 
število vonjav, ki jih lahko sintetizirajo [2]. 
1.1.1.5 Okus 
V ustih imamo 4 receptorje, ki lahko zaznavajo sladko, slano, kislo in grenko. Naprave, 
ki bi simulirale okus so zelo redke, saj je izdelava in implementacija zahtevna, saj mora 
imeti uporabnik napravo v ustih. 
1.1.2 Uporabnost 
Število področij, na katerih se uporablja navidezna resničnost je vsak dan večje. 
Predvsem s cenovno dostopnimi naglavnimi vizualnimi prikazovalniki se je zanimanje za 
navidezno resničnost močno povečalo. Tako lahko navidezno resničnost uporabimo za 
zabavo, usposabljanje, izobraţevanje, vizualizacijo, rehabilitacijo in mnoge druge stvari. 
1.1.2.1 Zabava 
Razvoj navidezne resničnosti je zelo povezan z računalniškimi igrami. Ker se v 
igričarski industriji obračajo velike vsote denarja in je industrija še vedno v razvoju, si vsi 
ţelijo del tega denarja. Ena od moţnosti za povečanje deleţa je seveda inovativna 
tehnologija. Tako podjetja veliko vlagajo v razvoj novih tehnologij. Podjetje Facebook je 
leta 2014 kupilo podjetje Oculus, ki se ukvarja z razvojem naglavnega vizualnega 
prikazovalnika, za 2 milijardi dolarjev. Razmah navidezne resničnosti med igričarji je 
omogočila tudi zelo zmogljiva strojna oprema, ki lahko prikazuje in osveţuje navidezno 
okolje z zadostno hitrostjo. 
Z razvojem tehnologije so se pocenili tudi različni simulatorji, ki jih lahko vidimo v 
zabaviščnih parkih. Takšni simulatorji so bili pred leti v domeni visoko tehnoloških 
podjetij [2]. 
1.1.2.2 Vizualizacija 
Zanimanje za navidezno resničnost kaţejo tudi druga področja, kot so medicina, 
proizvodna industrija, arhitekti, itd. Ta področja zanima predvsem vizualizacija in 
simulacija resničnih dogodkov. Tako lahko brez škode in večjih stroškov vidijo napake na 
procesu in uvedejo izboljšave ţe v zelo zgodnjih fazah razvoja [2]. Z vizualizacijo je 
močno povezan tudi pojem obogatena resničnost. 
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1.1.2.2.1 Obogatena resničnost 
Ko na realni svet superponiramo elemente navidezne resničnosti, dobimo obogateno 
resničnost [4]. Takšne aplikacije omogočajo uporabniku več informacij o svetu okoli sebe 
in tako nadgradijo njegovo izkušnjo realnosti. Primeri aplikacij so: 
- Google Glass – očala, ki bi med nošenjem uporabniku prikazovala dodatne 
informacije, ki bi ga v tistem trenutku zanimale (vremensko napoved, navodila za 
pot, informacije o spomeniku, itd), 
- Augment - aplikacija, ki omogoča postavitev navideznega pohištva v prostor in nam 
prikaţe, kako bi prostor izgledal, brez da kupimo pohištvo, 
- Pokemon GO – mobilna igra na sliki 5, ki je obnorela svet, uporablja svet okoli 
uporabnika in mu na mobilnem telefonu prikazuje navidezna bitja. 
 
 
Slika 5: Igra Pokemon GO zdruţuje navidezni in realni svet 
 
1.1.2.3 Usposabljanje 
Eno najhitreje rastočih področij uporabnosti navidezne resničnosti je usposabljanje 
ljudi za različne naloge. Podjetja, katerih oprema je draga in občutljiva, vlagajo veliko 
denarja v razvoj simulatorjev, na katerih lahko urijo operaterje brez strahu, da bi zaradi 
napake uničili opremo [4]. Prav tako se simulatorji uporabljajo za simulacijo različnih 
dogodkov, na katere mora biti oseba pripravljena, četudi se nikoli ne zgodijo. 
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1.1.3 Slabosti navidezne resničnosti 
Seveda pa ima navidezna resničnost tudi negativne vplive na človeka in zato je 
potrebno omeniti tudi te. V navidezni resničnosti je dovoljeno vse, kar ustvarjalec 
omogoči. Tako lahko uporabnik v navideznem svetu počne nemoralna dejanja oz. so 
takšna dejanja celo spodbujana in nagrajena. Uporabnik lahko potem to izkušnjo prenese 
nazaj v resnični svet [2]. Ţe dolgo je veliko govora o tem, da nasilje na televiziji in v 
računalniških igrah spodbuja uporabnike k nasilnim dejanjem tudi v resničnem svetu. 
Druga nevarnost je, da bi uporabnika navidezna resničnost tako prevzela, da bi pozabil na 
realni svet in na ta način močno škodoval sebi, bodisi z zanemarjanjem zdravja bodisi z 
neprevidnostjo. Veliko je bilo novic o nesrečah med igranjem Pokemon GO, ker so ljudje 
namesto pod noge gledali samo v telefon. 
 
 






 12  Uvod 
 
 
1.1.4 Zaključna misel o navidezni resničnosti 
Navidezna resničnost je trenutno ena najbolj popularnih tehnologij in je še v začetku 
mnoţične uporabe. Kako se bo razvila je še za videti, bo pa najverjetneje šla po poteh 
Fubinijevega zakona [2] (izvor je neznan in je to bolj opazka kot zakon), ki pravi: 
- ljudje uporabijo novo tehnologijo za to, da delajo stvari hitreje, kot do sedaj, 
- nato uporabijo to tehnologijo za nove stvari, 
- te nove stvari spremenijo ţivljenjski stil in delo, 
- ta nov ţivljenjski stil in delo spremenita druţbo, ki potrebuje novo tehnologijo. 
1.2 Rehabilitacijska robotika 
Raziskave so pokazale, da ljudje, ki imajo zaradi moţganske kapi zmanjšane motorične 
sposobnosti zgornjih okončin, za čim boljšo rehabilitacijo potrebujejo intenzivne in 
ponavljajoče vaje [5]. Ravno na tem področju roboti izgledajo kot idealna rešitev. 
Obstajajo štirje načini vadbe [6]: 
- pasivna – pacient ima sproščeno roko in robot mu jo razgibava, 
- aktivna s pomočjo – pacient sam premika roko, če pa zadane naloge ne more 
povsem opraviti sam, mu pomoč nudi robot, 
- aktivna z uporom – pacient sam premika roko, robot pa mu zadano nalogo oteţuje, 
- dvoročni način – pacient za izvedbo naloge uporablja tako zdravo kot prizadeto 
roko. 
1.2.1 Roboti za rehabilitacijo rok 
Robote za rehabilitacijo rok lahko delimo na robote z vpetjem na vrhu in robote z 
eksoskeletno zgradbo. Pri robotih z vpetjem na vrhu pacient drţi nekakšno prijemalo na 
vrhu robota in je to edina točka v kateri se ga dotika. Eksoskeletni roboti imajo kontakt 
vzdolţ celotne roke pacienta in tako lahko vplivajo na gibanje posameznega sklepa. 
Primeri rehabilitacijskih robotov [7] so: 
- MIT Manus – je bil prvi robot uporabljen za rehabilitacijo rok. Do popolnega 
delovanja so ga razvijali 10 let. Prikazan je na sliki 7. Omogoča vodenje robota po 
ne strogo začrtani trajektoriji. Preimenovan je bil v InMotion ARM™ in je danes 
komercialno dostopen, 
- ARM-Guide – je bil narejen z vizijo, da bo enostaven in ne predrag. Omogoča 
gibanje v štirih prostostnih stopnjah. Deluje lahko v aktivnem načinu z uporom in 
aktivnem s pomočjo, 
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- MIME (Miror-Image Movement Enabler) – je bil razvit iz industrijskega robota 
PUMA 562. Robot omogoča vse štiri načine vadbe. Pri dvoročnem načinu robot 
vodi prizadeto roko po poti, simetrični tisti, ki jo dela zdrava roka, 
- Bi-Manu-Track – je nemški komercialni proizvod, ki omogoča razgibavanje 
spodnjega dela rok. Omogoča vse 4 načine vadbe. Mogoče pa je tudi spreminjati 
parametre za vsako roko posebej, 
- NeRoBot – je robot s tremi prostostnimi stopnjami. Deluje tako, da terapevt 
premakne pacientovo roko v ţeleni smer. Robot pa nato gibanje posnema, 
- HapticMaster – je robot, ki je bil razvit iz virtualnega haptičnega sistema, 
- The REHAROB Project – je sistem sestavljen iz dveh ABB industrijskih robotov. 
Eden je pripet na pacientovo podlaket, drugi pa na pacientovo nadlaket. Terapevt 
nauči robota gibanje za ţeleno vadbo in potem robot to gibanje ponavlja. 
 
 
Slika 7: Rehabilitacijski robot MIT Manus 
1.2.2 Dvoročna robotska vadba 
Kot smo videli v preteklem poglavju omogočajo nekateri roboti dvoročno vadbo. 
Raziskave so pokazale, da takšna vadba pozitivno vpliva na obnovitev motoričnih 
sposobnosti in na kognitivne povezave. Poškodovani del moţganov naj bi kopiral 
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povezave zdravega dela moţganov, pri nalogah, kjer sodelujeta obe roki. Obstaja več 
različnih načinov dvoročnega treninga [8], kot na primer: 
- izokinetična dvoročna vadba – je vadba, kjer obe roki izvajata simetrične gibe, 
- terapija z ogledalom – ogledalo je postavljeno pred pacienta tako, da vidi samo 
prizadeto roko in njen odsev v ogledalu, 
- mehanska dvoročna vadba – naprava lahko pomaga prizadeti roki opravljati tako 
simetrične, kot asimetrične gibe, 
- predhodna aktivacija motoričnega sistema – pred začetkom vadbe si pacient sam 
razgibava prizadeto roko z neprizadeto. 
1.3 Združitev robotske rehabilitacije z virtualno resničnostjo 
Roboti imajo pogosto tudi senzorje pozicije in sil, da lahko pravilno delujejo. Te 
podatke lahko uporabimo za objektivno ocenitev izvajanja naloge. Prav tako pa lahko te 
podatke prikaţemo uporabniku in mu podamo povratno informacijo o trenutnem stanju 
naloge in ga tako motiviramo. Seveda mu lahko podatke in nalogo prikaţemo kot zanimivo 
igro, ki jo pacient z veseljem igra, prav tako pa opravi svojo vadbo. 
1.4 Potek in cilj diplomskega dela 
Cilj diplomske naloge je nadgraditi rehabilitacijskega robota HapticMaster z 
mehanizmom z dvema rotacijskima stopnjama prostosti in senzorjema sil in navorov za 
merjenje interakcije s človekom ter načrtati shemo vodenja in povezati z igro v 
navideznem okolju, ki bo ljudem z zmanjšanimi gibalnimi sposobnostmi rok omogočila 
kvalitetno rehabilitacijo.  
Naslednji korak je načrtati admitančno vodenje mehanizma z dvema prostostnima 
stopnjama in ga povezati z robotom HapticMaster, ki ţe ima implementirano vodenje, 
vendar za senzor, ki je na vrhu robota in nima dodatnih prostostnih stopenj. Nadalje je cilj 
ustvariti navidezno okolje tako haptično, ki bo uporabniku posredovalo občutke dotika, kot 
tudi vizualno, ki bo uporabniku posredovalo vizualne informacije. Naloga, ki smo si jo 
zamislili, je zalivanje roţ. To opravilo smo izbrali, ker izkorišča vseh pet prostostnih 
stopenj mehanizma in predstavlja vsakodnevno aktivnost.  
Končni cilj je izvedba vodenja sistema  tako, da se med izvajanjem naloge prilagaja 
pacientu. Velikokrat si ljudje, ki imajo eno roko poškodovano, pri opravilih preveč 
pomagajo z zdravo roko in tako zmanjšajo učinek vadbe. Zato smo uvedli adaptivni 
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koeficient, ki po potrebi zmanjša silo zdrave roke in tako pacienta prisil, da opravilo opravi 
z obema rokama. 
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2 Metodologija 
Celoten haptični sistem je sestavljen iz strojne in programske opreme. V sklopu te 
diplomske naloge smo za strojno opremo uporabili robota HapticMaster, ki je imel na vrh 
priklopljeno napravo z dvema rotacijskima prostostnima stopnjama in dvema senzorjema 
sile. Od programov smo uporabil Matlab za izvajanje celotne naloge in Unity za izris 
navideznega okolja. 
2.1 Strojna oprema 
2.1.1 HapticMaster 
HapticMaster je haptični robot s tremi prostostnimi stopnjami: horizontalno rotacijo, 
vertikalno translacijo in horizontalno translacijo. Robot je admitančno voden, kar pomeni, 
da na vrh delujemo s silo, robot pa se odzove s premikom [1].  Glavne lastnosti robota so: 
- pozicijska  resolucija 4-12 μm, 
- minimalna simulirana vztrajnost 2 kg, 
- maksimalna sila 250 N, 
- maksimalna simulirana togost 50 N/mm, 
- maksimalna hitrost 1m/s. 
Njegovo delovno območje je prikazano na sliki 8. Zaradi svojih lastnosti se 
HapticMaster uporablja za haptične raziskave, prikazovanje navidezne resničnosti, 
dinamične meritve sil in v rehabilitaciji. S svojim delovnim območjem pa je primeren 
predvsem za rehabilitacijo zgornjih ekstremitet. Na vrh robota je moţno pritrditi različne 
nastavke oziroma naprave. 
 




Slika 8: Robot HapticMaster in njegovo delovno območje 
2.1.2 Naprava z dvema prostostnima stopnjama 
V Laboratoriju za robotiko je bila razvita naprava za dvoročno vodenje robota 
HapticMaster, katero smo pritrdili na vrh robota. Naprava (v nadaljevanju zapestje) je 
sestavljena iz dveh  JR3 senzorjev sil in navora ter dveh elektromotorjev. JR3 senzor 
omogoča merjenje sil v treh pravokotnih smereh ter ustreznih navorov. Večji motor Maxon 
RE 40 omogoča rotacijo okoli horizontalne osi. Za vodenje večjega motorja skrbi krmilnik 
ADS 50/10, ki omogoča več načinov vodenja, za to aplikacijo pa je bilo izbrano tokovno 
vodenje. Manjši motor Maxon RE 30 omogoča rotacijo okoli osi, ki je pravokotna na os 
vrtenja večjega motorja. Ker sta oba motorja obrnjena v isto smer, je sprememba osi 
vrtenja izvedena z zobniki. Prestavno razmerje je 2:1. Zapestje je prikazano na sliki 9. Za 
prijem je moţno izdelati različne nastavke in jih tako prilagoditi nalogi, ki se bo izvajala na 
robotu.  
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Slika 9: Naprava z dvema prostostnima stopnjama 
2.1.3 Robotski krmilnik 
Da je celotna stvar delovala smo morali nadgraditi tudi krmilnik. Tako smo dodali PCI 
kartico za branje signalov iz JR3 senzorjev in PCI Quad kartico za branje signalov 
enkoderjev. PCI-DAS1002 kartica, ki smo jo uporabili za krmiljenje motorjev, pa je ţe bila 
v računalniku, saj je bila uporabljena pri drugi aplikaciji. Slika 10 prikazuje celotno strojno 
opremo, ki je bila uporabljena pri tej diplomski nalogi. 
 




Slika 10: Strojna oprema uporabljena pri diplomski nalogi 
2.2 Programska oprema 
2.2.1 Matlab 
Programsko okolje Matlab je optimizirano za reševanje znanstvenih in inţenirskih 
problemov. Zato se uporablja na različnih področjih, kot npr. strojno učenje, obdelava 
signalov in slik, strojni vid, robotika in mnogih drugih. 
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2.2.2 Simulink 
Programsko okolje Simulink omogoča modeliranje, simulacijo in analizo dinamičnih 
sistemov [9]. Nastal je kot razširitev programa Matlab in ponuja določene prednosti pri 
simulaciji.  Model se sestavi iz blokov, ki se jih povezuje med sabo v kompleksnejše 
strukture. Bloki se nahajajo v knjiţnicah. Veliko jih je ţe vključenih v program, lahko pa 
jih uporabnik razširi s svojimi bloki in knjiţnicami. Tako smo pri nalogi uporabili dodatno 
knjiţnico Robotics, ki je bila razvita v Laboratoriju za robotiko. Program omogoča tudi 
spremljanje signalov s pomočjo prikazovalnika med simulacijo in zapis v spremenljivko po 
koncu simulacije. 
2.2.3 xPC Target 
Programsko okolje xPC Target omogoča povezovanje Simulink modelov na fizične 
sisteme in izvajanje v realnem času na računalniški opremi. Model prenesemo iz 
uporabniškega računalnika na realen sistem. Model se poţene in uporablja preko 
uporabniškega računalnika, izvaja se pa na realen sistemu. Za komunikacijo se uporablja 
TCP/IP. xPC target podpira katerikoli namizni PC, CompactPCI ali industrijski PC. Prav 
tako podpira ogromno vhodno-izhodnih enot. 
Programi Matlab, Simulink in xPC target omogočajo gradnjo in simulacijo modelov za 
vodenje haptičnih vmesnikov. Modele lahko potem izvajamo na krmilniških računalnikih 
haptičnih vmesnikov v realnem času. 
2.2.4 Unity 
Unity je pogon (ang. game engine) za 21 različnih platform. Zaradi velikega števila 
podprtih platform in uporabniškega vmesnika, ki omogoča enostavno izdelavo 
računalniških iger, je Unity postal zelo priljubljen program.  Glavni elementi v programu 
Unity so objekti, ki se jih postavi v sceno. Objektom je moţno spreminjati lastnosti, kot 
npr. pozicijo, barvo, velikost. Unity omogoča programiranje v jezikih C# in JavaScript. 
2.3 Vodenje 
V prejšnjih podpoglavjih so opisani sestavni deli sistema, naša naloga pa je bila te 
komponente povezati in sprogramirati tako, da bo simulirani sistem čim bolje predstavljal 
realni sistem. Opravilo, ki smo ga simulirali je zalivanje roţ. Vrh robota predstavlja vedro, 
ki ga moramo napolniti in z njim zaliti roţe, ki so ovenele. Slika 11 prikazuje pretok 
informacij med uporabnikom, robotom in igro. 





Slika 11: Pretok informacij med uporabnikom, robotom in igro 
 
2.3.1 Razširitev robota HapticMaster z zapestjem 
Za vodenje motorjev zapestja smo v okolju Simulink ustvarili proporcionalno-
diferencialni pozicijski regulator z enačbo (1) 
      (   )      ̇ . (1) 
Vrednosti v enačbi so:    je proporcionali faktor ojačanja,    diferencialni faktor 
ojačanja,   ţeljeni kot zasuka,   dejanski kot zasuka, ki ga podaja inkrementalni enkoder 
ter   krmilna napetost. Inkrementalni enkoder podaja samo spremembo pozicije, ne pa tudi 
absolutne pozicije, zato je potrebno ob zagonu programa imeti zapestje v začetni legi, ki je 
prikazana na sliki 12. 
 
 
Slika 12: Začetna lega zapestja 
Podatke iz enkoderja je potrebno ustrezno pretvoriti, da dobimo kot v stopinjah. 
Pretvorba se izvede po enačbi (2) 
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        (     ), (2) 
ki vsebuje naslednje podatke: impulzi na krog  , hitrost štetja   in prestavno razmerje  . 
Razlika ţelenega in dejanskega kota je pozicijska napaka. Krmilna napetost    je povezana 
na kartico PCI-DAS1002. Kartica pretvori digitalni signal v analognega in ga pošlje na 
krmilnik. Krmilnik nato na podlagi tega signala tokovno krmili motor. Oba motorja 
uporabljata PD regulator, le da imata drugačne parametre.  
 
 
Slika 13: Pozicijsko vodenje motorja 
Da pa bo tudi zapestje admitančno vodeno, tako kot robot HapticMaster, se mora še 
silo, ki jo uporabnik izvaja na zapestje, pretvoriti v kot zasuka. Senzorja sile imata vsak 
lastni koordinatni sistem. Odločili smo se, da bomo sili pretvorili v nov koordinatni sistem, 
katerega osi so usmerjene kot na sliki 14. Pretvorbo smo naredili tako, da smo na vsak 
senzor obesili uteţ. Komponenta sile   je bila nič, kar je pomenilo, da je os   ţe poravnana 
z osjo   novega koordinatnega sistema. Ostali dve osi je bilo treba zarotirati. To smo storili 
tako, da smo izračunali kot  , za katerega sta novi koordinatni sistem in sistem senzorja 
zamaknjena, po enačbi (3) 
        (     ). (3) 
 
 
Slika 14: Koordinatna sistema senzorjev in nov koordinatni sistem 
Nato smo uporabili rotacijsko matriko za rotacijo okoli osi, ki je vzporedna osi   
novega koordinatnega sistema. Na koncu pa smo uporabili še eno rotacijsko matriko, ki 
poskrbi, da so osi orientirane v enake smeri kot osi novega koordinatnega sistema. 
Postopek je prikazan na sliki 15. 
 




Slika 15: Pretvorba sile iz koordinatnega sistema senzorja v nov koordinatni sistem 
Ko imamo obe sili transformirani v isti koordinatni sistem, ju lahko seštevamo in 
odštevamo po komponentah. Nov koordinatni sistem ostaja vedno tako orientiran, da je os 
  poravnana z osjo, ki povezuje oba senzorja, tudi ko se zapestje obrača (slika 16). 
 
Slika 16: Koordinatni sistemi se premikajo skupaj z zapestjem 
Tako usmerjen koordinatni sistem nam olajša vodenje zapestja, saj sile v smeri osi   
povzročajo rotacijo motorja, ki omogoča rotacijo okoli horizontalne osi, sile v smeri osi  , 
pa povzročajo rotacijo motorja, ki omogoča rotacijo okoli vertikalne osi. Silo za vodenje 
   dobimo iz enačbe (4) 
         . (4) 
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Komponento sile   , ki povzroča rotacijo ţeljenega motorja, uporabimo v enačbi (5)  
  ̈  (     ̇)  , (5) 
kjer  ̈ predstavlja pospešek, ki je drugi odvod poti   in   predstavlja navidezno maso. Ta 
pot predstavlja lok na krogu s polmerom   in tako lahko izračunamo kot  , za kolikor se 
mora motor zarotirati po enačbi (6) 
   (∬  ̈)  . (6) 
 V enačbi (6)   predstavlja razdaljo med senzorjem in sredino zapestja. Diagram 
admitančnega vodenja prikazuje slika 17. 
 
 
Slika 17: Admitančno vodenje motorja 
HapticMaster ima moţnost pritrditve različnih orodij na vrh robota. Za izvedbo naše 
naloge smo na vrh pritrdili ţe omenjeno zapestje. Ker je robot krmiljen preko sile, ki jo 
izvajamo na vrh robota, smo morali to silo izračunati iz sile, ki jo podajata senzorja na 
zapestju. Sila  , ki smo jo uporabili za vodenje robota, je vsota sile leve roke    in sile 
desne roke    po enačbi (7) 
   (     ). (7) 
Ker pa se med izvajanjem naloge obrača tudi zapestje, je potrebno silo vseskozi 
preračunavati v koordinatni sistem vrha robota (slika 18).  
 
 
Slika 18: Koordinatni sistemi senzorjev in vrha robota 
To smo izvedli z    rotacijsko matriko za rotacijo okoli osi  , za motor, ki povzroča 
rotacijo okoli horizontalne osi in z    rotacijsko matriko za rotacijo okoli osi  , za motor, 
ki povzroča rotacijo okoli vertikalne osi. Izračun matrik prikazujeta enačbi (8) in (9) 
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     [
   
          
         
], (8) 
     [
          
         
   
], (9) 
 v katerih   predstavlja zasuk motorja, ki omogoča rotacijo okoli horizontalne osi in   
zasuk motorja, ki omogoča rotacijo okoli vertikalne osi. 
Dejanska sila vodenja    je bila potem izračunana po enačbi (10) 
    (    ) . (10) 
2.3.2 Izračun adaptivnega koeficienta 
Omenjeni sistem vodenja smo nadgradili z uvedbo adaptivnega koeficienta vodenja. 
Spodaj definirana koeficienta   in  moramo izračunati za vsako komponento sile. 
Ţelja je, da uporabnik pri izvajanju naloge uporablja obe roki enakomerno, zato smo 
določili koeficient   z enačbo (11) 
   
|  |  |  |
|  |  |  |
   (11) 
Tako dobljeno razmerje se izračunava vsako iteracijo in se zelo hitro spreminja. Zato 
smo definirali še koeficient  , po enačbi (12) 
  ( )  (   )   (   )     , (12) 
kjer smo parameter   določili empirično. Tako definiran   ima shranjeno vrednost vseh 
dosedanjih iteracij in si ga lahko predstavljamo kot učinek učenja. Koeficienta   in  imata 
vrednosti med -1 in 1. Vrednost 1 pomeni, da deluje samo leva roka in -1 da deluje samo 
desna roka. Ko delujta obe roki z enako silo, je vrednost enaka 0. Koeficient   uporabimo 
za prilagajanje sile vodenja. Če uporabnik uporablja eno roko več kot drugo, potem silo te 
roke zmanjšamo in silo druge roke povečamo. Tako spremenjene sile uporabimo v enačbah 
(4) in (7) ter dobimo novi enačbi (13, 14) za vodenje robota 
   ((   )    )  ((   )    ), (13) 
    ((   )    )  ((   )    ). (14) 
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2.4 Navidezno okolje 
Navidezno okolje za zalivanje roţ je sestavljeno iz dveh delov:  
- haptičnega, ki daje uporabniku informacijo o tem ali se je zadel v roţo in koliko 
vode ima, 
- vizualnega, ki uporabniku na zaslonu prikaţe to okolje. 
2.4.1 Haptični del 
Haptični del smo zasnovali v okolju Simulink, kjer smo poleg privzetih knjiţnic 
uporabili tudi knjiţnico Robotics. Ta nam omogoča uporabo haptičnih objektov. 
Haptičnem objektu lahko določimo maso, dimenzije, pozicijo, ali na njega deluje 
gravitacija itd. Prav tako nam omogoča računanje sil trkov dveh haptičnih objektov. Za 
vsak trk med dvema objektoma potrebujemo en blok za trk, kar pomeni, da nam z 
naraščanjem števila objektov, zelo hitro narašča število trkov. Izračunavanje trkov pa je 
procesorsko zelo zahtevno.  
Igra, ki smo jo zasnovali ima 6 roţ, ki jih je treba zaliti. Pozicije roţ prikazuje slika 19 
in so izbrane tako, da pokrijejo celotno delovno območje robota.  Roţi 3 in 6 predstavlja 
kocka s stranico 3 cm. Roţi  2 in 5 sta na stojalih in sta simulirani s kvadrom z dolţino 3 
cm, širino 3 cm in višino 10 cm. Roţi 1 in 4 imata višino 15 cm in enako osnovno ploskev 
kot roţi 2 in 5.  




Slika 19: Pozicije haptičnih objektov in območje za natakanje vode v haptičnem okolju 
Na vse roţe deluje gravitacija. Da pa roţe ne padejo v neskončno globino, smo kot 
haptični objekt ustvarili še tla. Za vsako roţo in tla smo torej potrebovali izračun trka. Vrh 
robota, ki v igri predstavlja vedro, lahko tudi zadane roţo. Torej smo potrebovali še 
izračun trka med robotom in roţami. Slika 20 prikazuje trke, ki smo jih simulirali za eno 
roţo. Izračun trka med tlemi in robotom ni bil potreben, saj so tla postavljena na rob 
robotovega delovnega prostora. 
 
 
Slika 20: Sile, ki delujejo na objekt med trki 
 
Šest roţ pomeni, da potrebujemo 12 blokov za izračun trkov. Ţelja je bila, da bi 
omogočili tudi interakcijo med roţami, kar pomeni, da če bi uporabnik eno roţo prevrnil in 
bi padla na drugo roţo, bi se tudi druga roţa prevrnila. Za to bi potrebovali izračun 21 
dodatnih trkov, vendar pa je bil ţe izračun 12 trkov prezahteven za računalnik in smo 
morali najti nove rešitve. Ker krmilnik deluje z 2500 Hz smo se odločili, da bomo vsako 
iteracijo izračunali samo trka za eno roţo. To pomeni, da se vsak trk preračunava s 417 Hz, 
kar je dovolj, da uporabnik ne občuti nobene zakasnitve pri trku z roţo. Haptično okolje si 
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lahko predstavljamo tako, da zapremo oči. Ničesar ne vidimo, vendar lahko še vedno z 
dotikom zaznavamo okolico okoli sebe.  
2.4.1.1 Modeliranje vode 
Del haptičnega okolja je tudi voda, ki jo potrebujemo za zalivanje roţ. Pri vodenju 
robota HapticMaster jo simuliramo tako, da sili    v smeri   odštejemo silo vode   , kar 
pomeni, da robot s silo teţe vode potiska proti tlom in to da uporabniku občutek, da ima 
nekaj v vedru. Izračun prikazuje enačba (15) 
 [
   
   
   
]  [
   
   
      
]. (15) 
Sila vode se povečuje, ko smo z vrhom robota v območju polnjenja (modro področje na 
sliki 19) in sila ni večja kot 2 N, ki je meja, ki nam pove da je vedro polno. Zmanjšuje se 
takrat, ko imamo vedro nagnjeno za zadosten kot, glede na to koliko je vode v njem. V 
realnem svetu se zaradi navora vedro nagne tudi, če eno ročko spustimo. To smo simulirali 
z enačbo (16) 
           (  (     )), (16) 
kjer   predstavlja trenutni zasuk motorja in     silo vode, ki povzroča rotacijo. V enačbi 
uporabimo samo tisto komponento sile, ki vpliva na rotacijo motorja.  
2.4.2 UDP Povezava 
Ker se vse gibanje preračunava v okolju Matlab, je bilo potrebno te podatke dobiti tudi 
v Unity, da smo lahko pravilno prikazali stvari. Podatke pošiljamo preko UDP povezave, 
kar pomeni, da morata biti robot in računalnik, na katerem teče igra v programu Unity na 
istem omreţju. Ker robotski krmilnik teče s frekvenco 2500 Hz, igra pa prikazuje okoli 30 
sličic na sekundo, odvisno od računalnika, ki jo poganja, je povezava narejena tako, da 
robot vsako iteracijo pošlje podatke. Vsako naslednjo iteracijo pošlje robot nove podatke in 
prepiše stare. Igra prebere podatke takrat, ko jih potrebuje. Robot pošilja vse podatke 
potrebne za pravilen prikaz igre in podatke, ki jih potrebujemo pri obdelavi podatkov. Ti 
podatki so: 
- pozicija vrha robota, 
- orientacija zapestja, 
- pozicije in orientacije vseh roţ, 
- količino vode v vedru, 
- katera roţa je ovenela in koliko, 
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- kdaj je uporabnik v poziciji za zalivanje ovenele roţe, 
- sili obeh rok in 
- adaptivna koeficienta   in  . 
Te podatke nato uporabimo v skriptih, da prikaţemo stvari na točno tistih mestih, kot 
so v haptičnem svetu. Ali povedano drugače, uporabnik vidi, to kar čuti. 
2.4.3 Vizualni del 
Za izgradnjo vizualnega dela smo uporabili program Unity. Osnova igre v programu 
Unity je scena, ki je neke vrste nepopisano platno ustvarjalca igre. Vsaka scena vsebuje vir 
svetlobe in kamero, ki določa pogled na sceno, ko igra teče. V to sceno nato postavimo 
različna sredstva (ang. assets), ki jih potrebujemo za našo igro. Sredstva je mogoče 
ustvariti s programi, kot sta Blender in Maya. Druga opcija je, da sredstva dobimo iz Unity 
Asset Store (https://www.assetstore.unity3d.com/). V tej trgovini so na voljo tako 
brezplačna sredstva, kot tudi plačljiva. Vsa uporabljena sredstva smo dobili iz omenjene 
trgovine. Unity omogoča, da vsako sredstvo nadzorujemo s skripti. Za pisanje skript smo 
izbrali programski jezik C#.  
2.4.3.1 Uporabljena sredstva 
V igri smo uporabili več sredstev. Tla, trava, drevesa, grmičevje in cisterna z vodo so 
brez skript, ki bi narekovala njihovo vedenje in so v sceni zato, da se ustvari okolje, ki je 
čim bolj podobno realnemu. Vsa ostala sredstva se obnašajo, kot to narekuje skripta za 
njihovo vedenje. Pogled na končano okolje prikazuje slika 21. 
Vrh robota je prikazan v igri kot vedro. Premik in orientacija se pošiljata preko UDP 
povezave. Vendar pa ima igra v programu Unity svoj koordinatni sistem, ki ni enak 
koordinatnemu sistemu robota. Razlikujeta se v tem, da imata zamenjani osi   in  . Tako 
je bilo potrebno podatke najprej pretvorit in skalirati. Faktor skaliranja je 40, kar pomeni, 
da premik robota za en meter, povzroči premik vedra v igri za 40 enot. Pretvorbo prikazuje 
enačba (17) 
 [
       
       
       
]      [
       
       
       
]. (17) 
Orientacijo vedra smo dobili iz podatkov orientacije zapestja. Igra vsebuje tudi eno 
prosojno vedro, ki uporabniku prikazuje kdaj je v poziciji,  da zalije roţo. Pogoj za 
zalivanje je, da je roţa ovenela in je vedro z vodo nad ovenelo roţo. Ta informacija se 
pošlje iz okolja Matlab.  
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Slika 21: Pogled na igro 
Tudi roţe dobijo pozicijo in orientacijo preko UDP povezave. Ker so v haptičnem 
okolju predstavljene kot kvadri, je potrebno v okolju Unity določiti velikost roţe tako, da 
pomnoţimo velikost v haptičnem okolju s faktorjem skaliranja 40. Tako dobimo da so 
širine in dolţine vseh roţ 1.2 enote, višine pa 1.2, 4 in 6 enot. Slika 22 prikazuje, kako 
vizualizacija roţe sovpada s haptičnim kvadrom. 
Da roţa oveni in zraste, ko jo zalijemo, doseţemo s spreminjanjem barve in velikosti 
cvetja. Ta podatek dobimo iz programa Matlab. Pogoji za rast oz. ovenitev roţe so 
naslednji. Naključno izberemo eno roţo, ki oveni. Roţa zraste takrat, ko je vedro z vodo 
nad njo in jo zaliva. Da roţa zraste do konca, jo je potrebno zalivati eno sekundo. Če jo 
nehamo zalivati ali nam zmanjka vode, roţa nazaj oveni. Ko pa jo zalijemo do konca, 
algoritem izbere naslednjo roţo in tista oveni.  
 
 




Slika 22: Prikaz kako sta grafično in haptično okolje zdruţena 
Vizualizacija vode je zelo zahtevna in jo velikokrat tudi igre z ogromnim denarnim 
vloţkom nimajo zelo realno narejene. Višino vode v vedru dobimo iz podatka sile vode v 
programu Matlab. Vodo smo modelirali kot 2D ploskev, ki ima samo teksturo vode na 
ploskvi. Tako dobimo kar dobro predstavitev stoječe vode. Še teţje je modelirati tekočo 
vodo, ki jo moramo prikazati pri zalivanju roţ. To doseţemo z emitorjem delcev, ki je ţe 
vključen v program Unity. Nato s spreminjanjem parametrov in barv poskušamo simulirati 
curek vode. Slika 23 prikazuje polno vedro, v katerem se voda ne preliva in vedro, iz 
katerega voda izteka. 
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Slika 23: Prikaz simulacije vode 
2.4.3.2 Graf scene 
Unity nam omogoča ustvarjanje hierarhije med objekti, kar olajša njihovo 
manipulacijo. Postavitev objektov v takšno hierarhijo imenujemo graf scene. Del grafa 
scene igre zalivanja roţ prikazuje slika 24. Dva objekta, ki sta med seboj povezana v grafu 
scene imenujemo nadobjekt (and. parent) in podobjekt (ang. child). Podobjekt je vezan na 
nadobjekt in tako se vsa manipulacija (translacija, rotacija, skaliranje), ki se izvaja na 
nadobjektu, izvede tudi na podobjektu. Manipulacija podobjekta pa ne vpliva na nadobjekt. 
To nam zelo olajša programiranje igre. V našem primeru je voda podobjekt vedra. Ko 
premikamo vedro, se z vedrom premika tudi voda, ki je v vedru, brez da bi morali mi 
sprogramirati premikanje vode. Ko pa spreminjamo višino vode, vedro ostaja na istem 
mestu.  




Slika 24: Del grafa scene igre zalivanja roţ 
 
2.4.4 Zapis podatkov 
Zapis podatkov izvajamo s C# skripti v programu Unity. Zapisujemo vse podatke, ki jih 
pošiljamo po UDP povezavi razen pozicije in orientacije roţ. Prav tako zapisujemo čas, ki 
prične teči, ko vnesemo ime testirane osebe. Podatki se zapišejo v tekstovno datoteko 
(.txt), ki je ustvarjena za vsakega uporabnika posebej, kot prikazuje slika 25. Zapis  je 
takšen, da vsakič, ko podatke zapišemo, jih damo v novo vrstico in ločimo z vejicami. To 
nam omogoča, da datoteko odpremo s programom Excel in izvedemo obdelavo podatkov. 
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Slika 25: Začetni pogled igre 
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3 Eksperiment in rezultati 
3.1 Izvedba eksperimenta 
Izvedli smo tri eksperimente, s katerimi smo preverili delovanje sistema z vpeljanim 
adaptivnim koeficientom. 
Pri prvem eksperimentu smo ţeleli pokazati, da vrednost koeficienta   vpliva na silo 
vodenja. Tako smo izvedli tri poizkuse za vrednosti koeficienta 0.9, 0 in - 0.5. Pri 
poizkusih smo v vedro natočili vodo in nato vedro drţali v mirovanju. 
Pri drugem eksperimentu smo ţeleli pokazati, da se   spreminja glede na to ali 
uporabljamo eno ali obe roki, in da to vpliva na silo vodenja. 
Tretji eksperiment smo izvedli tako, da so zdravi prostovoljci igrali igro. Eksperiment 
je bil izveden na treh zdravih prostovoljcih. Protokol je bil sledeč: 
- izvajalec eksperimenta zaţene aplikacijo na robotu, 
- izvajalec eksperimenta zaţene igro na računalniku, 
- prostovoljec se postavi pred robota in prime zapestje, 
- izvajalec eksperimenta vpiše prostovoljčevo ime v okno na zaslonu, 
- prostovoljec igra igro, 
- izvajalec eksperimenta ustavi aplikacijo na robotu, 
- izvajalec eksperimenta ustavi igro na računalniku. 
Postavitev opreme za izvedbo eksperimenta prikazuje slika 26. 
 




Slika 26: Postavitev opreme za opravljanje eksperimenta 
3.2 Rezultati in ugotovitve 
Rezultate prvega eksperimenta prikazujejo slike 27, 28 in 29. Slike prikazujejo 
komponento sile leve in desne roke v smeri   v odvisnosti od časa. Drţanje vedra na mestu 
se začne izvajati okoli 20 sekunde. 
Na sliki 27 vidimo, da moramo za ohranjanje vedra v isti poziciji in orientaciji, na 
robota delovati bolj z levo roko kot z desno. Na sliki 28 vidimo, da za dosego enakega cilja 
moramo na robota delovati z enakima silama leve in desne roke. Iz slike 29 je pa razvidno, 
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da moramo pri negativnem koeficientu  , na robota bolj delovati z desno roko. Ti podatki 
potrjujejo, da vodenje po enačbah (13) in (14) deluje tako, kot je bilo načrtovano. 
 
 
Slika 27: Sili leve in desne roke v smeri   pri        
 










































Slika 29 Sili leve in desne roke v smeri   pri         
Slika 30 prikazuje rezultate drugega eksperimenta. Prikazuje sili obeh rok in koeficient 
  v smeri  . Okoli 10 sekunde začnemo na robota delovati samo z desno roko in vidimo, 
da začne   padati proti -1. Nato pri 20 sekundah začnemo gib izvajati z obema rokama. 
Ker je   blizu -1 pomeni, da moramo desno roko bolj uporabljati kot levo. To je vidno na 
grafu med 20 in 30 sekundo. Ker pa delujemo na robota z obema rokama, začne tudi   
padati proti 0. To potrjuje, da izračun koeficienta   deluje, kot je bilo načrtovano.  
 
 
Slika 30: Sili leve in desne roke ter adaptivnega koeficienta   v smeri   pri upravljanju robota z eno ali 
dvema rokama 
Tretji eksperiment smo naredili na zdravih ljudeh, ki so igrali igro dvakrat, prvič z 
vodenjem brez adaptivnega koeficienta in nato z vodenjem, ki je vključevalo adaptivni 
koeficient. Po koncu obeh nalog smo jih vprašali, ali so občutili razliko med nalogama. 
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-0.2 do 0.2), da bi uporabnik to občutil. Eksperiment smo izvedli na zdravih osebah, zato je 
bilo pričakovat, da bodo nalogo opravili z obema rokama enakomerno in tako se tudi   ne 
spreminja dosti. Ker smo s prejšnjimi eksperimenti potrdili, da implementacija adaptivnega 
faktorja   deluje, lahko sklepamo, da se robot prilagaja uporabniku brez da bi se uporabnik 
tega zavedal, kar je ţeljen učinek.  
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4 Zaključek 
Virtualna resničnost je uporabna na različnih področjih in eno izmed njih je robotska 
rehabilitacija. Z uporabo vizualnih in haptičnih prikazovalnikov lahko ustvarimo različne 
naloge, ki pomagajo pacientom pri okrevanju po moţganskih poškodbah. Prednost takšne 
rehabilitacije je, da lahko načrtamo algoritme, ki se uporabniku prilagajajo na njegove 
zmoţnosti in tako povečajo učinkovitost vadbe. Z uporabo senzorjev dobimo objektivne 
podatke o izvajanju naloge, ki jih lahko zapišemo za nadaljnjo analizo ali takojšnje 
posredovanje pacientu. Eno takšnih nalog smo poskušali narediti kot temo te naloge. 
Cilj je bila izdelava računalniške igre za rehabilitacijskega robota HapticMaster, ki je 
bil nadgrajen z mehanizmom z dvema rotacijskima prostostnima stopnjama. Izvedli smo 
vodenje nadgrajenega sistema in računalniško igro zalivanja roţ. Med igranjem se je robot 
prilagajal glede na to s kakšno silo je uporabnik vplival nanj. Z laboratorijskimi 
eksperimenti smo potrdili, da izračunavanje adaptivnega koeficienta deluje. Prav tako 
deluje vodenje robota z vključevanjem tega koeficienta. Igro smo preizkusili tudi na 
zdravih osebah, ki niso občutili razlike med igranjem z adaptivnim koeficientom in brez 
njega. 
Naslednja stopnja v razvoju bi bila to, da bi izvedli eksperimente na pacientih z 
okvarami gibanja rok. Lahko bi se tudi povezali s terapevti, ki bi nam svetovali kako 
zasnovati igro, da bi čim bolje vplivala na rehabilitacijski postopek pacientov. 
Najzanimivejša nadgradnja sistema bi bila uporaba 3D prikazovalnika virtualne 
resničnosti. Tako bi pacienti dobili boljši občutek, kako nalogo izvesti, saj so testiranci 
imeli kar nekaj problemov z zaznavanjem globine pri igranju igre. 
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