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Abstract
We give relative perturbation bounds for singular values and perturbation bounds for singu-
lar subspaces of a hyperbolic singular value problem for the pair (G, J ), where G is a full rank
matrix and J is a diagonal matrix of signs. We consider two types of relative perturbations:
G+ δG = (B + δB)D and G+ δG = D¯(B¯ + δB¯), depending whether G has full column or
full row rank, respectively. In both cases we also consider relative element-wise perturbations
of G which typically occur in numerical computations.
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1. Introduction
Let G be m× n full rank matrix, and let J be n× n diagonal matrix of signs, that
is Jii ∈ {−1, 1}. The hyperbolic singular value decomposition (HSVD) of the pair
(G, J ) is given by [10,20]
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G = UV −1.
Here U is unitary,  is non-negative diagonal m× n matrix, and
V ∗JV = J¯ ,
where J¯ is some permutation of J. Diagonal entries of  are the hyperbolic singular
values of the pair (G, J ), and the columns of U and V are the left (unitary) and right
(hyperbolic) singular vectors, respectively. The matrix V is also called the hyper-
exchange matrix, and its columns are called the hyperbolic singular vectors. Also, if
G is has full column rank, then V ∗JV = J , in which case we say that V is J-unitary
or hypernormal with respect to J [10].
Clearly, for J = I the HSVD is equal to the classical singular value decompo-
sition since V is unitary. There are several similarities between the HSVD and the
classical SVD. First, the HSVD can be written in economical form depending upon
dimension. Second, the HSVD is closely related to two eigenvalue problems: the
Hermitian eigenvalue problem
GJG∗ = UU∗,  = J∗, (1)
and the J-Hermitian or hyperbolic eigenvalue problem for the pair (G∗G, J ) [12],
V ∗G∗GV = ∗, V ∗JV = J¯ . (2)
Notice that for general G,  is not always diagonal. The necessary and sufficient
condition for a diagonal  according to [20, Remark 5] is
rankGJG∗ = rankG,
that is, the matrix GJG∗ is required to be be non-singular. A similar assumption is
used in [18] and is used here, as well. Also, the hyperbolic eigenvalue problem (2)
can be viewed as the eigenvalue problem for the non-Hermitian matrix (see [18,19])
Hˆ = JG∗G.
In [10] the HSVD was proposed as a more suitable way for numerical solution of
the downdating problem: the Hermitian eigenvalue problem for the matrix
AA∗ − BB∗, A ∈ Cm×k, B ∈ Cm×l ,
can be solved as the hyperbolic singular value problem for the pair (G, J ), where
G = [A B] , J = [Ik −Il
]
.
The HSVD is also part of the highly accurate algorithm for symmetric eigenvalue
problem [11]. In this algorithm the given matrix H is first factorized as H = GJGT,
which is followed by the computation of the HSVD of the pair (G, J ). Similar appli-
cation of the HSVD is found in the eigenvalue decomposition algorithm for definite
matrix pairs [17].
In this paper we derive the bounds for hyperbolic singular values σi = ii and
for the left and right singular vectors. For hyperbolic singular values we present
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relative perturbation bounds of Weyl and Wielandt–Hoffman type, and for singular
vectors we give bounds in terms of sin theorems for the subspaces spanned by
columns of U and V, respectively. The cases when G has full column and full row
rank are treated separately. Clearly, a square, non-singular G is included in both
cases. In the full column rank case we consider the right scaling G = BD, thus
assuming the perturbation of the form G+ δG = (B + δB)D, and in the full row
rank case we consider the left scaling G = D¯B¯, thus assuming the perturbation of
the form G+ δG = D¯(B¯ + δB¯). In both cases our bounds can be applied to the
important case of relative element-wise perturbations of the form |δGij |  ε|Gij |,
which typically occurs in numerical computations. Since the HSVD is closely related
to the eigenvalue problems (1) and (2), some of our bounds follow from the existing
results from [12,16,18,19].
Throughout the paper all the perturbed quantities will be denoted by tilde. For
example, the hyperbolic singular values of the pair (G, J ) will be denoted by σi , and
the hyperbolic singular values of the perturbed pair (G˜, J ) will be denoted by σ˜i . In
Sections 2.1 and 2.2, which deal with the perturbation bounds for hyperbolic singular
values, we assume that σi and σ˜i are in the increasing order. In Sections 2.2 and 3.2,
which deal with the perturbation bounds for hyperbolic singular vectors, σi and σ˜i
can be in any order, but the ordering must be the same. A† denotes the pseudoinverse
of A, ‖ · ‖ denotes the spectral matrix norm, ‖ · ‖F denotes the Frobenius norm, and
κ(A) = ‖A‖ ‖A†‖ denotes the spectral condition number. Similarly to the Matlab
notation, A:,k denotes the kth column of A, Ak,: denotes the kth row of A, and A:,l:k
denotes the columns l to k of A.
The rest of the paper is organized as follows. In Section 2 we consider G with
full column rank. We first give relative perturbation bounds for hyperbolic singular
values. We then give perturbation bounds for the left and right singular vectors. In
Section 3 we consider G with full row rank. We give relative perturbation bounds
for hyperbolic singular values and perturbation bounds for the left and right singular
vectors. In both sections we compare our bounds with the existing relative perturba-
tion results for the classical SVD. Finally, in Section 4 we discuss some issues which
involve the application of the bounds and give three numerical examples.
2. Full column rank case
Let G ∈ Cm×n have full column rank, that is, rank(G) = n  m, and let Jii ∈







where U ∈ Cm×m is unitary, V ∈ Cn×n is J-unitary,  = diag(σ1, . . . , σn) and σi >
0 for i = 1, . . . , n. The corresponding eigenvalue problem (1) can be written as






U∗,  = 2J, (4)
and the corresponding hyperbolic eigenvalue problem (2) can be written as
V ∗G∗GV = ||, V ∗JV = J. (5)
Notice that inversion of equation V ∗JV = J together with J−1 = J implies that
V −1JV −∗ = J , so V −∗ is J-unitary, too. Further, we easily see that the matrix V
given by (5), or even more generally, by (2), satisfies
κ(V ) = ‖V ‖ ‖V −1‖ = ‖V ‖2. (6)
Moreover, all V which perform the diagonalization (5) have the same condition num-
ber [17].
Notice that U,  and V are related as follows. Let us partition U as
U = [U U0] ,
where the columns of U = U:,1:n and U0 = U:,n+1:m span the non-zero and zero
subspaces of the matrix GJG∗, respectively. Then
U = GV−1.
As already mentioned, here we will consider G scaled from the right-hand side.
Let G = BD, where D is n× n non-singular matrix. For the structured perturbation
δG = δBD (7)
we have
G˜ = G+ δG = (B + δB)D = (I + δGG†)G = (I + δBB†)G. (8)
For the ease of the presentation, define
E = δBB†, β = ‖E‖ = ‖δBB†‖, βF = ‖E‖F = ‖δBB†‖F. (9)







In particular, for the element-wise perturbation of G of the form
|δG|  ε|G|, (10)
we can choose D to be a diagonal matrix, in which case (10) is equivalent to
|δB|  ε|B|.
Additionally, if this diagonal D is such that ‖B:,i‖ = 1, i = 1, . . . , n, we have
β  ‖ δB ‖
σmin(B)
 ‖ δB ‖F
σmin(B)
= ‖ |δB| ‖F
σmin(B)







Notice that both types of structured perturbations, (10) and (7) with D as above,
appear in numerical computations. The first type appears when the matrix is being
stored in computer memory, and the second type appears in some algorithms during
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floating-point computations [1,3,11]. In particular, one part of the algorithm for high-
ly accurate symmetric eigenreduction from [11] is a one-sided Jacobi-type algorithm
for computing the HSVD of the pair (G, J ), and the perturbation bounds of this
section can be used to analyze that algorithm.
2.1. Singular value bounds
In this section we assume that the unperturbed and the perturbed hyperbolic sin-
gular values, σi and σ˜i , respectively, are arranged in the increasing order. The relative
Weyl-type perturbation bound for hyperbolic singular values follows directly from
[19, Theorem 3.3].
Theorem 1. Let G, G˜, δG and β be as in (3), (8) and (9), respectively. If β <
1, then the unperturbed and the perturbed hyperbolic singular values σi and σ˜i ,
respectively, satisfy the inequalities
1 − β  σ˜i
σi
 1 + β.
Proof. Let H = GJG∗ be as in (4) and let H˜ = G˜J G˜∗ be corresponding perturbed
matrix. Since
‖δGx‖ = ‖δBDx‖ = ‖δBB†BDx‖  ‖δBB†‖ ‖BDx‖ = β ‖Gx‖,
H and H˜ fulfill the assumptions of [19, Theorem 3.3], and the theorem follows by
taking the square root of the bound of [19, Theorem 3.3]. 
The following theorem gives a relative Wielandt–Hoffman-type perturbation bound
for hyperbolic singular values.
Theorem 2. Let G, G˜, δG, E, β and βF be as in (3), (8) and (9), respectively. If
2βF + β2F < 2/3, then the unperturbed and the perturbed hyperbolic singular values
σi and σ˜i , respectively, satisfy the inequality√√√√ n∑
i=1
(















ψ = 2βF + β
2
F√
1 − 2β − β2 . (11)
Proof. Let H ′ = G∗G be as in (5), and let H˜ ′ ≡ H ′ + δH ′ = G˜∗G˜. According to
(8)
H˜ ′ = G∗(I + E)∗(I + E)G = G∗(I + E∗ + E + E∗E)G.
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We can now apply [12, Theorem 3] with D = G, A = I , and
δA = E∗ + E + E∗E,
and the theorem follows. 
Since
|σ 2i − σ˜ 2i |
σiσ˜i
 |σi − σ˜i | |σi + σ˜i |
(max{σi, σ˜i})2 
|σi − σ˜i |
max{σi, σ˜i} ,

















Notice that the hyperbolic singular values behave as well as the singular values.
Namely, the relative perturbations in Theorems 1 and 2 depend on norms of δB and
B† as do the bounds from [3, Theorem 2.14] and [8, Theorem 4.4, Remark 4.2],
respectively.
2.2. Singular vector bounds
In this section we present relative variants of the well-known sin theorems [2]
for left and right singular subspaces of the pair (G, J ). LetU and U˜ be two subspaces
of the same dimension. The sin theorems give the bound for ‖ sin(U, U˜)‖,
where sin(U, U˜) is diagonal matrix whose diagonal elements are the sines of
canonical angles between the subspacesU and U˜. The matrix sin(U, U˜) is defined
as follows [14, Corollary I.5.4]: let U⊥ and U˜ form orthonormal basis for U⊥ and
U˜, respectively, where U⊥ is the orthogonal complement of U, and let QSW ∗ be a
singular value decomposition of U∗⊥U˜ . Then sin(U, U˜) = S.
Throughout this section we assume that the unperturbed and the perturbed hyper-
bolic singular values are in the same order. More precisely, σi denotes the kth largest
hyperbolic singular value of the pair (G, J ), and σ˜i denotes the kth largest hyperbolic
singular value of the perturbed pair (G˜, J ).
Let the HSVD from (3) be written as
G = [U1 U2 U0]
1 2
0 0
[V1 V2]−1 , (12)
where U1 = U:,1:k and the rest of the matrices have the corresponding dimensions.
Similarly, let
G˜ = [U˜1 U˜2 U˜0]
˜1 ˜2
0 0
[V˜1 V˜2]−1 . (13)
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Also, let
J = J1 ⊕ J2,  = 1 ⊕ 2, ˜ = ˜1 ⊕ ˜2,
be partitioned accordingly. Thus,
1 = 21J1, 2 = 22J2, ˜1 = ˜21J1, ˜2 = ˜22J2. (14)
In order to state and prove our theorems we need to define a relative gap between





|˜σ 2pJpp − σ 2q Jqq |






|˜σ 2pJpp − σ 2q Jqq |
σ˜pσq
. (16)
The relative gap rg1 is based on the relative distance ρ1(λ, λ˜) defined by [9, (2.2)]
between the unperturbed and perturbed eigenvalues of the corresponding Hermitian
eigenvalue problem (4). Notice that ρ1 is a metric on R [9, Appendix B]. The relative
gap rg2 is based on the relative distance χ(λ, λ˜) defined by [9, (2.3)] between the
unperturbed and perturbed eigenvalues of problem (4).
The first theorem contains the perturbation bound for the left (unitary) singular
subspace spanned by the first k columns of U. Notice that, since we do not assume
any particular order for hyperbolic singular values, the first k columns can correspond
to any subset of k singular values. The same remark applies to all subsequent singular
vector theorems.
Theorem 3. Let G and G˜ be as in (12) and (13), respectively, and let δG, β and
βF be defined by (8) and (9), respectively. Further, let U1 and U˜1 be the subspaces
spanned by the columns of U1 and U˜1, respectively, and let rg1(˜1,2) be defined
by (15). If β < 1 and rg1(˜1,2) > 0, then
‖ sin(U1, U˜1)‖F 
(
βF





Proof. Let H = GJG∗ be as in (1). By using (8) we can write
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and also
U˜∗(H˜ −H)U = U˜∗ (H˜ (I + E)−∗E + EH )U,
























1U2 − U˜∗1U22 = ˜1U˜∗1 (I + E)−∗EU2 + U˜∗1EU22.
Now, using this component-wise for all pairs of indices (p, q), we have
|(U˜∗1U2)pq | |(˜1)pp − (1)qq | |(˜1)pp| |(U˜∗1 )p,:(I + E)−∗E(U2):,q |
+ |(U˜∗1 )p,:E(U2):,q | |(2)qq |. (18)
Similarly, writing (17) block-wise for the (1,3)-block we obtain
˜1 U˜
∗
1U0 = ˜1U˜∗1 (I + E)−∗EU0.
Using this component-wise for all pairs of indices (p, q), we have
|(U˜∗1U0)pq | = |(U˜∗1 )p,:(I + E)−∗E(U0):,q |. (19)
Since U˜1, U2 and U0 are matrices with orthonormal columns, combining (18) and
(19), taking norms, and using the definition (15), gives the upper bound∥∥U˜∗1 [U2 U0] ∥∥F  1rg1(˜1,2) (‖(I + E)−1E‖F + ‖E‖F).
Using this,∥∥ sin(U1, U˜1)∥∥F = ∥∥U˜∗1 [U2 U0] ∥∥F,
and
‖(I + E)−1E‖F + ‖E‖F  βF1 − β + βF,
completes the proof. 
The second theorem gives the perturbation bound for the right (hyperbolic) sin-
gular subspace spanned by the first k columns of V.
Theorem 4. Let G and G˜ be as in (12) and (13), respectively, and let δG, β and
βF be defined by (8) and (9), respectively. Further, letV1 and V˜1 be the subspaces
spanned by the columns of V1 and V˜1, respectively. Also, let ψ and rg2(˜1,2) be
defined by (11) and (15), respectively. If 2β + β2 < 1 and rg2(˜1,2) > 0, then
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Proof. Since the matrix V = [V1 V2] simultaneously diagonalizes the pair
(G∗G, J ), the theorem follows directly from [12, Theorem 4]. 
Notice that the left (unitary) singular vectors in the HSVD behave as well as the
left singular vectors in the classical SVD. Namely, the bound of Theorem 3 essen-
tially depends on norms of δB and B† and the relative gap, as do the bounds from
[3, Theorem 2.16, Corollary 2.17] and [9, Theorem 4.3].
On the other side, the bound of Theorem 4 for the right (hyperbolic) singular vec-
tors has an additional factor ‖V ‖2 over the corresponding bounds from [3, Theorem
2.16, Corollary 2.17] and [9, Theorem 4.3]. When applying Theorem 4 to the classi-
cal SVD with J = I this term vanishes since V is unitary. According to (6), ‖V ‖2 =
κ(V ). However, the spectral condition number of the non-unitary eigenvectors ap-
pears naturally in various other absolute and relative perturbation results like [19,
Theorem 3.17], [4,5,7,12,18].
In order to simplify the computation of the bound of Theorem 4, we can further
bound ‖V ‖ as follows: according to [13, Theorem 3], V which diagonalizes the pair
(G∗G, J ) satisfies




where the minimum is over all matrices which commute with J. By taking  = D−1,
where G = BD, we have
‖V ‖2 
√
κ(D−1G∗GD−1) = √κ(B∗B) = κ(B). (20)
3. Full row rank case
This case is more complicated then the full column case. As we have mentioned
in Section 1, the HSVD exists only if GJG∗ is non-singular. Also, all bounds have
the factor ‖V ‖, and unlike the full column rank case, this factor can be estimated
only in some special cases.
Let G ∈ Cm×n have full row rank, rank(G) = m  n, and let Jii ∈ {−1, 1}, i =
1, . . . , n. The HSVD for the pair (G, J ) can be written as
G = U [ 0]V −1. (21)
Here U ∈ Cm×m is unitary,
V ∗JV = J¯ ≡ J¯ ⊕ J¯0, (22)
where J¯ is some permutation of J, and  = diag(σ1, . . . , σm), where σi > 0.
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The corresponding non-singular eigenvalue problem (1) can be written as
GJG∗ = UU∗, (23)






, V ∗JV = J¯ . (24)
Let us partition V as
V = [V V0] , (25)
where V = V:,1:m. Then, for all V which perform the diagonalization (24), the parts
V have the same spectral norm (see [18, Proof of Theorem 1]). Clearly, if V performs







where Vˆ ∗0 J¯0Vˆ0 = J¯0, does the same.
As already mentioned in the introduction, here we will consider G scaled from




G˜ = G+ δG = G(I +G†δG) = G(I + B¯†δB¯). (26)
For the ease of presentation, define
E¯ = B¯†δB¯, β¯ = ‖E¯‖ = ‖B¯†δB¯‖, β¯F = ‖E¯‖F = ‖B¯†δB¯‖F. (27)







In particular, for the element-wise perturbation of G of the form
|δG|  ε|G|,
we can choose D¯ to be a diagonal matrix, in which case the above inequality is
equivalent to
|δB|  ε|B|.
Additionally, if this diagonal D¯ is such that ‖Bi,:‖ = 1, i = 1, . . . , m, we have
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3.1. Singular value bounds
In this section we assume that the unperturbed and the perturbed hyperbolic sin-
gular values, σi and σ˜i , respectively, are arranged in the increasing order. The relative
Weyl-type perturbation bound for hyperbolic singular values follows directly from
[18, Theorem 1].
Theorem 5. Let G, G˜, δG and β¯ be as in (21), (26) and (27), respectively. If
2 β¯ + β¯2 < 1, then the unperturbed and the perturbed hyperbolic singular values
σi and σ˜i , respectively, satisfy the inequalities√




1 + (2 β¯ + β¯2)‖V‖2.
Proof. Let H = GJG∗ be non-singular as in (23). Since,
‖δG∗x‖ = ‖δB¯∗D¯x‖ = ‖δB¯∗(B¯∗)†B¯∗D¯x‖  ‖δB¯∗(B¯∗)†‖ ‖G∗x‖
= β¯ ‖G∗x‖,
the bound follows by taking the square root of the bound of [18, Theorem 1]. 
The following theorem gives a relative Wielandt–Hoffman-type perturbation
bound for hyperbolic singular values.
Theorem 6. Let G, G˜, δG, E¯, β¯ and β¯F be as in (21), (26) and (27), respectively.
Let the HSVD of G˜ be given by
G˜ = U˜ [˜ 0] V˜ −1,
and let V˜ be partitioned according to (25). If β¯ < 1, then the unperturbed and the
perturbed hyperbolic singular values σi and σ˜i , respectively, satisfy the inequality√√√√ m∑
i=1
(
σ 2i − σ˜ 2i
σi σ˜i
)2
 ‖V‖ ‖V˜‖ 2 β¯F + β¯
2
F
1 − β¯ ,
provided that the right-hand side is less than 2.
Proof. Let H = GJG∗ and H˜ = G˜J G˜∗ be the corresponding unperturbed and the
perturbed eigenvalue problems (23). Then
H˜ = G(I + E¯)J (I + E¯)∗G∗.
Write δH = H˜ −H as
H˜ −H = G˜(J (I + E¯)∗ − (I + E¯)−1J )G∗ = G˜G∗,
where  = J (I + E¯)∗ − (I + E¯)−1J.
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By pre- and post-multiplying this equality by U˜∗ and U, respectively, and using (23),
we obtain
U˜∗G˜G∗U = U˜∗(H˜ −H)U = U˜∗(U˜ ˜U˜∗ − UU∗)U
= ˜U˜∗U − U˜∗U. (28)
From (21), (22) and (25), we have
U∗G = [ 0]V −1 = J¯V ∗ J.
Analogous equalities hold for the perturbed problem, as well. Inserting the above
equality into (28) gives
˜U˜∗U − U˜∗U = |˜|1/2J¯V˜ ∗ J  JVJ¯||1/2. (29)
Set S = U˜∗U . By interpreting the above equality component-wise and taking the
Frobenius norm we obtain
m∑
i,j=1
 |λ˜i − λj |√
|λ˜i | |λj |
2 |Sij |2 = ‖J¯V˜ ∗ J  JVJ¯‖2F.
Define the matrix Y by Yij = |Sij |2. Since Y is a doubly stochastic matrix (see [6,8]),
by applying [8, Lemma 5.1] we have
m∑
i=1
 |λ˜i − λτ(i)|√
|λ˜i ||λτ(i)|
2  ‖J¯V˜ ∗ J  JVJ¯‖2F, (30)
for some permutation τ of {1, 2, . . . , m}. Since
= (I + E¯)−1((I + E¯)J (I + E¯)∗ − J )
= (I + E¯)−1(E¯J + J E¯∗ + E¯J E¯∗),
(27) implies
‖‖F  2 β¯F + β¯
2
F
1 − β¯ . (31)
Inserting into (30) gives√√√√√√ m∑
i=1
 |λ˜i − λτ(i)|√
|λ˜i ||λτ(i)|
2  ‖V‖ ‖V˜‖ 2 β¯F + β¯2F1 − β¯ . (32)
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which implies that the permutation τ does not mix eigenvalues of different signs.
Applying [8, Proposition 2.4, (2.12)] separately to the parts of the left-hand side of
(32) which contain only positive and only negative eigenvalues, respectively, gives√√√√√√ m∑
i=1





 |λ˜i − λτ(i)|√
|λ˜i ||λτ(i)|
2,
which completes the proof. 
Notice that the bound of Theorem 6 has a factor ‖V‖ ‖V˜‖ which is essentially
the condition number of a diagonalizing non-unitary matrix. Similar factors are also
present in other relative perturbation bounds for problems with non-unitary diago-
nalizing matrices as in [18], [12, Theorem 5], [19, Theorem 3.17] and [4].
Remark 1. The fact that the additional factor ‖V‖ ‖V˜‖ involves the perturbed and
the unperturbed quantity is rather inconvenient in applying the bound of Theorem 6.
Also, contrary to the full column rank case of Section 2 where we have an upper
bound (20), the norm ‖V‖ which appears in Theorems 5 and 6 can be estimated
only in some special cases. In Section 4 we describe how the norm ‖V˜ ‖ can be
bounded by ‖V ‖.
3.2. Singular vector bounds
We now present the relative sin theorems for left and right singular subspaces
of the pair (G, J ). Let the HSVD from (21) be written as





where U1 = U:,1:k and the rest of the matrices have the corresponding dimensions.
Similarly, let





Also, let J¯ be partitioned accordingly,
J¯ = J¯1 ⊕ J¯2 ⊕ J¯0.
Similarly as in Section 2.2, we assume that the unperturbed and the perturbed
hyperbolic singular values are in the same order. That is, σi and σ˜i denote the kth
largest hyperbolic singular values of the pairs (G, J ) and (G˜, J ), respectively.
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The first theorem contains the perturbation bound for left (unitary) singular sub-
space spanned by the first k columns of U.
Theorem 7. Let G and G˜ be as in (33) and (34), respectively, and let δG, β¯ and β¯F
be defined by (26) and (27), respectively. Let U1 and U˜1 be the subspaces spanned
by the columns of U1 and U˜1, respectively. Let rg2(˜1,2) be defined as in (16), but
with k + 1  q  m. If β¯ < √2 − 1 and rg2(˜1,2) > 0, then
‖ sin(U1, U˜1)‖F  ‖V˜1‖ ‖V2‖ 2 β¯F + β¯
2
F




Proof. The proof is similar to the proof of [16, Theorem 3]. As in the proof of




1U2 − U˜∗1U22 = |˜1|1/2J¯1V˜ ∗1 J  JV2J¯2|2|1/2.
By interpreting this equality component-wise and taking the Frobenius norm, we
have





Notice that the eigenvector bound of Theorem 7 complements the eigenvalue
bounds given in [18]. Also, as already mentioned in Remark 1, in Section 4 we
describe how to bound the perturbed quantity ‖V˜1‖ by the unperturbed one, ‖V ‖,
and give bounds for ‖V ‖ in some special cases.
Finally, we present the bound for the right (hyperbolic) singular subspace spanned
by the first k columns of the matrix V.
Theorem 8. Let G and G˜ be as in (33) and (34), respectively, and let δG, β¯ and β¯F
be defined by (26) and (27), respectively. LetV1 and V˜1 be the subspaces spanned
by the columns of V1 and V˜1, respectively. Let rg1(˜1,2) be defined as in (15), but
with k + 1  q  m. If β¯ < 1 and rg1(˜1,2) > 0, then
‖ sin(V1, V˜1)‖F  ‖V ‖2 ‖V˜ ‖2
(
β¯F





Proof. Since the columns of V1 and V˜1 are not orthonormal, in order to apply the
definition of canonical angles from Section 2.2, we first have to find the orthogonal
basis for the subspaces V˜1 and (V1)⊥. We do this by using QR factorization. Let
V˜1 = Q˜R˜,
be the economical QR factorization of V˜1. Then, the columns of Q˜ form the orthog-
onal basis for the subspace V˜1. Further, let







be the respective economical QR factorization. Then, the columns of Q form the










The definition of canonical angles from Section 2.2 now implies

















= ‖V˜ −1‖ = ‖V˜ ‖, (36)
it remains to bound ‖[V2 V0 ]∗J V˜1‖F.
By using (26), we have
G˜∗G˜ = (I + E¯)∗G∗G(I + E¯), E¯ = B¯†δB¯.
Further,
G˜∗G˜−G∗G = G˜∗G˜(I + E¯)−1E¯ + E¯∗G∗G. (37)










































For the (1,2)-block in the partition from (33) and (34), we have
˜1 V˜
∗
1 JV2 − V˜ ∗1 JV22 = ˜1V˜ ∗1 J (I + E¯)−1E¯V2 + V˜ ∗1 E¯∗JV22. (39)
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Similarly, for the (1,3)-block of (38) we have
˜1 V˜
∗
1 JV0 = ˜1V˜ ∗1 J (I + E¯)−1E¯V0, (40)
Using (39) and (40) component-wise (similarly as in (18) and (19)), taking norms,
and using the definition of the relative gap, gives the upper bound∥∥V˜ ∗1 J [V2 V0] ∥∥F  1rg1(˜1,2) ‖V ‖ ‖V˜ ‖
(
β¯F
1 − β¯ + β¯F
)
.
The theorem now follows by inserting this and (36) into (35). 
4. Applying the bounds
As we already explained in Remark 1, the bounds of Theorems 6, 7 and 8, con-
tain norms of (parts of) hyperbolic singular vector matrices V and V˜ . These terms
are inconvenient since having both perturbed and unperturbed quantities makes it
impossible to compute the bound in the case when only norm of perturbation δ¯B and
not the perturbation itself is known.
To solve this problem, we have to bound ‖V˜ ‖ in terms of ‖V ‖. First notice that
if m < n− 1, then the matrices V and V˜ from (33) and (34), respectively, are not
unique. More precisely, any matrix of the form
V ′ = [V1 V2 V0V ′0] ,
where V ′0 is a (n−m)× (n−m)J¯0-unitary matrix, is also a hyperbolic singular
vector matrix of the pair (G, J ). Similarly, any matrix of the form
V˜ ′ = [V˜1 V˜2 V˜0V˜ ′0] , (41)
where V˜ ′0 is a (n−m)× (n−m)J¯0-unitary matrix, is also a hyperbolic singular
vector matrix of the pair (G˜, J ). The proof of the following theorem, which is long
and technical, is similar to the one in [16, Section 3], and is therefore omitted.
Theorem 9. Let G, G˜, V and V˜ be as in (33) and (34), respectively. Let δG, β¯
and β¯F be defined by (26) and (27), respectively, and set γ = β¯F/(1 − β¯). If 0 <
4γ ‖V ‖2 < 1, then we can choose a J¯0-unitary matrix V˜ ′0 such that the matrix V˜ ′from (41) satisfies
‖V˜ ′‖  ‖V ‖√
1 − 4γ ‖V ‖2 .
Therefore, by using the above inequality we can bound the terms ‖V˜‖, ‖V˜1‖ and
‖V˜ ‖ from Theorems 6, 7 and 8, in terms of ‖V ‖.
As we have already mentioned, the bounds for the HSVD differ from the bounds
for the classical SVD mainly in having an additional factor which depends on J-uni-
I. Slapnicˇar, N. Truhar / Linear Algebra and its Applications 358 (2003) 367–386 383
tary matrix V. Naturally, we would like to know when can we expect this additional
factor to be small. Unfortunately, when G has full row rank, we can not, in general,
efficiently bound κ(V ) ≡ ‖V ‖ ‖V −1‖ = ‖V ‖2, as we have done in (20). However,
we can bound V in a satisfactory manner when the associated Hermitian matrix H =
GJG∗ has some special structure: the bound for the case when H is a scaled di-
agonal dominant matrix is given in [18, (30)]; the bound for the case when H is
positive definite is given in [18, Theorem 5]; the bound for the case when H is quasi
definite matrix is given in [16, Section 3.1]; and the bound for the case when H is
block-scaled diagonally dominant matrix is given in [15].
Let us mention that when both matrices G andGJG∗ are square and non-singular,
we can apply bounds from Sections 2 and 3. The question which bounds are then
sharper, has no general answer. We can say that the answer depends on whether G
is well scaled from the left or from the right. For example, if we can write G = BD
with B well-conditioned, than the bounds of Section 2 might be sharper. Vice versa,
if B¯ from G = D¯B¯ is well-conditioned, then the bounds of Section 3 are likely to be
better.
We illustrate our results by three computed examples. Our first example illustrates
bounds of Section 2.
Example 1. Let G = BˆDˆ with
Bˆ =

0.24 −0.62 −0.86 −0.51 0.88
0.90 −0.02 −0.37 0.17 −0.32
0.28 −0.18 0.22 0.01 −0.20
−0.51 −0.07 −0.65 −0.07 −0.38
−0.29 0.22 0.24 0.08 −0.18
 , (42)
Dˆ = diag(1010, 100, 1, 1, 105),
and let J = diag(1, 1, 1,−1,−1). The hyperbolic singular values of the pair (G, J )
are (properly rounded)
σ+1 = 1.14 · 1010, σ−2 = 1.04 · 105, σ+3 = 44.5, σ+4 = 0.747, σ−5 = 0.0354.
Here and in the subsequent examples the superscript “+” (“−”) denotes that σi cor-
responds to positive (negative) diagonal entry of J. Notice that κ(G) = 3.2 · 1011,
while choosing a diagonal matrix D such that ‖B:,i‖ = 1, i = 1, . . . , n, gives G =
BD with κ(B) = 35.4. Therefore, the matrix G is well-scaled from the right, thus
the bounds of Section 2 are appropriate.
Let the perturbed matrix be given by G˜ = (Bˆ + δBˆ)Dˆ with
δBˆ = 10−6 ·

0.46 −0.26 −0.02 0.36 0.42
−0.26 −0.96 −0.66 0.21 0.69
−0.02 −0.66 −0.91 −0.15 0.14
0.36 0.21 −0.15 0.27 −0.33
0.42 0.69 0.14 −0.33 −0.35
 . (43)
This is a relative component-wise perturbation satisfying |δG|  4.8 · 10−5|G|.
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Table 1
Singular vector perturbations for G = BˆDˆ
i 1 2 3 4 5
rg1 (˜σi ,2) 1 1 0.99 0.99 1
‖ sin(Ui , U˜i )‖F 6 × 10−7 3 × 10−7 10−6 10−6 2 × 10−6
Theorem 3 8 × 10−5 8 × 10−5 8 × 10−5 8 × 10−5 8 × 10−5
rg2 (˜σi ,2) 105 2339 60 21 21
‖ sin(Vi , V˜i )‖F 10−11 2 × 10−10 2 × 10−8 3 × 10−7 3 × 10−7
Theorem 4 8 × 10−10 4 × 10−8 2 × 10−6 4 × 10−6 4 × 10−6
When applying Theorem 2, the exact perturbation of the hyperbolic singular
values is equal to 2.44 · 10−5 and the bound of the theorem is 7.53 · 10−5. The
relative gaps for individual singular values, the true perturbations of the singular
vectors corresponding to individual singular values, and the bounds obtained by
using Theorems 3 and 4 are displayed in Table 1. Notice that the hyperbolic sin-
gular vector matrix V which appears in the bound of Theorem 4 is well conditioned,
κ(V ) = ‖V ‖2 = 1.14.
Our second example illustrates bounds of Section 3.
Example 2. Let G = DˆBˆ, where Bˆ and Dˆ are as in (42). Let J = diag(1, 1, 1,−1,
−1). The hyperbolic singular values of the pair (G, J ) are (properly rounded)
σ+1 = 3.8 · 109, σ−2 = 3.97 · 104, σ+3 = 51.9, σ+4 = 1.02, σ−5 = 0.173.
Notice that κ(G) = 9.3 · 1010, while choosing a diagonal matrix D¯ such that ‖B¯i,:‖ =
1, i = 1, . . . , n, gives G = D¯B¯ with κ(B¯) = 29.4. Therefore, the matrix G is well-
scaled from the left, thus the bounds of Section 3 are appropriate.
Let the perturbed matrix be given by G˜ = Dˆ(Bˆ + δBˆ), where δBˆ is defined by
(43). When applying Theorem 6, the exact perturbation of the hyperbolic singular
values is equal to 2.22 × 10−5 and the bound of the theorem is 1.56 × 10−3. The
relative gaps for individual singular values, the true perturbations of the singular
vectors corresponding to individual singular values, and the bounds obtained by
using Theorems 7 and 8 are displayed in Table 2. For the hyperbolic singular vector
matrices we have ‖V ‖ ≈ ‖V˜ ‖ ≈ 6.28.
The two previous examples illustrate the relative perturbation bounds for the
HSVD of the pair (G, J ) when the matrix G is scaled from the right or from the
left, respectively. In our third example we consider the HSVD of the pair (G, J )
when the matrix G is scaled from both sides.
Example 3. Let G = Dˆ1BˆDˆ, where Bˆ and Dˆ are as in (42) and
Dˆ1 = diag(104, 10−2, 103, 1, 100).
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Table 2
Singular vector perturbations for G = DˆBˆ
i 1 2 3 4 5
rg2 (˜σi ,2) 9.7 × 104 765 50.9 6.05 6.05
‖ sin(Ui , U˜i )‖F 10−11 10−8 10−7 3 × 10−6 3 × 10−6
Theorem 7 8 × 10−9 10−6 9 × 10−6 7 × 10−5 4 × 10−5
rg1 (˜σi ,2) 1 1 0.99 0.99 1
‖ sin(Vi , V˜i )‖F 5 × 10−7 8 × 10−7 7 × 10−6 5 × 10−6 5 × 10−6
Theorem 8 8 × 2−3 2 × 10−3 4 × 2−3 2 × 10−3 2 × 10−3
Table 3
Singular vector perturbations for G = Dˆ1BˆDˆ
i 1 2 3 4 5
rg1 (˜σi ,2) 1 1 1 1 1
‖ sin(Ui , U˜i )‖F 10−6 10−6 2 × 10−6 2 × 10−6 3 × 10−7
Theorem 3 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3
rg2 (˜σi ,2) 5 × 104 5 × 104 124 52 52
‖ sin(Vi , V˜i )‖F 2 × 10−11 9 × 10−10 6 × 10−8 3 × 10−6 3 × 10−6
Theorem 4 10−7 10−7 5 × 10−5 10−4 10−4
Let J = diag(1, 1, 1,−1,−1)λ. The hyperbolic singular values of the pair (G, J )
are (properly rounded)
σ+1 = 3.7 · 1011, σ−2 = 7.98 · 106, σ+3 = 1.56 · 102, σ+4 = 1.26,
σ−5 = 0.0241.
Notice that κ(G) = 1.5 · 1013, while choosing a diagonal matrix D such that
‖B¯:,i‖ = 1, i = 1, . . . , n, gives G = BD with κ(B) = 6.2 · 103. Therefore, we can
use the bounds of Section 2.
Let the perturbed matrix be given by G˜ = Dˆ1(Bˆ + δBˆ)Dˆ, where δBˆ is defined
by (43). When applying Theorem 2, the exact perturbation of the hyperbolic sin-
gular values is equal to 3.56 · 10−5 and the bound of the theorem is 4.78 · 10−3.
The relative gaps for individual singular values, the true perturbations of the singular
vectors corresponding to individual singular values, and the bounds obtained by
using Theorems 3 and 4 are displayed in Table 3.
On the other hand, here we cannot apply the bounds of Section 3. Namely, setting
G = D¯B¯ and δG = D¯δB¯ for any non-singular diagonal matrix D¯, the quantities β¯
and β¯F from (27) are both approximately equal to 1.3 × 105. This is due to the fact
that, although G is scaled from both sides, the scaling from the right is dominant.
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