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Das URZ stellt sich vor
Mit Wirkung vom 1. 5. 91 wurde das Uni-
versit

atsrechenzentrum als eigenst

andige
zentrale Einrichtung der TUCh gebildet.
Bei dem Wort
"
Rechenzentrum\ denkt
man unwillk

urlich an groe, mehrere S

ale
f

ullende EDV-Anlagen; auch weniger posi-
tive Assoziationen an umst

andlichen und
zeitraubenden Zugang, mangelnde Flexi-
bilit

at usw. werden wohl manchem kom-
men.
Die Bezeichnung
"
Rechenzentrum\ ist
aber hier eher ein Zugest

andnis an die et-
was traditionsbehaftete Verwaltungsspra-
che. Treender ist die Charakterisierung
als DV-Infrastruktur- und Kompetenzzen-
trum.
Das URZ besteht z.Zt. aus den Grup-
pen Datenkommunikation, System, An-
wendungen und Technik.
1
Die Hauptaufgaben dieses Zentrums um-
fassen:
 Aufbau und Betrieb eines universit

ats-
weiten Rechnernetzes mit

Uberg

angen
in nationale und internationale Daten-
netze
 Beratung und Betreuung f

ur DV-
Beschaungen und -Anwendungen
 Betrieb zentraler Ressourcen
Das Uni-Rechnernetz w

achst, sowohl von
oben (s. Beitr

age S. 8 und 9 in dieser Aus-
gabe) als auch von unten, durch das Entste-
hen von
"
Netz-Inseln\ in den Fachbereichen.
Das Ziel besteht dabei darin, in ca. 3 Jahren
an jedem Studenten- oder Wissenschaftler-
arbeitsplatz einen Netzzugang nach inner-
halb und auerhalb der Universit

at zu schaf-
fen. Bereits in diesem Jahr soll ein groer
Teil der vorhandenen und f

ur die Netzan-
bindung geeigneten Technik in die Vernet-
zung einbezogen werden. Bei den kurzfristi-
gen Vernetzungsaktivit

aten gilt das Kriteri-
um, da mit den momentan recht knappen
Mitteln ein Maximum an Nutzen erreicht
werden soll und keine (letztlich) teuren Pro-
visorien geschaen werden.
Eine weitere wichtige Aufgabe des URZ
ist die Beratung aller Universit

atsangeh

ori-
gen bei der Beschaung von Hard- und
Software. Diese Problematik ist von jeman-
dem, der nur gelegentlich mit der Mate-
rie aus Anwendersicht zu tun hat, kaum
noch zu

uberblicken; die Verkaufspraktiken
mancher Anbieter tragen auch nicht gera-
de zur Markttransparenz bei. Im URZ ist
ein guter Markt

uberblick vorhanden, mit
dessen Hilfe die verf

ugbaren Mittel in ein
Maximum an zukunftssicherer Technik um-
gesetzt werden k

onnen. Das betrit bei-
spielsweise solche Entscheidungen wie PC
oder Workstations (wenn ja, welche Aus-
stattung), Hardwareplattformen, Betriebs-
systeme, Standard-Anwendungen. Durch ei-
ne koordinierte Beschaung sind betr

achtli-
che Kosteneinsparungen m

oglich (Hardwa-
re bis 60%, Software oft

uber 90% { Cam-
puslizenzen, Public-Domain-Software). Ein
Rechneranwender wird zuk

unftig nicht nur
die direkten Kosten der Hard- und Soft-
ware, sondern vielmehr noch die
"
versteck-
ten\ Kosten in Form von Schulungs- und
Einarbeitungsaufwand f

ur die Mitarbeiter,
Verz

ogerung der eigenen Arbeit durch Pro-
bleme mit den eingesetzten DV-Systemen
usw. beachten m

ussen. Auch in diesen Fra-
gen wird das Dienstleistungsangebot des
URZ Unterst

utzung bieten.
Die Bedeutung zentraler DV-Ressourcen
ist durch die Computer-Verf

ugbarkeit am
Arbeitsplatz erst einmal zur

uckgegangen.
Langsam verbreitet sich aber die Erkennt-
nis, da ein hierarchisches Konzept seine
Berechtigung haben kann, wenn es neben
PC/WS und Abteilungs- bzw. Poolservern
zentrale Systeme gibt, die Dienste anbieten,
die ansonsten nicht (oder nicht eektiv) zu
realisieren sind.
Neben hohen bzw. speziellen Anforde-
rungen geh

oren dazu solche Dinge wie zen-
trale Datensicherung, File- und Info-Server,
die Verteilung der elektronischen Post usw.
In dieser Ausgabe der URZ-Mitteilungen
sollen nachfolgend die wichtigsten An-
sprechpartner im URZ genannt werden; fer-
ner sollen Beitr

age einiger Sachgebietsver-
antwortlicher einen Einblick in wesentliche
T

atigkeitsgebiete des Rechenzentrums ge-
ben.
Prof. Uwe H

ubner
amt. Ltr. des URZ
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HP 9000/832 als Serverrechner an der TU Chemnitz
Im Universit

atsrechenzentrum wurde ein
HP 9000/832 als Serverrechner installiert.
Solche Rechner sind an alle Hochschulen
und Universit

aten in den f

unf neuen Bun-
desl

andern zur Verbesserung der Anbin-
dung an das Wissenschaftsnetz (WIN) ver-
geben worden. Die Rechner sind Bestand-
teil eines F

orderungsprogramms, das vom
BMFT nanziert und vom DFN durch-
gef

uhrt wird. In diesem Rahmen wurde
auch n

otige Vermittlungstechnik bereitge-
stellt, die es erm

oglicht, die einzelnen Uni-
versit

atsteile miteinander zu verbinden. In
einer ersten Etappe wurden der Komplex
Reichenhainer Strae und Strae der Na-
tionen miteinander verbunden.

Uber die
Planungs- und Realisierungsetappen wollen
wir weiterhin an dieser Stelle informieren.
Wer kann Was und Wie auf dem Ser-
verrechner machen?
 Wer:
Jeder Universit

atsangeh

orige (Studen-
tInnen, MitarbeiterInnen) kann eine
Nutzungsberechtigung erhalten. Ein-
schr

ankungen sollte es nur geben,
wenn die Netzsicherheit gef

ahrdet
wird oder Mibrauch erkennbar ist.
Dazu werden, insbesondere f

ur den
Verkehr nach auen, Abrechnungen
und Statistiken gef

uhrt. Die direkte
Nutzung des Serverrechners ist nur f

ur
diejenigen sinnvoll und angebracht,
die anders keinen Zugang zum Uni-
versit

atsnetz und damit ins Wissen-
schaftsnetz (WIN) haben.
Ziel des Universit

atsrechenzentrums
ist es, die Netzdienste am Arbeitsplatz
anzubieten.
 Was:
{ Elektronische Post (e-mail)
{ NetNews (Diskussionsrunden mit
mehr als 400 Themen)
{ PAD (Zugang zu anderen
Informations- und Rechnersyste-
men, z.B. INFOSYS beim DFN
u.a.)
{ Public Domain Service (im URZ
wird ein PD-Server unterhalten;
neben einer um-
fangreichen Sammlung am URZ
werden

Ubersichten

uber wichti-
ge Serverrechner in der Welt be-
reitgestellt)
 Wie:
{ beraten lassen
(Hannes Brockmann, Zi. 357b,
Tel. 361; Andreas Mittelbach,
Zi. 250, Tel. 525; G

unther Fi-
scher, Zi. 357b, Tel. 361)
{ anmelden
{ nutzen
G

unther Fischer
Ltr. Gruppe Datenkommunikation
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Zum gegenw

artigen Stand des Ausbaus
des Universit

atsrechnernetzes
Das
"
Campus\-Gel

ande der Technischen
Universit

at Chemnitz ist im Gegensatz zu
manchen anderen Universit

aten

uber die ge-
samte Stadt verteilt, so da die erste Auf-
gabe bei der Planung unseres Universit

ats-
rechnernetzes darin bestand, eine geeignete
Technologie zu nden, um die einzelnen Uni-
versit

atsteile miteinander zu verbinden.
Die durch diese Vernetzung entstehen-
de Grundstruktur bildet den ersten Teil des
Gesamtnetzes - das
"
Campus\-Backbone,
welches die Datenkommunikation zwischen
den angeschlossenen Universit

atsteilen tra-
gen wird.
Der zweite Teil des Gesamtnetzes wird
durch lokale Rechnernetze (LAN = Lo-
cal Area Network) gebildet werden, welche
den spezischen Anforderungen an die Da-
tenkommunikation innerhalb der einzelnen
Fachbereiche gerecht werden m

ussen.
Die beiden Teilbereiche unterliegen ver-
schiedenen Anforderungen und sollen aus
diesem Grund

uber verschiedene Technolo-
gien realisiert werden. Im ersten Teil haben
wir es mit einem

oentlichen Weitverkehrs-
netz (WAN = Wide Area Network) zu tun,

oentlich, weil

uber Standleitungen reali-
siert, die bei der Deutschen Bundespost Te-
lekom gemietet sind.
Wie sicher schon bekannt, sind wir seit
rund einem halben Jahr an das Deut-
sche Wissenschaftsnetz (WIN) angeschlos-
sen, welches von der Technologie her nicht
anders geartet ist, als unser
"
Campus\-
Backbone, das heit, wir sind mit ande-
ren wissenschaftlichen Institutionen (f

ur uns
sind dies gegenw

artig das Institut f

ur Infor-
matik und Rechentechnik Berlin, die Uni-
versit

at Bayreuth, die Technische Hochschu-
le Zwickau, die Bergakademie Freiberg, die
Fachhochschule Mittweida und das Institut
f

ur Mechanik)

uber ebensolche gemietete
Standleitungen verbunden, wie sie innerhalb
von Chemnitz benutzt werden, wobei dann
diese Einrichtungen wieder mit anderen ver-
bunden sind.
Es lag also nahe, das
"
Campus\-
Backbone direkt in das Wissenschaftsnetz
einzuf

ugen. DasWissenschaftsnetz, und also
auch unser
"
Campus\-Backbone, arbeiten
mit einem synchronen Daten

ubertragungs-
verfahren nach dem Standard f

ur paketver-
mittelnde Weitverkehrsnetze X.25, welcher
f

ur die Anwendung

uber das Telefonnetz ei-
ne

Ubertragungsrate von 9600 Bit pro Se-
kunde gew

ahrleistet. Die niedrige

Ubertra-
gungsrate wird durch die
"
Qualit

at\ des be-
stehenden Telefonnetzes verursacht und si-
cher bald erh

oht werden k

onnen. Innerhalb
des Stadtgebietes sieht es da schon besser
aus. Hier sind schon jetzt

Ubertragungsra-
ten von 64000 Bit pro Sekunde m

oglich, um
die Querverbindungen zwischen den gr

oe-
ren Universit

atsteilen (hierzu z

ahlen die Be-
reiche Strae der Nationen, Reichenhainer
Strae und Erfenschlager Strae) zu realisie-
ren. Dies sei hier angef

uhrt, da es eine Rolle
spielen wird, wenn wir nun den zweiten Teil
des Netzes betrachten.
Die lokalen Netzwerke der einzelnen
Fachbereiche sollen alle Datenkommunika-
tionsvorg

ange absichern, die innerhalb der
Fachbereiche entstehen. Dabei kann davon
ausgegangen werden, da mit groen Da-
ten

ubertragungsvolumen zu rechnen sein
wird. Eine Technologie, wie sie f

ur den er-
sten Teil des Netzes beschrieben wurde,
kann hier also schon wegen der niedrigen

Ubertragungsraten nicht in Frage kommen.
Bei der Planung der Kommunikationsinfra-
9
struktur der Universit

at wurde daher auf ei-
ne weltweit verbreitete Technologie f

ur loka-
le Netzwerke - ETHERNET - zur

uckgegrif-
fen, welche

Ubertragungsraten von 10 Me-
gabit pro Sekunde gew

ahrleistet. Dabei kam
es vor allem darauf an, die hohe

Ubert-
ragungsrate kosteng

unstig und exibel zur
Verf

ugung zu stellen.
Bei der Beurteilung der zu erwarten-
den Datenvolumen wurde davon ausgegan-
gen, da sich der gr

ote Datenverkehr inner-
halb der Fachbereiche selbst ergeben wird.
Geringere Datenvolumen sind bei der Kom-
munikation zwischen den Fachbereichen zu
erwarten, und der Datenverkehr von und
zu Einrichtungen auerhalb der Universit

at
wird auch seine Grenzen haben. Diese An-
nahmen sind nat

urlich nur vorl

auge An-
nahmen, inwieweit sie l

angerfristig G

ultig-
keit besitzen, wird abzuwarten sein, wo-
bei sich aber auch die Bedingungen f

ur die
Kommunikation verbessern werden. Inner-
halb der einzelnen Universit

atsteile kann
dann mit 10 Megabit pro Sekunde gear-
beitet werden, bei der Kommunikation zwi-
schen den Universit

atsteilen wird eine Um-
setzung von 10 Megabit pro Sekunde auf
64000 Bit pro Sekunde und wieder zur

uck
vorgenommen. Damit dabei kein allzu ho-
her Durchsatzverlust auftritt, werden zwi-
schen den Bereichen Reichenhainer Stra-
e und Strae der Nationen zwei

Ubertra-
gungsstrecken mit

Ubertragungsraten von
jeweils 64000 Bit pro Sekunde eingesetzt.
Verantwortungsbereiche
Das
"
Campus\-Backbone ist zum ge-
genw

artigen Zeitpunkt vorerst zwischen
Reichenhainer Strae und Strae der Na-
tionen betriebsbereit. Abh

angig vom Zeit-
punkt der Bereitstellung weiterer bestellter
Standleitungen zur Anbindung der noch feh-
lenden Universit

atsteile durch die Deutsche
Bundespost Telekom wird das
"
Campus\-
Backbone vervollst

andigt werden. Die Rea-
lisierung des
"
Campus\-Backbone wirft wei-
ter keine gr

oeren Probleme auf, da hier
die Finanzierung klar ist. Alle Netzkompo-
nenten zur Realisierung des WIN-Bereiches
werden vom Verein zur F

orderung eines
Deutschen Forschungsnetzes (DFN) bereit-
gestellt. Die gesamte
"
Campus\-Backbone-
Struktur wird vom Universit

atsrechenzen-
trum verwaltet. Ziel ist es, den Fachberei-
chen einen denierten Netzzugang bereitzu-
stellen.
"
Denierter Netzzugang\ kann ver-
schiedene Bedeutung haben. In der Regel
wird davon ausgegangen, da fachbereichs-
verwaltete lokale Netzl

osungen an denierte
Schnittstellen innerhalb einer ETHERNET-
Grundstruktur angeschlossen werden, wel-
che zentral geplant, realisiert und verwaltet
werden wird. Je nachdem, wie die konkreten
Netzl

osungen der Fachbereiche variieren,
werden auch die Schnittstellen variieren.
Die Schnittstellen sollen so gew

ahlt werden,
da sie

uber ein zentrales Netzmanagement
verwaltet werden k

onnen. An der Schnitt-
stelle trennen sich die Verantwortungsberei-
che, das heit, Fachbereiche werden f

ur al-
le, den Schnittstellen folgenden Netzkom-
ponenten selbst verantwortlich sein. Die
Funktionalit

at des Grundnetzes wird vom
Universit

atsrechenzentrum aus gew

ahrlei-
stet. Eine Beratung wird nat

urlich in al-
len Netzwerkfragen vom Universit

atsrechen-
zentrum bereitgestellt. Die ETHERNET-
Grundstruktur wird

uber eine Ausschrei-
bung von einer Installationsrma realisiert
und zentral nanziert. Bis allerdings alle
oenen Haushaltsfragen gekl

art sind, wird
noch einige Zeit vergehen.
Was ist schon jetzt m

oglich ?
Es liegt in unserem Interesse, m

oglichst
schnell einen akzeptablen Netzzugang f

ur al-
le Interessenten zu erm

oglichen, auch wenn
dieser Zugang noch nicht die endg

ultige
L

osung darstellen wird. Es hat sich in letz-
ter Zeit gezeigt, da Netzwerkdienste sehr
schnell von den Nutzern akzeptiert werden.
Sollen in dieser Situation

Anderungen am
10
Netz vorgenommen werden, so zieht dies
eventuelle Nutzungseinschr

ankungen nach
sich, die dann die Netznutzer mitunter schon
"
ver

argern\ k

onnen. Deshalb unsererseits
die Bem

uhung,

Anderungen am Netz f

ur
den Nutzer
"
unsichtbar\ (z.B. in lastschwa-
chen Zeiten) vorzunehmen. Dies betrit
nat

urlich nur schon bestehende Netze und
soll nur Ausgangspunkt f

ur folgende

Uber-
legungen sein:
Es ist wenig vern

unftig, zeitbegrenzte Provi-
sorien bereitzustellen und dann wieder voll-
kommen auer Betrieb zu nehmen. Hier
w

are es nat

urlich m

oglich, erste Erfahrun-
gen mit dem Umgang von Rechnernet-
zen zu erlangen, die aber vom Provisori-
um gepr

agt sein w

urden. Auerdem w

are
der zu betreibende Installationsaufwand un-
akzeptabel, wenn man bedenkt, da sol-
che Installationen wieder r

uckg

angig ge-
macht werden m

uten; und schon w

are
die
"
Ver

argerung\ da. Gewinnbringender
wird es sein, in den einzelnen Fachberei-
chen vorl

auge Netzl

osungen zu verwirkli-
chen, die sich sp

ater in das geplante Ge-
samtkonzept einf

ugen.
"
Vorl

aug\ ist hier
w

ortlich zu nehmen - gemeint sind L

osun-
gen, die im Bezug auf das Gesamtkonzept
einen wirklichen Vorlauf bringen und auch
zuk

unftig Bestand haben, so da die Nut-
zungsm

oglichkeiten nach und nach ausge-
baut werden k

onnen und nicht wieder ein-
geschr

ankt werden m

ussen.
In der n

achsten Ausbaustufe werden die
direkten Zug

ange zum WIN

uber asynchro-
ne PAD-Schnittstellen und synchrone X.25-
Verbindungen realisiert. Diese Zug

ange sind
Bestandteil des Gesamtkonzeptes und sollen
eine erste universit

atsweite Kommunikation

uber das WIN und auerdem einen Zugang
in die weite X.25-Welt (siehe oben) erm

ogli-
chen. Fachbereiche, welche von der Planung
hier nicht ber

uhrt werden, bedienen sich der
vorerst freundlicherweise durch die ber

uhr-
ten Fachbereiche zur Verf

ugung gestellten
Zugangsm

oglichkeiten. Sind sp

ater die loka-
len Netze untereinander verbunden, so er-
folgt der Zugang selbstverst

andlich

uber das
Netz.
Materialien zur Unterst

utzung der Rea-
lisierung fachbereichsinterner L

osungen wer-
den ebenfalls durch das Universit

atsrechen-
zentrum bereitgestellt.
Hannes Brockmann
verantwortl. f

ur Netzplanung
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Wer sind Ihre Ansprechpartner im URZ
Zi. Tel.
Matthias Clau 254b 468 Ltr. Gruppe System
G

unther Fischer 357b 361 Ltr. Gruppe Datenkommunikation
verantwortl. f

ur Netzbetrieb
Dr. Wolfgang Riedel 246 422 Ltr. Gruppe Anwendungen
Lothar Kempe R013 552 Ltr. Gruppe Technik
Christoph Ziegler R05 548 Systemverantwortlicher f

ur Mainframe-
Technik
Dietmar Grunewald 254f 373 Systemverantwortlicher PC-Pools
Matthias Ehrig 250 525 Systemverantwortlicher
Workstation-Pools
Hannes Brockmann 357b 361 verantwortlich f

ur Netzplanung
Alfred Pfeier 254f 373 verantwortlich f

ur MS-DOS-Software,
Computersicherheit
Ursula Riedel 250 525 verantwortlich f

ur

Oentlichkeitsarbeit
Rosita Pudlat R017 656 verantwortlich f

ur Nutzerverwaltung und
Betrieb der Rechner
Alle Telefon- und Zimmernummern sind die z.Zt. aktuellen und werden sich m

oglicher-
weise in n

achster Zeit

andern.
Wir werden an dieser Stelle in Zukunft auf Ver

anderungen hinweisen.
Termine Termine Termine Termine Termine
4. 6. 91 10.00 Uhr
Vortrag von Prof. Gernert zum Thema:
PC-Unternehmens-Spiel
20. 6. 91 10.00 Uhr
Vortrag von Prof. Niemeyer zum Thema:
AMTOS - Ein Proze- und Projektplanungssystem
Mitte Juni
Einf

uhrungsveranstaltung zur Nutzung des RISC 6000
(Erweiterung des ABZ)
Meldungen f

ur die ersten beiden Veranstaltungen bitte umgehend an Rosita Pudlat, Tel. 656
R

aume werden durch Aushang rechtzeitig bekanntgegeben
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