Several important NP-hard combinatorial optimization problems can be posed as packing/covering integer programs; the randomized rounding technique of Raghavan & Thompson is a powerful tool to approximate them well. We present one elementary unifying property of all these integer programs (IPs), and use the FKG correlation inequality to derive an improved analysis of randomized rounding on them. This also yields a pessimistic estimator, thus presenting deterministic polynomial-time algorithms for them with approximation guarantees signi cantly better than those known.
Introduction
Several important NP-hard combinatorial optimization problems such as basic problems on graphs and hypergraphs, can be posed as packing/covering integer programs; the randomized rounding technique of Raghavan & Thompson is a powerful tool to approximate them well 21]. We present an elementary property of all these IPs{positive correlation{and use the FKG inequality (Fortuin, Kasteleyn & Ginibre 10], Sarkar 22] ) to derive an improved analysis of randomized rounding on them. Interestingly, this yields a pessimistic estimator, thus presenting deterministic polynomial algorithms for them with approximation guarantees signi cantly better than those known, in a uni ed way.
Previous work
Let Z + and < + denote the non-negative integers and the non-negative reals respectively. For a (column) vector v, let v T denote its transpose, and v i stand for its ith component. We rst de ne the packing and covering integer programs.
De nition 1 Given A 2 0; 1] n m , b 2 1; 1) n and c 2 0; 1] m with max j c j = 1, a packing (resp. covering) integer program PIP (resp. CIP) seeks to maximize (resp. minimize) c T x subject to x 2 Z m + and Ax b (resp. Ax b).
Furthermore if A 2 f0; 1g n m , we assume that each entry of b is integral. We also de ne B = min i b i .
Though there are usually no restrictions on the entries of A; b and c aside of non-negativity, it is easily seen that the above restrictions are without loss of generality (w.l.o.g.), because of the following. First, we may assume that 8i; j; A ij is at most b i . If this is not true for a PIP, then we may as well set x j := 0; if this is not true for a CIP, we can just reset A ij := b i . Next, by scaling each row of A such that max j A i;j = 1 for each row i and by scaling c so that max j c j = 1, we get the above form for A, b and c. Finally, if A 2 f0; 1g n m , then for a PIP, we can always reset b i := bb i c for each i and for a CIP, reset b i := db i e; hence the assumption on the integrality of each b i , in this case. Remark. The reader is requested to take note of the parameter B; it will occur frequently in the rest of the paper. Whenever we use the symbol B as a parameter for any given problem, it will be so since, in the \natural" PIP/CIP formulation of the problem, B will play the same role as it does in De nition 1.
As mentioned above, PIPs and CIPs model some basic problems in combinatorial optimization, but most of these problems are NP-hard; hence we are interested in e cient approximation algorithms for PIPs and CIPs, with a good performance guarantee. We now turn to an important technique for approximating integer linear programs{\relaxing" their integrality constraints, and considering the resulting linear program.
De nition 2 The standard LP relaxation of PIPs/CIPs lets x 2 < m + ; given a PIP/CIP, x and y denote, resp., an optimal solution to, and the optimum value of, this relaxation. (For packing, we also allow constraints of the form x i 2 f0; 1; : : :; d i g, for any set of positive integers fd i g; the LP relaxation sets x i 2 0; d i ] here.)
Given a PIP or a CIP, we can solve its LP relaxation e ciently. However, how do we handle the possibility of possibly fractional entries in x ? We need some mechanism to \round" fractional entries in x to integers, suitably. One possibility is to round every fractional value x i to the closest integer, with some tie-breaking rule if x i is half of an integer. However, it is known that such \thresholding" methods are of limited applicability.
A key technique to approximate a class of integer programming problems via a new rounding method{randomized rounding{was proposed in 21] . Given a positive real v, the idea is to look at its fractional part as a probability{ round v to bvc+1 with probability v ?bvc, and round v to bvc with probability 1 ? v + bvc. This has the nice property that the expected value of the result is v. How can we use this for packing and covering problems? Consider a PIP, for instance. Solve its LP relaxation and set x 0 i := x i = for some parameter > 1 to be xed later; this scaling down by is done to boost the chance that the constraints in the PIP are all satis ed{recall that they are all {constraints. Now de ne a random z 2 Z m + , the outcome of randomized rounding, as follows.
Independently for each i, set z i to be bx 0 i c + 1 with probability x 0 i ? bx 0 i c, and bx 0 i c with probability 1 ? (x 0 i ? bx 0 i c).
We now need to show that all the constraints in the PIP are satis ed and that c T z is not \much below" y , with reasonable probability; we also need to choose suitably. This is formalized in 21] as follows. As seen above, an important observation is that E z i ] = x 0 i . Hence, E (Az) i ] = (Ax 0 ) i b i = and E c T z] = y = : For some > 1 to be xed later, de ne events E 1 ; E 2 ; : : :; E n by E i \(Az) i > b 00 i , and let E n+1 \c T z < y =( ) 00 . Now, z is an ( ){approximate solution to PIP if
holds. How small a value for ( ) can we achieve? Bounding
Pr(E i );
we can pick ; > 1 such that P n+1 i=1 Pr(E i ) < 1 holds, using the ChernoHoe ding (CH) bounds. This gives us an ( ){approximation z with nonzero probability, which is also made deterministic by Raghavan Though randomized rounding is a unifying idea to derive good approximation algorithms, there are better approximation bounds for speci c key problems such as set cover (Johnson 13 
Pr(E i ): to quote Raghavan 19] , Throughout, we naively (?) sum the probabilities of all bad events{ although these bad events are surely correlated. Can we prove a stronger result using algebraic properties (e.g., the rank) of the coe cient matrix? A tighter bound for the probabilistic existence proofs should lead to tighter approximation algorithms.
Proposed new method
We make progress in the above-suggested direction by exploiting an elementary property{positive correlation{of CIPs and PIPs. To motivate this idea, let us just take two constraints of a PIP, and let E 1 and E 2 be the corresponding bad events, as de ned before. For instance, suppose E 1 is the event that 0:1z 1 +z 3 + 0:5z 4 +0:9z 6 > 1:1, and E 2 stands for the event that 0:4z 1 +0:3z 2 +z 5 +0:1z 6 > 1:2, where the z i are all independent 0-1 random variables. Now suppose we are given that E 1 holds. Very roughly speaking, this seems to suggest that \many" among z 1 ; z 3 ; z 4 and z 6 were \small" (i.e., zero), which seems to boost the chance that E 2 holds, too. Formally, the claim is that Pr(E 2 jE 1 ) Pr(E 2 ), i.e., that Pr(E 1 V E 2 ) Pr(E 1 ) Pr(E 2 ). This \intuitively clear" fact can then be easily generalized for us to guess that 8k 81 i 1 < i 2 < : : : < i k n; Pr(
In other words, (2) claims that the constraints are positively correlated{given that all of any given subset of them are satis ed, the conditional probability that any other constraint is also satis ed, cannot go below its unconditional probability.
We prove (2), which seems plausible, using the FKG inequality. Thus,
(1?Pr(E i )))+Pr(E n+1 ); (3) which is always as good as, and most often much better than, (1) . (For a detailed study of the FKG inequality, see, e.g., Graham 11] All the entries of the matrix A are non-negative, and all the constraints \point" in the same direction. Of course, it can also be shown that given that all of any given subset of the constraints are violated, the conditional probability that any other constraint is also violated, cannot go below its unconditional probability; but we will not have to deal with this situation! Also, such a nice correlation as given by (2) may not necessarily hold if the z i s are not independent.
More surprisingly, though this new approach usually only guarantees that z is a \good" approximation with very low (albeit positive) probability{in fact, it does not even seem to provide a randomized algorithm with any good success probability{the structure of PIPs and CIPs implies a sub-additivity property which yields a pessimistic estimator (a notion to be introduced in Section 2); we thus get deterministic polynomial-time algorithms achieving these improved approximation bounds. The problem in arriving at a good pessimistic estimator is that while the previous estimator P n+1 i=1 Pr(E i ) (i.e., the one used in 19] and in related papers) is upper-bounded by E Z] (for some random variable Z) on applying the CH bounds, such a fact does not seem to hold here. Nevertheless, the structure of CIPs/PIPs{in particular, the two simple properties itemized above{help in providing a good pessimistic estimator. This is a point that we would like to stress.
Thus we get, in a uni ed way, improved bounds on the integrality gap maxf(c T z)=y ; y =(c T z)g and hence, improved approximation algorithms for all PIPs and CIPs. In particular, we improve on the above-mentioned results of 13, 14, 1, 17]; our bound is incomparable with that of 6].
Approximation bounds achieved
Our best improvements are for PIPs. For PIPs, the standard analysis of randomized rounding guarantees integral solutions of value t 1 = (y =n 1=B ) and ) and (t (B+1)=B 2 ) bounds resp., thus improving well on the previous ones{e.g., in the latter case if y = (n) and B = 1, we get an integral solution of value (n), as opposed to the previous ( p n) bound. This method also gives Tur an's classical theorem on independent sets in graphs 25] to within a constant factor.
An important packing problem where A 2 f0; 1g n m is simple B{matching in hypergraphs 14]: given a hypergraph with non-negative edge weights, nding a maximumweight collection of edges such that no vertex occurs in more than B of them. Usual hypergraph matching has B = 1, and is a well-known NP-hard problem. To our knowledge, the only known good bound for this problem, apart from the standard analysis of randomized rounding, was provided by the work of 1], which focused on the special case of unweighted edges. The methods of 1] can be used to show that if f is the minimum size of an edge in the hypergraph, then there exists an integral matching of value at least (y ) 2 B 2 n ? (f ? 1)(y ) 2 =min(m; n) (y ) 2 B 2 n : While this matches our result to within a constant factor for B = 1, note that this bound worsens as B increases, while the standard analysis, as well as our present analysis, of randomized rounding in fact show that the integrality gap gets better (decreases) as B increases.
For covering, we prove an
integrality gap, and derive the corresponding deterministic polynomial-time approximation algorithm. This improves on the
bound given by the standard analysis of randomized rounding. Also, Dobson 8] and Fisher & Wolsey 9] bound the performance of a natural greedy algorithm for CIPs in terms of the optimal integral solution. Our bound is incomparable with theirs, but for any given A, c, and the unit vector b=jjbjj 2 pointing in the direction of b, our bound is always better if B is more than a certain threshold thresh(A; b; c). See Bertsimas & Vohra 4] for a detailed study of approximating CIPs; our work improves on all of their randomized rounding bounds except for their weighted CIPs (wherein it is not the case that c i = 1 for all i) for which our bounds are incomparable with theirs. An important subclass of the CIPs models the unweighted set cover problem: 8i; j, A i;j 2 f0; 1g, b i = 1 and c j = 1, here. The combinatorial interpretation is that we have a hypergraph H = (V; E), and wish to pick a minimum cardinality collection of the edges so that every vertex is covered. shows a constant a > 0 such that approximating this problem to within a ln n is likely to take super-polynomial time. However, this problem is important enough to study approximations parametrized by other parameters of A; b and c, that are always as good as and often much better than, (logn); for instance, the work of 13, 14, 6] shows a ln d+O(1) approximation bound, where d is the maximum column sum in A{note that d n. Also since there is a trivial solution of size n for any set cover instance, n=y is a simple upper bound on the approximation ratio. Our bound is a further improvement{ it is easily seen that n=y d always, and that there is a constant`> 0 such that for every non-decreasing function f(n) with 1 f(n) `ln n= lnlnn, there exist families of (A; b; c) such that ln(n=y ) minfn=y ; lndg=f(n): Thus our bound is never more than a multiplicative (1 + o(1)) or an additive O(1) factor above the classical bound, and is usually much better; in the best case, our improvement is by (log n= loglog n). (For instance, we can construct instances with d = n (1) and y = n= log (1) n, giving a (log n= loglog n) improvement.)
Another noteworthy class of CIPs is related to the B{domination problem: given a (directed) graph G with n vertices, we want to place a minimumnumber of facilities on the nodes such that every node has at least B facilities in its outneighborhood. This is also a key subproblem in sharing les in a distributed system 17]; under the assumption that G is undirected and letting be its maximum degree, an 1 + O(maxfln( )=B; p ln( )=Bg) approximation bound is presented in 17], improving on the standard analysis of randomized rounding. Bound (4) improves further on this; in particular, even if G is directed with maximum in-degree , (4) shows that the NaorRoth bound holds. Furthermore, the comments regarding the (log n= loglog n) improvement for set cover, hold even in the undirected case. All of this, in turn, provides better bounds for the le-sharing problem.
Thus, the two main contributions of this work are as follows. The rst is the identi cation of a very desirable \correlation" property of all packing and covering integer programs, which enables one to prove, quite easily, improved bounds on the integrality gap for the linear relaxations of these problems. However, as shown in Section 4, this is often not constructive, since the probability of randomized rounding resulting in such good approximations can be (and usually is) negligibly small; Section 4 shows a simple family of instances where this \success probability" is as small as exp(? (n+m)). The second idea, then, is to show that the structure of PIPs and CIPs in fact presents a suitable pessimistic estimator (see Section 2 for the de nition), which, pleasingly, actually lets us come up with such approximations e ciently.
In Section 2, we present some basic notions such as large-deviation inequalities, the FKG inequality, and the notion of pessimistic estimators. Section 3 then handles PIPs. We devote Section 4 to the important problem of nding a maximum independent set problem on graphs by looking at it in the natural (and well-known) way as a PIP, and make some observations about this problem; these shine light on the strengths and weaknesses of our approach (and of related approaches). Section 5 handles CIPs; a good understanding of Section 3 is essential to read this section. Section 6 concludes. Remark. Though the following pages seem lled with formulae and calculations, many of them are routine. The real ideas of this work are contained in Lemmas 1, 5, and 6. The reader might even consider skipping the proofs of most of the rest of the lemmas, for the rst reading. We rst recall the Cherno -Hoe ding (CH) bounds, for the tail probabilities of sums of bounded independent r.v.s 5, 12] . Theorem 1 presents these tail bounds; see, e.g., Motwani & Raghavan 16] for the proofs. Call a family F of subsets of a set N monotone increasing (resp. monotone decreasing) if for all S T N, S 2 F implies that T 2 F (resp., T 2 F implies that S 2 F). We next present Theorem 2, a special case of the powerful FKG crucial, wherein the structure of PIPs is exploited. It is essential to read this section before reading Section 5{most proofs are omitted in Section 5 since they are very similar to the ones in this section. We solve the LP relaxation, and let the scaling by , events E 1 ; E 2 ; : : :; E n+1 , and vectors z; x 0 etc. be as in Section 1.1; and will be determined later on. The main point of this section is to present a good candidate for a pessimistic estimator (see (5)), and to show that it indeed satis es the conditions of Definition 3. We may then invoke Theorem 3 to show that not only do we get improved existential results on the integrality gap{that we can also constructivize the existence proof. The work of this section culminates in Theorem 4.
We rst setup some notation, to formulate our \failure probability". For Our rst objective is to prove (2) and hence (3), using Theorem 2; this will then suggest potential choices for a pessimistic estimator. In the notation of In the notation of De nition 3, the set to be avoided, L, is fx 2 f0; 1g m : 9i 2 n + 1] ?1 (x) 6 2 F i g:
We are now ready to de ne a suitable pessimistic estimator; we rst introduce some useful notation to avoid lengthy formulae. From Theorem 1 and Lemma 1, a natural guess for a pessimistic estimator, U(u(j; w; p)), 8j 2 f0g m] 8w 2 f0; 1g j , might be
(1 ? h i (j; w))) + E (1 ? n+1 ) c T X? n+1(1? n+1) jX (j) = w]:
However, this might complicate matters if h i (j; w) > 1 and hence we rst de ne h 0 i (j; w) = minfh i (j; w); 1g; f 0 i (j; w) = minff i (j; w); 1g; and g 0 i (j; w) = minfg i (j; w); 1g:
We now de ne U(u(j; w; p)), 8j 2 f0g m] 8w 2 f0; 1g j , to be
(1 ? h 0 i (j; w))) + E (1 ? n+1 ) c T X? n+1(1? n+1) jX (j) = w]: (5) To make progress toward proving that U is a pessimistic estimator w.r. Proof. We drop the parameters j and w for the rest of the proof. Part (i) is easily seen. For part (ii), we rst note that 0 f i g i and h i = (1 ? p j+1 )f i + p j+1 g i ; (7) by the de nition of these quantities. Now if h i < 1 and g i 1, then f i < 1 by (7) and hence part (ii) above follows from (7), with equality. Instead if h i < 1 and g i > 1, note again that f i < 1 and furthermore, that g i > g 0 i = 1; thus, part (ii) follows from (7) . Finally if h i 1, note that h 0 i = 1, g 0 i = 1, and that f 0 i 1, implying (ii) again. 2
Remark. In most previous constructions of pessimistic estimators for various analyses, equality actually holds in part (ii) of Lemma 5 (as opposed to our \ "). This then makes it quite easy to prove that the function on hand is a valid pessimistic estimator. Our task is made more challenging because of this (signi cant) change in our case. 
which we now prove by induction on n. Equality holds in (8) for the base case n = 1. We now prove (8) by assuming its analogue for n ? 1, i.e., show that
Simplifying, we need to show that
which holds in view of Lemma 5(i). 
The Maximum Independent Set Problem on Graphs
We consider the classical NP-hard problem of nding a maximum independent set (MIS) in a given undirected graph G = (V; E), and pose it naturally as a packing problem. Though we do not get improved approximation algorithms for this problem, a few observations on this important problem are relevant, as we shall see shortly. Tur an's classical theorem 25] shows that G always has an independent set of size at least jV j 2 =(2jEj + jV j); such a set can also be found in polynomial time. The standard packing formulation described below, combined with our approach, shows the existence of an independent set of size (jV j 2 =jEj). The constant factor hidden in the ( ) is weaker than that of Tur an's theorem however{ our reason for presenting this result is just to show that our approach proves a few other known results too, in a uni ed way. We remark that we do not use the standard notation of graphs having n vertices and m edges, as it will go against our notation for PIPs and CIPs{the packing formulation has jEj constraints and jV j variables.
De ne an indicator variable x i 2 f0; 1g for each vertex i, for the presence of vertex i in the independent set (IS). Subject to the constraint that x i + x j 1 for every edge (i; j), we want to maximize P i x i . For speci c problems like this, we can get better bounds than does the analysis for Theorem 4, which uses the general CH bounds. The fractional solution x i = 1=2 for each i, is optimal to within a factor of 2. Suppose we scale x down by some > 1 and do the randomized rounding as before. Then for any given edge (i; j), Pr(z i + z j > 1) 1=(4 2 ), a bound much better than the CH bound. Analysis as above then shows that = (jEj=jV j) and = (1) su ce, thus producing an IS of size (y =( )) = (jV j 2 =jEj).
One reason for our considering the MIS problem is to show that the failure probability given by (3) can be extremely close to (though strictly smaller than)
1. This would then underscore the importance of the fact that a pessimistic estimator can be constructed for PIPs and CIPs. Suppose the graph G = (V; E) is a line on the N vertices 1; 2; : : :; N, and that each vertex independently picks a random bit for itself with the bit being one with probability q, for some q 2 0; 1]. Let p N be the probability that no two adjacent vertices choose the bit \1". Setting q = 1=(2 ) = (jV j=jEj) = (1) above, it is then clear that the probability that randomized rounding (with the above values for and ) picks a valid IS in G, equals p N . We now proceed to show that p N is exponentially small in N, validating our point.
Computing p N by induction on N is standard. Let a N (resp., b N ) denote the probability that not only do no pair of adjacent vertices both choose \1", but also that vertex N chooses the bit \1" (resp., 0). N) ), i.e., extremely small. Thus, the success probability of randomized rounding with our chosen values for and can be (and usually is) extremely small, motivating the need for a good pessimistic estimator. The MIS problem also illustrates the well-known fact that linear relaxations are not tight in general. As seen above, this problem always has a fractional solution lying between jV j=2 and jV j. However, the graph G can have its independence number to be any integer in jV j] and hence, the integrality gap of this LP formulation can be quite bad. Furthermore, recent breakthrough work has shown that the MIS cannot be approximated fast to within any factor better than jV j for some xed > 0, unless some unexpected containment result holds in complexity theory. This shows that we cannot expect very good approximation algorithms for all PIPs.
Approximating Covering Integer Programs
Given a CIP conforming to De nition 1, we show how to get a good approximation algorithm for it. Since most ideas here are very similar to those of Section 3, we borrow a lot of notation from there, skim over most details and just present the essential di erences.
The idea here is to solve the LP relaxation, and for an > 1 to be xed later, Thus to establish that U is a pessimistic estimator, we only have to exhibit, as do Lemmas 3 and 4, ; > 1 which ensure that U(p 1 ; : : :; p m ) < 1. We rst present a lemma similar to Lemma 2, whose proof is simple and omitted.
Lemma 7 For all i 2 n], Pr(E i ) H(B ; 1 ? 1= ). Also, Pr(E n+1 ) G(y ; ? 1).
We now present the main theorem on covering problems. Since set cover is an important problem, we present the precise approximation bound for this problem as a distinct part of the theorem.
Theorem 5 Given a CIP conforming to the notation of De nition 1, we can produce, in deterministic polynomial time, a feasible solution to it with value at most y (1 + O(maxfln(nB=y )=B; p ln(nB=y )=Bg)):
For the unweighted set cover problem, we can improve this to y (ln(n=y ) + O(ln ln(n=y )) + O (1)):
Proof. For general CIPs, there are two cases: ln(nB=y )=B is at least one or at most one. In the former case, we set = (ln(nB=y )=B) and = (1). For the latter case, we set both and to be of the form
The proofs follow from standard CH bound analysis using Theorem 1 and Fact 1 with Lemma 7, and the details are omitted. 
It can now be veri ed that by choosing = ln(n=y ) + a 1 ln ln(n=y ) + O(1) and = 1 + (ln(n=y )) ?a2 for some suitable positive constants a 1 and a 2 , we will satisfy (13) . Hence, the approximation guarantee can be made as small as ln(n=y ) + O(lnln(n=y )) + O(1): 2 It is also worth looking at some concrete improvements brought about by Theorem 5, over existing algorithms. In the case of unweighted set cover, suppose d n is the maximum column sum{the maximum cardinality of any edge in the given hypergraph. Then, by just summing up all the constraints, we can see that y d n: (14) Thus, our approximation bound for the set cover problem{see the second statement of Theorem 5{is never more by a multiplicative (1 + o(1)) or an additive O(1) factor above the classical bound of minfn=y ; lnd + O(1)g:
On the other hand, n=y d is quite likely, and it is easy to construct set cover instances with minfn=y ; lndg = (log n= loglog n) ln(n=y ):
For instance, we can arrange for just a few edges to have the maximum edge size of n (1) , while keeping y as high as n= log (1) n: Thus in the best case, we get a (log n= loglog n) factor improvement in the approximation ratio. An important case of the unweighted set cover problem is the dominating set problem: given a (directed) graph G, the problem is to pick a minimum number of vertices such that for every one vertex v, at least one vertex in v Out(v) is picked, where Out(v) denotes the out-neighborhood of v.
We next consider a more general domination-type problem on graphs, modeling a class of location problems. Given a (directed) graph G with n nodes and some integral parameter B 1, we have to place the smallest possible number of facilities on the nodes of G, so that every node has at least B facilities in its out-neighborhood{multiple facilities at the same node are allowed.
For the case where G is undirected with maximum degree , an approxima- where in denotes the maximum in-degree of G; this is easily seen from the fact that y nB= in ; which follows from the same reasoning as for (14) . We thus get a generalization of the Naor-Roth result. In the case of undirected graphs, it is not hard to show families of graphs for which the present bound is better than that of Naor & Roth's by a factor of upto (log n= loglog n).
In addition to its independent interest, the above problem is a crucial subproblem in the following le-sharing problem in distributed networks 17]. Given an undirected graph G with maximum degree and a le F of B bits, F must be stored in some way at the nodes of G, such that every node can recover F by examining the contents of its neighbor's memories; the aim is to minimize the total amount of memory used. (Note that solving the above domination problem is not su cient for this task.) An approximation bound of
is presented in 17] for this problem. Letting y be the optimum of the above domination problem on G, we derive an approximation bound of
which is always as good as (15) , and better if B ln( ).
Concluding Remarks
We have presented a simple but very useful property of all packing and covering integer programs{positive correlation. This naturally suggests a better way of analyzing the performance of randomized rounding on PIPs and CIPs. However, the provable probability of success{of satisfying all the constraints and delivering a very good approximation{can be extremely low; so, in itself, this approach may just prove an existential result. Fortunately, the structure of PIPs and CIPs in fact suggests a pessimistic estimator, thus converting this existence proof into a (deterministic) polynomial-time algorithm. In our view, this is very interesting, and gives evidence of the utility of de-randomization techniques. A common objection to de-randomization is that often, it converts a fast randomized algorithm that has a good probability of success, to a somewhat slower deterministic algorithm. However, note that the opposite is true here! The randomized algorithm suggested by the existence proof can have an extremely low probability of success; second, solving the LP relaxation heavily dominates the running time, and the time for running the de-randomization is comparatively negligible. (This observation about running the LP relaxation, also suggests that in practice, it would be better to quickly get an approximately optimal solution to the LP relaxation, since we are anyway dealing with approximate solutions.) Another conclusion is that studying correlations helps; this is a well-known fact in number theory and statistical physics, for instance. In the case of PIPs and CIPs, we have bene ted from the fact that the constraints \help each other", by being positively correlated. The precise reasons for such a correlation are spelled out in Section 1.2. It is a challenging open question to use the structure of correlations in more complicated scenarios; one such problem is the set discrepancy problem 23, 2] . Given a system of n subsets S 1 ; S 2 ; : : :; S n of a ground set A with n elements, the problem is to come up with a function : A ! f?1; 1g, such that the discrepancy disc( ) : = max i2 n] j (S i )j is \small", where (S i ) = X j2Si (j):
While randomized rounding and the method of conditional probabilities can be used to produce a with discrepancy O( p n logn) 23, 2], a classical nonconstructive result of Spencer shows the existence of a with disc( ) = O( p n) constraints are often positively correlated amongst each other; similarly for the constraints. This idea could potentially bring improvements in some cases.) It would be very interesting if such more complicated forms of correlation can be used to get a constructive result here.
Yet another potential room for improvement lies in lower-bounding, in the context of (2), the ratio
Pr(E i ); at least for some particular classes of PIPs/CIPs. We know this ratio to be at least one, by (2); a better lower bound (at least for particular problems) will lead to better bounds on the integrality gap. Roughly speaking, such better lower bounds seem plausible especially for PIPs/CIPs wherein \several" columns have \several" nonzero entries, i.e., in situations where there is heavy (positive) correlation among the constraints of the IP. This could however be a di cult problem.
How far can such ideas be pushed? In the general setting of all PIPs and CIPs, not much progress seems to be possible along these lines, as shown in Section 4. It would however be very interesting to improve our bounds for particular important problems such as for the edge-disjoint paths problem on graphs. Furthermore, it would be very interesting to study the correlations involved in other relaxation approaches such as semi-de nite programming relaxations.
Finally, as we had seen before, our bounds are incomparable with known results for some weighted CIPs, e.g., those considered in 6, 4]. It would be interesting if our method could be extended to include these results also.
