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Abstract 
Knickerbocker, C.J., P.F. Lock and M. Sheard, On the structure of graphs uniquely 
hamiltonian-connected from a vertex, Discrete Mathematics 37-48. 
A graph G is called uniquely hamiltonian-connected from a vertex v if there is a unique u--x 
hamiltonian path for every vertex x # u. Vertex b is said to be penultimate to vertex c if b is the 
second to last vertex in the u-c hamiltonian path. An edge is called a forced edge if it appears 
on every hamiltonian path from u. We show that an edge xy is a forced edge if and only if x is 
penultimate to y and y is penultimate to x. We then show that if x is penultimate to y, then 
edge xy lies on the unique hamiltonian cycle of G - u and on every hamiltonian cycle in G. 
Using this result, some progress is made on the question of whether a graph can be uniquely 
hamiltonian-connected from more than one vertex. 
1. Introduction and terminology 
Our definitions and notation follow those of [l]. We will use p to denote the 
number of vertices in a graph G, and N(u) will denote the set of vertices adjacent 
to u for any vertex u in G. Sometimes we will extend this notation to use N(N(u)) 
for the set of all neighbors of neighbors of U, excepting u itself. 
A graph G is said to be uniquely hamiltonian-connected from a vertex v (uhc 
from v) if for every vertex u in G - v, there is a unique V-U hamiltonian path in 
G. Examples of such graphs can be seen in Fig. 1. Notice that Kr, K,, and K3 are 
also uniquely hamiltonian-connected from a vertex. These are trivial cases, 
however, and throughout this paper we only consider graphs with p > 3. Let G be 
uniquely hamiltonian-connected from a vertex v, and assume p > 3. Hendry 
showed in [3] that deg(v) must be even and that p must be odd; he showed in [5] 
that the number of edges in G equals 3(p - 1)/2, that every vertex in V(G) - {v} 
has degree 2, 3, or 4, and that every vertex in N(v) has degree 3. Moreover, in a 
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Fig. 1 
result which is most significant for our purposes, he showed that there are exactly 
n/2 hamiltonian cycles in G, where n = deg(v), while there is a unique 
hamiltonian cycle in G - ‘u. 
If G is uhc from v, and u is a vertex in G - v, then the unique v-u hamiltonian 
path in G will be denoted H,. Following Hendry, we say a vertex w is penultimate 
to u, and we write w = p(u), if w is adjacent to u in H, (that is, H, : v . . . wu). In 
this case, we call edge wu an ultimate edge. Let u be a vertex in G - v. Hendry 
showed in [5] that if deg(u) = 2, then u is penultimate to both its neighbors; if 
deg(u) = 4 or u is adjacent to v, then u is not penultimate to anything; and if 
deg(u) = 3 with u not adjacent to v, then u is penultimate to exactly one of its 
neighbors. An edge e = xy in G is called a forced edge if e lies on every 
hamiltonian path of G starting at v. 
The purpose of this paper is to explore the structural connections among forced 
edges, ultimate edges, and hamiltonian cycles in G and G - v. Our main theorem 
states that all ultimate edges lie on every hamiltonian cycle in G. This is proven in 
Sections 3 and 4 in the special case that deg(v) = 2; the restriction is assumed in 
part for ease of exposition and in part because a sharper version of the theorem is 
then possible. Section 5 extends the main result to the general case. We derive 
several corollaries in Section 6. The results given in this section, together with a 
result given in the Appendix, answer all but one of the remaining open questions 
on graphs uhc from v listed in Hendry’s thesis [4]. In addition, some progress is 
made on the one remaining open question: Can a graph be uhc from more than 
one vertex? While some of these results are technical in nature, others suggest 
that the concepts we are considering are fundamental to an understanding of 
graphs uhc from a vertex. 
2. Forced edges and ultimate edges 
In this section, we will show that an edge xy is a forced edge if and only if x is 
penultimate to y and y is penultimate to x. The proof relies heavily on the 
structure of the ‘transform graph’ as defined by Hendry in [3]. 
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Definition 2.1 (Hendry [4]). Let G be a graph uhc from u. Define the transform 
graph of G at v, denoted T(G, v) or T, to be the graph with vertex set 
{H,: x E V - {v}} such that H,H, E E(T) if and only if there is a vertex z 
adjacent to both x and y in G with H, in the form H, : v * . . zy + * . x (in which 
case, H, must necessarily be in the form H, : u * . . zx . . . y). 
To avoid potential confusion, edges and paths in the transform graph T will be 
called ‘T-edges’ and ‘T-paths’. If H, has the form H,: v . . . zy . 1 . x with x 
adjacent to z, we will say that z generates an x-y flip, and x and y will be called 
an associate pair. An example of a graph G which is uhc from v, and its 
corresponding transform graph T, is given in Fig. 2. Several facts proved by 
Hendry in [3] will be useful to us later, and they are repeated below. 
Fact 2.2 (Hendry [3]). Let G be uhc from v, with T the corresponding transform 
graph. Then : 
(i) T is a forest. 
(ii) Zf x E V - {v}, then deg,(H,) = deg,(x) - 1. 
(iii) Each component of T contains exactly two vertices corresponding to paths 
in G to neighbors of v. (Notice that these two paths will be adjacent in T.) 
Lemma 2.3. Let G be uhc from v, and let T be the transform graph associated 
with G. Then each component of T contains exactly four vertices corresponding to 
hamiltonian paths to neighbors of neighbors of v. In fact, if u, w E N(v) with 
HUH,,, a T-edge and if x1, +E N(u) with x1 =p(u) and y,, y2e N(w) with 
y, =p(w), then there is a T-path of the form HXlHX2 - . * H,H, . . . HY2H,,,. 
Proof. Let U, w be an associate pair of neighbors of v. Then clearly HUH, is a 
T-edge. Since T is a forest, this T-edge is a bridge in T. It is easily seen that a 
path H, is in the same component as H, and lies on the H, side of this bridge if 
and only if H, is in the form H, : VW . . . a. Recall that u E N(v) implies that 
deg(u) =3 and u is not penultimate. Thus, if x1, x2 E N(u), we have 
H,, : vux2. .-x1 and HX2:vuxI...x2. Then u generates an x,-x2 flip and H,,H,, 
36 C. J. Knickerbocker et al. 
is a T-edge on the H, side of T-edge HUH,. Finally, if x1 =p(u), then ux, is an 
edge in H, and thus H, is on the HX2 side of T-edge H,,H,,. (Notice that it is 
possible that x2 = w; the proof is unaffected by this.) Similarly, HyIHy2 is a 
T-edge on the H, side of edge HUH,,, and H, is on the Hy2 side of the T-edge 
HY,HYz. q 
Definition 2.4. Let G be a graph uhc from V, and let T be the transform graph 
associated with G. Define the central path of a component of T to be the path 
from H,, to HYl with x1 and y, neighbors of neighbors of V, as described in 
Lemma 2.3. 
Let G be uhc from n and assume that deg(v) = II. Let U, w E N(v) be an 
associate pair. Then H, is in the form H, : VW * * * u, and so H, + vu is a 
hamiltonian cycle in G. Thus, there are exactly n/2 hamiltonian cycles in G. 
Recall that G - v is uniquely hamiltonian. If x E N(N(u)) with H, : vu . . . x, then 
H, - vu + xu is this unique hamiltonian cycle. The unique hamiltonian cycle of 
G - u will be called the little cycle, and will be denoted L. If deg(v) = 2, then 
there is a unique hamiltonian cycle in G; this cycle will be called the big cycle, 
and will be denoted B. 
The following affirms a conjecture of Hendry [4]: 
Theorem 2.5. Let G be uhc from v with p > 3. Then an edge xy is a forced edge if 
and only if x ‘p(y) and y =p(x). 
Proof. Assume that x = p(y) and y = p(x). Let z E V - {v}. We must show that 
edge xy lies on H,. 
Case 1: Assume Hz is on the same component of T as is H, or HY. 
By assumption, xy lies on H, and Hy. The only way that x and y can be 
separated is if there exists an H, : v . . . xy . . . u with u adjacent to x, or an 
H,:v..~yx.. . u with u adjacent to y. In the former case, x generates a u - y 
flip, and we have H,, : v . . . xu . . . y, contradicting our assumption that x = p(y). 
Similarly, in the latter case, we contradict our assumption that y =p(x). Thus 
edge xy lies on all paths in the same component of T as H, or H,. 
Case 2: Assume Hz lies on a different component of T from H, and Hy. 
By Lemma 2.3, there exists a w E N(N(v)) with H, in the same component as 
H,. By Case 1, xy lies on H, and thus xy lies on the little cycle L. Therefore, xy 
lies on H,,,, for all w’ E N(N(v)). (The case x EN(V) or y E N(v) is impossible 
since neighbors of v are never penultimate.) Again by Lemma 2.3, there is such 
an H,, in the same component as Hz, and so xy must lie on H, by the argument 
given in Case 1. Thus xy is a forced edge. 
The converse is clear. 0 
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3. Sticks and arrows 
From now until the end of Section 4, we make the special assumption that 
deg(v) = 2. 
Let T denote the transform tree of G. Let ab be an edge in G. If edge ab is 
included in the path H,, we will say ab covers H,. The induced subgraph of T 
generated by the set of all paths H, covered by ab will be called the cover of ab, 
and will be denoted C(ab). A T-edge e will be called a border of C(ab) if e is not 
in C(ab) but is incident with some Hy in C(ab). 
Let ab be an edge in G, and let T-edge e be a border of C(ab). It follows from 
the definition of the transform tree that e must be incident with either H, or Hh, 
and that each of H, and Hb will have a border of C(ab) on at most one side. 
Thus, every cover has at most two borders. Since our assumption that deg(v) = 2 
guarantees that T is connected (Fact 2.2), every edge ab in G - u must fall into 
one of the following four categories: 
(1) C(ab) has no borders, and therefore equals all of T. Then ab is a forced 
edge. The set of all forced edges will be denoted F. 
(2) C(ab) has exactly one border; say H,H, is its border. This happens if and 
only if a and b are not separated at Hb which is true if and only if a =p(b). Thus, 
covers of this kind correspond exactly to the edges which are penultimate in one 
direction. The set of all ultimate edges, excluding forced edges, will be denoted 
by 2. 
(3) C(ab) has two borders and is connected. Then ab will be called a stick. The 
set of all sticks will be denoted S. 
(4) C(ab) has two borders and is disconnected. Then ab will be called an 
arrow. The set of all arrows will be denoted A. 
In Fig. 3, we illustrate the types of the covers for each of these four categories 
of edges. 
Lemma 3.1. Assume that T-edge H,H, is u common border for C(ab) and C(bx). 
(See Fig. 4(a).) Th en one of ab or bx is in A, and the other is in S or Z. 
Proof. Assume that H,H, is a common border for C(ab) and C(bx). It is clear 
that neither ab nor bx is in F. Thus there are three cases to consider: 
T : . ..-H.-....-Ha-.......-H -....-H.- 
1 b 3 
. . . . 
ab(F: c 
ab& Z: c 
> 
I 
abf S: I-l 
ab(A: < I 
Fig. 3. 
I > 
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Case 1: ab EA. 
Suppose bx is also an arrow. Then Hb must be incident with the second border 
of both C(ab) and C(bx), ‘which is impossible since these borders must be on 
opposite sides of T-edge H,H,. Thus bx $ A and so bx E S or bx E Z, as required. 
Case 2: ab E Z. 
Then a =p(b) and thus x #p(b). Since b generates the a-x flip, b #p(x), and 
so bx $ Z. By assumption, Hb is covered by ab, and thus (since any other border 
of C(bx) must be incident with H,) bx $ S. Therefore, bx E A, as required. 
Case 3: ab ES. 
Then Hb is incident with the other border of C(ab) and so Hb is on the H, side 
of H,H,. Thus x #p(b) and bx $ Z. Notice that Hh is also incident with the other 
border of C(bx) and thus bx $ S. Thus, bx E A, and we are done. 0 
Lemma 3.2. No edge incident with a neighbor of v can be a stick. 
Proof. Suppose u is a neighbor of v and b is a neighbor of u, and assume towards 
a contradiction that ub is a stick. As in the proof above, assume that T-edge 
HUH, is a common border for C(ub) and C(bx). It is easy to see that x is not the 
other neighbor of v, which we denote w. From the analysis in Case 3 above, it 
follows that Hb is on the H, side of T-edge HUH,, and so is on the H, side of 
T-edge H,H,. Then Hb has the form VW - * - 6; but since deg(u) = 3 and u is not 
penultimate to 6, it is impossible for u to lie on this path. Cl 
Lemma 3.3. (i) Let ab, cd E Z with the border of C(ab) adjacent to the border of 
C(cd). Then C(ab) II C(cd) is non-empty. 
(ii) Let x E N(N(v)). Zf ab E S or ab E Z with a, b $ N(v), and if ab covers H,, 
then ab covers the entire central path in T. If ab E Z with a or b E N(v) and if ab 
covers H,, then ab covers the entire central path in T except for one end vertex. 
(iii) Let ab E S, bx E A with H,H, a common border of C(ab) and C(bx). Then 
the other border of C(6.x) is exactly one T-edge farther away from H,H, than the 
other border of C(ab). (See Fig. 4(b).) 
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Proof. (i) Suppose ab E Z with H,H, the border of C(ab). Let cd E Z with the 
border of C(cd) adjacent to H,H,. Then there are two possible cases: either the 
border of C(cd) is in the form H,H, or the border of C(cd) is in the form H,H,. 
Since no vertex of degree 3 is penultimate to two different vertices, the only 
possible cases are those drawn below in Figs. 5(a) and 5(b). It is clear from this 
illustration that C(cd) must intersect C(ab) in both cases and we are done. 
(ii) Let x E N(N(u)). Assume ab E S, or ab E Z with neither a nor b a 
neighbor of V, and assume that ub covers H,. Then ub lies on the little cycle L. 
Since this cycle is unique, ub must also cover H, for all y in N(N(u)). Therefore, 
since ub E S or ub E Z and the cover of a stick or an ultimate edge is connected, it 
follows that ub must cover all of the central path. 
Now suppose ub E Z with a or b a neighbor of 21. Without loss of generality, let 
a be the neighbor of u. It then follows that b is penultimate to a. Let c denote the 
other neighbor of a. Then it is easily verified that H,H, is a border of C(ub), that 
Hb is an end-vertex of the central path, and that ub covers the entire central path 
except for Hb. 
(iii) Let ub E S, bx E A with H,H, a common border of C(ub) and C(bx). Then 
Hh must be incident with the other border of both C(ub) and C(bx). Since neither 
ub nor bx is an ultimate edge, Hh is covered by neither ub nor bx. The result 
follows. 0 
Lemma 3.4. (i) 2 IFI + IZI =p - 1, 
(ii) IFI + IZ( + IAl + ISI = $(p - 1) - 2, 
(iii) (Zl/2 + JS( = /A(. 
Proof. (i) This follows from Theorem 2.5 by counting ultimate edges in the p - 1 
paths. 
(ii) This follows from counting all edges in G - U. 
(iii) By Lemma 3.1, every cover of an edge in Z abuts one component of the 
cover of an edge in A and every cover of an edge in S abuts two different 
components of covers of edges in A. The result follows. 0 
Theorem 3.5. IAl = ?(p - 3). 
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Proof. This follows from combining the results in Lemma 3.4. q 
Corollary 3.6. IFI + IZ( + IS( =p - 2. 
Proof. This follows from Theorem 3.5 and Lemma 3.4(ii). q 
4. The main result for deg(u) = 2 
Our aim is to show that all ultimate edges must lie on the big cycle B. We 
continue with the assumption deg(v) = 2, in which case we can prove the stronger 
result that the edge set of B is F U Z U S U {the two edges incident with v}. We 
will show that an arrow edge cannot appear on the big cycle B; it will then follow, 
by Corollary 3.6, that all other edges must appear on B. 
Lemma 4.1. Let ab E S. Zf C(ab) intersects the central path, then ab lies on the big 
cycle B. 
Proof (The walking stick argument.). Let ab E S, and assume that C(ab) 
intersects the central path. Suppose ab does not lie on the big cycle. Therefore, 
ab covers neither hamiltonian path to a neighbor of V. First, assume that one 
border of C(ab) lies on the central path and that the second border does not. 
Then C(ab) must include an H, with x E N(N(v)), and we are done by Lemma 
3.3(ii) since, by Lemma 3.2, neither a nor b is in N(v). Therefore, we can 
assume that both borders of C(ab) lie on the T-path from H, to II, where 
u E N(v) and w E N(N(u)) and no other paths to neighbors or neighbors of 
neighbors of v lie between H, and H,,,. 
Case 1: One border of C(ab) is incident with H,. 
Then u is a or b, which by Lemma 3.2 is a contradiction. 
Case 2: There is at least one vertex between the border of C(ab) and H,,. 
We will show that there is a stick with its border closer to H,. We know, by 
Lemma 3.1, that the border of C(ab) that is farthest from H, is also a border of 
an arrow; call this arrow bx. By Lemma 3.3(iii), the other component of C(bx) 
has its border one T-edge past the border of C(ab), and Hb must be incident to 
both these borders. (See Fig. 6 for the possible configurations.) 
Subcase 2a: H, i.s covered by bx (Fig. 6(a)). Let xz denote the edge whose 
cover has the same border as this component of C(bx). We will show that xz is a 
stick. By Lemma 3.1, it suffices to show that xz $ Z. Assume xz E Z. Since Hb is 
on the central path, we have xz covering some H,,, with w E N(N(v)). By Lemma 
3.3(ii), xz then must cover the entire central path, with the possible exception of 
one endvertex. and we have a contradiction. 
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Subcase 2b: 17, is not covered by bx (Fig. 6(b)). Then the component of C(bx) 
with border incident to H6 is not on the central path, but rather is on a branch off 
the central path. (See Fig. 6(b).) C onsider C(bc) as drawn in Fig. 6. By Lemma 
3.3(ii), bc is not in 2. Suppose bc E S. Then, by Lemma 3.3(iii), the arrow whose 
border coincides with the other border of C(bc) must have either H,H, or H,H, 
as the border of its other component, and we arrive at a contradiction. Therefore 
bc E A, and, since the cover sharing a border with the component of C(bc) 
containing H, cannot be in 2 by Lemma 3.3(ii), it must be in S by Lemma 3.1. 
Thus in either subcase there is a stick with border closer to H,, as required. By 
induction we can find sticks closer and closer to H,, until there is a stick whose 
cover has one border incident with H,. But this is Case 1, which was already 
shown to be contradictory. 0 
Lemma 4.2. Let ab E A. If one component of C(ab) covers the central path in T, 
then the border of that component of C(ab) cannot be adjacent to a T-edge in the 
central path of T. 
Proof. Let ab EA, and assume ab covers the central path with border H,H, of 
C(ab) adjacent to a T-edge in the central path. 
Case 1: x E N(N(v)) with u E N(v) and x =p(u). 
Thus, deg(x) = 3. Since ab E A, we know, by Lemma 3.1, that bx is in Z or in 
S. We know that b #p(x) because H, is not covered by bx. Also, x #p(b) 
because x =p(u) and deg(x) = 3. Thus, bx $ Z and hence bx E S. Assume y is the 
other neighbor of x, so N(x) = {u, 6, y}. We see above that b #p(x) and, clearly, 
u #p(x) since u E N(v). Thus, y =p(x). However, xy must be in A since bx is in 
S (Lemma 3.1.). Thus xy is not an ultimate edge, and we have a contradiction. 
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Case 2: deg(x) = 4, H, lies on the central path, and H,H, is a T-edge branching 
just off the central path. 
Then H,H, is also a border of C(bx), and, by Lemma 3.1, bx is either in S or in 
Z. Since deg(x) = 4, we know x #p(b). Since H, is not covered by bx, we also 
have b #p(x). Thus bx $ Z and so bx is a stick. Then the other border of C(bx) is 
also the border of an arrow; call it xy. By Lemma 3.3(iii), the other border of 
C(xy) will lie in the central path. This border is also the border of another edge, 
call it yz. By Lemma 3.1, yz is in Z or in S. If it is in 2, then it will cover the 
central path on one side of H, and not on the other. This is impossible by Lemma 
3.3(ii). If yz E S, then, by Lemma 3.3(iii) and the structure of C(xy), we see that 
the other border of C(yz) is out past edge H,H, on the branch off the central 
chain. Thus, in this instance as well, yz will cover the central path on one side of 
H, and not the other. Again, this is impossible by Lemma 3.3(ii). q 
Lemma 4.3. Let ab E A with ab covering the central path and neither border of 
C(ab) adjacent to a T-edge in the central path of T. Then there is another arrow 
which also covers the central path, and whose border is one T-edge closer to the 
central path than the border of C(ab). 
Proof (The shooting arrow argument.). Let ab E A. Assume that ab covers the 
entire central path and that H,H, is the border of C(ab) closest to the central 
path. By Lemma 4.2, H, is not on the central path. Then H,H, is also a border of 
C(bx). Let xy be the edge whose border is one T-edge closer to the central path 
than H,H, and whose cover does not contain H,. (See Fig. 7.) We will show that 
xy EA. By Lemma 3.1, we know bx ES or bx E Z. 
Case 1: bxES. 
Then the other border of bx is also the border of an arrow. By Lemma 3.3(iii), 
the other border of this arrow is one T-edge away from H,H,. If this arrow is xy, 
then we are done. Otherwise deg(x) = 4, and the other component of the cover of 
this arrow branches off at H,. Under that assumption, consider the possibilities 
for xy. If xy E S, then the other border of C(xy) is also the border of an arrow. By 
Lemma 3.3(iii), this arrow must be bx, and we have a contradiction. If xy E Z, 
then (since deg(x) = 4) we have y =p(x). But H, is not covered by xy and this is 
impossible. So xy E A as required. 
Case 2: bx E Z. 
Then, by Lemma 3.3(i), xy $ Z. Suppose xy E S. If deg(x) = 3, then by Lemma 
. . . . (Central Path) . . . . - IS,- Ha- . . . . 
ab bx 
< I > 
xY 
< I 
Fig. 7. 
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3.3(iii), as in Case 1, we have bx E A, which is a contradiction. If deg(x) = 4, 
then, since bx E 2, we have b = p(x). But H, is not covered by bx, and this is 
impossible. Thus xy $ S. Then xy E A, and we are done. 0 
Theorem 4.4. Let G be a graph uhc from u and assume deg(v) = 2. Then the edge 
set of the unique hamiltonian cycle in G is F U Z U S U {the two edges incident 
with v}. 
Proof. We will show that arrows can not lie on the big cycle B. Let xy EA, and 
assume that xy lies on B. Then xy covers H, for u E N(v). By Lemmas 4.2 and 
4.3, xy does not cover the entire central path. Thus there is a border of C(xy) on 
the central path. By Lemma 3.1, this border is also the border of an edge in S or 
in Z. By Lemma 3.3(ii), this edge cannot be in Z, and, also by Lemma 3.3(ii), 
this edge (necessarily a stick) must have both its borders on the central path. By 
Lemma 3.2, this stick is not incident with either neighbor of v. Then, by Lemma 
4.1, this stick covers both H, with u E N(v), and we have a contradiction. Thus, 
no arrow lies on the big cycle. Notice that the big cycle contains exactly p - 2 
edges in G - v, and thus, by Corollary 3.6, every edge in F U Z U S is on the big 
cycle. 0 
Corollary 4.5. Assume deg(v) = 2. If a =p(b), then edge ab lies on the unique 
hamiltonian cycle of G. 
5. The main result extended 
Now that we have laid the groundwork, it is relatively easy to extend our 
results to all graphs uhc from v. Let G be a graph uhc from v, with deg(v) 
arbitrary. We define a local arrow to be an edge ab such that C(ab) has two 
borders, both these borders lie on the same component of T, and the intersection 
of C(ab) with this component is disconnected. 
Lemma 5.1. Let ab be an ultimate edge with one border, and assume this border 
lies in component K of the transform graph T. If ab does not cover the central path 
of K, then C(ab) abuts the cover of a local arrow. 
Proof. Let a =p(b), and assume T-edge H,H,, in component K of T, is the one 
border of C(ab). Then C(bx) shares this border with C(ab). If ab does not cover 
the central path in K, then as in Lemma 3.3(ii), either b E N(v) or else ab does 
not lie on the little cycle L. If b E N(v), then Zfb lies on component K by Lemma 
2.3. If ab does not lie on L, then ab does not cover Zf, for any w E N(N(v)). 
Since C(ab) has only one border, this implies that C(ab) does not intersect any 
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other component. Since a =p(b), H,, is covered by ab, and thus Hb must lie on 
component K. Moreover, in either case Hb must lie on the C(ab) side of T-edge 
H,H,. Since the other border of b.~ clearly is incident with Hb, we see that 6.x has 
two borders, both on component K, and that C(bx) rl K must be 
disconnected. 0 
We define a local stick ab as an edge whose cover has two borders, both on the 
same component of T, and such that the intersection of C(ab) with this 
component is connected. Notice that if a local stick abuts the cover of an edge, 
then that edge must be a local arrow, and that if a local arrow abuts the cover of 
an edge, then that edge must be either a local stick or an ultimate edge. The 
proofs of the following two lemmas are almost identical to the proofs of the 
corresponding results in Lemmas 4.2 and 4.3 respectively, and are omitted. 
Lemma 5.2. Let ab be a local arrow on component K. If one component of C(ab) 
covers the central path of K, then the border of that component of C(ab) cannot be 
adjacent to a T-edge in the central path of K. 
Lemma 5.3. Let ab be a local arrow on component K, and assume ab covers the 
central path of K with neither border of C(ab) adjacent to a T-edge in the central 
path of T. Then there is another local arrow (on K) which also covers the central 
path of K, and whose border is one T-edge closer to the central path than the 
border of C(ab). 
We can now prove the following main result. 
Theorem 5.4. Let G be uhc from v. If a = p(b), then edge ab lies on every 
hamiltonian cycle of G. 
Proof. Assume a =p(b). If ab is a forced edge, we are done. Otherwise, let 
H,H, be the border of C(ab) in component K of T. Assume ab does not cover the 
central path of K. Then, by Lemma 5.1, edge bx is a local arrow. Since ab does 
not cover the central path of K, either edge 6x covers this central path or ab 
covers all but one endvertex of this central path (as in the proof of Lemma 
3.3(ii)). The first possibility is impossible by Lemmas 5.2 and 5.3. The second 
implies that ab covers some H,,, for w E N(N(v)), and thus ab lies on the little 
cycle L and on all but one H,,,, for w’ E N(N(v)). Therefore, ab must cover the 
central path of every other component. 0 
6. Corollaries 
We saw in the proof of Theorem 5.4 that every ultimate edge covers the central 
path, or the central path less one endvertex, of every component of the transform 
graph. As an immediate consequence follows Corollary 6.1. 
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Corollary 6.1. Let G be uhc from u. If a =p(b), then edge ab lies on the unique 
hamiltonian cycle of G - v. 
The next result, although relying vitally on the machinery of ultimate edges for 
its proof, requires for its statement only the definition of uhc graphs. 
Theorem 6.2. A graph G can be uhc from at most three vertices. Furthermore, if 
G is uhc from more than one vertex, then all distinguished vertices must have 
degree 2. 
Proof. Assume that G is uhc from at least two vertices. Hendry shows in [5] that, 
under this condition, either all distinguished vertices will have degree 2 or all 
distinguished vertices will have degree 4; this comes directly from counting the 
hamiltonian cycles in G. Assume that all distinguished vertices have degree 4. 
Then there are two hamiltonian cycles in G, call them B, and B,. Let n be one of 
the distinguished vertices in G, and notice that two edges adjacent to u lie on B1 
and the other two edges adjacent to u lie on B2. However, G is uhc from some 
other vertex and so there is a vertex u which is penultimate to ZJ from this vertex. 
By Theorem 5.4, edge UY must lie on both B1 and B,. This is a contradiction. 
Thus, all distinguished vertices must have degree 2. Notice, then, that the big 
cycle is unique; call it B. 
Now, assume that G is uhc from vertices 2r,, Q, . . . , vk. We will use the 
notation x =pi(y) to indicate that x is penultimate to y in the hamiltonian path 
from vi. Let u EN(u,) and let x1 =pl(u). Let x2=pI(x,) and continue in this 
manner obtaining a sequence of distinct vertices uxlxz * . . x, in which each 
xi =p1(Xi-I) and so that the sequence is as long as possible. If the sequence is as 
long as possible, then, because each ultimate edge is on B, edge x,-ix, must be a 
forced edge in G uhc from ‘ui. Thus, since x,-i is penultimate to two vertices, we 
have deg(x,_i) = 2. Since all ultimate edges lie on B, the entire path ux,xz . . .x, 
lies on the big cycle. Now consider ultimate edges in G uhc from any other 
distinguished vertex 2rj. Since deg(v,) = 2, ZJ~ =p,(u). Without loss of generality, 
we assume u #p,(v,) (since we could run the same analysis on the other neighbor 
of ui). Then, again because ultimate edges must lie on the big cycle and we 
already know edge UX, lies on the big cycle, we have u =p,(x,). Continuing in 
this manner, we obtain the sequence zluxlxz. . . where each xj =pi(xj+J. This 
sequence will only end at a vertex of degree 4 or a neighbor of ui. Thus, we have 
two cases: either the sequence in this direction extends past x,-i or x,_, = 2ri. If 
the sequence extends past x,_ ,, then (since deg(x,_,) = 2) we have x,_, = 
pi(Xn-z)> contradicting the fact that x,_~ =pi(x,-J. Hence, the sequence cannot 
extend past x,-~, and we have x,-i = ui. Notice that there are no other vertices 
of degree 2 in the sequence r~,uxix~ . . - xnm2vi, and thus there is a path from 21, to 
zli on the big cycle with no other distinguished vertices on the path. Therefore, 
every distinguished vertex other than u, is ‘closest’ to U, on the unique 
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Fig. 8. 
hamiltonian cycle of G. Clearly, then, there can be at most two other 
distinguished vertices, and we are done. •i 
While it is still not know whether a graph can be uhc from more than one 
vertex, it is known that a graph can be uhc from one vertex and, in addition, be 
merely hamiltonian-connected from another vertex. While small examples of this 
phenomenon are hard to come by, Fig. 8 displays a graph uhc from u and hc from 
v’. Note in this connection that Chartrand and Nordhaus [2] provide examples of 
graphs of order p which are hamiltonian-connected from any number of vertices 
from 1 to p-2. 
(As an aside, note that Fig. 8 provides an example of a graph uhc from v which 
is nonplanar.) 
The following corollary answers two questions posed by Hendry in [4]. 
Corollary 6.3. Let G be a graph uhc from v such that deg(v) = 2. Let 
N(v) = {u, w}. For any z E V - {v}, define d(z) to be the minimum of the two 
dktances d(H,, H,) and d(H,, H,,,) in T. Then, for every z E V - {v}: 
(1) d(z) s (p - 3)/Z 
(2) HZ contains exactly p - 1 - d(z) edges of the big cycle B. 
Proof. (1) Assume d(z) = d(H,, HU). Let Z&II, be any T-edge on the T-path 
from I& to H,. Then H,H, is a border for two edges in G, call them ab and bx. 
Without loss of generality, assume C(bx) extends from the border H,H, toward 
Hz. Then C(ab) must extend in the other direction, toward H,, and so ab is in S 
or in Z; hence bx must be in A. Thus every T-edge between H, and H,, 
corresponds to an arrow pointing toward HZ. By Theorem 3.5, we know 
IAl = (p - 3)/2. Thus, d(z) s (p - 3)/2. 
(2) In the proof above, we showed that every T-edge on the path from HZ to 
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H, corresponds to an arrow that covers Hz. Since no arrow is on the big cycle, 
every edge of Hz which is an arrow must have a border between Hz and H,, and 
hence this correspondence is one-to-one. Thus there are p-l-d(z) edges on Hz 
that are not arrows, and the result follows by Theorem 4.4. q 
7. The next step 
Six specific problems on uhc graphs were posed by Hendry in [4]. We have 
answered four of them so far in this paper; a fifth is answered in the Appendix. 
Clearly, the most important open question remaining in this field is whether or 
not a graph can be uhc from more than one vertex. In addition, Hendry has 
suggested that the techniques involved in answering some of these questions 
might ultimately prove to be of greater interest than the questions themselves. In 
particular, the class of graphs hamiltonian-connected from a vertex, introduced 
by Chartrand and Nordhaus [2], would seem to be a class of broader interest 
which might be amenable to analysis by some of the techniques used here. There 
are obvious difficulties; the transform graphs of such graphs are currently not well 
understood. Still, there appears to be potential for further application of ideas 
akin to sticks, arrows, and ultimate edges. 
Appendix 
Hendry [4] has shown that if G is uhc from r~, then G - ZJ cannot contain K,, 
K, + P4, or K2.3 as subgraphs. In [S], it is asked whether K, - e (for any edge e) 
and K1 + 2K2 (the ‘bowtie’ graph) are also forbidden subgraphs in G - ZJ. We 
show in Fig. 9 that neither is a forbidden subgraph: it can be checked that G, and 
G2 are uhc from TV, and that subgraph {a, b, c, d} is K4 - e in G, and subgraph 
{u, w, x, y, z} is K1 + 2K, in G2. It can be shown that if G is a graph uhc from v 
and if K4 - e is a subgraph of G - II, then each of the four vertices in K4 - e must 
have degree 4, and if the bowtie is a subgraph of G - U, then the degrees of the 
five vertices in the bowtie must be 4, 4, 4, 4, 3 (see [6]). 
Fig. 9. 
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