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ABSTRACT
This thesis presents the hardware demonstration of a new method for rapid
and precise maximum power point tracking in photovoltaic applications using
dithered PWM control. Constraints imposed by efficiency, cost and compo-
nent size limit the available PWM resolution of a power converter, and may
in turn limit the MPP tracking efficiency of the photovoltaic (PV) system. In
these scenarios, PWM dithering can be used to improve average PWM resolu-
tion. This thesis provides the hardware demonstration of a control technique
that uses ripple correlation control (RCC) on the dithering ripple, thereby
achieving simultaneous fast tracking speed and high tracking accuracy. More-
over, the proposed method solves some of the practical challenges that have
to date limited the effectiveness of RCC in solar PV applications. The theo-
retical derivation of dithering digital ripple correlation control (DDRCC) is
reviewed, and a low-cost method of using digitally enhanced windowing to
improve the effective sensing resolution of the system is presented. Finally,
experimental results that show excellent tracking speed and accuracy with
basic hardware requirements are given.
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CHAPTER 1
INTRODUCTION
Society-wide economic growth stems from the ability to accomplish more
production with reduced human labor. This growth typically necessitates
a source of energy, and electricity has been a major contributor because of
its versatility. In order to reduce the pollution effects of this energy con-
sumption, there is significant work taking place in the field of renewable
generation.
Photovoltaic (PV) generation of electricity promises to be a key renewable
energy source because of its low operating costs, low maintenance operation,
and versatile installation options. The installed cost of PV systems has de-
clined significantly in recent years. The average price of installed utility scale
systems fell from $5.00/W in 2007 to $3.00/W in 2013. At the residential
scale, the price of installed systems dropped from $12/W in 1998 to $4.70/W
in 2013 for systems at power levels less than 10 kW. Much of this decrease
in price is linked to the falling prices of PV modules themselves which de-
creased by $2.70/W from 2008 through 2013 representing 67% of the total
price decrease over the same period [1]. With the rapid decline in the price of
PV panels, peripheral system costs such as power converters and installation
now account for the majority of the installed system cost [2].
Continued reduction in the price of PV systems and PV generated electric-
ity will depend on cost reductions in peripheral power converting components
as well as PV panels. Increased system efficiency and power generation are
also key components in increasing the economic viability of PV generated
energy. In order to extract the maximum energy possible from a PV array,
effective maximum power point tracking (MPPT) is a key requirement.
The need for MPPT arises from the non-linear I-V curve of photovoltaic
(PV) panels, and from the fact that panel characteristics change with in-
solation, temperature and age [3, 4]. Effective MPPT requires adequate
measurement resolution of the power flowing into the converter as well as
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sufficient resolution on converter control. The control resolution of a switch-
ing power converter is determined by the PWM resolution of the controller
which, in many digitally controlled systems, is set by the ratio of controller
clock frequency to converter switching frequency.
There has been significant work showing the benefits of distributed panel
level or sub-panel level MPPT [5, 6, 7, 8, 9, 10, 11, 12]. Further research
has also been invested in the development of MPPT at the photovoltaic
(PV) cell level [13, 14]. In order for these implementations to be economi-
cally viable and energy efficient, passive component sizes and microcontroller
clock speeds must often be reduced. With reduced passive component size
and correspondingly higher switching frequency, the ratio of the controller
clock speed to the switching frequency is reduced, and the available PWM
resolution may become a constraining factor in efficient MPPT operation.
Moreover, for high efficiency operation, control losses must be kept low. In
low power applications the power penalty of raising microcontroller clock
frequency to improve PWM resolution can be significant.
In these cases, the technique of PWM dithering can be used to increase
the effective resolution of the converter without increasing digital logic fre-
quency. By alternating between adjacent native PWM ratios at a predeter-
mined dithering frequency, an intermediate average PWM duty ratio can be
obtained. Unfortunately, the use of dithering imposes additional delay on
the update speed of the MPPT algorithm as both the switching ripple and
the dithering ripple must be adequately averaged in order to achieve a high
resolution measurement. This creates a trade-off between tracking resolution
and tracking speed for most tracking algorithms.
Ripple correlation control (RCC) has been shown to be an adaptable ap-
proach for system optimization in the presence of a sustained ripple [15]. By
measuring circuit parameters at two points in the periodic switching ripple,
the algorithm is able to converge to the maximum power point without the
delay incurred by averaging the switching ripple. RCC can also be viewed as
a form of extremum seeking control (ECS) in which inherent system ripple is
used instead of external perturbations [16, 17]. The RCC technique has been
shown to be well suited for stable digital implementation [18]. This thesis
builds on the theoretical introduction of dithering digital ripple correlation
control (DDRCC) [19] and demonstrates that DDRCC can be applied to
the system ripple created by PWM dithering to achieve excellent PV MPPT
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speed and convergence in MPPT systems which use dithered PWM control.
Additionally, by applying RCC to the ripple caused by dithering, DDRCC
avoids the switching frequency limitations which RCC imposes [20].
The main contribution of this thesis is the hardware demonstration of a
new control method that enables simultaneous high tracking efficiency and
fast dynamic response in PV MPPT applications. The key insight is to
use the information present in the PWM dithering ripple to achieve fast
and accurate tracking. The proposed solution yields up to a 10X perfor-
mance improvement in tracking speed (with maintained tracking efficiency)
compared to a basic Perturb and Observe (P&O) implementation. Alterna-
tively, for the same tracking speed, the proposed control method achieves a
significant decrease in tracking-error induced loss compared to conventional
P&O. Moreover, the proposed DDRCC method alleviates many of the dif-
ficulties encountered with existing PV RCC techniques, which have limited
the widespread adoption of RCC to date [20]. The DDRCC method is well
suited for low-cost or low power applications such as PV module integrated
power converters and mobile PV solutions.
Chapter 2 reviews the I vs. V characteristics of PV panels and the moti-
vation for performing MPPT. Several key requirements for effective MPPT
systems are outlined especially in relation to distributed MPPT systems.
Chapter 3 discusses the use of dithering to improve effective control resolu-
tion, and reviews the derivation of DDRCC. Chapter 4 outlines the design
of a signal windowing circuit using discrete components. Finally, Chapter 5
discusses some of the details of DDRCC implementation, and presents the
prototype MPP tracker as well as hardware tracking results.
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CHAPTER 2
PHOTOVOLTAIC OPERATING
CHARACTERISTICS AND MAXIMUM
POWER POINT TRACKING
2.1 PV Operating Characteristics
A PV cell can be represented in simplified form by the circuit shown in Fig.
2.1. The model captures the cell’s photon dependent current source as well
as the PV body diode and the primary parasitic components of the panel
[21, 22].
The current and voltage characteristics of the cell change with irradiance
(solar exposure) and temperature, and can be characterized with the formula
Ipanel = Iph − Io,n
(
e
Vpanel+RsIpanel
αVt − 1
)
− Vpanel +RsIpanel
Rp
. (2.1)
The α in (2.1) is the diode ideality factor and ranges from 1 to 2. The
thermal voltage, Vt, is linearly dependent on temperature and the number of
cells, Ns, and is equal to
Vt =
kT
q
Ns. (2.2)
The term Iph represents the photogenerated current from the panel, and
is represented in Fig. 2.1 by the photodependent current source. The value
of Iph can be expressed as
Iph = (Isc,n
(
Rs +Rp
Rp
)
+KI∆T ))
G
Gn
, (2.3)
Ipanel
Vpanel
+
-
Figure 2.1: PV panel model with parasitics.
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Figure 2.2: Example IV plot for a PV panel.
whereKI is the short-circuit thermal coefficient, and ∆T is difference between
the nominal operating temperature for the panel (typically 25 C) and the
actual operating temperature. The nominal short circuit current Isc,n can be
approximated experimentally by finding the shorted panel current under full
irradiance. The ratio of actual irradiance to a nominal irradiance of 1000
W/m2, ( G
Gn
) represents sunlight on the panel.
The nominal diode saturation current in (2.1), Io,n can be characterized
as,
Io,n =
Isc,n +KI∆T
exp Voc,n+KV ∆T
αVt
− 1 . (2.4)
The term KV is the voltage coefficient while Voc,n can be approximated by
measuring the open-circuit voltage of the panel.
Fig. 2.2 shows an example VI curve from a PV panel at several different
levels of irradiance. It is clear that (2.3) plays a significant role in determining
the operating range of the panel as the current changes dramatically with
changes in irradiance. Because total panel power is the quantity which is
desired to be maximized, this I/V relationship can also be plotted as power
versus voltage as shown in Fig. 2.3.
It is clear from Figs. 2.2 and 2.3 that there is an operating point at which
the maximum power is produced by the panel, and that both the current and
voltage at which this maximum power point (MPP) occurs change with panel
irradiance. Shifts in the MPP also occur as the temperature of the panel
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Figure 2.3: Example PV plot for a PV panel.
changes and panel age increases. For this reason the MPP of the panel must
be continuously tracked during operation to extract the maximum power
from the panel.
2.2 MPPT Overview
The operating point of a PV panel is established by the load at the panel
terminals. In order to operate at the panel MPP, the attached load resistance
must be equal to the ratio of voltage to current at the MPP. Fig. 2.4 shows
a panel IV curve with the reciprocal of the maximum power point resistance
intersecting the curve at the MPP. At the panel irradiance changes, the panel
load must be changed to run the panel at its maximum power point.
Because it is not possible to dynamically change the load attached to the
panel, a switching power converter is used as a “DC transformer” to adjust
the load which appears on the panel terminals. Fig. 2.5 gives a graphical
depiction of the load scaling action of the power converter as a function of
converter duty ratio. The apparent load at the panel terminals is scaled
based on the panel duty ratio. This can be seen by first ignoring losses and
approximating the input and output power as equal. Therefore,
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Pin = Pout, (2.5)
and
VinIin = VoutIout. (2.6)
Because the output voltage of the converter is a function of duty ratio, and
Iout is a function of the load impedance,
VinIin = DVinIout. (2.7)
With the understanding that Iout is also a function of the output voltage and
load, this can be rewritten as
VinIin = DVinD
Vin
Rload
, (2.8)
and
Iin = D
2 Vin
Rload
. (2.9)
This means that the input impedance is equal to the scaled load impedance,
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Figure 2.5: Symbolic representation of MPP tracking.
or
Vin
Iin
= Rin =
Rload
D2
. (2.10)
Therefore, by adjusting the duty ratio of the switching power converter the
panel load can easily be adjusted to match RMPP .
2.3 Maximum Power Point Tracking Techniques
There are a wide variety of methods used to perform continuous MPP track-
ing [4, 3]. For illustration, three of these methods will be discussed here.
2.3.1 Perturb and Observe
Likely the most common MPP algorithm is perturb and observe (P&O). P&O
functions by iteratively adjusting the operating point of the panel and then
determining the change in power which occurred as a result. The P&O se-
quence is illustrated in Fig. 2.3 using the operating points marked A through
D. Initially, the converter will start operating at an arbitrary operating point
such as A and measure the power at that point. The converter will then move
the operating point of the panel in an arbitrary direction such as to point
B and note the change in power which occurred. The converter will then
continually shift in the direction of increasing power, and reverse direction if
power decreases.
In this example the converter will move to C, then to D, and begin os-
cillating between points B, C, and D until panel conditions change. The
P&O method is closely related to hill climbing in that both methods perturb
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the operating point of the panel, the difference being that hill climbing is
formulated from the perspective of adjusting the duty ratio of the converter
[23],[24]. Additionally, there are also numerous improvements on the basic
implementation of P&O which offer improved tracking speed, or resilience
[25],[26].
2.3.2 Incremental Conductance
Another significant classification of MPP tracking is incremental conductance
(IC) which is based on the fact that the power slope is zero at MPP (dP/dV =
0), positive at Vpanel less than MPP and negative at Vpanel greater than MPP
[3]. The derivative of power with respect to voltage can be stated as
dp
dv
=
d(v × i)
dv
= i+ v
di
dv
= 0. (2.11)
Approximating the derivative as a differential and solving for the ratio of
differentials, the condition at MPP can be stated as
∆i
∆v
= − i
v
. (2.12)
This relationship can be most easily visualized in the plot of Fig. 2.2. It
is relatively intuitive to see that the differential of current with respect to
voltage is of similar magnitude to the ratio of current to voltage.
At locations to the left of the MPP in Fig. 2.2, the differential of current
with respect to voltage becomes less than the relative magnitude of current
to voltage. This is indicated by
∆i
∆v
>
i
v
. (2.13)
Conversely, the right of the MPP the opposite relationship holds as quan-
tified by
∆i
∆v
<
i
v
. (2.14)
It can be seen that the evaluation of incremental conductance requires
both current and voltage measurements. However the calculation of power
is not needed and therefore the overhead of multiplication can be avoided.
Incremental conductance can also be bolstered with a PI loop to minimize
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Figure 2.6: Switching waveform seen in RCC.
the error between the incremental conductance and the actual conductance.
This allows the system to achieve better compensation for dynamic changes
because the change in step size can be adjusted based on the gap between
the MPP and the current operating point. Once the converter is running in
the range of the MPP, the step size can be reduced.
One drawback of P&O is that the duty ratio is perturbed artificially to
perform maximum power point tracking. The size of this step will be deter-
mined by the PWM resolution of the converter, and may be small, but it does
exist. This means that although the panel may be operating at the MPP,
the operating point is perturbed in a continuous search for the MPP and the
converter spends about two-thirds of its time operating one step away from
the MPP in order to remain centered on the maximum power point. It would
be ideal if the MPP could be identified without any external perturbation to
reduce tracking error, and this is the benefit of ripple correlation control.
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2.3.3 Ripple Correlation Control
Ripple correlation control (RCC) is a method of using switching ripple in-
herent in a PV connected switching power converter to track the maximum
power point of the panel [18, 15]. Fig. 2.6 shows the current and voltage
waveforms at the panel terminals by when the panel is connected to a switch-
ing converter and running at Vpanel below VMPP . When the primary converter
switch is closed, current flowing from the panel increases and panel voltage
falls. Conversely, when the primary switch is opened, current decreases and
panel voltage rises. Comparison of Fig. 2.3 with Fig. 2.6 will show that the
oscillations which occur during switching in Fig. 2.6 are actually perturbing
the panel along the power curve of Fig. 2.3. Therefore, by measuring panel
power at the extremes of voltage and current which occur during the switch-
ing cycle, the direction of the maximum power point can be found without
adding additional perturbations to the system and moving it away from the
MPP.
The left side of Fig. 2.6 shows the power waveform when the converter is
operating at Vpanel less than VMPP . In this case the power increases as long
as the voltage increases. When the converter is operating perfectly at the
maximum power point as shown in the right of Fig. 2.6 the MPP is crossed
during the switching cycle and the power at the beginning and end of the
switching cycle is equal. If power increases as panel voltage rises, Vpanel will
be increased, and the converse holds as well [18].
The essence of ripple correlation control is the use of carefully timed mea-
surements of the power converter switching ripple to track the maximum
power point. RCC has proven to be an effective means of MPP tracking;
however, it is challenging to apply at switching frequencies higher than a few
tens of kilohertz due to the phase shift resulting from panel parasitic com-
ponents. As the switching frequency is increased, the panel capacitance acts
as a low-pass filter and distorts the power measurements at the switching
transitions [20]. It will be shortly shown that a modification of RCC can be
used as part of a compound tracking solution to achieve accurate tracking at
much higher switching frequencies.
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Figure 2.7: PWM counter.
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2.4 Requirements for MPP Tracking
Regardless of the MPP tracking algorithm used, all systems share a common
need to meet a required minimum control resolution as well as cost and size
constraints. These topics play a role in the design of the MPPT algorithm
and system.
2.4.1 PWM Resolution
In order to effectively track the MPP, the converter must be capable of run-
ning precisely at the maximum power point. If the control resolution is too
course, the tracker will operate at some point adjacent to the MPP, but not
at the true MPP. In microcontroller controlled converters, the tracking accu-
racy of the PV system is limited by the controller’s pulse width modulated
(PWM) resolution. Fig. 2.7 shows the basic components of a digital PWM
generator. The PWM module is driven by a clock signal which is typically
the system clock or the system clock scaled by some multiple of 2. The clock
increments a counter whose value is compared with one or more capture and
compare registers (CCRs). In Fig. 2.7, two capture and compare registers
are shown. They are designated as Period value and Duty value.
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Fig. 2.8 shows a timing diagram of a counter-based PWM system. The
triangular waveform in Fig. 2.8 plots the value of the PWM counter as it
increments from zero to a peak value. When the counter is equal to the
period value, it resets. The PWM signal is generated by a second CCR with
a value set as some integer clock value less than the period value. The PWM
output signal of the system is set to 1 when the counter is reset, then set
to 0 when the PWM counter reaches the duty set point. The entire cycle
repeats with each reset of the counter clock. The minimum PWM resolution
is then set by the number of clock cycles per PWM cycle. The minimum
PWM resolution attainable can therefore be quantified as,
∆Dmin =
1
clock cycles per PWM period
(2.15)
=
1
TPWM
Tclk
=
Tclk
TPWM
=
fPWM
fclk
.
Therefore, PWM resolution increases with increasing clock frequency and
decreases with increasing PWM frequency. This means that the PWM res-
olution can be improved by either increasing the PWM period (decreasing
the PWM frequency) or by increasing the clock frequency. Clearly, if low
power operation is desired, increasing the PWM generator clock frequency
is undesirable because higher clock frequency will demand higher control
power. Additionally, the PWM frequency sets the switching frequency of the
converter and frequently cannot be lowered, as will be discussed shortly.
2.4.2 Power and Cost Constraints for Distributed MPP
PV panels are frequently combined into arrays to increase power production.
Fig. 2.9 shows three configurations for multipanel PV arrays. The panels
depicted in this figure may be PV submodules as well as individual PV cells
and the AC load depicted may be replaced by batteries or some other type
of load.
During operation, debris and obstacles can easily shade a portion of the
system, resulting in differing MPP points throughout the system. Fig. 2.9a
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Figure 2.9: PV system configurations.
shows a series connection of panels in which a common string current is
shared. In the event of partial shading it will be impossible to run each
panel at its MPP as the MPP of the shaded panel will be different than
that of the others. This challenge can be addressed by providing distributed
MPP tracking functionality throughout the system. By distributing the MPP
tracking function, each panel is able to operate at its own maximum power
point.
Fig. 2.9b shows a microinverter-based installation in which each panel is
equipped a small inverter to perform maximum power point tracking and
DC-AC conversion. Although this option does optimize power extracted
from the PV array, the addition of multiple inverters reduces the power
conversion efficiency of the overall system. A more promising solution is
shown in Fig 2.9c, in which each module is equipped with a DC-DC converter
which performs maximum power point tracking at the individual panel level
and feeds power to a DC bus. The DC bus is then converted into AC using
a single inverter or used to feed some other combined load. As mentioned,
MPP tracking may be further distributed from the panel level to the panel
submodule level, and tracking at cell level has also been demonstrated [13,
14].
Although distributed DC-DC maximum power point tracking is an ex-
cellent solution from a technical standpoint, the addition of multiple system
converters can increase the cost, control power, and overall size of the system
if not managed properly. In order to minimize the size and cost of distributed
MPPT, it is a frequent practice to increase the converter switching frequency.
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Figure 2.10: Buck converter with PV panel.
This trade-off can be illustrated with the buck converter in Fig. 2.10.
In order to minimize losses and ensure a stable regulated power flow to the
converter output, it is often desired to keep the inductor ripple within some
limit during normal operation. The magnitude of the current ripple in the
inductor can be well approximated as
∆Ipp =
Vout(Vin − Vout)
VinLbuckfPWM
. (2.16)
It is evident that to maintain a given current ripple in the inductor, the
product of the inductor size and switching frequency must remain constant.
Therefore, by increasing the switching frequency, the size of the bulky, ex-
pensive, inductor can be reduced significantly [27].
In addition to size and cost, the control power of submodule MPP track-
ing systems must also be considered to avoid nullifying the increased power
production achieved by distributed MPP tracking. In most stationary PV
systems, the power consumed by the microcontroller will not be a significant
concern; however in smaller, mobile systems the energy consumed by the
controller may be significant. Higher power efficiency in control is typically
addressed through the use of lower digital clock frequencies and simplified
microcontrollers. Hence, the requirements that distributed MPP tracking be
low cost and low power (use small passive components and low clock speed)
typically mean that the converter controller will run with a comparatively
high PWM frequency, and a low clock frequency thus restricting PWM reso-
lution as shown in Section 2.4.1. This conflict is a key component of the new
MPPT technique which will be introduced in this thesis.
15
2.4.3 Rapid Tracking Update Rate
In addition to tracking accuracy, tracking speed is also important in some
applications. In stationary systems, adjustments need to occur to account for
changing irradiance caused by cloud cover as well as the time of day [28]. In
portable applications maximum power point tracking needs to respond not
only to changes in environmental conditions, but also to changes in irradiance
exposure which result from changes in the panel position. As the panel is
moved in relation to the sun, the MPP will change and in order to extract
the maximum power from the panel the MPP tracker must be able to update
quickly.
One example of mobile PV applications requiring fast tracking is un-
manned aerial vehicles (UAVs). With increasing emphasis on UAVs for re-
connaissance, communication, and other activities, solar powered flight is
becoming an area of active research. In addition to tracking the panel array
MPP as conditions change due to cloud cover, UAVs must also incorporate
MPP tracking which is able to respond to the changes in panel MPP which
occur as the irradiance on the curved aircraft wings changes with changes in
orientation [29, 30].
Another application in which fast tracking is critical is wearable PV arrays
for use by both soldiers and civilians. The increased dependence on naviga-
tion and communication electronics in combat situations has significantly
increased the battery load carried by military personal during missions. In
order to reduce the dependence on batteries there is increased interest in in-
corporating PV arrays in helmets and other clothing articles. These systems
will require very fast and low power MPP systems to maintain optimal power
production as the irradiance coverage rapidly changes due to movements by
the individual [31].
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CHAPTER 3
DITHERING AND DITHERING DIGITAL
RIPPLE CORRELATION CONTROL
3.1 Dithering for Increased Effective Resolution
Precise MPPT requires good converter control resolution, and by extension,
a finely adjustable PWM signal. As discussed in Section 2.4.1, the duty
ratio resolution of a digitally-generated PWM signal is limited by the PWM
counter clock speed according to the relationship
FPWM
Fclk
= ∆Dmin, (3.1)
where ∆Dmin is the minimum step in duty ratio. For example, an 8 MHz
counter clock generating a 250 kHz PWM signal results in a resolution limit
of 3.132%.
One well-known technique to circumvent this limitation is to dither be-
tween adjacent hardware duty ratios. Because the converter is continually
in a state of transition, this technique allows the generation of an average
PWM duty ratio between the values available in hardware [32, 33].
Figure 3.1 illustrates the source of the increased control resolution achiev-
able through dithering. The left side of the figure contains two duty-ratio
transitions, between which the converter is able to settle to steady-state. It
can be seen that due to the relatively course native PWM resolution (large
∆Dmin), the achievable panel voltage and current values also undergo a large
transition which can represent a significant departure from the panel MPP.
In the right-side plot of Fig. 3.1, the converter PWM duty ratio is con-
tinuously dithered between two native values. Because of the dithering, the
average current and voltage are in a state of continuous transition between
the two steady-state values and never reach either limit. By adjusting the
amount of time the converter spends at the high or low duty ratio, the aver-
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Figure 3.1: PV panel current and voltage waveforms for undithered (left)
and dithered (right) operation.
age operating point can be adjusted between the two steady-state operating
points.
In theory, dithering can be used to generate an arbitrarily fine average
PWM resolution by adjusting the number of PWM cycles that the converter
is averaging over. This can be succinctly stated as
∆Dmin
N
= ∆Ddithered, (3.2)
where N is the number of cycles that the converter is averaging over. For
example, by averaging over 40 cycles, the controller discussed previously can
achieve an average resolution of 0.078%. It should, however, be noted that as
the converter dithers over an increasing number of PWM cycles, the dithered
current and voltage ripple magnitude shown on the right side of Fig. 3.1 will
increase.
Comparing the undithered waveforms in the left plot of Fig. 3.1 to the
dithered waveforms in the right plot, it is clear that the lengths of the transi-
tion intervals in the dithered plot are only a portion of the transition intervals
in the undithered plot. Hence the amplitude shift during the dithering cycle
is much smaller than the amplitude shift which would be experienced if the
converter stepped slowly back and forth between adjacent duty ratios. In
a similar way, if the number of dithering steps in a cycle is increased (to
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Figure 3.2: Measurements of average duty ratio resolution with both native
PWM and dithering.
improve average PWM resolution), the converter will have a larger transi-
tion time and the ripple amplitude will increase. This increased ripple can
be reduced by a larger input filter capacitor; however, practical constraints
will restrict the capacitor size. Thus, passive component sizes will limit the
number of PWM cycles over which it is productive to dither.
Figure 3.2 illustrates the improvement in the average PWM duty ratio
which is obtained using dithering in hardware. This plot was generated using
automated measurement of a filtered PWM signal running with and without
dithering. The large native duty ratio step size in the plot is obtained from
an MSP430 microcontroller running at an 8 MHz clock speed and generating
a 250 kHz PWM signal. By averaging over 40 PWM cycles the dithered
resolution can be seen to be forty times the original.
As the MPPT converter dithers between native duty ratios, the average
current and voltage of the panel will change approximately linearly in time,
with the current rising and voltage falling over periods of high duty ratio, and
the reverse over periods of low duty ratio. This is illustrated in Fig. 3.3, which
is an example plot (through numerical simulation) showing the relationship
between the switching and dithering ripple of the panel. The dithering period
is denoted as Td, and represents the period of a full cycle of high and low duty
ratios. The dithering ratio, denoted as Rd, marks the point in the dithering
period at which the converter transitions from the high to the low duty ratio.
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Figure 3.3: Simulation of dithering voltage and current waveforms resulting
from changes in PWM duty ratio. Bottom trace is the PWM (e.g. gate
drive) signal.
By adjusting the dithering ratio (not to be confused with the duty ratio) the
converter is able to vary the average PWM duty ratio between the high and
low native values.
3.2 Formulation of Dithering Digital Ripple
Correlation Control
The principles of RCC have been presented in both analog and digital form
[15, 18]. The derivation of digital ripple correlation control (DRCC) has also
been modified and applied to the ripple created by PWM dithering [19, 34,
35]. The derivation is repeated here for reference. The DDRCC technique
applies the underlying principles of RCC to the average ripple created by
converter dithering in order to circumvent the fundamental constraints placed
on RCC at the switching frequency. This is accomplished by dithering at a
time scale longer than that imposed by panel capacitance. Because DDRCC
makes use of the dithering frequency instead of the switching frequency to
perform MPPT, the DDRCC dithering frequency/tracking frequency can be
customized at design time or adaptively during operation. It should be noted
that in most conventional applications the dithering ripple is an undesirable
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Figure 3.4: Power vs. current characteristic for PV panel.
side-effect of increasing the PWM resolution. This ripple is often filtered
through added capacitance, or mitigated through the use of noise shaping
techniques (e.g. sigma-delta modulation [36]). In this work, the dithering
ripple is instead exploited to achieve fast and accurate MPPT operation.
Noting the power versus current characteristics of an example PV panel
shown in Fig. 3.4, it is clear that the derivative of power with respect to
current is negative for all points on the curve with I greater than IMPP , and
positive for all points on the curve with I less than IMPP . These relationships
can be summarized as
dP
dI
< 0 for I > IMPP , and (3.3)
dP
dI
> 0 for I < IMPP . (3.4)
Furthermore, the power converter input current (and thus the PV panel
current) is dependent on the duty ratio. This fact makes it possible to tra-
verse the power curve of Fig. 3.4 by controlling the duty ratio. For a buck
converter, equations (3.3) and (3.4) can be restated as
dP
dI
< 0 for D > DMPP , and (3.5)
dP
dI
> 0 for D < DMPP (3.6)
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to determine the direction of the change in average duty ratio required to
reach the panel maximum power point.
For a buck converter, the panel current (converter input current) increases
as the duty ratio increases, and the sign of the required change in duty ratio
is the same as the sign of dP
dI
. Therefore, provided I(D) is monotonic and
the average duty ratio, D, is adjustable in time, an integral control with a
suitable scalar gain such as
D = k
∫
dP
dI
dt (3.7)
can be applied over time to adjust the operating point until dP
dI
is equal to
zero and the converter duty ratio reaches DMPP [18].
Because the derivative in (3.7) is not easily measurable, this expression
can be restated by multiplying by a positive constant. Since measurements
of power and current are routinely performed in the time domain, the term
(dI
dt
)2 can be used to restate (3.7) in terms of derivatives with respect to time
as
D = k
∫
dP
dI
dI
dt
dI
dt
dt = k
∫
dP
dt
dI
dt
dt. (3.8)
Note that (dI
dt
)2 is positive and constant in the power verses current plane of
Fig. 3.4, and therefore, factoring it into (3.7) only changes the effective value
of the arbitrary constant k, but does not affect the ability of (3.7) to drive
the duty ratio to DMPP [18].
A deeper intuition for (3.8) and the operation of DDRCC in general can
be seen by considering the relationship depicted in Fig. 3.4 as power and
current are changed over time. As discussed, an increase in the panel current
for I < IMPP will result in an increase in power. With prime denoting the
new value and nought the original, this can be stated as Po < P
′ as long as
Io < I
′ and I ′ < IMPP . Conversely, Po > P ′ for Io > IMPP also holds. These
relations can be combined to determine the direction of change in I required,
and hence the direction of change in D required to reach the maximum power
point as
dI
dt
dP
dt
> 0 for I < IMPP and D < DMPP (3.9)
and
dI
dt
dP
dt
< 0 for I > IMPP and D > DMPP . (3.10)
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The time-based approach in (3.9) and (3.10) therefore yields (3.8) directly;
however, the underlying relationship between power and current which is
the basis for DDRCC is somewhat obscured by the introduction of time
derivatives [20].
Equation (3.8) can be simplified by considering that the average panel cur-
rent and voltage both change approximately linearly as the converter dithers.
Noting the waveforms in Fig. 3.3, it is justifiable to approximate dI
dt
as a pos-
itive and a negative constant over the region of high and low duty ratio
respectively. This can be stated as
dI
dt
=
{
S+ 0 ≤ t < RdTd,
S− RdTd ≤ t < Td
(3.11)
where S+ and S− represent the positive and negative slopes of the current
waveform.
By making use of (3.11) and taking the initial duty ratio into account, the
integral in (3.8) can be rewritten as the sum of two integrals each multiplied
by the corresponding constant current slope as
D(Td) = D(0) + kS+
∫ RdTd
0
dP
dt
dt+ kS−
∫ Td
RdTd
dP
dt
dt. (3.12)
Symbolic evaluation of (3.12) then leads to
D(Td) = D(0) + kS+(P (RdTd)− P (0)) + kS−(P (Td)− P (RdTd)). (3.13)
When the converter is operating in periodic steady-state, the variation in
average values of input voltage, current, and power will all be periodic over
the dithering cycle. This can be stated mathematically as
I(0) = I(Td) (3.14)
and
P (0) = P (Td). (3.15)
In order for this to be true, ∆t∗∣∣dI
dt
∣∣ must be equal on the falling and rising
slope. Because the period of rising current is given as TdRd, and that of the
falling current is Td(1 − Rd), it is possible to solve for the negative slope of
23
the current in terms of the dithering ratio (Rd) and the positive slope as
S+Rd = S−(Rd − 1) =⇒ S− = −S+Rd
1−Rd . (3.16)
Equations (3.15) and (3.16) can then be used to simplify (3.13) into
D(Td) = D(0) +
kS+
1−Rd (P (RdTd)− P (0)). (3.17)
The terms multiplying the difference in power can all be lumped together
into a constant gain because they do not change on the dithering time scale.
Depending upon the resolution of the dithering process, and the constant gain
(k) used, there may be no discernible difference between using the magnitude
of the difference in (3.17) and only the sign of the difference with a constant
gain. With an appropriate k′ value,
D(Td) = D(0) + k
′sgn(P (RdTd)− P (0)) (3.18)
can be considered functionally equivalent to (3.17). In most implementations
of DDRCC, k′ will be the minimum step in dithered duty ratio (∆Ddithered)
and the sign of the difference in (3.18) will determine whether the average
duty ratio is increased or decreased by ∆Ddithered.
Equation (3.18) is the essence of DDRCC. By iteratively sampling the
power of the panel at the beginning of the dithering cycle (P (0)) and at the
transition in duty ratio (P (RdTd)), and then adjusting the duty ratio accord-
ing to (3.18), the converter will converge to the optimal average duty ratio
for MPP operation. Again, the reader is referred to [15] and [18] for further
background on this derivation in the context of conventional, switching-ripple
based RCC.
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Figure 3.5: PV panel model with parasitics.
3.3 Advantages of Dithering Digital Ripple Correlation
Control
3.3.1 Comparison of DDRCC and RCC
The RCC technique has been shown to be a rapid and accurate method of PV
MPPT. However, RCC implementations demonstrated to date have applied
RCC to the ripple created by converter switching instead of a ripple created
by dithering as presented in this work. In a digital implementation of RCC
this would mean that power would be measured at transitions in the switch-
ing waveform instead of the dithering waveform [18]. Accomplishing RCC
at the switching frequency offers the highest tracking speed possible because
the panel operating point can be adjusted each switching cycle; however, the
MPP tracking frequency is tied to the switching frequency and implementa-
tion can be challenging.
From inspection of Fig. 3.4, it can be seen that for panel currents less
than the MPP current, perturbations of current and power will be in phase.
Conversely, above the MPP, perturbations in current and power will be sepa-
rated by 180◦. This relationship between the relative phase of the current and
power perturbation is necessary for the RCC technique to function correctly.
Figure 3.5, shows a basic PV panel circuit model with parasitic components
included [21]. When MPP tracking is performed using RCC at relatively low
switching frequencies (in the range of a few kHz) these parasitic elements do
not alter the phase relationship between current and voltage, and as a result
the relationship between current and power. As the panel perturbation fre-
quency (which in RCC operation is also the switching frequency) is increased,
the parasitic capacitance of the panel acts as a low-pass filter in parallel with
the panel and distorts the required phase shift at the panel terminals.
It has also been shown that by sampling power at extremum in the volt-
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age ripple instead of the current ripple, the frequency range of RCC can be
extended. However at typical panel capacitances the required phase shift is
eliminated at switching frequencies above approximately 100 kHz [20]. In
practice, RCC implementation is challenging at switching frequencies sub-
stantially lower than this limit, as shown by prior experimental implementa-
tions [37, 38, 18].
Given this constraint, the use of switching-based RCC is difficult in ap-
plications with stringent size limitations, since miniaturization is most often
accomplished by operating at a high switching frequency to reduce the size
of the passive components. Even with phase compensation, the maximum
switching frequency is limited, and most hardware RCC implementations to
date have used switching frequencies lower than 25 kHz [39, 37, 40, 16, 20, 18].
Moreover, it is desirable to perform MPPT with a low-cost sampling and
ADC implementation, which is difficult for conventional RCC at high switch-
ing frequencies.
DDRCC is a technique which is applicable in situations where both im-
proved control resolution and high tracking speed are required. When power
and size constraints reduce control resolution to the extent that PWM dither-
ing is beneficial, DDRCC becomes a promising method of performing MPPT.
DDRCC offers fast tracking because it is not necessary to delay MPPT up-
dates in order to filter the dithering ripple. However, unlike switching-based
implementations of RCC, the converter switching frequency and the track-
ing frequency are decoupled. With this arrangement it is possible to lower
the tracking frequency sufficiently to avoid the complications caused by panel
capacitance, while maintaining a switching frequency in the hundreds of kHz.
3.3.2 Tracking Accuracy VS. Speed
The primary benefit of DDRCC over an implementation of dithered P&O is
the speed at which DDRCC can track the maximum power point. Although
a dithered implementation of P&O will result in equal tracking efficiency to
DDRCC, the response rate of P&O will be significantly slower resulting in
reduced tracking efficiency during transients [28]. The difference in tracking
speed results from the approach that the algorithms use to find the MPP. In
P&O, the algorithm updates the converter duty ratio based on the change
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Figure 3.6: Change in current and voltage with change in dithered duty
ratio.
in power which resulted from the last update [3]. This means that after the
duty ratio is adjusted, it is necessary for the converter to settle before the
algorithm iterates again. If adjustments are made too quickly, the converter
will not track the MPP.
Fig. 3.6 shows a dithering waveform that helps illustrate this point. Noting
the PWM waveform at the bottom of the plot, it can be seen that at 1 second
the average dithered duty ratio of the converter increases. This results in
an increase in the average panel current and a decrease in the average panel
voltage. When P&O is implemented, control is performed based on a filtered
current and voltage signal so that the increased average resolution created
by dithering is taken into account. If the filter time constant is too large,
the filtered current and voltage signals will not track the actual current and
voltage as shown in Fig. 3.6. This will delay the converter MPP tracking
update time. Conversely, if the filter time constant is too small the dithering
ripple will not be filtered out and the MPP tracking algorithm will not be
able to take advantage of the increased resolution created by dithering.
This situation creates a trade-off between two options when a conventional
implementation of P&O is used with dithering.
1. Achieve high PWM resolution (and resulting high MPPT tracking ef-
ficiency) with a slow response time by dithering over a large number of
PWM cycles.
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Figure 3.7: Comparison of tracking efficiency and speed for P&O and
DDRCC.
2. Achieve fast response but with lower tracking efficiency by dithering
over fewer cycles.
The proposed DDRCC technique addresses these challenges by determin-
ing the direction of the maximum power point directly from the converter
input current and voltage ripple. By measuring converter power at spe-
cific instances in the dithering cycle, the direction to the maximum power
point is always known and the delay required for the converter to settle is
not incurred. In essence, DDRCC operates in the transition region between
steady-state operating points, and hence never needs to wait for transients
to settle. Even if DDRCC is applied while the converter is still in transition,
the evaluation of (3.18) will guide toward the maximum power point.
Figure 3.7 shows the results of a series of PLECS simulations which com-
pare the tracking efficiencies obtainable over a range of tracking or conver-
gence frequencies using P&O and DDRCC. The tracking efficiency is defined
as
ηMPPT =
Pavg
PMPP
, (3.19)
where Pavg is the average power extracted from the panel and PMPP is the
measured maximum panel power. The tracking frequency, which represents
the tracking speed, is the inverse of the time required for the simulation
to converge to the steady-state operating point from 90% of open circuit
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voltage. Further details on these simulations can be found in Appendix A.
It can be seen from Fig. 3.7 that the tracking speed of the P&O algorithm
is inversely related to tracking efficiency. The lowest efficiency in the plot is
the tracking efficiency available using P&O without dithering, that is using
the native 3.132% PWM resolution of the simulated system. Because these
are also the coarsest tracking steps, the undithered MPP tracking has the
highest P&O convergence frequency.
In contrast to P&O, the DDRCC tracking accuracy is not correlated to
the tracking speed. As is observed in Fig. 3.7, the tracking efficiency is
maintained as the tracking speed is increased. The variations in tracking
efficiency are due to numerical rounding errors in the simulation, which will
be present in systems with very high (i.e. > 99.9%) tracking efficiency.
Figure 3.7 also illustrates the approximately 10x increase in tracking speed
which can be gained over conventional P&O. It can be seen that DDRCC
maintains a tracking accuracy equal to the best dithered P&O tracking effi-
ciency at speeds up to 10x higher. Moreover, if the filter time constant used
in the P&O implementation would be reduced to match the speed of the
fastest DDRCC results, it is clear that the resulting tracking-error induced
P&O losses would be substantially increased.
It should be noted that this study only compares DDRCC to basic P&O.
A number of techniques have been proposed to improve the tracking speed
and accuracy of basic P&O, such as variable step-size and adjustable pertur-
bation frequency. Since similar techniques can also be used to improve the
performance of DDRCC (e.g. adjustable dithering step-size and frequency),
we have restricted our discussion to the most basic versions of the two control
techniques for a straight-forward comparison.
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CHAPTER 4
WINDOWED ADC MEASUREMENTS
The DDRCC technique is well suited for applications in which the ratio of
clock frequency to switching frequency shown in (3.1) is limited. In practice,
this occurs in low power applications where power constraints demand a low
clock frequency and when a high converter switching frequency needs to be
employed.
Successful implementation of DDRCC requires accurate, carefully timed
measurements of panel current and voltage. Measurement timing must be ad-
dressed in the selection of the microcontroller. Specifically, the device chosen
must be able to trigger current and voltage measurements at the transitions
in duty ratio used in dithering. Depending on the hardware configuration,
oversampling at the selected intervals may also be possible. The measurement
magnitude resolution is also linked to the hardware; however, the particular
measurement requirements of MPPT allow the microcontroller ADC resolu-
tion to be enhanced by using a subranging measurement approach, as will
be discussed.
4.1 Purpose and Overview
Because DDRCC increments or decrements the duty ratio based on the sign of
the difference in power between T = 0 and T = RdTd, adequate measurement
resolution of the small power ripple is essential. At low power levels simple
scaling of current and voltage is feasible; however, at voltage and current
levels typical of standard PV panels it is difficult to obtain adequate ripple
measurement resolution when peripheral ADCs are used because the ripple
amplitude must be scaled by the same scaling factor as the DC component.
The problem of obtaining a high resolution measurement of this small volt-
age ripple can be illustrated by Fig. 4.1 which shows current measurements
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Figure 4.1: Unwindowed current measurements with MSP430.
obtained using the 10-bit peripheral ADC of the MSP430G2955 microcon-
troller used in this research. The current sweep in this test was provided by
a high-precision Keithley 2420 Sourcemeter. Also overlaid on the measure-
ment plot are measurements by a 6.5 digit Agilent 34410A multimeter. The
multimeter measurements confirm that the current signal being measured is
relatively noise free at this measurement scale. The analog circuit amplifying
the voltage signal from the sense resistor was scaled to measure current in
the range of 0 to 5 A in this demonstration.
In theory, an ideal 10-bit ADC would be capable of yielding a measurement
resolution of
5A
210
= 4.9mA. (4.1)
However, it can be seen in Fig. 4.1 that the ADC measured values have
around 25 mA of noise. In combination with a similar noise level on the
voltage measurements obtained with the ADC, this fluctuation in current
measurement values prevented accurate measurements of the dithering power
ripple.
To solve this challenge, a windowing technique is employed in which the
AC ripple of the signal is amplified until it fills a large enough section of
the ADC to yield an accurate measurement, while the DC component is
scaled to fit the signal into the range of the ADC. As shown in Fig. 4.2, the
advantage of windowing is that the entire range of the ADC can be focused
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Figure 4.2: Small AC current ripple above large DC offset.
on a relatively narrow range around the AD signal ripple which moves as the
DC value of the signal shifts. This allows a high resolution measurement of
the AC signal while the DC component is measured using the known offset
applied to the ADC window [41, 42].
It should be noted that the concept of enhancing the performance of ana-
log sensing through digital assistance is widely used today in analog IC de-
sign [43], and that the concept has been proposed as early as 1960 [44]. In
this work, we propose a low-cost method for increasing voltage and current
sensing resolution using digitally-assisted windowing techniques implemented
with discrete analog components.
The amplification and windowing process is illustrated in Fig. 4.3 for a
sinusoidal wave. Initially both the AC and DC components of the signal are
small relative to the ADC range. If the amplification required to achieve an
accurately measurable AC signal were performed directly, the total magni-
tude of the signal would be far out of the range of the amplifier rails and the
ADC as shown in the second figure. By adding an adjustable negating bias
to the last stage of the amplification, the AC signal is both amplified and
moved into the range of the ADC.
Figure 4.4 shows a functional schematic of the windowing system. In this
example, vsense represents the voltage signal coming from either the current
sense resistor or the scaled voltage at the input of the converter. This signal
is multiplied by a gain which will scale the AC component of the signal until
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Figure 4.3: Process of signal amplification and windowing.
Figure 4.4: Conceptual depiction of biasing circuit.
it occupies a sufficient portion of the relative range of the ADC to obtain
an adequate measurement resolution. To reduce the DC level of the signal
into the absolute range of the ADC, a DC magnitude is subtracted from the
signal as illustrated. The biasing voltage is identified as Vbias and the biasing
gain as kbias.
4.2 Design of Current Windowing Circuit
The circuit implementation of Fig. 4.4 for current measurement is shown in
Fig. 4.7 on page 37. In order to allow the use of a low-cost differential op-
amp, current sensing is accomplished on the return path from the converter
to the panel. To ensure stability and speed of response, the amplification is
distributed over two stages as is common for high-gain amplification circuits
[45]. Additionally, if the entire amplification process were accomplished in a
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single operation, the resulting signal would be far above the rail voltage. In
this design, the first stage provides about half of the amplification required
and the second stage completes the amplification process and subtracts the
negating bias. Because the DC negating bias must be adjustable, it is sup-
plied by a filtered PWM signal from the microcontroller. The windowed and
amplified current signal is identified as vwin,i.
4.2.1 Calculation of Maximum Current Scaling Factor
Because the goal of amplification in this situation is to obtain better reso-
lution in ADC measurements, the signal amplification and biasing gains are
defined in terms of the fraction of the full ADC range which the AC com-
ponent of the signal will occupy after amplification is complete. This ratio
is identified as the scaling factor or s. For example, if a signal is assigned
an s of 0.5 in a system with a 2.5 V referenced ADC, the final peak to peak
amplitude of the signal will be 1.25 V.
The determination of the maximum scaling factor requires consideration
of the final objective and system constraints. The net result of the current
signal amplification process is shown in Fig. 4.3 and can be represented as
kgainRsense(I + i˜) = kdc I Rsense + kac i˜ Rsense. (4.2)
The terms kdc and kac represent the final gain of the AC and DC compo-
nents respectively. Defining a scaling factor (s) which is the percentage of
the ADC range (rADC) filled by the AC signal, the final magnitude of both
the AC and DC components can be expressed as
Adc =
rADC
2
and Aac = rADC s. (4.3)
The notation i˜ represents the peak to peak amplitude of the AC component
of the panel current and Adc, Aac the magnitude of the amplified DC and AC
current signal respectively.
The implemented current signal biasing circuit achieves a lower effective
amplification of the DC signal by applying a negative DC bias. After the
amplification process, the DC component should be centered in the ADC
range. This means that the final DC magnitude can be described as
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Figure 4.5: AC current signal on the edge of the ADC window.
Adc = kgainRsenseI − kbiasVbias = rADC
2
. (4.4)
After amplification the AC signal should fill the proportion of the ADC
range defined by the scaling factor (s). Therefore, the final AC magnitude
can be described by
Aac = kgainRsensei˜ = rADC s. (4.5)
Since it is the AC signal which dictates the amount of amplification re-
quired, total gain required to amplify the signal can be represented as
kgain =
s rADC
i˜Rsense
. (4.6)
The numerator of (4.6) gives the final peak-to-peak amplitude of the AC
signal and the denominator is the magnitude of the measured signal before
amplification. Substituting this definition into (4.4) and solving for Kbias
gives the bias gain required to ensure that the maximum DC current signal
(ImaxRsense) can be centered in the ADC range by the maximum available
bias voltage. Therefore the total required bias can be defined as
kbias =
s rADCImax
i˜ Vbiasmax
− rADC
2Vbiasmax
. (4.7)
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As the DC level of the panel current rises and falls, Vbias will be adjusted by
the microcontroller to shift the AC signal into the range of the ADC. Figure
4.5 shows the AC component of the current ripple signal when the DC current
has been lowered to the point that the lower limit of the signal is nearing the
lower bound of the ADC input range. It can be seen that when the AC signal
is at the edge of the ADC range, the available area the signal can be shifted
into is equal to the range of the ADC minus the peak-to-peak amplitude of
the AC signal. This means that the resolution of the microcontroller PWM
signal must be fine enough that a shift in the bias voltage does not move the
AC signal out of the ADC window. Therefore the constraint for maintaining
the signal within the ADC range throughout a shift of Vbias is given by
rADC − kgainRsensei˜ ≥ kbias∆Vbias. (4.8)
Using (4.6) and (4.7), equation (4.8) can be stated in terms of ∆Vbias and
converter parameters which are independent of the filter and amplification
circuit. This result can be stated as
rADC − s rADC ≥ (s rADCImax
i˜Vbiasmax
− rADC
2Vbiasmax
)∆Vbias. (4.9)
Solving (4.9) for s yields
s ≤ i˜ (2Vbiasmax + ∆Vbias)
2(˜i Vbiasmax + Imax∆Vbias)
, (4.10)
which is the limit on the amplification which may be performed on the AC
signal.
Figure 4.6 plots equation (4.10) over a range of bias voltage resolutions
(∆Vbias). This example uses a converter with an Imax of 4 A and an i˜ of 125
mA measured using a 0.01 Ω sense resistor, with a maximum Vbias of 3.25 V.
As long as the scaling factor of the AC signal is selected within the shaded
region corresponding to the available bias resolution, it will be always be
possible to bias the AC signal within the range of the ADC.
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Figure 4.6: Shaded area represents the region of workable scaling factors for
a given resolution of bias signal.
Figure 4.7: Current signal amplification and biasing circuit.
4.2.2 Design of Current Amplification Biasing
With the maximum scaling factor defined, the op-amp biasing design can
be determined. Using the required gain and bias given by (4.14) and (4.7),
the design of the circuit in Fig. 4.7 can be accomplished. The relationship
between the signal from the sense resistor (vsense,i) and the output of the
amplification circuit (vwin,i) in Fig. 4.7 is given by
vwin,i = −R4
R5
Vbias + vsense,i
(
1 +
R2
R1
)(
1 +R4
R3 +R5
R3R5
)
. (4.11)
Selection of resistor values may begin by setting R1 and R2 such that
the gain of the differential amplifier is about half of kgain, which is the total
system gain. To design the second stage, R4 can be selected to be a reasonable
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arbitrary value, and R5 selected to set the appropriate kbias. Finally, R3 will
be selected such that the parallel combination of R5 and R3 satisfies the
gain requirement of the second-stage amplifier which will be the remainder
of kgain not provided by the stage. It is important to note that the positive
gain on the second stage amplifier must be larger than the negative gain. If
this condition is ignored the calculated resistance values will be negative.
4.3 Calculation of Maximum Voltage Scaling Factor
The process of windowing of the panel voltage ripple is different than the
current ripple in that the panel voltage will usually change by less than 50%
from open circuit to low power MPP. This stands in contrast to panel current
which can change by more than an order of magnitude as insolation changes
[46]. For this reason it would seem to be possible to use a fixed bias voltage
instead of a variable PWM generated voltage. Unfortunately, this approach
prevents adequate amplification of the ripple signal. For completeness, this
will be demonstrated by the following analysis.
If a constant bias voltage were to be used, the AC portion of the voltage
signal will be oscillating in the lower portion of the ADC range when the
panel voltage is at its lowest and at the top of the ADC range when the
ADC voltage is at its highest. The voltage divider ratio will be referenced as
n and the minimum and maximum PV panel voltages expected as Vmax and
Vmin respectively. Referencing Fig. 4.5, it can be seen that in order for this
condition to hold the amplitude of the DC voltage signal must satisfy both
kgainVmin n− kbiasVbias ≥ s rADC
2
, (4.12)
and
kgainVmax n− kbiasVbias ≤ rADC − s rADC
2
. (4.13)
Equation (4.12) specifies that the minimum DC signal should be at least
one half the ripple above ground so that none of the AC signal is cut off.
Similarly, (4.13) identifies the maximum acceptable DC level as one half of
the AC component below the top of the ADC range. This will place the
top of the AC component at the top of the ADC range and ensure that no
information is lost.
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Just as in (4.6), the desired signal gain is dictated by the size of the voltage
ripple and the fraction of the ADC to be filled. Therefore the gain can be
defined as
kgain =
s rADC
v˜ n
, (4.14)
where v˜ is again the signal peak to peak amplitude.
The negative gain required to move the highest voltage signal into the
ADC range can be found by substituting (4.14) into (4.13) and solving for
Kbias. This results in
kbias =
rADC
Vbias
(
s v˜ + 2 s Vmax − 2v˜
2v˜
). (4.15)
If kbias is too large the AC signal will be shifted to zero when the panel
reaches its minimum voltage. Because kneg is proportional to overall amplifi-
cation and hence to the scale factor s used, a limitation on kneg is a limitation
on s. To identify the maximum possible scaling factor, (4.14) and (4.15) can
be substituted into (4.12). By replacing the gains in (4.12) with functions
of s this relationship is found to be
kgain(s) Vminn− kbias(s) Vbias ≥ s rADC
2
. (4.16)
Solving for s, the restriction on scaling factor is found to be
s ≤ v˜
v˜ − Vmin + Vmax . (4.17)
Equation (4.17) sets the limit on signal amplification for the set bias-point
approach to voltage signal windowing. As an example, consider a system
with a 100 mV PV voltage ripple, a Vmax of 20V and a Vmin of 14V. In
this case, the maximum scale factor that can be achieved is 1.6%, as per
(4.17), which equates to a 40 mV ripple signal at the input of an ADC with
a max range of 2.5 V. In a low cost ADC on space constrained converter
board this ripple magnitude will typically be insufficient for efficient MPPT.
Therefore, the single-bias approach will not allow high enough amplification
for adequate ADC measurement resolution.
In order to obtain a higher available amplification for accurate measure-
ment, one approach is to use a compound bias circuit consisting of both a
constant bias and an adjustable PWM generated bias. The compound bias
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approach was used in this design because it was found that the required kbias
for a system with a single PWM bias at the available PWM voltage level was
larger than the required kgain. This made the hardware impossible to design.
The compound bias allows one bias voltage to be higher than the max PWM
bias voltage, which in turn reduces the required kbias and makes the circuit
feasible. The operating premise of the circuit is that the constant bias signal
is used to position Vmin in the lower portion of the ADC range. Then, as
panel voltage is increased, the adjustable PWM bias is used to perform signal
windowing. The compound bias circuit is shown in Fig. 4.8.
Provided a compound biasing approach is required, the maximum scaling
factor for the voltage signal using a compound bias circuit can be calculated
in much the same way as for the current case discussed previously. The signal
gain required for signal amplification is found to be
kgain =
s rADC
v˜ n
. (4.18)
The steady-state bias gain is set to position the AC signal in the middle
of the ADC window when the DC panel voltage is at its lowest value. This
can be represented as
kgainVmin n− Vbias,1kbias,1 = rADC
2
. (4.19)
The notation n again gives the resistive divider ratio used to scale the panel
voltage into the range of the opamp. With this relationship, the required
steady-state negative gain can be found to be
kbias,1 =
Vmin s rADC
Vbias,1v˜
− rADC
2Vbias,1
. (4.20)
With the constant bias gain set, the gain required for the variable bias
voltage (kbias,0) can be determined. The adjustable bias must be able to
center the highest panel voltage in the range of the ADC in combination
with the steady-state bias, or
kgainVmax n− Vbias,1kbias,1 − Vbias,0kbias,0 = rADC
2
. (4.21)
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Figure 4.8: Circuit for the biasing and amplification of the voltage signal.
This results in
kbias,0 =
s rADCVspan
Vbias,0max v˜
, (4.22)
where Vspan = Vmax − Vmin.
With all gains defined, the limitation on the voltage shift can be applied as
was done in the amplification of the current signal. As previously discussed,
the changing variable bias voltage (Vbias,0) must be able to shift the amplified
signal into the range of the ADC without shifting it beyond the ADC limits,
or
rADC − kgainv˜ n ≥ kbias,0∆Vbias,0. (4.23)
By substituting the (kbias,0) into this equation and solving for s, the maximum
scaling factor can be determined to be
s ≤ v˜ Vbias,0max
v˜ Vbias,0max + ∆Vbias,0Vspan
. (4.24)
4.3.1 Design of Voltage Amplification Biasing
After determining the required amplification gain in (4.14), as well as the
value of both biases needed to center the voltage signal in the range of the
ADC as was done in (4.20) and (4.22), the design of the voltage amplification
circuit can be accomplished. The voltage amplification circuit is implemented
as shown in Figure 4.8. The output of this circuit is given by
vwin,v = vsense,v
(
1 +
R4
R3
+
R4
R5
+
R4
R6
)
− Vbias,0R4
R5
− Vbias,1R4
R6
, (4.25)
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where vwin,v is the output of the voltage signal windowing circuit. Again, R4
can be chosen arbitrarily, R5 and R6 chosen to create the required biasing
gains, and finally, R3 will be calculated to produce the required positive gain
needed to amplify the signal.
In addition to amplification and biasing, the second stage current signal
amplifier and the voltage signal amplifier can also incorporate an active low-
pass filter if needed.
4.4 Analysis of Windowing Benefits
The final effect of the implemented windowing system is shown in Fig. 4.9.
It is clear that the windowed measurement has a far finer resolution than the
original measurement sweep. The source of this resolution improvement is
illustrated in Fig. 4.10. The left side of Fig. 4.10 shows the measurement
resolution achievable using a hypothetical 4-bit ADC. Although 4-bit ADCs
would not be used in practice, it serves as a clear illustration. It is evident
that the current measurement resolution is undesirably coarse when the entire
0 to 5 A range is scaled into the range of the 4-bit ADC. Specifically, the
measurement resolution can be found to be
∆imin =
5A
24
= 312.5 mA. (4.26)
If an external windowing circuit is used, the number of available values
scales by the number of windows and therefore the size of the minimum cur-
rent measurement also scales by the number of windows. When the window-
ing voltage bias is provided by a filtered PWM signal, the number of windows
available is limited by PWM resolution. However, even with marginal PWM
resolution, the increase in effective ADC resolution can be significant. For
example, if 32 native PWM duty ratios are available, then the effective ADC
resolution increases 32 fold.
For a 10 bit ADC, the use of 32 windows can numerically increase the
resolution to the equivalent of a 15 bit ADC. In practice, the increase will
be smaller because the windowing intervals will be overlapped to provide
continuity. When the input signal approaches the limits of a given range,
the window is shifted up, and the full span of ADC values are available to
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Figure 4.9: Windowed current measurements.
Figure 4.10: Windowed measurements increase available resolution.
measure the limited range of current in the window. The full magnitude of the
current signal is then determined based on the window position the system
is operating at. If it is possible to use 32 windows, the current resolution in
this example would theoretically scale as
∆imin =
5 A
24 ∗ 32 = 9.8 mA. (4.27)
Due to the large amount of EMI present in a small, low cost, power con-
verter, it will frequently be discovered that the theoretical single bit resolu-
tion of the microcontroller ADC is below the noise floor of the system and
therefore the minimum accurately detectable change may be significantly
larger than the theoretical limit. Situations such as this make measurement
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windowing especially beneficial. The increase in effective measurement reso-
lution seen in Fig. 4.9 can also be quantified on a statistical basis in order
verify the benefits of performing measurement windowing.
Intuitively it is clear that measurement noise decreases the usable resolu-
tion of a measurement system. One way of quantifying the effects of noise
on system measurements is called the noise-free code resolution of a system.
The noise-free code resolution is the DC equivalent of the effective number
of bits (ENOB) utilized in AC measurement scenarios. The noise-free code
resolution defines the highest flicker-free resolution available with a system
[47].
The noise-free code resolution can be determined experimentally by taking
a large number of measurements of a DC test signal. The set of measurements
will have some distribution in measurement values due to input referred noise
of the ADC and system. In order to avoid the effects of differential nonlin-
earity errors and as well as value-dependent changes in the distribution of
the measurement pool, it is frequent practice to perform the DC measure-
ment at several locations in the span of the measurement system [48]. The
measurement sets can then be normalized and averaged together to obtain
an accurate representation of the measurement variation caused by input
referred noise.
Based on these binned measurements, the number of noise-free values from
the measurement system can be found to be
V aluesnoise free =
2N
Input Noisep−p,LSBs
, (4.28)
where N is the number of bits in the system, and the denominator is the peak
to peak value of the input referred noise found from the measurement data.
Under the assumption that the noise has a normal distribution, a large set of
properly averaged values will also be expected to have a normal distribution.
The peak to peak value of the input referred noise can then be found by
multiplying the standard distribution of the data (σ) by 6.6 [47]. In this
case, the number of noise-free bits would be the log2 of (4.28), or
Bitsnoise free = log2
(
2N
6.6 σ
)
. (4.29)
Fig. 4.11 shows the histogram of one thousand DC current measurements
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Figure 4.11: Histogram of windowed and unwindowed measurements.
for the system used in this project in both the windowed and unwindowed
arrangement. Using Matlab, the standard distribution (σ) of the unwindowed
data was found to be 0.997 LSBs. Therefore the number of unwindowed
noise-free bits can be found to be
log2
(
210
6.6 ∗ 0.977
)
= 7.31 Bits. (4.30)
Based on (4.30), the minimum resolvable change in panel current without
windowing can be found to be
5A
27.31
= 31.5 mA. (4.31)
This value is very close to the 25 mA fluctuation observed in Fig. 4.1.
With the windowing applied, the current measurements still have a broad
distribution; however, as shown in Fig. 4.11 the relative significance of the
distribution will be smaller because each LSB in the measurement holds a
smaller value due to the windowing [49]. The standard distribution for the
windowed measurements was found to 1.97 LSBs. This is likely due to the
noise picked up by the additional components used to perform windowing.
The calculation of the windowed noise-free code resolution is similar to the
unwindowed calculation except the numerator now contains the total number
of LSBs in the system range instead of the number of LSBs in the ADC alone.
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Thus the number of noise-free bits is
Windowed Bitsnoise free = log2
(
2N ∗ windows− overlapped bits
6.6 ∗ σwindowed
)
.
(4.32)
The number of noise-free bits in this implementation was thus calculated to
be
log2
(
16, 450
6.6 ∗ 1.97
)
= 10.3Bits. (4.33)
Therefore the minimum noise-free resolvable step in current is found to be
5A
210.3
= 4.0mA. (4.34)
This improvement in effective current resolution enabled the measurement
of the dithering power ripple and allowed the implementation of DDRCC.
4.5 Full Magnitude Measurement Requirements
Although high accuracy in the DC power measurement is not required be-
cause DDRCC evaluates the difference in power and not the absolute quan-
tity, the DC value of panel power cannot be completely ignored as can be
seen in the following analysis.
As is shown in (3.18), DDRCC updates the operating point of the converter
based on a measured ∆P . This can be stated as
∆P = P2 − P1 = P (RdTd)− P (0). (4.35)
The new current and voltage values will be the original ones plus some per-
turbed quantities:
∆P = (V + v˜)(I + i˜)− V I. (4.36)
Expanding (4.36) leads to
∆P = V I + V i˜+ v˜I + v˜i˜− V I, (4.37)
and
∆P = V i˜︸︷︷︸
+ +
+ v˜I︸︷︷︸
− +
+ v˜i˜︸︷︷︸
− +
. (4.38)
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It is evident that the last two terms in (4.38) will always be negative
because voltage falls over the interval of high duty ratio and thus v˜ < 0 while
i˜ > 0 and I > 0. Therefore if the starting values V and I are ignored, ∆P
will always be negative, preventing DDRCC from converging to the maximum
power point. While the absolute DC accuracy is thus not essential because of
the multiple order of magnitude difference between the DC and AC terms, the
DC term must nevertheless be included in the DDRCC tracking algorithm
for proper operation. This means that when DDRCC is implemented using a
windowed measurement technique, the DC component of current and voltage
(or the amount of bias applied to window the current and voltage signal) must
be taken into account in power measurements.
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CHAPTER 5
HARDWARE IMPLEMENTATION OF
DDRCC
5.1 Dithering Sequence
One practical detail associated with DDRCC is that the system must always
have a dithering ripple with which to perform tracking. When the desired
duty ratio corresponds to one of the native duty ratios, most dithering im-
plementations would stop dithering and run at a constant duty ratio. This
would eliminate the dithering required for RCC, however, and must be pre-
vented.
In this implementation, the required dither is ensured by entering a 3-
way mode in which the instantaneous duty ratio is switched between the
native resolution value needed and the native values above and below. In
practice, the three-way mode must be extended beyond the single value at
which it is required to maintain ripple in order to maintain the continuity
of the average signal. When the average duty ratio has increased past the
transition region, the system will return to two-way dither. This sequence
of increasing the dithering ratio and then using a 3-way pattern repeats as
the average duty ratio is increased. The transition to three-way mode and
the timing of transitions during the three-way mode are chosen such that the
average duty ratio increases linearly.
Fig. 5.1 shows a simulated plot of the instantaneous PWM duty ratios used
as the average duty ratio (Davg) is after every dithering cycle. The y-axis of
Fig. 5.1 gives the instantaneous duty ratio of the converter and the x -axis
indicates the length of time the converter runs at that duty ratio to yield a
linearly increasing Davg. In this example the PWM counter is running at 8
MHz, and the converter at a switching speed of 250 kHz. Therefore, there
are 32 clock pulses per PWM period, and a native duty ratio resolution of
3.13%. However, by adjusting the amount of time the converter operates at
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Figure 5.1: Average duty increment process. Plot shows the sequence of
instantaneous duty ratios the converter will use to increase the average
dithered duty ratio from 18.75% to 21.88%. Close-up on the right shows
the three-way transition used to maintain ripple.
the native duty ratios of 18.75% and 21.88%, the average duty ratio can be
set at an intermediate value. In Fig. 5.1, the converter is averaging over 40
PWM switching cycles. Therefore, as seen in (3.2) the average effective duty
ratio resolution is increased to 0.078%.
It is worth noting that the continual forced oscillation around the MPP
which occurs in three-way mode has the potential to reduce the efficiency of
the panel because the panel is perturbed from the true MPP. However, this
is also the case for most other MPPT algorithms (e.g. P&O and incremental
conductance in practical implementations). Excellent analysis has been done
on evaluating ripple-induced power loss in a general case [50, 51]. In a proper
implementation of DDRCC, the additional losses created by the dithering
ripple will be minimal. Because the dithering ripple is at a much lower
frequency than the switching ripple it is easier to measure than the switching
ripple, and consequently the dithering ripple can be made sufficiently small to
minimize power loss, while still being measurable for the tracking algorithm.
5.2 Generation of Dithering Sequence
The duty ratio of a microcontroller-generated PWM signal is specified by
setting a capture-compare register (CCR) in the PWM module. As discussed
in Section 2.4.1, when the PWM timer is equal to this register value, the
PWM output changes state. The PWM output then resets when the timer
reaches its maximum value. The question of determining the sequence of
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Table 5.1: Example PWM dithering sequence. There are 8 steps in the
sequence and each step is an increase of 1/4 of a native duty ratio step.
Step Run Length SL CCR Instantaneous Value CCRAV G
HC MC LC CCRH CCRM CCRL
0 3 2 3 8 2 1 0 1.000
1 4 1 3 8 2 1 0 1.125
2 4 2 2 8 2 1 0 1.250
3 5 1 2 8 2 1 0 1.375
4 4 0 4 8 2 0 1 1.500
5 2 1 5 8 3 2 1 1.625
6 2 2 4 8 3 2 1 1.750
7 3 1 4 8 3 2 1 1.875
duty ratios needed for effective dithering can be stated in terms of the CCR
value which will be used at each stage in the dithering sequence. To restate,
defining the CCR value for a given dithering stage is equivalent to defining the
native duty ratio at which the converter will run. In the following discussion,
the equivalent duty ratio can be calculated for a given CCR value as
CCR
Fclk
Fpwm
× 100%. (5.1)
Note that the ratio in the denominator is the number of clock cycles per
PWM cycle.
Table 5.1 shows an example sequence for incrementing the average duty
ratio while maintaining ripple using a 3-way approach. The process of incre-
menting the duty ratio proceeds through the sequence steps (SS) 0 through
7. The run-length coefficients, which are designated as the high coefficient
(HC), mid coefficient (MC), and low coefficient (LC) in the second through
fourth columns, give the number of switching cycles the converter will run
using the high, middle, and low CCR values. That is, the number of switch-
ing cycles the converter will run at the high, medium, and low duty ratios.
The sixth through eighth columns (CCRH , CCRM and CCRL) designate
duty ratios which will be used at each step of the dithering sequence. In
Fig. 5.1 the converter is dithering between duty ratios of 15.63%, 18.75%,
and 25% which pertain to the values set in the CCR at each stage in the
dithering sequence (CCRH , CCRM and CCRL). Initially CCRH , CCRM
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and CCRL are assigned a starting value near zero, and then incremented
as the average duty ratio of the converter is increased. The average duty
ratio is increased by looping through each of the sequence steps in Table 5.1.
Each time the sequence step is equal to the max value, the controller will
loop to zero and continue. The three capture and compare values (CCRH ,
CCRM and CCRL) will be incremented each time they are incremented in
the example sequence of Table 5.1.
Table 5.2: Longer example PWM dithering sequence. The sequence length
(SL) is 16 and each step increases the average CCR value by 1/16 of a
native duty ratio step.
Step Run Length SL CCR Instantaneous Value CCRAV G
HC MC LC CCRH CCRM CCRL
0 7 2 7 16 2 1 0 1.000
1 8 1 7 16 2 1 0 1.063
2 8 2 6 16 2 1 0 1.125
3 9 1 6 16 2 1 0 1.188
4 9 2 5 16 2 1 0 1.250
5 10 1 5 16 2 1 0 1.313
6 10 2 4 16 2 1 0 1.375
7 11 1 4 16 2 1 0 1.438
8 8 0 8 16 2 1 1.500
9 4 1 11 16 3 2 1 1.563
10 4 2 10 16 3 2 1 1.625
11 5 1 10 16 3 2 1 1.688
12 5 2 9 16 3 2 1 1.750
13 6 1 9 16 3 2 1 1.813
14 6 2 8 16 3 2 1 1.875
15 7 1 8 16 3 2 1 1.938
In certain situations, it may be advantageous to adjust the dithering se-
quence length to change the tracking speed and ripple size of the system.
With panel power and load held constant, the ripple size will be proportional
to the length of the dithering sequence. Additionally, adjusting the ripple
size will influence the constraints on power measurement timing. A shorter
dithering sequence, and higher dithering frequency, will result in tighter mea-
surement timing requirements. An example of a 16 step dithering sequence is
given in Table 5.2. Both Tables 5.1 and 5.2 consist almost entirely of three-
way dithering which was found to yield a more consistent ripple throughout
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the dithering sequence as opposed to moving back and forth between a 3-
way and a 2-way pattern. This can be understood by observing that when in
3-way mode the converter moves between 3 duty ratios with extreme values
2 steps apart. When the converter is operating in 2-way mode the con-
verter changes between two adjacent duty ratios and therefore the slope of
the change in average current and voltage will be smaller. By operating
continuously in 3-way mode, the changes in the ripple shape are minimized.
The calculation of HC , MC , and LC for each sequence step was initially ac-
complished experimentally. The following observations will allow additional
sequences to be generated easily. While selecting the run-length coefficients,
it is beneficial to keep HC and LC from being too large or too small. Using
extreme values will result in the converter ripple being asymmetric because
of the disproportionate amount of time the converter is operating at a single
duty ratio. In Table 5.2, HC and LC are within the range of 4 to 11.
The following guidelines outline one method of obtaining a dithering se-
quence.
• Select an even SL. This is the total number of steps in the dithering
sequence.
• The 2-way operating point occurs at the sequence step located at one
half of the sequence length.
• The value of MC begins at 2 and alternates between 2 and 1 moving
down the list except for being zero at the 2-way operating point.
• The initial values of HC and LC are each half of the difference between
SL and MC . The initial LC value is repeated once, while HC increments
immediately. Both values are then updated every other sequence step,
with HC increasing and LC decreasing.
• After the 2-way sequence step, the current HC and LC values reverse
places and then continue the pattern outlined above.
• After the last sequence step (SL − 1), the run-length coefficients loop
to the beginning of the sequence. The only discontinuity occurs at the
3-way, 2-way transition.
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Figure 5.2: Schematic of the buck converter used for DDRCC verification.
5.3 Prototype
Figure 5.2 shows a schematic of the buck converter along with the window-
ing and filtering circuit used to demonstrate DDRCC. Amplification biasing
resistors were calculated as discussed in Chapter 4. The DDRCC control for
the buck converter was implemented on an MSP430G2955 microcontroller.
The G2955 microcontroller is part of Texas Instruments’ Value Line series.
It was chosen to demonstrate the minimal hardware required to perform
DDRCC. The microcontroller uses a filtered PWM signal to set Vbias,v2 and
Vbias,i1. The bias at Vbias,v1 is set at a DC reference of 12V. A photograph
of the prototype converter is shown in Fig. 5.3, and key windowing compo-
nent values are given in Table 5.3. Full schematics and gerber images for the
second generation of the PCB are located in Appendix B
5.4 Experimental Results
To verify the performance of DDRCC, MPP convergence was tested in the
laboratory under repeatable conditions. Many MPPT algorithms can be
tested using a PV panel emulator; however, in DDRCC the panel response at
the dithering frequency is critical for proper operation and therefore artificial
illumination was used [52, 22]. Illumination for the tests was provided by
DC powered halogen lights to eliminate the 120 Hz ripple in panel power
caused by AC powered illumination. The complete test setup is depicted
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Figure 5.3: Photo of DDRCC MPP tracker prototype.
Table 5.3: Key component values for prototype converter.
Device Value/Model Manufacturer
Micro MSP430G2955 TI
Op amp OPA4364AID TI
DrMOS FDMF6707VCT-ND Fairchild
Lin Reg 9V UA78L09ACPK TI
Lin Reg 3.3V TPS77301DGK TI
Rsense 0.01 Ω Yageo
Lbuck SER2915H, 22 µH Coilcraft
Cin 88 µF Taiyo Yuden
Cout 20 µF Taiyo Yuden
C1,2 8200 pF
R3,10 261 Ω
R1, R2, R4 25.5 kΩ, 5.1 kΩ, 28 kΩ
R5, R6, R7 6.2 kΩ, 11 kΩ, 49.9 kΩ
R8, R9, R11 52.3 Ω, 1 kΩ, 4.32 kΩ
R12, R13 2 kΩ, 49.9 kΩ
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Figure 5.4: Converter test setup.
in Fig. 5.4. The temperature of the panel was measured and allowed to
stabilize before all measurements [53]. The panel maximum power point was
identified for each illumination level by an automated I-V sweep conducted
with an HP6060B electronic load and Agilent 34410A multimeters to measure
current and voltage. After measuring Pmax, the converter was started and
allowed to converge to the MPP.
5.4.1 DDRCC Waveforms
Figure 5.5 shows the operation of the converter when it is rippling with an
average duty ratio below DMPP (5.5a), at DMPP (5.5b), and above DMPP
(5.5c). Arrows on each graph highlight the logic waveform at the top of the
screen which marks the intervals of high duty ratio.
As outlined by (3.18), the DDRCC algorithm measures converter input
power at time t = 0 and t = RdTd corresponding to the beginning and end
of the period of high duty ratio. During this interval, the average panel
current flowing into the converter rises, and the average panel voltage falls.
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(a) Below MPP (b) At MPP (c) Above MPP
Figure 5.5: Oscilloscope screenshot of dithering voltage, current, and power
waveforms. Note: dc levels are shifted in each plot for suitable viewing, and
current scale on right plot has been increased.
If P(0) is less than P(RdTd), it is clear that the panel MPP exists at some
higher current and average duty ratio than the present operating point. This
situation is shown in Fig. 5.5a. As indicated by (3.18) the DDRCC algorithm
will raise the average duty ratio of the converter.
When P(RdTd) is equal to P(0), a point of peak power has occurred during
the interval and the converter is operating at the maximum power point. This
is the case shown Fig. 5.5b. In this instance, the difference portion of (3.18)
will evaluate to approximately zero and, with a tolerance implemented, the
average duty ratio of the converter could be left unchanged.
Figure 5.5c shows the operation of the converter when the duty ratio is
above the MPP. It is evident that P(RdTd) is lower than P(0), which means
that the average value of the duty ratio must be lowered to reach the maxi-
mum power point as indicated by (3.18).
The MPP convergence of the DDRCC algorithm was tested using simple
signal scaling of current and voltage signals for power levels below 6 W on a 20
W, 12 V poly-crystalline silicon PV panel from Kuang U Technology Group.
The effective illumination received by the panel ranged from approximately
130 W/m2 to 290 W/m2. For the higher power (25 W) measurement, a
windowing and scaling circuit was used that provided high resolution ripple
measurement over a wide DC amplitude range. This test was conducted
on an EC-102 poly-crystalline solar panel from Evergreen Solar set up for
operation at 21 V. The effective illumination was 350 W/m2.
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Figure 5.6: Plot of current and voltage as DDRCC converges to MPP.
Accurate sensing is typically more challenging at low power levels, owing
to the reduced signal amplitudes. The experimentally verified successful
tracking (with high efficiency) at such low power levels thus demonstrates
the robustness of the proposed technique, even for small signal amplitudes.
At higher power levels, when the analog windowing technique is applied,
the value of the DC voltage and current does not affect the ability of the
system to measure the difference in power, thereby providing a scalable power
measurement with high precision over a wide range of DC operating points.
The proposed method thus scales to high power levels, although we note that
the benefits of DDRCC are most prominent on low-power hardware, where
cost and size constraints are limiting factors.
5.4.2 DDTCC Tracking Results
Figure 5.6 shows panel current and voltage as the duty ratio of the converter
is raised to DMPP in the 25.4 W test. In this implementation, the duty ratio of
the converter is adjusted at each dithering cycle or every 16 PWM cycles. By
decreasing the number of PWM cycles per dithering cycle the convergence
speed could be increased. As shown in (3.2) this would also decrease the
effective control resolution of the converter. Figure 5.7 shows a plot of panel
power vs. time as panel power converges to the MPP.
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Figure 5.7: Plot of power as DDRCC converges to MPP.
Another way to view the ability of DDRCC to track the maximum power
point is shown in Fig. 5.8. This figure shows the measurements taken by
the microcontroller as the average duty ratio of the converter is raised up to
and past the MPP duty ratio for the panel operation conditions. The solid
thin line, marked as P (0), plots the power measured by the microcontroller
at the beginning of the dithering cycle when panel current is at a minimum.
The dashed line marks the power measurements taken by the controller at
the transition from high to low duty ratio, P (RdTd), when the panel current
is at the highest value of the dithering cycle. It can be seen that the power
measurements taken at t = 0 in the dithering cycle are lower than those
taken at t = RdTd until the MPP current is crossed. After this point the
power measurements taken at higher current (t = RdTd) are lower than
those taken at the beginning of the dithering cycle (t = 0). This transition
in the phase difference between the highest power and highest current of the
dithering cycle allows the controller to find the maximum power point. As in
other MPPT methods, care must be taken to avoid quantization noise and
switching-noise induced power traps [26], which can impact performance.
The proposed method is potentially less likely to be impacted by power
traps, owing to the continuous dithering that has the potential to move the
operation out of local traps. More work, however, is needed to fully quantify
this potential benefit of the DDRCC technique in this regard.
The DDRCC method is intended for use at low power levels such as sub-
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Figure 5.8: Microcontroller power measurements at transitions in dithering
cycle over panel operating range.
module MPPT or mobile applications, where size and cost drive the designs
to high switching frequency, and low-power, low-cost control hardware is
employed. If the system tested were to be scaled to higher power levels, the
response time to a step in insolation will be linearly proportional to the step
in power. Since the algorithm re-evaluates the panel operating point every
dithering cycle, and adjusts the duty ratio every dithering cycle, the exact
response time will be dependent on the duty step size of the implementation
as well as the system current and voltage levels.
Table 5.4: Experimental tracking efficiency.
Pmpp [W] DDRCC ηMPPT P&O ηMPPT
25.442 99.30% 97.40%
5.8755 99.87% 97.55%
4.6368 99.84% 97.89%
3.2238 99.97% 96.82%
2.6085 99.50% 97.04%
A comparison between the tracking efficiency of undithered perturb and
observe (P&O) and dithered DDRCC is shown in Table 5.4. Tracking ef-
ficiency (ηMPPT ) is as defined in (3.19). These data points were acquired
using automated triggering of Agilent 34410A multimeters to average the
power flowing into the converter for several seconds after the converter has
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converged to the MPP. It can be seen that the DDRCC tracking efficiency is
excellent over the range tested, and an average of 2.5 percentage points higher
than undithered P&O. Both algorithms were tested at a microprocessor clock
speed of 8MHz and a 250 kHz converter switching frequency. These results
demonstrate that DDRCC is able to achieve an average of 3.8X reduction
in tracking-error induced losses over undithered P&O, on identical hardware
even at standard panel power levels. The tracking accuracy of dithered P&O
would also be comparable to DDRCC, but an additional tracking delay would
be incurred as discussed in Section 3.3.2.
It should be noted that the circuit requirements for both algorithms are
the same, except for the cutoff frequency of the low-pass filter at the input
of the ADC and the measurement timing. When applying DDRCC control,
the objective of the low-pass filter is to remove extraneous switching noise.
It is not necessary to completely filter the switching waveform because the
ADC measurements are triggered by the PWM module and occur at the
same location in each dithering cycle. By sampling at approximately the
same location on each dithering cycle the switching waveform stays consistent
between samples and the change in the average ripple is observable. When
performing P&O, the low-pass filter is designed to remove both the switching
and dithering signal.
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CHAPTER 6
CONCLUSION
This thesis has reviewed the basic IV characteristics of PV panels, and shown
the need for continuous maximum power point tracking. Some of the primary
algorithms used for maximum power point tracking have been reviewed and
a few of their drawbacks discussed. The work of this thesis was motivated by
considering several of the qualifications of effective MPPT systems. Specif-
ically, it was shown that all effective systems must have adequate control
resolution to run precisely at the maximum power point as well as sufficient
tracking speed for the application. It was also shown that distributed max-
imum power point tracking systems present significant benefits in system
efficiency; however, the increased complexity of these systems tends to pose
challenges to the system control resolution in standard implementations.
Dithering digital ripple correlation control was reviewed as an ideal solu-
tion for MPPT in space and cost constrained converters. By carefully coor-
dinating the timing of power measurements in the ripple created by PWM
dithering DDRCC is able to obtain fast, accurate MPPT. Practical imple-
mentation of DDRCC required maintaining a dithering ripple at all times
through the use of a repeating dithering sequence.
Accurate measurement of the dithering power ripple required the imple-
mentation of a digitally-enhanced windowing circuit. The design of this
circuit was discussed as well as careful derivation of the amplification win-
dowing limits. It was shown that the windowing circuit provided significant
advantages in the measurement resolution of the MPPT system.
As was discussed, DDRCC MPPT is particularly well suited for low-cost,
distributed applications. One primary application in which DDRCC would
be beneficial would be wearable PV systems. In these applications DDRCC
would be implemented as part of an integrated power converter and max-
imum power point tracking system. The system would be customized to
minimize power consumption while maintaining control resolution through
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dithering.
The implementation of DDRCC is non-trivial; however, it does pose signif-
icant advantages in certain MPPT applications. It is hoped that the material
presented in this work will facilitate the development of future MPPT sys-
tems.
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APPENDIX A
SIMULATION DETAILS
The simulations in Fig. 3.7 were conducted using a PLECS PV panel and
buck converter model [54]. The photovoltaic panel model represents a 65 W,
BP365 panel and accepts an insolation command to determine the behavior
of its voltage dependent current source [55]. The PV model was combined
with a buck converter and a resistive load as shown in Fig. A.1. The circuit
is controlled using two C-Script blocks. The block on the left varies the
insolation level of the panel, and the C-Script block in the lower center of
Fig. A.1 monitors panel I and V and runs the DDRCC algorithm.
Both DDRCC and P&O were implemented with dithering, and the speed
versus tracking efficiency trade-off was accomplished by adjusting the number
of cycles the converter dithered over. For the P&O data points given in
Fig. 3.7, the number of dithering steps (N) was adjusted between 16 PWM
cycles and no dithering. The required delay between iterations of the P&O
algorithm was set to be the time required for the converter to reach 99% of
its new steady-state operating point after a change in duty ratio.
When simulating P&O the time constant of the low-pass filter at the input
of the controller ADC was set such that the response of the filter and the
average converter response were equal. Specifically, the filter time constant
Figure A.1: PLECS circuit model. The insolation level on the panel is
controlled independently of the buck converter.
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was set to allow the filtered signal to reach 99% of the new steady-state value
in the same time that the converter input current and voltage required to
reach 99% of the new steady-state. This ensured that the signal filtering did
not add additional delay to the MPP tracking update time. For DDRCC,
no input filter was needed because measurements were timed as discussed in
Section 3.2.
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APPENDIX B
HARDWARE SCHEMATICS
The following figures give the overall schematic for the DDRCC converter and
the PCB artwork. These schematics are for the second version of the board
and are slightly different than the board shown in Fig. 5.3. The DDRCC buck
converter is shown in the lower part of Fig. B.1 (after rotating page). Just
above and to the left of the buck converter is the amplification and windowing
circuit which process the current and voltage signals before sending them to
the microcontroller. Above the windowing circuit is the linear regulator used
to power the microcontroller. Finally the microcontroller is located in the
top right of the figure.
Figs. B.2 and B.3 show the top copper layer of the two-layer board and
the top layer solder mask. The lower copper layer and solder mask are shown
in Figs. B.4 and B.5. Finally the top silkscreen and bottom silkscreen are
shown in Figs. B.6 and B.7
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Figure B.1: Eagle generated schematic of DDRCC MPP tracker Rev 2.
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Figure B.2: PCB top copper layer DDRCC MPP tracker Rev 2.
Figure B.3: PCB top solder mask DDRCC MPP tracker Rev 2.
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Figure B.4: PCB bottom copper layer DDRCC MPP tracker Rev 2.
Figure B.5: PCB bottom solder mask DDRCC MPP tracker Rev 2.
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Figure B.6: PCB top silkscreen DDRCC MPP tracker Rev 2.
Figure B.7: PCB bottom silkscreen DDRCC MPP tracker Rev 2.
69
APPENDIX C
MICROCONTROLLER CODE
Following is the code used in the MSP43G2995 for implementation of DDRCC.
Before seeking to understand this appendix readers should first have a thor-
ough understanding of Sections 5.1 and 5.2. This code was compiled with
TI’s Code Composer Studio compiler version 4.1.5.
C.1 Main Code with Initialization Functions and
Interrupts
Controller code for dithering digital ripple correlation control. Control was
implemented on the MSP430G2955, and has serial functionality added.
#include <msp430.h>
#include <cstring>
#include "SERIALCOMMUNICATIONS.h" //Contains the serial functions.
//Add logic functions to aid in bit manipulation
#define SETBIT(ADDRESS,BIT) (ADDRESS |= (1<<BIT))
#define CLEARBIT(ADDRESS,BIT) (ADDRESS &= ~(1<<BIT))
#define FLIPBIT(ADDRESS,BIT) (ADDRESS ^= (1<<BIT))
#define CHECKBIT(ADDRESS,BIT) (ADDRESS & (1<<BIT))
#define SETBITMASK(x,y) (x |= (y))
#define CLEARBITMASK(x,y) (x &= (~y))
#define FLIPBITMASK(x,y) (x ^= (y))
#define CHECKBITMASK(x,y) (x & (y))
//Definition of a new data type that can have values of true and false correlating to one and zero.
#define bool unsigned char
#define True 1
#define False 0
/* peripheral initialization functions */
void InitializeIO(void); //Initialize IO pins
void ConfigureClock(void); //Set up clock source for different components in micro.
void InitializeTendingTimer0(void); //Initializes timer used to prompt the processor to change PWM timer
void InitializePWMTimer1(void); //Initializes timer used for PWM generation
void InitializeBiasTimer(void);
void RaiseDuty(int); //Raise duty by 0.01%
void LowerDuty(int); //Lower desired duty by 0.01%
void USCI_A0_init(void); //Initializes the hardware UART
void SendData(char*); //Begins transmission of asci string.
void DutyChange(void); //Updates PWM parameters once a new desired duty has been set.
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void ADC10_init(void);
char DataBuffer[40]; //Data buffer used in string transmission.
char ReceivedChar; //Character received from serial lines
int iread = 0; //Variable used in the transmission of data.
int test = 0;
unsigned int ADCData[5]; //Array to hold ADC data
unsigned long Power1;
unsigned long Power2;
signed long PowerDifference;
int mode = 0;
unsigned long Voltage1 = 0;
unsigned long Voltage2 = 0;
unsigned long Vtarget = 0;
unsigned long Current1 = 0;
unsigned long Current2 = 0;
unsigned long TempV1 = 0;
unsigned long TempI1 = 0;
unsigned long TempV2 = 0;
unsigned long TempI2 = 0;
int Voffset = 0;
int Ioffset = 0;
unsigned long PWMFreq = 250000; // PWM Frequency is 250 kHz
unsigned long TimerFreq = 8000000; // Timer Frequency is 8 MHz
unsigned long HighDuty = 3;
unsigned long MidDuty = 2;
unsigned long LowDuty = 1; //HighDuty and LowDuty set distance one apart.
unsigned long HighDutyCounts = 4;
unsigned long MidDutyCounts = 0;
//Set to 50% dithering initially. The number of periods the PWM signal will be sent out at low duty.
unsigned long LowDutyCounts = 4;
//CountsPerCycle = (TimerFreq/PWMFreq); Clock cycles the PWM timer will receive during one PWM period.
unsigned long CountsPerCycle = 32;
//The number of periods over which the different duty cycles are averaged to achieve the desired duty.
unsigned long AveragingCycles = 16;
//Must be a mult of 4.
unsigned int Vbias = 2; //Initial PWM bias values
unsigned int Ibias = 2;
bool ReadData = False; //Used to indicate that data has been received from the UART.
bool Debug = True;
int ThreeWay = 0;
int FirstChange = 0;
int SweepCounter = 0;
char AsciString[15];
char Asci4String[5];
int CountLocation = 4;
//Define a structure that will hold the run length values for a single dithering sequence step.
struct DitheringSequence
{
unsigned long HighDutyCounts;
unsigned long MidDutyCounts;
unsigned long LowDutyCounts;
};
/* Lookup Table of dithering values. These are the run length values from Table 4.2 of the thesis.
The dithering sequence structure is defined above. From left to right the struct members are the high,
middle and low duty counts. Currently the code is dithering over 16 PWM cycles and there are 32 clock
counts per PWM cycle. This is because the converter is switching at 250 kHz and the controller clock
is running at 8 Mhz PWM counter (8 Mhz/250 kHz = 32 cycles). The run length values from each step are
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premultiplied by 32, the number of counts per cycle. The number of clock cycles in each entry of this
table is then what the controller uses to trigger changes in the instantaneous duty ratio. Having the
values in the table saves multiplication during the increment/decrement functions.
*/
const struct DitheringSequence DitheringValues[40]
= {
{224,64,224},
{256,32,224},
{256,64,192},
{288,32,192},
{288,64,160},
{320,32,160},
{320,64,128},
{352,32,128},
{256,0,256},
{128,32,352},
{128,64,320},
{160,32,320},
{160,64,288},
{192,32,288},
{192,64,256},
{224,32,256},
};
/*
* ======== main ========
*/
int main()
{
WDTCTL = WDTPW + WDTHOLD; //Stop WatchDog timer. Will not be used in this project.
InitializeIO(); //Initialize MSP430 ports
ConfigureClock(); //Configure the MSP430 clock system
ADC10_init(); //Initialize ADC
USCI_A0_init(); //Initialize UART serial
InitializeBiasTimer(); //Initialize the PWM timer used to set the bias on the windowing circuit
//Set Tending Timer which is used to trigger the change in instantaneous PWM values.
InitializeTendingTimer0();
//Set PWM Timer. The duty ratio register is changed to set the instantaneous PWM duty ratio.
InitializePWMTimer1();
/*
These commands are VERY important! The tending timer and PWM timer must have the same period if they
are to stay synchronized. However if the tending timer reaches its period at the same time as the
PWM timer it is unable to set the duty of the PWM timer before another cycle starts. This issue led
to significant debugging before the problem was realized. By starting the PWM timer 17 clock cycles
behind the tending timer (for 16 Mhz clock), or 20 cycles behind (for 8 Mhz clock).
*/
SETBIT(TA0CTL, 4);
_delay_cycles(17);
SETBIT(TA1CTL, 4);
__bis_SR_register(GIE); //Enable MSP430 Interrupts
int i = 0; //Initialize a counter
int Direction = 1; //Set the initial direction for the P&O algorithm
//Increment average duty ratio above zero.
//If this is below 12 there are problems with duty ratio skipping.
//Basically the converter cannot start at 0 duty.
for (i = 0; i < 25 ; i++)// For 8 averaging, 256 is top
{
RaiseDuty(1);
}
//Infinite while loop for micro running.
while(1)
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{while(!ReadData)
{
_delay_cycles(160); //Loop while there is no data in the receive buffer
//With the clock running at 16 MHz, this will pause the micro for 10ms.
}
ReadData = False;
switch(ReceivedChar)
{
case ’+’: //Serial commands that can be used to manually raise and lower the duty.
RaiseDuty(1);
itoa(SweepCounter, AsciString, 10);
SendData(AsciString);
break;
case ’-’:
LowerDuty(1);
itoa(SweepCounter, AsciString, 10);
SendData(AsciString);
break;
// ------ Start DDRCC ---------------------------------------------------------------------
case ’d’:
mode = 3;
bool Change = False;
while(1)
{
ReadData = False;
if(mode == 3) //Mode 3 is measurement
{
//Setup ADC for first measurement trigger at the beginning of the dithering cycle
//ADC10CTL1 = CONSEQ_1 + ADC10SSEL_2 + ADC10DIV_0 + SHS_2 + INCH_2;
ADC10CTL1 = 10258;
ADC10CTL0 |= ENC; //Enable ADC reading on next trigger of TIMER0_AO
//This statement holds the micro until Timer0 CCR0 triggers at dithering start
while (!(ADC10CTL1 & BUSY));
{
}
while (ADC10CTL1 & BUSY); //Wait until sampling is done.
{
}
ADC10CTL0 &= ~ENC; //Clear ADC enable.
TempV1 = ADCData[1]; //Store readings
TempI1 = ADCData[2];
//Immediately take another software triggered sample for averaging.
ADC10CTL1 = CONSEQ_1 + ADC10SSEL_2 + ADC10DIV_0 + SHS_0 + INCH_2;
ADC10CTL0 |= ENC; //Enable ADC
ADC10CTL0 |= ADC10SC; //Trigger ADC with software.
while (ADC10CTL1 & BUSY); //Wait until sampling is done.
{
}
ADC10CTL0 &= ~ENC; //Clear ADC enable so that it can be reset
TempV1 = TempV1 + ADCData[1]; //Store readings
TempI1 = TempI1 + ADCData[2];
//Change trigger source here. SHS_1 will set for trigger on transition in duty ratio.
//ADC10CTL1 = CONSEQ_1 + ADC10SSEL_2 + ADC10DIV_0 + SHS_1 + INCH_2;
ADC10CTL1 = 9234;
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ADC10CTL0 |= ENC; //Enable ADC reading on next trigger of TIMER0_A1.
//This statement holds the micro in a loop until Timer0 CCR0 triggers at dithering start.
while (!(ADC10CTL1 & BUSY));
{
}
while (ADC10CTL1 & BUSY); //Loop until measurement starts.
{
}
ADC10CTL0 &= ~ENC; //Clear ADC enable.
TempV2 = ADCData[1]; //Copy off Data.
TempI2 = ADCData[2];
//Immediately take another sample for averaging.
ADC10CTL1 = CONSEQ_1 + ADC10SSEL_2 + ADC10DIV_0 + SHS_0 + INCH_2;
//Above line sets: Sequence of samples converted once + MCLK clock source +
//Clock divider = 1 + Sample trigger = ADC10SC + start at Channel A5, sample to zero.
ADC10CTL0 |= ENC; //Enable ADC
ADC10CTL0 |= ADC10SC; //Trigger ADC with software.
while (ADC10CTL1 & BUSY); //Wait until sampling is done.
{
}
ADC10CTL0 &= ~ENC; //Clear ADC enable so that it can be reset
TempV2 = TempV2 + ADCData[1]; //Copy off Data.
TempI2 = TempI2 + ADCData[2];
Voltage1 = TempV1 >> 1; //Divide by 2 for averaging.
Current1 = TempI1 >> 1;
Voltage2 = TempV2 >> 1;
Current2 = TempI2 >> 1;
/*
* This is the windowing code. The current and voltage readings are compared to
* limits and the bias adjusted if the reading is outside the limit.
*/
Change = False; //This is a flag to determine if the PWM bias was changed.
if ((Current2 > 900) && (Ibias < 33))//If current reading is above limit increase bias.
{
if(Ibias < 33)
{
Ibias++;
Change = True;
}
TB0CCR2 = Ibias;
}
else if ((Current1 < 50) && (Ibias > 0)) //If current is below limit reduce bias.
{
if(Ibias > 0)
{
Ibias--;
Change = True;
}
TB0CCR2 = Ibias;
}
if((Voltage1 > 1000) && (Vbias < 33)) //Same as above for voltage.
{
if(Vbias < 33)
{
Vbias++;
Change = True;
}
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TB0CCR1 = Vbias;
}
else if((Voltage2 < 85) && (Vbias > 0))
{
P4REN = BIT1 | BIT2; //Enable pull-down resistors to remove offset.
//This was added because it was difficult to
if(Vbias > 0) //remove the bias completely.
{
Vbias--;
Change = True;
}
TBCCR1 = Vbias;
P4REN = 0; //Disable pull-down resistors.
}
if(Change == True) //If the bias was changed the readings need to
//be retaken. So pause to let the circuit settle
{ // then move back to take new measurements.
Change = False;
_delay_cycles(80000);
}
else //Determine the true voltage and current values
{ //by multiplying the PWM bias level by an
Ioffset = Ibias*170; //experimentally determined constant.
Voffset = Vbias*410;
Current1 = Current1 + Ioffset + 250;
Current2 = Current2 + Ioffset + 250;
//The magnitudes of the original and delta V’s are adjusted.
//The scaling was experimentally adjusted to achieve functionality.
Voltage1 = Voltage1 + Voltage1 + Voltage1 - Voltage2 - Voltage2;
Voltage1 = Voltage1 + Voffset + 8000;
Voltage2 = Voltage2 + Voffset + 8000;
mode = 4;
}
}//End of (Mode == 3)
else if (mode == 4)
{
//This code perfomrs DDRCC. Chapter 3 of thesis
//unsigned long = 32bits 4.29e9 to prevent rounding
Power1 = (unsigned long)Voltage1 * (unsigned long)Current1;
Power2 = (unsigned long)Voltage2 * (unsigned long)Current2;
if ( Power1 < Power2 )
{
RaiseDuty(1);
}
else if( Power1 > Power2 )
{
LowerDuty(1);
}
else
{ } // ==If Power is equal, stay here
_delay_cycles(8000); //Delay update of DDRCC.
mode = 3; //Return to measurement stage.
}//End of if(Mode == 4)
else if (mode == 5)
{
break;
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}}//End of While(1) for case d
break; //End of case ’d’.
}//End of switch statement.
}//End of Main while(1)
return (0);
}
// ===================The following four functions are for serial communication====================
/*
* ======== USCI_A0_init ========
* Initialize Universal Serial Communication Interface A0 UART 2xx. Generated with the aid of GRACE.
*/
void USCI_A0_init(void)
{
/* Disable USCI */
UCA0CTL1 |= UCSWRST;
/*
* Control Register 1
*
* UCSSEL_2 -- SMCLK
* ~UCRXEIE -- Erroneous characters rejected and UCAxRXIFG is not set
* ~UCBRKIE -- Received break characters do not set UCAxRXIFG
* ~UCDORM -- Not dormant. All received characters will set UCAxRXIFG
* ~UCTXADDR -- Next frame transmitted is data
* ~UCTXBRK -- Next frame transmitted is not a break
* UCSWRST -- Enabled. USCI logic held in reset state
*
* Note: ~<BIT> indicates that <BIT> has value zero
*/
UCA0CTL1 = UCSSEL_2 + UCSWRST;
/*
* Modulation Control Register
*
* UCBRF_0 -- First stage 0
* UCBRS_2 -- Second stage 2
* ~UCOS16 -- Disabled
*
* Note: ~UCOS16 indicates that UCOS16 has value zero
*/
UCA0MCTL = UCBRF_0 + UCBRS_6;
/* Baud rate control register 0 */
UCA0BR0 = 130;
/* Baud rate control register 1 */
UCA0BR1 = 6;
/* Enable USCI */
UCA0CTL1 &= ~UCSWRST;
IE2 |= UCA0RXIE; // Enable USCI_A0 RX interrupt
}
/*
* ======== UART String Transmission Function ========
*/
void SendData(char str[])
{
iread = 0; //Set index of data send buffer to zero.
test = 1;
DataBuffer[0] = 0; //Clear data buffer
strcpy(DataBuffer, str); //Copy string into global data buffer
UCA0TXBUF = DataBuffer[iread++]; // Start TX Interrupt with a TX
IE2 |= UCA0TXIE; // Enable USCI_A0 TX interrupt
while(test) //Loop until the newline has been sent.
//See interrupt below which clears variable test
{
//Loop while most of text is sent. When the newline is loaded wait 1.1ms so that it can send.
}
_delay_cycles(40000); //Delay 1.1ms (16000) so that \n can be sent, plus extra
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//System clock running at 16MHz
}
/*
* ======== USCI A0/B0 TX Interrupt Handler Generation ========
*/
#pragma vector=USCIAB0TX_VECTOR //Handler is run when the TX interrupt is thrown indicating that
//the byte in the TX buffer has finished being sent.
__interrupt void USCI0TX_ISR_HOOK(void)
{
// If newline has been reached, transmission is over so disable TX interrupt and send newline).
if(DataBuffer[iread] ==’\n’ )
{ // Newline is still sent below.
IE2 &= ~UCA0TXIE; // Disable USCI_A0 TX interrupt.
test = 0; // Set indicator bit to zero.
}
UCA0TXBUF = DataBuffer[iread++]; // Load next character into TX buffer.
}
/*
* ======== USCI A0/B0 RX Interrupt Handler Generation ========
*/
#pragma vector=USCIAB0RX_VECTOR // Interrupt thrown to indicate that a byte has been received.
__interrupt void USCI0RX_ISR_HOOK(void)
{
ReceivedChar = UCA0RXBUF; // Reads from Rx and clears receive interrupt flag.
ReadData = True;
}
// ======== The following functions are for dithering, and PWM timers ========
//Timer0_A3 serves as the tending timer to change duty ratios, Timer1_A3 runs the converter PWM,
//and Timer0_B3 runs PWM for the voltage bias.
/*
* ======== Timer0_B3_graceInit ========
* Initialize MSP430 Timer0_B3 timer. Generated with the aid of GRACE in CCS editor.
* See TI document SLAU144I Timer_A documentation.
*/
void InitializeBiasTimer(void)
{
/*
* TB0CCTL0, Capture/Compare Control Register 0
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* OUTMOD_0 -- PWM output mode: 0 - OUT bit value
*/
TB0CCTL0 = CM_0 | CCIS_0 | CLLD_0 | OUTMOD_4 | CCIE;
/*
* TB0CCTL1, Capture/Compare Control Register 1
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* OUTMOD_7 -- PWM output mode: 7 - PWM reset/set
*/
TB0CCTL1 = CM_0 | CCIS_0 | CLLD_0 | OUTMOD_7;
/*
* TB0CCTL2, Capture/Compare Control Register 2
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* OUTMOD_7 -- PWM output mode: 7 - PWM reset/set
*/
TB0CCTL2 = CM_0 | CCIS_0 | CLLD_0 | OUTMOD_7;
/* TB0CCR0, Timer_B Capture/Compare Register 0 */
TB0CCR0 = CountsPerCycle - 1;
/* TB0CCR1, Timer_B Capture/Compare Register 1 */
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TB0CCR1 = Vbias;
/* TB0CCR2, Timer_B Capture/Compare Register 2 */
TB0CCR2 = Ibias;
/*
* TB0CTL, Timer_B3 Control Register
*
* CNTL_0 -- 16-bit, TBR(max) = 0FFFFh
* TBSSEL_2 -- SMCLK
* ID_0 -- Divider - /1
* MC_1 -- Up Mode
*/
TB0CTL = TBCLGRP_0 | CNTL_0 | TBSSEL_2 | ID_0 | MC_1;
}
/*
* ======== Timer0_A3_init ========
* Initialize MSP430 Timer0_A3 timer
*/
void InitializeTendingTimer0(void)
{
/*
* TA0CCTL0, Capture/Compare Control Register 0
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* ~SCS -- Asynchronous Capture
* ~SCCI -- Latched capture signal (read)
* ~CAP -- Compare mode
* OUTMOD_4 -- PWM output mode: 4 - Toggle
*
* Note: ~<BIT> indicates that <BIT> has value zero
*/
TA0CCTL0 = CM_0 + CCIS_0 + OUTMOD_4 + CCIE;
/*
* TA0CCTL1, Capture/Compare Control Register 1
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* ~SCS -- Asynchronous Capture
* ~SCCI -- Latched capture signal (read)
* ~CAP -- Compare mode
* OUTMOD_4 -- PWM output mode: 4 - Toggle
*
* Note: ~<BIT> indicates that <BIT> has value zero
*/
TA0CCTL1 = CM_0 + CCIS_0 + OUTMOD_4 + CCIE;
/*//This is the register used in 2-way mode.
* TA0CCTL2, Capture/Compare Control Register 2
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* ~SCS -- Asynchronous Capture
* ~SCCI -- Latched capture signal (read)
* ~CAP -- Compare mode
* OUTMOD_4 -- PWM output mode: 4 - Toggle
*
* Note: ~<BIT> indicates that <BIT> has value zero
*/
//TA0CCTL2 = CM_0 + CCIS_0 + OUTMOD_4 + CCIE; //Register 2 is initialized when it is needed.
/* TA0CCR0, Timer_A Capture/Compare Register 0 */
TA0CCR0 = (CountsPerCycle*AveragingCycles) - 1;
/* TA0CCR1, Timer_A Capture/Compare Register 1 */
TA0CCR1 = (CountsPerCycle*HighDutyCounts) - 1;
/* TA0CCR2, Timer_A Capture/Compare Register 2 */
//TA0CCR2 = (CountsPerCycle*MidDutyCounts) - 1; //Used for 3-way. Not initialized here.
/*
* TA0CTL, Timer_A3 Control Register
*
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* TASSEL_2 -- SMCLK
* ID_0 -- Divider - /1
* MC_1 -- Up Mode
*/
TA0CTL = TASSEL_2 + ID_1;
}
/*
* ======== Timer1_A3_init ========
* Initialize MSP430 Timer1_A3 timer
*/
void InitializePWMTimer1(void)
{
/*
* TA1CCTL0, Capture/Compare Control Register 0
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* ~SCS -- Asynchronous Capture
* ~SCCI -- Latched capture signal (read)
* ~CAP -- Compare mode
* OUTMOD_4 -- PWM output mode: 4 - Toggle
*
* Note: ~<BIT> indicates that <BIT> has value zero
*/
TA1CCTL0 = CM_0 + CCIS_0 + OUTMOD_4;
/*
* TA1CCTL1, Capture/Compare Control Register 1
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* ~SCS -- Asynchronous Capture
* ~SCCI -- Latched capture signal (read)
* ~CAP -- Compare mode
* OUTMOD_7 -- PWM output mode: 7 - PWM reset/set
*
* Note: ~<BIT> indicates that <BIT> has value zero
*/
TA1CCTL1 = CM_0 + CCIS_0 + OUTMOD_7;
/*
* TA1CCTL2, Capture/Compare Control Register 2
*
* CM_0 -- No Capture
* CCIS_0 -- CCIxA
* ~SCS -- Asynchronous Capture
* ~SCCI -- Latched capture signal (read)
* ~CAP -- Compare mode
* OUTMOD_7 -- PWM output mode: 7 - PWM reset/set
*
* Note: ~<BIT> indicates that <BIT> has value zero
*/
// TA1CCTL2 = CM_0 + CCIS_0 + OUTMOD_7; //Uncomment if needed
/* TA1CCR0, Timer_A Capture/Compare Register 0 */
//This register is set up for the duty cycle of the switching frequency.
TA1CCR0 = CountsPerCycle - 1;
/* TA1CCR1, Timer_A Capture/Compare Register 1 */
//Initially the counter value related to the high duty cycle is loaded.
TA1CCR1 = HighDuty;
/* TA1CCR2, Timer_A Capture/Compare Register 2 */
//TA1CCR2 = ## Set duty here
/*
* TA1CTL, Timer_A3 Control Register
*
* TASSEL_2 -- SMCLK
* ID_0 -- Divider - /1
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* MC_1 -- Up Mode
*/
TA1CTL = TASSEL_2 + ID_1;
}
/*
* Interrupt service routines for timer0. This register acts as the tending register and sets the duty
* ratio for the PWM timer. The duty ratio of the PWM timer is set by TA1CCR1. The values of HighDuty,
* FirstChange, and LowDuty are set in the increment and decrement duty functions. Please see See TI
* document SLAU144I for details on timer registers.
*/
/*
* ======== Timer0_A3 Interrupt Service Routine ========
*/
#pragma vector=TIMER0_A0_VECTOR
__interrupt void TIMER0_A0_ISR_HOOK(void)
{
TA1CCR1 = HighDuty; //TIMER0_A0 is the trigger to move back to high duty ratio.
}
/*
* ======== Timer0_A3 Interrupt Service Routine ========
*/
#pragma vector=TIMER0_A1_VECTOR
__interrupt void TIMER0_A1_ISR_HOOK(void)
{
switch (__even_in_range(TA0IV, TA0IV_TAIFG)) // Efficient switch-implementation
{
case TA0IV_TACCR1:
TA1CCR1 = FirstChange; //First Change is medium duty in three-way and low duty in normal
break;
case TA0IV_TACCR2: //Interrupt TA0CCR2 will be triggered to change to low duty in 3-way.
TA1CCR1 = LowDuty;
break;
case TA0IV_TAIFG: //This interrupt is triggered when the timer resets.
break;
}
}
/*
* ======== Timer0_B3 Interrupt Service Routine ========
*/
#pragma vector=TIMERB0_VECTOR
__interrupt void TIMERB0_ISR_HOOK(void)
{ }
/*
* ======== ADC10 Interrupt Service Routine ========
*/
#pragma vector=ADC10_VECTOR
__interrupt void ADC10_ISR_HOOK(void)
{
//This interrupt needs to be used to the ADC conversion immediately after it takes a single set of
//readings, otherwise it will keep running.
ADC10CTL0 &= ~ENC;
}
// ============The next two functions are used to increment and decrement the duty ratios==============
//Amount is the number of steps to raise the average dithered duty ratio.
void RaiseDuty(int amount)
int j = 0; //Setup for 16 averaging cycles
for(j = amount ; j > 0 ; j--)
{
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/*
* Sweep counter is the step in the DitheringSequence where the converter is operating. See
* section on dithering sequence and dithering sequence generation in thesis.
*/
SweepCounter++;
/*
* This code is used to determine the two or three native duty ratios the converter will run at in
* each stage of dithering. There are 16 steps in the currently implemented dithering sequence. If
* the end is reached loop back to the beginning of the DitheringSequence data table at declared
* at the beginning the code. There are no changes in the native PWM duty ratios at this point.
*/
if(CountLocation == 15)
{
CountLocation = 0;
}
else
{
CountLocation++;
//In the current DitheringSequence, CountLocation = 9 is the point where the converter returns
//from two-way dither back to three-way dither.
if(CountLocation == 9)
{
//The native duty ratios the converter is dithering between are changed at this point. See figure in
//in thesis section Dithering Sequence.
MidDuty = HighDuty;
HighDuty++;
//The ThreeWay bit is used in the tending timer interrupt routine to determine whether the converter
//is in two-way dithering or three-way.
ThreeWay = 1;
//First Change is the value moved into TA0CCR1 at the first transition in duty ratio. It is called
//FirstChange because it is a different value in two-way and three-way dithering.
FirstChange = MidDuty;
}
else if(CountLocation == 8)
{
LowDuty = MidDuty; //At the 8th count location, the native duty ratio is adjusted.
ThreeWay = 0; //The converter is also set to two-way dither.
FirstChange = LowDuty; //Value moved into TA0CCR1 at the first transition in duty ratio.
}
}
}
// Stop all interrupts so that this is executed quickly and there are no PWM errors.-> GIE = 0 (LOW)
__disable_interrupt();
/*
* This code is used to set the points in the dithering cycle where the native duty ratio will be changed.
* Set TA0CCR1 to trigger after the period of high duty is over. When TA0CCR1 is triggered the value
* "FirstChange" will be added to the duty register. This will be either low or medium duty depending on
* the mode (2-way or 3-way).
*/
//
TA0CCR1 = DitheringValues[CountLocation].HighDutyCounts - 1;
if(ThreeWay) //Enable interrupt for TA0CCTL2 if in three-way mode.
{ //Not used in two-way.
TA0CCTL2 = CM_0 + CCIS_0 + OUTMOD_4 + CCIE;
TA0CCR2 = DitheringValues[CountLocation].MidDutyCounts + DitheringValues[CountLocation].HighDutyCounts -1;
} //TA0CCR2 will trigger to set the duty register to low duty.
//This needs to occur after the high and mid duty are complete.
else
{
TA0CCTL2 = 0; //Disable TA0CCTL2 timer interrupt if not in three-way.
}
__enable_interrupt(); // Now that tending timer is set. --> GIE = 1 (HIGH)
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}void LowerDuty(int amount) //LowerDuty is essentially the reverse of raise duty.
{ //See above for comments.
int j = 0;
for(j = amount ; j > 0 ; j--)
{
SweepCounter--;
if(CountLocation == 0)
{
CountLocation = 15;
}
else
{
CountLocation--;
if(CountLocation == 8)
{
HighDuty--;
ThreeWay = 0;
FirstChange = LowDuty;
}
else if(CountLocation == 7)
{
MidDuty = LowDuty;
LowDuty--;
ThreeWay = 1;
FirstChange = MidDuty;
}
}
}
__disable_interrupt(); // disable all interrupts --> GIE = 0 (LOW)
TA0CCR1 = DitheringValues[CountLocation].HighDutyCounts - 1;
if(ThreeWay)
{
TA0CCTL2 = CM_0 + CCIS_0 + OUTMOD_4 + CCIE;
TA0CCR2 = DitheringValues[CountLocation].MidDutyCounts + DitheringValues[CountLocation].HighDutyCounts -1;
}
else
{
TA0CCTL2 = 0;
}
__enable_interrupt();
}
/*
* ======== BCSplus_init ========
* Initialize MSP430 Basic Clock System. Generated with the aid of SSC’s GRACE interface.
*/
void ConfigureClock(void)
{
/*
* Basic Clock System Control 2
*
* SELM_0 -- DCOCLK
* DIVM_0 -- Divide by 1
* ~SELS -- DCOCLK
* DIVS_0 -- Divide by 1
* ~DCOR -- DCO uses internal resistor
*
* Note: ~<BIT> indicates that <BIT> has value zero
*/
BCSCTL2 = SELM_0 + DIVM_0 + DIVS_0;
if (CALBC1_16MHZ != 0xFF) {
82
/* Adjust this accordingly to your VCC rise time */
__delay_cycles(50000);
// Follow recommended flow. First, clear all DCOx and MODx bits. Then
// apply new RSELx values. Finally, apply new DCOx and MODx bit values.
DCOCTL = 0x00;
BCSCTL1 = CALBC1_16MHZ; /* Set DCO to 8MHz */
DCOCTL = CALDCO_16MHZ;
}
/*
* Basic Clock System Control 1
*
* XT2OFF -- Disable XT2CLK
* ~XTS -- Low Frequency
* DIVA_0 -- Divide by 1
*
* Note: ~XTS indicates that XTS has value zero
*/
BCSCTL1 |= XT2OFF + DIVA_0;
/*
* Basic Clock System Control 3
*
* XT2S_0 -- 0.4 - 1 MHz
* LFXT1S_0 -- If XTS = 0, XT1 = 32768kHz Crystal ; If XTS = 1, XT1 = 0.4 - 1-MHz crystal
* XCAP_1 -- ~6 pF
*/
BCSCTL3 = XT2S_0 + LFXT1S_0 + XCAP_1;
}
/* ======== GPIO Initialization ========
* Initialize MSP430 General Purpose Input Output Ports
*
* The GPIO registers should be set in a specific order:
* PxOUT
* PxSEL or PxSELx
* PxDIR
* PxREN
* PxIES
* PxIFG
* PxIE
*
* This will ensure that:
* - IFG doesn’t get set by manipulating the pin function, edge
* select, and pull-up/down resistor functionality (see
* Section 8.2.6 of the MSP430 User’s manual)
* - Glitch-free setup (configuring the OUT register _before_
* setting the pin direction)
* - Pull-up/pull-down resistor enable with the correct direction
* (.up. vs. .down.)
*/
void InitializeIO(void) //Initialize the IO ports. Info starts on page 336 of MSP430x2xx Users Guide
{
// Each bit in each PxOUT register is the value to be output on the corresponding I/O pin when the pin
// is configured as I/O function, output direction, and the pullup/down resistor is disabled.
// Bit = 0: The output is low
// Bit = 1: The output is high
/* Port 1 Output Register */
P1OUT = 0;
/* Port 1 Port Select Register. Selects the functionality of the pin see device data sheet */
//Pins not listed are zero, therefore pins are set for IO.
P1SEL = BIT1;
/* Port 1 Direction Register. Selects the direction of the corresponding IO pin. 1 = output.*/
P1DIR = BIT1;
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/* Port 1 Interrupt Edge Select Register */
P1IES = 0;
/* Port 1 Interrupt Flag Register */
P1IFG = 0;
/* Port 2 Output Register */
P2OUT = 0;
/* Port 2 Port Select Register */
P2SEL = BIT7;
/* Port 2 Port Select Register */
P2SEL &= ~(BIT6);
/* Port 2 Direction Register */
P2DIR = 0;
/* Port 2 Interrupt Edge Select Register */
P2IES = 0;
/* Port 2 Interrupt Flag Register */
P2IFG = 0;
/* Port 3 Output Register */
P3OUT = 0;
/* Port 3 Port Select Register */
P3SEL = BIT4 | BIT5 | BIT6;
/* Port 3 Direction Register */
P3DIR = BIT6 | BIT2 | BIT3 ;
/* Port 4 Output Register */
P4OUT = 0;
/* Port 4 Port Select Register */
P4SEL = BIT1 | BIT2; //BIT0
/* Port 4 Direction Register */
P4DIR = BIT0 | BIT1 | BIT2 | BIT3 | BIT4 | BIT5;
/* Port 4 Resistor Enable Register */
//P4REN = BIT1 | BIT2;
}
/*
* ======== ADC10_init ========
* Initialize MSP430 10-bit Analog to Digital Converter
*/
void ADC10_init(void)
{
//Timer Trigger
ADC10CTL0 &= ~ENC;
//CLEARBIT(ADDRESS, BIT)
/*
* Control Register 1
*
* ~ADC10BUSY -- No operation is active
* CONSEQ_1 -- Sequence of channels
* ADC10SSEL_2 -- MCLK
* ADC10DIV_0 -- Divide by 1
* ~ISSH -- Input signal not inverted
* ~ADC10DF -- ADC10 Data Format as binary
* SHS_1 -- Timer_A OUT1
* INCH_2 -- ADC Channel 2
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** Note: ~<BIT> indicates that <BIT> has value zero
*/
//Channels 2-0 are being used for ADC.
ADC10CTL1 = CONSEQ_1 + ADC10SSEL_2 + ADC10DIV_0 + SHS_2 + INCH_2;
//SHS_0 for software trigger, SHS_2 for Timer_A.OUT0
//Enable ADC Interrupt + Multiple sample and conversion + Turn ADC on + Turn on 2.5V reference
//+ Sample for 8 ADC cycles (8 Mhz ck) which is 4 us + Ref+ and Vss voltages as reference.
ADC10CTL0 = ADC10IE + MSC + ADC10ON + REFON + REF2_5V + ADC10SHT_0 + SREF_1;
// P2.0, P2.1, and P2.2 for ADC. (000111 = 0x7)
ADC10AE0 |= 0x7;
//Continuous data transfer
ADC10DTC0 = ADC10CT;
//Define the number of transfers in each block of data
ADC10DTC1 = 3; //Ch 2 down to 0.
while (ADC10CTL1 & BUSY); // Wait if ADC10 core is active
ADC10SA = (unsigned int)&ADCData[0]; // Data buffer start
ADC10CTL0 |= ENC; // Enable ADC
}
C.2 Serial Communications Header
The following header file was implemented to handle serial communication
with the MSP430.
/*
* serialcommunications.h
*/
#ifndef SERIALCOMMUNICATIONS_H_
#define SERIALCOMMUNICATIONS_H_
/**
* Ansi C "itoa" based on Kernighan & Ritchie’s "Ansi C":
*/
void strreverse(char* begin, char* end)
{
char aux;
while(end>begin)
aux=*end, *end--=*begin, *begin++=aux;
}
void itoa(unsigned long value, char* str, int base)
{
static char num[] = "0123456789abcdefghijklmnopqrstuvwxyz";
char* wstr=str;
int sign;
// Validate base
if (base<2 || base>35){ *wstr=’\n’; return; }
// Take care of sign
if ((sign=value) < 0) value = -value;
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// Conversion. Number is reversed.
do *wstr++ = num[value%base]; while(value/=base);
if(sign<0) *wstr++=’-’;
*wstr=’\n’;
// Reverse string
strreverse(str,wstr-1);
}
#endif /* SERIALCOMMUNICATIONS_H_ */
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