ABSTRACT The gravitational search algorithm (GSA) has been proved to yield good performance in solving various optimization problems. However, it is inevitable to suffer from slow exploitation when solving complex problems. In this paper, a thorough empirical analysis of the GSA is performed, which elaborates the role of the gravitational parameter G in the optimization process of the GSA. The convergence speed and solution quality are found to be highly sensitive to the value of G. A self-adaptive mechanism is proposed to adjust the value of G automatically, aiming to maintain the balance of exploration and exploitation. To further improve the convergence speed of GSA, we also modify the classic chaotic local search and insert it into the optimization process of the GSA. Through these two techniques, the main weakness of GSA has been overcome effectively, and the obtained results of 23 benchmark functions confirm the excellent performance of the proposed method.
I. INTRODUCTION
In recent decades, several adaptable and flexible heuristic optimization algorithms have been proposed to solve the increasingly complex optimization problems in high dimensions. Nature-inspired metaheuristic algorithms which simulate the inspiration of biological systems and physical processes [1] such as particle swarm optimization (PSO) [2] , ant colony optimization [3] , [4] , evolutionary algorithms [5] - [7] , harmony algorithm [8] , artificial immune systems [9] , [10] , grey wolf optimizer [11] , differential algorithm [12] , [13] and whale optimization algorithm [14] . These nature-inspired algorithms constitute an important branch of optimization methods.
Among metaheuristic algorithms, gravitation search optimization (GSA) was firstly proposed in [15] . It is inspired by the well-known Newton's law of gravity and motion which is straightforward for us to understand the convergence principle of GSA. In GSA, each object has its own mass, and the object with greater mass produces a greater intensity of attraction. Thus, all the objects tend to move towards the heaviest object by lapse of time. When compared with other state of the art algorithms, such as PSO and genetic algorithm, GSA is verified to be capable of providing better performance in terms of convergence speed and solution accuracy [15] .
Still, various techniques have been used to further improve the search performance of GSA. For instance, Shaw et al. [16] have employed an opposition-based learning method for population initialization and generation jumping. Inspired by astrophysical phenomenon, Sarafrazi et al. [17] have developed a novel operator called ''disruption'' to improve the exploration and exploitation abilities of GSA. A niching GSA is proposed to maintain the diversity of GSA by dividing the population into several sub-populations so as to improve the search performance on multimodel optimization problems [18] . Khajehzade et al. [19] have proposed an adaptive maximum velocity constraint to control the exploration ability of GSA, and the method is proved to improve the convergence speed and the solution quality.
In the meantime, hybridization with other algorithms is an important way to improve GSA. GSA has been successfully combined with PSO [20] , and it provides a better performance compared to PSO and GSA. Sun et al. have embedded genetic algorithm in GSA and got superior results on the image segmentation problems [21] . Besides, Chaotic systems have been widely utilized to improve the search performance of GSA. Reference [22] has embedded 12 chaotic maps into GSA, and the chaotic system is used as a local search method to enhance the exploitation ability of GSA. Besides, Mirjalili and Gandomi [23] have employed 10 different chaotic sequences to change the values of the gravitational constant G. The deterministic system of changing G presents more random behavior during the optimization phase of GSA. That is why this method obtains a comparatively better performance on the multimodal optimization problems. Thus, the exploration ability of GSA during the optimization process is improved by this method.
Furthermore, GSA and its variants currently have been applied in various areas because of their convincing performance of optimization problems. Mirjalili et al. [24] have combined PSO with GSA to train feedforward neural networks. Yin et al. [25] have introduced a hybrid of K-harmonic means into GSA to solve clustering problems. A prototype classifier based on gravitational search algorithm is proposed to solve the classification problems [26] . In addition, GSA has been widely implemented in bioinformatics [27] , business [28] , software design [29] and engineering [30] - [32] . Among most of these applications, GSA has been verified to perform better than other optimization algorithms.
Although the studies mentioned above demonstrate that GSA obtains better performance in search ability, GSA still has its inherent disadvantages, such as its slow exploitation ability. Exploration requires an algorithm to search the optima broadly, while exploitation needs the searching to be restricted in the current space locally. They are conflictive because emphasizing one must sacrifice the other [33] , [34] . Trying to achieve an appropriate balance between exploration and exploitation becomes a key and challenging issue for all the optimization algorithms [35] .
While few researches make a thorough investigation on the slow exploitation of GSA in details. S. Mirjalili is the first who tries to explain this weakness of GSA [36] . His elaboration is that at the end of the optimization process, all masses of the population remain in close proximity and nearly equal masses which cause the gravitational forces between each agent are neutralized in later iterations and thus prevent GSA from rapidly exploiting the optimum. Thereafter, an adaptive gbest-guided gravitational search algorithm (AGSA) is proposed to improve the exploitation ability of GSA by accelerating the masses moving close to the current best solution.
In this work, we analyze the role of the gravitational parameter (G) in the optimization process, and the results suggest that the convergence and solution quality are proved to be highly sensitive to the value of G. It is also reasonable that an appropriate value of G should be beneficial to the exploitation capacity of GSA. To improve the ability of exploitation, a self-adaptive mechanism and a modified CLS are proposed. The self-adaptive mechanism is proved to be able to produce a reasonable value of G for GSA, and the modified CLS is utilized to further speed up the convergence of GSA. The performance of the improved GSA (IGSA) is verified on 23 benchmark functions in comparison with GSA and AGSA.
The remainder of this paper is organized as follows. The basic concept of GSA is introduced in Section II. Section III analyzes the reason of the slow exploitation of GSA empirically. In Section IV, we introduce IGSA in detail. Section V provides the experiment results. Section VI is dedicated to the discussion of contrast analysis, parameter sensitivity, efficiency and the limitation. Finally, the last section presents the conclusions.
II. CLASSIC GRAVITATIONAL SEARCH ALGORITHM
The classic GSA is a recently proposed heuristic search algorithm, which is inspired by the Newton's law of gravity and motion. Similar to other stochastic population-based optimization methods, GSA firstly initializes the positions of N agents randomly, shown as:
where D is the dimension index of the search space, and x d i represents the ith agent in the dth dimension. Based on GSA, agents are considered as the objects and the mass of each agent is calculated by the fitness of the current population. The equations are shown as follows:
where fit i (t) and M i (t) represent the fitness and the mass of the ith agent at the current tth iteration respectively. Concerning the minimization problem, best (t) and worst (t) are defined in the following equations:
According to Newton's law of gravitation, the force acting upon ith agent from jth agent is defined as follows:
where R i,j (t) represents the Euclidian distance between the agent i and j, and ε is a small constant. G(t) is a function of the iteration time t, which exponentially decreases with the lapse of time, shown as:
where G 0 is the initial value, α is a shrinking parameter, and T represents the maximum number of iterations. The total force of the current population acting on the ith agent is defined as: where Kbest is the set of the first K agents with the biggest mass, and it will decrease linearly according to time t, at the end of the iterative process there is only one agent in Kbest. rand j is a uniformly distributed random number located in the interval [0, 1], which is used to ensure the stochastic characteristic of the search process. Based on Newton's second law of motion, the acceleration of the ith agent is calculated as follows:
Furthermore, the velocity v i and position x i of the ith agent in the next iteration are updated by the following equations, respectively.
III. EMPIRICAL ANALYSIS OF GSA
By summing up the equations in the previous section, the acceleration rule (in Eq. (9)) of GSA can be rewritten as:
Based on Eq. (12), the general optimization principle of GSA can be described as follows. Within the neighborhood of the best agent, there is a high degree of possibility to find a better agent than the other positions in the search space. In GSA, the best agent possesses the biggest mass and it will produce a maximum acceleration of the gravitational force, which indicates that the current population will have a preference for getting close to the position of the best agent.
In addition, GSA uses the distance (R) between different agents to calculate the acceleration. R has two kinds of effect on the gravitation force. First, a larger R between two agents produces a smaller force, and thus the gravitational force of the current best agent has less influence on farther agents. Consequently, it prevents all the agents of the population from rapidly converging to a local optimum of the search space and increases the exploration ability of GSA. Second, gravitational masses (M ) are normalized at each iteration during the optimization process, and the values of gravitation masses remain in the same interval (0, 1). More precisely, all masses are getting close to the value of 1/N (N is the number of agents) along with the iteration time. Different from the gravitational masses, since the population will converge during the course of iteration, all the distances (R) between two agents in the population will become smaller and produce larger gravitation forces. Then it makes the acceleration of the population become faster and faster. To avoid this phenomenon, GSA uses a diminishing gravitation parameter G which reduces gradually by lapse of time to control the effects of the distances R. In this paper, we provide two simulations to give some insights into the role of G during the optimization process by optimizing the benchmark function shown in Table 1 . The results are presented in Fig. 1 and Fig. 2 , respectively. Fig. 1 exhibits the variation tendencies of G, the average distance between agents and the best fitness of the current population under the same shrinking value of α (i.e. α=20) and different maximum iterations (i.e. T =500, 1000, 1500, respectively), while Fig. 2 shows the results by setting different shrinking values (i.e. α=20, 28, 30, respectively) and the same maximum iteration (i.e. T =1000).
From Fig. 1 and Fig. 2 , we can observe that, different from other optimization algorithms, the fitness will not become better if we simply increase the number of maximum iteration. The mean distances and the best fitness synchronize with the changing trend of G. It means that the value of G controls the mean distances of the current population and determines the convergence rate of optimization. Therefore, the value of G actually has a significant influence on the balance between exploration and exploitation in the optimization process. To be specific, a large α generates an extremely small G which improves the exploitation ability of GSA, and a relatively small α increases the exploration ability of GSA on the contrary.
IV. SELF-ADAPTIVE GSA WITH A MODIFIED CLS A. PARAMETER ADAPTATION SCHEMES
To strive for a balance between exploration and exploitation in the optimization process of GSA, we propose a selfadaptive mechanism which can get a feedback from the current population to control the value of G so as to change the parameter α to generate an appropriate value of G. In our method, the parameters G 0 and α have been redefined. Firstly, when GSA initializes N agents randomly at the beginning of the optimization process, we calculate the distances R i,j between agents. Then, all the values in the matrix R are sorted in a descending order. The value of G 0 is equal to the median of R, shown as:
R = {R i,j |i ∈ {1, 2..N } and j ∈ {1, 2..N } and i = j} (14) Besides, each agent x i generates the gravitational force according to its own parameter α i (t) at the tth iteration, and α i (t) is defined by:
where Gaussian(α mean (t), σ ) generates a random number from a Gaussian distribution with mean α mean (t) and standard deviation σ . σ is fixed to be 0.3 in our experiment. It should be noted that α i needs to be regenerated if it falls out of the interval [0, 50], since an extremely large or small value of σ is not beneficial to keep the balance between exploration and exploitation, the explanation has been provided in Section III. VOLUME 5, 2017 α mean (0) is initialized to be 20, then it is updated by:
where p (p = 0.1 in our study) is an adaptive control parameter, {α success } is a set that records α i which satisfies the following condition.
where G(G 0 , α i ) is a value regenerated using Eq. (7) with parameters G 0 and α i . median(R) is the median of all the distances between these new agents at the current iteration. k is the range control parameter, which is ordinarily set to be 6 in our experiment.
B. MODIFIED CHAOTIC LOCAL SEARCH
In order to further improve the search performance of our method, a modified CLS is incorporated into the search procedure of GSA. The classic CLS has been combined with GSA in [37] and [38] . The basic idea of CLS is using a chaotic system to generate chaotic variables. Then by utilizing the ergodicity and randomicity of chaotic variables, CLS carries out the second search in the neighbourhood of the current best agent. It is expected that the convergence speed and solution quality of GSA can be improved. CLS is defined as follows:
where X best (t) is the position of the current best agent at the tth iteration. X best (t) is the newly generated agent. Z (t) denotes a chaotic variable generated by a selected chaotic system. U and L represent the upper and lower bounds of the search space, respectively. r(t) is defined as the search radius, which is initiated to be 0.01 and then updated by:
If the new agent X best (t) generated by CLS has a higher fitness, it will replace the current best agent X best (t). Although there are several chaotic maps which are frequently used in CLS due to its simplicity and efficiency [39] , our experiment uses the classic logistic map which can be expressed as:
where Z (t) is the chaotic number in the tth iteration. The initial Z (0) and µ are set to be 0.152 and 4, respectively. Generally, CLS uses a decreasing search radius to reduce its search space. The main disadvantage of this kind of implementation of CLS is that the user-defined search radius is difficult to match with the convergence rate of GSA. A too large search radius will make X best (t) have a great potential to fall out of the search space of the current population. Thus, it is difficult to accelerate the convergence and improve the solution quality during the exploitation phase of GSA. Therefore, we propose a modified CLS described as: (21) where X i (t) and X j (t) are two agents randomly selected from the current population. Inspired by differential algorithm, the range of the diminishing search space of CLS is substituted by the differential vector of two arbitrary agents. Whenever the search approaches to the optimal solution in the search space, the magnitude of the differential vector would be adjusted according to the convergence of the current population, thus it has no synchronization problem. Furthermore, it is capable of maintaining the characteristics of the ergodicity and randomicity in CLS simultaneously.
C. THE PROCESS OF IGSA
The steps of IGSA are depicted as follows:
Step 1: Initialize the population of N agents;
Step 2: Calculate the distance matrix R, then generate G 0 using Eq. (13);
Step 3: Evaluate the fitnesses of the population;
Step 4: Adopt a chaotic number using Eq. (20), then implement CLS in Eq. (21);
Step 5: Generate the parameter set of α using Eq. (15), and calculate G i of each agent using Eq. (7);
Step 6: Calculate the mass of the population using Eqs. (2) and (3);
Step 7: Calculate the total force of each agent with its own G i using Eqs. (6) and (8);
Step 8: Calculate the acceleration of the population using Eq. (9);
Step 9: Update the position of each agent using Eqs. (10) and (11);
Step 10: Calculate the distances between the agents, record the values of α i which meet the condition of {α success }, and update α mean using Eq. (16);
Step 11: Repeat Step 3 to
Step 10 until the termination criterion is satisfied.
V. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed algorithm, 23 standard benchmark functions are employed in our experiment [15] , [17] . These functions are listed in Table 1 , where D represents the dimension of the function, f min is the optimum value of the function and S ∈ R n defines the search space. F1 to F7 are unimodal functions whose convergence rate is more important than the final error results. F8 to F13 are multimodal functions, which have many local minima in the search space, and algorithms are verified by these functions to possess (or not) the capability of jumping out of the local optima. F14 to F23 are also multimodal functions but in a low dimensional space, thus these functions are used to test the search capability of an algorithm in terms of the convergence speed and global exploration ability. We compare our IGSA with the classic GSA [15] and AGSA [36] . The user-defined parameters are set as follows: in all cases, the population size (N ) is set to be 50, and the dimension of the functions is 30. For the sake of conducting a reasonable comparison, the maximum number of functions evaluation, which is set to be 5E+04, is chosen as the termination criteria. All the algorithms involved in the comparison are implemented 30 times independently for each function. Table 2 summarizes the results of the best, worst, average (mean) and standard deviation (std) performance among 30 runs of GSA, AGSA and IGSA for all 23 benchmark functions.
As Table 2 illustrates, for unimodal functions, IGSA provides the best results on F1, F2, F4 and F7, while GSA performs the best on F3 and F5. All the three algorithms have nearly the same results on F6. For multimodal functions, IGSA has obvious advantages over its competitors on F8, F10, F11, and F12, and it traps into local optima on F9 and F13. GSA gets the convictive performance on F9, but it fails to find the global optima on F12, and F13. AGSA provides the worst performance on these multimodal functions. F14 to F23 are multimodal low-dimensional functions. For these functions, IGSA exhibits the best performance on F14, F15 and F16. GSA offers the best performance on F22 and F23. For the rest F17, F18 and F19, all the three algorithms provide the similar performances. To summarize, IGSA performs the best among the three methods in comparison for 17 (out of 23) functions, which suggests that IGSA is a promising and effective method for optimization. To get a convincing conclusion of the results, we conduct the statistical tests [40] to prove that the proposed algorithm has got a significant improvement than the others. We choose a nonparametric statistical test, namely Wilcoxon's ranksum test [41] , and set the significance level to be 0.05. The p-values of Wilcoxon's rank-sum test are calculated through comparing the algorithms, and the results are shown in Table 3 . In this table, the null hypothesis H 0 is that, e.g. for 'IGSA VS GSA', the results of the former method (i.e. IGSA) and that of the latter (i.e. GSA) come from distributions with equal means, and p-values which are less than 0.05 can be considered as the strong evidence to reject the null hypothesis and accept the right-tailed hypothesis H 1 that the former method performs significantly better than the latter.
From Table 3 , it can be found that that IGSA performs significantly better than GSA on 13 functions (i.e., F1, F2, F4, F7, F8, F10, F11, F12, F13, F14, F15, F18 and F21). On the contrary, p-values of 'GSA VS IGSA' indicate that IGSA performs worse on only 3 functions (i.e., F3, F5 and F9). Similar observations can be drawn for IGSA and AGSA.
Thus, these results are summarized using a form of w/t/l to display the experimental results concisely and explicitly. Table 4 represents that our proposed algorithm IGSA is significantly better than, similar to, or worse than the other comparative methods on w, t and l functions, respectively. As shown in Table 4 , compared with GSA, the experimental results of IGSA are better than those of GSA on 13 functions VOLUME 5, 2017 and worse than those of GSA on 3 functions. For the other 7 functions, both of them have the similar performances. Compared with AGSA, the number of the functions that IGSA has better performance is 16, and the number of the functions that IGSA has worse performance than AGSA is 2.
To give some insights into the search performance of these algorithms in comparison, Fig. 3 and Fig. 4 depict the convergence graphs for all the benchmark functions. As illustrated in the figures, it is clear that for the unimodal functions (F1 to F7) in the early stage of the optimization process, three algorithms converge nearly at the same rate. However, IGSA is relatively better than GSA and AGSA in accelerating the convergence during the latter phases of the optimization. Similar conclusion can be made on mutlimodal functions (F8 to F13), which suggests that IGSA emphasizes the exploration ability in the initial phase and promotes exploitation in the final phase of optimization. For the low dimensional functions, three compared algorithms display equal convergence rate on majority of these functions because the functions are relatively simple. Exceptions can also be found that AGSA converges fastest on F3 and F6, and AGSA provides the fastest convergence rate on F9. However, it can be concluded that these three algorithms have similar exploration ability, while GSA has the best exploitation ability in comparison with the other two, especially at the end of the optimization process. Based on all the above results, It is clear that IGSA is capable of achieving a better balance between exploration and exploitation than the original GSA and AGSA.
To evaluate the effectiveness of the proposed method in solving higher-dimensional problems, the dimension number of benchmark function (F1 to F13) is set to be 100, the corresponding results of the comparisons are showed in Table 5 . The Wilcoxon's rank-sum test is also carried out to identify the differences the algorithms in pairs on all the benchmark functions, and the results are shown in Table 6 and Table 7 . Based on the above results, it is clear that IGSA is able to enhance the advantageous results in comparison with GSA and SGSA. Specifically, IGSA is significantly better than GSA on 12 functions (out of 13), while GSA is significantly better than IGSA on only 1 functions. When compared with AGSA, IGSA obtains significantly better results on 10 functions, similar results on 1 function and significantly worse results on 2 functions. These results indicate that when optimizing the high-dimensional functions, IGSA is also able to get a better balance between exploration and exploitation than GSA and AGSA.
In order to further evaluate the performance of the proposed algorithm, IGSA is compared with two state of the art algorithms: PSO [42] and Genetic Algorithm (GA) [43] , and three recently proposed metaheuristics: Firefly Algorithm (FA) [44] , States of Matter Search (SMS) [45] , [46] , and Flower Pollina-tion Algorithm (FPA) [47] . The userdefined parameters of all the five algorithms are depicted in Table 8 . All the algorithms involved in comparison are implemented 30 times, with an equal number of search agents and maximum number of function evaluations. Table 9 summarizes the performance of PSO, GA, FA, SMS, FPS and IGSA for all the benchmark functions. It is clear that IGSA performs best on 13 functions (i. e., F1, F2, F4, F5, F6, F7,  F9, F10, F12, F16, F17, F18 and F20 ). To make a statistical analysis, a Wilcoxon's rank-sum test is used to compare IGSA with other algorithms, the corresponding results are provided in Table 10 . It can be observed that IGSA outperforms the other algorithms on the majority of the tested functions. Based on these observations, it can be concluded that IGSA provides competitive performance in terms of solution accuracy for most of the tested benchmark functions.
VI. DISCUSSIONS
In this section, we would like to provide a systematic investigation on IGSA. Through the analysis, we attempt to answer the following questions.
1) Is the combination of the self-adaptive mechanism with modified CLS superior to each individual?
2) How sensitive is the optimization performance of IGSA to the newly introduced user-defined parameters?
3) Why the self-adaptive mechanism and modified CLS are efficient to solve the slow exploitation problem of GSA? 4) What are the limitations of IGSA?
A. CONTRAST ANALYSIS
Since IGSA utilizes a combination of two techniques, i.e., the self-adaptive mechanism and modified CLS, it is elemental to find out the effects of either technique. To achieve this, we conduct two variants of IGSA: one is IGSASA which combines GSA with the self-adaptive mechanism, and the other is IGSAC which incorporates the modified CLS into GSA. Table 11 shows the optimization results of IGSA, IGSASA and IGSAC on 23 benchmark functions, in which the best results of the average (mean) and standard deviation (std) are shown in boldface. The p-values by applying Wilcoxon's test on the compared three algorithms are summarized in Table 12 , and the p-values below 0.05 (the significant level) are shown in boldface. The comparison results are also summarized in Table 13 in the form of w/t/l. From this table, it can be observed that IGSA performs significantly better on 10 functions, produces similar results on other 12 functions, and performs worse on only 1 function in comparison with IGSASA. On the other hand, compared with IGSAC, IGSA wins in 13 functions, ties in 9 functions, and only loses in 1 function. Based on these observations, it is clear that IGSA is superior to IGSASA and IGSAC, which suggests that the ensemble one performs better than each individual technique.
B. PARAMETER SENSITIVITY
The goal of this set of experiments is to test the effects of the newly introduced user-defined parameters. IGSA has adapted three new parameters, namely standard deviation σ in Eq. (15), adaptive control parameter p in Eq. (16), and range control parameter k in Eq. (17) . σ represents the standard deviation of the regenerated values of α at each iteration. An excessively large σ will produce many inappropriate values of α, which will influence the convergence rate of GSA. On the contrary, a small σ makes α with different values close to equal. And σ influences the effectiveness of the self-adaptive schemes. p defines the proportion that the value of α inherits from the previous iteration, and it controls the adjusting speed of α. k controls the distance of the sampling range at the current iteration, it also influences the effectiveness of our self-adaptive schemes.
To find the best combination of the three parameters, Taguchi method for design of experiment (DOE) is employed. DOE is used to find out levels of sensitivity of design parameters, which is effective in investigating the effects of multiple factors on performance, and it also can significantly reduce the time required for experimental investigation [48] , [49] . Each parameter is set to be at three levels of interest in our DOE. In order to obtain the reliable comparative results, all the experiments with different parameters are repeated 30 times. Then Friedman's test is utilized to rank these parameter combinations. The Friedman's test can rank the algorithms for solving each problem separately. The best performing algorithm among all the compared algorithms should have rank 1, the second best rank 2, and so on. In addition, the Bonferroni-Dunn's test is used to detect whether there is a significant difference among these parameter combinations, and the level of significance is set to be 0.05. The orthogonal array and its corresponding statistical analysis are summarized in Table 13 .
As shown in Table 13 , the result by using parameters in the 5th row (i.e., σ = 0.3, p = 0.1, and k = 6) possesses the smallest average rank 4.28, suggesting that this combination performs better than the others. However, all the p-values of Bonferroni-Dunn's test are larger than 0.05, which infers that the results under different combinations of parameters make no significant differences. The result thus indicates that IGSA is a robust method which is not so sensitive to these three design parameters. The suggested values of σ , p, k are 0.3, 0.1, and 6, respectively. Finally, it is notable that our conclusion is reliable only if the design parameters are limited to the above mentioned specific ranges. In summary, general conclusions need a more systematic and comprehensive design parameter study.
C. EFFICIENCY
In this section, we analyze the performance of GSA and AGSA presented in Table 2 , and then we discuss the effectiveness of the parameter adaptation schemes and modified CLS, respectively. AGSA simply forces the population moving towards the best current agent. It improves the exploitation ability of GSA, but it sacrifices the diversity of the population simultaneously. That is why AGSA is easy to trap into the premature convergence during the optimization process. In Section III, we have analyzed that it is the userdefined parameter G which dominates the convergence rate and affects the optimization performance of GSA. Although GSA utilizes the same declining G, it is not suitable for all the optimization problems. Even for the same problem, G should decline more slowly in the exploration phase, while decline more rapidly in the exploitation process.
Based on the above perspective, parameter adaptation schemes are utilized to control G's values depending on the current states of the agents: if the population agents scatter in the searching space, the schemes will produce a relatively large G value. On the other hand, if the agents converge, a relatively small G will be generated by the proposed scheme. As we mentioned in Section III, the distance R between two agents will become smaller during the optimization process. The regenerated G can just neutralize the change of R as shown in Eq. (12) , and it will produce an appropriate gravitation force for GSA at each iteration. The self-adaptive mechanism can get the feedback from the optimization and then produce an appropriate G for the next iteration of GSA. The values of G would be changed depending on the landscapes of different problems, even it can be adjusted depending on different phases of the optimization process. By means of this mechanism, GSA will converge in a self-adaptive way, instead of being determined by sustained downward trends of the value of G. Thus it makes GSA become capable of keeping the balance between exploration and exploitation for different optimization problems.
Secondly, as illustrated in [36] , when all masses of the population remain in close proximity, all the agents have nearly equal masses and the generated gravitational forces will be neutralized in the later iteration. Hence, it will prevent GSA from rapidly exploiting the optimum. To overcome this disadvantage, the modified CLS endues the best current agent with an extra chance to search the optimization space. It implies that the best current agent has a higher probability to find a better solution for the search space than the other agents in each iteration. The better the solution is, the heavier mass the best current agent will own and the greater gravitational force it will produce. Therefore, the other agents will be accelerated to move towards the current best agent. That is why the modified CLS is efficient to alleviate the slow exploitation problem of GSA. Moreover, the modified CLS is also capable of addressing the issue that the radius of CLS is difficult to match the search space of the current population. The related explanation has been provided in Section IV.
D. LIMITATIONS
The main limitation of our proposed method concerns that IGSA increases the time complexity of the algorithm. We calculate and analyze the time complexity of GSA and IGSA, respectively. The procedures of calculating the time complexity of GSA are shown as follows:
1) The time complexity of initialization process is O(N ). 
where T is the iteration number, and N is the population size. Thus the time complexity of GSA is O(N 2 ). Then, the steps of calculating the time complexity of the self-adaptive mechanism of G and the modified CLS are: 
Based on the above equation, the time complexity of IGSA is equal to O(N 4 ). Since the sorting of the distances R dominates the overall complexity, it is easy to discover that the time complexity of IGSA is higher than that of GSA, which suggests that IGSA generally costs more computational time in optimizing the same problem than GSA. Actually, the CPU running time needed by IGSA is around 1.2 times as much as that costed by GSA averagely for all the tested benchmark functions.
VII. CONCLUSION
This study improves the exploitation ability of GSA by employing a self-adaptive mechanism of G and a modified CLS. Experimental results show that the proposed IGSA realized a remarkable improvement than the original GSA and AGSA. Meanwhile, the effectiveness and parameter sensitivity of IGSA are demonstrated to give more insights into the proposed algorithm. In addition, the limitation of IGSA is also analyzed. The theoretical time complexity results show that IGSA seems to be not well-suited for high-dimensional and complex optimization problems due to its relatively high computational requirements. Yet, we still believe that the proposed two techniques open the door to a better achievement of the balance between exploitation and exploration of GSA. Although the issue of the balance between exploitation and exploration of a search algorithm remains challenging [34] , we will continue struggling to provide a more efficient and sophisticated method to control the gravitational parameter G of GSA and thus make a further step to address this issue in our future research.
