Introduction
Recently, data mining (DM) received an attention in most of the industrial and social applications. As well known the data is grown very fast due to the technology that used in different side in our daily use [1] . DM tasks usually divided into two part; first is descriptive describe the belongings of the data storage. Other part is predictive task which is execute inference to make predictions [2] .
One of the main issues in DM is classification, it means the learning process of the model which can defines dissimilar classes of data and each class is determined. In other word, we can call this process is supervised learning. After building the model successfully, the model can used to classify new data.
For classification task used two part of data, training and testing data. In the first stage of the model use training part to classify the dataset based on the attribute or label, which shows which class belongs to which record. Usually, the model that created is appeared as decision tree or a set of rules.
As important issues of the model and the algorithm that yields the model ability of the model to predict the correct class label of new data. The computational cost associated with the algorithm, and the scalability of the algorithm [3] .
The classification of the medical images is done by extracting features and describe the important class of each. Mammography is a good method used for early cancer detection. Breast Cancer is a disease that threat women in the whole world especially in the developed country.
Mammogram images actually is an X-ray images for breast cancer. It plays the main role to detect the breast cancer disease in early stage.
All mammogram images of breast cancer need preprocessing step to enhance the quality and performance screening of the image in computer aided diagnosis (CAD),the CAD process can mainly help in decrease the number of errors in diagnosis phase. In CAD process, the classification algorithms can help in searching or help in classifying lesions in benign or malignant types. Actually, the CAD system contains of numerous modules, for instance, pre-processing, segmentation and classification process of pathological cases [4] . 
Abstract
Measures the relative intensity variations in a region From table 1, zi is a random variable indicating intensity, p(zi ) is the histogram of the intensity levels in a region, L is the number of possible intensity levels, is the standard deviation [3] .
Feature extraction is an important stage, it can make analysis of the objects and images due to extract the most protuberant features that are correspondence of different objects in class. Six statistical features used in this study and their formulas are described in Table 1 , these features are commonly used and suggested by many related studies [5] .
Ensemble classification algorithms defined as learning algorithms that construct a set of classifiers that can be used to classify a new set of data either by equal weights such as in Bootstrap aggregating or Bagging method, or by different weights such as in Boosting method [6] . This paper propose multi-classifier approach based on SVM, Bayes Naïve and K-nearest Neighbors classifiers and voting method for mammogram images. The voting proposed method here is depends on the three different classifiers, mentioned above, rather than performs a group or a set of classification experiments based single classifier algorithm as in the known previous Ensemble methods.
In this paper we make an Enhancement of multi classifiers voting technique for mammogram image based on image histogram equalization This paper is organized into several sections: section 2, the methods are described. In addition, the proposed methodology is introduced. The experiments are shown in section 3. The results and discussion are presented in section 4 and the paper is concluded in section 5.
Methods
In this section, we describe the dataset that used, in addition the methods that used for enhancing the multi classifier and voting method and proposed method as well.
Dataset Description
The data sets used for this study taken from Mammogram Image Analysis Society (MIAS) all images are 1024 × 1024 pixels. The data base has Benign and Malignant breast cancer images, 119 images is a total patients. All images contain the positions of abnormalities [14] . Table 2 shows the dataset description. 
Histogram Equalization
Histogram equalization is an entirely automatic procedure used to stretch out the gray levels to make the appearance of image is better. The main idea of this process to calculate the new values for the gray levels according to the following formula:.
where L is the different gray levels with values start from 0, 1, 2, . . . , L -1.The gray level i happens ni times in the image. This proposed preprocess was applied before feature extraction stage.
Individual Classifier Algorithms
The classification process using individual classification approaches or methods involves four major steps namely image collection and preprocessing if any, image cropping, feature extraction, apply classification algorithm. Image Cropping was applied to the images based on given X,Y and R values defined in MIAS dataset, Figure 1 shows an example of this image. The following paragraphs give basic ideas about our three individual classification algorithm propose to use in this study; those are NBC, KNN and SVM, these methods are used in many similar studies [7] [8] [9] .
Naïve Bayes classifier (NBC) used in this study is based on the equation 2 below, which is found to apply for the continuous data and it illustrated in the following equations, the other probability form is used for nominal data.
where : µ : mean , σ : standard deviation , σ 2 : variance
K-nearest-neighbor
K-nearest-neighbor method (KNN) is one of the non-parametric techniques. It is well known and simple method, it used in pattern recognition field and used for classification and regression purpose. KNN can calculate the distance between a query scenario and a set of scenarios in the data set by using distance function d(X, Y). Both of X and Y are where scenarios consisting of N attributes. The X values is (X = {x 1 … x n }) and Y values is (Y={y 1 … y n }). The major two common distance functions used with these classification algorithms are Absolute Distance measuring and Euclidean Distance measuring. In this study we use the second distance measure as in the following formula as shown in equation 3.
Support Vector Machine
Support Vector Machine (SVM) is one of the machine learning techniques. It is a supervised learning technique. In addition, it is a discriminative classification method realized by a separating hyper-plane and maximizes the margin between the two classes. The hyper-plane or a line which is separating a plane in two parts.
The basic idea of this classifier is shown in Figure 2 below and the following algorithm.
The three main ideas of the algorithm: 1.Identifythe optimal hyper-plane is maximize margin. 2.Separable problems: it have a penalty expression for misclassifications. 3.It is easier to classify with linear decision surfaces: reformulate problem so that data is mapped implicitly to this space.
Multi Classifier Voting Algorithm
This section includes experiments that led to the results of applying simple voting method on the three classifiers shown in the 
Experiments
The dataset used in this study is Mammographic Image Analysis Society (MIAS) [10] . It has a total of 119 instances of breast cancer patients with each, either having malignant or benign type of cancer, this data set used by many latest related studies [11] [12] [13] .
After we apply the required preprocessing stages which include the histogram process and image cropping (based on X, Y and R values) and feature extraction (using the six function described earlier in Table 1) we divide the data set into three different sizes of training and testing which are 60%, 70%, 85% for training and 40%, 30%, 15% for testing purpose, the overall accuracy is calculated using the equation defined in equation 4. 
Results and Discussions
The first round of experiment is carried using the three individual algorithms, while the second round used the predicted class labels as an input and implemented the previous proposed algorithm. The two experiments was done after histogram process. All the results of our experiments are shown in Table 2 and 3 below. As we have seen in the above table 4, the highest data set percentage that gives good accuracy is 85%, and it was 0.8125, while in 70% the accuracy was 0.6773 and in 60% the accuracy was 0.6197. Generally we found that the accuracy was increased after applying the histogram equalization and voting in the three different percentages of data set.
An enhancement of multi classifiers voting approach for mammogram image based on image histogram equalization is addressed in this paper to improve the classification accuracy of the breast cancer. The methods implement voting classification method based on three classifiers which were; K-nearestneighbor, support vector machine and naïve bayes classifier. The proposed technique implemented on MIAS medical images data, the data divided into two parts; training part that used 60, 70, 85 percentage of data set for training and the rest were use for testing purpose. For the future work will try to use more than three classifiers to fulfil better results in terms of accuracy [15] [16] .
