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INVERSE SCATTERING THEORY FOR SCHRO¨DINGER
OPERATORS WITH STEPLIKE POTENTIALS
IRYNA EGOROVA, ZOYA GLADKA, TILL LUC LANGE, AND GERALD TESCHL
Abstract. We study the direct and inverse scattering problem for the one-
dimensional Schro¨dinger equation with steplike potentials. We give necessary
and sufficient conditions for the scattering data to correspond to a potential
with prescribed smoothness and prescribed decay to their asymptotics. These
results are important for solving the Korteweg–de Vries equation via the inverse
scattering transform.
1. Introduction
Among various direct/inverse spectral problems the scattering problem on the
whole axis for one-dimensional Schro¨dinger operators with decaying potentials takes
a particular place as one of the most rigorously investigated spectral problems.
Being considered first by Kay and Moses [31] on a physical level of rigor, it was
rigorously studied by Faddeev [20], and then revisited independently by Marchenko
[38] and by Deift and Trubowitz [12]. In particular, Faddeev [20] considered the
inverse problem in the class of potentials which have a finite first moment (i.e.,
(1.2) below with c− = c+ = 0 and m = 1) but the importance of the behavior of
the scattering coefficients at the bottom of the continuous spectrum was missed. A
complete solution was given by Marchenko [38] (see also Levitan [37]) for the first
moment (m = 1) and by Deift and Trubowitz [12] for the second moment (m = 2)
who also gave an example showing that some condition on the aforementioned
behavior is necessary for solving the inverse problem.
The next simplest case is the so-called steplike case where the potential tends to
different constants one the left and right half-axes. The corresponding scattering
problem was first considered on an informal level by Buslaev and Fomin in [8] who
studied mostly the direct scattering problem and derived the main equation of the
inverse problem — the Gelfand–Levitan–Marchenko (GLM) equation. A complete
solution of the direct and inverse scattering problem for steplike potentials with a
finite second moment (i.e., (1.2) below with m = 2) was solved rigorously by Cohen
and Kappeler [10] (see also [11] and [25]). While several aspects in the steplike case
are similar to the decaying case, there are also some distinctive differences due to
the presence of spectrum of multiplicity one. Moreover, there have also been further
generalizations to the case of periodic backgrounds made by Firsova [21, 22, 23] and
to steplike finite-gap backgrounds by Boutet de Monvel and two of us [7] (see also
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[39]) and to steplike almost periodic backgrounds by Grunert [26, 27]. We refer to
these publications for more information.
Our aim in the present paper is to use Marchenko’s approach for the generaliza-
tion of the results of [10] to the case of steplike potentials with finite first moment
which turns out to be much more delicate than the second moment. Note that this
question is partly studied in [4]. In fact, we will also give a complete solution of
the inverse problem for potentials with any given number of moments m ≥ 1 and
any given number of derivatives n ≥ 0 which has important applications for the
solution of the Korteweg–de Vires (KdV) equation.
As is well known, the inverse scattering transform (IST) is the main ingredient
for solving and understanding the solutions of the KdV (as well as the associated
modified KdV) equation. In fact, applications of the IST to the initial value problem
for KdV were already considered by many authors (see for example the monographs
[13], [38], [44]). For the steplike case this was first done by Cohen [9] and Kappeler
[30]. For more general backgrounds we refer to [24] and to the more recent works
[16], [18], [19] as well as the references therein. For the long-time asymptotics of
solutions, we refer to [44], [32], [43], [5], [6] and to [1], [28], [40], [34], [15], [35],
[36] for more recent developments. In a forthcoming paper [14] we will apply the
inverse scattering transform to solve the Cauchy problem for the Korteweg–de Vries
equation for initial conditions in the class of potentials investigated in the present
paper, extending the results from [19].
We consider the spectral problem
(1.1) (Lf)(x) := − d
2
dx2
f(x) + q(x)f(x) = λf(x), x ∈ R,
with a steplike potential q(x) such that
q(x)→ c±, as x→ ±∞,
where c+, c− ∈ R are in general different values. Everywhere in this paper we
assume that q ∈ L1loc(R) and tends to its background asymptotics c+ and c− with
m ”moments” finite:
(1.2)
∫ +∞
0
(1 + |x|m)(|q(x) − c+|+ |q(−x) − c−|)dx <∞,
where m ≥ 0 is a fixed integer.
Definition 1.1. Let m ≥ 0 and n ≥ 0 be integers and f : R → R be an n times
differentiable function. We say that f ∈ Lnm(R±) if f (j)(x)(1 + |x|m) ∈ L1(R±) for
j = 0, 1, . . . , n.
Note, that f ∈ L0m(R±) means that
∫
R±
|f(x)|(1 + |x|m)dx <∞. By this defini-
tion L00(R±) = L1(R±) ∩ L1loc(R) and Lj0(R±) = {f : f (i) ∈ L00(R±), 0 ≤ i ≤ j}.
Definition 1.2. Let c± be given real values and let m ≥ 0, n ≥ 0 be given integers.
We say that q ∈ Lnm(c+, c−) if q±(·) := q(·)− c± ∈ Lnm(R±).
Note that q ∈ L0m(c+, c−) if condition (1.2) holds. If q ∈ Lnm(c+, c−) with n ≥ 1
then in addition
(1.3)
∫
R
(1 + |x|m)|q(i)(x)|dx <∞, i = 1, . . . , n.
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The aim of this paper is a complete study of the direct and inverse scattering
problem for potentials from the classes Lnm(c+, c−) with m ≥ 1. In particular, we
propose necessary and sufficient conditions on the set of scattering data associated
with such potentials. The following notations will be used throughout this paper:
Abbreviate
(1.4) c = min{c−, c+}, c = max{c−, c+},
and D := C \ Σ, where Σ = Σu ∪ Σl with Σu = {λu = λ + i0, λ ∈ [c,∞)} and
Σl = {λl = λ − i0, λ ∈ [c,∞)}. We treat the boundary of the domain D as
consisting of two sides of cuts along the interval [c,∞), with distinguished points
λu and λl on this boundary. In equation (1.1) the spectral parameter λ belongs to
the set clos(D), where clos(D) = D ∪ Σu ∪ Σl. Along with λ we will use two more
spectral parameters
(1.5) k± :=
√
λ− c±,
which map the domains C \ [c±,∞) conformally onto C+. Thus there is a one to
one correspondence between the parameters k± and λ.
2. The Direct scattering problem
2.1. Properties of the Jost solutions. In this subsection we collect some well-
known properties of the Jost solutions for (1.1) with q ∈ L01(c+, c−) and establish
additional properties of these solutions for a potential from the class Lnm(c+, c−)
withm ≥ 2 or n ≥ 1. All the estimates below are one-sided and hence are generated
by the behavior of the potential on one half axis. For q±(·) = q(·)− c± ∈ Lnm(R±),
m ≥ 1, n ≥ 0, introduce nonnegative, as x→ ±∞ nonincreasing functions
(2.1)
σ±,i(x) := ±
∫ ±∞
x
|q(i)± (ξ)|dξ, σˆ±,i(x) := ±
∫ ±∞
x
σ±,i(ξ)dξ, i = 0, 1, . . . , n.
Evidently,
(2.2) σ±,i(·) ∈ L1m−1(R±), m ≥ 1, σˆ±,i(·) ∈ L2m−2(R±), m ≥ 2,
(2.3) σˆ±,i(x) ↓ 0 as x→ ±∞, for q± ∈ Ln1 (R±), i = 0, 1, . . . , n.
Lemma 2.1. ([38, Lemmas 3.1.1–3.1.3]). Let q±(·) = q(·) − c± ∈ L01(R±). Then
for all λ ∈ clos(D) equation (1.1) has a solution φ±(λ, x) which can be represented
as
(2.4) φ±(λ, x) = e
±ik±x ±
∫ ±∞
x
K±(x, y)e
±ik±ydy,
where the kernel K±(x, y) is real-valued and satisfies the inequality
(2.5) |K±(x, y)| ≤ 1
2
σ±,0
(
x+ y
2
)
exp
{
σˆ±,0(x)− σˆ±,0
(
x+ y
2
)}
.
Moreover,
K±(x, x) = ±1
2
∫ ±∞
x
q±(ξ)dξ.
The function K±(x, y) has first order partial derivatives which satisfy the inequality
(2.6)
∣∣∣∣∂K±(x1, x2)∂xj ± 14q±
(
x1 + x2
2
)∣∣∣∣ ≤
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≤ 1
2
σ±,0 (x) σ±,0
(
x1 + x2
2
)
exp
{
σˆ±,0(x1)− σˆ±,0
(
x1 + x2
2
)}
.
The solution φ±(λ, x) is an analytic function of k± in C
+ and is continuous up to
R. For all λ ∈ clos(D) the following estimate is valid
(2.7)
∣∣φ±(λ, x)− e±ik±x∣∣ ≤ (σˆ±,0(x)− σˆ±,0 (x± 1|k±|
))
e− Im(k±)x+σˆ±,0(x).
For k± ∈ R \ {0} the functions φ±(λ, x) and φ±(λ, x) are linearly independent with
W (φ±(λ, ·), φ±(λ, ·)) = ∓2ik±,
where W (f, g) = fg′ − gf ′ denotes the usual Wronski determinant.
Formulas (2.5) and (2.6) together with (2.4) and (2.2) imply
Corollary 2.2. Let q± ∈ L0m(R±), m ≥ 1. Then
(2.8) K±(x, ·), ∂K±(x, ·)
∂x
∈ L0m−1(R±), m ≥ 1,
and the function φ±(λ, x) is m− 1 times differentiable with respect to k± ∈ R.
Note, that the key ingredient for proving the estimates (2.5) and (2.6) is a rig-
orous investigation of the following integral equation (formula (3.1.12) of [38])
(2.9) K±(x, y) = ±1
2
∫ ±∞
x+y
2
q±(ξ)dξ+
∫ ±∞
x+y
2
dα
∫ y−x
2
0
q±(α−β)K±(α−β, α+β)dβ.
To further study the properties of the Jost solution we represent (2.4) in the form
proposed in [12]:
(2.10) φ±(λ, x) = e
ik±x
(
1±
∫ ±∞
0
B±(x, y)e
±2ik±ydy
)
,
where
(2.11) B±(x, y) = 2K±(x, x+ 2y), B±(x, 0) = ±
∫ ±∞
x
q±(ξ)dξ,
and equation (2.9) transforms into the following integral equation with respect to
±y ≥ 0
(2.12) B±(x, y) = ±
∫ ±∞
x+y
q±(s)ds+
∫ ±∞
x+y
dα
∫ y
0
dβq±(α− β)B±(α− β, β).
Equation (2.12) is the basis for proving the following
Lemma 2.3. Let n ≥ 1 and m ≥ 1 be fixed natural numbers and let q± ∈ Lnm(R±).
Then the functions B±(x, y) have n + 1 partial derivatives and the following esti-
mates are valid for l ≤ s ≤ n+ 1
(2.13)
∣∣∣∣ ∂s∂xl ∂ys−lB±(x, y)± q(s−1)± (x+ y)
∣∣∣∣ ≤ C±(x)ν±,s(x)ν±,s(x+ y),
where
(2.14) ν±,l(x) =
l−2∑
i=0
(
σ±,i(x) + |q(i)± (x)|
)
, l ≥ 2, ν±,1(x) := σ±,0(x),
and C±(x) = C±(x, n) ∈ C(R) are positive functions which are nonincreasing as
x→ ±∞.
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Proof. Differentiating equation (2.12) with respect to each variable, we get
(2.15)
∂B±(x, y)
∂x
= ∓q±(x+ y)−
∫ x+y
x
q±(s)B±(s, x+ y − s)ds;
(2.16)
∂B±(x, y)
∂y
= ∓q±(x+y)−
∫ x+y
x
q±(s)B±(s, x+y−s)ds+
∫ ±∞
x
q±(α)B±(α, y)dα.
From these formulas and (2.11), we obtain
∂B±(x, 0)
∂x
= ∓q±(x); ∂B±(x, y)
∂y
|y=0 = ∓q±(x) ± 1
2
(∫ ±∞
x
q±(α)dα
)2
,
(2.17)
∂B±(x, y)
∂y
=
∂B±(x, y)
∂x
+
∫ ±∞
x
q±(α)B±(α, y)dα.
We observe that the partial derivatives of B±, which contain at least one differen-
tiation with respect to x, have the structure
∂p
∂xk∂yp−k
B±(x, y) = ∓q(p−1)± (x+ y) +D±,p,k(x, y)+(2.18)
+
∫ x
x+y
q±(ξ)
∂p−1
∂yp−1
B±(ξ, x+ y − ξ)dξ, p > k ≥ 1,
where D±,p,k(x, y) is the sum of all derivatives of all integrated terms which ap-
peared after p−1 differentiation of the upper and lower limits of the integral on the
right hand side of (2.15). The integrand in (2.18) at the lower limit of integration
has value
q±(ξ)
∂p−1
∂yp−1
B±(ξ, x + y − ξ)|ξ=x+y = q±(x+ y)B±,p−1(x+ y),
where
(2.19) B±,r(ξ) =
∂r
∂tr
B±(ξ, t)|t=0.
Thus, further derivatives of such a term do not depend on whether we differentiate
it with respect to x or y. The same integrand at the upper limit has the value
q±(x)
∂r−1
∂yr−1B±(x, y), and it will appear only after a differentation with respect to
x. Taking all this into account, we conclude that D±,p,k(x, y) in (2.18) can be
represented as
D±,p,k(x, y) = (1−δ(k, 1)) ∂
p−k
∂yp−k
k∑
s=2
∂k−s
∂xk−s
(
q±(x)
∂s−2
∂ys−2
B±(x, y)
)
−D±,p(x+y),
where δ(r, s) is the Kronecker delta (i.e. the first summand is absent for k = 1) and
(2.20) D±,p(ξ) :=
p−2∑
s=0
dp−s
dξp−s
(q±(ξ)B±,s(ξ)) ,
see (2.19). If we differentiate (2.16) with respect to y, then for p ≥ 2 we get
∂p
∂yp
B(x, y) = ∓q(p−1)± (x+ y) +D±,p(x+ y)+
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+
∫ x
x+y
q±(ξ)
∂p−1
∂yp−1
B±(ξ, x+ y − ξ)dξ +
∫ ±∞
x
q±(ξ)
∂p−1
∂yp−1
B±(ξ, y)dξ,
where D±,p(ξ) is defined by (2.20). We complete the proof by induction taking
into account (2.11) and the estimates (2.5), (2.6) in which the exponent factors are
replaced by the more crude estimate of type C±(x). 
2.2. Analytical properties of the scattering data. The spectrum of the Schro¨-
dinger operator L with steplike potential (1.2) consists of an absolutely continuous
and a discrete part. Using (1.4) introduce the sets
Σ(2) := [c,+∞), Σ(1) := [c, c], Σ = Σ(2) ∪ Σ(1).
The set Σ is the (absolutely) continuous spectrum of operator L, and Σ(1) and Σ(2),
are the parts which are of multiplicities one and two, respectively. As mentioned
in the introduction, we distinguish the points on the upper and lower sides of the
set Σ. Note that the set Σ is the preimage of the real axis R under the conformal
map k±(λ) : clos(D) → C+ when c± < c∓. For q ∈ Lnm(c+, c−) with m ≥ 1 and
n ≥ 0, the operator L has a finite discrete spectrum (see [2]), which we denote as
Σd = {λ1, . . . , λp}, where λ1 < · · · < λp < c. Our next step is to briefly describe
some well-known analytical properties of the scattering data ([8], [10]). Most of
these properties follow from analytical properties of the Wronskian of the Jost
solutions W (λ) := W (φ−(λ, ·), φ+(λ, ·)). The representations (2.4) imply that the
Jost solutions, together with their derivatives, decay exponentially fast as x→ ±∞
for Im(k±) > 0. Evidently, the discrete spectrum Σd of L coincides with the set of
points, where φ+ is proportional to φ− and, their Wronskian vanishes. The Jost
solutions at these points are called the left and the right eigenfunctions. They are
real-valued, and we denote the corresponding norming constants by
γ±j :=
(∫
R
φ2±(λj , x)dx
)−1
.
Lemma 2.4. Let q ∈ Lnm(c+, c−) with m ≥ 1, n ≥ 0. Then the function W (λ)
posseses the following properties
(i) It is holomorphic in the domain D and continuous up to the boundary Σ of
this domain. Moreover, W (λ+ i0) =W (λ − i0) 6= 0 as λ ∈ (c,+∞).
(ii) It has simple zeros in the domain D only at the points λ1, . . . , λp, where
(2.21)
(
dW
dλ
(λj)
)−2
= γ+j γ
−
j .
Items (i)–(ii) are proved in [7] for q ∈ L02(c+, c−), but the proof remains valid
for q ∈ L01(c+, c−). As we see, the only real value apart from the discrete spectrum
where the Wronskian can vanish, is the point c. If W (c) = 0 we will refer to this
as to the resonant case.
To study further the spectral properties of L, we consider the usual scattering
relations
(2.22) T∓(λ)φ±(λ, x) = φ∓(λ, x) +R∓(λ)φ∓(λ, x), as k±(λ) ∈ R,
where the transmission and reflection coefficients are defined as usual,
(2.23)
T±(λ) :=
W (φ±(λ), φ±(λ))
W (φ∓(λ), φ±(λ))
, R±(λ) := −W (φ∓(λ), φ±(λ))
W (φ∓(λ), φ±(λ))
, k± ∈ R.
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Their properties are given in the following
Lemma 2.5. Let q ∈ Lnm(c+, c−) with m ≥ 1, n ≥ 0. Then the entries of the
scattering matrix possess the following properties:
I. (a) T±(λ+ i0) = T±(λ− i0) and R±(λ+ i0) = R±(λ− i0) for k±(λ) ∈ R.
(b)
T±(λ)
T±(λ)
= R±(λ) for λ ∈ Σ(1) when c± = c.
(c) 1− |R±(λ)|2 = k∓
k±
|T±(λ)|2 for λ ∈ Σ(2).
(d) R±(λ)T±(λ) +R∓(λ)T±(λ) = 0 for λ ∈ Σ(2).
(e) T±(λ) = 1 +O(λ
−1/2) and R±(λ) = O(λ
−1/2) for λ→∞.
II. (a) The functions T±(λ) can be analytically continued to the domain D sat-
isfying
(2.24) 2ik+(λ)T
−1
+ (λ) = 2ik−(λ)T
−1
− (λ) =:W (λ),
where W (λ) possesses the properties (i)–(ii) from Lemma 2.4.
(b) If W (c) = 0 then W (λ) = iγ
√
λ− c (1 + o(1)), where γ ∈ R \ {0}.
III. R±(λ) is continuous for k±(λ) ∈ R.
Proof. Properties I. (a)–(e), II. (a) are proved in [7] for m = 2, and the proof
remains valid for m = 1. Property III is evidently valid for k± 6= 0 by (2.23), the
continuity of the Jost solutions, and the absence of resonances. Since W (c) 6= 0
by Lemma 2.4, it remains to establish that in the case c = c± the function R± is
continuous as k± → 0. Since φ±(c±, x) = φ±(c±, x), the property
(2.25) R±(c±) = −1 if W (c±) 6= 0,
follows immediately from (2.23). In the resonant case, the proof of II. (b) will be
deferred to Subsection 2.4. 
Since we have deferred the proof of II. (b), we will not use it until then. However,
we will need the following weakened version of property II. (b).
Lemma 2.6. If W (c) = 0 then, in a vicinity of point c, the Wronskian admits the
estimates
(2.26) W−1(λ) =
{
O
(
(λ − c)−1/2) for λ ∈ Σ,
O
(
(λ − c)−1/2−δ) for λ ∈ C \ Σ,
where δ > 0 is an arbitrary small number.
Proof. We give the proof for the case c− = c, c+ = c. The other case is analogous.
In this case the point k− = 0 corresponds to the point λ = c. To study the
Wronskian, we use (2.24) for T−(λ). First we prove that T− is bounded on the
set Vε : {λ(k−) : −ε < k− < ε} for some ε > 0. Indeed, due to the continuity
of φ+(λ, x) with respect to both variables, we can choose a point x0 such that
φ+(c, x0) 6= 0, respectively |φ+(λ, x0)| > 12 |φ+(c, x0)| > 0 in Vε for sufficiently
small ε. Then by (2.22),
|T−(λ)| = |R−(λ)φ−(λ, x0) + φ−(λ, x0)||φ+(λ, x0)| ≤ C, λ ∈ Vε.
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Thus, for real λ near c we have W−1(λ) = O((λ − c)−1/2). For non real λ we use
the fact that the diagonal of the kernel of the resolvent (L− λI)−1
G(λ, x, x) =
φ+(λ, x)φ−(λ, x)
W (λ)
, λ ∈ D \ Σd,
is a Herglotz–Nevanlinna function (cf. [42], Lemma 9.22). Hence by virtue of Stielt-
jes inversion formula ([42], Theorem 3.22) it can be represented as
G(λ, x0, x0) =
∫ c+ε2
c
ImG(ξ + i0, x0, x0)
ξ − λ dξ +G1(λ),
where G1(λ) is a bounded in a vicinity of c. But G(ξ + i0, x0, x0) = O((ξ − c)−1/2)
and by [41, Chap. 22] we get (2.26). 
In what follows we set κ±j :=
√
c± − λj such that iκ±j is the image of the eigen-
value λj under the map k±. Then we have the following
Remark 2.7. For the function T±(λ), regarded as a function of variable k±,
(2.27) Resiκ±
j
T±(λ) = i(µj)
±1γ±j , where φ+(λj , x) = µjφ−(λj , x).
2.3. The Gelfand–Levitan–Marchenko equations. Our next aim is to derive
the Gelfand–Levitan–Marchenko equations. In addition to I. (e), we will need
another property of the reflection coefficients.
Lemma 2.8. Let q ∈ L01(c+, c−). Then the reflection coefficient R±(λ) regarded
as a function of k± ∈ R belongs to the space L1(R) = L1{k±}(R).
Proof. Throughout this proof we will denote by fs,± := fs,±(k±), s = 1, 2, . . . ,
functions whose Fourier transforms are in L1(R)∩L2(R) (with respect to k±). Note
that fs,± are continuous. Moreover, a function fs,± is continuous with respect to
k∓ for k∓ = k∓(λ) with λ ∈ Σ(2), and fs,± ∈ L2{k∓}(R \ (−a, a)), where the set
R \ (−a, a) is the image of the spectrum Σ(2) under the map k∓(λ).
Denote by a prime the derivative with respect to x. Then (2.4)–(2.6) and (2.1)
imply
φ±(λ, 0) = 1 + f1,±, φ′±(λ, 0) = ∓ik± φ±(λ, 0) + f2,±,
φ±(λ, 0) = 1 + f3,±, φ
′
±(λ, 0) = ±ik± φ±(λ, 0) + f4,±.
Since
(2.28) k± − k∓ = c∓ − c±
2k±
(1 + o(1)) as |k±| → ∞,
then W (φ∓(λ), φ±(λ)) = f5,± for large k±. By the same reason
W (λ) = 2i
√
λ(1 + o(1)) as λ→∞.
Remember that the reflection coefficient is a bounded function with respect to
k± ∈ R by I. (b), (c). Moreover, for |k±| ≫ 1 it admits the representation
R±(λ) = f6,±k
−1
± . This finishes the proof. 
Lemma 2.9. Let q ∈ L01(c+, c−). Then the kernels of the transformation operators
K±(x, y) satisfy the integral equations
(2.29) K±(x, y) + F±(x+ y)±
∫ ±∞
x
K±(x, s)F±(s+ y)ds = 0, ±y > ±x,
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where
F±(x) =
1
2pi
∫
R
R±(λ)e
±ik±xdk± +
p∑
j=1
γ±j e
∓κ±
j
x(2.30)
+
{
1
4pi
∫ c
c |T∓(λ)|2 |k∓|−1e±ik±xdλ, c± = c,
0, c± = c.
Proof. To derive the GLM equations, we introduce two functions
G±(λ, x, y) =
(
T±(λ)φ∓(λ, x) − e∓ik±x
)
e±ik±y, ±y > ±x,
where x, y are considered as parameters. As a function of λ, both functions are
meromorphic in the domain D with simple poles at the points λj of the discrete
spectrum. By property II, they are continuous up to the boundary Σu ∪Σl, except
at the point c, where one of these functions (G∓(λ, x, y) for c = c±) can have a
singularity of order O((λ − c)−1/2−δ) in the resonant case by Lemma 2.6.
By the scattering relations,
T±(λ)φ∓(λ, x) − e∓ik±x = R±(λ)φ±(λ, x) + (φ±(λ, x) − e∓ik±x)
= S±,1(λ, x) + S±,2(λ, x).
It follows from (2.4) that
1
2pi
∫
R
S±,2(λ, x)e
±ik±ydk± = K±(x, y).
Next, according to Lemma 2.8 and (2.8), we obtain
R±(λ)K±(x, s)e
ik±(y+s) ∈ L1{k±}(R)× L1{s}([x,±∞)) for x, y fixed.
Using again (2.4) and Fubini’s theorem, we get
1
2pi
∫
R
S±,1(λ)e
±ik±ydk± =
= Fr,±(x+ y)± 1
2pi
∫
R
∫ ±∞
x
K±(x, s)R±(λ)e
±ik±(y+s)ds dk±
= Fr,±(x+ y)±
∫ ±∞
x
K±(x, s)Fr,±(y + s)ds,
where we have set (r for ”reflection”)
(2.31) Fr,±(x) :=
1
2pi
∫
R
R±(λ)e
±ik±xdk±.
Thus, for ±y > ±x,
(2.32)
1
2pi
∫
R
G±(λ, x, y)dk± = K±(x, y) + Fr,±(x + y)±
∫ ±∞
x
K±(x, s)Fr,±(y + s)ds.
Now let Cρ be a closed semicircle of radius ρ lying in the upper half plane with the
center at the origin and set Γρ = Cρ ∪ [−ρ, ρ]. Estimates (2.3), (2.7), (2.28), and
I. (e) imply that the Jordan lemma is applicable to the function G±(λ, x, y) as a
function of k± when ±y ≥ ±x. Moreover, formula (2.27) implies
φ∓(λj , x)Resiκ±
j
T±(λ) = iγ
±
j φ±(λj , x),
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and thus
p∑
j=1
Resiκ±
j
G±(λ, x, y) = i
p∑
j=1
γ±j φ±(λj , x)e
∓κ±
j
y
= i
(
Fd,±(x+ y)±
∫ ±∞
x
K±(x, s)Fd,±(s+ y)ds
)
,(2.33)
where we denote (d for discrete spectrum)
Fd,±(x) :=
p∑
j=1
γ±j e
∓κ±
j
x.
Now let c± = c, which means that variable k± ∈ R covers the whole continuous
spectrum of L. Then the function G±(λ, x, y) as a function of k± has a meromorphic
continuation to the domain C+ with poles at the points iκ±j . By use of the Cauchy
theorem, of the Jordan lemma and (2.32),for ±x < ±y, we get
lim
ρ→∞
1
2pi
∮
Γρ
G±(λ, x, y)dk− = i
p∑
j=1
Resiκ±
j
G±(λ, x, y) = K±(x, y)
+ Fr,±(x + y)±
∫ ±∞
x
K±(x, s)Fr,±(y + s)ds.
Joining this with (2.33), we get equation (2.30) in the case c± = c. Unlike to this,
in the case c± = c the real values of variable k± correspond to the spectrum of
multiplicity two only. Then the function G±(λ, x, y) considered as a function of k±
in C+ has a jump along the interval [0, ib±] with b± =
√
c± − c∓ > 0. It does not
have a pole in b± because by Lemma 2.6, the estimate G±(λ, x, y) = O((k±−b±)α)
with −1 < α ≤ −1/2 is valid.
For large ρ > 0, put bρ = b± + ρ
−1, introduce a union of three intervals
C′ρ = [−ρ−1, ibρ − ρ−1] ∪ [ρ−1, ibρ + ρ−1] ∪ [ibρ − ρ−1, ibρ + ρ−1],
and consider a closed contour Γ′ρ = Cρ ∪ C′ρ ∪ [−ρ,−ρ−1] ∪ [ρ−1, ρ] oriented coun-
terclockwise. The function G±(λ, x, y) is meromorphic inside the domain bounded
by Γ′ρ (we suppose that ρ is sufficiently large such that all poles are inside this
domain). Thus,
lim
ρ→∞
1
2pi
∮
Γ′ρ
G±(λ, x, y)dk± =i
p∑
j=1
Resiκ±j
G±(λ, x, y) = K±(x, y)
(2.34)
+ Fr,±(x+ y)±
∫ ±∞
x
K±(x, s)Fr,±(y + s)ds
+
1
2pi
∫ 0
ib±
(G±(λ+ i0, x, y)−G±(λ− i0, x, y)) dk±.
In the case under consideration, that is when c± = c, the variable k± = iκ, κ > 0,
does not have a jump along the spectrum of multiplicity one, and the same is true
for the solution φ±(λ, x). Thus the jump [G±] := G±(λ+i0, x, y)−G±(λ− i0, x, y)
stems from the function T±(λ)φ∓(λ, x). By (2.24) and I. (b) we have T±T
−1
± =
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−T∓T−1∓ = −R∓ on Σ(1). To simplify notations we omit the dependence on λ and
x. The scattering relations (2.23) then imply
T±φ∓ − T±φ∓ = −T±
(
φ∓ +R∓φ∓
)
= −T±T∓φ±,
and, therefore, [G±] = −e±k±yT±(λ+ i0)T∓(λ+ i0)φ±(λ, x). Set
χ(λ) := −T±(λ+ i0)T∓(λ+ i0), λ ∈ [c, c].
By use of (2.4), we get
1
2pi
∫ 0
ib±
(G±(λ + i0, x, y)−G±(λ− i0, x, y)) dk±
= Fχ,±(x + y)±
∫ ±∞
x
K±(x, s)Fχ,±(s+ y)ds,
where
Fχ,±(x) =
1
2pi
∫ 0
ib±
χ(λ)e±ik±xdk± =
1
4pi
∫ c
c
χ(λ)e±ik±x
dλ√
λ− c±
.
Combining this with (2.34), (2.33), and (2.31) and taking into account that by
(2.24),
χ(λ)√
λ− c±
= |T∓(λ)|2|k∓|−1 > 0, λ ∈ (c, c),
gives (2.30) in the case c± = c. 
Corollary 2.10. Put Fˆ±(x) := 2F±(2x). Then equation (2.29) reads
(2.35) Fˆ±(x+ y) +B±(x, y)±
∫ ±∞
0
B±(x, s)Fˆ±(x+ y + s)ds = 0,
where B±(x, y) is the transformation operator from (2.10).
This equation and Lemma 2.3 allows us to establish the decay properties of
F±(x).
Lemma 2.11. Let q ∈ Lnm(c+, c−), m ≥ 1, n ≥ 0. Then the kernels of the GLM
equations (2.29) possess the property:
IV. The function F±(x) is n+ 1 times differentiable with F
′
± ∈ Lnm(R±).
Proof. Differentiation of (2.35) j times with respect to y gives
(2.36) Fˆ
(j)
± (x+ y) +B
(j)
±,y(x, y)±
∫ ±∞
0
B±(x, s)Fˆ
(j)
± (x+ y + s)ds = 0.
Set here y = 0 and abbreviate H±,j(x) = B
(j)
±,y(x, 0). Recall that the estimates
(2.13) and (2.14) imply H±,j ∈ Ln+1−jm (R±), j = 1, . . . , n+1. By changing variables
x+ s = ξ, we get
(2.37) Fˆ
(j)
± (x) +H±,j(x) ±
∫ ±∞
x
B±(x, ξ − x)Fˆ (j)± (ξ)dξ = 0.
Formula (2.11) and the estimate (2.5) imply
|B±(x, ξ − x)| ≤ σ±,0(ξ)eσˆ±,0(x)−σˆ±,0(ξ)
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and from (2.37) it follows
|Fˆ (j)± (x)|e−σˆ±,0(x) ≤|H±,j(x)|e−σˆ±,0(x)(2.38)
±
∫ ±∞
x
σ±,0(s)e
−σˆ±,0(s)|Fˆ (j)± (s)|ds
=|H±,j(x)|e−σˆ±,0(x) +Φ±,j(x),
where Φ±,j(x) := ±
∫ ±∞
x
|F (j)± (s)|e−σˆ±,0(s)σ±,0(s)ds. Multiplying the last inequal-
ity by σ±,0(x) and using (2.1), we get
∓ d
dx
(Φ±,j(x)e
−σˆ±,0(x)) ≤ |H±,j(x)|σ±,0(x)e−2σˆ±,0(x).
By integration, we have
Φ±,j(x) ≤ ±Ceσˆ±,j(x)
∫ ±∞
x
H±,j(s)σ±,0(s)ds.
This inequality implies Φ±(·) ∈ L1m(R±) because H±,j ∈ Ln+1−jm (R±), j ≥ 1,
σ±,0 ∈ L1m−1(R±). Property IV now follows from (2.38). 
2.4. The Marchenko and Deift–Trubowitz conditions. In this subsection we
give the proof of property II. (b) and also prove the continuity of the reflection
coefficient R± at the edge of the spectrum c when c± = c in the resonant case.
As is known, these properties are crucial for solving the inverse problem but were
originally missed in the seminal work of Faddeev [20] as pointed out by Deift and
Trubowitz [12], who also gave a counterexample which showed that some restric-
tions on the scattering coefficients at the bottom of the continuous spectrum were
necessary for solvability of the inverse problem. The behavior of the scattering co-
efficients at the bottom of the continuous spectrum is easy to understand form = 2,
both for decaying and steplike cases, because the Jost solutions are differentiable
with respect to the local parameters k± in this case. For m = 1 the situation is
more complicated. For the case q ∈ L01(0, 0) continuity of the scattering coefficients
was established independently by Guseinov [29] and Klaus [33] (see also [3]). For
the case q ∈ L01(c+, c−) property II. (b) is proved in [2]. We propose here another
proof following the approach of Guseinov which will give as some additional formu-
las of independent interest (in particular, when trying to understand the dispersive
decay of solutions to the time-dependent Schro¨dinger equation, see e.g. [17]). Nev-
ertheless, one has to emphasize that the Marchenko approach does not require these
properties of the scattering data. In [38] the direct/inverse scattering problem for
q ∈ L01(c+, c−) was solved under the following less restrictive conditions:
1) The transmission coefficient T (k), where k2 = λ, is bounded for k ∈ C+ in a
vicinity of k = 0 (at the bottom of the continuous spectrum);
2) limk→0 kT
−1(k)(R±(k) + 1) = 0.
Our properties I. (b) and II imply the Marchenko condition at point c. Namely,
if W (c) 6= 0, then property (i) of Lemma 2.4 implies W (c) ∈ R, and from I. (b)
it follows that R±(c±) = −1 for c = c±. The other reflection coefficient R∓(c−) is
simply not defined at this point. Of course, it has the property R∓(c) = −1 (cf.
(2.25)), because W (c) 6= 0, but we do not use this fact when solving the inverse
problem. Our choice to give conditions I–III as a part of necessary and sufficient
ones is stipulated by the following. First of all, getting an analog of the Marchenko
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condition 1) directly, without II. (b), requires additional efforts. The second reason
is that in fact we additionally justify here that the conditions proposed for m = 2
in [10] are valid for the first finite moment of perturbation too.
The proof is given for the case c = c−, the case c = c+ is analogous. For k± ∈ R
denote h±(λ, x) = φ±(λ, x)e
∓ik±x, then (2.10) implies
h±(λ) = h±(λ, 0) = 1±
∫ ±∞
0
B±(0, y)e
±2iyk±dy,
h′±(λ) = h
′
±(λ, 0) = ±
∫ ±∞
0
∂
∂x
B±(0, y)e
±2iyk±dy.
We observe that for c = c− we have 2ik+(c) = −b = −2√c+ − c− < 0, and
therefore, in a vicinity of c,
(2.39) h+(λ) = 1 +
∫ ∞
0
B+(0, y)e
−byeiτ(λ)ydy, τ(λ) = 2
λ− c
k+ − ib/2 ,
where τ(λ) is differentiable in a vicinity of c and τ(c) = 0. Since B+(0, y)e
−by ∈
L1s(R+) and B+,x(0, y)e
−by ∈ L0s(R+), s = 1, 2, . . . , then
(2.40)
−φ+(c, 0)φ′+(λ, 0)+φ+(λ, 0)φ′+(c, 0) = h+(λ)h′+(c)− h+(c)h′+(λ)
+(2ik+ + b)h+(c)h+(λ) = C(λ− c)(1 + o(1)), λ→ c.
Now consider the function Φ(λ) = h−(λ)h
′
−(c) − h−(c)h′−(λ), where k− ∈ R. One
can show (cf. [17]) that it has a representation
(2.41) Φ(λ) = 2ik−Ψ(k−), where Ψ(k−) =
∫
R−
H(y)e−2iyk−dy,
with H(x) := D(x)h−(c)−K(x)h′−(c),
K(x) =
∫ x
−∞
B−(0, y)dy, D(x) =
∫ x
−∞
∂
∂x
B−(0, y)dy.
Note that the integral in (2.41) is to be understood as an improper integral. Using
(2.35) and (2.36) one can get (see [29]) that the function H(x) satisfies the following
integral equation
H(x)−
∫
R−
H(y)Fˆ−(x+ y)dy = h−(c)
(∫
R−
B−(0, y)Fˆ−(x+ y)dy − F−(x)
)
.
By property IV we have Fˆ ′− ∈ L01(R−). Using this and (2.5) one can prove that
H ∈ L1(R−) and therefore Φ(λ) = 2ik−Ψ(0)(1 + o(1)), with Ψ(0) ∈ R. Moreover,
φ−(λ, 0)φ
′
−(c, 0)−φ−(c, 0)φ′−(λ, 0) = −2ik−h−(λ)h−(c) + Φ(λ)
=2ik−(h−(c)
2 +Ψ(0))(1 +O(1)), λ→ c,
where h−(c) ∈ R. Combining this with (2.40), we get the following
Lemma 2.12 ([2]). Let c = c−. Then in a vicinity of c the following asymptotics
are valid:
(a) If φ−(c, 0)φ+(c, 0) 6= 0 then
φ′+(λ, 0)
φ+(λ, 0)
− φ
′
+(c, 0)
φ+(c, 0)
= O(λ − c), φ
′
−(λ, 0)
φ−(λ, 0)
− φ
′
−(c, 0)
φ−(c, 0)
= iα
√
λ− c(1 + o(1));
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(b) If φ′−(c, 0)φ
′
+(c, 0) 6= 0 then
φ+(λ, 0)
φ′+(λ, 0)
− φ+(c, 0)
φ′+(c, 0)
= O(λ − c), φ−(λ, 0)
φ′−(λ, 0)
− φ−(c, 0)
φ′−(c, 0)
= iαˆ
√
λ− c(1 + o(1)),
where α, αˆ ∈ R.
Now suppose that W (c) = 0, that is, φ−(c, x) = Cφ+(c, x) with C ∈ R \ {0}
being a constant. Therefore at least one of two cases described in Lemma 2.12 holds
true. Since the functions φ+ and φ− are continuous in a vicinity of c, then in the
case (a) we have φ−(λ, 0)φ+(λ, 0) = β(1 + o(1)) with β ∈ R \ {0}. Thus,
W (λ) =φ−(λ, 0)φ+(λ, 0)
(
φ′−(λ, 0)
φ−(λ, 0)
− φ
′
−(c, 0)
φ−(c, 0)
− φ
′
+(λ, 0)
φ+(λ, 0)
+
φ′+(c, 0)
φ+(c, 0)
)
= iαβ
√
λ− c(1 + o(1)),
where αβ ∈ R. In fact, γ = αβ 6= 0 because of property (2.26). The case (b) is
analogous, and thus II. (b) is proved. To prove the continuity of the reflection
coefficient R− at c when c = c− it is sufficient to apply a ”conjugated” version of
Lemma 2.12, which is valid if we consider the asymptotics as λ → c, λ ∈ Σ(1), to
formula (2.23).
We summarize our results by listing the conditions of the scattering data which
shown to be necessary in the present section, and we will show them to be also
sufficient for solving the inverse problem in the next section.
Theorem 2.13 (necessary conditions for the scattering data). The scattering data
of a potential q ∈ Lnm(c+, c−)
Snm(c+, c−) :=
{
R+(λ), T+(λ),
√
λ− c+ ∈ R; R−(λ), T−(λ),
√
λ− c− ∈ R;
λ1, . . . , λp ∈ (−∞, c), γ±1 , . . . , γ±p ∈ R+
}
(2.42)
possess the properties I–III listed in Lemma 2.5. The functions F±(x, y), defined
in (2.30), possess property IV from Lemma 2.11.
3. The inverse scattering problem
Let Snm(c+, c−) be a given set of data as in (2.42) satisfying the properties listed
in Theorem 2.13.
We begin by showing that, given F±(x, y) (constructed from our data via (2.30)),
the GLM equations (2.29) can be solved for K±(x, y) uniquely. First of all we
observe that condition IV implies F± ∈ Ln+1m−1(R±) (and therefore F± ∈ L1(R±) ∩
L1loc(R)) as well as F± is absolutely continuous on R for m = 1. Introduce the
operator
(F±,xf)(y) = ±
∫ ±∞
0
F±(t+ y + 2x)f(t)dt.
The operator is compact by [38, Lem. 3.3.1]. To prove that I + F±,x is invertible
for every x ∈ R, it is hence sufficient to prove that the respective homogeneous
equation f(y) +
∫
R±
F±(y + t + 2x)f(t)dt = 0 has only the trivial solution in the
space L1(R±). Consider first the case c = c− and the equation
(3.1) f(y) +
∫ ∞
0
F+(y + t+ 2x)f(t)dt = 0, f ∈ L1(R+).
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Suppose that f(y) is a nontrivial solution of (3.1). Since F+(x) is real-valued, we
can assume f(y) to be real-valued too. By property IV, the function F+(t) is
bounded as t ≥ x and hence the solution f(y) is bounded too. Thus f ∈ L2(R±)
and
0 =2pi
(∫
R+
f(y)f(y)dy +
∫∫
R
2
+
F+(y + t+ 2x)f(t)f(y)dydt
)
=
p∑
j=1
γ+j (f˜(λj , x))
2
+
∫ c+
c−
|T−(λ)|2
|λ− c−|1/2 (f˜(λ, x))
2dλ+
∫
R
R+(λ)e
2ikxf̂(−k)f̂(k)dk +
∫
R
|f̂(k)|2dk,
where k := k+ =
√
λ− c+,
f˜(λ, x) =
∫
R+
e−
√
c+−λ (y+x)f(y)dy, and f̂(k) =
∫ ∞
x
eikyf(y)dy.
Since f˜(λ, x) is real-valued for λ < c+, the corresponding summands are nonnega-
tive. Omitting them and taking into account that (cf. [38, Lem. 3.5.3])∫
R
R+(λ)e
2ikx f̂(−k)f̂(k)dk ≤
∫
R
|R+(λ)||f̂ (k)|2dk,
we come to the inequality
∫
R
(1 − |R+(λ)|)|f̂ (k)|2dk ≤ 0. By property I. (c),
|R+(λ)| < 1 for λ 6= c+, therefore, f̂(k) = 0, i.e. f is the trivial solution of (3.1).
For the solution f of the homogeneous equation (I + F−,x)f = 0 we proceed in
the same way and come to the inequality
∫
R
(1 − |R−(λ)|)|f̂ (k−)|2dk− ≤ 0, where
|R−(λ)| < 1 for λ > c+. Thus f̂(k) is a holomorphic function for k ∈ C+, continuous
up to the boundary, and f̂(k) = 0 on the rays k2 > c+ − c−. Continuing f̂(k)
analytically in the symmetric domain C+ via these rays, we come to the equality
f̂(k) = 0 for k ∈ R. The case c = c+ can be studied similarly. These considerations
show that condition IV can in fact be weakened:
Theorem 3.1. Given Snm(c+, c−) satisfying conditions I–III, let the function F±(x)
be defined by (2.30). Suppose it satisfies the condition
IVweak. The function F±(x) is absolutely continuous with F
′
± ∈ L1(R±)∩L1loc(R).
For any x0 ∈ R there exists a positive continuous function τ±(x, x0), decreasing as
x→ ±∞, with τ±(·, x0) ∈ L1(R±) and such that |F±(x)| ≤ τ±(x, x0) for ±x ≥ ±x0.
Then
(i) For each x, equation (2.29) has a unique solution K±(x, ·) ∈ L1([x,±∞)).
(ii) This solution has first order partial derivatives satisfying
d
dx
K±(x, x) ∈ L1(R±) ∩ L1loc(R).
(iii) The function
(3.2) φ±(λ, x) = e
±ik±x ±
∫ ±∞
x
K±(x, y)e
±ik±ydy
solves the equation
−y′′(x)∓ 2y(x) d
dx
K±(x, x) = (k±)
2y(x), x ∈ R.
(iv) If F± satisfies condition IV, then q±(x) := ∓2 ddxK±(x, x) ∈ Lnm(R±).
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Proof. If F± satisfies condition IV for any m ≥ 1 and n ≥ 0, then at least F ′± ∈
L01(R±), and we can choose τ±(x, x0) = τ±(x) =
∫
R±
|F ′(x+ t)|dt. Since |F±(x)| ≤
τ±(x) and τ±(·) ∈ L1(R±) is decreasing as x→ ±∞, condition IVweak is fulfilled.
Item (i) is already proved under the condition F± ∈ L1(R±) ∩ L1loc(R) and
F ′ ∈ L1loc(R), which is weaker than IVweak. Therefore, we have a solutionK±(x, y).
To prove (ii) it is sufficient to prove B′±,x =
∂
∂xB±(x, 0) ∈ L1[x0,±∞) for any x0
fixed, where B±(x, y) = 2K±(x, x+ 2y).
Let ±x ≥ ±x0. Consider the GLM equation in the form (2.35). By (i), the
operator I+ Fˆ±,x generated by the kernel Fˆ± is also invertible and admits estimate
‖{I + Fˆx,±}−1‖ ≤ C±(x), where C±(x), x ∈ R is a continuous function with
C±(x)→ 1 as x→ ±∞. Introduce the notations
τ±,1(x) =
∫
R±
|Fˆ ′±(t+ x)|dt, τ±,0(x) =
∫
R±
|Fˆ±(t+ x)|dt.
Note that |Fˆ±(x)| ≤ τ±,1(x). From the other side, |Fˆ±(x)| ≤ 2τ±(2x, 2x0), where
τ±(x, x0) is the function from condition IV
weak. From (2.35), we have
(3.3)
∫
R±
|B±(x, y)|dy ≤ ‖{I + Fˆ±,x}−1‖
∫
R±
|Fˆ±(y + x)|dy ≤ C±(x)τ±,0(x),
and, therefore,
|B±(x, y)| ≤|Fˆ (x+ y)|+
∫
R±
|B±(x, s)Fˆ (x+ y + s)|ds(3.4)
≤τ±(2x+ 2y, 2x0)(1 + C±(x)τ±,0(x)) ≤ C(x0)τ±(2x+ 2y, 2x0).
Being the solution of (2.35) with absolutely continuous kernel Fˆ±, the function
B±(x, y) is also absolutely continuous with respect to x for every y. Differentiate
(2.35) with respect to x. Proceeding as in (3.3), we get then∫
R±
|B′±,x(x, y)|dy ≤‖{I + Fˆ±,x}−1‖
(∫
R±
∫
R±
|B±(x, t)Fˆ ′(t+ y + x)|dtdy
+
∫
R±
|Fˆ ′±(y + x)|dy
)
≤ C±(x) (τ±,0(x) + C±(x)τ±,1(x)τ±,0(x)) .(3.5)
Now set y = 0 in the derivative of (2.35) with respect to x. By use of (3.3), (3.5)
and IVweak, we have then
|Fˆ ′±(x) +B′±,x(x, 0)| ≤
∫
R±
|B′±,x(x, t)Fˆ±(t+ x)|dt+
∫
R±
|B±(x, t)Fˆ ′±(t+ x)|dt
≤C±(x)(1 + C±(x)τ±,1(x))τ±,0(x)τ±(2x, 2x0) +H±(x),
where H±(x) =
∫
R±
|B±(x, t)Fˆ ′±(x+ t)|dt. By (3.4),
H±(x) ≤ C(x0)
∫
R±
τ±(2x+ 2t, 2x0)|Fˆ ′±(x+ t)|dt ≤ C(x0)τ±(2x, 2x0)τ±,1(x),
which implies
(3.6) |B′±,x(x, 0)| ≤ |Fˆ ′(x)| + C(x0)τ±,1(x)τ±(2x, 2x0).
Therefore, under condition IVweak, we get q±(x) := B±,x(x, 0) ∈ L1(R±)∩L1loc(R),
which proves (ii).
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Repeating literally the corresponding part of the proof for Theorem 3.3.1 from
[38] we get item (iii) under condition IVweak.
Now let Fˆ± satisfy condition IV for some m ≥ 1 and n ≥ 0. As we already
discussed, in this case one can replace τ±(x, x0) by τ±,0(x), and then formulas (3.6)
and (3.4) read
|B±(x, y)| ≤ C(x0)τ±,1(x+ y), |B±,x(x, 0)| ≤ C(x0)τ2±,1(x).
Since τ±,1(x) ∈ L1m−1(R±) and τ2±,1(x) ∈ L0m(R±) for m ≥ 1, then q±(x) ∈
L0m(R±). To prove the claim for higher derivatives, we proceed similarly. Namely,
in agreement with previous notations, set
τ±,i(x) :=
∫
R±
Fˆ
(i)
± (t+ x)dt, i = 0, . . . , n+ 1,
and also denote D
(i)
± (x, y) :=
∂i
∂xiB±(x, y). Denote by
(
i
j
)
the binomial coefficients.
Differentiating (2.35) i times with respect to x implies
Fˆ
(i)
± (x + y) +D
(i)
± (x, y) = −
i∑
j=0
(
i
j
)∫
R±
Fˆ
(j)
± (x+ y + t)D
(i−j)
± (x, t)dt,
and, therefore,∫
R±
|D(i)± (x, y)|dy ≤‖{I + Fˆ±,x}−1‖
{∫
R±
|Fˆ (i)± (x+ y)|dy
i∑
j=1
(
i
j
)∫
R±
∫
R±
|Fˆ (j)± (x+ y + t)D(i−j)± (x, t)|dtdy

≤C±,i(x)[τ±,i−1(x) +
i∑
j=1
τ±,j(x)ρ±,i−j(x)],
where C±,i(x) := Ki‖{I+F±,x}−1‖ = KiC±(x) with Ki = maxj≤i
(
i
j
)
, and ρ±,j(x)
is defined by the recurrence formula
ρ±,0(x) := C±(x)τ±,0(x), ρ±,s := C±,s(x)[τ±,s−1(x) +
s∑
j=1
τ±,j(x)ρ±,s−j(x)].
Thus, for every i = 1, . . . , n+ 1,∫
R±
|D(i)± (x, y)|dy ≤ ρ±,i(x) ∈ L0m−1(R±).
Respectively,
|q(i)± (x)| = |D(i)± (x, 0)| ≤ |F (i)(x)|+
i∑
j=1
(
i
j
)
τ±,j(x)ρ±,i−j(x) ∈ L0m(R±),
which finishes the proof. 
Our next aim is to prove that the two functions q+(x) and q−(x) from the
previous theorem do in fact coincide.
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Theorem 3.2. Let the set Snm(c+, c−) defined by (2.42) satisfy conditions I–III
and IVweak. Then q−(x) ≡ q+(x) =: q(x). If Snm(c+, c−) satisfies conditions I–IV
then q ∈ Lnm(c+, c−).
Proof. This proof is a slightly modified version of the proof proposed in [38]. We
give it for the case c = c−. We continue to use the notation Σ
(2) for the two sides of
the cut along the interval [c,∞) = [c+,∞), the notation Σ for the two sides of the
cut along the interval [c,∞) = [c−,∞) and we also keep the notation D = C \ Σ.
The main differences between the present proof and that from [38] concern the
presence of the spectrum of multiplicity one and the use of condition IVweak.
Namely, recall that the kernels of the GLM equations (2.29) can be split natu-
rally into the summands F+ = Fχ,++Fd,++Fr,+ and F− = Fr,−+Fd,− according
to (2.30).
We begin by considering a part of the GLM equations
G±(x, y) := Fr,±(x+ y)±
∫ ±∞
x
K±(x, t)Fr,±(t+ y)dt,
where K±(x, y) are the solutions of GLM equations obtained in Theorem 3.1. By
condition IVweak, we have Fr,± ∈ L2(R), therefore, for any fixed x,∫
R
Fr,±(x + y)e
∓iyk±dy = R±(λ)e
±ixk± ,
and, consequently,
(3.7)
∫
R
G±(x+ y)e
∓ik±ydy = R±(λ)φ±(λ, x), k± ∈ R,
where φ± are the functions obtained in Theorem 3.1, and the integral is considered
as a principal value. On the other hand, invoking the GLM equations and the same
functions φ±, we have
G+(x, y) = −K+(x, y)−
p∑
j=1
γ+j e
−κjyφ+(λj , x)
− 1
4pi
∫ c
c
|T−(ξ)|2
k−(ξ)
eik+(ξ)yφ+(ξ, x)dξ, y > x,
and
G−(x, y) = −K−(x, y) +
p∑
j=1
γ−j e
κjyφ−(λj , x), y < x.
Since for two points k′ 6= k′′∫ ±∞
x
e±i(k
′−k′′)ydy = i
e±i(k
′−k′′)x
k′ − k′′ ,
then ∫
R
G+(x, y)e
−ik+ydy =
∫ x
−∞
G+(x, y)e
−ik+ydy −
∫ +∞
x
K+(x, y)e
−ik+ydy(3.8)
+
1
4pii
∫ c
c
|T−(ξ)|2φ+(ξ, x)ei(k+(ξ)−k+(λ))x
(k+(ξ)− k+(λ))
√
ξ − c−
dξ +
p∑
j=1
γ+j φ+(λj , x)
e(−ik+−κ
+
j
)x
κ+j + ik+
,
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and ∫
R
G−(x, y)e
ik−ydy =
∫ +∞
x
G−(x, y)e
ik−ydy −
∫ x
−∞
K−(x, y)e
ik−ydy(3.9)
+
p∑
j=1
γ−j φ−(λj , x)
e(ik−+κ
−
j
)x
κ−j + ik−
.
Since for k± ∈ R
±
∫ ±∞
x
K±(x, y)e
∓ik±ydy = φ±(λ, x) − e∓ik±x,
then, combining (3.8) and (3.9) with (3.7), we infer the relations
(3.10) R±(λ)φ±(λ, x) + φ±(λ, x) = T±(λ)θ∓(λ, x), k± ∈ R,
where
θ−(λ, x) :=
1
T+(λ)
(
e−ik+x +
∫ x
−∞
G+(x, y)e
−ik+ydy
−
∫ c+
c−
|T−(ξ)|2W+(ξ, λ, x)
4pi(ξ − λ)√ξ − c− dξ +
p∑
j=1
γ+j
W+(λj , λ, x)
λ− λj
 ,(3.11)
θ+(λ, x) :=
1
T−(λ)
eik−x + ∫ +∞
x
G−(x, y)e
ik−ydy +
p∑
j=1
γ−j
W−(λj , λ, x)
λ− λj
 ,
and
(3.12) W±(ξ, λ, x) := iφ±(ξ, x)e
±i(k±(ξ)−k±(λ))x(k±(ξ) + k±(λ)).
It turns out that in spite of the fact that θ±(λ, x) is defined via the background
solutions corresponding to the opposite half-axis R∓, it shares a series of properties
with φ±(λ, x).
Lemma 3.3. The function θ±(λ, x) possesses the following properties:
(i) It admits an analytic continuation to the set D \ {c+, c−} and is continuous
up to its boundary Σ.
(ii) It has no jump along the interval (−∞, c±], and it takes complex conjugated
values on the two sides of the cut along [c±,∞).
(iii) For large λ ∈ clos(D) it has the asymptotic behavior θ±(λ, x) = e±ik±x(1 +
o(1)).
(iv) The formula W (θ±(λ, x), φ∓(λ, x)) = ∓W (λ) is valid for λ ∈ clos(D), where
W (λ) is defined by formula (2.24).
Proof. The function T−1∓ (λ) admits an analytic continuation to D by property II.
(a). Moreover, we have G∓(x, ·) ∈ L1([x,±∞)). Since e±ik∓y does not grow as
±y ≥ 0 then the respective integral (the second summand in the representation for
θ±) admits analytical continuation also. The function θ± does not have singularities
at points {λ1, . . . , λp} since T−1∓ (λ) has simple zeros at λj . The functionW∓(ξ, λ, x)
can be continued analytically with respect to λ for ξ and x fixed. Next, consider
the Cauchy type integral term in (3.11). The only singularity of the integrand
can appear at point c = c−, because in the resonance case T−(c−) 6= 0. Thus,
if W (c−) = 0, then the integrand in (3.11) behaves as O(ξ − c−)−1/2. By [41],
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the integral is of order O(ξ − c−)−1/2−δ for arbitrary small positive δ, moreover,
T−1+ (λ) = C
√
λ− c−(1 + o(1)). Therefore for λ→ c−
(3.13) θ−(λ, x) =
{
O((λ − c−)−δ), if W (c−) = 0,
O(1), if W (c−) 6= 0.
Since W (c+) 6= 0 by II. (a), then T−1+ (λ) = O(λ − c+)−1/2, respectively
(3.14) θ−(λ, x) = O
(
(λ− c+)−1/2
)
, θ+(λ, x) = O(1), λ→ c+.
Properties (i) of Lemma 2.4, and II. (a) together with (3.11) and (3.12) imply that
θ+ and θ− take complex conjugated values on the sides of cut along [c,∞). Since
W±(ξ, λ, x) ∈ R when λ, ξ ≤ c±, then θ±(λ, x) ∈ R as λ ≤ c−. Due to property
I. (b), we have T−1− T− = R− on both sides of cut along [c, c], and from (3.10) it
follows that
θ+ = φ− T
−1
− + φ− T
−1
− ∈ R.
Therefore, θ+ has no jump along the interval [c, c]. At the point c = c−, the function
θ+(x, λ) has an isolated nonessential singularity, i.e. a pole at most. But at the
vicinity of point c− θ+(λ, x) = O(T
−1
− (λ)) = O(λ − c−)−1/2. Thus this singularity
is removable,
(3.15) θ+(λ, x) = O(1), λ→ c−.
Items (i) and (ii) are proved.
The main term of asymptotical behavior for θ±(λ, x) as λ → ∞ is the first
summand in (3.11). Thus, by I. (e) and (2.28),
θ±(λ, x) = T
−1
∓ (λ)e
±ik∓ x + o(1) = e±ik± x(1 + o(1)),
which proves (iii). Property (iv) follows from (3.10), (3.2), and (2.24) by analytic
continuation. 
Now conjugate equality (3.10) and eliminate φ± from the system{
R±φ± + φ± = θ∓T±,
R±φ± + φ± = θ∓T±,
k± ∈ R,
to obtain
φ±(1− |R±|2) = θ∓T± −R±θ∓T±.
Using I. (c), (d) and II shows for λ ∈ Σ(2), that is for k+ ∈ R, that
T∓φ± = θ∓ +R∓θ∓ λ ∈ Σ(2).
This equation together with (3.10) gives us a system from which we can eliminate
the reflection coefficients R±. We get
(3.16) T±(φ±φ∓ − θ±θ∓) = φ±θ± − φ±θ±, λ ∈ Σ(2).
Next introduce a function
Φ(λ) := Φ(λ, x) =
φ+(λ, x)φ−(λ, x) − θ+(λ, x)θ−(λ, x)
W (λ)
,
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which is analytic in the domain clos(D)\{λ1, . . . , λp, c, c}. Our aim is to prove that
this function has no jump along the real axis and has removable singularities at the
points {λ1, . . . , λp, c, c}. Indeed, from (3.16) and (2.24) we see that
Φ(λ) = ±φ±(λ, x)θ±(λ, x) − φ±(λ, x)θ±(λ, x)
2ik±
, λ ∈ Σ(2).
By the symmetry property (cf. II. (a), (iii), Theorem 3.1 and (ii), Lemma 3.3),
we observe that both the nominator and denominator are odd functions of k+,
therefore Φ(λ + i0) = Φ(λ − i0), as λ ≥ c, i.e., the function Φ(λ) has no jump
along this interval. By the same properties II. (a), (iii) of Theorem 3.1 and (ii) of
Lemma 3.3 the function Φ(λ) has no jump on the interval λ ≤ c as well. Let us
check that it has no jump along the interval (c, c) also. Lemma 3.3, (ii) shows that
the function θ+(λ, x) has no jump here. Abbreviate
[Φ] = Φ(λ+ i0)− Φ(λ− i0) = φ+
[
φ−
W
]
− θ+
[
θ−
W
]
, λ ∈ (c, c),
and drop some dependencies for notational simplicity. Using property I , (b) and
formula (3.10), we get[
φ−
W
]
=
φ−T− + φ−T−
2ik−
=
(φ−R− + φ−)T−
2ik−
=
θ+T−T−
2ik−
,
that is,
(3.17) φ+
[
φ−
W
]
=
θ+φ+|T−|2
2ik−
.
On the other hand, since ik+ ∈ R as λ < c, we have
(3.18)
[
θ−
W
]
=
[
θ−T+
2ik+
]
=
1
2ik+
[θ−T+] .
By (3.11) the jump of this function appears from the Cauchy type integral only.
Represent this integral as
− 1
2pii
∫ c
c
φ+(x, ξ)(−i)(k+(λ) + k+(ξ))eix(k+(ξ)−k+(λ))|T−(ξ)|2
2ik−(ξ)
dξ
ξ − λ,
and apply the Sokhotski–Plemejl formula. Then (3.18) implies
θ+
[
θ−
W
]
=
θ+φ+|T−|2
2ik−
.
Comparing this with (3.17), we conclude that the function Φ(λ) has no jumps
on C, but may have isolated singularities at the points E = λ1, . . . , λp, c−, c+
and ∞. Since all these singularities are at most isolated poles, it is sufficient to
check that Φ(λ) = o((λ − E)−1), from some direction in the complex plane, to
show that they are removable. First of all, properties I. (e) and (iii), Lemma 3.3
together with (2.24) and (3.2) imply Φ(λ) → 0 as λ → ∞. The desired behavior
Φ(λ) = o((λ− c±)−1) for λ→ c± is due to property II and estimates (3.13), (3.14),
(3.15). Next, to prove that there is no singularities at the points of the discrete
spectrum, we have to check that
(3.19) φ+(x, λj)φ−(x, λj) = θ+(x, λj)θ−(x, λj).
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Passing to the limit in both formulas (3.11) and taking into account (2.24) and
(3.12) gives
θ∓(λk, x) =
dW
dλ
(λk)φ±(λk, x) γ
±
j ,
which together with (2.21) implies (3.19). Since Φ(λ) is analytic in C and Φ(λ)→ 0
as λ→∞, Liouville’s theorem shows
(3.20) Φ(x, λ) ≡ 0 for λ ∈ C, x ∈ R.
Corollary 3.4. R±(c±) = −1 if W (c±) 6= 0.
Proof. In the case c = c− discussed above we have W (c+) 6= 0. Formula (3.20)
implies that instead of (3.14) we have in fact θ−(x, λ) = O(1) as λ → c+. Since
T+(c+) = 0 and φ(x, c+) = φ(x, c+), then by (3.10) we conclude R+(c+) = −1.
PropertyR−(c−) = −1 in the nonresonant case is due to I. (b), (2.24), and property
W (c−) ∈ R \ {0}, which follows in turn from the symmetry property (i) of Lemma
2.4. 
Formula (3.20) implies
(3.21) φ+(λ, x)φ−(λ, x) = θ+(λ, x)θ−(λ, x), λ ∈ C, x ∈ R.
Moreover,
(3.22) φ±(λ, x)θ±(λ, x) = φ±(λ, x)θ±(λ, x), λ ∈ Σ(2).
It remains to show that φ±(λ, x) = θ±(λ, x), or equivalently, that for all λ ∈ C and
x ∈ R
p(λ, x) :=
φ−(λ, x)
θ−(λ, x)
=
θ+(λ, x)
φ+(λ, x)
≡ 1.
We proceed as in [38], Section 3.5, or as in in [7], Section 5. We first exclude from
our consideration the discrete set O of parameters x ∈ R for which at least one
of the following equalities is fulfilled: φ(E, x) = 0 for E ∈ {λ1, . . . , λp, c−, c+}.
We begin by showing that for each x /∈ O the equality φ+(λˆ, x) = 0 implies the
equality θ+(λˆ, x) = 0. Indeed, since λˆ /∈ {λ1, . . . , λp, c−, c+} we have W (λˆ) 6= 0
and therefore by (iv) of Lemma 3.3 that θ−(λˆ, x) 6= 0. But then from (3.21) the
equality θ+(λˆ, x) = 0 follows. Thus the function p(λ, x) is holomorphic in D. By
(ii) of Lemma 3.3, it has no jump along the set (c−, c+), and by (3.22) it has
no jump along λ ≥ c+. Since φ+(c±, x) 6= 0, then (3.14) and (3.15) imply that
p(λ, x) has removable singularities at c+ and c−. By (iii) of Lemma 3.3 p(λ) → 1
as λ → ∞, and by Liouville’s theorem p(λ, x) ≡ 1 for x /∈ O. But the set O is
discrete, therefore, by continuity φ±(λ, x) = θ±(λ, x) for all λ ∈ C and x ∈ R. In
turn this implies that q−(x) = q+(x) and completes the proof of Theorem 3.2. 
4. Additional properties of the scattering data
In this section we study the behavior of the reflection coefficients as λ → ∞
and its connection to the smoothness of the potential. One should emphasize that
the rough estimate I. (e) is sufficient for solving the inverse scattering problem
(independent of the number of derivatives n), because this information is contained
in property IV of the Fourier transforms of the reflection coefficients. That is
why we did not include the estimate from Theorem 4.1 proved below in the list
of necessary and sufficient conditions. On the other hand, this estimate plays an
important role in application of the IST for solving the Cauchy problem for KdV
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equation with steplike initial profile. Lemma 4.3 and Theorem 4.1 clarify and
improve corresponding results of [7] and are of independent interest for the spectral
analysis of L.
We introduce the following notation: We will say that a function g(λ), defined
on the set A := Σ ∩ {λ ≥ a ≫ c}, belongs to the space L2(∞) if it satisfies the
symmetry property g(λ+ i0) = g(λ− i0) on A, and∫ +∞
a
|g(λ)|2 dλ|
√
λ| <∞.
Note that this definition implies g(λ) ∈ L2{k±}(R \ (−a, a)) for sufficiently large a.
Theorem 4.1. Let q ∈ Lnm(c+, c−), m,n ≥ 1. Then for λ→∞
ds
dks±
R±(λ) = g±,s(λ)λ
− n+1
2 , s = 0, 1, . . . ,m− 1,
where g±,s(λ) ∈ L2(∞).
Note that the case n = 0 and m = 1 already follows from Lemma 2.8, since
(using the notation of its proof) R±(λ) = f6,±k
−1
± admits m − 1 derivatives with
respect to k± for m > 1, and f
(s)
6,± ∈ L2{k±}(R \ (−a, a)). The general case will be
shown at the end of this section. Using Lemma 2.3 and formula (2.17), we can
specify an asymptotical expansion for the Jost solution of equation (1.1) with a
smooth potential.
Lemma 4.2. Let q ∈ Lnm(c+, c−) and q±(x) = q(x)−c±. Then for large k± ∈ R the
Jost solution φ±(λ, x) of the equation Lφ± = λφ± admits an asymptotical expansion
(4.1) φ±(λ, x) = e
±ik±x
(
u±,0(x)± u±,1(x)
2ik±
+ · · ·+ u±,n(x)
(±2ik±)n +
U±,n(λ, x)
(±2ik±)n+1
)
,
where
(4.2) u0(x) = 1, u±,l+1(x) =
∫ ±∞
x
(u′′±,l(ξ)− q±(ξ)u±,l(ξ))dξ, l = 1, . . . , n.
Moreover, the functions U±,n(λ, x) and
∂
∂xU±,n(λ, x) are m− 1 times differentiable
with respect to k± with the following behavior as λ→∞ and 0 ≤ s ≤ m− 1:
(4.3)
∂s
∂ks±
U±,n(λ, x) ∈ L2(∞), ∂
s
∂ks±
(
1
k±
∂
∂x
U±,n(λ, x)
)
∈ L2(∞).
Proof. Formula (2.17) implies
(4.4)
∂sB±(x, y)
∂ys
=
∂sB±(x, y)
∂x∂ys−1
+
∫ ±∞
x
q±(α)
∂s−1B±(α, y)
∂ys−1
dα, s ≥ 1.
Integrating (2.10) by parts and taking into account (4.4) with s = n+1 and Lemma
2.3, we get
φ±(k±, x)e
∓ik±x =1∓ 1
2ik±
B±(x, 0)± · · ·+ (−1)
n
(±2ik±)n
∂n−1B±(x, 0)
∂yn−1
+
(−1)n+1
(±2ik)n+1
{
∂nB±(x, 0)
∂yn
±
∫ ±∞
0
(
∂
∂x
∂n
∂yn
B±(x, y)
+
∫ ±∞
x
q±(α)
∂n
∂yn
B±(α, y)dα
)
e±2ik±ydy
}
.(4.5)
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Set
u±,l(x) := (−1)l ∂
l−1B±(x, 0)
∂yl−1
, l ≤ n+ 1.
Then (4.4) implies (4.2). Put
(4.6) u±,l+1(x, y) = (−1)l+1 ∂
lB±(x, y)
∂yl
, l ≤ n.
By (1.2), (1.3), (2.1), (2.14), and (2.13) we have ν±,l(·) ∈ L0m−1(R±). This implies
(4.7) u±,n+1(x, ·), ∂
∂x
u±,n+1(x, ·) ∈ L0m−1(R±).
Comparing (4.1) with (4.5) gives
U±,n(λ, x) = u±,n+1(x) +
∫ ±∞
0
(
∂
∂x
u±,n+1(x, y)(4.8)
±
∫ ±∞
x
q±(α)u±,n+1(α, y)dα
)
e±2ik±ydy,
where the function u±,n+1(x, y), defined by (4.6), satisfies u±,n+1(x, 0) = u±,n+1(x).
From (4.2), it follows that the representation for ul,±(x) involves q
(l−2)
± (x) and lower
order derivatives of the potential. Thus u±,n+1(x) can be differentiated only one
more time with respect to x. But we cannot differentiate the right-hand side of
(4.8) directly under the integral. To avoid this, let us first integrate by parts the
first summand in this integral. By (4.6), we have ∂∂yu±,n(x, y) = −u±,n+1(x, y).
Taking the derivative with respect to x outside the integral, we get∫ ±∞
0
∂
∂x
u±,n+1(x, y)e
±2ik±ydy =
d
dx
(
u±,n(x) ∓ 2ik±
∫ ±∞
0
u±,n(x, y)e
±2ik±ydy
)
.
According to (4.2), we have u′±,n+1(x) + u
′′
±,n(x) = q±(x)u±,n(x), and therefore
∂
∂x
U±,n(λ, x) = 2ik±
(
q±(x)u±,n(x)
(2ik±)
∓
∫ ±∞
0
∂
∂x
u±,n(x, y)e
±2ik±ydy
)
−
∓
∫ ±∞
0
u±,n+1(x, y)q±(x)e
±2ik±ydy,
which together with (4.7) proves (4.3). 
Our next step is to specify an asymptotic expansion for the Weyl functions
(4.9) m±(λ, x) =
φ′±(λ, x)
φ±(λ, x)
for the Schro¨dinger equation. Note that due to estimate (2.7) and continuity of
σˆ(x) for any b > 0 there exist some k0 > 0 such that for all real k± with |k±| > k0
the function φ±(λ, x) does not have zeros for |x| < b. Therefore, m±(k±, x) is
well-defined for all large real k± and x in any compact set K ⊂ R.
Lemma 4.3. Let q ∈ Lnm(c+, c−). Then for large λ ∈ R+ the Weyl functions (4.9)
admit the asymptotic expansion
(4.10) m±(k, x) = ±i
√
λ+
n∑
j=1
mj(x)
(±2i√λ)j +
m±,n(λ, x)
(±2i√λ)n ,
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where
(4.11) m1(x) = q(x), ml+1(x) = − d
dx
ml(x) −
l−1∑
j=1
ml−j(x)mj(x),
and the functions m±,n(λ, x) are m− 1 times differentiable with respect to k± with
(4.12)
∂s
∂ks±
mn(λ, x) ∈ L2(∞), s ≤ m− 1, ∀x ∈ K.
Remark 4.4. The recurrence relations (4.11) are well-known for the case of the
Schro¨dinger operator with smooth potentials and are usually proven via the Riccati
equation satisfied by the Weyl functions. Our point here is the fact that (4.10) is
m− 1 times differentiable with respect to k± together with (4.12).
Proof. We follow the proof of [38], Lemma 1.4.2, adapting it for the steplike case.
From (4.9) and (1.1), we have m±(λ, x) = ik± + κ±(λ, x), where κ±(λ, x) satisfy
the equations
κ′±(λ, x) ± 2ik±κ±(λ, x) + κ2±(λ, x)− q±(x) = 0, κ±(λ, x) = o(1), λ→∞.
Introduce notations φ±(λ, x) = e
±ik±xQ±,n(λ, x), where (cf. Lemma 4.2)
Q±,n(λ, x) := P±,n(λ, x) +
U±,n(λ, x)
(±2ik±)n+1 ,(4.13)
P±,n(λ, x) := 1 +
u±,1(x)
(±2ik) + · · ·+
u±,n(x)
(±2ik)n .(4.14)
Then
κ±(λ, x) =
P ′±,n(λ, x)
P±,n(λ, x)
+
U ′±,n(λ, x)P±,n(λ, x) − U±,n(λ, x)P ′±,n(λ, x)
(±2ik±)n+1P±,n(λ, x)Q±,n(λ, x) .
Decompose the first fraction in a series with respect to (2ik±)
−1 using (4.14). Since
P±,n(λ, x) 6= 0 for x ∈ K and sufficiently large λ, then we get
(4.15)
P ′±,n(λ, x)
P±,n(λ, x)
=
n∑
j=1
κ±,j(x)
(±2ik±)j +
f±,n(λ, x)
(±2ik±)n ,
where κ±,j(x) are polynomials of u±,l, l ≤ j, and the function f±,n(λ, x) is infinitely
many times differentiable with respect to k± for sufficiently big k±, and
(4.16)
∂l
∂kl±
f(λ, x) ∈ L2(∞), l = 0, 1, . . .
Correspondingly,
(4.17) κ±(λ, x) =
n∑
j=1
κ±,j(x)
(±2ik±)j +
κ±,n(λ, x)
(2ik±)n
,
where
κ±,n(λ, x) = f±,n(k, x) +
U ′±,n(λ, x)
2ik±Q±,n(λ, x)
− U±,n(λ, x)P
′
±,n(λ, x)
2ik±P±,n(λ, x)Q±,n(λ, x)
.
Taking into account (4.2), (4.7), (4.3), (4.13), (4.14), and (4.16), we get
∂s
∂ks±
κ±,n(λ, x) ∈ L2(∞), s ≤ m− 1, ∀x ∈ K.
26 I. EGOROVA, Z. GLADKA, T.L. LANGE, AND G. TESCHL
Next, due to (4.2), the functions ul(x) depend on q
(l−2)(x) and lower order deriva-
tives of the potential, and can be differentiated at least twice more with respect
to x for l ≤ n. Since the function φ±(λ, x) itself is also twice differentiable with
respect to x, the same is valid for U±,n(λ, x) and κ±(λ, x). Hence each summand
of (4.14) can be differentiated twice, and we conclude that all κ±,j(x), j ≤ n, in
(4.17) are differentiable with respect to x, and so is κ±,n(λ, x).
Next, for large λ, we can expand k± with respect to
√
λ and represent m±(λ, x)
using (4.17) as m±(λ, x) = ±i
√
λ+ κ˜±(λ, x), where
κ˜±(λ, x) =
n∑
j=1
κ˜±,j(x)
(±2i
√
λ)j
+
m±,n(λ, x)
(2i
√
λ)n
.
Here κ˜±,j(x) are some other coefficients, but they also depend on the potential and
its derivatives up to order n−1, i.e., one time differentiable together with κ˜±,n(λ, x)
with respect to x. Moreover, m±,n(λ, x) satisfies the same estimates as in (4.12).
But κ˜±(λ, x) satisfies the Riccati equation
κ˜′±(λ, x) ± 2i
√
λκ±(λ, x) + κ
2
±(λ, x)− q(x) = 0,
and therefore κ˜+,l(x) = κ˜−,l(x) = ml(x), where ml(x) satisfies (4.11). 
Corollary 4.5. Let q ∈ Lnm(c+, c−) with n ≥ 1 and m ≥ 1. Then for any K ⊂ R,
x ∈ K and sufficiently large λ > c the function
f±,n(λ, x) := k
n
±
(
m±(λ, x) −m∓(λ, x)
)
is m− 1 times differentiable with respect to k± with
∂s
∂ks±
f±,n(λ, x) ∈ L2(∞), 0 ≤ s ≤ m− 1.
The claim of Theorem 4.1 follows immediately from (2.23), evaluated for x ∈ K,
(2.8), (4.9), Lemma 4.3, and Corollary 4.5.
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