Abstract. We prove the existence of a minimal diffeomorphism isotopic to the identity between two hyperbolic cone surfaces (Σ, g1) and (Σ, g2) when the cone angles of g1 and g2 are different and smaller than π. When the cone angles of g1 are strictly smaller than the ones of g2, this minimal diffeomorphism is unique.
Introduction
A diffeomorphism f : (M, g 1 ) −→ (N, g 2 ) between two Riemannian manifolds is called minimal if its graph Γ is a minimal submanifold of (M × N, g 1 ⊕ g 2 ) (that is its mean curvature tensor field vanishes everywhere). Minimal diffeomorphisms between hyperbolic surfaces have been studied by F. Labourie and independently R. Schoen [Lab92] , [Sch93] . They proved that for any two hyperbolic metrics g 1 and g 2 on Σ, there exists a unique minimal diffeomorphism Ψ : (Σ, g 1 ) −→ (Σ, g 2 ) isotopic to the identity. Such a minimal diffeomorphism is also area-preserving and so its graph is a Lagrangian submanifold of (Σ × Σ, ω 1 ⊕ (−ω 2 )) (where ω i is the area form associated to g i ); we call such a map a minimal Lagrangian diffeomorphism. Ψ is related to harmonic maps. It is well-known (see [Sam78] , [Wol89] ) that, given a conformal struture c and a hyperbolic metric h on Σ, there exists a unique harmonic diffeomorphism u : (Σ, c) −→ (Σ, h) isotopic to the identity and h is characterized by the Hopf differential Φ(u) of u (see Section 2 for definitions). For each pair of hyperbolic metrics on Σ, there exists a unique conformal structure c such that Φ(u 1 ) + Φ(u 2 ) = 0 where u i : (Σ, c) −→ (Σ, g i ) is the unique harmonic map isotopic to the identity (i = 1, 2). Moreover, u 2 • u −1 1 is minimal Lagrangian and isotopic to the identity.
For an angle θ ∈ (0, 2π), consider the metric obtained by gluing an angular sector of angle θ between two half-lines in the hyperbolic disk by a rotation. This metric is called local model for hyperbolic metric with cone singularity of angle θ. For a marked surface Σ p := Σ \ p where p = (p 1 , ..., p n ) ⊂ Σ and for α := (α 1 , ..., α n ) ∈ 0, 1 2 n such that χ(Σ p ) − n i=1 (α i − 1) < 0, one can construct the Fricke space of Σ p with cone singularities of angle α, denoted by F α (Σ p ), as the moduli space of marked (where the marking fix each p i ∈ p) hyperbolic metrics on Σ p with cone singularities of angle 2πα i at the p i (see Section 2 for the construction). In a previous paper [Tou13] , we proved the existence of a unique minimal Lagrangian diffeomorphism isotopic to the identity for each pair of points g 0 , g 1 ∈ F α (Σ p ) (that is when the cone angles of g 1 and g 2 are equal). The proof of this result used the deep relations between three dimensional AdS geometry and hyperbolic surfaces: we showed the existence of a unique surface maximizing the area in some AdS singular spacetimes, and proved that it implies the existence of a unique minimal Lagrangian map (see [Tou13] for more details). In this paper, we address the question of the existence and uniqueness of minimal diffeomorphism between hyperbolic cone surfaces with different cone angles. In particular, we prove:
Main Theorem. Given α, α ′ ∈ 0, 1 2 n , g 1 ∈ F α (Σ p ) and g 2 ∈ F α ′ (Σ p ), there exists a minimal diffeomorphism Ψ : (Σ p , g 1 ) −→ (Σ p , g 2 ) isotopic to the identity. If moreover for all i ∈ {1, ..., n}, α i < α ′ i then Ψ is unique. The proof of this result is totally different from the proof in [Tou13] . Here, we study the energy functional over T (Σ p ), the Teichmüller space of Σ p . In his thesis [GR10] , J. Gell-Redman proved the existence of a unique harmonic diffeomorphism isotopic to the identity from a conformal surface to a surface endowed with a negatively curved metric with cone singularities of angles less than π. So, given a hyperbolic metric h with cone singularites of angle 2πα i at the p i , we can define the energy functional E h : T (Σ p ) −→ R which associates to a conformal structure on Σ p the energy of the unique harmonic diffeomorphism u : (Σ p , c) −→ (Σ p , h) provided by [GR10] . This functional only depends on the class of h in F α (Σ p ).
In Section 2, we give a precise definition of hyperbolic surfaces with cone singularities and construct F α (Σ p ).
In Section 3, we define and study the energy functional. In particular, we prove that E h is a proper function whose gradient at a point c ∈ T (Σ p ) is given by minus two times the real part of the Hopf differential of the harmonic map u : (Σ p , c) → (Σ p , h).
In Section 4, we prove the Main Theorem. To each local critical point of E g 1 + E g 2 , we construct a minimal diffeomorphism from (Σ p , g 1 ) to (Σ p , g 2 ).
Uniqueness comes from stability of minimal graphs in (Σ p × Σ p , g 1 ⊕ g 2 ) which follows from an application of the maximum principle to elliptic PDE satisfied by the harmonic diffeomorphisms.
It would be interesting to study the possible relations between the minimal map of the Main Theorem and AdS geometry. In particular, this minimal map should be related to some "maximal" surface in some AdS manifold with spin particles (as introduced in [BM12] in the Minkowski case). We leave this question for a future work.
Aknowledgment: I would like to thank J.-M. Schlenker for valuable discussions about the subject.
2. Fricke space with cone singularities 2.1. Hyperbolic disk with cone singularity. Let α ∈ (0, 1) and H 2 := (D 2 , g p ) be the unit disk equipped with the Poincaré metric. Cut D 2 along two half-lines making an angle 2πα intersecting at the center 0 of D 2 and define H 2 α as the space obtained by gluing the boundary of the angular sector of angle 2πα by a rotation fixing 0. Topologically, H 2 α = D 2 \ {0} and the induced metric g α (which is not complete) is hyperbolic outside 0 and carries a conical singularity of angle 2πα at 0. We call H 2 α = (D * , g α ) the hyperbolic disk with cone singularity of angle 2πα.
In conformal coordinates, we have the well-known expression:
Using the coordinates z = 1 α z α , we obtain:
In cylindrical coordinates (ρ, θ) ∈ R >0 × R/2παZ, we have:
2.2. Hyperbolic surface with cone singularities. From now and so on, all the cone angles will be considered strictly smaller than π. Let Σ be a closed oriented surface, p = (p 1 , ..., p n ) ⊂ Σ be a set of points. Denote by Σ p := Σ \ p and let α := (α 1 , ..., α n ) ∈ 0, 1 2 n be such that
Definition 2.1. A hyperbolic metric on Σ p with cone singularities of angles 2πα i at the p i (for i ∈ {1, ..., n}) is a metric g of constant sectional curvature −1 such that each p i has a open neighborhood isometric to a neighborhood of 0 in H 2 α i (the isometry sending p i to 0).
Definition 2.2. Denote by M α −1 the space of C 2 hyperbolic metrics on Σ p with cone singularities of angles 2πα i at the p i , i = 1, ..., n; by D 0 (Σ p ) the space of C 2 diffeomorphisms of Σ p isotopic to the identity (in the isotopy class fixing each p i ∈ p). The Fricke space with cone singularities of angles α is F α (Σ p ) :
Proposition 2.1. For a fixed α ∈ 0, 1 2 n and all i ∈ {1, ..., n}, there exists r i > 0 such that for each hyperbolic metric with cone singularities g ∈ M α
−1 the open set
) is the distance w.r.t. g).
Proof. The result follows from the fact that the distance between two conical singularities of angles less than π on a hyperbolic surface is bounded from below. Let p 1 and p 2 two conical singularities of angles 2πα 1 < π and 2πα 2 < π respectively on a hyperbolic cone surface. Let β be an embedded geodesic segment joining p 1 and p 2 , and denote by γ the unique geodesic in a regular neighborhood of β homotopic to a simple closed curve around p 1 and p 2 . Finally, denote by δ i the geodesic arc from p i making an angle πα i with β (i = 1, 2).
We claim that, as 2πα 1 and 2πα 2 are (strictly) smaller than π, the distance between β and γ is strictly positive. In fact, take a regular neighborhood U of β, and cut it along β, δ 1 and δ 2 . We get two connected components V and W , each containing β, δ 1 and δ 2 in their boundary. By a hyperbolic isometry, send V to the upper half-plane model of H 2 , sending β on the imaginary axis. Denote by N the unit (for the Euclidian metric) vector field orthogonal to β pointing to the interior of V . Note that N is a Jacobi field. For ǫ > 0 small enough, the length of the geodesic arc β ǫ := exp(ǫN ) ∩ V is strictly smaller than the length of β (see Figure 1 ). It implies that if γ is too close to β (or even coincide), then a local deformation of γ along the vector field N would strictly decreases its length. So the distance between γ and β is strictly positive. Now, consider the connected component S of Σ \ γ containing p 1 and p 2 , and cut it along β, δ 1 and δ 2 . The remaining surfaces are two isometric hyperbolic quadrilaterals (see Figure 2) . When the length of γ tends to zero, each quadrilateral tends to a hyperbolic triangle of angles πα 1 , πα 2 and 0. In such a triangle, the length on β satisfies cosh(l(β)) = 1 + cos(πα 1 ) cos(πα 2 ) sin(πα 1 ) sin(πα 2 ) .
It corresponds to the lower bound for the distance between two hyperbolic cone singularities of angles 2πα 1 and 2πα 2 . Applying this result to the universal covering of Σ p , we get a lower bound for the injectivity radius of the singular points on a hyperbolic cone surface.
From now and so on, we fix a cylindrical coordinates system (ρ i , θ i ) :
.., n} (where the V i are as in Proposition 2.1).
Corollary 2.2. For every smooth path of hyperbolic metric with cone singularities (g t ) t∈I ⊂ M α −1 (where I ⊂ R is an interval), there exists a smooth path (ψ t ) t∈I in the space D 0 (Σ p ) of diffeomorphisms of Σ p isotopic to the identity such that
, ∀t ∈ I. Analysis on hyperbolic cone manifolds. Let (Σ p , g) be a hyperbolic surface with cone singularities of angle α ∈ 0, 1 2 n . It is not obvious that classical results of geometric analysis on Riemannian manifolds (as integration by parts) extend to hyperbolic cone surfaces. In this section, we study differential operators on vector bundles over (Σ p , g) in the framework of unbounded operators. For the convenience of the reader, we recall here basic facts about unbounded operators between Hilbert spaces. A good reference for the subject is [Sch12] . Unbounded operators. Let H 1 and H 2 be two Hilbert spaces with scalar product ., . 1 and ., . 2 respectively. Example. Let I ⊂ R be an interval and D an order n ∈ N linear differential operator. We see D :
as an unbounded operator (here C ∞ 0 (I) is the space of C ∞ real valued functions over I with compact support).
Of course, one notes that in this example, C ∞ 0 is probably not the biggest set (with respect to the inclusion) where D can be defined. This motivates the following definitions:
Definition 2.4. Let T 1 and T 2 two unbounded operators from H 1 to H 2 . We say that T 1 extends T 2 (and we denote by
We have the important notion of closed and closable operators: Proposition 2.3. T is closable if and only if, for each sequence (x n ) n∈N ⊂ D(T ) such that lim n→∞ x n = 0 and (T x n ) n∈N converges to y ∈ H 2 we have y = 0.
Remark 2.1. If T is continuous, lim n→∞ x n = 0 implies lim n→∞ T x n = 0 ∈ H 2 , and so T is closable by Proposition 2.3. For T being closable, we just require that if (T x n ) n∈N converges in H 2 , then it converges to the "good" limit. Hence closability condition can be thought as a weakening of continuity.
Using the scalar products of H 1 and H 2 , we can define the adjoint of an unbounded operator with dense domain:
We define the adjoint of T as the unbounded operator T * : D(T * ) ⊂ H 2 −→ H 1 where:
As D(T ) is dense, u is uniquely defined and we set T * y := u.
Determining the domain of an adjoint operator is generally difficult. Hence we have the notion of a formal adjoint:
Definition 2.7. Let T be an unbounded operator with dense domain. We say that an operator
Remark 2.2. Note that, by Riesz' theorem, y ∈ D(T * ) if and only if the application x −→ T x, y is continuous on D(T ). In particular, for every formal adjoint T t of T , we have D(T t ) ⊂ D(T * ) and by density T * |D(T t ) = T t . So T * extends every formal adjoint of T .
We have the following classical properties (see e.g. [Sch12, Chapter 1]):
Proposition 2.4. Let S and T be two unbounded operators from H 1 to H 2 with dense domain. Then:
iii. D(T * ) is dense if and only if T is closable. In this case, T = T * * . iv. ℑ(T ) = Ker(T * ) ⊥ (where ℑ and Ker design the image and the kernel respectively).
Application to geometric analysis on cone surfaces. Let E, F be two vector bundles over a hyperbolic cone surface (Σ p , g) (recall that the cone angles are supposed strictly smaller than π), and equip E and F with Riemannian metrics (., .) E and (., .) F respectively. For k ∈ N, denote by C k 0 (E) (respectively C k (E) and L 2 (E)) the space of sections of E which are C k with compact support (respectively C k and L 2 ). The Riemannian metric on E turns L 2 (E) into a Hilbert space with respect to the following scalar product:
is a dense subset. Notations. Denote by T (r,s) Σ p the bundle of (r, s)-tensors (that is r-covariant and s-contravariant) over Σ p and by S k Σ p ⊂ T (k,0) Σ p the bundle of ksymmetric tensors. The metric g on Σ p induces a metric on these bundles, also denoted by g.
We need some results of integration by parts in cone manifolds. Some good references for this theory are [Che80] ,[Mon05b, Part 3] and [Mon05a] . Operators on covariant tensors. We denote by∇ the covariant derivative associated to g. We see∇ as an unbounded operator:
Stokes formula for compactly supported tensors implies that∇ admits a formal adjoint
where
(∇ e i η)(e i , X 1 , ..., X r ),
, then∇ is closable (by Proposition 2.4). Denote by ∇ its closure (so ∇ = ∇ * * ). The restrictions of the operators ∇ and ∇ * to smooth sections are described above. Operators on symmetric tensors. For k > 0, we define the divergence operatorδ byδ := ∇ * |C 1 0 (S k Σp) . Again, Stokes formula for compactly supported symmetric tensors implies thatδ admits a formal adjoint,
which is the composition of the covariant derivative with the symmetrization.
It follows that δ * (the adjoint ofδ) has dense domain, and soδ is closable. We denote by δ its closure.
Notations. By analogy with classical Sobolev spaces, we introduce the following notations:
We have a result of integration by parts for symmetric tensors on (Σ p , g). The proof is analogous to the proof of [Mon05b, Theorem 1.4.3], however, as it is a central result in what follows, we include it.
Proof. The proof of the two statements are analogous, so we just prove the first one (which is a little bit more technical). Let's prove the result when (Σ p , g) contains a unique cone singularity p of angle 2πα. To prove the result in the general case, we just apply the following computation to each puncture.
Fix cylindrical coordinates (ρ, θ) ∈ (0, r) × R/2παZ in a neighborhood of p so that
where F :
As h is symmetric, and applying Stokes formula, we get:
where i eρ h = h(e ρ , .) and e ρ = ∂ ρ is the unit vector field normal to ∂U t . As t tends to 0, the left hand side tends to u, δh S 1 − δ * u, h S 2 . Denote by I t the right hand side. By Cauchy-Schwarz inequality,
. When u = 0, |u| is differentiable and d|u|(x) = g ∇ x u, u |u| , so we set
and if u = 0, set ∂ ρ |u| = 0. Note that ∂ ρ |u| is the partial derivative of |u| is the sense of distributions. In fact, for all t, a ∈ (0, r) and θ fixed, we have
In particular, as |∂ ρ |u|| ≤ |∇ eρ u|,
Applying Cauchy-Schwarz, we obtain
Finally, we get
that is, the function t −→ ∂Ut |h| 2 is integrable on (0, a). As the function (t ln t) −1 is not integrable in 0, there exists a sequence (t n ) n∈N with t n → 0 such that
It follows that lim
We have a very useful corollary:
Corollary 2.6. The operators δδ * :
are self-adjoint with strictly positive spectrum (i = 1, 2).
Proof. The fact that δδ * are self-adjoint follow directly from Theorem 2.5.
Taking the scalar product with f , and using Proposition 2.5, we get:
, and so f = 0.
2.3. Tangent space to F α (Σ p ). Here we prove the following result:
with the space of meromorphic quadratic differentials on Σ = Σ p ∪ p with at most simple poles at the p i ∈ p (where the complex structure on (Σ p , g 0 ) is the one associated to g 0 ).
Proof. Fix g 0 ∈ M α −1 and let
where (g t ) t∈I is a smooth path in M α −1 with g t=0 = g 0 (and 0 ∈ I ⊂ R is an interval). Note that, by Corollary 2.2, there exists a vector field
where L v g is the Lie derivative of g in the direction v and h |V i = 0 for all i ∈ {1, ..., n} (here the V i are defined as in Proposition 2.1). We call such a h a normalized deformation (note that in particular, h ∈ C 2 0 (S 2 Σ p )). Such a symmetric 2-tensor h on Σ p is tangent to the space M α −1 of C 2 hyperbolic metrics with cone singularities if and only if the differential of the sectional curvature dK g 0 in the direction h is equal to 0.
First, we have a canonical orthogonal splitting:
Lemma 2.8. For all normalized deformation h ∈ T g 0 M α −1 , there exists u ∈ H 2 (S 1 Σ p ) and h 0 ∈ H 1 (S 2 Σ p ) with δh 0 = 0 such that:
where u ♯ is the vector field dual to u. Moreover, this splitting is orthogonal with respect to the scalar product of L 2 (S 2 Σ p ).
It is possible to solve (1) if and only if δh ∈ ℑ(δδ * ) (where ℑ stands for the image). By Corollary 2.6, δδ * is self-adjoint, so ℑ(δδ * ) = Ker(δδ * ) ⊥ (cf. Proposition 2.4). Hence we can solve (1) if and only if δh is orthogonal to the kernel of δδ * .
Take w ∈ Ker(δδ * ) ⊂ H 2 (S 1 Σ p ). By elliptic regularity, such a w is smooth. So, by Theorem 2.5, we get:
In particular, δ * w = 0, and we obtain:
So δh ∈ ℑ(δδ * ) and we can solve (1). Now, such a solution u is smooth, so we know the expression of δ * u. We have:
which is the expression of 1 2 L u ♯ g 0 . In particular, setting h 0 := h − 1 2 δ * u, we get the decomposition.
Note that, if u 1 and u 2 are two solutions of (1), they satisfy
By integration by parts, we get that
g 0 , so the decomposition is independant on the solution of (1) chosen. Now we prove the orthogonal splitting. Let u and h 0 as above. As such sections are smooths, we have:
We explicit now the condition dK g 0 ( h) = 0. We have the well-know formula (e.g. [Tro92, Formula 1.5 p.33]):
where tr g 0 is the trace with respect to the metric g 0 . Applying this formula to the divergence-free part h 0 (which is transverse to the fiber of the projection), we get
By Corollary 2.6, we get tr g 0 h 0 = 0. Moreover, one easily checks that each h ∈ H 2 (S 2 Σ p ) ∩ C 2 (S 2 Σ p ) such that δh = 0 and tr g 0 h = 0 defines a tangent vector to F α (Σ p ) at [g 0 ]. So, we get the following identification
But we can go further. For (dx, dy) an orthonormal framing of T * Σ p , write
The condition tr g 0 h = 0 implies w(x, y) = −u(x, y). Write (∂ x , ∂ y ) the framing dual to (dx, dy). Let us explicit the divergence-free condition:
In the same way, we get:
These are the Cauchy-Riemann equations. It implies in particular that f = u + iv is holomorphic on Σ p . Now, for z = x + iy, dz = dx + idy, set ψ = f (z)dz 2 . It is a holomorphic quadratic differential on Σ p such that h = ℜ(ψ). It follows that ψ is meromorphic on Σ with possible poles at the p i ∈ p.
We claim that, as h = ℜ(ψ) ∈ L 2 S 2 Σ p , the poles of ψ at the p i are at most simples. In fact, let p ∈ p be a cone singularity of angle 2πα, z be a local holomorphic coordinates around p and
for a ∈ C * , n ≥ 0 and g meromorphic so that z n g(z) −→ z→0 0.
It follows from Proposition 2.1 that around p, each lifting
is isometric to the expression g α given in section 2.1. In particular,
It follows,
As α ∈ 0, 1 2 , g 0 (ψ, ψ)dv g 0 is integrable in 0 is and only if n ≤ 1, and the same is true for h.
On the other hand, given a meromorphic quadratic differential ψ with at most simple poles at the p i , its real part h = ℜ(ψ) is a zero trace divergencefree symmetric (2, 0) tensor in L 2 (S 2 Σ p ). Hence, as it is smooth on Σ p ,
It follows from the above construction that there exists a unique lifting h, k ∈ T g 0 M α −1 of h and k respectively which are divergencefree symmetric tensors of zero trace. We call such a lifting a horizontal lifting. Define:
Obviously, ., . W Pα is a metric on F α (Σ p ). We call it Weil-Petersson metric with cone singularities of angle α. Uniformization. Here, we recall a fundamental result proved by R.C. McOwen [McO88] and independently M. Troyanov [Tro86] . Let T (Σ p ) be the Teichmüller space of Σ p , that is the moduli space of marked conformal structures on Σ p . We have Theorem 2.9. Given c ∈ T (Σ p ), there exists a unique h ∈ F α (Σ p ) in the conformal class c as long as χ(
This theorem provides a family of identification Θ α :
In particular, one can define a family (Θ * α ., . W Pα ) α∈(0, 1 2 ) n of Weil-Petersson metric on T (Σ p ).
Energy functional on T (Σ p )
Let g 0 ∈ M α −1 be a hyperbolic metric with cone singularities of angle α ∈ 0, 1 2 n . We have the following result due to J. Gell-Redman [GR10]:
Theorem 3.1. For each g ∈ M α −1 , there exists a unique harmonic diffeomorphism u : (Σ p , g) −→ (Σ p , g 0 ) in the isotopy class (fixing the each p i ) of the identity.
Recall that a harmonic map f : (M, g) −→ (N, h) between Riemannian manifolds is a critical point of the energy, where the energy of f is defined as follow:
and e(f ) = 1 2 df 2 is called the energy density of f . Here, df is seen as a section of T * M ⊗ f * T N with the metric g * ⊗ f * h (g * stands for the metric on T * M dual to g).
Note that, when dim M = 2, the energy functional only depends on the conformal class c of the metric g. We denote by u c,g 0 the harmonic diffeomorphism isotopic to the identity from (Σ p , c) to (Σ p , g 0 ).
Moreover, a complex structure J c on Σ p is canonically associated to c. It allows us to split each symmetric two forms on Σ p into its (2, 0), (1, 1) and (0, 2) part.
Definition 3.1. To a diffeomorphism u : (Σ p , c) −→ (Σ p , g 0 ), we associate its Hopf differential:
that is the (2, 0) part of the pull-back by u of g 0 .
Local expressions. Let u : (Σ p , g) −→ (Σ p , g 0 ) be a diffeomorphism, z be local isothermal coordinates on (Σ, g). Set g = ρ 2 (z)|dz| 2 and g 0 = σ 2 (u)|du| 2 . As usual, write u = u 1 + iu 2 and  
We have the following expression:
It follows that
Moreover, for g ij the coefficient of the metric dual to g, e(u) = 1 2 2 α,β,i,j=0
In particular, we have
Note that we get the following equation for each section ξ of T * Σ p ⊗ u * T Σ p with the metric g * ⊗ u * g:
where ., . is the scalar product with respect to the metric g 0 . Finally, noting that the framing (dz∂ u , dz∂ u , dz∂ u , dz∂ u ) of (T * Σ p ⊗u * T Σ p , g * ⊗ u * g 0 ) is orthogonal and each vector has norm ρ −1 (z)σ(u), we get the following expression for the Jacobian J(u) of u:
Remark 3.1.
-As in the classical case, Φ(u) is holomorphic on (Σ p , J g ) if and only if u is harmonic. So for u harmonic, Φ(u) is a meromorphic quadratic differential on (Σ, J c ) with at most simple poles at the p i (cf. [GR10, Section 5.1]). -We have the following expression:
Thus Φ(u) measures the difference of the conformal class of u * g 0 with c.
Energy functional. Fixing g 0 ∈ M α −1 , we define the energy functional E g 0 on the space of conformal structures of Σ p by:
Proposition 3.2. The energy functional E g 0 descends to a functional E g 0 on T (Σ p ).
Proof. For each diffeomorphism isotopic to the identity
f ∈ D 0 (Σ p ), f : (Σ p , f * c) −→ (Σ p , c
) is holomorphic and E is invariant under holomorphic mapping (see [ES64, Proposition p.126]), that is
is harmonic. So, as f ∈ D 0 (Σ p ) is isotopic to the identity, uniqueness of the harmonic diffeomorphism implies f * u c,g
Remark 3.2. The same argument shows that E g 0 only depends on the class of g 0 in F α (Σ p ). Now, we are going to prove the following main result:
Theorem 3.3. The energy functional E g 0 is proper functional and its Weil-
3.1. Properness of E g 0 . Recall that (Proposition 2.1), for each g ∈ F α (Σ p ) and i ∈ {1, ..., n}, there exists a neighborhood
where (ρ i , θ i ) are fixed cylindrical coordinates on V i . We can choose the
We need an important result, corresponding to Mumford's compactness theorem for the case of hyperbolic surfaces with cone singularities. The proof is an extension of Tromba's proof in the classical case [Tro92] .
−1 be such that, the length of every closed geodesic γ k ⊂ (Σ p \ V, g k ) is uniformally bounded from below by l > 0.
Proof. Let (g k ) k∈N be as above. It follows that there exists ρ > 0 such that, for each k ∈ N and x ∈ Σ p \ V , the injectivity radius of x is bigger than ρ (for example, take ρ = min{l, r 1 , ..., r n }).
Fix R > 0 such that R < 1 2 ρ. As the area of (Σ p \ V, g k ) is independent of k, there exists N > 0 such that for each k ∈ N, N is the maximum number of disjoint disks of radius
It follows that the map τ k ij := Ψ k i • (Ψ k j ) −1 is a positive local isometry of H 2 which uniquely extend to τ k ij ∈ P SL(2, R). Moreover, for each k, τ
k∈N admits a convergent subsequence whose limit is denoted by τ ij .
For each i ∈ {1, ..., N } and j ∈ {1, ..., n} with Figure 3) is a positive local isometry of H 2 which uniquely extends to an element of P SL(2, R). Moreover, α k ij sends Ψ k i (y) to Φ • ψ j (y) which are both in the compact set B ⊂ H 2 (the closure of B). Then, by the same argument as before, α k ij −→ α ij ∈ P SL(2, R) (up to a subsequence). 
where B i = B ⊂ H 2 for each i and ∼ identifies: • x i ∈ B i with x j ∈ B j whenever τ ij exists and τ ij (x j ) = x i .
• x i ∈ B i with x j ∈ ψ j (V j ) whenever α ij exists and α ij (x i ) = Φ(x j ). Obviously, M is an hyperbolic surface with cone singularities and defines a point g ∈ M α −1 . Now, we claim that there exist diffeomorphisms
id on each B j , and
The proof of this claim is exactly analogous to the proof of [Tro92, Lemma C4 p.188] and will not be repeated here.
Hence, on each B j , we have
(where g P is the Poincaré metric) and on
But, as Ψ k j and ψ i are isometries, we get:
Now we are able to prove the properness of
Let γ be a simple closed curve in Σ p \ V . For k ∈ N, let γ k be the unique geodesic isotopic to γ for the metric g k . Note that there exists no geodesic homotopic to a cone point on a hyperbolic surface. In fact, if γ would be such a geodesic, consider the surface obtained by taking two times the connected component of Σ \ γ containing the cone point ang glue them along γ. The remaining surface would be a hyperbolic sphere with two punctures, but it is well-know that such a hyperbolic surface does not exist.
So γ is not homotopic to ∂V i for some i ∈ {1, ..., n}, so by [Tro92, Theorem 3.2.4] we have:
So (l(γ k )) k∈N is bounded from below and we can use Proposition 3.4 and we get a family (
For all k ∈ N, denote by u k : (Σ p , c k ) −→ (Σ p , g 0 ) the harmonic diffeomorphism isotopic to the identity. By [Tro92, Lemma 3.2.3], the sequence (u k ) k∈N is equicontinuous. It follows that the classes of (f k ) k∈N in Diff(Σ p )/Diff 0 (Σ p ) takes only a finite set of values. In fact, as
k∈N is equicontinuous and admits a convergent subsequence by Arzelá-Ascoli. As Diff(
We are going to use real coordinates (x, y) on (Σ p , c). From now on, denote by ∂ 1 := ∂ x and ∂ 2 := ∂ y and by (dx 1 , dx 2 ) the dual framing. Denote by u := u c,g 0 and fix g ∈ M α −1 such that the conformal class of g is c. In local coordinates, we have the following expression:
where (u 1 , u 2 ) are the coordinates of u on (Σ p , g 0 ). Assume that (u 1 , u 2 ) are isothermal coordinates for g 0 , so
(here δ αβ is the Kronecker symbol). Writing g in coordinates and using the Einstein convention, we have the following expression:
Here, vol g is the volume form of (Σ p , g) and g ij are the coefficients of the metric dual to g in
(recall that Θ α is the application given by the uniformization). So h is a zero trace divergence-free symmetric 2−tensor on (Σ p , g).
We are going to compute the differential of E g 0 at g in the direction h. Note that the differential of g −→ ( g ij ) is given by h −→ (− h ij ) and the differential of g −→ vol g is h −→ ( 1 2 tr g h)vol g . So one gets:
where the term R( h) is obtained by fixing g and dvol g and varying the rest. It follows that R( h) correspond to the first order variation of E(u) in the direction h. But as u is harmonic, R( h) = 0. Moreover, the second term is zero because we have chosen a horizontal lift of h, hence tr g h = 0.
Writing u = u 1 + iu 2 and using the fact that h 11 = − h 22 and h 12 = h 21 (see Section 2), we get the following expression:
Note that, by definition, ϕ is the Weil-Petersson gradient ∇E (c) of E at the point c ∈ T (Σ p ). On the other hand,
So ∇E (c) = −2ℜ(Φ(u)).
Minimal diffeomorphisms between hyperbolic cone surfaces
In this section, we prove the Main Theorem by studying the PDE satisfied by harmonic diffeomorphisms.
4.1. Existence.
Proposition 4.1. For each α, α ′ ∈ 0,
there exists a minimal diffeomorphism Ψ : (Σ p , g 1 ) −→ (Σ p , g 2 ) isotopic to the identity.
Given a conformal structure c ∈ T (Σ p ), one can consider the map
is the harmonic diffeomorphism isotopic to the identity (i = 1, 2).
Clearly, E(f c ) = E(u 1 ) + E(u 2 ). From Section 3, the functional E := E g 1 + E g 2 : T (Σ p ) −→ R is proper. Let c 0 be a critical point of E , so the map Ψ := f c 0 : (Σ, c 0 ) −→ M is a harmonic immersion. We claim that Ψ is also conformal. In fact, Ψ = (u 1 , u 2 ), so
where z is a local holomorphic coordinates on (Σ p , c 0 ) such that Θ α (c 0 ) = ρ 2 (z)|dz| 2 . Now, as c 0 is a minimum of E , ∇E (c 0 ) = −2ℜ (Φ(u 1 ) + Φ(u 2 )) = 0, so Φ(u 1 ) + Φ(u 2 ) = 0 and Ψ is conformal. It follows that Ψ is a conformal harmonic immersion, hence Ψ(Σ p ) is a minimal surface in M (see [ES64, Proposition p. 119 
]).
Denoting by p i : M −→ Σ p the projection on the i-th factor (i = 1, 2) and Γ = Ψ(Σ p ), we get that u i = p i |Γ and Γ = graph(p 2 |Γ • p
is a minimal diffeomorphism isotopic to the identity. 4.2. Uniqueness. Before proving the rest of the Main Theorem, let's recall some results about the harmonic diffeomorphisms provided by [GR10] . We use the same notations as in the proof above. Let z be conformal coordinates on Γ such that
For i = 1, 2, set ∂u i (respectively ∂u i ) the C-linear (respectively C-antilinear) part of du i . Their norms are given by
Then we have the following expressions (cf. Section 3):
Note that, as u i is orientation preserving, J(u i ) > 0 and in particular ∂u i = 0. It is well-known that these functions satisfy a Bochner type identities everywhere it is defined (see [SY78] )
where ∆ = ∆ g Γ = δδ * . Note that, as Φ(u i ) is holomorphic outside p, the singularities of ln ∂u i on Σ p are isolated and have the form c ln r for some c > 0. In fact, as J(u i ) > 0, ∂u i = 0. Because Φ(u i ) = ∂u i ∂u i , the singularities of ln ∂u i correspond to zeros of Φ(u i ). Now, let's describe the behavior of ∂u i and ∂u i around a puncture. Let z be a conformal coordinates system on (Σ p , g Γ ) centered at p. From [GR10, Section 2.3, Form 2.3], the map u i has the following form around a puncture of angle 2πα:
where λ i ∈ C * , r = |z|, ǫ > 0 and f is in some Banach space χ 
Let α (resp. α ′ ) be the cone angle of the singularity of g 1 (resp. g 2 ) at p. So, from section 2.1, there exists some bounded non vanishing functions c 1 and c 2 so that
The proof follows from the stability of Γ.
Lemma 4.3. Under the same conditions as in Proposition 4.2, a minimal graph Γ ∈ (Σ p × Σ p , g 1 ⊕ g 2 ) is stable.
Proof. Let Γ be a minimal graph in (Σ p × Σ p , g 1 ⊕ g 2 ), and denote by u i the i th projection from Γ to (Σ, g i ) (for i = 1, 2). As Γ is minimal, the u i are harmonic and Φ(u 1 ) + Φ(u 2 ) = 0.
Stability of minimal graph in products of surfaces has been studied for the classical case in [Wan97] . We have the following lemma:
Lemma 4.4. Let Γ be a minimal graph in (Σ p × Σ p , g 1 ⊕ g 2 ), then the second variation of the area functional under a deformation of Γ fixing its intersection with the singular loci is given by:
where E ′′ 2 is the second variation of the energy of u 2 and Φ ′ (u 2 ) is the variation of the Hopf differential of u 2 .
Proof. By definition, the area of Γ is given by:
1/2 |dz| 2 .
But we have:
= ρ 4 (e(u 1 ) + e(u 2 )) 2 − 4|φ(u 1 ) + φ(u 2 )| 2 , where Φ(u i ) = φ(u i )dz 2 . It follows that A = Γ e(u 1 ) + e(u 2 )) 2 − 4 Φ(u 1 ) + Φ(u 2 ) 2 1/2 dv Γ .
Writing a := (e(u 1 ) + e(u 2 )) 2 − 4 Φ(u 1 ) + Φ(u 2 ) 2 , we get
Recall that, for i = 1, 2, we have
Denote by v 1,t and v 2,t be the variations of u 1 and u 2 respectively corresponding to a variation Γ t of Γ. Set ψ i := d dt |t=0 v i,t which is a section of u * i T Σ p . Denote by ∇ u i the pull-back by u i of the Levi-Civita connection on (Σ p , g i ). In particular, we have: Hence, a −1/2 a ′′ − 1 2 a −3/2 a ′2 = 2(e ′′ (u 1 ) + e ′′ (u 2 )) − 8 Φ ′ (u 1 ) + Φ ′ (u 2 ) 2 e(u 1 ) + e(u 2 ) .
It follows
A ′′ (Γ) = E ′′ (u 1 ) + E ′′ (u 2 ) − 4 Γ Φ ′ (u 1 ) + Φ ′ (u 2 ) 2 e(u 1 ) + e(u 2 ) dv Γ . Now, as pointed out in [Wan97] , such a variation can be realized as a variation of u 2 only since the variation of u 1 can be interpreted as a change of coordinates which does not change the area functional. So, setting ψ 1 = 0, we get the formula. where Φ = Φ(u 1 ) = Φ(u 2 ) . That is, w 1 and w 2 satisfy the same equation. Note that, outside p, the singularities of w 1 and w 2 are the same. In fact, singularities of w i correspond to zeros of ∂u i (as J(u i ) = ∂u i 2 − ∂u i 2 > 0). But as Φ(u 1 ) = ∂u 1 ∂u 1 = ∂u 2 ∂u 2 , the zeros of ∂u 1 and ∂u 2 are the same. In particular, w 2 − w 1 is a regular function on Σ p satisfying: (6) ∆(w 2 − w 1 ) = 4 Φ (sinh w 2 − sinh w 1 ).
Let's study the behavior of w 1 − w 2 at a singularity p ∈ p. Using the same notation as above, the norm of the Hopf differentials satisfy: Hence, using Φ(u 1 ) = Φ(u 2 ) ,
where C is a non-vanishing bounded function. Now, using equation (4), we obtain:
In particular,
w 2 − w 1 = 2(α − α ′ ) ln r + C ′ ,
where C ′ is a bounded function. As α − α ′ > 0, w 2 − w 1 tends to −∞ at the singularities. So we can apply the maximum principle to equation (6), and we obtain that w 2 ≤ w 1 . Using Φ(u 1 ) = Φ(u 2 ) = Φ , we finally obtain:
Let's consider the function f (x) = x + Φ 2 x −1 defined on R >0 . Its derivative is f ′ (x) = 1 − Φ 2 x −2 , so f is increasing for x ≥ Φ . As J(u 2 ) > 0, ∂u 2 2 ≥ ∂u 2 ∂u 2 = Φ 2 .
Applying f to ∂u 2 2 ≤ ∂u 1 2 , we get e(u 2 ) ≤ e(u 1 ).
So, from equation (5), we obtain:
v t be a deformation of u 2 (so ψ is a section of u * 2 T Σ p ). We have the following expression (see e.g [Smi75, Equation 2]):
