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Abstract
NMR Studies of Emulsions in Porous Media and
Applications to Fischer-Tropsch Synthesis
Léonard R. van Thiel
As global reserves of conventional fossil fuels are dwindling, Fischer-Tropsch (FT) is a
promising and greener method to convert natural gas into liquid fuels. However, it is highly
complex and remains thus far poorly understood. The work presented in this thesis employs
nuclear magnetic resonance (NMR) and magnetic resonance imaging (MRI) to gain insight
into and elucidate the multiphase behaviour and transport processes of Fischer-Tropsch
Synthesis (FTS) reactants and products. In order to achieve this, the world’s first operando
NMR compatible reactor was designed, commissioned and built to ultimately optimise the
conversion of Gas-to-Liquids (GTL) through the FT process. A particular focus of this work
lies on the application of a pulsed-field gradient (PFG) NMR emulsion detection technique to
characterise hydrocarbon-in-water emulsions and study their droplet size distribution (DSD)
inside porous media under operando conditions (∏180 °C and ∏36 bar).
The initial study into droplet formation was done on µ-Al2O3 pellets by relaxometry and
PFG NMR measurements at ambient conditions, where dodecane and water were model
compounds for FT products. The relaxation results indicated that water was the surface
wetting phase, while dodecane was isolated from the pore surface. Spontaneous dodecane-in-
water droplets formed, suggested by the restrictive diffusion behaviour for dodecane in the
binary mixture. This trend was confirmed in Q-silica beads as well as in Ru-based FT catalyst
pellets. Subsequently, the influence of (i) temperature, (ii) pore size, (iii) surfactant and (iv)
surface modification on emulsion formation was investigated. Little impact of temperature
and pore size was found for the ranges studied. However, a longer alcohol chain length lead
to a small increase in droplet size. Furthermore, if the catalyst surface became hydrophobic
with stearic acid, spontaneous emulsion formation did no longer occur.
Studying FTS in situ can be very complex due to its high P and T. This thesis contains
the first ever reported operando study of FT under real operating conditions. This work
iv
resulted in spatially-resolved MRI measurements of the diffusion and spatial mapping of
product formation inside catalysts. These results can be used to validate numerical reactor
simulations and optimise catalyst development.
Finally, the phase behaviour of wax and water was studied post-FTS in situ in 1 wt% Ru/TiO2
catalysts at both 180 and 220 °C. Emulsion formation was detected by slowly increasing the
water partial pressure between 0.3 - 0.95. At P/P0 ∑ 0.5, both water and wax diffused
freely. However, at P/P0 ∏ 0.8, capillary condensation of water inside the catalyst pores
was reported. This resulted in the formation of a water-rich, surface-wetting layer, located
in between the pore surface and the wax layer. The wax species were displaced and became
isolated from the pore space, which was confirmed by the significant increase in both T 1
and D values. For P/P0 ∏ 0.9, wax-in-water emulsions spontaneously formed. This was
concluded from the sudden drop in the diffusion behaviour for wax.
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Chapter 1
Introduction
1.1 Background and Scientific Motivation
It is generally accepted that FT is an attractive, clean and alternative approach to catalyti-
cally convert synthesis gas into premium liquid fuels [1]. The GTL process has commercially
been operated by Shell and other large oil companies for several decades [2]. However, in
the literature there still exists major disagreement about the fundamental science behind
GTL, specifically regarding the reaction mechanisms and phase behaviour phenomena [3].
One of the main hurdles that contributed to this lack of consensus is the complexity of the
mechanisms involved. Moreover, it simply remains technically very challenging to study
FT in situ, which is reflected by the absence of operando studies performed at elevated
pressure and temperature in the literature [4]. Live monitoring of FT reactors and on-line
characterisation of products formed inside the catalysts has traditionally not been possible.
Many FT reactors are treated as a “black-box”, whereby many scientific studies are performed
off-line and post-synthesis. Therefore, more in situ studies are required to bridge the gap
between theoretical models and optimisation of numerical simulations.
NMR is a very powerful technique to study heterogeneous catalytic processes. The advantage
of magnetic resonance (MR) in this application is that it is non-invasive and can acquire
2-dimensional (2D) and 3-dimensional (3D) images of optically opaque media [5]. NMR
relaxometry and diffusometry measurements can be used to deduct chemically-specific infor-
mation on molecular transport phenomena and diffusion behaviours [6].
Typically the catalyst pores become partially filled with liquid during the FTS reaction,
however when modelling FT and its kinetics, little account is taken of this phenomenon. Also,
although water is the main by-product of the reaction, because of its minimal commercial
value, very little attention has been given to its role in the reaction [7]. The effect of water
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solubility in an organic phase or the likelihood of even forming a two-phase mixture has not
been adequately explored [8].
The aim of this PhD work is to investigate and understand the multiphase hydrodynamic
behaviour of FTS in a fixed-bed reactor. This is primarily done by applying PFG NMR to
explore the phase behaviour and transport properties of liquid fluids confined in the pore
spaces of the catalysts under industrially-relevant high temperature and pressure conditions.
More specifically, the principal scientific objective of this project is to develop and establish a
NMR methodology to characterise emulsion formation in porous catalysts, with a particular
focus on hydrocarbon-in-water droplets forming in the presence of a water-rich, surface-
wetting layer. In addition, this project focuses on the design and commissioning of the high
pressure and temperature, fixed-bed tubular reactor which is placed inside a MRI magnet.
This is the first in situ application of MRI to study the catalytic conversion of natural gas
into liquid hydrocarbons. This methodology will ultimately help to elucidate FTS as a whole.
1.1.1 Phase Behaviour
During FTS, a liquid phase of reaction products prevails inside the pores of the catalysts.
However, it remains uncertain whether this fluid is a single-phase liquid, a liquid-gas two-
phase mixture or exists as several continuous phases. It has been hypothesised that during
FT, due to capillary condensation, water vapour phase condenses and forms a separate
liquid water phase [9]. In addition, many scientists in the literature have speculated about
spontaneous droplets or emulsions formation in the water layer [10]. In general, numerous re-
searchers agree that this process is poorly understood, but it has vast implications for catalyst
design, model prediction and more importantly optimisation of reactor performance [11].
Simplified, hypothetical scenarios of the phase distribution of liquid water and wax in the
pores can be seen in Figure 1.1. Scenario (a) is the most basic scenario in which a continuous
single-phase mixture is established of water and wax. In the more complex scenarios (b) - (f),
phase separation occurs between wax and water whereby in (b) and (c) either wax or water
becomes the surface-wetting phase respectively. Scenario (d) proposes a situation in which
different liquid pockets of alternating wax and water co-exist alongside. Some pore sections
in the catalyst might have preferential bulk condensation of wax or water. Finally, emulsion
formation of (e) water-in-wax or (f) wax-in-water systems are shown. A variety of scenarios
might simultaneously occur depending on the catalyst, reactor or operating conditions [12].








Figure 1.1 Hypothetical profiles of water-wax phases inside the catalyst pores: (a) a single-phase,
continuous homogeneous mixture, (b) phase separation with wax acting as the surface-wetting species,
(c) phase separation where water is wetting the pore wall, (d) phase separation with no preferred
wetting, resulting in alternating phases of water and wax, (e) a water-in-wax emulsion and (f) a
wax-in-water emulsion. The black line represents the pore wall with the open end of the pore on the
right. Adapted from [12].
1.1.2 Scope of Thesis
FT is a commercially viable alternative to producing long-chain, linear alkanes. However, as
this process remains poorly understood, there is significant scope to gain deeper understand-
ing of the conversion and hence optimise the reaction and catalyst design. One of the major
bottlenecks for this advancement is the lack of appropriate technical capabilities to study
the process in situ. This would allow to clarify the reaction mechanisms, kinetics, catalyst
properties, multiphase hydrodynamics and transport phenomena. Therefore, the aims of this
PhD work are:
1. Develop and verify a PFG NMR emulsion detection technique for porous catalysts
saturated with water and hydrocarbons.
2. Apply this technique in several supports and test the influence of multiple physical
parameters on droplet formation and its size distribution.
3. Design and commission the world’s first NMR compatible fixed-bed reactor for FT.
4. Perform FTS and study this operando using the novel pilot-scale reactor.
5. Characterise and investigate emulsion formation at elevated pressure and temperature
post-FTS by applying the techniques developed earlier.
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1.2 Outline of Thesis
Chapter 1 gives a description of the scientific motivation and importance of this project. It
also contains the outline and content covered.
Chapter 2 covers the basic principles of FT, highlighting the reactions, catalysts, reactors
and possible mechanisms involved. The phase behaviour and emulsion formation in porous
media are discussed.
Chapter 3 provides an introduction to the fundamentals of NMR, MRI and PFG diffusion
which are the MR techniques applied in this work.
Chapter 4 discusses a preliminary study of phase behaviour in µ-Al2O3 at ambient T and
P. This Chapter presents a novel technique for emulsion detection inside saturated porous
media, which is applied subsequently in the following Chapters.
Chapter 5 presents a systematic study of emulsion formation in Q-silica beads, FT TiO2
support and 1 wt% Ru/TiO2 catalyst particles. The influence of T, pore size, n-alcohol chain
length and fatty acids on droplets and their size distribution are covered.
Chapter 6 describes the design, building and commissioning of the FT Zeton reactor. This
Chapter also summarises the findings obtained during the Shell-Cambridge collaboration.
Chapter 7 reports the first ever operando MR study of FT catalysis, performed at industrially-
relevant conditions.
Chapter 8 introduces the multiphase behaviour investigation done in situ at 180 and 220 °C
on real FT wax and water products, where at high water partial pressures, wax-in-water
emulsions are observed.
Chapter 9 summarises the main scientific achievements and presents the conclusions of this
thesis. Finally, possible work directions are suggested for future research.
Chapter 2
Fischer-Tropsch Synthesis and Phase
Behaviour
2.1 Introduction
FT is a highly exothermic, heterogeneous catalytic process that converts synthesis gas,
containing H2 and CO, into hydrocarbons in a temperature range between 190 and 350 °C.
The fundamentals of FTS are still not well understood and there are many aspects of the (i)
reactor, (ii) catalyst and (iii) reaction to be optimised.
More than ninety years ago, this syngas conversion was first performed by two German
chemists, Hans Fischer and Franz Tropsch, and since then has developed to global industrial
scale [13]. During World War II in Germany, oil became scarce so Germany invested in a new
process to use their national coal reserves instead to generate fuel for aviation and tanks. In
the 80’s, as a consequence of the oil embargo against the Apartheid regime in South Africa,
Sasol also developed its own capabilities to transform coal into gasoline products.
At ambient conditions, the hydrocarbon products are mostly liquid products, such as linear
paraffins and Æ-olefins [14]. Interestingly any carbon source, ranging from non-petroleum re-
sources like natural gas, biomass or even coal, could be used as reactant for syngas production
via steam reforming, oxidation or gasification processes. The term ‘liquefaction’ is often used
for these conversions because irrespective of the physical state of the feed resources, whether
it is gas or solid, the route to a liquid hydrocarbon fuel involves a syngas intermediate [15].
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Hydrocarbons derived from FT, like diesel, can be much more environmentally benign prod-
ucts due to their lower aromaticity, metal and heteroatom content in comparison to petroleum-
based fuels. In addition, as the global reserves of conventional oil are dwindling, the need for
heavy crude oil processing to meet global energy demand is increasing. Liquid fuels obtained
from heavy oils are characterised by high aromatic content and high sulphur, nitrogen and
heavy metal contaminants. Thus, FTS is a vital step in the sustainable pathway of converting
non-petroleum based resources into high quality, green fuels and valuable chemicals [16–18].












Figure 2.1 A very simplified overview of FTS.
The GTL process at Shell is known as the Shell Middle Distillate Synthesis (SMDS) process
and it currently operated in two plants in the world: (i) Bintulu in Malaysia which became
functional in 1993 and (ii) the Pearl GTL Shell-Qatar. Pearl is the largest GTL plant in the
world producing premium base oils.
2.2 Reactions
Equations 2.1 and 2.2, respectively, show the alkane (paraffins) and alkene (olefins) reactions
taking place during FTS [20]. The water molecules produced can further react with CO
to CO2 and H2 in the water-gas shift reaction (WGSR), shown in Equation 2.3. Three
undesirable reactions are the formation of methane and alcohol, Equations 2.4 and 2.5, and
the Boudouard reaction, Equation 2.6 [21, 22].
Alkane formation : (2n +1) H2 +n CO ! CnH2n+2 +n H2O (2.1)
Alkene formation : 2n H2 +n CO ! CnH2n +n H2O (2.2)
Water-gas shift reaction : H2O+CO⌦CO2 +H2 (2.3)
Methane formation : 3 H2 +CO ! CH4 +H2O (2.4)
Alcohol formation : 2n H2 +n CO ! CnH2n+2 + (n °1) H2O (2.5)
Boudouard reaction : 2 CO ! CO2 +C (2.6)
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During FT, the syngas mixture is converted into a very wide product range: a multi-
component mixture of primarily linear and branched hydrocarbons and a small proportion
of oxygenates and methane. It comprises one of the most complex reaction networks which
are still heavily debated nowadays in the literature. Methane is an undesirable product due
to its low financial value and the target products are middle to long-chain hydrocarbons that
can be further converted into diesel, kerosene, paraffin or even naphtha.
2.2.1 Product Distribution
The polymerisation reactions occurring in FTS are described using the Anderson-Schulz-Flory
(ASF) distribution (Equation 2.7) which describes the mole fraction distribution, xn , as a
function of the number of carbon atoms, n, in a ‘polymer’ chain, and the chain growth
probability, Æ [23, 24]. The parameter Æ, see Equation 2.8, is determined by the specific
catalyst employed.





Rp and Rt in Equation 2.8 represent the chain growth rate and the chain termination rate
respectively and both depend on chain length n and reaction conditions. In the ideal situation,
Æ, is independent of the carbon chain length [25]. However, the product distributions obtained
from FT are very dependent on: (i) reaction conditions, (ii) reactor configuration, (iii)
conversion and (iv) catalysts and support properties. A graphical description of the FT chain
growth polymerisation reaction is depicted in Figure 2.2 and a typical product distribution







Figure 2.2 FTS chain growth with classical ASF model. Adapted from [15].
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Figure 2.3 The product distribution for FTS versus the chain growth probability. Reproduced from
[21].
2.2.2 Non-ASF Product Distributions
The ASF distribution is an idealised distribution function with limited applicability and the
actual FTS carbon number selectivity does not fully obey this model. The distribution shown
in Figure 2.3 above is a representative FT product distribution following the carbide insertion
mechanism, see Section 2.6. Depending on the type of catalyst used, different deviations from
the ideal ASF distribution can be observed. Although the ASF distribution predicts a fair
description of the typical FTS product distribution, several significant deviations in the FT
products obtained from cobalt and ruthenium catalysts can occur, see Figure 2.4. The three
main types of deviations are found in [26]:
• C1: higher yield than expected of undesired product
• C2 and C3: lower yield than expected
• C10+: higher selectivity of desired product
Firstly, a higher molar methane (C1) but lower C2 and C3 content than predicted by ASF
can be observed. Also, for long-chain hydrocarbon products (C10+), the Æ suddenly surges,
which in the literature is known as a positive deviation from ASF [27, 28]. Some of these
deviations in the literature are linked to non-steady state reaction conditions or non-ideal
operation of the reactor. However, many more explanations are offered for these deviations.
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Figure 2.4 The ASF prediction compared to the experimental FT product distribution. Reproduced
from [29].
The excess of methane production could be attributed to active site heterogeneity on the
surface of the catalyst. It is suggested that methane might require very specific active sites,
different from the sites producing other FTS products. In addition, researchers propose that
certain special catalytically active sites favour methane over chain growth [30]. Alternatively,
an observed increased C1 formation can also be linked to either formation of local hot
spots or even mass transfer limitations which thermodynamically would favour methane
production [31].
Furthermore, in the literature ethene is generally acknowledged to be highly reactive, hence
leading to a lower fraction of C2 in the product distribution. This high reactivity would
enable ethene to readsorb on the catalyst surface and subsequently further polymerise into
longer hydrocarbon chains [32].
Finally, no consensus has been reported although a combination of several phenomena are
generally proposed as a potential explanation for the underprediction of C10+ production by
the ASF model. First, different chain termination reactions occurring on other sites are often
suggested [33]. This deviation can be found especially for iron catalysts [34]. Researchers
assume that two distinct chain growth probabilities caused by different types of catalytic sites
could explain this deviation. These two Æ’s are modelled by superimposing two independent,
ideal ASF distributions and this is known as the ‘double-ASF distribution’. In addition,
subsequent secondary reactions of long-chain hydrocarbons affected by vapour-liquid equilib-
rium (VLE) effects like chain-length dependent solubility and diffusion coefficients are often
suggested [35].
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2.3 Process Configuration and Flowsheet
2.3.1 Syngas
Depending of the raw feed, syngas for FTS can be prepared by two different processes:
(i) steam partial gasification or (ii) steam reforming. The feedstock for syngas production
can vary between heavy crude oil, coal or methane, biomass or even waste. The steam
partial oxidation reaction is highly endothermic, the heat required to drive the reaction is
provided by combustion in the presence of oxygen. These two processes produce the syngas,
which ideally has a H2:CO ratio of approximately 2, corresponding to the stoichiometric
coefficients of FTS. If during FT the H2:CO ratio ∑ 2, the higher partial pressures of CO are
known to lead to greater concentrations of surface carbon molecules, favouring longer chain
products [36]. Simultaneously, a lower methane but higher alkene selectivity can be observed
when the surface is more crowded with active carbon species. However, low H2:CO ratios
can also cause accelerated catalyst deactivation due to carbonaceous deposits [37].
2.3.2 Reaction Temperature and Pressure
Typically there are two operating regimes for FTS: the low-temperature Fischer-Tropsch
(LT-FT) (190 - 260 °C) and high-temperature Fischer-Tropsch (HT-FT) (300 - 350 °C) with
pressures ranging between 15 and 30 bar. As discussed earlier, the operating temperature
will influence the types of products obtained. LT-FT is known to produce high-quality
diesel, mainly consisting of linear, long-chain alkanes and waxes whereas HT-FT will result
in short-to-mid range hydrocarbons (C1-C15), Æ-alkenes and a greater proportion of undesired
branched and aromatic species [38].
2.3.3 Product Recovery
Following the FTS process, the waxes have to be upgraded to produce the highest-quality
fuel. This is achieved by wax hydrocracking to selectively produce diesel, kerosene, naphtha
and paraffins. In the 90’s, Shell implemented the hydrocracking of their FT wax whereas
Exxon typically hydroisomerised their FT wax to liquid oil.
2.3.4 Flowsheet
The process flowsheet for the production of fuels (diesel, naphtha and paraffins) and gas via
FTS is depicted in Figure 2.5.























































































































































































































FT products and waxes are produced on active sites of metal catalysts. FTS catalysts are
typically group VIII metals that consist of (i) fused or precipitated iron, (ii) nickel, (iii)
cobalt and (iv) ruthenium; these are reported here in order of increasing price. On a metal
basis, the approximate costs of Fe:Ni:Co:Ru are 1:250:1,000:50,000. Only Fe-, Co-, Ni- and
Ru-based catalysts are used as they are the only metals that have enough activity (reported
in decreasing activity: Ru > Ni > Co > Fe) to be commercially viable.
Ruthenium is much more costly than iron, cobalt and nickel due to its limited reserves and
thus large-scale application of Ru is uneconomic [39, 40]. Nevertheless, it is the most active
catalyst for CO hydrogenation, capable of operating at temperatures below 150 °C, with
high resistance to oxidation. The activity of Ru catalysts is known not to be affected by the
presence of water [41]. It is reported that Ni is a very active hydrogenating catalyst since it
produces significant quantities of methane. Hence, most industrial FTS catalysts have either
iron or cobalt as primary catalytically active metal [42, 43].
Cobalt catalysts are also active but at an inferior rate at low reaction temperatures compared
to Ru [25]. In HT-FT, cobalt has unsuitable high selectivity for C1, hence, it is primarily used
in LT-FT. Cobalt catalysts have a much longer lifetime, sometimes up to 5 years, compared
to iron particles as cobalt is less susceptible to oxidation. Cobalt, due to its low selectivity
for WGSR, is generally more resistant to deactivation by water and has higher selectivity
towards linear long-chain hydrocarbons. Therefore cobalt has predominantly been used as a
the main catalyst for the production of waxes and diesel fuels in LT-FT [44].
In comparison, fused iron catalysts are produced using alkali promoters with iron oxide
to enhance their catalytic activity and selectivity. High levels of alkali are preferential to
decrease methane selectivity. The lowest selectivity to CH4 achieved using this type of
catalyst is around 7% of the carbon in the hydrocarbon liquid products. As a consequence
of operating at these high alkali concentrations, an increased carbon formation rate occurs
in the catalyst and higher levels of organic acid are found in the liquid product. These issues
can result in greater catalyst consumption rates or corrosion in the downstream operation.
However, the liquid products obtained by using fused iron catalysts are highly olefinic and
make this catalyst the most desirable choice for olefins production in the petrochemical
industry. In general, iron catalysts are kinetically inhibited by the production of water in
Equations 2.1 and 2.2 [19]. Agglomeration of iron particles due to the production of water
causes deactivation kinetics to occur. Nevertheless, this feature is advantageous in the WGSR
as this allows the use of mixtures of H2-depleted or CO-rich synthetic gas, derived from coal
or biomass. The typical lifetime of iron catalysts for FT is about 6 months as they deactivate
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more rapidly due to coke deposition. In addition, Fe-based catalysts can be operated under
wider ranges of temperatures without drastic alterations in CH4-selectivity [45].
All catalysts synthesised in the form of metal oxides have to undergo a pre-treatment stage
to activate and convert the oxides to metals prior to FTS [46]. Cobalt and ruthenium
catalysts are reduced under H2 atmospheres at temperatures between 200 - 450 °C [47, 48].
Pre-treatment for iron particles is not as straightforward. The most common activations
steps are either H2 reduction, CO reduction or reduction in synthesis gas.
2.4.1 Promoters and Supports
Noble metals are often employed in FT to boost the productivity of the catalyst. These
additives, also named promoters (Pt, Pd, Ru, Re and K) can be added to the active compo-
nent to obtain typical chain growth probabilities between 0.7 - 0.8 [39]. These promoters can
be reduced at a lower temperatures than the metal catalyst and hence promoters facilitate
the overall metal reduction process. For cobalt catalysts, the addition of small quantities
of noble metals allows to shift the regeneration temperatures of cobalt oxides and other
related cobalt species interacting with the support to lower temperatures [49]. Iron catalysts
tend to be promoted with Cu, which increases the rate of reduction, also enabling a lower
reduction temperature. However, since promoters are noble metals, a significant extra cost
has to be taken into account by catalyst manufacturers. Therefore it is crucial to determine
a suitable loading of the promoter (< 1wt%) to maximise the availability of active cobalt
surface sites [50].
In order to achieve large surface areas, the nano-scale metal particles are dispersed on a porous
carrier material [51]. These pellets typically have a spherical, cylindrical or more exotic
shape with a diameter of 0.1 - 3 mm, with an average pore size distribution in the range of
5 - 100 nm [52]. Typically the catalysts employed in the HT-FT process are prepared by fusing
magnetite with minute amounts of metal promoters. The LT-FT catalyst can be prepared by
precipitating the metal on an oxide in the presence of some alkali promoters. These supports
are silica, alumina, titania, zinc oxide or combinations of these oxides. Common supported
cobalt catalysts are prepared by depositing cobalt on a pre-shaped refractory oxide support.
2.4.2 Deactivation
The main causes of deactivation of LT-FT catalysts are: (i) poisoning, (ii) fouling, (iii)
thermal sintering and (iv) re-oxidation in the presence of water, which are briefly discussed
below and shown in Table 2.1. Figure 2.6 depicts the main types of catalyst deactivation in
heterogeneous catalysis while Figure 2.7 illustrates the main processes taking place during
equilibration and deactivation of Co FT catalysts.
2.4 Catalysts 14
Figure 2.6 Major types of deactivation in heterogeneous catalysis. Reproduced from [53].
Table 2.1 Mechanisms of Fischer-Tropsch catalyst deactivation. Adapted from [54].
Mechanism Type Description
1. Poising Chemical Strong chemisorption of species thus blocking catalytic sites
2. Fouling Mechanical Physical deposition of species onto the catalytic surface and in pores
3. Sintering Chemical Thermally induced loss of catalytic surface area and active phase
4. Re-oxidation Chemical Deactivation due to oxidation of highly dispersed cobalt atoms
5. Attrition Mechanical Loss of catalytic material and surface area due to abrasion and crushing
6. Leaching Mechanical Redispersing of catalytic material due to corrosive reaction medium
Sulphur Poisoning
Sulphur poisoning is a known phenomenon that can significantly reduce the lifetime of a
catalyst. Sulphur can act as a poison by adsorbing very strongly on the active sites of the
catalysts and physically blocking those sites. It has been suggested that in the process, the
sulphur also electronically modifies the neighbouring atoms. To prevent this from happening,
in the initial synthesis gas production a purification step is added to the FT process flowsheet.
This is especially important when the syngas is derived from coal or biomass [54].
Fouling
FT waxes tend to accumulate on the surface of the catalyst and are known the decrease the
diffusion rates of both products and reactors, ultimately slowing down the reaction. Although
the objective of FTS is to produce long-chain hydrocarbons, accumulation of waxes can
further slow down a reaction which by itself is already slow. Furthermore, over time these
hydrocarbons can convert to carbon or coke on the catalytic surface and in pores, blocking
access to the active sites [43].
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Sintering
Sintering is a common problem in catalysis engineering as it can severely reduce the surface
area and active phase of the material. In addition, it is considered to be an irreversible
process. Sintering is a thermally induced process whereby the crystallites agglomerate which
leads to a minimisation of the surface energy, which is thermodynamically favoured. The two
main sintering mechanisms are: (i) atomic migration (also termed Ostwald ripening) and (ii)
crystallite migration or coalescence. It has been reported that FTS performed under high
temperatures and water vapour pressures accelerate this process [55].
Re-oxidation
FT catalysed by alumina supported cobalt catalysts can encounter severe deactivation, es-
pecially in the presence of water. This deactivation can be due to re-oxidation of highly
dispersed cobalt crystals and surface cobalt atoms [56].
Figure 2.7 Main reactions taking place during equilibration and deactivation of Co Fischer-Tropsch
catalysts. Reproduced from [56].
2.5 Reactors
This Section will cover the most important reactor designs, highlighting their main charac-
teristics, (dis)advantages and uses. In the final Subsection 2.5.4, the two major FT reactor
types used in the low-temperature regime are discussed and their production capacity and
product distributions are compared.
A chemical reactor is any type of vessel that can be used to transform the reactant species
into the desired products. The vessels themselves can be simple mixing tanks or complex
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flow reactors. See Figure 2.8 for an overview of the various chemical engineering reactors



























Figure 2.8 An overview of the three main types of chemical engineering reactors (blue boxes), varying
from Batch Reactors, to Semi-Batch Reactors to Flow Reactors. Further examples of the Flow
Reactors are given.
2.5.1 Batch
Batch reactors are typically operated by placing all of the reactant material prior to the
reaction inside of the reactor. Once the reaction is completed, the reactor is emptied by
removing all of the products. During the reaction process, no material is added nor withdrawn.
Batch reactors are often used for laboratory work as the reactants are placed in a test-tube,
flask or beaker.
The main assumptions when calculating performance behaviours for batch reactors are: (i)
the reactor content is well-mixed, (ii) the reaction process only starts when the filling is
completed and (iii) if the reaction is quenched, it is considered finished [57]. In a batch
reactor, the initial concentrations are the greatest, resulting in high reaction and conversion
rates. This can be especially advantageous for higher-order kinetic reactions. The batch
reactor design is therefore very well suited for these types of reactions as most of the desired
products are formed before enough time elapsed for undesired by-products to be created.
The batch reactor is flexible in production design in comparison to the flow reactor configura-
tions. Moreover, it is very versatile, as it can be used to make many products consecutively.
Temperature, filling levels and reaction time can easily be varied without affecting the product
quality. Other advantages are that this reactor design is easy to clean and good to produce
small amounts of products during for example testing phase [57]. On the other hand, the
main disadvantages of this equipment are: (i) the high cost of labour per unit of production,
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(ii) the technical complexity to maintain large scale production and (iii) the longer downtimes
when cleaning is required [58].
2.5.2 Semi-batch
The semi-batch reactor combines properties from both the ordinary batch reactor as well
as the continuous-stirred tank. The reactor has a batch design but combines this with a
continuous inflow or outflow of material during reaction operation. For reactions taking
place in a semi-batch stirred tank reactor, the following assumptions can be made when
describing the reactor performance: (i) well-mixed contents of the tank and (ii) there are no
inlet or outlet effects caused by the continuous stream.
In order to have better heat control over exothermic reactions, the semi-batch reactor with one
feed can be advantageous. By gradually feeding cooled reactants to the reactor, a quenching
effect can be simulated. Both the concentration and temperature can be kept low compared
to a normal batch reactor. Similarly, a semi-batch reactor is frequently used to control the
kinetics in multiple reaction sequences. This can easily be achieved by for example adding
reactant A slowly, thereby keeping the concentration of reactant B higher and thus shifting
the selectivity. On the product side, the semi-batch can also be used for continuous removal of
the product. This has the advantage of increasing the yield in equilibrium limited reactions.
However, the temperature control is the most important drawback for the the semi-batch
reactors. The batch nature and temperature conditions cause severe operational difficulties
and therefore the semi-batch reactor is impractical for most reactions, even for computer-
controlled systems. However, the majority of reactions considered for semi-batch are highly
exothermic, often dangerous and therefore require special attention [58].
2.5.3 Continuous Flow
Continuous flow reactors form the biggest group of chemical reactor types. The two main
groups of flow reactors used industrially are: (i) the continuous mixed-flow reactor, which
involves a well-mixed tank with simultaneous product removal and product feeding and (ii)
the plug flow reactor (PFR) which consists of a long tube where the reacting mixture moves
down or up a tube resulting in a concentration gradient along the length of the reactor. See
Figure 2.9 for an overview of the different types of flow reactors. In the following Sections,
the main continuous flow reactors are discussed in greater detail.
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Figure 2.9 An overview of the different types of Flow Reactors, either Plug-flow or Mixed-flow reactor.
Plug-Flow Reactor
A basic PFR is a tube through which the input and output streams pass continuously. There
are three main assumptions when working with PFRs. Firstly, the PFR should be modelled as
a steady state operation, whereby the concentration changes when moving down the reactor.
Secondly, the tube can be divided into incremental slices through which the material passes.
Each of these slices experience perfect radial mixing without any forward or backward mixing
between the slices. Therefore, each of the minuscule slices can be modelled as a infinitely small
continuous stirred-tank reactor (CSTR). Finally, the reactor composition and conversion
both vary with residence time and therefore depend on either reactor volume or reactor
length [59]. Typically, the plug-flow reactor is best used for short residence time reactions.
Examples of non-catalytic reactions performed in PFRs include high-pressure polymerisation
of ethylene or naphtha conversion to ethylene [60].
The are many important advantages of a PFR: (i) the steady state operation mode, (ii)
minimal back mixing of the product resulting in higher concentrations inside the reactor,
(iii) minimum reactor volumes in comparison with a typical CSTR, (iv) infinite number of
reaction operating modes possible proportional to the points that lie along the rate curve, (v)
possibility to only apply heat transfer in those areas of the reactor where it is needed, allowing
to create customised temperature profiles and finally, (vi) no requirement for agitation. There
are two major disadvantages: (i) highly viscous reactants can lead to high-pressure drops
and therefore create significant deviations from the ideal flow profile and (ii) achieving ideal
operation conditions is complex.
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Continuous-Stirred Tanks
The CSTR runs at steady state with continuous inflow and outflow of reactants and products.
In the ideal situation, the CSTR is considered to be very well mixed thus having no dead
zones or bypasses. The three main assumptions when modelling an ideal CSTR are: (i)
the CSTR operates under steady state flow, (ii) the composition and temperature profiles
are uniform across the tank and finally, (iii) the composition of the effluent is equal to the
composition of the reactor tank.
The CSTR reactor design is frequently used for reaction mechanisms whereby low concentra-
tions are necessary. For example, with competing reactions, selectivity towards the favoured
reaction can be achieved by keeping the concentration of the other reactant low. Additionally,
the CSTR also has applications for heterogeneous catalytic systems where significant mixing
gives high contact time between the different phases. Nowadays, CSTRs are typically used
in industry for example for the saponification of fats or for emulsion polymerisation.
The main advantages of CSTRs are: (i) continuous, steady state reaction operation, (ii) low
cost and simplicity of construction, (iii) very good temperature control and (iv) the ability to
back mix heat generated by exothermic reactions and therefore increase the reaction rate and
overall reactor performance. However, the considerable disadvantages of CSTRs are: (i) the
possibility of having by-passing or even channelling, which would harm the overall reaction
performance and (ii) CSTRs have the lowest conversion per unit of volume. The latter results
in having CSTRs that generally require larger reactor volumes [59].
Fluidised Bed Reactor
The final, major category of reactor types that are very regularly installed in industry are
fluidised beds. The phenomena of fluidisation occurs when a fluid is passed upward through
a bed of fine solids, which can either be reactants, catalyst or inert particles. At lower flow
rates, the gas which is pressed up the bed can channel through the bed of solids. However,
if the minimal required fluidisation flow rate is reached, the gas or liquid is able to lift the
bed of solids and bubbling can be observed. The solid particles seem to be a boiling fluid.
Depending on the velocity of the rising phase, it can flow as a plug or a well-mixed stream.
The bubble size of the flow heavily influences the reactor efficiency and the contact area
between the different phases [61, 62].
There are three significant advantages of operating in a fluidised bed reactor. Firstly, due to
the small particle size used inside the beds, the high surface area per unit mass enables good
heat and mass transfer. Hence, fluidised beds are known to have excellent heat distribution
with minimal hotspot formation throughout the reactor [63]. Secondly, it is possible in
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fluidised beds to remove and replace the catalyst particles without the need to interrupt the
operation. This can be a major time and money saving aspect for reactions that require
frequent catalyst regeneration. Finally, fluidised beds are known to be more efficient during
multiphase, catalytic reactions [64].
However, various important disadvantages are associated with fluidised bed operation: (i)
the equipment vessel tends to be large, which can be very costly, (ii) if operated with
too high gas velocities, a particle blow-out can occur, (iii) due to abrasion and erosion,
severe deterioration of the equipment can take place, (iv) the equipment is usually expensive
to construct and maintain, (v) large pressure drops can occur, (vi) catalyst pellets can
break-up due to attrition, and finally, (vii) inappropriate operation with large bubble sizes
can drastically reduce conversion. Fluidised beds can be used for example for catalytically
cracking of petroleum. In addition, non-catalytic reactions include fluidised combustion of
coal or calcination of lime [64–66].
2.5.4 Fischer-Tropsch Reactors
Typically FTS processes are subdivided into two categories according to their operating
temperatures: LT-FT and HT-FT. Three main reactor designs are currently operated across
the globe on a commercial scale for FTS: (i) multi-tubular fixed-bed, (ii) slurry-bubble phase
and (iii) fluidised bed reactors, see Figure 2.10. The LT-FT reactor designs are illustrated
in Figure 2.11. The key distinguishing features between HT-FT and LT-FT reactors are
that LT-FT reactors are characterised by a three-phase operation whereas no liquid phase is
present in HT-FT reactors. If this were the case, serious issues like particle agglomeration
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Figure 2.10 An overview of the different processes and reactors used in FTS.
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Multi-Tubular Fixed-Bed Reactors VS. Slurry-Bubble Column Reactors
Shell uses fixed-bed reactors for FTS, both in Bintulu, Malaysia, and the Pearl GTL plant in
Qatar, which consists of 24 parallel trains of fixed-bed reactors each with 29,000 tubes filled
with catalyst, each with a daily production capacity of approximatively 6,000 barrels [68]. As
FTS is a highly exothermic reaction, heat removal remains one of the main challenges when
operating this reactor type. Besides, poor mixing and heat transfer can also create hotspots
which can facilitate further methane formation. In addition to heat control, two other known
issues with fixed-bed reactors are: (i) high pressure drop and (ii) catalyst deactivation and
regeneration. As well as pressure drops, mass transfer resistance can lead to intra-particle
diffusion limitations which can further hinder the reaction rate of FT. Typical catalysts have
a diameter in the order of 1 - 20 mm due to pressure drop constraints. However, since the
heat and mass transfer properties of the fixed-bed reactors are generally more predictable
and more straightforward to model, scaling up of these reactors is easier [45].
(a) Slurry-bubble column reactor (b) Multi-tubular fixed-bed reactor.
Figure 2.11 Commercially used industrial reactors for Low Temperature FTS: a) slurry-bubble column
reactor, b) multi-tubular fixed-bed reactor. Reproduced from [69].
In comparison, slurry-phase bubble columns are another attractive alternative to fixed-bed
reactors because the system is characterised by: (i) a low pressure drop, (ii) no diffusion
limitations, (iii) excellent heat-transfer properties, (iv) possibility of continuous refreshments
of catalyst particles and finally (v) simple and cheap to design and build [70]. Slurry reactors
are essentially non-ideally stirred reactors and the residence time of the gas is very small
compared to the liquid and catalyst residence times [71]. The close temperature control allows
minimisation of the risk of hotspot formation thus reducing the methane production. Unlike
the fixed-bed reactor, the slurry-bubble column does not experience diffusion limitations in
the inter-particle space. Therefore much smaller catalyst particles can be used (1 - 300 µm
range) [72]. However, the major drawbacks of operating FT in a slurry-bubble are: (i)
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complex catalyst and product separation especially in highly viscous phases, (ii) catalyst
attrition leading to enhanced deactivation and (iii) difficult scaling-up methodologies [69].
Table 2.2 compares the LT-FT reactor types on basis of conversion, capacity per reactor and
highlights some general characteristics.
Table 2.2 Properties for different reactor types for Low-Temperature FTS based on open literature and
patents. Reproduced from [56].
Reactor
Conversion per Capacity per
Characteristics
path (%) reactor (bbl day-1)
Slurry-bubble column 55-65 ∑25,000 Internal heat exchanger required
Tubular fixed-bed 30-35 ∑6,000 ∑30,000 tubes with catalysts pellets
Table 2.3 compares the products obtained either using a HT-FT fluidised bed or a LT-FT
fixed-bed reactor. The HT-FT allows production of a far greater amount of short-to-mid
chain products (C5-C11) but the LT-FT design is more favourable to obtain paraffins.
Table 2.3 Comparison of the products obtained with a fixed-bed reactor and a fluidised bed reactor.
Reproduced from [32].
Fraction Fluidised Bed Reactor Fixed-Bed Reactor
(w%) (310-340 °C) (220-240 °C)
C3-C4 7.7 5.6
C5-C11 (gasoline) 72.3 33.4
Gas oil 3.4 16.6
Paraffin 3.0 40.1
Alcohol, ketones 12.6 4.3
Acids 1.0 <0.5
2.6 Reaction Mechanisms
Even though FTS has been known for almost 100 years, there is still not one single mechanism
which can explain all products formed. Models which combine the overall consumption of
the reactants and the product distribution are very scarce in the literature, but are extremely
valuable for the understanding and prediction of the FT process. As FTS accounts for a very
wide range of products, the reaction pathway is extremely complex. FT can be conducted
using a variety of catalysts at various operating conditions in different reactor types, hence
comparing and reconciling all the possible mechanisms is challenging. Therefore the limited
discussion below is merely used as a brief summary.
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Many studies aim at understanding the FT reaction mechanisms, with the main goal to
improve the performance of the catalyst. However, no general FT reaction rate law exists,
as the FTS kinetic expression depends on the catalyst formulation [73]. Empirical power-law
kinetics for the CO and H2 conversion rates and a simple polymerisation reaction following
the ASF distribution are typically assumed [47]. Equation 2.9 describes the effects of CO
and H2 partial pressures (PCO and PH2 respectively) on FTS rates at both low and nearly
constant water pressures in the presence of a Co and Ru catalyst:




Despite the apparent simplicity of the basic FT reaction, a lot of complex chemistry is
involved. Even fundamental aspects of the surface reactions, such as the dominant CO
activation pathway, have been highly controversial subjects in the field of heterogeneous
catalysis for several decades [74]. It is often suggested in the literature that two or more
independent mechanisms may operate simultaneously, one mechanism dominating chain
growth for short chain hydrocarbons and another dominating at longer chain length [75].
Detailed mechanistic modelling of FTS is complicated owing to a number of factors: (i)
the large number of reacting species, (ii) re-adsorp and conversion of primary products, (iii)
difficulties in measuring surface intermediates and (iv) coverage-dependent reaction rates.
The hydrocarbon and oxygenate formation mechanisms taking place during FTS have been
reviewed by several authors and the three major mechanisms found in literature are discussed
below. One common feature occurring in these theories is the termination method. The
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Figure 2.12 Postulated chemisorbed species during FTS, with (a) reactants, (b) oxygen-containing
intermediates and (c) hydrogen-containing intermediates. Adapted from [14].
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2.6.1 Carbide Mechanism
Overall, many researchers have agreed that FT is a surface polymerisation reaction involving
the following steps:
1. Reactant adsorption and dissociation
2. Chain initiation
3. Chain growth and propagation
4. Chain termination and product desorption
5. Re-adsorption and any subsequent reactions
Figure 2.13 Schematic representation of the carbide mechanism. Reproduced from [76].
The carbide mechanism, first proposed by Fischer and Tropsch in 1926, assumes dissociative
adsorption of both CO and H2 on the catalyst surface. The surface carbide is hydrogenated
to form a reactive CH2
§ building block, as shown in Figure 2.13. The formation of longer
hydrocarbon chains attached to the catalyst surface occurs via coupling of these methylene
blocks [14]. Typical products obtained through chain termination reactions like hydrogena-
tion, are paraffins, or hydrogen abstraction, which produces Æ-olefins. In addition, other
products like alcohols and aldehydes can also be obtained using oxygen-containing surface
species [76].
2.6.2 Enolic Mechanism
The main difference compared with the carbide mechanism is that instead of assuming
methylene, CH2
§, as a building block for the hydrocarbon chain growth, an oxygen-containing
intermediate building block is involved (proposed by Anderson and Emmett et al.), see
Figure 2.14. A further difference in this enolic mechanism is that the adsorption of CO
is non-dissociative [77]. Subsequent to the adsorption, CO and H2 react to form a HC
§COH
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intermediate, acting as the main building block [78]. Chain propagation occurs when two
of these building blocks are coupled in combination with H2 to remove O2 in the form of
H2O [76]. The termination reaction can be initiated to form products via similar types of
reactions as in the carbide mechanisms [79].
Figure 2.14 Schematic representation of the enolic mechanism. Reproduced from [78].
2.6.3 CO Insertion Mechanism
The final mechanism recurring frequently in the literature proposed by Pichler and Schultz
is the CO insertion mechanism. Similar to the enolic pathway, the CO insertion theory is
based on oxygen-containing intermediate building blocks, see Figure 2.15. This intermediate
is formed after reaction of CO with a surface hydroxyl group and subsequent hydrogenation
to CH3C
§O, attached to the catalyst surface [80]. Succeeding reactions with CO and two H2
molecules result in hydrocarbon chain growth. Finally, analogous to the enolic and carbide
mechanisms, termination occurs via hydrogenation reactions to form paraffins or hydrogen
abstraction to form Æ-olefins [79].
Figure 2.15 Schematic representation of the CO insertion mechanism. Reproduced from [78].
2.7 Phase Behaviour in Fischer-Tropsch Synthesis - Emulsions
Formation of Intrapore Liquids in Presence of Water
During FTS it is widely accepted that the intra-pore region of the porous catalyst support
becomes completely filled with a stagnant liquid layer that is thought to be partially composed
of hydrocarbons and water [28]. The presence of this stagnant liquid phase is possibly an effect
of capillary condensation occurring inside the pores under close to bulk water condensation
conditions [81]. In the absence of the WGSR, water is the main by-product of FTS. As
water is one of the main by-products, when operating at nearly 30 bar and 250 °C, water
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is assumed to be in the vapour phase according to its phase diagram. However, the phase
diagram for water indicates that under FTS conditions, water is very close to the VLE line.
As a consequence, assuming water is immiscible with the hydrocarbon phase, a two-phase
liquid layer in addition to a vapour phase water would exist in the pores of the catalysts,
significantly affecting the diffusion behaviour of the reactants and products in the porous
media.
It is not well reported how these different phases affect the transport mechanisms of CO,
H2 and H2O into and respectively out of the particle. Water present in the intra-pellet
region would facilitate the diffusion of CO and H2 within the catalyst pore structure and
also increase the accessibility of transport limited regions within porous pellets [82]. In that
case, the gaseous components CO and H2 initially present on the outside of the particles have
to dissolve into the liquid phase layer and then diffuse to the internal pore surface to reach
the active sites where the reaction actually takes place. Vice versa, the waxy, long-chain
hydrocarbons and water have to detach from the metal surface and then are required to
diffuse through the pores to the external surface of the particles. The discrepancy between
the fast reaction rate and the slow diffusion rates could lead to concentration gradients of
the reactants across the catalyst particles.
Many different explanations have been offered in the literature to explain the influence
of water produced during FTS. Nijs and Jacobs et al. suggested a direct mechanistic
involvement of water in FTS [83]. One recurring explanation is that when FT is operated at
higher partial pressures of water, hydrogenation reactions were suppressed as more hydrogen
sites were occupied on the surface [84]. Furthermore, the addition of water during FT
catalysed over TiO2-supported Ru particles resulted in significantly higher reaction rates
and yielded lower selectivities towards methane. Also, it was concluded that the positive
effect of water promoted the chain growth probabilities. Similarly, another patent also claims
improved C5+-selectivity, higher polymerisation rates and reduced methane selectivity during
FTS with higher partial pressures of water over a Ru catalyst in a fixed-bed reactor [85].
This is also in line with other results obtained with several cobalt catalysts and a ruthenium
catalyst [86]. It has even been reported that Ru catalysts are still active if suspended in
liquid water, which indicates its high resistance against oxidation [87]. However, the effect of
adding large amounts of water to Co catalysts could result in catalyst deactivation [88, 89].
Depending on the catalyst, this could be either a reversible or an irreversible effect [90]. The
deactivation could arise due to either oxidation or the formation of inactive species from the
Co and its support, that are not reducible [91, 92].
Similar conclusions have been reported by Bertole et al. based on a Steady-State Isotopic
Transient Kinetic Analysis (SSITKA) study on Co/TiO2. It was found that adsorbed water
simultaneously accelerates the CO dissociation rate but also mediates H transfer, resulting in
2.8 In Situ Studies of Heterogeneous Catalysis 27
enhanced production rates of CHx monomers [82]. It was reported that Co-adsorbed water
interacts with CO and lowers the activation barrier for CO activation. As a consequence, this
would lead to an increased coverage of surface carbon [93]. Due to the competitive nature
for adsorbing species, increased concentrations of C on the surface would result in a deceased
H2 surface concentration [94, 95]. Ultimately, this would yield lower hydrogenation rates of
alkanes and alkenes and a higher production of alkenes in the presence of water [82].
Numerous scientists have reported that the cobalt particle size distribution has a significant
influence on the selectivity and conversion during FTS [96–99]. Researchers agree that water
affects the particle size of cobalt [100]. The main concern with water is that it causes
cobalt catalysts to sinter, thus influencing the size of the particles. This could lead to the
complete deactivation and therefore cease the conversion. However, according to molecular
dynamic (MD) Monte Carlo simulations performed by Makrodimitri et al. in Greece, a
10 nm layer of liquid phase water exists on the catalyst surface, i.e. in direct contact with
the deposited Co particles [101–103]. The hydrocarbons would form a bulk layer in the pores.
2.8 In Situ Studies of Heterogeneous Catalysis
Approximately 50 years ago, researchers in heterogeneous catalysis had very limited access to
atomic- and pore-scale information explaining what was actually ongoing inside the catalyst
particles. Only very few techniques were readily available at the time that enabled simultane-
ous studies of the catalysts under real reaction condition and could provide detailed chemical
and structural information on the reaction. As a consequence, the chemical reactor was
regularly referred and treated as a “black box”. In addition, to a large extent the catalysis
research was performed “post-mortem” and the analysis on the catalysts for the kinetic
deductions done ex situ. This degree of freedom sometimes led to (mis)-interpretations and
speculations, which resulted to situations where several conflicting models were proposed for
the same reaction using the same catalyst. These difficulties have been termed the “materials
gap” in catalysis and significant efforts have been devoted to bridging these gaps [104].
Despite the progress obtained with in situ techniques, there still is a need for developing
new methodologies that allow spectroscopy and other measurements to be performed under
high pressure conditions [105]. Even small changes in the chemical environment may cause
large changes in the catalyst surface structure. For heterogeneous catalysts, the surface
reconstructions may also result in completely different morphology. In general, as the active
state of a catalyst particle only exists during the catalytic reaction, this further emphasises
the need for performing operando studies under relevant reaction conditions [106]. In order
to gain fundamental understanding of the catalysis, such operando studies should ideally be
combined with on-line measurements of catalytic activities and surface chemistry [107]. To
gain those deep insights, (i) advanced characterisation methods, (ii) proper equipment and
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(iii) related measurement protocols should be used [108]. The fundamental insight which can
be obtained from in situ and operando studies has been important in catalyst developments
since it has enabled more rational catalyst design strategies [107].
Due to the lack of direct characterisation of cobalt or ruthenium based catalysts in realistic
working conditions, information found in the literature about changes occurring during
the activation and deactivation steps, reaction kinetics and transport phenomena is rather
contradictory [109]. Generally speaking, in order to obtain spatially- and chemically-resolved
information on compositions and transport behaviour tomography techniques, such as X-ray
imaging or computerised tomography (CT) scans, can be used. When adding the extra
complexity of working inside a multiphase flow reactor at high pressures and temperatures,
MRI remains one of the best techniques to study these complex reactor-scale systems.
Table 2.4 Strategies to obtain physicochemical properties of catalysts with their catalytic performances,
both under reaction and vacuum condition. Reproduced from [110, 111].
Conditions Techniques Information
Reaction
1. Infrared Spectroscopy • Surface functional groups
• Functional groups of adsorbates2. Raman Spectroscopy
3. X-Ray Scattering • Nanoparticle size distributions and size





• Correlation of protons
• Imaging
5. Electron Paramagnetic Resonance • Molecular structure and motion
6. Atomic Force Microscopy • Very high-resolution probe microscopy
7. Ultraviolet-Visible Spectroscopy • Local environment of surface groups
8. Mössbauer Spectroscopy • Chemical and structural properties
9. Temperature Programmed Desorption • Amount of desorbed species
Vacuum
1. Ultraviolet Photoelectron Spectroscopy • Molecular orbital energies
2. Transmission Electron Microscopy
• High-resolution microscopy
3. Scanning Electron Microscopy
Nowadays, the choice of in situ methodologies is much larger, ranging from Infrared Spec-
troscopy (IR), Raman Spectroscopy (RS), X-Ray diffraction (XRD), Small Angle X-ray
Scattering (SAXS), Mössbauer emission spectroscopy (MES), CT, Ultraviolet-Visible Spec-
troscopy (UV-VIS), Mass Spectroscopy (MS), electron paramagnetic resonance (EPR), MRI,
NMR to finally high-resolution electron microscopy. For a detailed list of characterisation
techniques available, both under reaction and vacuum conditions, see Table 2.4. Very complex
systems can not only be studied theoretically by density functional theory (DFT) calculations,
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but more and more researchers combine such studies with in situ investigations to obtain
atomic-scale structural and chemical insight.
Furthermore, these improved possibilities for linking the fundamental insights obtained from
operando studies to the catalysis, also had beneficial effects on microkinetic studies. Due to
this large variety of techniques available, catalyst characterisation has changed dramatically
[110–112]. This illustrates how the introduction of in situ techniques and operando measure-
ments has completely revolutionised research in heterogeneous catalysis [113, 114]. Table 2.5
highlights the most common spectroscopic characterisation techniques used to study chemical
reactions, listing the main limitations as well [115].
Table 2.5 Various spectroscopic techniques available to study in situ chemical reactions, their potentials
and limitations. These techniques allow to obtain information about catalysts under working





Coordination Quantitative Limitations / Comments
IR + + +/- • Vibrations of transition metals difficult to analyse
RS + + +/- • Not a sensitive process for low loadings
SAXS + + - • Average coordination numbers are obtained
EPR + + + • Only applicable to paramagnetic nuclei
UV-VIS + + +
• Overlapping absorption bands complicate analysis
• Quantitative measurements possible at low loadings
NMR - + +
• Not applicable to all nuclei
• Complicated measurements at higher T and P
Case Study on Hydrodesulfurisation Catalysts
In order to show the importance of in situ experiments and the positive impact they can po-
tentially create, hydrodesulfurisation (HDS) catalysts are considered as a case study. Typical
HDS catalysts are for example Co (or Ni)-promoted Mo/Al2O3. In the period preceding the
mid 1980s, due to limited access to adequate in situ characterisation tools which could provide
insight into the very complex structures under relevant sulfiding conditions, no universal
agreement existed regarding the functionality of the promoters [116]. This is partially caused
by the very complex catalytic behaviour of Co-Mo/Al2O3 particles and it has been reported
that other catalysts with similar overall composition may exhibit very different promotional
behaviours. Many models had been proposed in those times to explain such behaviours and
the various effects of the promoters. However, without direct in situ evidence to back up,
these proposals remained speculative.
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Operando MES delivered the first detailed insight into the nature of the promoter atoms in
the active sulfided state of the catalysts. It was concluded that typical catalysts may contain
many different promoter phases. Using quantitative in situ MES phase analysis of several
catalysts with varying activities, it was revealed that the HDS activity is dominated by the
fraction of the promoter atoms present in a specific structure called Co-Mo-S. Therefore,
the in situ insight allows the establishment of important fundamental structure-activity
relationships [116].
The on-line studies into the nature of the active structures and their preparation properties
leading to their formation have had a large impact on the developments of improved industrial
catalysts. Before such important techniques were used, catalyst developments were achieved
by trial-and-error approaches and around 1980 these catalysts were regarded by both the
manufacturers and the refining industry as nearly optimised. Obviously, the opposite is true
as the fundamental in situ information obtained has resulted in several major molecular de-
sign strategies and many improved catalysts have been introduced to the industry since. See
Figure 2.16 to understand the developments during the past 70 years for HDS catalysts [117].
Figure 2.16 Developments in the catalytic activity of industrial HDS catalysts since 1950. The figure
illustrates how in situ insights have resulted in improved catalysts based on new molecular design
strategies. Reproduced from [117].
Price et al. reported the first imaging of conventional FT catalysts under operating conditions
to gain insight on the behaviour of the Co active phase, the Ti modified support and the
Re promoter. Their novel tomographic approached allowed to image Co catalysts in situ
to study the crystalline phase and crystallite size during catalyst activation and operation,
see Figure 2.17. The conditions were: the gas flow was 4 ml min-1 of 5% H2/He and
2 ml min-1 of 5% CO/He at 200 °C and 2 bar (H2:CO was 2:1 and 95% inerts.) Each pixel
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is 5 µm £ 5 µm. This type of research is very scarce and this work shows the importance of
operando microtomography to understand the evolution of chemical species [118].
Figure 2.17 Conventional catalyst structure during FTS. (Top) XRF-CT reconstructions showing ele-
mental distributions for the catalyst during FTS at 2 bar pressure. (Middle) XRD-CT reconstructions
of the conventional catalyst revealing the phases present. (Bottom) Average crystallite size per pixel
for each phase identified. Each pixel is 5 µm £ 5 µm. Reproduced from [118].
2.9 Conclusions
FT is an attractive method of converting natural gas into liquid fuels in a more environmen-
tally friendly manner. Nearly 100 years after discovering FTS, still no general consensus has
been reached in the literature regarding the reaction. Also the kinetics and reaction mecha-
nisms are generally poorly understood. Often, varied or even contradictory explanations are
offered for the following phenomena: (i) role of water, (ii) complex phase behaviour affecting
mass transport processes of reactants and products and (iii) effects of steps and defects on the
surface of the catalysts and supports. Thus far, a systematic study dealing with the impact
of water partial pressures on the steady-state activity and selectivity during FTS over Ru is
not available in literature, especially not in situ under high temperature and pressure.
In order to be able to optimise the conversion, selectivities and catalyst design, FTS has to
be further elucidated. NMR is a powerful technique that allows to study FT operando to
shed light on the aspects mentioned above. This should be done in a purposely built reactor
to characterise and quantify the FT reaction.
Chapter 3
NMR and MRI Theory
In this chapter the basic principles of NMR and MRI are introduced. In doing this, the
underlying theory of NMR is discussed first using quantum mechanics followed by the vector
model method. The basic theory discussions described in this chapter are covered in far more
detail in works of Callaghan ([119]), Keeler ([120]), Levitt ([121]) and Gladden ([122]).
3.1 Fundamental Principles of NMR
3.1.1 Nuclear Spins
Most nuclei possess a spin, which generates a nuclear angular momentum P . According to
the classical picture of the atomic nucleus, assumed to be spherical, it rotates around an axis.
The total angular momentum for isolated nuclei can be quantified using Planck’s constant (h)
and the angular momentum quantum number (I ), see Equation 3.1. I is also termed the




I (I +1) =◊
p
I (I +1) (3.1)
µ= ∞P (3.2)
The spin angular momentum (P) has associated with it a magnetic moment (µ); P and µ
are proportional to each other via the gyromagnetic ratio (∞), which is a constant for each
nuclide, see Equation 3.2. Nuclides with spin I = 0 have no nuclear magnetic moment. For
most nuclides, the nuclear angular momentum vector P and the magnetic moment vector
point in the same direction, i.e. they are parallel.
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3.1.2 The Zeeman Splitting
If a nucleus with angular momentum P and magnetic moment µ is placed in an external,
static magnetic field B0, the angular momentum takes up an orientation such that its
component P z along the direction of the field is an integral or half-integral multiple of
◊, with ◊= h/2º. This integral is m, which is the magnetic or directional quantum number
and can take up any values m = I, I -1, . . . , -I. There are (2I+ 1) different number of possible
orientations of the angular momentum and the magnetic moment in the magnetic field [123].
A nucleus has therefore (2I+ 1) energy states, which are called Zeeman levels [124]. For the
1H and 13C nucleus, both of which have I = 1/2, there are two energy values in the magnetic
field corresponding to the m-values +1/2 and °1/2. The possible values I depend on the number
of unpaired protons and neutrons in a nucleus. In order for a nucleus to be NMR active,
I 6= 0.
In a macroscopic sample, nuclei distribute themselves between the different energy states in
thermal equilibrium by Boltzmann statistics. In equilibrium, the populations of nuclear spins
in the Æ- and Ø-state follow this Boltzmann distribution, see Equation 3.3, where NÆ and NØ
refer to the individual spin populations in the Æ- and Ø-energy state, and kB and T are the















static field (B0 ≠ 0)
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β-state - high energy (mI = -½)
α-state - low energy (mI = +½)
0
Figure 3.1 A Zeeman diagram for a nucleus with a 1/2-spin. The lower energy state has a slightly
greater population than the higher energy state. Transition between both states is only possible if a
photon with the appropriate associated energy is either absorbed or emitted.
According to Equation 3.3, the population in the lower energy state is slightly higher com-
pared to the population of the higher energy state. In the absence of an external magnetic
3.1 Fundamental Principles of NMR 34
field, the magnetic moments of the individual nuclei are considered degenerate and are
randomly oriented, resulting in a net moment across all nuclei (M 0) of 0. If an external, static
magnetic field is applied on the sample, the nuclear spins in the system will independently
align along the z -direction. When all the individual spin magnetic moments are summated,
a net macroscopic magnetisation is established. In addition, a net magnetisation vector M 0,
is created parallel to the direction of B0 by the randomly distributed spin states. The energy
E of each state of a nucleus, which results from the interaction between the nuclear dipole
moment and the magnetic field, is described in Equation 3.4:
E =°µ£B0. (3.4)
If spins shift between the different states, the energy differences associated with these tran-
sitions are described by Equation 3.5. Equation 3.6 defines the precessional frequency of
a nucleus, which is directly proportional to the field strength, in ∫0, which is the angular
Larmor frequency at which the magnetisation precesses about B0 in a static magnetic field
where h is Planck’s constant (6.63 £ 10°34 J s-1) and ∞ is the gyromagnetic ratio (4257 Hz G-1
or 2.675 £ 108 rad T-1 s-1 for 1H).
¢E = h∫0 = ∞
h
2º




[Hz] or !0 = ∞B0 [rad s-1] (3.6)
3.1.3 Bloch Vector Model
In NMR experiments, transitions are induced between different energy levels by subjecting
the nuclei to irradiation of a superimposed, oscillating radio frequency (RF) field B1 of the
correct quantum energy, i.e. with electromagnetic waves of the appropriate frequency ∫1 [125].
The term ‘resonance’ relates to the transitions, which only occurs when the frequency ∫1 of
the electromagnetic radiation matches the Larmor frequency, ∫0. In a NMR experiment the
evolution of M 0 is followed after it is perturbed from its equilibrium by the RF pulse.
As mentioned earlier, in the Bloch model M 0 is treated as a bulk magnetisation vector which
results from the summation of the individual spin magnetic moments µ. This simplification
allows for the motion of the magnetisation vector to be explained using classical mechanics,
illustrated by Figure 3.2. In this approach, M 0 can be described by µ as a vector relating
to the torque T and B0:
T=µ£B0. (3.7)











Figure 3.2 Illustration of the Bloch vector model simplification to obtain M0.








Equation 3.10 is obtained by substituting Equation 3.2 into Equation 3.9 and taking into
account the magnetic moment M. It results in the same as equating the torque to the rate
of the change of angular momentum in a magnetic field B :
dM
dt
= ∞M £B. (3.10)
For a static field B0, the solution to Equation 3.10 can be written as Equation 3.6, corre-
sponding to the magnetisation precessing about B0 at !0.
3.1.4 The NMR Experiment
In order to detect signal during a NMR experiment, it is required that the spin precession
contains a transverse plane component. This allows for some sort of motion of the net
magnetisation vector to occur with respect to the receiver coil. By applying a magnetic
field B1 in addition to the static B0 field, the spin state transitions are induced with the
required ¢E . By transmitting a sinusoidal RF current through the transmitter coil, these
transitions can be achieved. The net magnetisation vector of the spins precesses about both
B0 and B1 when the RF pulse is applied. It is important that B1 oscillates in resonance













Figure 3.3 A spinning proton which has a nuclear magnetic dipole, which is not aligned but precesses
about the applied magnetic field B0.
with the precession of the spins about B0, as this simultaneous precession about B1 can tip















Figure 3.4 In a detection coil, which is placed around the sample, current is induced by the precessing
magnetisation of the spin. This signal is amplified, recorded and termed the free induction decay.
The effective magnetic field, Beff, is described in Equation 3.11, which is a summation of
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3.1.5 Rotating Frame
When the oscillating magnetic field (B1), which rotates at the Larmor frequency (∫0) in
a perpendicular direction to the static magnetic field (B0) is applied, this results in the
phenomenon called resonance. The complex behaviour described earlier whereby the net
magnetisation vector of the spins precesses about both B0 at !0 and B1 at !1 is quite
difficult to visualise. It can therefore by simplified by viewing it from a frame of reference
rotating at the frequency ∫0 relative to the stationary laboratory frame. In that case the
observer is rotated about the axis of the polarisation field at the Larmor frequency. This
results in that M appears to precess only about B1 at a frequency of ∫1, illustrated by

















Figure 3.5 Demonstration whereby in (a) the rotation of the bulk magnetisation vector, M, about B0
in the static laboratory frame of reference, after a 90° flip angle. Illustration of M in the rotating
frame of reference (b) during the application of a RF pulse.
On applying B1, M 0 will precess and rotate in y 0z 0 by the angle of µ, see Figure 3.5b. This
depends on the duration of the RF pulse tp and B1:
µ =!1tp = ∞B1tp . (3.12)
3.1.6 Spin Excitation
A pulse which tips the magnetisation vector through some angle 0 < µ < 180° allowing the
magnetisation component to be shifted into the transverse plane, is known as an excitation
pulse. A pulse that rotates the magnetisation vector by 180° is termed a refocusing pulse.
These two commonly applied excitation pulses are shown in Figure 3.6.















Figure 3.6 Illustration of (a) an excitation pulse of 90° and (b) a refocusing pulse of 180°.
3.1.7 NMR Signal Detection and Processing
After excitation of the spins by a RF pulse during a NMR experiment, the spins relax back
to thermal equilibrium. Throughout these relaxation processes, receivers in the spectrometer
detect the amplitude of the transverse magnetisation, while the longitudinal magnetisation
is not measured as it does not induce any signal. This relaxation or decay process of the
transverse magnetisation induces an oscillating RF current, which creates a signal registered
by the coils in the receiver instrument. This signal is named the free induction decay (FID)
and following Fourier transformation of this time-domain signal a frequency-based NMR
spectrum is produced. By detecting and studying the changes occurring in the transverse
magnetisation, information regarding the molecular environment of the various nuclei can be
obtained. Being able to detect and analyse the FID is fundamental to performing any basic
NMR measurement.
In the laboratory frame of reference and in the absence of relaxation effects, the precession
may be described by Equation 3.13. This complex notation is used to describe the motion
in a 2D plane. Equation 3.13 can also be rewritten as Equation 3.14.
Mx,y (t ) = M0 cos(!0t )+ iM0 sin(!0t ) . (3.13)
Mx,y (t ) = M0 exp(i!0t ) (3.14)
As M precesses about B0, it is detected by the laboratory spectrometers by heterodyning
(frequency converting) the signal using two different reference signals that are 90° out of
phase with each other. This will create two orthogonal components, Sx and Sy , which
are proportional to the two orthogonal magnetisation components Mx and My . During
3.1 Fundamental Principles of NMR 39
the processes of heterodyning, the ‘real’ and ‘imaginary’ transverse signal components are
sampled separately. This process is called quadrature detection whereby only an offset
frequency ¢! = !0 °!r has to be taken into account. This allows the acquired signal to
be converted from the laboratory frame of reference to a rotating frame of reference. The
NMR signal can therefore be given by Equation 3.15, where ¡r is an arbitrary receiver phase:




exp(i¢!t ) . (3.15)
The resonant frequencies occurring in a sample can be transformed from the time-domain to




S(t )exp(i2º!t )dt . (3.16)
During a pulse-acquire experiment, one single excitation leads to the magnetisation signal
decaying exponentially. The phase corrected Fourier transform of S(t ) yields peaks at sample
resonant frequencies which is a NMR spectrum. Figure 3.7 illustrates a schematic of a FID






Figure 3.7 A pulse sequence diagram depicting a pulse-acquire experiment which results in the
formation of a FID. Via a Fourier transformation, this signal can be transformed from the
time-domain to the frequency-domain.
The real part of the Fourier transform is a Lorentzian absorption lineshape whereas the
imaginary part is a Lorentzian dispersion lineshape, see Figure 3.8. The intensity of these
real peaks is proportional to the number of NMR active nuclei resonating at that frequency,
also termed the spin density. The lineshapes are centred around a frequency of ¢!2º Hz, with
a full width at half maximum (FWHM) of 1ºT §2 .
The dwell time (dw) is a discrete time interval at which the time domain signal is sampled and
digitised. During this digitisation process, the digitiser must sample at least two points per
wavelength to correctly acquire the oscillating signal, according to the Nyquist-Shannon sam-











Figure 3.8 The (a) real and (b) imaginary parts of the spectrum.
pling theory [126]. The sweep width (sw) is the frequency range of the Fourier transformed




Any signal with a frequency greater than the sw will be sampled incorrectly and as a
consequence will appear in the NMR spectrum at a lower frequency than its actual value.
This peak is ‘folded back’ or ‘aliased’ into the spectrum and this should be avoided.
3.1.8 Chemical Shift and Sensitivity
NMR is a very powerful technique for chemical analysis. The NMR spectral chemical
sensitivity results from resonance frequency differences for nuclei located in different chemical
environments, due to differing chemical bonds. In a molecule, the atoms probed by NMR
have different chemical environments that arise due to their position and number of electrons.
Neighbouring electrons ‘shield’ nuclei, altering local magnetic fields and resulting in signal
oscillating at an offset frequency ¢!. These differences lead to minor changes, in the order of
parts per million (ppm), in the Larmor frequency which can be detected by NMR, especially





Chemical shift (±) is defined relative to a reference molecule, usually tetramethylsilane (TMS),
where ∫ is the resonance frequency of the nucleus at interest and ∫TMS the TMS resonance
frequency, see Equation 3.18. In this thesis, the chemical shift in 1H spectra are referenced
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to TMS. The chemical shifts lead to different NMR spectral peaks, which form a fingerprint
or unique signature for molecular structures.
3.1.9 Phase Cycling and Signal-to-Noise
Phase cycling is a technique used to reduce NMR artefact formation during acquisition. It
can also suppress spurious signal that arises from irregularities in the hardware. In order
to achieve phase cycling, the pulse and receiver phases are varied during multiple repeat
experiments while averaging the signal. This will allow artefacts to cancel themselves out.
Phase cycling is very powerful and hence is especially used in diffusometry experiments as
well as in many spectroscopy and imaging measurements [127]. In a typical phase cycling
experiment, 4 or 8-step phase cycles are used. However, to further explain how phase
cycling can be used to correct artefact formation, only a 2-step phase cycle is discussed
here. Generally speaking, an artefact appears to be a high intensity pixel or peak after
Fourier transformation. This could be formed by the real and imaginary components of the
signal when acquired with non-zero baselines. By using the 2-step phase cycle described in
Table 3.1, the averaged signal is acquired with a 180° offset in both the pulse and receiver
phases [128]. As a result, in between the two scans, the signal is added constructively whereas
the baseline is cancelled out between the two acquisitions.
Table 3.1 2-step phase cycle to illustrate the removal of an artefact.
Scan Pulse Phase Receiver Phase
1 0° 0°
2 180° 180°
In the process of phase cycling, the acquisition of the signal is repeated several times.
Moreover, by repeating this acquisition, the quality of the signal, also known as the signal to
noise ratio (SNR) can be enhanced. The SNR is defined by Equation 3.19, where the mean
of the actual signal (µsignal) is divided by the standard deviation of the noise (ænoise) [129].
During the NMR experiments, the signal is subject to several factors that can perturb it by
creating noise and therefore reduce the SNR. Such factors could be (i) thermal motion effects,

















The relationship in Equation 3.20 lists the many factors that influence the SNR [130]. It is
governed and proportional to the spin density (n) present in the sample, to the temperature
(T ), to the gyromagnetic ratios of the excited and detected species (∞E and ∞D respectively),
to the magnetic field strength (B0), to the total acquisition time (t) and to the total number
of scans (NS) [131]. As discussed in Section 3.1.2, the signal intensity is proportional to the
magnitude of the bulk magnetisation which itself is related to the difference in population
between the energy states Æ and Ø. If the energy gap between the two states becomes larger,
the population difference becomes more significant. Therefore, with a stronger B0 and a
greater ∞ ratio, the energy gap increases hence leading to a higher SNR. However, using a
higher field strength comes at the expense of higher B0 and B1 heterogeneity and capital
expenditure for hardware purchase.
A higher spin density (n) could be achieved by boosting the filling factor by increasing the
sample volume in the RF probe. Moreover, probing nuclei with a higher gyromagnetic ratio is
an alternative but in this study only 1H was studied. Finally, at a fixed B0 field strength, the
SNR can be enhanced by repeating the experiment several times to increase NS. The signal
scales with NS, whereas the added random noise scales with a root mean squared amplitude of
p
N S. However, restrictions on the experiment time usually limits the number of experiment
repeats that one can achieve, especially for species with a long T 1 value. Therefore, during
NMR acquisition it is crucial to optimise these parameters above to maximise signal obtained
compared to noise acquired in the shortest time period.
3.2 Relaxation
Spins present in a nuclear spin system excited by a RF pulse in the B1 field, will undergo
relaxation processes. During the relaxation processes, the excess energy of the spins is
redistributed to the surroundings and the magnetisation returns to its equilibrium state along
the +z-axis. The two main relaxation processes are spin-lattice and spin-spin relaxation and
will be discussed in terms of the Bloch vector model in this Section. The two time constants
describing both processes are characteristic for any given system, as the time constants are
influenced by molecular composition, motion and structure.
3.2.1 Spin-Lattice Relaxation Time
The spin-lattice relaxation, also known as longitudinal relaxation time T 1, occurs along the
direction of the applied magnetic field. The magnetisation parallel to the applied field is also
termed longitudinal. During a simple NMR experiment, the equilibrium of a spin system is
perturbed by a RF pulse and as a consequence the macroscopic magnetisation vector M 0
(or Mz initially) can either be rotated by a 90±x pulse into the y-axis direction, or by a 180±x
pulse into the -z direction [123]. After this perturbation, the equilibrium condition Mz = M0
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reasserts itself as the spin populations return to their Boltzmann distribution values. The
rate at which this equilibrium is recovered, is determined by T 1. This relaxation rate is most
influenced by physical properties of the sample, so therefore a study of relaxation phenomena
may lead to information on these properties.
The time constant T 1 is typically in the range of milliseconds to tens of seconds for 1H in
the liquid phase at ambient temperatures whereas for gases the T 1 tends to be in the order
of tens to hundreds of seconds. In order to decrease the recovery time of molecules that
naturally relax very slowly, systems can be doped using paramagnetic ions. These ions have
valence bands which have a permanent magnetic dipole. The strong interaction between the
ions and the tumbling spins can strongly decrease the relaxation times. This spin-lattice
relaxation is associated with a spin energy change. The energy initially absorbed by the spin
system is given up to the surroundings, i.e. crystal lattice, causing its thermal energy to
increase. This spin-lattice terminology dates from the early days of NMR and is misleading
as it is also used for NMR in liquids and gases.
To determine the spin-lattice relaxation time T 1, an inversion recovery experiment is per-
formed. The pulse sequence consists of a 180±
x
— ø — 90±
x
— FID, shown diagrammatically
in Figure 3.9. The first 180±
x
pulse inverts the equilibrium M 0 into the -z direction, and
this pulse subjects the system to the most severe disturbance from equilibrium. During the
variable pulse delay, ø, the system is allowed to relax [132]. The subsequent 90±
x
pulse rotates
the magnetisation component Mz into the direction of the y-axis, thus giving a transverse
magnetisation component My , which can be observed. The double-headed arrow in the
sequence in Figure 3.9 indicates that the pulse sequence used in the experiment is repeated,




















Figure 3.9 The pulse sequence for determining the 1H NMR spin-lattice relaxation time T1 by
inversion recovery. Illustration of the spin isochromats is giving.
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Bloch described the process of T 1 relaxation by the differential Equation 3.21. Integration of
this equation and using the boundary condition that at t = 0, Mz =°M0, Equation 3.22 can
be derived [123]. Finally after some rearrangement, Equation 3.23 can be obtained. From
Equation 3.23 it may be concluded that the shape of the plot where the z -magnetisation
approaches equilibrium will have an exponential shape. A plot of Mz as a function of time t
can be fitted to Equation 3.23 to give a value of T 1. Equilibrium in Mz is usually established




















3.2.2 Spin-Spin Relaxation Time
The spin-spin relaxation or transverse relaxation time T 2 gives information about the dy-
namics of the molecules. It describes the loss of phase coherence in the magnetisation in the
transverse plane. It determines how rapidly the transverse magnetisation components Mx and
My decay. For example after a 90±x pulse, the z -component of the macroscopic magnetisation
vector becomes equal to 0 as the Mz has been converted into a transverse magnetisation
component My [123]. Subsequently, the precessing nuclear spins initially aligned, will start
to lose their phase coherence and start precessing at slightly different frequencies. This
homogeneous decay is irreversible as it cannot be recovered. The typical relaxation time
T 2 for bulk liquids is in the order of magnitude of several seconds. On the contrary, the
typical transverse relaxation time for large molecules in liquids or solids can range in the
microseconds-milliseconds scale [121].
To measure the true T 2 of a sample, is it important to counteract the dephasing of the
transverse magnetisation due to the chemical shift and B0 inhomogeneities. By running a
so-called Hahn spin echo pulse, it is possible to refocus the dephased transverse magnetisation.
During a spin echo, the inhomogeneous section of the signal decay is reversed allowing for
the homogeneous decay constant T 2 to be measured [121]. The spin echo pulse sequence
consists of a 90±
x
— ø — 180±
y
— FID, shown diagrammatically in Figure 3.10 and is also

























Figure 3.10 The pulse sequence for determining the 1H NMR spin-spin relaxation time T2 using a
spin echo experiment. This pulse sequence is also known as a Hahn echo. Illustration of the spin
isochromats is giving.
The transverse relaxation can be described using the differential Equation 3.24, part of
the Bloch equations. Integration of this differential equation and solving for My results
in Equation 3.25. Using the boundary condition that at time t = 0, My = M0 and taking
the logarithm, Equation 3.26 can be derived. This equation predicts that the transverse
magnetisation will decay exponentially to its equilibrium value of zero. If a semi-logarithmic





















The spin-spin relaxation is characterised by the two time constants T2 and T
0
2. The latter
represents the relaxation of transverse magnetisation components resulting from any magnetic
field inhomogeneities, which are also known as background gradients. ¢B0 represents the
magnetic field variation which will lead to differences in the local Larmor frequency of ¢!=
∞¢B0. Spins will therefore precess at different rates with different transverse relaxation
rates, which is characterised by the T 02. Therefore, the overall apparent T 2
* decay is defined
in Equation 3.27. T 2* relaxation can affect the attenuation of the FID and as a result a peak
in the Fourier transformed spectrum can be broadened by T 2* relaxation. The T 2* can be





















Phase coherence is inherently lost for t > 2ø in a simple Hahn spin echo. In an experiment
where significant diffusion takes place, the refocusing in a Hahn spin echo pulse sequence
is not complete which can lead to a fast signal decay and thus a T 2 underestimation. An
important modification to this sequence, made by Carr-Purcell, has become the standard
sequence used in modern NMR to obtain the true T 2 of a system. This sequence is termed
a Carr-Purcell-Meiboom-Gill (CPMG) sequence, see Figure 3.11.
To obtain a CPMG, the Hahn spin echo is repeated using extra 180±
y
pulses to obtain several
echoes [132, 133]. This sequence makes use of the fact that the T 2* dephasing is reversible
by applying a train of 180±
y
refocusing pulses. In the CPMG sequence, additional 180± RF
pulses are used to: (i) avoid the cumulative effects of small turn angle errors and (ii) to
obtain the full T 2 decay process. Using this method also has significant benefits in terms of








Figure 3.11 The pulse sequence for determining the 1H NMR spin-spin relaxation time T2 by a CPMG
pulse sequence.
Stimulated Echoes
Another method to measure T 2 is by using another type of echo train: the stimulated




— t store — 90±x — FID, shown
diagrammatically in Figure 3.12. In addition to the first 90±
x
pulse, two additional 90±
x
pulse
are used. After the initial 90±
x
pulse, the z -component of the macroscopic magnetisation
vector becomes equal to 0 as the Mz has been converted into a transverse magnetisation
component My . From this point onwards, the spins undergo T 2* relaxation for a ø time
period. The second 90±
x
pulse projects the magnetisation in the zx plane. This enables the
magnetisation to be stored in the °z-axis direction for a t store period, where the T 2 and
T 2* processes are ‘frozen’ but T 1 occurs. Finally, the third and final 90±x pulse reverts the
magnetisation back into the transverse plane, which reverses the spin phases after the second
and third 90±
x








Figure 3.12 The stimulated echo pulse sequence where refocusing of the spin phases is achieved by two
extra consecutive 90°pulses.
3.2.3 Relaxation Time Constants and Correlation Time
Both spin-lattice and spin-spin relaxation are caused by the variation of the local magnetic
fields experienced by the spins which cause nuclei to flip between their available spin states.
For the spin-lattice process, the relaxation rate is dependent on transverse local fields that
oscillate at the resonance frequency !0 which can flip the transverse magnetisation to the
z-axis and contribute to the longitudinal relaxation. For the spin-spin process, the relaxation
rates are subject to the oscillating longitudinal local fields leading to the transverse relaxation.
As the transverse local fields also destroy the transverse magnetisation, they cause the

















Figure 3.13 Relationship between the relaxation times T1 and T2 and the rotational correlation
constant øc for fast (T1 º T2) and slow tumbling systems (T1 6= T2).
For every nuclear spin in the system, the local field is different and therefore the precession
frequency is slightly altered for each individual spin over time. The local field for each
spin is the summation of the external field and the magnetic moment generated by other
neighbouring spins. The rotational and tumbling motion of molecules affect their local field
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which will lead to an oscillating magnetic moment. The time characterising this motion is
known as the rotational correlation time (øc) which corresponds to the average time needed
for a molecule to achieve a rotation of one radian. Both T 1 and T 2 are dependent on øc,
see Figure 3.13, according to the Bloembergen-Purcell-Pound (BPP) theory [134]. The T 1
dependence on øc shows a minimum at øc= 1!0 which also denotes the boundary between
the rapid and slow tumbling region. This minimum arises when the transverse local fields
are on resonance with the spins and also oscillate at the Larmor frequency. At this point,
the energy exchange between the spins and their surrounding environment is most efficient,
which results in the lowest T 1 time.
Moreover, for decreasing øc, the relaxation time T 2 increases. The T 2 constant increases
as the dipolar interactions contribute to the local field fluctuations and hence enhances the
transverse relaxation. Finally, in the rapid tumbling region, the T 1 and T 2 are approximately
equal with the same dependence on øc. As the motion slows down and øc increases, the T 1
and T 2 values diverge whereby T 1 can significantly surpass T 2 at large øc.
3.3 Pulsed-Field Gradient NMR
A very powerful tool that can provide information about the degree of molecular mobility and
motion of the species studied is PFG NMR. All NMR molecular self-diffusion measurements
are based on the fact that the diffusion properties of a system can be calculated from the echo
attenuation, a Gaussian function, if the amplitude and the duration of the steady magnetic
field gradient are known [135]. Applying a magnetic field gradient g creates the Larmor
frequencies of the spins to spatially vary with r:
!(r) = ∞(B0+g ·r). (3.29)
In the case of the gradient g being applied for a duration of time ±, the phase (¡) of the
precessing spins also varies with position according to:
¡(r) = ∞±g ·r. (3.30)
This associates all the spins with a specific phase and position, hence the spins become
‘tagged’. After this point, the gradient is disabled and over an observation time period (¢),
the spins are allowed to diffuse. In order to measure the motion of the spins, the magnetisation
is flipped by 180° and another gradient pulse with the same duration and intensity as the
first one but in the opposite direction is applied. At this point, spins have either undergone
motion and moved (to new position r0) or they did not experience any motion at all (same r).
For the latter case, the second gradient pulse will rewind the phase gained by the spins during
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the first pulsed-field gradient, similar to the spin echo. This will result in a zero net phase
shift. However, if the spins did move to position r0, the phase unwinding will not be identical
and the refocussing will be incomplete. Hence the spin will have a net phase shift equivalent
to Equation 3.31.
¡net(r) = ∞±g · (r°r0) (3.31)
This net phase offset leads to the dephasing of the bulk magnetisation and hence signal
attenuation is observed. Therefore, signal attenuation is related to the random motion of
spins in a sample, which is illustrated in Figure 3.14. Finally, PFG NMR can be used to
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Figure 3.14 The principles of PFG NMR illustrated with (a) no motion observed and (b) when random
motion is detected.
Moreover, PFG provides a direct tool to determine the molecular root mean squared displace-
ment (RMSD) in a given time interval. Molecular, unidirectional displacement in a given
gradient direction z is represented by the Einstein Equation, see Equation 3.32:
3.3 Pulsed-Field Gradient NMR 50
RMSD=
q











= exp(°b £D) . (3.33)
Equation 3.33 represents the well-known Stejskal-Tanner (ST) equation for attenuation of
the echo amplitude. The variables in this Equation are described in Table 5.2
Table 3.2 List of quantities with their description and unit appearing in the ST equation.
Symbol Description Unit
S/S0 The echo signal intensity [-]
∞ Nuclear gyromagnetic ratio [rad T-1 s-1]
g Strength of applied magnetic field gradient [G cm-1]
± Gradient pulse duration [s]
¢ Observation time [s]
D Bulk self-diffusion of spins [m2 s-1]
b b-factor [s m-2]
In a typical set of experiments, either g or ¢ is varied to acquire the diffusion-weighted spectra,
while ± is kept constant. Stejskal and Tanner first demonstrated that PFG experiments
can be used to determine unrestricted, self-diffusion coefficients for bulk liquids [136]. Their
relationship only applies to unrestricted ordinary diffusion encountered in bulk liquid samples
and does not necessarily hold for complex diffusion processes that may occur within porous
media. Non-linearity behaviour of the ST plot makes interpretation of data complex as this
behaviour is dependent on the physical properties of the porous medium. This non-linearity
can occur for several reasons, for example when restricted diffusion is taking place. Such
behaviour may be observed when the characteristic length scale of the porous media is smaller
or on the same order of magnitude as the diffusion path length [137].
The PFG method has two major benefits: (i) the maximum possible signal is recovered in
the absence of relaxation effects and (ii) chemical shifts are refocused at the echo. Finally,
the important characteristic for this sequence is that the magnetisation is stored in the
longitudinal form, to allow any type of motional or exchange process to take place [121].
3.3.1 PGSE
In Figure 3.15, a pulsed-gradient spin echo (PGSE) pulse sequence is shown. It involves a
hard 90±
x
RF pulse, rotating all of the vectors in the y-direction. The gradients are switched
off during the RF and acquisition. The 180±
y
pulse is to reverse the effect of the previous
gradient pulse. If any motion occurred in the observation time ¢, then the nuclear spins
3.3 Pulsed-Field Gradient NMR 51
will exhibit a net phase offset and their contribution to the spin echo will be reduced due to
the incomplete refocusing of the phase-encoded spins. The gradients cause the spins, which
are in different positions within the sample, to precess differently, thereby enhancing their
diffusive dephasing. This will ultimately lead to various precession rates and the refocusing








Figure 3.15 The pulse sequence for determining the diffusion coefficient by a simple PFG experiment.
The rate constant determining the signal decay can be used as an estimation for the diffusion
constant. The signal attenuation decays as a function of the interval between the gradient
pulses. If the experiments are performed and repeated with gradient pulses in the three














Figure 3.16 The pulse sequence used during PGSTE experiments.
The PGSE pulse sequence discussed previously can suffer from signal attenuation and reduced
SNR due to T 2 relaxation. If a sample has a short T 2 value, it is more common to use a
pulsed-gradient stimulated echo (PGSTE) sequence, see Figure 3.16 [138, 139]. With the
PGSTE sequence, the 180±
y
pulse is replaced by two additional 90±
x
pulses. The system
undergoes T 1 relaxation in the z-direction during the storage time t store where the signal
attenuation due to relaxation is less significant and longer observation times are possible.
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An additional advantage of this type of experiment is that the magnetisation undergoes less
precessional dephasing caused by residual gradients. The homospoil gradient is applied to
destroy any residual magnetisation in the transverse plane.
3.3.3 APGSTE
In Figure 3.17, the alternating pulsed-gradient stimulated echo (APGSTE) pulse sequence is
shown [140]. This sequence is very valuable when studying highly heterogeneous systems, as
the magnetic susceptibility of the sample can produce local magnetic field gradients. This
sequence is therefore often used for systems where T 2 ø T 1, which is common in porous
media. The APGSTE sequence substantially reduces the effect of background gradient, as
well as the systematic errors in the diffusion measurements. If this sequence is used, the
b-factor described in the ST Equation 3.33 changes, and becomes b = ∞2g 2±2(¢° tg/2 ° ±/12),
with tg representing the time between opposite gradient pulses.
The APGSTE sequence consists of a pair of alternating gradients prior to and after a hard
180±
y
RF pulse. This pulse tags the refocussed spins with a gradient of the opposite sign.
During the observation time ¢, the magnetisation is stored in the z-direction while the spins
in the system are allowed to diffuse. The final, hard 90±
x
pulse reverts the magnetisation
vector back to the transverse plane. Subsequently the spins are decoded and rephased with















Figure 3.17 The pulse sequence for determining the diffusion coefficient by an APGSTE experiment.
3.4 Fundamental Principles of MRI
Using NMR in addition to magnetic field gradients forms the basis of MRI. During the
production of images with NMR, spatial resolution in experiments is obtained by spatially
varying the applied magnetic field gradient (G) linearly across a sample (r) according to
Equation 3.34 [141, 142]:










When applying a magnetic field gradient on a sample, the spins will obtain a precession
frequency which is spatially dependent. The received signal can be Fourier transformed
which will result in a frequency distribution that gives a spatial distribution of the spins. In
the case a constant gradient is used, the precession frequency ! becomes:
!(r) = ∞ (B0 + (G ·r)) , (3.35)
where G=OB is the applied field gradient. By applying a gradient in the z-direction, spatial
resolution can be obtain in that specific direction. Application of an additional field gradient
in the x- and y-directions enables images in three dimensions to be obtained. Figure 3.18
illustrates this phenomenon, whereby for two tubes with water, depending on the gradients
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Figure 3.18 The fundamental principle of MRI is illustrated here: (a) two cylindrical tubes with
different amount of water. (b) If no magnetic field gradients are activated, only a distribution of
frequencies from the protons in the water about the Larmor frequency can be detected. If the magnetic
field gradient in the (c) x-axis or (d) z-axis is applied, the B0 field homogeneity is disturbed, resulting
in a 1D projection of the sample. Finally, if two field gradient are simultaneously applied, (e) on the
x- and z-axis or (f) on the x- and y-axis, this yields 2D images.
For a sample with spin density Ω(r) and volume dV at position r in a static field B0, the
signal detected dS is equal to Equation 3.36, where t is the time in which relaxation effects
are neglected:
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dS(G, t ) / Ω(r)dV exp(i!(r)t ) . (3.36)
Combining Equations 3.35 and 3.36, and not taking the proportionality constant into account,
yields:





Equation 3.37 can be integrated over the entire 3D volume dV with respect to the spin
position, to yield:







Mansfield et al. recognised Equation 3.38 was a form of a Fourier transform [143]. Subse-
quently, the concept of k-space was introduced, which simplified the relationship in Equa-
tion 3.38 [144, 145]. k-space has become a standardised protocol in NMR imaging and the




In order to sample the k-space vector, one can vary either the gradient magnitude G (phase
encoding) or the time t (frequency encoding). When Equation 3.39 is substituted into
Equation 3.38, this results in Equation 3.40, which is the Fourier relationship between the




The equivalent Fourier conjugate is obtained by inverting Equation 3.40 yielding Equa-
tion 3.41, which shows that the NMR signal can be used to produce the spin density in




By sampling signal points in k-space, a map of the spin density is obtained, which is also
termed a NMR image.
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3.4.1 Spin Density and k-Space
In order to reconstruct an image by Fourier transformation with a certain number of pixels,
the same number of points have to be sampled in k-space, which is the mathematical domain
in which the MRI signal is acquired. These pixels are usually called voxels, which is equivalent
to a 3D volume element. The number of points acquired is typically obtained in a rectilinear
raster of the size 2N £ 2M . The field of view (FOV) of the N th dimension of an image is
determined by the space between two adjacent points in k-space: FOV = 1¢k . The spatial
resolution of an image is inversely proportional to the extent of k-space.
Figure 3.19 illustrates how frequency and phase encoding are related to k-space and show













Figure 3.19 An illustration of a k-space grid with the read and phase directions.
3.4.2 Frequency Encoding
As mentioned earlier, the frequency encoding technique allows to traverse k-space. It can
linearly be sampled by applying a constant field gradient, Gread, the read gradient, while
at time interval td the k-space points are acquired. This method allows to continuously
sample a straight line in k-space during the application of the encoding gradient, whereby
the spatial-dependency of the Larmor frequency is measured in that direction.
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The FOV during a frequency encoded experiment is shown in Equation 3.42, where Gread is







In reality, a more commonly applied sampling strategy is where the dwell time is fixed and
the strength of Gread is adjusted to achieve the desired FOV.
3.4.3 Phase Encoding
Phase encoding is another method to traverse k-space. During this process, a varying field
gradient, Gphase, is applied for a fixed time tp . During phase encoding, the NMR signal
in k-space is acquired following an initial phase encode which dephases the magnetisation
vectors in k-space proportional to their position in the direction of the applied gradient. This
enables to encode a spatial dependency to the phase of the magnetisation. The FOV during
a phase encoded experiment is shown in Equation 3.43, where Gphase is the increment in








The bandwidth of a RF pulse is representative of the range of frequencies of spins that can be
excited. This bandwidth, ¢!s, is inversely proportional to the duration of the RF pulse. So
far in this work, RF pulses were high-power, ‘hard’ pulses, denoted by the rectangular shapes
in the pulse sequences. Hard pulses typically have a short duration with a high intensity and
therefore affect a large range of spins uniformly with their large bandwidth.
In MRI, often ‘soft’ pulses are used, which have a much narrower bandwidth range compared
to ‘hard’ pulses. The soft pulses are characterised by their longer duration with lower intensity
which enables to only selectively excite a slice in the sample. This process is called slice
selection. This is achieved by applying a magnetic field gradient, the slice gradient Gslice,
resulting in the spins gaining a range of resonance frequencies depending on their position
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The applied magnetic gradient, Gslice, dephases the transverse magnetisation which subse-
quently must be rephased following the slice selective pulse. For the 90° soft pulse, it is
assumed that the magnetisation vector is tipped in the transverse plane halfway through the
pulse. This change in k is balanced by applying another slice refocusing gradient of equal,
opposite intensity but half duration, °Gslice, see Figure 3.20. For the 180° soft pulse, this
additional refocusing slice gradient is not required as the dephasing taking place in the first















Figure 3.20 The (a) 90° and (b) 180° soft pulses and refocusing gradient pulses used during the slice
selection procedures.
3.4.5 Magnetic Susceptibility
Susceptibilities are local distortions of the magnetic field B0 that typically occur at the
interface between different phases. These susceptibilities acts as unintentional gradients
that cause the B0 field to become less homogeneous. If the strength of the magnetic field
increases, the effect of changes in the magnetic susceptibility also becomes more pronounced.
Hence, a trade-off takes place between obtaining better sensitivity by operating at higher
field strengths but having greater sensitivity to the imperfections caused by the magnetic
susceptibilities.
Differences in the local magnetic susceptibility negatively affect the SNR of experiments as
these susceptibilities affect spins in all environments of the sample. Not only can it cause
reduced SNR, the susceptibilities can also lead to spectral peak broadening. In this work good
spectral resolution is crucial for data interpretation when studying water and wax transport
behaviour in porous media inside a reactor. MRI images can also become distorted due to
the local magnetic susceptibilities.
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3.4.6 RARE Imaging
The Rapid Acquisition with Relaxation Enhancement (RARE) imaging pulse program is
based on the spin-echo sequence and allows to rapidly sample multiple lines of k-space per
single excitation. An example of this is the RARE imaging sequence, presented in Figure 3.21.
The initial 90±
x
soft pulse excitation transfers the magnetisation into the transverse plane and
subsequently the dephasing, frequency encoding, read gradient is applied. This brings the k
value to the right edge of the 2D k-space grid, with coordinates of (kread, max, 0). Then, a
180±
y
refocusing soft pulse inverts the phase to the left edge of the k-space grid (-kread, max, 0).
Next, the first phase encoding gradient Gphase is applied which shifts the magnetisation to
the upper-left corner of the k-space raster (-kread, max,kphase, max). A frequency encoding
gradient is simultaneously applied which samples the signal and acquires a complete line in
k-space which brings the magnetisation to (kread, max,kphase, max). A second phase encoding
gradient, with equal magnitude but inverse direction to the first, brings the magnetisation
back to its initial position at (kread, max, 0).
In the RARE acquisition, the 180±
y
and RF pulse are looped for n times while incrementing
the phase encoding gradient. The number of repeats is known as the RARE factor that
determines how many lines of k-space are sampled per initial excitation, usually 1 ∑ n ∑
64 [146, 147]. For experiments with higher n, the signal obtained is weighted by the T 2
relaxation effect. In 3D RARE experiments, a second phase-encoding gradient is used instead











Figure 3.21 The pulse sequence used for 2D RARE imaging and the movements through the k-space
raster.
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3.5 The Impact of NMR during Operando Measurements
MRI is a very powerful instrument used extensively in a medical environment because of
its ability to non-invasively and non-destructively look inside a human body. Furthermore,
within the world of chemical engineering and reactors, MRI is a very sophisticated and ver-
satile toolkit able to provide spatially-resolved information about the internal characteristics
of a reactor, including heat and mass transport processes, composition, liquid distributions,
surface chemistry and chemical transformations [150–153]. While a living body is different
from a catalyst body or a reactor, the in situ and operando studies in catalysis clearly benefit
from the use of this non-destructive toolkit as a very powerful complement to other available
spectroscopic tools [154–156]. The work presented in this thesis in Chapters 7 and 8 reports
the first NMR and MRI study of multiphase transport phenomena in porous catalysts at
industrially relevant conditions.
Of all the various in situ characterisation techniques, MRI is the only methodology that
can provide both chemically- and spatially-resolved information directly without the need of
any tracer materials or isotopic labels. In addition, MRI is widely used to obtain images of
hydrodynamics inside fixed-bed reactors. For example, NMR and MRI techniques enable to
distinguish intra- and inter-particle liquid based on the differences in their relaxation times
[157]. In addition, they also allow to evaluate the internal and external wetting efficiency of
catalysts and the liquid hold-up in the catalyst bed under real-life operating conditions [158].
Figure 3.22 The longitudinal-plane (z-x) 2D MRI image and associated spectra acquired during the
ethene oligomerisation reaction. Reproduced from [159].
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The first example discussed in this Section showcases the ability of NMR to track catalytic
studies is the 2D 1H MRI and spatially-resolved 1H MR spectroscopy and diffusion measure-
ments. These were recorded as a function of time-on-stream (TOS) within a fixed-bed reactor
providing direct measurements of the progress of the heterogeneous catalytic oligomerisation
of ethene occurring over a 1wt% Ni-Al2O3-SiO2 catalyst, see Figure 3.22. Experiments were
conducted at a temperature and pressure of 110 °C and 29 bara. It was reported that
oligomers of carbon number C20+ are produced within the pores of the catalyst pellets which
eventually block the pore space, thereby deactivating the catalyst over time [159].
A second example of an on-line measurement performed at the MRRC is the NMR study
of the (i) intra-pellet compositions and (ii) liquid-solid mass transfer coefficients during the
hydrogenation and isomerisation reactions of 1-octene, see Figure 3.23. This was the first time
that the local intra-pellet compositions along the axial direction (z -axis) of the pilot-scale
reactor were measured using NMR [160]. All experiments were performed at 21 °C and 1 atm.
Figure 3.23 2D 1H MRI data from which bed porosity, liquid holdup and wetting efficiency were
calculated. Reproduced from [160].
The third example illustrates the impact of NMR to study processes taking place on a larger
length scale inside a pilot scale reactor. Hydrogenation of olefins was analysed in an almost
regular packing of 1% Pd/∞-Al2O3 catalyst beads. The beads were 4 mm in diameter which
made it possible to observe liquid distribution both within the entire bed as well as in each
individual bead at the same time, see Figure 3.24 [154].
In addition, a fast imaging sequence was implemented only taking 20 - 30 s to obtain 3D
images of the entire bed or several 2D cross-sectional slice images of the bed in 2 - 3 s. With
these MRI images, it becomes possible to distinguish intra- and inter-particle liquid based
on the differences in their relaxation times [161].
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) detected during hydrogenation of 1-octene. Rows 1 - 5 correspond to the
respective layers of the catalyst beads. Reproduced from [154].
Finally, this is the fourth example and most recent advancement of in situ MRI of reactors
with gases. MRI of reactors containing gases are less advanced than experiments performed on
liquids in reactors because the spin density of the gas phase is roughly 3 orders of magnitude
lower compared to the condensed phase. This significantly limits the use of MRI to study
gas phase reactions [162].




at 1 : 3.5 ratio. The black solid line represents the edges of the NMR tube while the red dashed line
indicates the reactor glass tube. Reproduced from [163].
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In addition, MRI studies of heterogeneous catalytic reactions are particularly challenging
because of the magnetic field inhomogeneity caused by the presence of a solid catalyst inside.
Recently, a new model type for catalytic reactors using MRI that allows the characterisation
at room temperature of heterogeneous hydrogenation reactions is presented in Figure 3.25,
which is suitable for (non)-polarised gases [163].
In the literature, several FTS studies attempting to characterise FTS were performed using
model compounds under simplified reaction conditions. Due to the experimental hardware
and chemical complexities of FT, model systems are common to approximate the GTL
conversion. As has been highlighted thus far, NMR is a very powerful, non-destructive
technique very well suited to study FTS in situ under high pressure and temperature. The
operando NMR reactor described in this thesis is specifically built to study this reaction and
it will be able to overcome the challenges highlighted above.
3.6 The NMR Spectrometer
NMR spectrometers have four major components: (i) the transmitter, (ii) the magnet, (iii)
the receiver and (iv) the computer with a console. The transmitter is responsible for delivering
both the high-power, short pulses and the low-power, longer slice excitation pulses to the
RF coil. The transmitter also comprises the gradient control and amplifier. During a NMR
experiment, the probe houses the RF coil which produces the excitation pulses for the nuclei
and detects their decaying NMR signal. The probe is located inside the magnet. Moreover,
the receiver combines, amplifies and converts the NMR signal before it is sent to the computer.
The magnet is controlled by the console, which transmits the pulses, receives the signals and
where the experiments are set up on TopSpin and Paravision. Finally, shimming coils are
used to fine-tune extra magnetic fields to the B0 field, to produce a magnetic field which is
as homogeneous as possible.
Chapter 4
Detection of Emulsions - Preliminary
Study in Al2O3 at Ambient T and P
4.1 Introduction
The aim of this chapter is to understand the behaviour of liquid mixtures inside porous
media, relevant to a FT reaction. In this study, generic catalyst supports were used while
liquid water and dodecane were co-fed at ambient conditions. This allowed intrapore liquid
formation to be studied. Deionised water and dodecane act as model compounds for the
liquid FT reaction products, that are thought to be mainly composed of hydrocarbons and
water [82]. The experiments consisted of relaxation and diffusion measurements on these
pure, bulk liquids and liquids imbibed in µ-Al2O3.
Understanding phase behaviour has significant implications for catalyst design, reactor per-
formance and more importantly GTL as a whole. If during reaction emulsions spontaneously
form in catalysts, this could severely affect diffusion behaviours and transport phenomena.
Therefore getting a better understanding of what is happening inside commercially relevant
catalysts during FTS is pivotal. In June 2015, the Shell CEO Ben van Beurden said his
company has changed from "oil-and-gas company to a gas-and-oil company" [164]. Hence,
any improvements or optimisation made within FTS are crucial for their business.
Finally, relaxometry and pulsed field gradient PFG NMR measurements were performed at
ambient conditions on bulk liquids of deionised water and dodecane, on those bulk liquids
imbibed in µ-Al2O3 and on binary mixtures imbibed in the same porous media. These
systems were used to get a better understanding of the behaviour of the liquids during FTS.
The relaxation parameters strongly suggest that water is the surface wetting phase, while
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dodecane is isolated from the surface. In the binary mixture, the dodecane experiences
restrictive diffusion, indicating the formation of a dodecane-in-water emulsion or droplets.
4.2 Emulsions
Emulsions are two-phase, colloidal systems typically consisting of discrete dispersions of
droplets of one liquid phase within another continuous liquid phase; the two phases are thus
immiscible.
These droplets are thermodynamically unstable and their size can have a broad distribution
and thus are generally difficult to characterise due to huge variability. Being able to measure
the size distribution of droplets in an emulsion is an important characterisation technique.
The size determines greatly the viscosity and stability of the emulsion [165–169]. NMR
can provide a non-invasive ability to measure the emulsion DSD by studying the restricted
molecular self-diffusion of emulsions. When this diffusion within the discrete droplet phase
is restricted by the boundaries of the droplet, this can be interpreted and modelled to obtain
the emulsion droplet size [170–175]. The sizing of emulsion droplets is a comparatively
well developed application of NMR, in particular of PFG, techniques. Also, in the oil-and-
gas industry the investigation and characterisation of emulsions are highly valuable during
pipeline transport of recovered crude oils and the creaming processes present in oil-in-water
emulsions [176].
PFG spin-echo NMR experiments can be used to study and characterise emulsions. The
mean displacement during the measurement time of the liquid molecules inside the droplets
is on the same order of magnitude or larger than the diameter of the droplet. In an ideal
case, the diffusion time covers a broad range of times enabling the typical diffusing molecules
to encounter restricting barriers [168]. Investigators have studied multiple systems and it
was pointed out that the experimental data could be insensitive to (i) the assumed geometry
and (ii) the nature of any distribution of sizes of the restrictive volumes [168, 172, 177–179].
Generally, the emulsion droplets are spherical as this is the shape that minimises the surface
for a given volume and thereby the surface energy [166]. The diffusion inside the droplet will
differ from the bulk diffusion behaviour if the RMSD of the molecules during the measuring
time significantly exceeds the droplet size. In that case the diffusion will be restricted by the
droplet walls.
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4.3 NMR Methods and Interpretation of Data
4.3.1 PFG Pulse Sequence
The NMR PFG pulse sequence first described by Stejskal and Tanner used to measure
molecule self diffusion is depicted in Figure 4.1. Stejskal and Tanner monitored the self
diffusion in restricted environments and also studied diffusion in emulsion droplets (spherical
cavities). The molecules in the cavities will undergo multiple collisions with the enclosing
droplet walls. This will lead to an expression for the diffusion which is independent of ¢.
The space-labelling PFG pulses will cause phase shifts in the nuclear precessional motion,
whose magnitudes depend upon the position of each specific nuclei in the gradient field. If
no diffusion occurred, after having applied the 180° RF pulse, the second field gradient pulse
should completely revert the destructive effect of the first. However, if the nuclei diffused
to new positions in the gradient direction during the observation time ¢, this second field
gradient pulse will only partially reverse the effect. By fitting a model to the resulting NMR








Figure 4.1 The pulse sequence for determining the diffusion coefficient by a simple PFG experiment.
The signal attenuation caused by diffusion also occurs due to a distribution of velocities
within a sample, which thus results in a phase shift distribution in the NMR signal. As
a consequence, conventional NMR droplet sizing cannot be applied to a practical flowing
emulsion system [165]. Hence, no flow was applied in this preliminary study. Stejskal and
Tanner first demonstrated that PFG methods could be applied to measure free, unrestricted
self-diffusion of liquid molecules. The signal loss relies on the random motion of the molecules










= exp[°b £D]. (4.1)
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Diffusion behaviour of a liquid can be studied by varying the values of the observation time.
The effects of the cavity wall on the diffusion can be observed by studying the RMSD of the
spins. In the work reported here, the model that was used to fit the NMR data is described
in Equation 4.1. The curvature in the signal attenuation can suggest non-ideal behaviour,
which could be potentially due to restricted diffusion. To investigate this further, the signal
attenuation can be independently plotted of observation time. If the signal decay behaves
independently of ¢, this could suggest the molecules are present in the form of droplets, as
no matter how long the diffusion is monitored, the distance travelled and thus the signal
attenuation is limited by the droplet walls.
As a consequence the molecules undergo restricted diffusion. The bulk, continuous fluid
renders standard diffusion coefficients, however these can be slightly reduced due to obstruc-
tion effects of the emulsion droplets [166]. These methods assume that the diffusion of the
droplets themselves, due to Brownian motion, is negligible. For emulsion droplets larger than
approximatively 0.1 µm, the effect of droplet diffusion is minimal [181].
4.3.2 Restricted Diffusion
In a PFG experiment, the first gradient pulse is used to mark the starting position of the
diffusing species while the second gradient pulse, at a later ¢ time, to probe its final position
with respect to the gradient direction. In Figure 4.2, this is schematically represented to
understand the process to measure the diffusion coefficient when it is either undergoing free
or restricted diffusion in a sphere of radius R. The RMSD is depicted by the length of
the arrow R which denotes the measured displacement [182]. The dimensionless variable
ª= D¢/R2 is useful in characterising restricted diffusion as will be discussed below.
If particles diffuse freely, the diffusion coefficient obtained will be independent of ¢ and the
displacement measured in the z -direction will be reflective of the true diffusion coefficient,
since the mean square displacement (MSD) scales linearly with time. However, for the
particle confined to a sphere, the situation is entirely different. Three relevant time scales
are considered during this measurement to understand the effects of restricted diffusion.
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Figure 4.2 Schematic representation of PFG experiments during free and restricted diffusion regimes.
Reproduced from [182].
1. ª < 1: In the region, the particle does not diffuse far enough to feel the effects of
restrictive boundary. To calculate the real D, the measurement should be performed in
this time scale as the measured diffusion coefficient will be the same as that observed
for the freely diffusing species.
2. As ¢ becomes finite (ª º 1), a certain proportion of the species will feel the effects of
the boundary and the MSD along the z -axis will not scale linearly with ¢. Therefore,
the measured diffusion coefficient (Dapp) will appear to be time dependent.
3. At very long ¢ (ª > 1) the maximum distance that the confined particle can travel is
limited by the boundaries of the sphere, and thus the measured MSD and diffusion
coefficient becomes independent of ¢.
In summary, for short values of ¢, the measured displacement of a particle in a restricting
geometry observed via the signal attenuation in the PFG experiment is sensitive to the
diffusion of the particle. At long ¢, the signal attenuation becomes sensitive to the shape
and dimensions of the restricting geometry [182].
Figure 4.3 illustrates the effects of restriction on diffusion as simulated data was plotted for
free diffusion and diffusion within a sphere as a function of ¢. In the case of free diffusion,
the MSD scales with time, and as a result a straight line is obtained. However, in the case of
diffusion within a sphere, at very small values of ¢ the results of the simulation agree with
that for free diffusion. As ¢ increases, there is a transition from free diffusion to surface
effects as the boundaries significantly affect the motion of the diffusing species, and thus the
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MSD no longer scales linearly with time. At large ¢ values, the motion becomes completely
restricted, the displacement becomes time independent and the attenuation curve plateaus.
Figure 4.3 A plot of simulated echo attenuation in the case of free diffusion ( ) and diffusion in a
sphere (- -) versus ¢. Reproduced from [182].
4.3.3 Tortuosity
In porous media, the pore connectivity is defined by the tortuosity and is characterised by
the reduction in apparent diffusion coefficient of any species as a result of the tortuous path
it has to travel through [183]. Equation 4.2 relates the diffusion coefficient as measured by
PFG, De  (1), of a liquid inside a medium to the self diffusion coefficient, D0, of a pure liquid
to the tortuosity of a porous support. In general the tortuosity can also be considered to be





The catalyst supports used in this study are 2.5 mm µ-Al2O3 HTC
TM trilobes obtained from
Johnson Matthey. N2 porosimetry measurements of this material are shown in Figure 4.4.
The pore size was determined to be 16 nm according to Barrett-Joyner-Halenda (BJH),
the Brunauer-Emmett-Teller (BET) surface area to be 102 m2 g-1 and the pore volume
to be 0.44 cm3 g-1. Deionised water was obtained at the MRRC by using a laboratory
purification unit (Purelab Option DV 25, ELGA Process Water) and dodecane (> 99%,
pure) was obtained from Acros Organics. Hereafter deionised water will only be referred to
as water.
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In Table 5.5, all materials for this work are summarised.
Table 4.1 List of components and materials used in this experimental study.
Component Description Supplier
H2O deionised water MRRC
Dodecane > 99% pure Acros Organics
µ-alumina bare, HTCTM supports Johnson-Matthey
Nickel catalyst pellets 1 wt% Ni/SiO2(70%)·Al2O3(30%) Johnson-Matthey
N2 gas 99.998% BOC
(a) The N
2
physisorption measurements. (b) The pore width distribution.
Figure 4.4 The N
2
physisorption for porosimetry experiments.
4.4.1 Sample Preparation
Prior to any measurements, all the trilobes were dried overnight for approximately 8 hours
at 105 °C, to ensure any physisorbed water would be removed as much as possible from the
pores [184]. Subsequently, the supports were soaked in either water or dodecane, according to
the measurements, for 24 hours at ambient conditions, to achieve complete saturation of the
pores [185]. To obtain binary mixtures in the pellets, the trilobes were first saturated with
dodecane and 60 minutes before the measurement, dodecane was replaced with water. Finally,
20 trilobes were removed from the bulk liquid and dried using a pre-soaked tissue of the same
liquid to make sure that any residual bulk, interparticle fluid on the surface of the trilobes
was removed as much as possible. Thereafter those 20 trilobes were placed in a 10 mm NMR
tube with a solvent-soaked paper in the cap. This was done to minimise the evaporation from
the pellets and to obtain a saturated vapour inside the tube. All of the NMR measurements
were performed on a Bruker DMX 300 MHz vertical bore superconducting magnet controlled
with an Avance console, operating with Topspin V1.5 software.
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Figure 4.5 The samples used during this project.
The samples prepared for the intrapore liquid formation study are shown in Figure 4.5. The
samples are a. bulk water and dodecane; b. the same bulk liquids imbibed in the µ-Al2O3
trilobes; c. the binary mixture of water/dodecane imbibed in the trilobes; and d. finally the
bare µ-Al2O3 trilobes.
4.4.2 NMR Experimental
The inversion recovery pulse sequence, see Section 3.2.1, was used to measure T 1, while
the CPMG pulse sequence, see Section 3.2.2, was implemented to obtain T 2. Diffusion
measurements were performed using the APGSTE pulse sequence, see Figure 3.17 on Page 52,
to minimise the effect of background radiation and internal gradients due to the porous system.
A micro-imaging probe probe with a 10 mm coil was used, with a gradient set reaching a
maximum magnetic field gradient of 120 G cm-1 in the z -direction. Diffusion measurements
were carried out varying g and ¢, while holding ± constant at 1 ms, with a gradient ramp
time of 0.12 ms and with a gradient stabilisation time of 0.5 ms. A homospoil gradient of
100 G cm-1 with a duration of 5 ms, to destroy any remaining transverse magnetisation, was
applied.
The maximum magnetic field gradient varied between 50 and 120 G cm-1. In addition, ¢
was varied between 20 and 100 ms for pure, bulk liquids, while for bulk liquids and binary
mixtures imbibed in porous media, ¢ ranged between 50 and 200 ms. Finally, the experiments
were averaged over 32 scans to increase the SNR ratio and to accommodate the complete
phase cycle of the sequence. The average experimental times for acquisitions for PFG NMR
experiments were approximatively 45 minutes. Typical pulse parameters for the diffusion
measurements on the binary mixtures are listed in Table 4.2.
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Table 4.2 Pulse parameters and delays used in the diffusion experiments on the binary mixtures.
Variable Description Unit Value
AQ Acquisition time [s] 0.10
D1 Delay 1 [s] 3
DW Dwell time [µs] 25
DE Pre-scan-delay [µs] 35.71
FW Filter width [Hz] 125K
SW Spectral width [Hz] 20k
O1 Offset [Hz] -1885
P1 90± high power pulse [µs] 20.5
PL1 Power level [dB] 6
RG Receiver gain [-] 512
Gradient ramp time [ms] 0.12
Gradient pulse stabilisation time [ms] 0.5
Repetition time [ms] 3000
¢ Observation time [ms] 120
± Gradient pulse duration [ms] 1
NS Number of scans [-] 32
TD Time domain size [-] 4096
Homospoil gradient strength [G cm-1] 100
Homospoil duration [ms] 5





This section presents the results obtained by using 1H NMR relaxometry and diffusometry
experiments to study the pure, bulk liquids and the binary mixtures imbibed in porous
media. Table 4.3 summarises all the values for the relaxation parameters, T 1 and T 2, and
the diffusion coefficients, D, separately obtained for both the bulk water and bulk dodecane.
The errors reported in the table below represent the standard deviation of three repeated
measurements on the same sample. No error estimations of fits have been reported. However,
the values retrieved from the fits are always reported with 95% confidence bounds.
Table 4.3 1H NMR relaxation and diffusion parameters for water and dodecane in bulk conditions and
when imbibed in alumina. The D in the table represents the D0 for bulk liquids or the De  (1) for
liquids imbibed in alumina.
Component D [£ 10°10 m2 s-1] T 1 [s] T 2 [s]
Water 21.0 ± 0.1 2.8 ± 0.1 2.00 ± 0.04
Water/µ-Al2O3 12.0 ± 0.1 0.26 ± 0.04
0.005 ± 0.001 (91%)
0.10 ± 0.01 (9%)
Dodecane 8.5 ± 0.3 1.3 ± 0.1
0.02 ± 0.01 (29%)
0.49 ± 0.03 (71%)
Dodecane/µ-Al2O3 4.3 ± 0.1 0.65 ± 0.01
0.091 ± 0.001 (16%)
0.226 ± 0.005 (84%)
Bulk Water The relaxation, T 1 and T 2, and self-diffusion, D0, values of pure, bulk water
are shown in Figure 4.6. The observed behaviour is single exponential.




















 T1 = 2.8 s
Experimental
Fit
(a) The line is the fit of Equa-
tion 3.23 to the T1.


















 T2 = 2.00 s
Experimental
Fit
(b) The line is the fit of Equa-
tion 3.26 to the T2.
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(c) The line is the fit of Equa-
tion 3.33 to the D data.
Figure 4.6 Bulk water behaviour.
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Water in µ-Al2O3 The relaxation, T 1 and T 2, and diffusion, De  (1), values of pure water
imbibed in µ-alumina are shown in Figure 4.7. The fraction of the population of the sample
with a T 2 value of 0.005 s ± 0.001 is approximatively 91%. The remaining 9% have a T 2
relaxation rate of 0.10 s ± 0.01.




















 T1 = 0.26 s
Experimental
Fit
(a) The line is the fit of Equa-
tion 3.23 to the T1.
















.  T2 = 0.005 s and 0.10 s
Experimental
Fit
(b) The line is the fit of Equa-
tion 3.26 to the T2.
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(c) The line is the fit of Equa-
tion 3.33 to the D data.
Figure 4.7 The behaviour of water imbibed in µ-alumina.
Bulk Dodecane The relaxation, T 1 and T 2, and self-diffusion, D0, values of bulk dodecane
are shown in Figure 4.8. The observed behaviour is bi-exponential for the T 2 attenuation,
which could be explained by the existence of J -coupling. The fraction of the population of
the sample with a T 2 value of 0.49 s ± 0.03 is approximatively 71%. The remaining 29% has
a T 2 relaxation rate of 0.02 s ± 0.01.




















 T1 = 1.3 s
Experimental
Fit
(a) The line is the fit of Equa-
tion 3.23 to the T1.

















 T2 = 0.02 s and 0.49 s
Experimental
Fit
(b) The line is the fit of Equa-
tion 3.26 to the T2.
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. D =  8.510-10 m2 s-1
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(c) The line is the fit of Equa-
tion 3.33 to the D data.
Figure 4.8 The behaviour of bulk dodecane.
Dodecane in µ-Al2O3 The relaxation, T 1 and T 2, and diffusion, De  (1), values of bulk
dodecane imbibed in µ-alumina are shown in Figure 4.9. The observed behaviour is bi-
exponential for the T 2 attenuation. The fraction of the population of the sample with a T 2
value of 0.226 s ± 0.005 is approximatively 84%. The remaining 16% have a T 2 relaxation
rate of 0.091 s ± 0.001.
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 T1 = 0.65 s
Experimental
Fit
(a) The line is the fit of Equa-
tion 3.23 to the T1.

















 T2 = 0.091 s and 0.226 s
Experimental
Fit
(b) The line is the fit of Equa-
tion 3.26 to the T2.
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. D =  4.310-10 m2 s-1
Experimental
Fit
(c) The line is the fit of Equa-
tion 3.33 to the D data.
Figure 4.9 The behaviour of dodecane imbibed in µ-alumina.
PFG NMR
The experimental values reported in the literature for the self-diffusion coefficients at 25 °C
for bulk water and dodecane are 23 £ 10°10 m2 s-1 and 8.1 £ 10°10 m2 s-1 respectively
[186]. These compare well to the self-diffusion coefficients obtained for water and dodecane
of 21 £ 10°10 m2 s-1 and 8.5 £ 10°10 m2 s-1 respectively, reported in Table 4.3. Figures 4.7 c.
and 4.9 c. show the expected straight line on a semi-log scale, characteristic of free diffusion of
the pure, bulk liquids, not encountering any tortuosity from the porous medium. From these
D0 values, Equation 4.2 can be used to calculate the tortuosities that the liquids experience.
The tortuosity of the trilobes calculated for water is 1.8 ± 0.1, while the tortuosity based
on the diffusivities for dodecane is 2.0 ± 0.1. The slightly lower water tortuosity could be a
result of the disruption of the hydrogen bonding network, which reflects the effect of physical
interactions within the porous material in addition to the pore space structure [187].
The tortuosity of the porous alumina is similar for both liquids, within the range of uncer-
tainty. This strongly suggests that both water and dodecane can fill up all the pore system
and thus are not excluded from the tortuous pore geometry. When the liquids are adsorbed
in porous media, their diffusion behaviour is decreased due to the diffusion restriction that
the pore geometry and surface structure impose. For both liquids, the diffusivity decreased
by a factor 2 with respect to the bulk conditions in both cases due to the confinements effects.
2-component fits are applied for the curve fitting of water imbibed in alumina, dodecane
imbibed in alumina and for the bulk dodecane sample. The need for a 2-component fit can
arise by the potential presence of liquid on the outer surface of the trilobes, if the drying
procedure with the pre-soaked tissue was not done thoroughly enough. This could result in
having interpore and intrapore liquids, justifying the two components. This interpore liquid
was clearly visible in tiny amounts in one of the NMR test tube. In addition, a distribution
of pore sizes in the Æ-alumina trilobes could lead to 2-components.
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In Figure 4.10, the ST plots for pure water and dodecane imbibed in alumina are shown,
acquired with varying ¢, namely 50 and 90 ms for water and 50 - 150 ms for dodecane. For
both liquids, if the ¢ is varied, the data acquired for the signal attenuation aligns neatly onto
the same line and provides a value for the De  (1).
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4.5.2 Water/Dodecane Mixture Imbibed in µ-Al2O3
Relaxometry Experiments
In Table 4.4, the relaxation parameters for the water/dodecane binary mixture are tabulated.





Component T 1 [s] T 2 [s] T 1/T 2
Water 0.18 ± 0.01 0.0033 ± 0.0005 60 ± 5
Dodecane 1.25 ± 0.02 0.25 ± 0.06 5.0 ± 0.4
Dodecane - T1 and T2
For dodecane, the values in the binary mixture are lower than bulk dodecane, however they
are higher than bulk dodecane imbibed in the porous trilobes. The T 1 of dodecane in alumina
in the mixture of 1.25 s ± 0.02 is very comparable to the relaxation time of dodecane in the
bulk phase, 1.3 s ± 0.03. However, this value decreased to 0.65 s ± 0.01 for the pure liquid
in alumina.
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On the other hand, the T 2 values are not as similar for dodecane in the binary system
(0.25 s ± 0.06) and the bulk liquid (0.49 s ± 0.03 and 0.02 s ± 0.01). The T 2 values of
bulk dodecane in alumina are 0.091 s ± 0.001 and 0.226 s ± 0.005. This difference in trend
behaviour between the T 1 and T 2 of dodecane in binary phase and bulk dodecane might be
attributed to internal gradient effects in such heterogeneous systems, and as a consequence,
the T 2 measurements might have some inconsistencies.
Water - T1 and T2
As can be seen, in comparison with the values in Table 4.3, the relaxation times of water in
this binary system are quite similar to bulk water imbibed in µ-alumina, but much shorter
compared to pure, bulk water. The T 1 for water in the binary system is 0.180 s ± 0.01, in
comparison with 0.260 s ± 0.04 for the bulk imbibed system and 2.8 s ± 0.01 in the bulk,
non-porous phase.
The initial T 2 value of bulk water of 2 s ± 0.04, decreased to 0.005 s ± 0.001 and 0.01 s ± 0.01
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Figure 4.11 Plot for comparison of normalised T1 values for water ( and #) and dodecane (Á and
‰). The numerator consists of the T1 value for the respective liquid in the binary mixture. The






Figure 4.11 summarises all the normalised T 1 values for water and dodecane in their binary
mixture confined in µ-Al2O3, to get a better understanding of how the molecular surroundings
affect the relaxation rates of the individual species. The ratios are either normalised to the
T 1 value of the respective bulk liquids (empty symbols) or normalised to the single-phase
liquid imbibed in the µ-Al2O3 (full symbols). T 1 ratios < 1 indicate enhanced relaxation,
i.e. stronger molecular interaction, while the opposite is true for ratios > 1. Ratios = 1 (see
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dashed line as reference) indicate no relative T 1 variation. It is clear that the latter condition
is verified for dodecane in the binary mixture compared to bulk dodecane (‰). This suggests
that dodecane in the binary mixture is not much affected by the confinement nor by the the
presence of water. On the other hand, the ratio of T 1 of dodecane in the binary mixture over
that for the single phase dodecane, both imbibed in alumina (Á), is about 2. This indicates
that the interaction of dodecane with the surface of the alumina in the binary mixture is
much weaker than in the single-phase. This value shows that in the binary mixture the
presence of water partially shields the interaction of dodecane with the pore walls.
In contrast to the results for dodecane, water exhibits much faster relaxation, by a factor of 20,
in the confined, binary mixture (#) than in the bulk. In good agreement with the dodecane
behaviour, this seems to indicate that water acts as a surface-wetting specy while dodecane
would be in the bulk phase, more isolated from the surface, forming a pool in the centre of the
pores. This indicates the formation of emulsions in pores. In addition, the hydroxyl groups
present on the surface of the alumina supports are hydrophilic, supporting the statement that
water is interacting strongly with the surface. On the contrary, the hydrophobic dodecane
would not interact strongly with the alumina surface. This is also reflected by the T 1/T 2
parameter, indicative of the surface interaction strength, shown in Table 4.4: indeed water
has a T 1/T 2 coefficient of 60 while dodecane has a T 1/T 2 of only 5.
PFG NMR
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The diffusion data acquired using an APGSTE pulse sequence to obtain the two ST plots for
both components in the mixture of water and dodecane in µ-Al2O3 are shown in Figure 4.12.
In comparison with previous ST plots, the signal attenuation is remarkably lower in the
binary mixtures. If both attenuations are plotted in the same figure with the same axis,
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the water signal decays significantly faster. The very fast T 2 relaxation of water might
cause this phenomenon to occur, as the relaxation is taking place during the phase encoding
interval of the APGSTE pulse sequence. However, water has a diffusion coefficient De  (1)
of approximately 7 £10°10 m2 s-1, which is slightly lower than the coefficient measured for
pure water in µ-Al2O3.
On the other hand, dodecane has a De  (1) in the order of 10°13 m2 s-1 and 10°14 m2 s-1,
which is nearly three orders of magnitude lower than for bulk or imbibed dodecane. It
has been reported that in similar systems, significant signal of dodecane still survives at
g = 1000 G cm-1 [11]. The ST plot for dodecane in Figure 4.12 clearly indicates a non-ideal
diffusion regime. In addition, the b-values needed to obtain the decay are at least two
orders of magnitude different (ª 10°11 s m-2 versus ª 10°9 s m-2 in Figure 4.10). Figure 4.12
was obtained by superimposing two attenuations, acquired separately for water (4) and
dodecane (‰). This is permitted as water signal decays significantly faster.
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(a) ST plot for dodecane in the binary system
imbibed in alumina, with ¢ = 150 ms (3) or
¢ = 200 ms (4).
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(b) The same data set plotted in Figure (a) as
a function of ∞2±2g 2, with ¢ = 150 ms (3) or
¢ = 200 ms (4).




, comparing (a) a ST
signal decay to (b) the same data plotted independent of observation time ¢.
The ST plots obtained by APGSTE measurements at varying ¢ for dodecane in the water-
dodecane mixture in µ-alumina are shown in Figure 4.13a. The diffusivity of dodecane in
this binary mixture is particularly slow, especially in comparison to the bulk dodecane and
dodecane in µ-Al2O3. The non-linearity of the ST plot for dodecane could be caused by
non-ideal diffusion behaviour attributed to potential restricted diffusion phenomena. By
plotting the signal attenuation versus the b-factor, in Figure 4.13a, for two different ¢ values,
it can be observed that the PFG NMR response does not overlay on the same curve. In
addition, for longer observation times, the diffusion measured by this experiment seems to
decrease as ¢ increases. This trend could be indicative of restricted diffusion behaviour
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of dodecane, as discussed with Figure 4.3. This restrictive effect did not occur for water
or dodecane in alumina, as the values for varying ¢ aligned neatly in Figure 4.10. The
co-existence of water in combination with dodecane causes this feature to occur.
To further examine this restrictive diffusion, Figure 4.13a is plotted independently of ¢ in
Figure 4.13b, this is achieved by replacing the b-factor with the so-called q-factor, namely
∞2±2g 2, with the dimensions of m-2. The two datasets in Figure 4.13b behave very similarly.
From this figure it can be concluded that the dodecane signal decays independently of the
observation time ¢. This would suggest that dodecane is present in the form of droplets
in the pores, as no matter how long the diffusion is observed, the distance travelled by the
dodecane molecules and thus the signal attenuation obtained by PFG NMR is constant. This
is strongly indicating that dodecane is confined in an emulsion state within the alumina pores.
4.6 Discussion
Emulsions can be thermodynamically unstable liquid-liquid dispersions of two immiscible
fluids that can be further stabilised by the addition of surfactants or solid particles [188]. How-
ever, emulsions may also form spontaneously when the immiscible liquids in non-equilibrium
conditions are brought in contact. The phenomenon of spontaneous emulsification was first
discovered in 1879 by Johannes Gad [189].
Hydrocarbon-in-water emulsion phenomena are very common in petroleum engineering [190,
191]. Especially in porous media, it is of great importance for reservoir engineers to under-
stand how emulsions affect flow and pressure drop [192]. Emulsions are ubiquitous to oil
production operations when crude oil-in-water emulsions are injected into rock cores as a
method to increase oil recovery. Moradi et al. identified that such emulsions are an effective
technique to extract more heavy crude oil from sandstone [193]. These emulsions are formed
due to oil-water interactions whereby the oil migrates through rock cores or quartz sandpacks
in the form of dispersed droplets [194]. However, more detailed studies at the pore-scale are
required in order to obtain more reliable models describing emulsion formation and flow
through porous media [195].
To gain a better understanding on the fluid mechanics within the pores, emulsion formation
has often been simplified by using a two-phase model system in a transparent capillary tube.
An important obstacle when studying fluids in porous media is the ability to reproduce
the pore geometry and the surface forces of porous materials on lab-scale experiments [188].
Similar to this study, NMR diffusometry has allowed Tehrani-Bagha et al. to gain insights
into spontaneous emulsification in a ternary system of water/ethanol/toluene. It was reported
that a bimodal distribution of droplets was established: large, micrometer-scale droplets and
small droplets in the 100 - 400 nm range [196]. Tehrani-Bagha et al. observed from the
4.7 Conclusions 80
diffusometry data of the NMR signal corresponding to dissolved toluene that it was strictly
mono-exponential, which is typical for molecularly dissolved substances. However, in the
presence of emulsions, the signal decay of toluene was distinctly bi-exponential and the two
droplet sizes were calculated.
In line with this work, in most hydrophilic rock cores the surface is water-wetting and the
oil phase exists in the form of globules in the middle of the pores. A thin film of water
separates the rock surface from the oil phase [197]. Similar phenomena have been reported by
Payatakes et al., when oil ganglia formed in the presence of a pair of wetting and non-wetting
phases in water-wet porous media [198].
4.7 Conclusions
Finally, relaxometry and PFG NMR measurements were performed at ambient conditions
on pure, bulk liquids of water and dodecane, on the same pure bulk liquids imbibed in
µ-alumina and on binary mixtures imbibed in the same porous media. These techniques
were used to probe the mixtures to get a deeper understanding of the behaviour of liquids
formed during FTS. Obtaining this knowledge is crucial for future developments in the GTL
industry. The relaxation parameters strongly suggests that water is the surface wetting phase,
while dodecane is isolated from the surface. In the binary mixture, the dodecane experiences
restrictive diffusion, indicating the formation of a dodecane-in-water emulsion.
This Chapter lays the foundation for Chapter 5, investigating in greater detail the effects of
various parameters on droplet formation in a systematic approach.
Chapter 5
Detection of Emulsions - Effect of T ,
Pore Size, n-Alcohols and Fatty Acids
5.1 Introduction
Chapter 5 presents the outcome of a study on emulsion formation in Q-silica spherical beads
and FT Ru/TiO2 catalyst pellets. This builds onto the findings of Chapter 4, where the
formation of emulsions was qualitatively identified and in this Chapter the associated DSDs
are quantitatively determined. This is a systematic study on the phase behaviour of water
and dodecane in pores. Initially this investigates the effect of pore size (either 15 or 50 nm)
and temperature (20, 40 or 60 °C) on droplet formation and the relevant DSDs. In addition,
as during FT various oxygenates are produced, the effect of adding n-alcohols is studied
on emulsion formation. The objective is to understand the stabilising effect the aliphatic
tail would have on emulsion formation. Also, following up on Shell’s interest, the surface of
these hydrophobic samples was modified with a fatty acid. Subsequently, the effect of adding
stearic acid on the droplet formation was analysed.
The work described in this Chapter is thus far, to the author’s knowledge, novel as nobody
published work on exploring spontaneous oil-in-water emulsion formation inside porous media
with PFG NMR. Furthermore, the effect of stearic acid on preventing the droplet formation
inside Q-silica spheres observed with NMR is new.
The aim of this systematic study is to (i) develop a technique to detect emulsion formation
within porous catalyst and (ii) to study the emulsion DSD. By understanding the effect of
the various parameters, a deeper understanding of the diffusion behaviour of liquid mixtures
inside porous media can be obtained. By using industrially relevant catalysts and supports,
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by feeding liquid water and dodecane at ambient conditions, the intrapore liquid formation
is studied. Deionised water and dodecane act as model compounds for the stagnant liquid
layers produced during FTS, that are thought to be partially composed of hydrocarbons and
water.
5.2 Emulsions and Oxygenates Effect on Phase Behaviour
5.2.1 Emulsions
Emulsions are two-phase, colloidal systems typically consisting of discrete dispersions of
droplets of one liquid phase within another continuous liquid phase; the two phases are
thus immiscible. In the literature, the continuous phase is also referred to as the external
phase, dispersion medium or suspending medium. Emulsions can also be mixed with a third
component: an emulsifying agent. This emulsifier has two principal functions: (i) decrease
the interfacial tension between the dispersed and continuous phase, thereby facilitating the
emulsion formation and (ii) reduce the coalescence rate of the dispersed phase [199].
In order to create emulsions, the following three elements are usually mixed:
1. Two immiscible liquids, such as oil and water
2. An emulsifying agent
3. Sufficient turbulence or mixing energy to disperse one liquid into another





W/O emulsions are formed when the water droplets are dispersed throughout the oil con-
tinuous phase. O/W emulsions are formed when the oil emulsions are dispersed throughout
the water continuous phase, see Figure 5.1. Multiple emulsion is a complex system, whereby
W/O or O/W emulsions are dispersed in an additional immiscible phase. Multiple emulsion
includes water-oil-water (W/O/W) emulsions and oil-water-oil (O/W/O) emulsions [200].
IUPAC defines micro-emulsions as dispersions made of water, oil and surfactant(s). Micro-
emulsions tend to be both kinetically and thermodynamically stable, whereas nano-emulsions
are only kinetically stable [201]. They are transparent, isotropic, thermodynamically stable
systems with diameters varying approximately between 10 - 50 nm. Nano-emulsions are typi-
cally transparent systems, mostly covering the size range between 50 - 200 nm. The droplets
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of emulsions usually exceed 0.5 µm in diameter so that they are visible under the optical
microscope. Nano-emulsions and micro-emulsions are very alike. However, nano-emulsions









Figure 5.1 Different type of emulsion. Adapted from [200].
There are several methods to enable emulsification: (i) low agitation energy, (ii) static mixers,
(iii) general stirrers, (iv) high speed mixers, (v) colloid mills, (vi) high pressure homogenisers
and (vii) ultra-sound generators. Emulsions can be prepared in a continuous or batch-wise
method.
An important parameter that describes the rate of droplet deformation is the Weber number,
W e . This parameter represents the ratio of the external stress G¥ over the Laplace pressure.
G is the velocity gradient and ¥ is the viscosity, see Equation 5.1. The droplet deformation
increases if the Weber number increases. In order to produce small droplets, one requires
high rates of stress and shear. Therefore, to produce nano-emulsions more energy is required





An overview of the key characteristics of emulsions, micro-emulsions and nano-emulsions is
provided in Table 5.1.
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Table 5.1 Overview of key parameters when describing emulsions. Adapted from [203].
Parameters Emulsion Micro-emulsion Nano-emulsion
1. Particle Size >500nm 1 - 200 nm 1 - 200 nm
2. Formation Mechanical shear Self assembly Mechanical shear
3. Thermodynamic stability Unstable Stable Unstable
4. Kinetic stability Stable Stable Stable
5. Phases Biphasic Monophasic Monophasic
6. Viscosity High Low Low
7. Preparation cost High Low High
8. Interfacial tension High Ultra low Ultra low
9. Formation methods Gum method Titration High Energy
5.2.2 Effect of Surfactants on Emulsion Formation
An emulsion consists of an oil-soluble portion and a water-soluble fraction. Due to its special
structure, a surfactant is a substance that reduces the surface or interfacial tension of the
fluid in which it is dissolved by enabling an easier formation of an extended interface. The
interfacial tension æab between pure water and an oil is about 50 mN m-1. The addition of
an amphiphile leads to a strong decrease of æab . This surfactant has to have an amphipathic
structure possessing both hydrophilic and lipophilic properties, a monolayer orientation at
fluid interfaces and it should adsorb at interfaces. A surfactant molecule is made up of
two main groups, a hydrophilic head and a lipophilic carbon chain [204]. The balance of
the head group and carbon chain tail determines which phase the surfactant molecule will
dissolve into more easily. If the head group is dominating, the surfactant as a whole will be
more water soluble, or vice versa. This balance is called the hydrophilic-lipophilic balance
(HLB). When the emulsifier is a surfactant, the HLB number can be used to determine its
ability to stabilise water-in-oil (low HLB, more hydrophobic) or oil-in-water (high HLB, more
hydrophilic) [205, 206].
If two immiscible liquids such as oil and water are mixed together and subsequently mechan-
ically shaken, they tend to form two distinct layers. However, if a surfactant is added to this
mixture to lower the interfacial tension between the oil and water layers, this will result in one
of the liquids being dispersed in the other, thus producing an emulsion, see Figure 5.2. The
formation of emulsions can be explained via two different theories: (i) thermodynamics or
(ii) solubility mechanisms. Firstly, thermodynamically, the formation of emulsions is mainly
governed by interfacial surface forces. The Gibbs free energy of the system during droplet
formation from a bulk liquid, ¢G, can be described according to ¢A, ∞12, T and T¢S. These
are described in Table 5.2 below.
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¢G =¢A∞12 °T¢S (5.2)
n S⌦ Sn (5.3)
Usually, emulsion formation is a non-spontaneous process whereby ¢G > 0 indicating that
¢A∞12 ¿ T¢S, see Equation 5.2. However, the energy required for emulsification tends to
be orders of magnitudes larger than the thermodynamic energy (¢A∞12) for creating a new
surface [204]. This requirement can be lowered by the addition of a surfactant.
Figure 5.2 Formation of an emulsion in the presence of a surfactant. Reproduced from [204].
Secondly, the formation of emulsions can also be understood using solubility mechanisms.
Solute molecules can aggregate to form clusters, also known as micelles which are also seen in
Figure 5.2. If the number of amphipathic species is represented by S, this aggregation process
can be described by Equation 5.3 where Sn are the micelles with n degrees of aggregation.
Clusters tend to form spontaneously if the surfactant concentration is equal or above the
threshold surfactant concentration, also known as the critical micelle concentration (CMC).
Solutes that would normally be insoluble or only slightly soluble in water dissolve extensively
in surfactant solutions if the surfactant concentration is above this CMC.
Table 5.2 List of quantities with their description and unit appearing in the thermodynamic formation
of emulsions.
Symbol Description Unit
¢A increase in interfacial area due to the formation of droplets [m2]
∞12 interfacial tension between the two liquids [kg s-2 m-1]
T temperature [K]
T¢S entropy contribution resulting from formation of droplets [kg m2 s-2]
S number of amphipathic species [-]
n degrees of aggregation for amphipathic species [-]
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5.2.3 Droplet Sizes
Droplet sizes of emulsions depend on a number of factors such as (i) the type of oil, (ii) interfa-
cial properties of the oil-water system, (iii) surface-active agents present (added or naturally
occurring) and (iv) nature of the porous material. Emulsion DSDs can be changed by
varying the concentration of a surfactant added to the oil, as shown in Figure 5.3 [207, 208].
Similar results were obtained for colloidal metallic systems that were stabilised using different
surfactants such as organic thiols, carboxylates, poly(acrylic acid), oleic acid, phosphonates,
and trioctylphosphine [209].
Figure 5.3 Size distribution of emulsions prepared from Richfield-Kraemer crude oil, water and
dispersant NI-W containing NaOH. Oil content of emulsion was 60%. Reproduced from [207].
5.2.4 Oil
According to Strassner approximately 67% of world’s crude oil is produced in an emulsion
state. The viscosity and interfacial tension play very important roles in the in situ formation
of emulsions in porous materials [210, 211]. The concentration and type of emulsifier greatly
determines the amount of reduction of interfacial tension. Peake and Hodgson reported that
oil soluble organics acids such as fatty acids contribute to emulsification [212, 213]. Soo
and Radke have studied the flow mechanisms of dilute, stable emulsions with a mean DSD
ranging from 1 to 10 µm in fine grained porous sandpacks of Berea sandstone [214]. They
observed oil-in-water emulsions in porous media when mixing refined mineral oil with sodium
oleate and oleic acid for stabilisation.
A method predicting the spontaneous formation of emulsions in partially miscible ternary
system phases is described by Ruschak and Miller [215, 216]. Three toluene-water systems
mixed with either ethanol, propanol or propionic acid were investigated. Ethanol was present
in higher concentration in the aqueous phase. Propanol was present in higher concentration
5.2 Emulsions and Oxygenates Effect on Phase Behaviour 87
in the toluene-rich phase. And finally propionic acid was present in about equal concentration
in the two phases.
Rang and Miller investigated the phase behaviour and spontaneous emulsification of n-
hexadecane/oleyl alcohol/C12E6 mixtures at 30 °C [217]. One main feature of this experiment
was that the presence of an alcohol of intermediate chain length with a high enough solubility
in water. This alcohol was transferred from the oil phase to water at a fast rate and thus
resulted in the oil phase continuously becoming more hydrophobic and eventually being
supersaturated in oil. This would allow the nucleation of oil drops to occur [217]. In
practice the process is termed self-emulsification. Rang and Miller also established that
their emulsification process only yielded small oil droplets when the initial oil phase was
completely converted to a micro-emulsion that had become supersaturated in oil. However,
for the particular system investigated these conditions occurred when the alcohol-to-oil ratio
was close to the excess oil phase in equilibrium with a micro-emulsion and when surfactant
concentration was high enough. It was found that small oil droplets had diameters in the
order of 1 µm.
Fukuda et al. studied micro-emulsion formation of hydrocarbon and water solutions mixed
with an alkyl polyglucosides and alkyl glycerol ether. In addition, the NMR self-diffusion was
investigated [218]. However, for some daily commercial applications it is required to produce
emulsions with very small drops without intensive stirring or mixing. One possible method
to achieve this is to select initial compositions of oil and water phases such that small drops
form spontaneously when the phases are brought into contact with no externally applied
agitation.
5.2.5 Phase Behaviour of Ternary Mixtures of Water, Oil and a Surfactant
Micro-emulsions are generally thermodynamically stable, transparent and have a low viscos-
ity. In addition, they are isotropic dispersions consisting of oil and water stabilised by an
interfacial film of surfactant molecules [219]. Micro-emulsions have a very small droplet size
because of their ultra-low interfacial tension between the oil and water phases. This is due
to the presence of surfactant molecules which intercalate between the surfactant molecules
at the oil-water interface [220].
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It appears that spontaneous emulsification in ternary mixtures can be produced by three
different mechanisms. Two of these involve mechanical breakup of the interface but can be
attributed to two different reason: (i) a result of an intense interfacial turbulence or (ii) the
existence of negative values of interfacial tension. The third mechanism is called “diffusion
and stranding” and is completely different as it involves a chemical instead of a mechanical
instability. In this final mechanism, local supersaturation regions occur that can be produced
by the diffusion process. As phase transformation occurs between these regions, emulsion
droplets are therefore formed [221], see Figure 5.4.
Figure 5.4 Partial phase diagrams of the system butanol / IPM / water showing stable oil-in-water
micro-emulsion (me), gel (g), monophasic turbid (t), unstable emulsion (e) and isotropic (L2) regions.
Reproduced from [220].
5.2.6 Effect of the Silica Surface Chemistry
Emulsions which in the presence of solid particles can be stabilised are named after S. Pick-
ering. He discovered that coalescence of droplets is suppressed when solid particles are
adsorbed at the oil-water interface. It is widely accepted that this suppression in coalescence
is a kinetic effect caused by a two properties: (i) the formation of a rigid interfacial film
and (ii) the increase in viscosity of the continuous phase [222, 223]. As shown by Shen and
Resasco, they produced emulsions of water and various organic phases which were stabilised
by carbon nanotube-silica particles. They modified the type of emulsion from w/o to o/w,
so different types of liquid biphasic reactions could be carried out. By depositing different
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catalysts on either side of the interface, they could selectively convert functional groups of
molecules that are water-soluble or oil soluble at the same time in a selective manner.
This phase selectivity might allow one to work with complex mixtures and selectively hydro-
genate water-soluble molecules in the aqueous phase in the presence of oil-soluble molecules
that one does not want to hydrogenate. Working with emulsions, one can have the added
benefit of catalytically converting at the interface molecules that are soluble in one phase
so they become insoluble products in that phase and migrate to the other phase for easy
separation [223, 224].
Aggregation of particle-stabilised droplets may occur due to interactions between particles
adsorbed on different drops or where adsorbed particles act as bridges between droplets.
Assuming that the extent of surfactant adsorption is lower on the larger silica particles,
which would reduce the extent of particle adsorption onto the drop surfaces, it is possible
that the larger particles bridge the droplets to stabilise the oil-water interface created during
emulsification [225].
Nanoparticles can be used as emulsifiers for the stabilisation of Pickering emulsions. Nanopar-
ticles are dispersed in the water or oil phase in the same way as an emulsifier is dissolved
in one of the phases. These nanoparticles are one type of additive which can be used to
populate the liquid-liquid interface formed during homogenisation. Although the interfacial
tension is probably unaffected by particle adsorption, the area of the bare oil-water interface
is reduced, which lowers the amount of energy required to form the interface.
The free-energy change associated with the transfer of an isolated, spherical particle from a
bulk water or oil phase to a planar oil-water interface is at a maximum for a particle which is
wet to an intermediate extent by both liquid phases. Such particles are effectively irreversibly
adsorbed at the liquid-liquid interface and, if the drops are covered sufficiently, are responsible
for sterically hindering drop coalescence, thus stabilising the emulsion. The type of drops
formed (oil or water) is primarily determined by the wettability of the particles [225]. Many
researchers have been focussing on investigating the formation of solid-stabilised emulsions
of oil and water [226].
Figure 5.5 presents the DSDs of a water continuous emulsion for different oil volume fractions.
As the oil volume fraction increases, the drop population shifts towards the larger diameters.
Since the particle concentration in the system falls progressively, it seems that the addition of
extra oil increases the interfacial area which may not be sufficiently covered by the available
particles. Thus, the droplet size increases as the drops coalesce [227–231].
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Figure 5.5 Drop size distributions for emulsions of PDMS and 10-2 M NaCl stabilised by 0.7 wt%
hydrophobic silica in the aqueous phase formed as the oil volume fraction was increased continuously
between 0.1 (o/w, dotted line), 0.4 (o/w, dashed line), and 0.6 (w/o/w, full line). In the emulsion,
the size of the oil globules was measured. Notice the narrowing of the distribution with increasing oil
content. Reproduced from [222].
5.2.7 Oxygenates Derived from FT
Oxygenates are organic oxygen compounds or common oxygenated hydrocarbon derivatives.
The main oxygenate classes are alcohols, carbonyls and carboxylic acids. During FTS,
synthesis gas (H2 and CO) is converted into a mixture of (i) hydrocarbons, (ii) oxygenates,
(iii) water and (iv) carbon dioxide. During LT-FT, n-paraffins and n-olefins are the main
products of the LT-FT synthesis but side-products like oxygenates and branched compounds
can also be obtained [232]. The combined amount of oxygenates produced during FTS varies
between 0 to 15%, depending on the type of catalyst used and other process conditions [233].
The hydrocarbon and oxygenate fraction is commonly referred to as the synthetic crude oil
or syncrude. This syncrude, just like conventional crude oil, has to be further processed and
refined in order to produce useful products, such as transportation fuels and chemicals. It
has been reported that oxygenates do not have a great effect on the conversion during FTS
but can be more problematic during the subsequent processing of FT waxes.
5.2.8 Further Treatment of FT Wax Containing Oxygenates
During further processing of FT waxes, metallic catalysts are generally used. During this
transformation, the oxygenates tend to have a higher polarity and thus interact stronger with
most refining metal catalysts. The presence of oxygenates in the FT effluent can significantly
alter the catalytic properties of such bifunctional catalysts. The oxygenates can for example
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change the balance between the acidic and the hydrogenation/dehydrogenation function and
may thus lead to catalyst inhibition [47].
Furthermore, oxygenates are reactive molecules and they may also cause unwanted side-
reactions. For example, during hydrocracking of FT wax, 1-decanol can easily be decomposed
into water and C10 alkanes. It has been argued that the main effect of 1-decanol (or
even water) is to adsorb on the acidic sites of the silica-alumina while competing with the
alkenes intermediates. This would in turn reduce the number of acidic sites available for the
hydrocracking reaction and therefore decrease the activity of the catalyst [232].
Oxygenates formed as by-products of FT syntheses can be transformed into other FT derived
oxygenates instead of treating them as unwanted chemicals. One-step direct synthesis of ethyl
acetate from ethanol is feasible with the use of some heterogeneous catalysts through various
hydrogenation reactions [234]. For FT, syncrude refining performed with oxygenate-free feed
materials, the catalyst life cycle can extend up to 1 year. But with oxygenates present in the
feed, that lifetime is reduced to a mere 1 - 2 months. The main cause of catalyst deactivation
is the formation of carbonaceous deposits, or also known as coke. The production rate of
coke is higher at more elevated operating temperatures. The presence of oxygenates requires
the operating temperatures to be higher and therefore the coke production is even more
pronounced [235, 236].
5.2.9 FT Performed in an Emulsion System
Investigating the flow of water-oil mixtures through rocks is important to better understand
the flow behaviour. It has been reported that long-chain hydrocarbons such as wax formed
during FTS reaction generally contain water and trace amounts of oxygenates which are
conducive to the formation of macro-emulsions of wax products. A novel reaction system
for FTS was designed by D. Resasco et al. in which metal-doped carbon nanotubes simul-
taneously (i) stabilise emulsions due to their amphiphilic nature and (ii) catalytic reactions
at the water/oil interface [237]. In this process, an emulsion acts as the reaction system to
perform FT with a Ru catalyst while water and decalin are present as the reaction medium.
The nanohybrid particles at the water/oil interface facilitated and stabilised the formation
of a water-in-oil emulsion, giving rise to an oil emulsion/water trilayer liquid structure. FTS
which occurred in the emulsion phase had a much higher conversion rate than FTS performed
in oil single-phase reactions, still yielding products with an ASF distribution. Hydrocarbons
enriched in alkanes migrate to the top oil phase, while short alcohols remain in the bottom
water phase.
Performing FT in an emulsion system provides important advantages, such as (i) increased liq-
uid/liquid interfacial area that consequently means (ii) faster mass transfer rates of molecules
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between the two phases, (iii) effective separation of products from the reaction mixture
by differences in the water-oil solubility, and (iv) significant changes in product selectivity
that can be adjusted by modifying the emulsion characteristics [238, 239]. Very similar
results were observed by Zapata et al. when studying the condensation and hydrogenation
of biomass-derived oxygenates in water-in-oil emulsions stabilised by hybrid catalysts. The
possibility of maximising the selective conversion of molecules present in each of the phases
(phase-selectivity), and the direct partitioning and separation of molecules based on differ-
ences in relative solubilities were observed [240].
5.3 Experimental
5.3.1 Experimental Plan and Systems Studied
In the first part of this systematic study, the goal is to identify oil-in-water droplets and study
the effects of temperature and average pore size of the support. To understand these effects on
an oil-in-water emulsion formation, the following systems were studied, see Table 5.3. Firstly,
porous CARiACT Q-silica spheres with an average pore size of 15 and 50 nm were imbibed in
(i) water, (ii) dodecane and (iii) water/dodecane to study emulsion formation at 3 different
temperatures (20, 40 and 60 °C) and analysed using PFG NMR diffusion experiments.
Table 5.3 The various systems studied during the experiments: (i) bulk liquids, (ii) bulk liquids in
silica spheres and (iii) binary mixtures in the same spheres.
System
Q-15 silica Q-50 silica No support
W D W-D W D W-D Water (W) Dodecane (D)
T
[°C
] 20 X X X X X X X X
40 X X X X X X X X
60 X X X X X X X X
In the second section of this project, Q-silica supports were also submerged in various mix-
tures of water-dodecane with an n-alcohol (ranging between ethanol, butanol and heptanol).
Furthermore, stearic acid was used to chemically modify the surface. In Table 5.4, a summary
is provided of all systems studied: (i) single component liquids, (ii) binary mixtures of
water and dodecane, (iii) ternary mixtures of water-dodecane with an n-alcohol, (iv) ternary
mixtures of water-dodecane with stearic acid and finally (v) Ru/TiO2 FTS catalyst pellets.
These porous media studied for these systems were either Q-silica beads or the real FT
catalysts. Initially, the Q-silica supports were chosen as they have very distinct pore size
distributions. Subsequently, the same mixtures were studied in the Ru/TiO2 pellets to ensure
that under FTS, same behaviours could be examined.
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All systems where emulsions were detected are marked with a V and the opposite is true
for those marked with a X. From this table it is clear that water and an alkane are needed
together in a hydrophilic environment to provide emulsions. In single component mixtures
or supports with a hydrophobic environment, due to addition of stearic acid acting as a fatty
acid, no emulsions were observed.
Table 5.4 The complete overview of various systems studied during the experiments: (i) V indicate
systems where emulsions were observed and (ii) X refers to mixtures without emulsion detection. OH
and FA refer to n-alcohol and fatty acid respectively.
System Water (W) Dodecane (D) W-D W-D-OH W-D-FA W-D-OH-FA
1. Q-15 or Q-50 Silica X X V V X X
2. TiO2 and Ru/TiO2 X X V
5.3.2 Materials and Chemicals
The spherical Q-15 and Q-50 beads are catalyst supports supplied by Fuji Silysia Chemical,
Ltd. These bare supports have a very precise pore size distribution, of 15 and 50 nm
respectively, and particle size, ranging between 0.7 - 4.0 mm. Both the bare TiO2 and
Ru/TiO2 were supplied by Shell and have a pore size of 28.9 nm. Deionised water was
produced at the MRRC by using a laboratory purification unit (Purelab Option DV 25,
ELGA Process Water) and dodecane (> 99%, pure) was obtained from Acros Organics. All
other chemicals (n-alcohols and stearic acid) were obtained from Alfa Aesar. In Table 5.5 all
materials for this projects are summarised.
Table 5.5 List of components and materials used in this experimental study.
Component Description Supplier
deionised water Purelab Option DV 25 MRRC
dodecane > 99%, pure Acros Organics
1-methanol > 99%, pure Alfa Aesar
1-ethanol > 99%, pure Alfa Aesar
1-butanol > 90%, pure Alfa Aesar
1-heptanol > 90%, pure Alfa Aesar
stearic acid > 98%, pure Alfa Aesar
Q-15 silica CARiACT spherical beads support Fuji Silysia, Ltd.
Q-50 silica CARiACT spherical beads support Fuji Silysia, Ltd.
TiO2 bare FT support Shell Global Solutions
Ru/TiO2 1 wt% Ru FT catalyst Shell Global Solutions
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5.3.3 Sample Preparation
Prior to any measurements, all the spherical beads were dried overnight for approximately
8 hours at 105 °C, to make sure any physisorbed water would be removed as much as possible
from the pores [184]. Subsequently, the supports were soaked in either water or dodecane,
according to the measurements, for 24 hours at ambient conditions, to achieve complete
saturation of the pores [185]. To obtain binary mixtures in the pellets, the beads were first
saturated in a beaker with dodecane. 60 minutes before the measurement, the pellets were
removed from the dodecane and in a separate beaker, the pellets were submerged in water.
Ternary mixtures of dodecane with water and n-alcohols were prepared by submerging the
dodecane pre-saturated pellets in a mixture of water (20vol%) and surfactant (80vol%). This
could either be n-ethanol, n-butanol or n-heptanol. These alcohols were chosen for their
different solubilities in water. Ethanol is known to be infinitely soluble, whereas butanol and
heptanol have a solubility of 9 and 0.2g/100g of water respectively [241]. Unfortunately the
range of water soluble n-alcohols is limited. Finally, the beads were removed from the bulk
liquid and dried using a pre-soaked tissue to ensure that any residual bulk, interparticle fluid
on the surface of the beads was removed as much as possible.
To chemically modify the surface of the Q-silica beads, the porous pellets were immersed for
2 hours in a mixture of n-octane and stearic acid (mass ratio 9:1) at 90 °C in a sealed container.
Subsequently, for 12 hours the, n-octane was allowed to evaporate at room temperature in
an open container. Finally, just as in the binary mixtures procedure, the pellets were then
soaked in dodecane first followed by water to obtain dodecane and water imbibition. This
procedure is based on the recommendation of the collaborators from Shell who suggested to
use n-octane to solubilise stearic acid.
Thereafter those beads were placed in a 5 mm NMR tube with a minuscule solvent-soaked
paper in the cap. This was done to ensure minimum evaporation from the pellets and to
obtain a saturated vapour inside the tube. All of the NMR measurements were performed
on a Bruker DMX 300 MHz vertical bore superconducting magnet controlled with an Avance
console. For the temperature control of the PFG probe, a 800 L/h air flow rate was used.
Equation 5.4 is obtained empirically and used to obtain the set point (SP) of the temperature
control system for the experimental temperatures of 20, 40 and 60 °C.
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Figure 5.6 The sample preparation method per system: single component, binary, ternary and
chemically modified samples.
5.3.4 NMR
The inversion recovery pulse sequence was used to measure T 1, while the CPMG pulse
sequence was implemented to obtain T 2. Diffusion measurements were performed using
the APGSTE pulse sequence to minimise the effect of background radiation and internal
gradients in the porous system. The diffusion probe with a 10 mm coil was used as this also
gives temperature control, with a gradient set reaching a maximum magnetic field gradient
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of 1000 G cm-1 in the z -direction. Diffusion measurements were carried out by varying ± or
¢ with a gradient ramp time of 0.15 ms and with a gradient stabilisation time of 0.5 ms.
A homospoil gradient of 100 G cm-1 with a duration of 5 ms, to destroy any remaining
transverse magnetisation, was applied. The maximum magnetic field gradient varied was
usually extended between 200 and 1000 G cm-1. In addition, ¢ was 50 ms for pure, bulk
liquids, while for bulk liquids and binary mixtures imbibed in porous media, ¢ ranged between
50 and 500 ms. Finally, the experiments were averaged over 8 scans to increase the SNR ratio
and to accommodate the complete phase cycle of the sequence. It is important to note that
all standard errors are quoted using a 95% confidence interval for each relaxation or diffusion
value. Typical pulse parameters for the diffusion measurements on the binary mixtures are
listed in Table 5.6.
Table 5.6 Pulse parameters and delays used in the diffusion experiments on the mixtures.
Variable Description Unit Value
D1 Delay 1 [s] 5
P1 90± high power pulse [µs] 11.5
PL1 Power level [dB] 6
RG Receiver gain [-] 8
Gradient ramp time [ms] 0.15
Gradient pulse stabilisation time [ms] 0.5
Repetition time [ms] 3000
¢ Observation time [ms] 5-500
± Gradient pulse duration [ms] 1-5
NS Number of scans [-] 8
TD Time domain size [-] 4096
Homospoil gradient strength [G cm-1] 100
Homospoil duration [ms] 5
Gmax Max. field gradient strength [G cm-1] 200-1000
5.4 Data Analysis
5.4.1 Sensitivity Analysis: Effect of Integration Methods
This section discusses how the data is analysed in MATLAB® R2015b using a personalised
script to perform the following steps:
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1. Automatic phase correction for each individual spectrum
2. Perform a baseline correction to each individual spectrum
3. Plot the processed, non-deconvoluted peaks of both water and dodecane together
4. If chosen, deconvolute peak 1 (water) and peak 2 (dodecane)
5. If chosen, perform curve-fitting to peak 1 and peak 2
6. Integrate area: the normal spectrum (Step 3) or deconvoluted peak (Step 4)
7. Calculate maximum intensity and normalise this value
8. Plot the diffusion data
9. Fit the diffusion data to ST equation
10. Extract the fitting coefficients and obtain self-diffusion coefficient
In this Section, three different analysis methods of the water signal are discussed. The three
different methods differ only in Steps 3 and 6 from above. All the other steps are kept similar
throughout the different methods. It should be mentioned that the water and dodecane peak
have a peak separation of approximately 3.4 ppm relative to the 1H resonance of TMS
and therefore are arguable well enough separated not to require any peak deconvolution.
The water and dodecane peak overlap minimally, and therefore their respective influence is
negligible.
In order to assess the quality of the different ways of analysing the PFG NMR data, the data
is processed using the three methods. The ST results of the water signal in the binary system
of water-dodecane imbibed in Q-15 silica at 20 °C are obtained for a signal attenuation to
0.1% of the original signal and the self-diffusion coefficients of water are calculated.
The three analysis methods are listed below. Only the water signal is analysed and discussed
here. However, the same method is applied to the dodecane signal and very similar results
are obtained. The same conclusion applies for both signals and therefore only 1 water signal
case is discussed.
1. Integrate the area underneath the deconvoluted peak and use a normal baseline cor-
rection for both peaks. This correction is performed by averaging the baseline and
subtracting it from the processed spectrum.
2. Integrate the area underneath the deconvoluted peak but apply a baseline correction
only applicable for the water peak. The deconvoluted fitted peak will match the water
peak much better using this method, see Figure 5.8a.
3. Integrate the area underneath the normally processed, non-deconvoluted peak assuming
the 3.4 ppm peak separation is sufficient.
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In Figure 5.7a one can observe that the deconvoluted peak of water ( ) does not fit 100%
well but on the contrary the dodecane ( ) does. The deconvoluted water peak is fitted
and used to integrate the water signal. Figure 5.7b shows the signal attenuation and the fit
to the diffusion data accordingly. A nearly perfect fit is obtained resulting in a De  (1) =
1.35 ± 0.1 £ 10°9 m2 s-1.
-20246810















(a) 1NMR spectra of the binary system of water
and dodecane. The normal spectra ( ), the
deconvoluted peaks of water ( ) and dodecane
( ).
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(b) ST plot for water signal in the bi-
nary system of water-dodecane imbibed in Q-
15 silica at 20 °C, resulting in De  (1) =
1.35 ± 0.1 £ 10°9 m2 s-1.
Figure 5.7 Results of method 1 for analysis of spectra of binary mixture of water-dodecane / Q-15
with ± = 1 ms and ¢ = 100 ms.
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(a) 1NMR spectra of the binary system of water
and dodecane. The normal spectra ( ), the
deconvoluted peaks of water ( ) and dodecane
( ).
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(b) ST plot for water signal in the bi-
nary system of water-dodecane imbibed in Q-
15 silica at 20 °C, resulting in De  (1) =
1.30 ± 0.1 £ 10°9 m2 s-1.
Figure 5.8 Results of method 2 for analysis of spectra of binary mixture of water-dodecane / Q-15
with ± = 1 ms and ¢ = 100 ms.
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In Figure 5.8a it can be seen that the deconvoluted peak of water ( ) does fit very well to
the original water peak ( ). This is logical as only the water peak was used for the baseline
correction and phasing, neglecting the dodecane peak. As a consequence, the dodecane peak
( ) does not match the original peak well. In this method the new deconvoluted water peak
is used to integrate the water signal. Figure 5.8b shows the signal attenuation and the fit to
the diffusion data accordingly. For the second analysis method the data points in the very
low SNR region fluctuate greatly and deviate from the fit. The De  (1) obtained for this fit
equals 1.30 ± 0.1 £ 10°9 m2 s-1.
-20246810















(a) 1NMR spectra of the binary mixture of water
and dodecane. The normal spectra ( ) and the
sum of deconvoluted water and dodecane peaks
( ).
0 2 4 6 8

















(b) ST plot for water signal in the bi-
nary system of water-dodecane imbibed in Q-
15 silica at 20 °C, resulting in De  (1) =
1.33 ± 0.1 £ 10°9 m2 s-1.
Figure 5.9 Results of method 3 for analysis of spectra of binary mixture of water-dodecane / Q-15
with ± = 1 ms and ¢ = 100 ms.
Figure 5.9a is the same as Figure 5.7a, except the sum of the deconvoluted peaks are shown
( ) in comparison to the original peaks of water and dodecane ( ). This analysis method
does not integrate the area underneath the deconvoluted water peak, but only integrates
underneath the original water peak ( ) on the left hand side. Figure 5.9b shows the signal
attenuation and the fit to the diffusion data accordingly. Using this third analysis method
there is a slight deviation from the fit starting halfway through the gradient steps. The
De  (1) obtained for this fit equals 1.33 ± 0.1 £ 10°9 m2 s-1.
As can be seen from all the fits to the diffusion data, method 1 clearly has the best fit. In addi-
tion, the variation in self-diffusion coefficient obtained vary between 1.30 and 1.35 £ 10°9 m2 s-1,
which is only a 3 % difference. It can therefore be concluded that the three methods give very
similar diffusion coefficients. For all future diffusion data processing, method 1 is chosen.
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5.4.2 General NMR Restricted Diffusion Methods
There are two general approaches to interpret the signal loss for the case of restricted
molecular diffusion in a spherical emulsion droplet to extract droplet size radius a. They
are presented below.
1. Gaussian Phase Distribution Model (GPDM) This was formulated by Murday and Cotts,
[242], and assumes that the NMR signal phase distribution of the signal can be described
using a Gaussian shape. This is the most commonly used model of restricted diffusion
within emulsion droplets to enable droplet sizing. An emulsion consists of droplets with a
distribution of radii. The NMR signal attenuation observed is a volume-weighted average of
the attenuations due to the range of droplet sizes [243]. The NMR attenuation due to the

























(Æa) =Æa J 5
2
(Æa). (5.6)
2. Short Gradient Pulse Method (SGPM) This model is also commonly used in NMR droplet
size measurements and assumes that the duration of the applied field gradient, ±, tends to zero
[244]. Balinov et al. considered the relative accuracy of the SGPM to size emulsion droplets by
comparing their predictions against numerical random walk simulations of diffusion restricted
to a spherical cavity. Their conclusion was that for this methodology the error in the predicted











































This equation can be reduced for the case of an infinite ¢ to:














The only free parameter is the radius droplet, a, and all the other variables are determined





The experimentally observed NMR attenuation < R(¢,±) > can be expressed in terms of the










where P (a) is the DSD and the factor a3 reflects that the NMR intensity is proportional to
the number of protons. The functional form of P (a) is not unique. Packer and Rees adopted
a log-normal function [168, 246]:









By fitting the NMR data, Packer and Rees were able to extract the parameters ª and æ and
hence obtain the size distribution of the water droplets in their emulsion samples [246].
5.4.3 Alternative Methods for Droplet Size Distributions
1) Emulsion droplet sizing via PFG NMR is conventionally a time consuming measurement,
with typical acquisition times ranging from 5 - 120 minutes. A much faster variant of the
stimulated echo pulse sequence is the Difftrain. This relies on a train of signal acquisitions
following one single excitation in which ¢ is gradually increased. The total acquisition time
can be about 4 s [247].
2) Another method of using NMR for emulsion droplet sizing is based on T 2 relaxation of the
dispersed droplet phase molecules. The value of T 2 for the dispersed phase can be related












If this condition is met, a distribution of droplet sizes will result in a distribution of T 2.
5.4 Data Analysis 102
5.4.4 Droplet Size Distribution Regularisation Method
As Equation 5.9 is not known as an analytical function, but rather as a discrete set of
measurements contaminated with experimental error, it is not possible to extract directly
P (a). However, it is possible to solve Equation 5.9 without using prior knowledge about the
functional form of P (a) by employing Tikhonov regularisation techniques, see [170].
The denominator in Equation 5.9 is a constant for a given emulsion and hence neglecting it,




R(gi , a j )P (a j )± j , (5.12)
where bi is the i th attenuation reading corresponding to a gradient field strength of gi . The
matrix R represents the value of the attenuation for discrete values of g and a, multiplied by
a
3. Equation 5.12 can thus also be rewritten in matrix algebra as:
b = RP. (5.13)
Such linear algebra systems can be solved by finding P such that a certain quantity, H , is
minimised:
H =minkRP - bk2 . (5.14)
Two general issues with this regularisation method are that (i) noise in b could cause large
fluctuations in the solution P and (ii) that P could become very oscillatory. To overcome
both issues, a penalty function to increase the smoothness is added to Equation 5.14:
H =min
©
kRP - bk2 +∏2 kLPk2
™
. (5.15)
This Equation 5.15 can be divided into two terms; the first (kRP - bk2) known as the residual
norm indicates how close P is to the true solution. The second term (kLPk2) determines the
value of the penalty function and therefore represents the smoothness of the function. ∏ is a
regularisation parameter used to control the extend of smoothing the solution. Finally, L is
the operator which is used to regulate the smoothness criterion and is based on the second
derivative of P. A high value of ∏ will result in a very smooth solution, while on the contrary
low ∏ values will create more exact solutions to the analytical problem. Finally, the DSD
obtained using this Tikhonov regularisation method is not only expected to be smooth and
continuous but all the points should also be positive according to this solution [244].
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In this work, the Tikhonov regularisation was initially used but replaced by the regularisation
method described below. The Tikhonov is not used as it can only be used reliably if one has
prior knowledge that H will give a smooth solution [248].
The regularisation method used in this work to process diffusion data to obtain DSD is
termed the Modified Total Generalized Variation (MTGV) regularisation, further described
by Reci et al. [248]. To estimate the distribution F , one needs Equation 5.16. All terms
appearing in this Equation are tabulated below in Table 5.7














In this minimisation problem, Æ and Ø are regularisation parameters, W represents an
auxiliary vector and D2 is a matrix that acts like a second derivative of the vector it is
applied on. The second and final term in the MTGV regularisation form the penalty term.
The reason it is composed of two parts is to balance the discrete and smooth features. The
parameter Ø controls the weighting that enforces any of these two features.







S discretised vector of signal
D2 matrix that acts like a second derivative
5.5 Results and Discussion
5.5.1 Pure Liquids
The relaxometry and diffusometry results for these pure, bulk liquids are summarised in
Table 5.8. The T 1, T 2 and D0 values are reported for both liquids, and the literature values
for the self-diffusion coefficients are tabulated as well, according to Holz et al. [249]. There is
in very good agreement with the diffusion coefficients at 20 and 40 °C, however at 60 °C the
literature values are slightly higher [249]. In addition, the temperature dependence on the
relaxometry and diffusometry results can be observed; as temperature increases, all values
rise accordingly.
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Table 5.8 1H NMR relaxation and diffusion parameters for water and dodecane in bulk conditions.
The D in the table represents the D0 (£ 10°9 m2 s-1) for free, bulk water and the Dlit (£ 10°9 m2 s-1)
for similar systems described in literature.
Water Dodecane
20 °C 40 °C 60 °C 20 °C 40 °C 60 °C
T1 [s] 2.80 ± 0.05 3.37 ± 0.06 3.50 ± 0.06 1.07 ± 0.04 1.47 ± 0.04 1.89 ± 0.04
T2 [s] 2.10 ± 0.01 3.47 ± 0.02 4.70 ± 0.03 1.34 ± 0.01 1.51 ± 0.01 1.73 ± 0.02
D0 [m2 s-1] 2.10 ± 0.08 3.10 ± 0.11 4.50 ± 0.12 0.76 ± 0.07 1.10 ± 0.08 1.40 ± 0.09
D lit [m2 s-1] 2.02 3.25 4.77 0.81 1.20 1.60
The ST plots for pure water and dodecane at ± = 1 ms and ¢ = 50 ms are shown in Figure 5.10
at 20, 40 and 60 °C. The data points align well on a straight line on a semi-log scale, indicating
the free self-diffusion of those molecules. The signal attenuates below 1% for both cases. In
Figure 5.10, the slopes of the diffusion decays are proportional to the MSD of the molecules
at different observation times ¢. For longer observation times, the slope becomes steeper as
the molecules are allowed to travel a further distance thus the MSD increases.
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(a) ST plot for bulk water at 20 °C (±), 40 °C
(4) and 60 °C (2).
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(b) ST plot for bulk dodecane at 20 °C (±),
40 °C (4) and 60 °C (2).
Figure 5.10 ST plots for bulk, pure water (a) or dodecane (b), with ± = 1 ms and ¢ = 50 ms at
various temperatures.
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5.5.2 Pure Liquids in Q-silica
Tables 5.9 and 5.10 summarise all the relaxometry and diffusometry results for the pure, bulk
liquids imbibed in either Q-15 or Q-50 silica beads. As expected the T 1 and T 2 results for the
imbibed liquids are one or two orders of magnitude lower than the pure, bulk liquids, reported
in Table 5.8. Again, all the values follow an increasing trend according to a temperature rise.
Table 5.9 1H NMR relaxation and diffusion parameters for water imbibed in Q-15 or Q-50 silica. The
D in the table represents the D0 (£ 10°9 m2 s-1) for free, bulk water and the Deff (1) (£ 10°9 m2 s-1)
for water imbibed in Q-silica beads.
Water / Q-15 Water / Q-50
20 °C 40 °C 60 °C 20 °C 40 °C 60 °C
T1 [s] 0.68 ± 0.05 0.93 ± 0.06 1.25 ± 0.07 0.74 ± 0.05 1.04 ± 0.04 1.45 ± 0.03
T2 [s] 0.05 ± 0.01 0.07 ± 0.01 0.10 ± 0.01 0.12 ± 0.01 0.17 ± 0.01 0.23 ± 0.01
D0 [m2 s-1] 2.10 ± 0.08 3.10 ± 0.11 4.50 ± 0.12 2.10 ± 0.08 3.10 ± 0.11 4.50 ± 0.12
De  (1) [m2 s-1] 1.36 ± 0.08 2.07 ± 0.11 2.94 ± 0.16 1.30 ± 0.04 2.07 ± 0.09 2.90 ± 0.10
Tortuosity [-] 1.5 ± 0.1 1.5 ± 0.1 1.5 ± 0.1 1.6 ± 0.1 1.5 ± 0.1 1.6 ± 0.1
The diffusion parameters are obtained from the ST fits, shown in Figure 5.11. By comparing
the D0 and the De  (1) values, which are representing the free self-diffusion and the diffusivity
of the imbibed liquids, Equation 4.2 can be used to determine the tortuosity of the Q-silica
catalyst supports. It is important to note that this is the apparent tortuosity experienced by a
particular liquid. The calculated tortuosities for all systems are very similar, varying around
1.5 with the necessary 95% confidence interval. This strongly suggests that both water and
dodecane can fill up all the pore system independently and thus are not excluded due to any
pore confinements effects. When the liquids are adsorbed in porous media, their diffusivity
decreases due to the diffusion restriction that the pore geometry and surface structure impose.
Table 5.10 1H NMR relaxation and diffusion parameters for dodecane imbibed in Q-15 or Q-50
silica. The D in the table represents the D0 (£ 10°9 m2 s-1) for free, bulk dodecane and the Deff (1)
(£ 10°10 m2 s-1) for dodecane imbibed in Q-silica beads.
Dodecane / Q-15 Dodecane / Q-50
20 °C 40 °C 60 °C 20 °C 40 °C 60 °C
T1 [s] 0.94 ± 0.05 1.06 ± 0.03 1.34 ± 0.08 0.93 ± 0.05 1.20 ± 0.07 1.53 ± 0.09
T2 [s] 0.45 ± 0.02 0.69 ± 0.03 0.93 ± 0.04 0.58 ± 0.02 0.78 ± 0.01 0.97 ± 0.02
D0 [m2 s-1] 0.76 ± 0.07 1.10 ± 0.08 1.40 ± 0.09 0.76 ± 0.07 1.10 ± 0.08 1.40 ± 0.09
De  (1) [m2 s-1] 4.23 ± 0.13 6.23 ± 0.15 8.38 ± 0.13 5.16 ± 0.08 7.20 ± 0.11 9.90 ± 0.15
Tortuosity [-] 1.8 ± 0.1 1.8 ± 0.1 1.7 ± 0.1 1.5 ± 0.1 1.5 ± 0.1 1.4 ± 0.1
One interesting result is that the tortuosity of the dodecane imbibed in Q-15 system is
approximately 1.8, thus slightly higher than the 1.5 of the other systems. The bulky, long
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hydrocarbon has somewhat more difficulty in filling up the complete pore network of the
smaller Q-silica bead. This could be caused by a chain confinement effect when the pore
size becomes too small for dodecane that it be could excluded from the smaller pores in the
support. This effect is not seen for the dodecane in Q-50, where the tortuosity is again 1.5.
On the contrary, water is (i) not excluded from the smaller pore regions and (ii) does not
have a sufficiently strong surface interaction strength to hinder its mobility through the pore
confinements.
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(a) ST plot for water in Q-15 silica at 20 °C
(±), 40 °C (4) and 60 °C (2).
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(b) ST plot for water in Q-50 silica at 20 °C
(±), 40 °C (4) and 60 °C (2).
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(c) ST plot for dodecane in Q-15 silica at 20 °C
(±), 40 °C (4) and 60 °C (2).
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(d) ST plot for dodecane in Q-50 silica at 20 °C
(±), 40 °C (4) and 60 °C (2).
Figure 5.11 ST plots for bulk water or dodecane imbibed in either Q-15 or Q-50 silica spherical beads
with ± = 1 ms and ¢ = 50 ms at various temperatures.
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5.5.3 Water/Dodecane Binary Mixtures
Relaxometry and Spectroscopy Results
Table 5.11 summarises all the relaxometry values for the binary mixture of water-dodecane
imbibed in either Q-15 or Q-50 silica beads. As can be seen, in comparison with the values
in Tables 5.8 and 5.9, the relaxation times of water in this binary system are quite similar
to pure water imbibed in Q-silica, but much shorter compared to pure, bulk water. The T 1
for water in the binary system in Q-15 silica at 20 °C is 0.58 s ± 0.02, in comparison with
0.68 s ± 0.05 for the bulk imbibed system and 2.8 s ± 0.05 in the bulk, non-porous phase.
The relaxometry behaviour of water in Q-50 silica is very similar. The T 2 value of bulk
water in Q-15 silica at 20 °C of 2.10 s ± 0.01, decreased to 0.05 s ± 0.01 in the porous, bulk
medium, and it was reduced even further to 0.03 s ± 0.01 in the binary mixture in silica.
Table 5.11 1H NMR relaxation parameters for water and dodecane in the binary mixture of
water/dodecane imbibed in Q-15 or Q-50 silica.
Water-dodecane / Q-15 Water-dodecane / Q-50
20 °C 40 °C 60 °C 20 °C 40 °C 60 °C
W
at
er T1 [s] 0.58 ± 0.02 0.77 ± 0.02 1.06 ± 0.04 0.66 ± 0.06 0.97 ± 0.02 1.29 ± 0.03
T2 [s] 0.03 ± 0.01 0.05 ± 0.01 0.07 ± 0.01 0.11 ± 0.01 0.16 ± 0.02 0.18 ± 0.02





e T1 [s] 1.06 ± 0.02 1.34 ± 0.02 1.64 ± 0.04 1.04 ± 0.06 1.31 ± 0.02 1.57 ± 0.03
T2 [s] 0.42 ± 0.01 0.47 ± 0.01 0.79 ± 0.03 0.22 ± 0.01 0.32 ± 0.02 0.34 ± 0.02
T1/T2 2.5 2.8 2.0 4.7 4.1 4.6
For dodecane imbibed in Q-15 silica at 20 °C, the T 1 values in the binary mixture are lower
than the bulk dodecane phase, however they are slightly higher than the bulk dodecane
imbibed in the porous silica spheres. The T 1 of dodecane in Q-15 silica in the binary mixture
of 1.06 s ± 0.02 is very comparable to the relaxation time of dodecane in the bulk phase,
1.07 s ± 0.04. However, this value decreased to 0.94 s ± 0.05 for pure dodecane in silica.
On the other hand, the T 2 values are not as similar for dodecane in the binary system
(0.42 s ± 0.01) and the bulk liquid (1.34 s ± 0.01). The T 2 value of bulk dodecane in silica
is 0.45 s ± 0.02. This difference in trend behaviour between the T 1 and T 2 of dodecane in
the binary phase and bulk dodecane might be attributed to internal gradient effects in such
heterogeneous systems.
The observed relaxation of water and dodecane suggest that water in the binary system
experiences a stronger interaction with the surface of the supports and therefore causes an
increase in its relaxation rate. This can be seen from the T1/T2 ratios in Table 5.11, indicative
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of the surface interaction strength, as water has a significantly higher ratio for all systems than
dodecane [187]. On the other hand, dodecane behaves more like a bulk liquid, without great
interaction with any surface. Therefore, it can be concluded that water is the surface-wetting



















T binary1  / T bulk dodecane1
T binary1  / T single dodecane1
T binary1  / T bulk water1
T binary1  / T single water1
Figure 5.12 Plot for comparison of normalised T1 values for water ( and #) and dodecane (Á and
‰). The numerator consists of the T1 value for the respective liquid in the binary mixture. The
denominator is either the T1 of the liquid in the bulk phase or the single phase liquid imbibed in the
Q-15 silica at 20 °C.
Figure 5.12 summarises all the normalised T 1 values for water and dodecane in their binary
mixture confined in Q-15 silica at 20 °C, to get a better understanding of how the molecular
surroundings affect the relaxation rates of the individual species. The ratios are either
normalised to the T 1 value of the respective bulk liquids (empty symbols) or normalised to the
single-phase liquid imbibed in the Q-15 silica (full symbols). T 1 ratios < 1 indicate enhanced
relaxation, i.e. stronger molecular interaction, while the opposite is true for ratios > 1.
Ratios = 1 (see dashed line as reference) indicate no relative T 1 variation. It is clearly seen
that the latter condition is verified for dodecane in the binary mixture as to bulk dodecane (‰).
This suggests that dodecane in the binary mixture is not much affected by the confinement.
On the other hand, the ratio of T 1 of dodecane in the binary mixture over that for the
single phase dodecane both imbibed in Q-15 silica (Á), is about 1.13. This indicates that the
interaction of dodecane with the surface of the alumina in the binary mixture is weaker than
in the single-phase. This value indicates that in the binary mixture the presence of water
partially shields the interaction of dodecane with the pore walls.
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In contrast, water exhibits much faster relaxation, by a factor of 5, in the confined, binary
mixture (#) than in the bulk. In good agreement with the dodecane behaviour, this seems to
indicate that water acts as a surface-wetting component while dodecane would be in the bulk
phase, more isolated from the surface, forming a pool in the centre of the pores. For water,
the T1/T2 parameter, indicative of the surface interaction strength has a T1/T2 coefficient of
20 ± 5 while dodecane has a T1/T2 of only 2.5 ± 0.5 for the Q-15 silica temperature range.
Very similar behaviours are found for the systems at 40 and 60 °C.
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Figure 5.13 1H NMR spectra of water-dodecane imbibed in Q-15.
Using the spectra shown in Figure 5.13, the composition of the intrapellet liquid in Q-15
silica beads can be determined by integrating the 1H NMR spectrum to obtain the signal
contribution of each component. The composition inside the Q-15 pellets is found to be
around 90± 4 vol% of water and the remainder being dodecane. The spectrum for the binary
mixture imbibed in Q-50 pellets is nearly identical to the spectrum in Figure 5.13.
Diffusometry Results of Water / Q-silica
Table 5.12 summarises all diffusion values for the binary mixture of water-dodecane imbibed
in either Q-15 or Q-50 silica beads. These parameters are based on the water signal, as the
ST theory is only valid for non-restricted self-diffusion components. Therefore extracting
an apparent diffusion coefficient for dodecane is not applicable in this situation. Again, the
tortuosity can be calculated using Equation 4.2 for water in this case. Very similar values are
obtained of around 1.8. However these values are logically a fraction higher than the 1.5 for
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pure water in Q-silica as both water and dodecane are competing to enter the porous system,
therefore increasing the tortuosity.
Table 5.12 1H NMR diffusion parameters for water in the binary mixture of water/dodecane imbibed
in Q-15 or Q-50 silica. The D in the table represents the D0 (£ 10°9 m2 s-1) for free, bulk water and
the Deff(1) (£ 10°9 m2 s-1) the water signal in the binary mixture imbibed in Q-silica beads.
Water signal Water-dodecane / Q-15 Water-dodecane / Q-50
20 °C 40 °C 60 °C 20 °C 40 °C 60 °C
D0 [m2 s-1] 2.10 ± 0.08 3.10 ± 0.11 4.50 ± 0.12 2.10 ± 0.08 3.10 ± 0.011 4.50 ± 0.08
De  (1) [m2 s-1] 1.20 ± 0.02 1.81 ± 0.03 2.65 ± 0.04 1.26 ± 0.06 1.90 ± 0.02 2.70 ± 0.09
Tortuosity [-] 1.8 ± 0.1 1.7 ± 0.1 1.7 ± 0.1 1.7 ± 0.1 1.6 ± 0.1 1.7 ± 0.1
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Figure 5.14 ST plot for water signal in water-dodecane imbibed in Q-15 silica, with ¢ = 50 (§),
150 (±), 300 (4) and 500 (2) ms at 20 °C.
To understand why water is the continuous phase and therefore does not encounter any
restrictive diffusion behaviour, Figure 5.14 is important. It shows the signal attenuation of
water in the binary mixture at 20 °C at increasing observation times ¢, ranging from 50
to 500 ms. All experimental data points overlap very well on the straight line, therefore
showing that the PFG NMR response of water in the binary mixture follows the ST theory.
Combining this finding with the conclusion from its relaxometry, it can be concluded that
the water is the continuous phase. In all future plots, the water signal attenuation will be
plotted for one single observation time of 50 ms only.
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When comparing the De  (1) for water in the binary phase to diffusion for the single com-
ponent reported in Table 5.9, it is revealed that the water diffusivity is only decreased by
12%. Thus the water behaviour is relatively unaffected by the presence of dodecane. From
Figure 5.14 one can conclude that water still diffuses rather freely, but encounters a slightly
more tortuous environment, due to the presence of dodecane. Figure 5.15 shows the ST
plots for water in the binary system imbibed in Q-15 and Q-50 silica at various temperatures.
These measurements were obtained with a ± of 1 ms and ¢ of 50 ms. The water diffusivity
increases as temperature rises. The effect of pore size is minimal, as the larger pore size
distribution of 50 nm only allows for marginally higher diffusion rates.
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(a) ST plot for water signal in the binary
system of water-dodecane imbibed in Q-15 silica
at 20 °C (±), 40 °C (4) and 60 °C (2).
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(b) ST plot for water signal in the binary system
of water-dodecane imbibed in Q-50 silica at
20 °C (±), 40 °C (4) and 60 °C (2).
Figure 5.15 ST plots for water in binary mixture of water-dodecane imbibed in Q-silica, with ± = 1 ms
and ¢ = 50 ms at various temperatures.
Diffusometry Results of Dodecane / Q-15 silica
In order to better understand the diffusion behaviour of dodecane in the binary mixture, it is
necessary to look at the plots in Figure 5.16. Firstly, one can observe that the attenuation of
the dodecane signal has a very different curvature than water. Moreover, even at gradients
strengths of 1000 G cm-1, roughly 10% of the dodecane signal remains. The approximate
diffusion coefficient for dodecane would be in the order of Deff(1) £ 10°14 m2 s-1. Additionally,
it can be observed that the diffusion data points do not lie along the same, straight line, as was
the case for water in the binary systems. The curvature for the dodecane signal attenuation
indicates clearly non-ideal diffusion behaviour, as a result of restricted dodecane molecules.
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(a) ST plot for dodecane in water-dodecane im-
bibed in Q-15 silica, with ¢ = 150 (±), 300 (4)
and 500 (2) ms at 20 °C.
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(b) The same data plotted as in Figure (a)
but as function of ∞2±2g 2, with ¢ = 150 (±),
300 (4) and 500 (2) ms at 20 °C.
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(c) ST plot for dodecane in water-dodecane im-
bibed in Q-15 silica, with ¢ = 150 (±), 300 (4)
and 500 (2) ms at 40 °C.
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(d) The same data plotted as in Figure (f) but as
function of ∞2±2g 2, with ¢ = 150 (±), 300 (4)
and 500 (2) ms at 40 °C.
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(e) ST plot for dodecane in water-dodecane im-
bibed in Q-15 silica, with ¢ = 150 (±), 300 (4)
and 500 (2) ms at 60 °C.
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(f) The same data plotted as in Figure (e) but as
function of ∞2±2g 2, with ¢ = 150 (±), 300 (4)
and 500 (2) ms at 60 °C.
Figure 5.16 APGSTE data acquired for water-dodecane imbibed in Q-15 silica beads at various
temperatures, comparing the ST signal decay to the same data plotted independent of observation
time ¢.
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To reveal this restricting diffusion behaviour of dodecane, the ST plots for dodecane in the
binary mixture are shown in Figures 5.16a, 5.16c and 5.16e at increasing observation times
¢, ranging from 150 to 500 ms. The same was done for the water signal and it was concluded
that the data points overlapped neatly for varying ¢. For dodecane, the PFG NMR diffusion
data points do certainly not overlap with increasing ¢. Bulk dodecane in Q-silica did not
show the same behaviour and therefore it can be concluded that the restrictive diffusion of
dodecane is caused by the presence of water in the pore system.
To further investigate the dodecane diffusion behaviour, the PFG NMR diffusion data is
plotted independently of the observation time ¢, as can be seen in Figures 5.16b, 5.16d and
5.16f. One can observe that the dodecane diffuses independently from the chosen observation
time. This is the key test for any characteristic restrictive diffusion behaviour, where the
dodecane is trapped in pockets and thus present in droplets. The distance travelled by the
dodecane molecules, which causes the PFG signal to decay, is limited by the droplet size.
Diffusometry Results of Dodecane / Q-50 silica
Figure 5.17 shows very similar trends for the diffusion of dodecane imbibed in Q-50 silica
beads, as discussed above. It can be concluded from this Figure that the dodecane signal
attenuates again very slowly; at very high gradients strengths, roughly 9% of the dode-
cane signal survives. The approximate diffusion coefficient for dodecane is in the order of
Deff(1) £ 10°14 m2 s-1. The curvature for the dodecane signal attenuation clearly indicates
restrictive, non-ideal diffusion behaviour. At increasing observations times, the diffusion data
of dodecane does not overlap neatly in the ST plots in Figures 5.17a, 5.17c and 5.17e. Bulk
dodecane in Q-50 silica did not show this behaviour and therefore it can be concluded that
the restrictive diffusion of dodecane is caused by the presence of water in the pore system.
Also the PFG NMR diffusion data is plotted independently of observation time ¢, as can
be seen in Figures 5.17b, 5.17d and 5.17f. One can observe again that the dodecane diffuses
independently from the chosen observation time. Therefore the dodecane is confined into
droplets surrounded by the water phase.
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(a) ST plot for dodecane in water-dodecane im-
bibed in Q-50 silica, with ¢ = 50 (§), 150 (±),
300 (4) and 500 (2) ms at 20 °C.
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(b) The same data plotted as in Figure (a) but
as function of ∞2±2g 2, with ¢ = 50 (§), 150 (±),
300 (4) and 500 (2) ms at 20 °C.
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(c) ST plot for dodecane in water-dodecane im-
bibed in Q-50 silica, with ¢ = 50 (§), 150 (±),
300 (4) and 500 (2) ms at 40 °C.
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(d) The same data plotted as in Figure (c) but
as function of ∞2±2g 2, with ¢ = 50 (§), 150 (±),
300 (4) and 500 (2) ms at 40 °C.
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(e) ST plot for dodecane in water-dodecane im-
bibed in Q-50 silica, with ¢ = 50 (§), 150 (±),
300 (4) and 500 (2) ms at 60 °C.
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(f) The same data plotted as in Figure (e) but
as function of ∞2±2g 2, with ¢ = 50 (§), 150 (±),
300 (4) and 500 (2) ms at 60 °C.
Figure 5.17 APGSTE data acquired for water-dodecane imbibed in Q-15 silica beads at various
temperatures, comparing the dodecane ST signal decay to the same data plotted independent of
observation time ¢.
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5.5.4 Effect of Temperature and Pore Size of Support
Figure 5.18 summarises all the variations on the self-diffusion coefficients plotted against
temperature. Firstly, the main trend that can be concluded from this Figure is that with
increasing temperatures, the diffusion tends to become more accelerated. Pure, bulk water
has the sharpest increase from all systems, but water imbibed in silica is also more affected
by temperature increases than dodecane. In molecular diffusion, molecules are self-propelled
by the presence of thermal energy. As dodecane is a larger molecule than water, it requires
more thermal energy to diffuse than water. Thus it is reasonable to believe that temperature
























 Water          Water / Q15  Dodecane / Q15  Water-dodecane / Q15
 Dodecane  Water / Q50  Dodecane / Q50  Water-dodecane / Q50
Figure 5.18 Comparison of all the self-diffusion coefficients for the systems studied in this project.
The temperature and pore size distribution effects can be observed from these plots.
Furthermore, it can also be concluded that water in the binary system has a very similar
diffusion behaviour to the pure water imbibed in Q-silica. However, the imbibition decreases
the diffusion of water to a much higher degree than for dodecane, as pure dodecane diffuses
only slightly faster than dodecane / Q-silica. Also, the self-diffusion coefficients for bulk
water in the silica beads compared to water in the binary phase has to be slightly higher,
due to the presence of dodecane. This is accentuated at 60 °C as we have seen for the
fractionally higher tortuosity factors for the binary systems. The pore size has a marginal
effect for the diffusion behaviour of water as the water / Q-15 and water / Q-50 behave very
similarly. Additionally, as expected for dodecane, the diffusion behaviour has fractionally
dropped when comparing the large Q-50 to the smaller pore systems Q-15. It was previously
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concluded that the tortuosity for dodecane / Q-15 of 1.8 decreased to 1.5 for dodecane / Q-50
due to the pore confinement restrictions.



















(a) Droplet size distribution of dodecane in
water-dodecane system imbibed in Q-15 silica,
calculated from APGSTE data acquired with
20 ( ), 40 ( ) and 60 ( ) °C.



















(b) Droplet size distribution of dodecane in
water-dodecane system imbibed in Q-50 silica,
calculated from APGSTE data acquired with
20 ( ), 40 ( ) and 60 ( ) °C.
Figure 5.19 Droplet size distributions of dodecane in the binary mixture of water-dodecane in Q-15
silica in Figure (a) and in Q-50 silica in Figure (b) at increasing temperatures ranging from 20 to
60 °C. Temperature and pore size have little influence on emulsion droplet size for ranges investigated.
Figure 5.19 indicates that there is little influence of temperature on the emulsion droplet size
for the temperature range investigated. In addition, the droplet size does not significantly
depend on the pore size studied as the DSD in the Q-15 or Q-50 system does not vary greatly.
The droplets are in the order of a micron in diameter which is many times larger than the
pore size studied of the silica.
5.5.5 Ternary Systems with n-Alcohols
Ternary systems were obtained by combining either methanol, ethanol, butanol or heptanol
with water and dodecane. These solutions were imbibed in Q-50 silica spherical beads at
room temperature. Ternary systems were studied to better understand the effect of adding
a surfactant to a system which, as previously shown, enabled spontaneous droplet formation.
As discussed in Section 5.2.2, surfactants reduce the surface tension of the emulsion fluid,
thereby favouring droplet formation. By varying the carbon chain length of the alcohol, the
effect of the lipophilic property of the surfactant was tested. The objective was to see whether
changes in the DSD could be observed. As depicted in Figure 5.20a, the ST diffusion decay
for the water signal is shown at increasing observation time ranging between 50 and 200 ms.
It is evident that the addition of methanol did not change the diffusion behaviour of water, as
we can still observe the straight line which is characteristic for free diffusion. In Figure 5.20b,
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the same diffusion data is plotted while removing the time-dependence. As none of the
data points overlap for increasing ¢, one can conclude that water in ternary systems is not
restricted.
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(a) ST plot for water signal in water-
dodecane-methanol imbibed in Q-50 silica, with
¢ = 100 (±), 150 (4) and 200 (2) ms at 20 °C.
0 2 4 6 8
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(b) The same data plotted as in Figure (a)
but as function of ∞2±2g 2, with ¢ = 100 (±),
150 (4) and 200 (2) ms at 20 °C.
Figure 5.20 ST plots for water in ternary system of water-dodecane-methanol imbibed in Q-50
spherical silica beads, with ± = 1 ms and ¢ varying between 100 and 200 ms.
The opposite diffusion behaviour can be observed when studying the dodecane diffusion
obtained by analysing the dodecane signal in the ternary system. Four major conclusions can
be drawn when comparing the diffusion plots shown in Figure 5.21. Firstly, in Figure 5.21a,
one can see that the ST plots are not straight lines any more, but consist of a “hockey-stick”
like curvature, with regions of fast-diffusing dodecane molecules and a vast region of very
slow diffusing molecules.
Secondly, this curvature is associated with restricted diffusion behaviour, similarly as has been
shown in Section 5.5.3 for simple binary systems. Thirdly, when comparing Figures 5.21a
and 5.21b and the remaining other figures in pairs, one can see that by removing the time
dependency from the x-axis units, all diffusion data points overlap. This trend is very
consistent with what was observed thus far for dodecane emulsions in any binary system. No
matter how long the diffusion is observed for, the diffusion pattern is very similar. Regardless
of the observation time, whether it is 150 or even 500 ms, the diffusion is almost identical.
This trend is seen across the three alcohols. Finally, when analysing Figures 5.21a, 5.21c and
5.21e, the amount of fast diffusing dodecane, represented by the section of the curve with
the very steep curvature, tends to decrease. This will have an effect on the DSD, which is
discussed below.
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(a) ST plot for dodecane signal in water-
dodecane-ethanol imbibed in Q-50 silica, with
¢ = 150 (±), 300 (4) and 500 (2) ms at 20 °C.
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(b) The same data plotted as in Figure (a)
but as function of ∞2±2g 2, with ¢ = 150 (±),
300 (4) and 500 (2) ms at 20 °C.
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(c) ST plot for dodecane signal in water-
dodecane-butanol imbibed in Q-50 silica, with
¢ = 150 (±), 300 (4) and 500 (2) ms at 20 °C.
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(d) The same data plotted as in Figure (c)
but as function of ∞2±2g 2, with ¢ = 150 (±),
300 (4) and 500 (2) ms at 20 °C.
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(e) ST plot for dodecane signal in water-
dodecane-hepthanol imbibed in Q-50 silica, with
¢ = 150 (±), 300 (4) and 500 (2) ms at 20 °C.
0 0.5 1 1.5 2 2.5 3
















(f) The same data plotted as in Figure (e) but as
function of ∞2±2g 2, with ¢ = 150 (±), 300 (4)
and 500 (2) ms at 20 °C.
Figure 5.21 APGSTE data acquired for water-dodecane mixed with various n-alcohols imbibed in
Q-50 silica beads, comparing the dodecane ST signal decay to the same data plotted independent of
observation time ¢.
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The x-axis plotted in Figure 5.21e extends until approximately 15 £ 1012 s m-2, whereas those
in Figures 5.21a and 5.21c are plotted until 4 £ 1012 s m-2. In Figure 5.21e, the gradient
strength was set at 1000 G cm-1, versus 600 G cm-1 for Figures 5.21a and 5.21c. Even if the
data in Figure 5.21e extends much further into q-space, the diffusion behaviours and trends
are still valid to be compared and thus has no effect on the conclusions.
The DSD of the ternary systems prepared in Q-50 silica spherical beads at 20°C are shown
in Figure 5.22a for three different systems with either n-ethanol, n-butanol or n-heptanol.
The overall maximum of the all DSD is around 0.9 µm in all systems. When comparing the
three DSD, starting with the water-dodecane-n-heptanol, the distribution is very similar to
the previous results of the water-dodecane binary mixtures, seen on Page 116. Due to the
very low solubility of n-heptanol in water, the surfactant effect of heptanol is negligible
and therefore the DSD is nearly identical to the binary system. As solubility in water
increases for n-butanol and n-ethanol respectively, the amount of surfactant increases [241].
In Figure 5.22a, one can notice that the DSD widens as the surfactant content grows. Thus
a longer alcohol chain length can lead to a small increase in droplet size. Similar results
can be found in the literature, where ternary systems are made of water/C12E4/hexadecane.
T. Tadros et al. have reported that by increasing the weight content of their surfactant, the
droplet radius decreases significantly, as can be seen in Figure 5.22b. This is the expected
behaviour since the amount of surfactant determines the total interfacial area and thus the
average size of the emulsion droplets [202, 250]. This is in line with the trend reported in
Figure 5.22a.



















(a) Droplet size distribution of dodecane in
water-dodecane-surfactant systems in Q-50 sil-
ica, calculated from APGSTE data acquired
with ethanol ( ), butanol ( ) and hep-
tanol ( ).
(b) Nano-emulsion droplet radius (r) at












Figure 5.22 The effect of adding a surfactant on the droplet size distribution (a) or droplet radius (b)
for ternary systems consisting of water-dodecane and a surfactant with a long aliphatic tail.
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5.5.6 Surface Modification using Stearic Acid
The work discussed in this section is presented to better understand what would happen when
the carrier surface was made hydrophobic using fatty acids. This was particularly important
for Shell’s internal research purposes. In this case stearic acid was used to make the surface
of the catalyst less hydrophilic, thus lowering the amount of water present inside pores. This
eventually led to no emulsions formation and this can be concluded from Figure 5.23. As in
Figure 5.23a the data points overlap, in line with all the water signals in the binary mixtures,
the dodecane is no longer present in the form of droplets in water. In Figure 5.23b, where
the diffusion data is plotted independently of time, for every observation time the dodecane
has a different MSD. Therefore no dodecane emulsions are formed.
The data presented in Figure 5.23 is from the system where both n-ethanol and stearic are
combined with water-dodecane. The effect of adding a surfactant does not enable emulsion
formation but the fatty acid effect is dominant. For similar samples consisting of only water-
dodecane-stearic acid, nearly identical results are obtained. The non-linear diffusion decay for
dodecane could be attributed to different regions in the pores. This results in a distribution
of diffusion behaviours, where some dodecane molecules diffuse faster than others.
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(a) ST plot for dodecane signal in water-
dodecane-ethanol-stearic acid imbibed in Q-
50 silica, with ¢ = 150 (±), 300 (4) and
500 (2) ms at 20 °C.
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(b) The same data as shown in Figure (a) but
plotted as function of ∞2±2g 2 to remove time
dependence, with ¢ = 150 (±), 300 (4) and
500 (2) ms at 20 °C.
Figure 5.23 The effect of adding a fatty acid, stearic acid and ethanol, on the APGSTE data acquired
for water-dodecane mixed with stearic acid imbibed in Q-50 silica beads. Comparing the dodecane ST
signal decay to the same data plotted independent of observation time ¢.
Very similar results were obtained by Chen et al. [251]. Oil-in-water droplets flowed in
a capillary from right-to-left, first encountering the hydrophilic section before entering the
hydrophobic part. As soon as the droplets entered the hydrophobic surface, the oil-in-water
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emulsion was broken. This process is illustrated by the time sequence of images as shown in
Figure 5.24.
Figure 5.24 Observation of a droplet breaking inside a capillary which has modified wettability:
hydrophilic region on the right whereas hydrophobic region on the left. The oil-in-water droplets
flow from the hydrophilic section into the hydrophobic section of the capillary. At t = 65 ms, the
emulsion broke. Reproduced from [251].
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(a) ST plot for water signal in water-dodecane-
stearic acid imbibed in Q-50 silica, with
¢ = 50 (§), 100 (±), 150 (4), 200 (2) and
300 (O) ms.
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(b) The same data as shown in Figure (a) but
plotted as function of ∞2±2g 2 to remove time
dependence, with ¢ = 50 (§), 100 (±), 150 (4),
200 (2) and 300 (O) ms.
Figure 5.25 The effect of adding a fatty acid, stearic acid, on the APGSTE data acquired for water-
dodecane mixed with stearic acid imbibed in Q-50 silica beads. Comparing the water ST signal decay
to the same data plotted independent of observation time ¢.
In Figure 5.25, the diffusion decay data for the water signal in the ternary system of water-
dodecane-stearic acid is shown. Again, the straight line is observed for increasing observation
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times, indicating that water is undergoing unrestricted self-diffusion. When the same data is
plotted without the time dependence in Figure 5.25b, the experiments at varying observation
times have different slopes thus other MSDs. This proves that even with stearic acid in a
hydrophobic environment, the water molecules do not appear as water-in-dodecane droplets.
Not enough water is present in the pores of the support as the surface was chemically modified.
5.5.7 TiO2 and Ru/TiO2 Fischer-Tropsch Pellets
Diffusometry results of bulk liquids
In this final Section, the results are reported for (i) the bare FT catalyst support TiO2 and
(ii) catalyst Ru/TiO2 pellets when they are submerged in the water-dodecane system. The
objective is compare the emulsion formation within this support to the previous behaviours
taking place inside Q-50 silica spherical beads.
In Chapter 8, emulsions in Ru/TiO2 catalysts under real FT reaction conditions are studied,
one has to ensure that the systems behave comparably and similar trends are observed. In
order to do so, again bulk liquids of either water and dodecane were imbibed into the two
different pellets. Subsequently, also the binary systems were studied, using the emulsion
detection technique to observe any emulsion formation.
In Figure 5.26, the ST diffusion decays are plotted for either bulk water or dodecane in
either TiO2 or Ru/TiO2. All decays at varying observation times ¢ have nearly identical free
self-diffusion decays. For these bulk liquids, no other behaviour is expected and it follows
the same trends seen thus far in this Chapter for bulk liquids.
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(a) ST plot for water imbibed in TiO
2
, with
¢ = 50 (§) and 100 (±) ms at 20 °C.
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(b) ST plot for dodecane imbibed in TiO
2
, with
¢ = 50 (§), 100 (±) and 150 (4) ms at 20 °C.
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(c) ST plot for water imbibed in Ru/TiO
2
pellets, with ¢ = 50 (§) and 100 (±) ms at
20 °C.
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(d) ST plot for dodecane signal imbibed in
Ru/TiO
2
pellets, with ¢ = 50 (§), 100 (±) and
150 (4) ms at 20 °C.





± = 1 ms.
Diffusometry Results of Binary Mixtures
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(a) ST plot for water signal in water-dodecane
imbibed in TiO
2
pellets, with ¢ = 50 (§),
100 (±) and 150 (4) ms at 20 °C.
0 1 2 3 4 5
















(b) ST plot for water signal in water-dodecane
imbibed in Ru/TiO
2
pellets, with ¢ = 50 (§),
100 (±) and 150 (4) ms at 20 °C.





± = 1 ms.
In Figure 5.27, one can observe that in both environments water is again the continuous
phase and therefore does not encounter any restrictive diffusion behaviour. It shows the
signal attenuation of water in the binary mixture at 20 °C at increasing observation times
¢, ranging from 50 to 150 ms. As both Figures 5.27a and 5.27b show very similar diffusion
behaviours for the water molecules, it becomes apparent that the metal loading of 1 wt% is
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negligible and does not affect the diffusion. In addition, the shape of the distribution exhibits
the same characteristic shape as observed before.
From Figure 5.28, one can conclude that dodecane diffuses very slowly in both supports.
Once again, the diffusion behaviour plotted without time dependency indicates that dodecane
forms droplets inside the aqueous layer. This is valid for both systems.
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(a) ST plot for dodecane signal in water-
dodecane imbibed in TiO
2
, with ¢ = 150 (±),
300 (4) and 500 (2) ms at 20 °C.
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(b) ST plot for dodecane signal in water-
dodecane imbibed in TiO
2
, with ¢ = 150 (±),
300 (4) and 500 (2) ms at 20 °C.
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(c) ST plot for dodecane signal in
water-dodecane imbibed in Ru/TiO
2
, with
¢ = 150 (±), 300 (4) and 500 (2) ms at
20 °C.
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(d) ST plot for dodecane signal in
water-dodecane imbibed in Ru/TiO
2
, with
¢ = 150 (±), 300 (4) and 500 (2) ms at
20 °C.





± = 2 ms.
Figure 5.29 depicts the DSD for dodecane in the binary system in either TiO2 or Ru/TiO2.
The distributions are very similar and this reconfirms that the systems encounter very little
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effect from the metal loading. However, the droplet sizes for emulsions in TiO2 and Ru/TiO2
are different; the droplet size and distributions are smaller in TiO2, with a maximum at
roughly 0.5 µm versus the 0.8 µm in Ru/TiO2. This is partly due to the smaller pore size of
the TiO2 support (29 nm) compared to Ru/TiO2 (50 nm) but can also indicate an effect of
the support.



















(a) Droplet size distribution of dodecane in
water-dodecane imbibed in TiO
2
, calculated
from APGSTE data acquired at 2 ms ± and
150 ms ¢ observation time ( ).



















(b) Droplet size distribution of dodecane in
water-dodecane imbibed in Ru/TiO
2
, calculated
from APGSTE data acquired at 2 ms ± and
150 ms ¢ observation time ( ).






PFG NMR is used at ambient pressure to study emulsions of oil-in-water in porous media. A
technique has been developed to study the formation of liquid pockets of dodecane and obtain
their DSD. These systems were chosen to mimic realistic FT conditions where both main
products in a hydrocarbon/aqueous mixture coexist in a porous catalyst support. In situ
multi-component intrapore liquid was studied and characterised, at various temperatures and
pore size distributions of the spherical Q-silica beads. At ambient pressure and temperature
and in bulk conditions, dodecane and water do not form any emulsions. However, when
imbibed in the porous network, an emulsion system is formed. In the macropores of the
support, liquid pockets of dodecane are formed, stretching over several pore lengths.
The intraporous water-dodecane / Q-silica systems can be described as oil-in-water emulsions,
with water acting as the continuous, surface wetting phase and dodecane present in the
form of restricted pockets. This can be concluded from the relaxometry and diffusometry
experiments. Water in the binary phase has relaxation times that are heavily reduced but
diffusion behaviours that are relatively unaffected by the presence of dodecane.
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On the other hand, (i) the diffusion behaviour of dodecane is heavily decreased and (ii) the
relaxation rates are similar to bulk dodecane, which is consistent with the dodecane present
in large emulsions, isolated from the pore walls. These droplets and their size distribution,
with a maximum of around 0.8 µm, are suggested to be present in the shape of ganglia
regardless of the temperature, extending over several pore lengths. In the literature, it has
been reported that spontaneous emulsification can lead to micrometer size droplets [189].
Hydrocarbon ganglia form which tend to be bigger than the pore size of the material [252].
This is in agreement with results reported by Perazzo et al. in the case of an oil-in-water
emulsion numerical simulation [188].
When heating up the binary mixtures, the diffusion coefficients of all system increase linearly;
water is most affected by this temperature rise. There is little influence of temperature on
the emulsion droplet size for the temperature range investigated up to 60 °C. In addition, the
droplet size does not significantly depend on the pore size studied as the DSD in the Q-15 or
Q-50 system does not vary greatly. When adding surfactant to the water-dodecane systems,
the DSD widens as the surfactant content increases. Higher surfactant concentration can
lead to a small increase in ganglia size. Very similar effects have been concluded after the
addition of long-chain, aliphatic surfactants [253].
In the case stearic acid was added to the systems to make the surface less hydrophilic,
thus lowering the amount of water present inside pores, this eventually led to no emulsion
formation. When a surfactant was added with the stearic acid, again no emulsions were
formed as the fatty acid effect is dominant. Even with the stearic acid in a hydrophobic
environment, the water molecules do not appear as water-in-dodecane drops. A very similar
behaviour was published by Chen et al. who studied droplet adhesion in a microfluidic device.
Oil-in-water emulsion droplets were generated and transported from a hydrophilic section in
the device to a downstream hydrophobic section in a capillary [251]. The oil droplets adhered
on the hydrophobic surface and hence the oil-in-water emulsion was broken.
Finally, when comparing the PFG NMR results from the water-dodecane systems in TiO2
or Ru/TiO2, it can be concluded that the metal loading of 1 wt% is negligible and does not
affect the diffusion behaviour. In this Chapter, various effects were analysed on spontaneous
droplet formation in different sizes and types of supports. Also, this method proves to be an
effective technique to quantify the droplet sizes of oil-in-water systems.
Chapter 6
Reactor Design and Commissioning
6.1 Introduction
This Chapter summarises (i) the design, commissioning and testing work done on the FT
rig and (ii) other related catalysis studies performed at STCA. This Chapter will cover
the design of the Zeton B.V. FT rig and more specifically how the STCA and the MRRC
collaboration helped in designing an inherently safe apparatus.
A period of two months was spent at STCA to learn about reactor handling, the catalyst
preparation and gas chromatography analyses. Experience was acquired using their SSITKA
machine to study the effect of changing the gas feed composition on a FT cobalt catalyst
[254, 255]. Finally, due to the new skills obtained, the commissioning work and modifications
implemented on the FT rig, to further improve the operation and the gaseous product analysis,
are discussed.
6.2 Design and Description of Zeton Fischer-Tropsch Reactor
6.2.1 Overview
The FT reactor has been designed and constructed in partnership with Zeton B.V., a company
based in Enschede, the Netherlands, and in collaboration with researchers from STCA. Zeton
is a company specialised in designing and building customised, chemical engineering reactor
plants. Zeton B.V. was contracted to manage procurement, design and construction of the
in situ NMR reactor. Taking into consideration all of the design requirements set out below,
the FT reactor, made of non-magnetic ceramic material Si3N4, is purposely built for this
application only and has a unique design to be accommodated in a superconducting super-
wide-bore (SWB) Bruker magnet.
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The maximum operating conditions are set at 250 °C and 50 bar. Running the reactor
within these conditions guarantees safe operation as the design limits of the reactor are
Tmax = 300 °C and Pmax = 60 barg. Essential to delivering this project, is the close
collaboration with STCA to ensure that both the safety aspects and operation conditions
could be achieved at the MRRC in Cambridge. Three key elements of operating the FTS
experiment safely are the need to prevent: (i) exposure to CO and H2, (ii) the formation
of hotspots inside the catalyst bed and (iii) the solidification of the heavy, waxy products
that have the potential to clog up the rig and thus create a hazardous pressure build-up. To
prevent these three situations from taking place, very good reactor control is needed. In the
design, many safety measures and precautions have been taken into account to ensure safe
operation.
Figure 6.1 The FT reactor.
In the following Sections, the operation and design of the reactor will be explained, while
highlighting all of its main customised features. All units and components with their tag
numbers discussed in these Sections, can be found on the technical P&ID drawings, found
in Appendix A on Page 224. In addition, all the FT reactor components discussed in this
Chapter are labelled and described in Table 6.2. In Figure 6.1 the reactor during its final
building stage at Zeton B.V. can be seen. All the main elements of the rig are listed in
Table 6.1. This set up is the only pilot-scale, fixed-bed reactor in the world that enables
in situ NMR measurements of FTS under real operating conditions.
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3 Heavy hydrocarbons storage
4 HPLC pump and liquid storage
5 Electrical cabinet
6 Short hydrocarbons and water storage
7 Water cooler
8 Wet-gas flow-meter (WGFM)
9 Feed flow valves and readings
10 Pressure gauge and relieve valve
Figure 6.2 depicts a photograph of the actual Zeton B.V. FT reactor in the MRRC laboratory
in Cambridge. On the left in the forefront is the SWB magnet embodying the fixed-bed
reactor. On the right-side, the main section of the rig can be seen, with the electrical cabinet,
the feed lines and flow meters, product collection vessels and extraction caps. The gas
chromatograph (GC) can be seen in the back, in the middle between both sections of the rig.
Figure 6.2 The FT reactor in the MRRC laboratory, after full commissioning in operation.
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Table 6.2 The FT reactor components discussed in this Chapter, including label number and
description.
Tag with labelling number Description
CK-010 - CK-040 / CK-060 Check valves for H2, CO, spare, N2 and liquid feed
E-250 / HE-250 Refrigerator and heat exchanger
F-010 - F-040 / F-060 Filters for H2, CO, spare, N2 and liquid feed
FTC-010 - FTC-040 / FTC-060 Flow controllers for H2, CO, spare, N2 and liquid feed
FQI-250 Wet-gas flow-meter
HV-010 - HV-040 / HV-060 Ball valves for H2, CO, spare, N2 and liquid feed
HV-200 / HV-250 Ball valves for product shut-off
JE-060 / JE-106 Electrical tracing for mixing inlet and outlet heaters
JE-100 / JE-102 Electrical tracing for reactor top and bottom heaters
JE-200 / JE-202 Electrical tracing for product collection vessels heaters
LVK-600 Leak detector
MX-060 Evaporative mixer
P-060 High pressure liquid feed pump
PCV-250 Dome Loaded Back-Pressure Regulator
PI-010 - PI-040 / PI-060 Pressure gauges for H2, CO, spare, N2 and liquid feed
PI-100 Pressure gauge for the reactor
PSV-010 - PSV-040 / PSV-060 Pressure safety valves for H2, CO, spare, N2 and liquid feed
PSV-100 Pressure safety valve for reactor
R-100 Ceratec main reactor body
TE-060 / TE-106 & TSE-060 / TSE-106 Thermocouples and safety switches for inlet and outlet
TE-100 / TE-102 & TSE-100 / TSE-102 Thermocouples and safety switches for reactor
TE-104 / TE-105 & TSE-104 / TSE-105 Thermocouples and safety switches for inside of reactor
TE-200 / TE-202 & TSE-200 / TSE-202 Thermocouples and safety switches for product vessels
V-060 Liquid feed vessel
V-200 Gas/Liquid separator
V-201 / V-202 / V-250 / V-251 Product collection vessels
XV-010 - XV-040 Actuated ball valves for H2, CO, spare, and N2 feed
XV-200 / XV-250 Actuated ball valves for product collection valves
6.2 Design and Description of Zeton Fischer-Tropsch Reactor 131
6.2.2 Gas Feed lines
The three main feed gases (H2, CO and N2) are fed separately and their flow is regulated by
thermal mass flow controller (MFC) (FTC-010, FTC-020 and FTC-040 respectively). These
are calibrated to measure flow rates between 0.5 - 30 NL h-1 and each MFC is calibrated for its
own dedicated gas. A conversion factor, C , for other non-calibrated gases can be calculated
and this is related to the specific heat capacity, cpN , and the density, ΩN , see Equation 6.1.
The cp1 and Ω1 refer to the properties of the gas used for initial calibration, whereas cp2 and





Analogue pressure gauges (PI-010 - PI-040) are installed on the rig which indicate the
incoming gas cylinder pressures to the operator. However, this data is not logged but is
checked regularly to ensure the maximum reactor pressure of 50 barg is not surpassed. A
bypass feed line (HV-011) is placed over the main H2 feed line, if rapid pressurising of the
system by bypassing the MFC is required. A fourth, spare inlet is available (FTC-040) if
any other reactant should be co-fed. An example when this extra feed could be used would
be to co-feed sulphur in order to examine the catalyst stability in the presence of sulphur
impurities. In addition, inert N2 is fed to the rig, mainly for (i) pressure regulation, (ii)
reactor purging, (iii) reactor cooling or even (iv) reaction quenching.
As the gas MFC controllers are very sensitive to moisture, liquids and solids, Swagelok filters
(stainless steel 7 µm mesh size) are placed on all gas feed lines (F-010 - F-040). These remove
any remaining solid particles from the gas cylinder or any liquid that was present as vapour
in the cylinder to avoid damage to the flow controllers. All feed lines have a double valve
system. The first is operated manually and is controlled via the panel on the main body of
the rig. These two-way hand-valves are denoted HV-010 - HV-040 for H2, CO, N2 and spare
gas 4 respectively.
In addition, the rig has a secondary system using air-actuated, automatic solenoidal shut-off
valves (XV-010 - XV-040) only controlled electronically via the LabVIEW control system.
Using pressurised air, the valves are connected to the laboratory gas detection system which
can detect dangerous levels of CO, H2 and O2. In the event of leaks, the valves can
open/close automatically to prevent a greater gas leak or an unwanted pressurising of the rig.
Downstream of the pneumatic valves, check valves (CK-010 - CK-040) are installed after as
an extra safety barrier, further protecting the MFCs from any back-pressure or liquid.
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6.2.3 Liquid Feed lines
Water, or any other fluid, can be fed from a glass Schott Duran pressure bottle (V-060),
1000 mL capacity, by using a high-performance liquid chromatography (HPLC) pump (P-060).
There is no blanketing mechanism present on this bottle but the storage bottle is equipped
with a pressure equaliser preventing vacuum or vaporisation of the fluids to occur. The feed
pump is specially designed to be able to precisely pump minute amounts of fluid, ranging from
0.001 - 5 mL min-1. A coriolis meter measures the pump’s outlet pressure and subsequently
controls the flow rate of the liquid. A pressure relief valve system is placed at the outlet of
the pump to protect against over-pressure.
All feed lines (both gas and liquid) are mixed in a 3-way valve and enter the controlled evap-
orative mixer (CEM) unit (MX-060), which evaporates all components at any temperature
up to 200 °C. The feed gases act as a carrier gas while the liquid is vaporised. Ideally, the
flow rates of the liquid and gas should be in the same order of magnitude to ensure the best
performance of the CEM unit. If not, pulsating flow may be observed. Downstream of the
CEM, all lines have trace heating (JE-060 - JE-106), to ensure (i) optimal pre-heating of the
feed, (ii) prevent condensation of the fluids or (iii) prevent solidification of the waxy products
could occur.
6.2.4 Reactor
Following the CEM, the reactants enter the fixed-bed reactor (R-100), which itself is placed
inside the spectrometer. The ceramic reactor body, made from silicon nitride (Si3N4) can be
operated in down-flow mode only. The top and bottom of the reactor body are constructed
from SS-316 stainless steel. However, as silicon nitride is non-magnetic and has excellent
thermal conductivity, it was chosen as primary building material for this rig. Si3N4 has a
thermal conductivity of 43 W m-1 K-1 at 20 °C compared to only 15 W m-1 K-1 at 23 °C for
SS-316 stainless steel. However, in general ceramic materials can be very brittle so special
care should be taken when handling the reactor.
To connect the main reactor body to the rig process lines, the three parts that make up
the stainless steel outer ends of the reactor are combined. Two half nuts are clamped over
a groove and tightened together using a custom built spanner supplied by Zeton B.V. This
fixes the nuts safely to the ceramic part. See Figure 6.3 for a schematic of the ceramic reactor,
where the green and red units represent the two half nuts with the clamp. Figure 6.4 shows
the reactor dimensions.
The reactor head and bottom coupling pieces are hardened by Kolsterising®. In this preven-
tative process, a very thin layer of carbon is diffused and applied on the outer layer of the
SS-316 stainless steel to prevent galling. In addition, the reactor body is equipped with a
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pressure transmitter and pressure gauge (PI-100). To protect the rig against any overpressure,
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Figure 6.3 A schematic of the stainless steel reactor built by Ceratec. The green and red parts at both
ends comprise the clamping unit to connect the reactor to the rig process lines.
The top and bottom of the reactor body are connected to the rig and sealed using Swagelok
VCR® gaskets. These fittings limit the wear of the actual Swagelok connections. The gaskets
are disposed and replaced every time to ensure minimal leak risk. All wetted soft goods in
the reactor are made from either Viton® or Kalrez®. These fluorocarbon rubbers both
have great temperature (long-term exposure to temperatures between -21 °C and +327 °C )
and chemical resistance (can withstand attack from more than 1,800 chemicals, solvents and
plasmas) and hence are used in the O-rings [256].
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9.2.9 INSULATE THE REACTOR 
Insulate the reactor should be done by following specific instructions. 
This chapter describes the workflow that should be followed to assure proper insulation of the 
reactors. 
Always make sure that the following is available before insulation work is started. 
- Insulation materials; 
- Confirmation Yarn, 523 PU-coated (specific wire to tighten the insulation); 
- Glass tape 






Small fibre will be present in the breathing air while working with insulation 
materials and therefore air extraction and respirators should always be 
present and worn. 
 
Two different types of insulation materials will be used for this application. 
These types are Pyrogel XT and WDS Multiflex ST. 
The shades of insulating materials should have the f llowing dimensions: 
Pyrogel – 120 x 140 mm  
Multiflex – 530 x 245 mm 
If the insulation shades are supplied in the correct dimension the insulation work will be eased and 
avoid correction on the shades after it is applied to the reactors. 
For the first layer the Pyrogel is added to the reactor.  
This insulation w ll be applied in the imaging re  of the react r. A sp ce of 120 mm will be insulated 
with this Pyrogel. 
The schematic below illustrates the location of the insulation on the reactor. 
 
Picture 6. Schematic overview of reactor and insulation. 
 
The Pyrogel will be applied in the 120 mm of the imaging area and fixed to the reactor by using the 
523 PU-coated wire. 
Below pictures shows the reactor with and without the Pyrogel insulation. 
 
Figure 6.4 Diagram showing he imensions of FT reactor, provided by Zeton B.V. The red lines
indicate the reactor trace heating. The central region of the reactor body, which extends over the FOV
of the magnet, does not have any trace heating.
The reactor has two separate trace heating loops that cover either the top or bottom section.
The centre of the rig which is placed inside the FOV has no trace heating as this can influence
the acquisition of the NMR signal. However, the central region of the reactor body is well
insulated to prevent significant heat losses. Insulation is provided to cover the trace heating
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lines in the form of a fibreglass woven fabric that is secured in place with temperature resistant
glass tape, see Figures 6.5b and 6.5c.
(a) The Ceratec main reactor body reactor.
(b) Reactor traced with the first layer of thermal insulation.
(c) The fully insulated reactor, ready to be inserted in the magnet.
Figure 6.5 The Ceratec main reactor body reactor, with trace heating and insulation wrapped around.
All electrical trace heating (JE) consists of a pair of two thermocouples (TE and TSE). The
miniature thermocouples are made of stainless steel with a titanium shielding, are rated up
to 900 °C and have an accuracy of ±1.5 °C [257]. The TE-thermocouple feeds back into the
control system which sets the heating power output. The TSE-thermcouples is connected to
a separate display screen on the control cabinet of the reactor. Both thermocouple readings
operate independently but the TSE-thermocouples act as a safety switch in case the primary
thermocouples TE fail. If in the event of overheating the TE-thermocouples are not switched
off automatically, the TSE-thermocouples can turn off the heating mechanism independently.
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Using six sets of two thermocouples, the temperature around the catalyst bed and reactor
is closely regulated and monitored. These thermocouples are only made of non-magnetic
materials and are never placed inside the FOV of the spectrometer. Two long titanium
shielded thermocouples (TE-105 and TE-106) measure the temperature at the top- and
bottom-end of the reactor. Two frits are placed at both outer ends of the central imaging
area, which have a large hole through which the two thermocouples fit.
Figure 6.6 Infrared thermal imaging of the reactor, heated up to 250 °C, clearly indicating the effect
of the insulation. Image supplied by Zeton B.V.
During the Factory Acceptance Testing (FAT) performed at Zeton B.V., the efficiency of the
reactor insulation was tested. The results can be seen in Figure 6.6 where an infrared thermal
image of the reactor, heated up to 250 °C, is shown. The middle section of the reactor, which
covers the FOV of the magnet, is best insulated with outer temperatures reaching only 50 °C.
This section has an additional insulation layer, as was shown in Figure 6.5b. The top and
bottom of the reactor reach temperatures of around 85 °C.
6.2.5 Product Collection Vessels
Downstream of the reactor, the separation section comprises several product collection vessels
which are all heat traced. Using gravity, the waxes, liquid and gas products exit the reactor
and enter a gas-liquid separator. The waxy products and longer hydrocarbons (C6+) condense
and are contained in the first collection vessel (V-201), while the gaseous products and shorter
carbon chains flow further to the condensation section. The wax collection vessel V-201 is a
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500 mL bottle that has its own trace heating loop. To prevent solidification of the products
that can clog up the system, it is always necessary to operate the product lines at elevated
temperatures (>150 °C). The second separation stage contains both a refrigerator (E-250),
which maintains the cooling water at 3 °C, and a heat exchanger (HE-250) where the gaseous
C1-5 products are condensed. This collection vessel is a jacketed cooling vessel where a
tube-in-tube cooler cools downs the species in the line. The water and C1-5 carbon chains
are collected in the second product collection vessel (V-250).
After the cooling unit, all remaining gaseous products that did not condense, leave the system
via a gas outlet at the top of the cooling vessel. The outlet gases are first passed through
the dome loaded back-pressure regulator (DLBPR) (PCV-250) and subsequently through the
water-gas flow-meter (WGFM) (FQI-250). This meter measures the product gas flow leaving
the reactor. Finally, the outlet gas is fed to the GC analysis system. The results obtained
from the GC are used for conversion and selectivity analysis.
Both product containers (V-202 and V-251) can be emptied in two removable product
collection vessels using a small 1.5 mL sample holder connected to a 3-way valve. The
bottom of both collection vessels has an automated, air-actuated 3-way valve (XV-200 or
XV-250) and a needle valve (HV-200 or HV-250). The 3-way valve is regulated via the main
control system, and has a set time interval for opening and closing. A Start/Stop button
on the rig enables this 3-way valve to operate. To protect the glass collection bottles from
shattering, they are positioned in a polycarbonate box.
6.2.6 Pressure Control
The pressure of the entire rig is controlled by a unit termed a DLBPR, see Figure 6.7. The
operating principle of DLBPR provided by Equilibar®, is that the desired system pressure
is also the dome pressure of the regulator. To create and regulate the pressure on the dome,
a Bronkhorst pressure controller is installed in the dome feed line using N2. The Equilibar
®
DLBPR uses a flexible membrane diaphragm to sense the pressure applied and to provide
a direct seal against the orifice unit. The pilot port is pressurised with N2 to the desired
operating pressure. While the pressure on the inlet port is below the pilot pressure, no flow
towards the reactor occurs. This inlet pressure is equal to the pressure that is applied to the
diaphragm of the regulator. The diaphragm pressure is applied via the pilot port located on
top of the back-pressure regulator.
Once the inlet- and pilot pressures are equal, the diaphragm opens and this allows flow
towards the reactor for pressurising. Normally under steady condition, an equilibrium is
achieved and the diaphragm modulates into a position where just enough flow is allowed out
of the regulator in order to maintain a steady pressure on the inlet port. During reaction,
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the inlet of reactants or a temperature rise in the reactor can lead to an increase in reactor
pressure. Even with fluctuating inlet pressures, the diaphragm can enable a stable reactor
pressure. The diaphragm can compensate by closing, thereby maintaining the outlet pressure
and thus keeping a constant reactor pressure. Obviously this is only valid if the pilot pressure
is maintained. The electronic flow control system can regulate the inlet flow rates of the dome
to obtain a stable pressure in case of over-pressure.
Two capillaries are installed in the DLBPR unit, but are not depicted in Figure 6.7a. To keep
the optimal pressure control, the dome line vents some of the supplied gas via the capillary.
This constant bleeding creates a dynamic response behaviour for the pressure control of the
system. By giving the controller a set-point, the flow control valve will open until the set-point
pressure is reached. A second capillary, which is usually closed, is placed downstream of the
automated ball valve and is only used in case of an emergency system shut-down. If this
occurs, the ball valve opens and the dome pressure is released, thereby depressurising the
whole reactor slowly. This is done to prevent sudden depressurisation in order to protect the
on-line equipment such as the WGFM and the HPLC pump.
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9.2.8 DOME LOADED BACKPRESSURE REGULATOR 
Th  dome loaded backpressure regulator controls the fluid ressure on its inlet port. The pressure 
present on the inlet port is equal to the pressure that is applied to the diaphragm of the regulator. 
Diaphragm pressure is applied via the pilot port located on top of the backpressure regulator. 
The picture below illustrates the lay-out of a dome loaded back pressure regulator. 
 
Picture 5. Cross section overview dome loaded backpressure regulator. 
 
For this system the pressure on the dome is measured and regulated via a pressure controller from 
Bronkhorst. The pressure controller exist of a pressure transmitter and a flow control valve. 
Via the control system a pressure value can be given to the Bronkhorst pressure controller. By giving 
the controller a set point the flow control valve will open until the set point pressure is reached. 
To create a dynamic response behaviour for the pressure control this system is equipped with a 
capillary that constantly bleeds a small portion of the gas. 
There are two ways to operate the pressure control. The control can be set to manual and to 
automated. By operating the system in manual pressure control the pressure in the dome feed line is 
controlled and when the system is operated in the automated mode the pressure in the system will be 
controlled.  
The pressure regulation part of the system is equipped with an extra capillary that usually is blocked 
with an automated ball valve. This valve is fail open and opens in case of an event. This will 
depressurise the entire system slowly.  
Reason for this set-up is to protect in-line equipment like the wet test meter and feed pump.  
For more detailed information about the dome loaded backpressure controller reference is made to 






(a) Cross section schematic of the dome loaded
back-pressure regulator. Supplied by Zeton B.V.
(b) An Equilibar® dome loaded back-
pressure regulator.
Figure 6.7 A schematic showing the flow directions used in an Equilibar® dome loaded back-pressure
regulator.
6.2.7 Customised Operational Control Additions
Several customised solutions were implemented to improve the operation of the FT rig.
Turning Off Reactor Heater with a 5 V Signal
First, during the acquisition of most NMR experiments, the reactor heaters (TIC-100 and
TIC-102) can be switched off automatically. These heaters can create temperature fluctu-
ations which induce variations to the m asured NMR signal. The magnetic susceptibilities
can lead to local distortions of the signal th reby affecting the measur m nt. To prevent this,
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pulse sequences were modified to implement the heaters shut-down for several milliseconds.
By sending a 5 V signal from the rig to the control system during the signal acquisition, the
heaters are turned off by setting their output to 0%. The heaters are turned on automatically
when a 0 V signal is received. This timing was optimised to prevent significant temperature
fluctuations in the reactor.
SMS Alarms
Second, as a typical FT experiment involves testing the life-time of catalysts and study the
evolution of the products, the reactor is required to run safely overnight for an extended
period of time. To make sure a 24/7 monitoring of the rig can be achieved, the rig was
programmed to send automatic SMS text messages to the operators. In case of any alarms,
deviations or trips, the operators were informed and could act accordingly.
Leak Detector
Third, in collaboration with the scientists from STCA, a leak detection (LVK-600) system
was implemented. All gas lines (from the feed section, the CEM and the back pressure
regulator) are connected to a vessel containing transparent oil. In the case any fitting, valve
or tube is leaking, the gas will follow the route with the least pressure resistance and this will
result in minute bubble formation in this leak detector. This Shell in-house design permits
visual detection of small leaks (∏ 0.1 mL min-1).
6.2.8 Power Supply
The main AC power (400 VAC) circuit is a 5-wire connection (3 phases, 1 neutral and 1
ground). The 3-phase and neutral lines are all connected to the main switch of the main
distribution board (SE-1). The secondary power circuit is the 230 VAC control power circuit
which is a three wire connection (phase, neutral and ground). The control cabinet is the
primary communication port between the reactor and its operators. This circuit powers the
power supplies, control system and instrumentation on the rig.
6.2.9 P&ID Drawing
In Figure 6.8, a technical, simplified flow sheet is shown of the reactor. A real P&ID drawing
supplied by Zeton B.V. can be found in the Appendix A on Page 224.
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6.3 Safety Aspects
6.3.1 Causes and Effect Matrix
In order to create an additional layer of safety and to manage any potential hardware
or software failures on the FT rig, the C&E (Causes & Effects) matrix was designed, in
collaboration with STCA, Zeton and MRRC. The C&E diagram is a comprehensive matrix
which can be divided into two main sections. The first shows all the trips, alarms or failures
of the various components that could occur on the rig. This section details the time delays
and set-point deviations required before a trip is triggered. The second section shows what
actions (or effects) take place when a specific trip is reached. These are pre-programmed,
automatic sequences that for example turn off heaters, shut-off valves or depressurise the
reactor. The C&E system is used to ensure maximum safety during operation and enable
safety mechanisms to be triggered while the rig is left unattended.
Figures 6.9 and 6.10 give an overview of the different triggers and effects that are programmed
for both hardware and software units on the Zeton B.V. FT reactor. The blue boxes are the
several situations that could take place on the rig, varying from pressing the emergency
button, to having a computer failure, power cut or temperatures rises for specific trace













Computer failure or power cut




If condition for any trip is met, 
following actions are taken 
automatically
Close liquid feed pump
Shut H2, CO, N2 and gas 4 feed line
Set flow of H2, CO, N2, gas 4 to 0
Set flow of liquid feed to 0
Close wax and product sample valves
Open N2 back-pressure regulator dome
Turn off: product feed, reactor, product 
outlet and collection vessels heaters
Turn off refrigerator and CEM





Wax collection vessel heater
(>200 °C)
Figure 6.9 First part of the Cause and Effect Matrix. In case of any accident (possible Causes in
blue boxes), the necessary precautions (Effects in orange boxes) for hardware are taken. Adapted from
matrix supplied by Zeton B.V.
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For the possible hardware failures or over-heating issues (see required temperature limit in
blue boxes), the effects listed in the orange boxes in Figure 6.9 are automatically enabled: (i)
the gas and liquid feeds are set to 0 and their valves are shut, (ii) the reactor is depressurised,
(iii) all heater power outputs are set to 0 and turned off and finally, (iv) the CEM and
refrigerator are switched off. This is similar to simply shutting down the whole reactor
and stopping all activities. In case of a hardware failure, any ongoing reaction is simply













(>59 barg OR ±10% SP OR ±2 bar SP,
with delay >1800 s)
Reactor pressure drop
(±5 bar,
with delay >1800 s)
H2, CO, N2, gas 4, water feed
(±10% SP OR ±0.1 NL h-1 SP,
with delay >1800 s)
If condition for any trip is met, 
following actions are taken 
automatically
Close liquid feed pump
Shut H2, CO and gas 4 feed line
Set flow of H2, CO, gas 4 and liquid feed    
to 0
Set flow of N2 to 10 NL h-1
Close wax and product sample valves
Open N2 back-pressure regulator dome
Set product feed, reactor, product outlet 
and collection vessels heaters to 160 °C
Turn off CEM
Turn off pressure control regulation
Product feed and outlet heaters
(±5 °C SP,
with delay >1800 s)
Reactor top and bottom heaters
(±5 °C SP,
with delay >1800 s)
Gas/Liquid and product collection vessels
(±5 °C SP,
with delay >1800 s)
Figure 6.10 Second part of the Cause and Effect Matrix. In case of any accident (possible Causes in
blue boxes), the necessary precautions (Effects in orange boxes) for software are taken. Any trip is
only triggered when a deviation from the set-point for at least 1800 s occurs. In addition, a deviation
counts when either ±10% or ±2 bar from the reactor pressure set-point, ±10% from the flow rate
set-point or ±5 °C from the heater set-point is registered. Adapted from matrix supplied by Zeton
B.V.
The trips and consequences are slightly different when a software issue occurs, as can be seen
in Figure 6.10. Firstly, for the software trips (in the blue boxes) to be triggered, a deviation
from the set-point for at least 1800 s is required before any safety mechanisms are enabled.
A deviation is classified as either ±10% or ±2 bar from the reactor pressure set-point, ±10%
from the flow rate set-point or ±5 °C from the heater set-point.
The different triggers for a software trip can vary from: (i) CO detection above its safety
levels, (ii) over-pressurising or a pressure drop across the reactor, (iii) deviation from the gas
or liquid feed flow rate set-points or finally (iv) deviation from the trace heating set-points.
Any of these causes lead to a limited shut-down of the reactor while it is kept warm and
safe under low N2 flow. This is done to prevent any products from solidifying and causing
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a potential blockage with the risk of over-pressurising while any CO or H2 remains can be
purged. The effects triggered by the automatic safety mechanism are: (i) the gas feed (CO,
H2 and gas 4) and liquid feed are set to 0 and their valves shut, (ii) the reactor is depressurised
and finally (iii) the CEM is switched off. The main difference compared to a hardware issue
shut-down is that N2 is kept flowing at 10 NL h
-1 and the heaters are kept at 160 °C.
One exception is marked by the dotted-line box around the reactor pressure as this is the only
cause that will enable a different effect mechanism. If the reactor pressure has not reached
the set-point yet, one very likely cause is that the set-point pressurising rate was set too high
and the reactor has not had enough time yet to reach the desired pressure with the used
gas flow rate. Another likely possibility is that the N2 cylinder is not pressurised enough to
reach the required reactor pressure. In those situations, only (i) the gas feed (CO, H2 and
gas 4) and liquid feed are set to 0 and their valves shut and (ii) the CEM and refrigerator
are switched off. The reactor heaters are left on, the N2 feed is kept open and the reactor
pressure control is not switched off.
Figure 6.11 is called the Range, Alarm & Trip Settings List. For every component on the
reactor with its associated tag number and description, this list tabulates the control range in
which the unit can safely be operated in. In addition, in the last four columns, the LowLow
(LL), Low (L), High (H) and HighHigh (HH) alarm trip settings are shown. Depending on
how significant the deviation from the set-point is, either a L, LL, H or HH alarm is triggered.
This has different consequences in terms of what alarms are sent out in the text messages.
6.3.2 Standard Operating Procedures
In order to ensure the best operating practices using the highest standards for safety, a
Standard Operating Procedures (SOP) was designed, in collaboration with the specialists at
Zeton and scientists at STCA. Hence, our FT SOP is based on the operating guidelines from
STCA. The instructions below are a summary and can be used as a reactor manual. The
SOP can be divided into 7 main categories:
1. The gas feed and cylinders
(a) All cylinders, regulators and hand valves have to be opened safely and pressurised.
(b) Instrument air is turned on to operate the pneumatic valves.
(c) N2 is opened to allow reactor pressure control and GC is turned on.
2. LabVIEW initiation
(a) LabVIEW control system is activated and main switch on the rig is turned on.
(b) Any start-up alarms are acknowledged.
3. Start-up procedure: heating and pressurising with H2 and N2
(a) All trace heating and thermocouples are connected appropriately.
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(b) Refrigerator and CEM switched on.
(c) All trace heaters set to desired temperature.
(d) Pressure test with N2 and aim for stable pressure for pressure-tight system.
(e) If leaks occur, depressurise system and find the leak.
4. Reaction
(a) Set desired temperature, gas flow rates and other reaction conditions.
(b) If necessary, open CO cylinder and start flowing synthesis gas.
(c) Track reaction in LabVIEW. Check temperature and pressure to spot deviations.
(d) Start NMR experiments.
5. Product sampling
(a) Open HV-250 or HV-200.
(b) Press green Start buttons on the rig.
(c) Disable sequence when product collection vessels are emptied by pressing on Stop.
6. Depressurising system and shutdown
(a) Change temperatures and pressure set-points. Cool-down and depressurise slowly.
(b) If stripping of intra-particle product is required, purge overnight using H2 and N2.
(c) Close hand valves and cylinders as required.
7. Reactor removal with catalyst replacement
(a) Disconnect the trace heating and thermocouples and unscrew the VCR® gaskets.
(b) Carefully lift the reactor while supporting it to prevent it from falling or sliding.
(c) Open the reactor using the purpose-built spanners supplied by Zeton B.V.
(d) Replace the catalyst bed supported by the tripods and replace Kalrez® O-rings.
6.3.3 Risk Assessments
In order to comply with the safety rules and regulations of the Department of Chemical
Engineering and Biotechnology, it was required to conduct a risk assessment of FTS. In
addition, the FT rig is a one-off, experimental set-up, working with toxic and flammable
gases. Hence, both the Head of Department and the University Safety Officer had to approve
the safety design of this rig. In total, 12 different Risk Assessments forms had to filled in.
The three main types of forms are described below:
• Form 1 - General Risk Assessment:
describing the general experiments and associated risks.
• Form 2 - Hazardous Substance Risk Assessment:
fulfilling the requirements of the Control of Substances Hazardous to Health (COSHH)
and Dangerous Substances and Explosive Atmospheres Regulations (DSEAR) Regula-
tions relating to FTS working with (i) CO, (ii) H2, (iii) SiC, (iv) Ru/TiO2 and (v)
linear hydrocarbons.
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• Form 7 - Rig Risk Assessment:
outlining the apparatus and rig used which compromise a pressurised vessel.
6.3.4 LabVIEW control system
The control of the FT reactor is done through the National Instruments LabVIEW applica-
tion. This program gives full control via a graphical user interface. The main, custom built
LabVIEW instrument control panels are shown in Figure 6.12 (feed section) and Figure 6.13
(reactor section). This software also allows to view historical data. The reaction process
can be monitored and temperature, pressure and flow rates can be set. Moreover, the
operator entries are logged and the alarm conditions can also be reported. This allows
one to understand how the reactor behaved in case of an alarm trip. The LabVIEW control
system enables the operator to:
1. Monitor the process (pressure, temperature, flow) and change set-points.
2. View real-time and historical data.
3. Log operator entries and alarm trips.
Figures 6.12 and 6.13 have the same layout as the P&ID drawings. In Figure 6.12, the four
gas feed lines can be seen in addition to the liquid feed pump. These are mixed and heated
up by the CEM. Four options in the bottom right corner of Figure 6.12 can be seen: (i) GC
Communication, (ii) Seq. Trigger, (iii) Gas and Ventilation and (iv) NMR Communication.
Only options (iii) and (iv) are in use: option (iii) is enabled by default indicating that the
gas safety detectors (CO, H2 and O2) in the lab are active. Option (iv) disables the reactor
heaters TIC-100 and TIC-102 for a few milliseconds during certain NMR acquisitions, as
discussed previously.
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6.4 The Agilent Gas Chromatogram
The model and make of the Agilent GC, shown in Figure 6.14, is a: SP1 7890-0378 Three
Channel Fast Refinery Gas Analyser (RGA) with no C6+ back-flush. In collaboration with
Agilent, this equipment was custom built for the FT research objectives on the rig. It operates
on the OpenLab EZChrome chromatography system, same software as used at STCA. It is
specifically designed and calibrated to study short-chain, linear hydrocarbons.
The GC has eight columns (e.g. made from Al2O3 with dimensions of 50 m £ 0.53 mm)
and consists of three detectors for compound separation: (i) a thermal conductivity detector
(TCD) channel which can measure H2 using N2 as carrier gas, (ii) a second TCD channel
detecting permanent gases (O2, N2, CO2 and CO) using He as carrier gas and (iii) a
flame ionisation detector (F-I-D) hydrocarbon channel detecting C1-C6 molecules with H2
as carrier gas. The lower detection limit is 100 ppm for permanent gases and 5 ppm for the
hydrocarbons. See Appendix B for a complete system overview.
Figure 6.14 The Agilent GC: 7890-0378 - Three Channel Fast Refinery Gas Analyser.
The key features of this equipment are:
1. Three parallel channels with simultaneous detection for complete refinery gas analysis
within eight minutes. This allows up to six analysis runs per hour.
2. A Sample Stop/Divert Valve. Significantly improves repeatability and precision by
allowing sample injection loops to equilibrate to atmospheric pressure before injection.
3. Moisture and hydrocarbon filters to maintain hydrocarbon sensitivity and stable oper-
ation.
Figure 6.15 depicts the chromatograms obtained from the three detectors during FT. The
peaks can be correlated to molecular concentrations which are needed to calculate selectivity
and conversion.
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(a) The front F-I-D hydrocarbon channel detecting C1-C6 species.







(c) The auxiliary TCD channel detecting H
2
.
Figure 6.15 Examples of chromatograms obtained from the three detectors during FT experiments.
These are used to calculate selectivities and conversions of the FT reaction.
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6.4.1 Calibration
The GC was calibrated in two stages. The manufacturer Agilent supplied a standardised
Refinery Gas mixture to perform the initial calibration. This is a mixture of various gas
streams typically produced during a refinery process. This sample could be a fuel gas, a final
product or even a feedstock for further processing [258]. In order to calibrate the GC for
individual components, known concentrations have to be injected to calculate the Response
Factor, which is the reciprocal of the slope of the calibration line [259], see Equation 6.2.
Response Factor= AreaConcentration (6.2)
Figure 6.16 depicts the three final calibration lines for N2, H2 and CO which are needed to
calculate the conversion of the FT reaction. Using the initial Refinery Gas mixture, only
the red points ( ) on the calibration line could be obtained. For N2 this covered the range
between 0 - 63 mol%, for H2 between 0 - 13 mol% and for CO only between 0 - 3 mol%.
However, as the concentrations during steady state FT for N2, H2 and CO are approximately
26, 43 and 28 mol% (see ) respectively, the initial calibration mixture did not suffice.
Hence, the GC was further calibrated with various mixtures with different concentrations of
CO, N2 and H2 to cover the necessary FT operating range, see black points ( ). Using these
extra calibration points, the full calibration line ( ) was determined.
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(c) CO calibration line.




and CO ( ) obtained from the extended calibration
mixtures ( ). The initial calibration points determined from the Refinery Gas mixture did not cover
the steady state FT concentration range ( ), except for N
2
.
6.5 Collaboration with Shell Technology Centre Amsterdam
As the research described in this thesis is done in collaboration with Gas Conversion scientists
at STCA in Amsterdam, the Netherlands, many opportunities arose throughout the doctorate
whereby both parties could learn from one another. To facilitate this knowledge transfer,
in total ten weeks were spent at STCA during the PhD spread over four different trips.
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These visits were very useful to learn about (i) reaction operation, (ii) catalyst preparation,
(iii) using LabVIEW and EZChrome for GC analysis and (iv) product analysis via Soxhlet
extraction.
In the Sections below, these findings are discussed in more detail. Furthermore, access to
other characterisation techniques or commercial samples was given by Shell. In addition, a
week was spent at Zeton B.V. in Enschede, the Netherlands, for the FAT of the new rig.
6.5.1 Reactor Handling and Suggestions
Several examples can be given that summarise the knowledge transfer between Shell and
the MRRC. Firstly, the collaborators at Shell taught us the practices of operating a pilot-
scale rig safely and assisted in developing the SOP. Secondly, STCA suggested to purchase
restriction devices to limit the outflow of gas in case of a pipe rupture. Furthermore, Shell also
helped in designing a Y-shaped, customised part that Zeton B.V. manufactured, enabling a
thermocouple to reach the reactor and at the same time allowing products to leave the reactor
bed. In addition, the post-reaction catalyst analysis done via Soxhlet extraction which was
first encountered at STCA, is now adopted and applied at the MRRC.
Finally, thanks to Shell, the catalyst bed was designed in several layers, as will be described
in more detail in Section 7.2. As FTS is an extremely exothermic process, hotspot formation
and temperature overshooting are a real threat, especially if the FT rig does not have any
external cooling mechanism and only relies on convection and irradiation for cooling. Hence,
Shell suggested to design the catalyst bed in three separate layers and dilute the catalyst
extrudates with inert material. This common approach can prevent a large energy production
that could lead to a temperature run-away.
6.5.2 Catalyst Impregnation
The experiments performed at Shell were intended to serve primarily as training in microre-
actor operation using FT catalysts. However, for completeness the collaborators also offered
training in how to prepare the catalysts as well as test them. Some of the catalysis work
done at the Shell laboratories in Amsterdam involved cobalt catalysts. Their supports are
extrudates made of TiO2 which are impregnated. The supports have a known pore volume
of 0.3 mL g-1 and were impregnated with cobalt(II) nitrate hexa-hydrate. Promoters, like
manganese(II) nitrate, can be added to increase the dispersion factor of the Co and therefore
enhance the catalyst selectivity. These were the steps involved during the incipient wetness
impregnation done at STCA:
1. Weigh 3.5 g of Co(II)Ni·6·H2O (corresponds to 2 mL)
2. Weigh 10 g of TiO2 extrudates
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3. Add 1 mL of deionised water to Co(II)Ni·6·H2O
4. Add the Co(II)Ni·6·H2O solution to the extrudates using a pipette
5. Use a rolling device to ensure equal distribution of impregnation solution in the pellets
6. Dry the catalysts (at 120 °C for 2 h followed by another 2 h at 300 °C)
The roller device is used to ensure that the impregnation solution is distributed homoge-
neously over all the extrudates particles. These pellets should only be mixed for 10 minutes
maximum. As the impregnation process weakens the wet extrudates, their mechanical
strength can be compromised if rolled too extensively. The final step in the impregnation
process is the drying. The temperature is increased by 3 °C minute-1 to 120 °C. The pellets
are kept at this temperature for two hours before the temperature is further ramped up to
300 °C in 60 minutes. This final temperature is kept for two hours before cooling the pellets
down to ambient temperature.
(a) Cobalt catalyst 0.1wt%. (b) Cobalt catalyst 0.5wt%.
(c) Cobalt catalyst 1wt%. (d) Cobalt catalyst 2wt%.
Figure 6.17 The different cobalt catalysts impregnated on TiO
2
supports, with increasing Co loadings
ranging from 0.1wt% to 2wt%. The green cobalt titanate can clearly be seen for the samples (a) and
(b) with lowest concentrations of Co.
The results for the cobalt impregnation of 0.1wt%, 0.5wt%, 1wt% and 2wt% on TiO2 supports
can be seen in Figures 6.17a - 6.17d respectively. The supports impregnated with 0.1wt% and
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0.5wt% cobalt solution do not have the typical black colour but instead these samples turned
out to be partially green. Cobalt titanate is known to have a green colour and therefore the
low loadings cause the impregnated particles to interact very strongly with the support to
eventually form cobalt titanate. This is not reducible at 350 °C and therefore low loadings
in this state are not readily usable in FTS.
6.5.3 Passivation
The process of passivation is typically performed to enhance the stability of transition metal
catalysts highly sensitive to air. Passivating catalysts is reported to suppress rapid, exother-
mic oxidation reactions with air, which may result in phase changes and local temperature
hotspots. The objective is to preserve and protect reduced or spent catalysts superficially
from further oxidation which allows reduced samples to be transferred to characterisation
equipment. Passivation thus allows characterisation of catalysts in a state which resembles
the activated state as the changes in the catalyst properties are minimised. Furthermore,
passivated samples can be safely stored under ambient conditions [260]. In the early days,
refineries performed an in situ regeneration or passivation of the catalyst by heating with
N2/air under controlled conditions [261].
The bench-top passivation units at Shell can feed between 25 - 90 NL h-1 of H2, N2 or air.
Using a 1-inch reactor tube, 10 - 100 mL of catalyst can be loaded and the unit can operate
up to 10 bar. Using glass wool at the bottom of the tube, the catalyst is kept in place. On
both sides of the reactor, two sets of five heaters are used to heat up the catalyst tube. The
maximum heating temperature is about 500 °C and the off gas is analysed by a GC. Also
this rig is operated by LabVIEW via pre-loaded sequences, which include all the different
steps required to complete a reduction or a passivation process. A possible reduction plan
could be:
1. Heat up the oven to 150 °C under N2
2. Dry the catalyst overnight
3. Increase the temperature to 280 °C and maintain this for 15 hours
4. Close the N2 feed and switch to H2 at 10 bar and keep this flowing for 72 hours
5. Cool down to 150 °C
6. Close the H2 feed and switch to N2
6.5.4 Reduction
Many catalysts undergo a pre-treatment where they get reduced under a reductive environ-
ment, often in the presence of H2, in order to “activate” them. The materials are reduced
to make the metals present in the catalyst pellets electronically more rich. The reduction
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process in the presence of H2 can activate the pellets by partially reducing the oxide species
on the catalyst which can then migrate onto the metal particles to destroy large ensembles of
the active metal site. This can increase the interfacial region between the active metal and
support [262]. The reduction process also facilitates the phase transition of TiO2 from the
anatase- to rutile-type which reduces the deactivation and coking of the catalyst [263].
Prior to that, one needs to find the optimal reduction temperature of the metal via temperature
programmed reduction (TPR) experiments, to deduce at which temperature the metal gets
reduced best [264]. The pilot-scale TPR unit at STCA is used to screen various reduction
conditions for multiple catalysts before performing large scale reduction treatments. The rig
is placed inside a GC oven to have better temperature control and therefore only minute
quantities can be loaded at the same time (maximum 20 mg). Using H2 as reactant, the
temperature is ramped up to 450 °C with a 4 °C min-1 heating rate which is maintained for
two hours. A gas chromatography - mass spectrometer (GC-MS) tracks the H2 consumption
and H2O production to monitor the progress of the reduction. Prior to any experiments, leak
testing is performed at atmospheric pressure by feeding a 30% flow of H2.
6.5.5 Soxhlet
A typical post-reaction catalyst characterisation method is the soxhlet extraction, see Fig-
ure 6.18 for a schematic [265]. This setup can be used to obtain the waxy products that are
produced during FTS and remain stuck in the intra-pellet regions of the catalyst. Using GC
analysis, these extracted, waxy, long-chain hydrocarbons can be further analysed [266].
Figure 6.18 Soxhlet used to extract products after FTS from the catalyst pores. Reproduced from [265].
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Typically 2 - 3 g of catalysts can be loaded in a filter, which is folded and subsequently
stapled on the top to close. A Soxhlet extraction can be done overnight at atmospheric
pressure. Toluene is the most commonly used extraction fluid when working in the oil and
gas industry [267]. For this set up, no vacuum pump or N2 purging is needed during the
operation.
6.6 Influence of Feed Gas Composition on Catalytic Perfor-
mance of Cobalt Catalyst
6.6.1 Introduction and Background
In the summer of 2016, two months were spent at STCA to perform preliminary experiments
and to obtain some experience and further training in running a pilot-scale FT rig under
real conditions. The scientific objective of this study was to understand the consequence
of varying the H2:CO feed ratio and analysing the effect of surface coverage [30, 268]. It is
generally accepted that varying the feed composition will have an impact on the activity and
selectivity of the catalyst but in the literature scientists still debate why many deviations
exist from the theoretical ASF predictions [269].
These deviations could be caused by secondary reactions, such as growing surface chains that
can terminate as paraffins or olefins. Readsorbed olefins can be further polymerised and
hydrogenated, hence reducing the termination probability and increasing the chain-growth
probability [99]. The extent of hydrogenation depends on many parameters, one of which is
the partial pressure of CO and H2 (PCO and PH2). If an olefin chemisorbs onto the surface
of the catalyst, this olefin has to compete for a vacant site. During normal FT reaction
conditions, such an empty spot is very rare, as many different product species also compete
with H2 and CO to gain access to the active site on the metal catalyst. Therefore, changing
the feed composition is thought to have an impact on the catalyst selectivity and product
distribution [99].
6.6.2 Experimental
A glass reactor tube of a SSITKA machine was loaded with 0.1 g of FT cobalt catalyst powder.
Using an on-line GC, the product stream (CO, CO2, O2, H2 and C1-C10+) was analysed and
quantified. More details on the catalyst were not provided by Shell due to confidentiality.
The experimental reaction conditions were set at 3 bar and 220 °C.
Prior to all experiments, the catalyst was reduced and passivated at 350 °C and subsequently
exposed to synthesis gas (mixture of H2 and CO) for 72 hours to reach a steady state condition
with stable activity. Typically, the feed ratio of H2:CO during FTS is about 2:1. During these
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experiments PH2 or PCO was changed whereas the partial pressure of the second reactant was
kept constant. Argon was co-fed to reach the reactor pressure balance of 3 bar.
6.6.3 Results and Discussion
In Figure 6.19, the product concentration is plotted against carbon number on a semi-log
scale. The first experiments consisted of varying PCO between 0.1 - 1.5 bar with a constant
PH2 of 0.5 bar, see Figure 6.19a. This results in relative amounts of CO ranging between
3 - 67% and a H2:CO between 0.3 - 5.0. In the second set of experiments, the PH2 was varied
between 0.2 - 2.6 bar with a constant PCO of 0.3 bar, see Figure 6.19b. This results in relative
amounts of H2 ranging between 7 - 89% and a H2:CO between 0.7-8.7.
From Figure 6.19a, one can observe an increase in carbon number N as the PCO increases,
which suggests a strong, negative order in CO for N > 6. This figure also shows that the
chain-growth probability, Æ, decreases with increasing H2:CO ratio. ASF and the Æ were
previously introduced in Section 2.2 on Page 6. This behaviour has been previously reported
in the literature, whereby product selectivity and carbon number distribution of Co-catalysed
FTS depends strongly on the H2:CO ratio. This is in line with results published by both
Mims et al. ([270]) and Weststrate et al. ([271]), and can be explained by a simple surface
crowding model. Higher partial pressures of CO (PCO) lead to increased concentrations of
carbon species on the catalyst surface, which facilitate long-chain product formation [272].
Moreover, if the catalyst surface has higher coverage of carbon species, the selectivity towards
methane is lower. However, for long TOS, this advantage comes at a cost as high CO partial
pressures are reported to increase the production of carbonaceous deposits, which are linked
to catalyst deactivation due to fouling [93].
(a) The positive effect of increasing the PCO on
the carbon number at a fixed PH2 of 0.5.
(b) The product distribution remains unchanged
if the PH2 is increased at a fixed PCO of 0.3.
Figure 6.19 The influence of changing the feed gas composition on cobalt powder during FTS in a
SSITKA apparatus.
6.7 Commissioning the Cambridge Fischer-Tropsch Reactor 157
A decreasing chain growth probability Æ facilitates the production of short-chain hydrocar-
bons [273]. In addition, the production of CH4 increases with H2:CO. This is in exact
accordance with results published by Kuijpers et al. from STCA in 1994 where at constant
PH2 , the methane concentration decreases with increasing CO pressure [269]. However, in
Figure 6.19b, the product distribution does not seem to be affected by the increase of PH2 ,
as there is a first order dependence in H2 for this specific reaction.
6.7 Commissioning the Cambridge Fischer-Tropsch Reactor
6.7.1 Reduction
The first experiments performed on the Zeton B.V. FT rig were done at 250 °C and 2 barg for
30 hours. The goal of this investigation was to reduce in situ the Ru/TiO2 catalyst pellets
using forming gas (5% H2 in N2) and measure the H2 uptake using the GC. These first series
of experiments were an excellent opportunity to test whether the reactor was working well
and whether the commissioning was done appropriately.
The reduction process was initiated as soon as the N2 was replaced by an initial flow of
10 NL h-1 of forming gas. These reduction conditions were maintained for 30 hours during
which the forming gas flow was increased to 30 NL h-1. All the reaction conditions are
tabulated below in Table 6.3.




Flow Rate Pressure Temperature Time
[NL h-1] [barg] [°C] [h]
1. Cold, low pressure test N2 30 5 20 1
2. Cold, high pressure test N2 30 45 20 1
3. Hot, high pressure test N2 30 45 250 1
4. Reduction 5% H2/N2 10 - 30 2 250 0.5
5. Reduction 5% H2/N2 30 2 250 30
6. Cooling down N2 30 2 20 10
Furthermore, successful pressure and temperature tests were done on the FT rig. As a
result, it was concluded that the GC unit was successfully integrated with the magnet, rig
and reactor system. All trace heating were able to heat rapidly to high temperatures and
maintain within ±0.2 °C at reaction level. A stable N2 pressure was recorded using the
Equilibar® in the reactor with no detectable pressure (<0.2 barg overnight) from 50 barg.
This all confirmed the reactor was ready and set up safely to operate real FTS.
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Figure 6.20 The TCD signal for H
2
before ( / step 4), during ( / step 5) and after ( / step
6) reduction of Ru/TiO
2
extrudates took place. These correspond to steps 4 - 6 in Table 6.3.
Finally, the uptake and consumption of H2 was tracked with the GC during the reduction
process, see Figure 6.20. The TCD signal for H2 can be seen before, during and right after
the reduction procedure (at 250 °C, 2 barg and 30 NL h-1 of forming gas) occured. The signal
of H2 during reduction decreased whereas the very comparable signals before and after the
process indicate that the reduction process completed as no further H2 was consumed.
6.7.2 Modifications to the Rig
During the commissioning and testing phase, the operators encountered some room for
improvement. The two biggest modifications are described below, which enhanced pressure
control and safety of the rig.
Pressure and Needle Valve Changes
In the final section of the rig, downstream of the control valve (PCV-250), a major modifi-
cation was implemented to obtain better control over the pressure and minimise leak risks.
PCV-250 allows the reactor pressure to be decreased from operating pressure down to 0.5 barg.
Downstream of PCV-250, all lines and components encounter this 0.5 barg overpressure,
which is required to create a pressure gradient enabling the products to leave the reactor
into the vent. Also, the product return lines that were installed from the product collection
bottles to the main product line, had 0.5 barg overpressure. These lines were placed to revert
back any product gas potentially escaping to the WGFM and GC for analysis
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Originally, a needle valve was installed right before the WGFM which controlled the pressure
fed to the GC. Some overpressure is always required for the GC to operate normally and
for the off-gas to reach the GC due to a pressure drop created over the lines. However, the
product return lines connecting the collection bottles did not have a strong enough seal to
withstand 0.5 barg. These glass jars were at atmospheric pressure and thus any leak would
allow CO or H2 to escape.
Figure 6.21 shows the final position of the needle valve and entrance to the GC. The
modification allowed to change the position of the needle valve more upstream, thus only
keeping the GC feed line under 0.5 barg pressure. Therefore the product return lines were





Water and short-chain 
product collection return line
(V-251)
Figure 6.21 Modification implemented with the new position for the needle valve.
Restriction Orifice
A restriction orifice (RO) was placed on the H2 and CO gas cylinders between the gas cylinder
and the primary pressure reducer. The RO is installed in case of an emergency to limit the
escaping gas. For example when a pipe ruptures and/or regulators fails, it reduces the
maximum outlet flow rate of the gas to escape. Shell recommended the installation of the
RO and their design and safety engineers assisted in calculating the actual maximum orifice
diameter able to deliver the required feed flow rates and pressures. Shell also suggested that
the distance between the cylinder and reducer should be as short as possible (maximum
20 cm) to minimise the gas volume that can escape. A technical drawing of the RO can be
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Figure 6.22 Restriction orifice from Hoke (6320 Series).
The RO holder is supplied by Hoke (serial number: 6320F4Y), is rated up to 5000 psi
(±345 bar) and has a Viton® 7µ filter. The actual orifice is made of diamond and has an
opening diameter of 0.03 mm for H2 and 0.05 mm for CO. Since the installation of the orifices
onto the FT rig, which had to be approved by several senior Safety Officers of the University,
two other research groups in the Department of Chemical Engineering and Biotechnology
have implemented the same safety precaution on their instruments to maximise gas safety.
6.8 Conclusions
This Chapter presents an overview of the customised Zeton FT reactor. This Chapter lays
out the design and description of the new in situ NMR pilot-plant used to study FTS at
elevated temperatures (up to 300 °C) and pressures (up to 50 bar). This setup provides our
research group with a toolkit to perform cutting-edge measurements, which thus far have only
been modelled or simply had to be approximated. The challenges of designing a pilot-plant
that is compatible with NMR, therefore limiting the choice of building materials available,
are discussed. Subsequently, a detailed description is giving of the FT reactor, which was
designed, constructed, c mmissioned and tested in collaboration with STCA and Zeton B.V.
Due to the high risk operation, significant attention is given to the safety features (C&E
matrix, SOP and LabVIEW) making this an inherently safer pilot-plant to operate.
Furthermore, during the PhD important skills were acquired during knowledge transfers,
exchanges and internships at STCA in the Netherlands, required to ensure the best operation
of the FT rig. Basic catalysis engineering techniques were taught by Shell on how to modify
and characterise catalysts for FTS. In addition, reactor design suggestions given by Shell
are discussed in detail. A surface coverage study done by varying the H2:CO feed ratio was
performed as preliminary experiment to best prepare for real FT experiments in Cambridge.
The following Chapters will present the scientific studies that could have only been done on
the new reactor at the MRRC.
Chapter 7
Fischer-Tropsch - Operando MR
Studies of Catalysis in GTL
7.1 Introduction
Within the gas conversion industry, FT plays a central role in the GTL business. Today, still
many researchers debate the exact science behind FTS and therefore this process receives
significant international attention [274, 275]. However, characterising the reactor-scale hy-
drodynamics and the pore-scale catalyst behaviour in real-life time under relevant conditions
remains a very challenging experiment. This is mainly due to its harsh reaction conditions
such as high pressure and temperature [276–278]. Due to several major hindrances, very
few research groups have the required capabilities in-house to study this conversion. These
obstacles vary from (i) the technical complexity, (ii) financial burden and (iii) the limited
choice of relevant characterisation techniques.
At the MRRC, the Zeton FT reactor, described in Chapter 6, enables us to study the FTS
process in situ with commercially relevant catalysts at 220 °C and 36 barg using NMR. This
is the world’s first GTL reactor positioned inside a superconducting magnet and this Chapter
reports the first operando application of MR measurements to a FT system operating in a
pilot scale trickle-bed reactor. These novel operando MR measurements consist of spatially-
resolved product distribution evolution mapping, molecular diffusometry, relaxometry and
high resolution 2D and 3D MR imaging. This information will be used to better understand
the transport phenomena occurring in heterogeneous catalysis and hence optimise catalyst
design and reaction operation.
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The experiments described in this Chapter had a total TOS of more than 850 h. However,
mostly data for the first 160 h is shown, as the most significant trends occur in that time
period. Thereafter, the liquid product signal intensity plateaus indicating that steady state
was reached for the reaction. Also, the results in this Chapter focus on the liquid products.
The signal obtained during the measurements is dominated by the signal of the liquid
products due to the low density of the gas phase products. The NMR data acquisition
for the experiments discussed below was done in collaboration with Dr. Qingyuan Zheng,
who also assisted during the data analysis.
7.2 Experimental
7.2.1 Reactor and Experimental Setup
This experiment was carried out in a pilot-scale fixed-bed reactor with an internal diam-
eter (ID) of 20 mm using top-down continuous flow. This reactor has a design limit of
Tmax = 300 °C and Pmax = 60 barg and was placed inside a SWB 300.14 MHz Bruker
spectrometer, see Figure 7.1 for a reactor schematic. The reactor setup was previously
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Figure 7.1 Reactor schematic of the high pressure and temperature FT pilot-scale rig. The parts of
the rig equipped with trace heating are highlighted in red.
The reactor bed consisted of extrudate pellets of 1 wt% Ru/TiO2 of 1 - 4 mm in length,
supplied by the collaborators at Shell. The catalyst pellets have a BET surface area of
44.8 m2 g-1 and a BJH average pore size of 28.6 nm measured by N2 physisorption. These
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catalyst particles were packed in the reactor in 3 distinct layers, each of approximate 3 mm
in height, see Figure 7.2. Due to the very high exothermicity of FTS, the catalyst bed was
diluted and the catalyst layers were therefore all separated by inert silicon carbide (SiC) to


















Figure 7.2 Schematic of the structure of the catalyst bed in the FT tubular reactor. It consists of 3
individual layers of Ru/TiO
2
catalyst separated by inert SiC.
The Ru/TiO2 catalysts had previously been passivated by Shell. However, prior to every fresh
FT experimental run, the catalyst bed was reduced in situ using H2 at 250 °C and 2 barg for
30 h. Using both NMR and a GC, the reduction process was tracked by observing the H2
signal intensity and concentration. Within the 30 h, the H2 concentration plateaued, which is
indicative that the reduction completed. Subsequently, the reactor temperature was dropped
to 160 °C and pressurised to 36 barg under a H2 (30 NL h
-1) and N2 (9 NL h
-1) atmosphere.
Once the desired pressure was reached, CO was introduced (3 NL h-1) resulting in a molar
syngas feed composition of H2:CO:N2 = 6:3:1.8 and a weight hourly space velocity (WHSV)
of 3.6 NL h-1 gcat-1. To reach the desired FT operating temperature of 220 °C, the reactor
temperature was ramped up at 1 °C min-1. The moment the reactor reached 220 °C was
marked at TOS = 0. The reactor off-gas (CO, CO2, N2, H2, light hydrocarbons (C1-C5))
was analysed using an on-line GC. The measurement error of the GC was found to be of
±3% for the concentrations.
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In summary, an overview of the materials, components and their properties are given in
Table 7.1 and Table 7.2 below.
Table 7.1 The reaction conditions and parameters for the operando FT reaction.
Material Description Unit Value
Catalyst 1 wt% Ru/TiO2 in 3 layers of 3 mm height [mm] 1 - 4
TOS Time-on-Stream [h] > 800
T Temperature [°C] 220
P Pressure [barg] 36
WHSV Weight Hourly Space velocity [NL h-1 gcat-1] 3.6
Syngas Molar feed composition H2:CO:N2 [-] 6:3:1.8
Table 7.2 List of components, materials and machines used in this FT experimental study.
Component Description Supplier
Ru/TiO2 1 wt% FT catalyst Shell Global Solutions
SiC silicon carbide diluent Shell Global Solutions
H2 hydrogen 99.999% AirLiquide
CO carbon monoxide 99.97% AirLiquide
N2 nitrogen 99% AirLiquide
glass wool glass wool used a plug MRRC
GC gas chromatogram 7890B RGA Agilent
FT reactor FT rig Zeton
In order to evaluate the reaction, the conversion X (%) of the reactants CO or H2 is defined
in Equation 7.1. The inlet and outlet flow rates of either CO or H2 (mol h
-1) are represented
by Freactant, in and Freactant, out respectively.
To quantify the product selectivities, SCN (%) represents the selectivity towards the hydro-
carbon products with carbon number N (with 1 … N … 5) and FCN (mol h-1) is the respective















7.2.2 NMR and MRI
A Bruker AV 300 spectrometer equipped with a SWB 7.1 T superconducting magnet was
used for all of the NMR measurements. The gradient set (in x, y and z directions) has a
maximum gradient strength of 0.83 T m-1 in each direction. The RF coil has an ID of 66 mm
and it was tuned to a resonance frequency of 300.14 MHz for 1H. The types of experiments
and pulse programs used for this Chapter are:
1. 1-dimensional (1D) z -profile
2. z -T 1
3. z -D
4. 2D and 3D RARE imaging
5. 2D z -D diffusometry experiments
Throughout the experiments, information about (i) the liquid product built-up, (ii) mobility
and (iii) transport properties of the molecules produced during FT was extracted. In any
z -profile result discussed below, the top of the reactor is defined as z = 5 mm and following
the flow direction the z values increase accordingly. The regions in the axial position between
z = 25 - 30 mm, z = 37 - 42 mm and z = 50 - 55 mm are defined as the top, middle and
bottom catalyst layers respectively. The glass wool layer extends between z = 62 - 68 mm.
Prior to performing the real FTS experiment, a z -profile of the catalyst bed was acquired
without any ongoing reaction but at reaction temperature of 220 °C simply under inert N2
atmosphere. This ‘background’ z -profile was subtracted from all subsequent acquisitions
during processing of the reaction results. Therefore, the background signal associated with
the (i) packing elements, (ii) reactor walls and (iii) insulation was removed. This processing
step was applied during the analysis of the z -D and z -T 1 data. The background signal
was considered to be negligible in the MR measurements (experiments 3. - 5. listed above)






Figure 7.3 The pulse sequence used for the 1H NMR z-profile experiments.
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In order to track the amount of liquid species produced during operation, 1D profile images
were acquired with a spin echo sequence and a frequency-encoding gradient applied along
the axial direction (z -axis) of the reactor, see Figure 7.3. The z -profile has a FOV of 80 mm
which results in a spatial resolution of 313 µm with the dephase and refocus gradient strength
set at 11.7 G cm-1. See Table 7.3 for all parameters.
Table 7.3 Pulse parameters and delays used in the z-profile NMR experiments during FTS.
Variable Description Unit Value
AQ Acquisition time [s] 162
P1 90± high power pulse [µs] 60
Repetition time [s] 40
NS Number of scans [-] 4
FOV Field of view [mm] 80
Spatial resolution [µm] 313
GPZ Dephase and refocus gradients [G cm-1] 11.7
z -T1
The spatially-resolved z -T 1 relaxation time experiment was carried out using a saturation
recovery sequence in combination with 1D profile imaging with frequency encoding along the
z -axis, see Figure 7.4. The T 1 encoding had a relaxation variable delay list ranging from
1 ms to 40 s of 16 time points. The setup for the 1D profile imaging in the z -T 1 measurement













Figure 7.4 The pulse sequence used for the 1H NMR z-T1 experiments.
The data processing for z -T 1 data was similar to the z -D results. At each relaxation delay t ,
a T 1-weighted z -profile was obtained. As mentioned previously, a background T 1-weighted
z -profile was acquired from the catalyst bed in the absence of any reaction under N2 flow
at the reaction temperature of 220 °C. This z -profile background data was subtracted from
the T 1-weighted z -profile acquired during the data processing. The signal obtained of the 3
individual catalyst layers in these background-corrected T 1-weighted z -profiles was integrated
to give the T 1 results for the 3 layers. These were fitted with a Tikhonov regularisation
algorithm, see Section 5.4.4 [248], to produce T 1 distributions of all the liquid product
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produced during the reaction down the reactor. For this algorithm a smooth parameter of
0.1 was used.
Table 7.4 Pulse parameters and delays used in the z-T1 NMR experiments during FTS.
Variable Description Unit Value
AQ Acquisition time [min] 28.7
P1 90± high power pulse [µs] 60
Repetition time [ms] 3000
NS Number of scans [-] 8
VD Variable delay list [-] 1 ms - 40 s
FOV Field of view [mm] 80
Spatial resolution [µm] 313
GPZ Dephase gradients [G cm-1] 12.7
GPZ Refocus gradients [G cm-1] 11.7
z -D
The spatially-resolved diffusion z -D measurements were measured with a 13-interval APGSTE
pulse sequence combined with 1D profile imaging with frequency encoding along the z -axis,
see Figure 7.5. The RF pulse spacing time ø was 2.1 ms, the diffusion observation time
¢ = 20 ms, the pulsed gradient duration ± = 4 ms. The pulsed gradient strength increased
linearly in 64 steps to 75 G cm-1 with a gradient stabilisation time of 1 ms. The 1D profile
imaging in the z -D measurements had a FOV of 80 mm and a spatial resolution of 313 µm
with the dephase and refocus gradient strength set at 12.7 and 11.7 G cm-1 respectively. See















Figure 7.5 The pulse sequence used for the 1H NMR z-D experiments.
During the z -D acquisitions, at each gradient step g , a diffusion-weighted z -profile was
obtained. At each g value, the signal of each of the three catalyst layers was integrated
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over their respective region to obtain the top, middle and bottom diffusion distribution.
This diffusion data per layer was processed with a 1D Laplace inversion method which fits
the data using a Tikhonov regularisation algorithm, see Section 5.4.4 [248]. The smooth
parameter used in the regularisation was optimised to 1 using a L-curve method [247].
Table 7.5 Pulse parameters and delays used in the z-D NMR experiments during FTS.
Variable Description Unit Value
AQ Acquisition time [min] 20.8
P1 90± high power pulse [µs] 60
Repetition time [ms] 3000
ø Pulse spacing time [ms] 2.1
Gradient pulse stabilisation time [ms] 1
¢ Observation time [ms] 20
± Gradient pulse duration [ms] 4
NS Number of scans [-] 4
Number of gradient steps [-] 64
Pulsed-field gradient strength range [G cm-1] 0.1 -
75
FOV Field of view [mm] 80
Spatial resolution [µm] 313
GPZ Dephase gradients [G cm-1] 12.7
GPZ Refocus gradients [G cm-1] 11.7
2D and 3D MR Images
2D and 3D images were acquired using a RARE sequence, see Figure 7.6. This pulse sequence
is used to provide information on the liquid product distribution in the reactor. The 3D image
had a FOV of 25 mm £ 25 mm £ 80 mm in the x, y and z directions respectively. The spatial
resolution was 195 µm £ 195 µm £ 313 µm in the three Cartesian coordinates. The 3D image
was acquired with 8 scans, a recycle time of 8 s and a RARE factor of 16, giving a total
acquisition time of the 18.2 h.
2D images were obtained to gather spatially-resolved information from within the reactor.
During the measurements, a slice selected pulse of 512 µs in length was applied to image a
vertical slice (3 mm slice thickness) of the reactor. The spatial resolution of the 2D vertical
image is 172 µm £ 625 µm with a FOV of 22 mm £ 80 mm in the x and z directions
respectively. The spatial resolution of the 2D transverse image is 172 µm £ 172 µm with








Figure 7.6 The pulse sequence used for the 1H NMR 2D RARE experiments.
acquired with 8 scans, a recycle time of 8 s and a RARE factor of 16, resulting in a total
data acquisition time of 2.8 min. See Table 7.6 for all parameters.
Table 7.6 Pulse parameters and delays used in the 2D and 3D MRI experiments during FTS.
Variable Description Unit Value 2D Image Value 3D Image
AQ Acquisition time [-] 2.8 min 18.2 h
P1 90± high power pulse [µs] 60 60
Slice selected pulse [µs] 512 -
Slice thickness [mm] 3 -
Repetition time [ms] 8000 8000
NS Number of scans [-] 8 8
RARE RARE-factor [-] 16 16
FOV Field of view [mm] 22£80 (x£z ) 25£25£80 (x£y£z )
22£22 (x£y)
Resolution [µm] 172£625 (x£z ) 195£195£313 (x£y£z )
172£172 (x£y)
2D Diffusion Measurements
To study the diffusion behaviour of inter- and intra-pellet species under operando FTS
conditions, 2D diffusion measurements were performed. Spatial resolution was obtain on
the 3 individual catalyst layers in the transverse directions (x and y). The 2D diffusion
measurement was set up using Paravision 6.0.1 software with a PGSTE sequence for the
diffusion encoding. During the measurement, the observation time ¢ = 20 ms and the pulsed
gradient duration ± was fixed at 4 ms. In addition, the gradient strength increased from 0.1
to 75 G cm-1 in 16 steps spaced equally.
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For the 2D diffusion data, similar to the z -D data, a diffusion-weighted 2D image was acquired
at each pulsed gradient strength g . For each pixel of the 2D image, the diffusion data was
processed using the 1D Laplace inversion as mentioned before with a smooth parameter of
1 to produce a diffusion distribution. The average diffusion value at each image pixel was
calculated from the distributions and for the three catalyst layers, 2D diffusion maps were
produced. The individual pixels associated with inter- and intra-pellet spaces were added
up to obtain the diffusion data and average D distributions for both product environments
separately.
During the processing of the 2D diffusion data, the first step consisted of masking the regions
outside the catalyst bed by applying a binary, circular map. The centre point of the circle and
the radius pixels (24.5 pixels) were set manually. All the intensity values outside the circular
ring were put to 0. Subsequently, for the three different layers, gating levels were chosen to
distinguish what signal was obtained from inter-pellet or intra-pellet regions. As most signal
in the three layers is attributed to pixels from within catalyst pellets, all pixels with intensity
above 30% of I max. (maximum signal intensity of the image) were considered intra-pellet
pixels. Thereafter, all the pixels with signal intensity between 13% and 30% of I max. were
associated with inter-pellet space. Finally, all pixels with intensity below 13% of I max. were
considered as noise level. This 2D masking methodology was applied to discriminate between
the various regions and is based on previous work developed at the MRRC [281].
Table 7.7 Pulse parameters and delays used in the 2D z-D NMR experiments during FTS.
Variable Description Unit Value
AQ Acquisition time [h] 4.6
Slice thickness [mm] 3
Slice selected pulse [µs] 512
P1 90± high power pulse [µs] 60
Repetition time [ms] 8000
ø Pulse spacing time [ms] 2.1
Gradient pulse stabilisation time [ms] 1
¢ Observation time [ms] 20
± Gradient pulse duration [ms] 4
NS Number of scans [-] 8
Number of gradient steps [-] 16
Pulsed-field gradient strength range [G cm-1] 0.1 - 75
FOV Field of view [mm] 22 £ 22 (x£y)
Spatial resolution [µm] 344 £ 344 (x£y)
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During the 2D imaging experiment, a pulse of 512 µs in duration was applied to select each of
the 3 catalyst layers with a slice thickness of 3 mm. The 2D images have a spatial resolution
of 344 µm £ 344 µm in the transverse plane (x -y directions) for each of the catalyst layer with
a FOV of 22 mm £ 22 mm. The 2D diffusion measurement had 8 scans and a recycle time
of 8 s, resulting in a total of 4.6 h for the data acquisition per catalyst layer. See Table 7.7
for all parameters.
7.3 Results and Discussion
7.3.1 Product Selectivity and Conversions
The FT reaction was operated for a total TOS of over 850 h, resulting in an overall CO
conversion of approximately 21% and 25% for H2. Furthermore, the selectivities towards the
various N carbon number products are given in Figure 7.7 and Table 7.8.
+
Figure 7.7 Selectivities SCN towards hydrocarbon prod-










Table 7.8 Steady state conversion and se-
lectivities obtained for the operando FT
reaction.
During the start-up period of FTS, the catalyst pores fill up with long-chain paraffins (C6+)
and other liquid-phase hydrocarbon products. This filling rate is dependent on the formation
of hydrocarbons and the outflow of products from the pore system. As more and more liquid,
waxy products accumulate in the pores, the effective CO consumption rate tends to decrease
due to the internal mass transfer limitations. This is even more pronounced at steady state,
when catalyst pores are completely filled with liquid for LT-FT according to literature. It
has been shown that the transport behaviour of the reactants, CO and H2, is simply lower
in the liquid phase compared to the diffusivity in the gas phase [273]. This internal mass
transport limitation causes the H2:CO ratio to increase, therefore decreasing the Æ towards
the centre of the catalyst pellets. The very high selectivity towards CH4 is in line with other
studies, as a lower Æ severely favours the selectivity for CH4 [282].
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7.3.2 Liquid Production Distribution and Build-Up
The intensities in the 3 catalyst layers were integrated and plotted against TOS in Figure 7.8.
This Figure shows that the signal intensities in the 3 catalyst layers first increase rapidly
with TOS at the start-up of the reaction (TOS < 110 h) before reaching a plateau where the
reaction is considered to reach steady state. The signal intensity after the start-up period
levels off and this plateauing indicates reaching a steady state condition. The TOS < 35 h
corresponds to intra-porous filling time whereas the time period 35 - 110 h corresponds to
inter-porous space filling. This is consistent with the literature, where the initial period of
pore filling by waxes is assumed to be in the order of a couple of days [282].
In Figure 7.8, there is a slight decrease of the signal intensities in the 3 catalyst layers over
time after reaching the steady state, indicating a very minor deactivation (<10% decrease)
of the catalyst. Between time period 300 - 500 h, no experiments were performed to measure
the product signal intensity. Also, the pore-filling rate is the greatest at the bottom, followed
by the middle and finally the top. This is in line with literature pore filling rate predictions
during FTS, published by Hurt et al. [283]. In the literature it has regularly been described
that fixed-bed reactors can have irregular voids or flow paths in which liquid-phase products
formed from the FT reaction could be trapped [284]. In addition, capillary forces can prevent
the trapped liquids to be flushed away by convective forces from the voids, reactor walls or
the catalyst surface. As a consequence, the molecules present in those stagnant layers can
react further in secondary reaction, to form even longer hydrocarbon chains and waxes.

















Figure 7.8 Product built-up for the three catalyst layers as a function of TOS, up to 875 h.
The 1D images and signal intensities in the three regions were integrated to give the amount
of liquid product in the 3 catalyst layers at 3 different TOS, see Figure 7.9. It can be
observed that the signal intensities in the 3 catalyst layers increase with longer TOS. The
signal intensity is proportional to the 1H spin density in the system, therefore the signal
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increase in Figure 7.9 indicates catalyst pore filling and accumulation of the liquid products
over time.
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Figure 7.9 Amount of liquid products down the bed is tracked as a function of TOS with 2 h ( ),
80 h ( ) and 160 h ( ) TOS.
In both Figures 7.9 and 7.10, one can notice the signal arising from the three catalyst layers
and the glass wool. This additional layer is only detected from TOS > 100 h. In addition,
due to product accumulation in the SiC particles, significant signal is detected between layers
2-3 and 3-glass wool.
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Figure 7.10 Spatially-resolved profiles down the bed and as a function of operating time. The three
individual layers and the glass wool layer can be clearly identified.
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Visually, Figure 7.10 is very valuable to understand the liquid product accumulation and
hold-up spatially-resolved over time. Results published by Förtsch et al. revealed a similar
condensation effect for FT products. A two-phase flow of reactants and products was
observed with accumulation of liquid products through the reactor [27]. In addition, based on
mathematical analyses of FTS presented by Huff et al., it was suggested that liquid product
oozes out of the catalyst pores before trickling down to the reactor exit [283].
2D Imaging
Figures 7.11 and 7.12 show the 1H 2D images of the catalyst layers with TOS = 5 h and
160 h. The top, middle and bottom layers are shown with the signal derived from the
liquid products (both intra- and inter-pellet) down the reactor. Firstly, the cylindrically
shaped catalyst particles are clearly noticeable due to this high-resolution 2D image with a
172 µm £ 172 µm resolution.
Secondly, most of the signal intensity is detected from within the catalyst pellets. The
inter-particle regions remain mostly black after 5 h of operation. At 160 h of TOS, there is a
significant proportion of the signal in the lowest layer occurring between the particles due to
high volumes of accumulated product between the catalyst pellets up until the reactor wall.









TOS: 5 h TOS: 160 h
Figure 7.11 1H 2D cross-sectional imaging under operando FT conditions at TOS = 5 h and at steady
state, 3 mm slice thickness with 172 µm £ 172 µm resolution.
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In Figure 7.12 at 160 h of TOS, the glass wool layer appears, with very strong signal intensity
due to the product accumulation. Some signal from products trapped in the intermediate
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Figure 7.12 1H 2D longitudinal imaging under operando FT conditions at TOS = 5 h and at steady
state, 3 mm slice thickness with 625 µm £ 172 µm resolution.
3D RARE Images
Several studies were aimed at studying FT in situ, for example the time-resolved synchrotron
µ-XRD-CT by Senecal et al. studying a single catalyst pellet of Co/∞-Al2O3 during reduction
and the initial stages of FTS. This was done to gain insight into the solid-state changes [285].
Many studies are focussed at understanding the phase transformations occurring during dif-
ferent stages of Co-based FT [286–289]. Thus far, novel and improved operando investigations
remain very challenging to study FTS [290, 291].
Using the 3D RARE imaging technique, the 3D image in Figure 7.13 was acquired which show
the catalyst packing and the product signal clearly. Visually this is a very powerful technique
to quantitatively observe where inside the reactor most of the liquid products accumulated.
Starting from the top, the first two layers have the majority of the product contained inside
the 3 mm catalyst layers within the intra-pore space of the catalyst pellets.
Between layers 2-3 and layers 3-glass wool, the amount of inter-pellet liquid product starts to
increase significantly. Due to both the flow rate and gravity, the accumulation of inter-pellet
products becomes especially noticeable at the bottom, where the glass wool layer acts like a
plug hindering products to flow to the product collection vessels.
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Figure 7.13 3D high resolution RARE image of the FT reactor at TOS of 250 h.
In Figure 7.14, four cross-sectional slices (x -y plane) down the reactor bed are shown, the
top, middle and bottom catalyst layers with the final glass wool layer. The growth in signal
intensity is associated with the accumulation of liquid product down the bed in each layer.
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(a) Top catalyst layer (b) Middle catalyst layer
(c) Bottom catalyst layer (d) Glass wool layer
Figure 7.14 Cross-sectional slices down the reactor bed, indicating the signal intensity growth
associated with the accumulation of liquid product.
7.3.3 Molecular Mobility with 1D Spatially-Resolved T1 Experiments
The T 1 distributions of the relaxation times of the liquid products in the top, middle
and bottom catalyst layers are obtained from the z -T 1 measurement themselves. These
distributions represent both the intra- and inter-pellet products in the reactor bed. At steady
state, the results were averaged for TOS = 80 - 160 h. As can be seen in Figure 7.15a, the
areas of the distributions are all normalised to one. The overall T 1 value averages of the 3
catalyst layers can be calculated from the corresponding T 1 distributions, see Figure 7.15b.
In this Figure, the start-up period is shown for TOS = 0 - 160 h.
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The T 1 value is directly correlated with molecular mobility and it increases down the
bed [292]. Between TOS = 0 - 50 h, all T 1 values increase consistently and converge to
a stable relaxation value of around 5.5 s. As the NMR T 1 relaxation time is related to
molecular dynamics, species that have a large T 1 indicating fast dynamics and vice versa.
Until the reaction reaches steady state, the T 1 fluctuations can be attributed to reaction
dynamics such as pore filling [293]. In addition, many different types of products being
produced can cause the fluctuations in the T 1 evolution. This is in line with studies reported
in the literature whereby the product composition in the catalyst pores varies with TOS until















(a) T1 distribution at steady state averaged for
TOS between 80 - 160 h.











(b) T1 increases over time during operation
until it reaches a stable value of 5.5 s.
Figure 7.15 Spatially-resolved measurements of the T1 relaxation time with the top ( ), middle ( )
and bottom ( ) layers.
7.3.4 Molecular Diffusivity with 1D Spatially-Resolved Experiments
The distributions, seen in Figure 7.16a, represent the diffusion behaviours of the liquid
products (found in both the intra- and inter-particle regions) produced in the top, middle
and bottom catalyst layers. The distributions are extracted from the data obtained from the
z -D measurement at steady state by averaging the results acquired at TOS = 80 - 160 h. As
can be seen in Figure 7.16a, the areas of the distributions are all normalised to one. The
overall D value for each of the three individual catalyst layers can be calculated from the
corresponding D distributions. These values are plotted against TOS and can be seen in
Figure 7.16b. Similar to the T 1 relaxation time, the D coefficient is correlated to molecular
dynamics. Hence, the same type of fluctuations can be seen in Figure 7.16b as for the T 1
variation trends.
Four interesting insights can be drawn from the graphs in Figure 7.16. Firstly, throughout
the whole 160 h, the D values for the top catalyst layers are consistently 20 % lower than the
7.3 Results and Discussion 179
values extracted for the middle and bottom layer. This can occur due to the fact that more
bulkier molecules are found at the top of the reactor inside the catalyst pellets and there
the lighter products from the gas phase are more likely to condense to the liquid phase. In
a typical LT-FT reactor, the concentration of liquid products increases with higher carbon
numbers in the low carbon number range (<C20), as the vapour pressure rapidly decreases
with increasing carbon number [294]. This is in line with previous reported studies that
molecules in liquid-filled pores have limited mobility and the heavier the hydrocarbon, the
more severe the internal diffusion limitation is [295].
Secondly, only the top layer has a very significant drop for the first 25 h of operation, until the
diffusivity value settles at 5.5 £ 10°10 m2 s-1. This is believed to be caused by accumulation
of liquid species inside the catalyst particles of the top layer. The liquid products partially fill
the catalyst pores and due to tortuosity, the diffusion is restricted and thus limited. This is
only relevant for the top layer, as for the middle and bottom layer, the D values are obtained
from signal from both the liquid species inside and in the inter-particle space. Moving down
the bed, there is a bigger contribution of inter-particle signal. In the lower section, the
molecules can diffuse more freely as they experience much less restriction from the pore
space. This leads to the higher D for the middle and bottom compared to the top layer.
Thirdly, overall the diffusivity behaviours increase slightly down the bed, which is similar
to the T 1 trends reported above. Over time, more and more liquid is accumulated outside
the catalyst pellets, leading to a slight increase in D as well. Ultimately, in Figure 7.16b,
the fluctuation of D over time is associated with the pore filling, in line with the previously
reported T 1 behaviour.
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(a) Average diffusivity distribution for products
formed inside the reactor bed at steady state,
with the bottom layer having lower average D.


















(b) Average D values. During start-up, there
is a slight decrease of D in the first 20 h of
operation. Subsequently, the diffusion plateaus.
Figure 7.16 1D spatial-resolved D down the catalyst bed with the top ( ), middle ( ) and
bottom ( ) layers.
7.3 Results and Discussion 180
In Figure 7.17a, a 1D vertical projection of a diffusivity measurement is shown for a TOS
of 80 h. The signal very clearly shows the three individual layers and its evenly distributed
signal intensities over the three regions. In this Figure, the accumulation of products between
the final layer and the glass wool starts to become apparent. The diffusion decays stacked
together in Figure 7.17b show that at steady state (TOS > 160 h), there are quasi 4 layers,
with noteworthy amount of product collected in between the layers in the bottom region of
the reactor.
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(a) 1D vertical projection of diffusion measure-
ment at 80 h TOS.
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(b) Diffusion decay for the whole catalyst bed at
steady state at 160 h TOS.
Figure 7.17 Diffusion measurements spatially resolved down the catalyst bed.
7.3.5 2D Spatially-Resolved Diffusion Images
In order to get greater understanding of the exact diffusion behaviour within the catalyst bed,
2D images were used to extract 2D spatially-resolved diffusivity, see Figure 7.18. This method
significantly increases the precision and resolution with which the transport behaviour of the
reactor under operando conditions can be characterised. Figure 7.18 shows such a 2D D
image for the middle catalyst layer with TOS of 880 h. With each step of increasing ∞2g 2±2,
the attenuation is observed in Figure 7.18 for each 2D D image.
Intensity / -














Pixel 1 Pixel 1 Pixel 1 Pixel 1 Pixel 1 Pixel 1
Pixel 2 Pixel 2 Pixel 2 Pixel 2 Pixel 2 Pixel 2
Figure 7.18 2D images used to extract 2D spatially-resolved diffusivity of products located in the middle
catalyst layer, with TOS of 880 h.
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As can be observed from Figure 7.18, most of the signal from the liquid products exists inside
the intra-porous regions as they accumulate in that pore space. Therefore, an intensity
contrast occurs between the inter- and intra-pellet liquid signal, with the strongest signal
intensity arising from intra-pellet species. Using the intensity contrast between the two
environments, a binary 2D image can be extracted of either intra-pellet or inter-pellet pixels.
Using this technique, 2D diffusion measurements give an overall D distribution and a specific
D value at each pixel. In Figure 7.18, from Pixels 1 and 2, the diffusion distributions were
obtained, normalised and plotted in Figure 7.19. This can be done for all the various pixels
for both intra- and inter-pellet image pixels.
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Figure 7.19 Diffusivity distribution for the overall products in Pixel 1 ( ) and Pixel 2 ( ) shown
in Figure 7.18.
Figure 7.20 gives an overview of all the 2D D capabilities. The same 2D intensity images
used to obtain the diffusivity spatially-resolved for both the intra- and inter-pellet products
for each layer are shown in Figure 7.20a. These images are subsequently used to extract
spatially-resolved binary images of either intra-pellet or inter-pellet pixels, see Figures 7.20b
and 7.20c respectively. These two binary images are used to discriminate which pixels and
its associated signal are inside the catalyst pellets or outside. Finally, Figures 7.20d and
7.20e are obtained by combining the first three Figures to obtain spatially-resolved maps of
diffusivity D for intra-and inter-pellet products separately, see the colour bar for indication
of the diffusion coefficients.
Observing the overall colour scale of the inter-pellet products D maps (Figure 7.20e), one
notices that generally the diffusion coefficients are higher than in the intra-pellet D map
(Figure 7.20d). Within the catalyst mesopores (intra-pellet environment), the longer chain
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products are formed and these heavy liquid products could remain trapped which results in
lower diffusion coefficients. However, in the voids between the catalyst pellets (inter-pellet re-
gion), the products diffuse faster as they are less restricted and encounter negligible tortuosity.
Tortuosity plays a role in slowing down the molecules. Therefore, for the three catalyst layers,
the D values for the inter-pellet liquid are generally higher than those for the intra-pellet
liquid. In addition, from the D maps it can be concluded that the D values vary significantly
within the different catalyst pellets. This variation is even more pronounced across the
catalyst layers which could reflect reaction heterogeneity across the bed. Differences in




























Figure 7.20 2D maps of diffusivity spatially-resolved for both the intra- and inter-pellet products
derived from the 2D intensity images. (a) signal intensity maps, (b) intra-pellet pixels, (c) inter-pellet
pixels, (d) diffusivity map of intra-pellet products and (e) diffusivity map of inter-pellet product.
The average D distributions for intra- and inter-pellet liquid products were obtained from the
overall diffusion data acquired from the 2D image pixels associated with the two environments.
The 2D masking method described in the Experimental Section above was applied to obtain
the 2D diffusion maps of the inter- and intra-pellet product. The diffusion data for the
pixels associated with the inter- and intra-pellet regions were summed up and this allowed
to obtain diffusion data corresponding to each individual region per layer. This data was
processed resulting in average diffusion distributions for the inter- and intra-pellet liquid.
The results for the top, middle and bottom catalyst layers are presented in Figure 7.21. It
can be concluded that the D distributions extend over one order of magnitude for both intra-
and inter-pellet liquid products. Moreover, the inter-pellet products have larger population
7.4 Conclusions 183
of species with D > 10-9 m2 s-1 compared to intra-pellet products. Finally, in the top layer,
the inter- and intra-pellet product distributions are closely aligned compared to the bottom
layer. Moving down the bed, the discrepancy between the inter- and intra-pellet product
distributions increases.
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(a) Top catalyst layer.
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(c) Bottom catalyst layer.
Figure 7.21 Diffusivity distribution of all intra-pellet ( ) and inter-pellet ( ) products in the three
catalyst layers.
7.4 Conclusions
The experiments described in this Chapter report the first ever in situ study of the FT process
under real operating conditions with a TOS > 850 h. This resulted in spatially-resolved
MRI measurements of the diffusion coefficients and product distributions within a fixed-bed
pilot-scale reactor and single catalyst pellets.
These methods can be used to validate numerical reactor model simulations and further
optimise new catalyst development. For our collaborators at STCA, they can finally verify
their model inputs and link these with real, analytical measurements.
Firstly, spatially-resolved measurements of molecular diffusion and NMR spectroscopy can
be made with a ª500 µm resolution from within Ru/TiO2 catalyst pellets at realistic reaction
operating conditions.
Secondly, PFG NMR diffusion data were acquired for each pixel of the 2D images of the three
catalyst layers. The pixels in the images corresponding to the intra- and inter-pellet space
of the catalyst bed can be observed. This 2D diffusion measurement is used to extract a D
distribution and a D value at each pixel for the intra- and inter-pellet species. Using this
information, spatially-resolved maps of diffusivity D were obtained for intra- and inter-pellet
products separately. The results quantitatively reveal reaction and diffusion heterogeneity at
both the pore- and reactor-scales.
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Thirdly, moving down the bed, the signal intensities at the three catalyst layers increase with
increasing TOS. It is observed that the liquid products mainly exist inside the catalyst pellets
at the top and middle catalyst layers whereas significant accumulation of the inter-pellet
liquid products is observed at the bottom catalyst layer. This is in line with earlier results
reported by Hurt et al. [283]. There, the molecules can diffuse more freely as they experience
less restriction from the pore space. This leads to the higher D for the middle and bottom
compared to the top layer. Overall the diffusivity behaviours increase slightly down the bed,
which is similar to the T 1 trends.
Finally, in the operando imaging of the FT reaction occurring with a TOS > 850 h, the
cylindrically shaped catalyst particles are clearly noticeable due to the high-resolution 2D
images with a 172 µm £ 172 µm resolution. Also, high-resolution 3D RARE images were
acquired from the reactor bed. The spatial resolutions obtained are in excellent agreement
with spatial resolutions of conventional MRI discussed by Lysova et al. [154].
Chapter 8
Fischer-Tropsch: In Situ MR Studies
of Emulsions post-FT
8.1 Introduction and Background
This final Results Chapter presents the preliminary study of feeding water at increasing water
vapour pressures (PH2) post-FTS leading to emulsion formation in the porous catalysts. This
Chapter is a continuation of previous two sets of Chapters:
• Chapters 4 and 5:
Detection of spontaneous emulsion formation in µ-Al2O3, Q-silica beads and Ru/TiO2
in a binary system of water and dodecane, with quantitative results on the droplet size.
• Chapters 6 and 7:
Using the Zeton B.V. rig to study operando FTS at 220 °C and 36 barg.
This Chapter is a further investigation of the initial Chapter 4 with the same scientific
objective of identifying oil-in-water liquid pocket formation in porous media but under a
representative reaction environment. The scope of this work is to combine all the capa-
bilities and in-house developed techniques to use spatially-resolved PFG diffusometry and
T 1 relaxometry NMR experiments to study phase behaviour in situ at elevated pressure
and temperature on real FTS catalyst and products post-synthesis. Post-FTS is defined as
a system under the same reaction conditions as during FT, with the exception of feeding
syngas. The aim is to elucidate how the condensation of water affects transport phenomena
during FT.
The diffusion coefficients of CO and H2 are approximately three times faster in water than
in a typical FT hydrocarbon liquid product layer [13]. Iglesia et al. already hypothesised in
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1996 that due to capillary effects, a separate water phase should condense inside the pores
of the catalyst [13]. It was even suggested that the formation of wax-in-water emulsions
could occur, stabilised by minor oxygenate by-products, at concentrations well below the
saturation vapour pressure of water under FTS reaction conditions. The nanoporous catalyst
support does not require high water concentrations to form a water-rich liquid phase, which
makes intra-pellet regions better accessible to reactants. For supports with a greater pore
size distribution, the emulsions would only form at high water partial pressures, as the
bigger pores experience weaker capillary condensation effects. Furthermore, according to
Iglesia’s preliminary simulations, the presence of this separate water phase layer inside the
intra-pellet voids increases the FT reaction rates and the selectivities towards both C5+ and
olefins [12, 13]. See Section 2.7 for the discussion on the water effect and its phase behaviour
and Section 5.2 for the discussion regarding emulsion formation related to FT.
8.2 Experimental
8.2.1 Reactor and Experimental Setup
During this preliminary investigation, the setup and experimental procedures are very similar
to the z -T 1 and z -D acquisitions described in Section 7.2. The FT study was carried out on
the same pilot-scale fixed-bed reactor which was placed inside a SWB 300.14 MHz Bruker
spectrometer. In addition, water was fed using the HPLC liquid feed pump, and vaporised
by the CEM at either 180 or 220 °C to operate at the same temperature conditions as the
previous FT experiments. As this work was performed post-FT, no CO or H2 were fed but
only water and N2 were mixed to pressurise the rig.
Table 8.1 The conditions and parameters for the emulsion detection post-FTS work.
Material Description Unit Value
Catalyst 1 wt% Ru/TiO2 in 3 layers of 3 mm height [mm] 1 - 4
T Temperature [°C] 180 or 220 ±3
P reactor Pressure [barg] 3.7 - 39.7 ±0.3
PH2O Partial vapour pressures of water (P/P0) [-] 0.3 - 0.95 ±0.04
FH2O Feed flow rate of water [g h
-1] 10
FN2 Feed flow rate of nitrogen [NL h
-1] 10
The partial pressures of water PH2O were set at: 0.3, 0.5, 0.8, 0.9 and 0.95 ±0.04. These
are P/P0 points, where P0 refers to the actual saturation vapour pressure of water. The P0
for water at 180 and 220 °C is 10.03 and 23.20 barg respectively [296]. In order to achieve
these partial pressure set-points, three input parameters were set: (i) the ambient N2 feed
flow rate at 10 NL h-1, (ii) the ambient liquid flow rate of water of 10 g h-1 and (iii) the
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reactor temperature. This allowed to calculate the PH2O and PN2 which add up to P reactor.
In summary, an overview of the conditions, materials, components and their properties is
given in Tables 8.1 and Table 8.2.
Table 8.2 List of components, materials and machines used in this post-FT experimental study.
Component Description Supplier
Ru/TiO2 1 wt% FT catalyst Shell Global Solutions
SiC silicon carbide diluent Shell Global Solutions
N2 nitrogen 99% AirLiquide
H2O deionised water MRRC
glass wool glass wool used a plug MRRC
FT reactor FT rig Zeton
8.2.2 NMR and MRI
z -T1
Table 8.3 Pulse parameters and delays used in the z-T1 NMR experiments during the water feeding
study.
Variable Description Unit Value
AQ Acquisition time [min] 23.1
P1 90± high power pulse [µs] 75
Repetition time [ms] 3000
NS Number of scans [-] 8
VD Variable delay list [-] 1 ms - 30 s
Number of gradient steps [-] 16
FOV Field of view [mm] 80
Spatial resolution [µm] 313
GPZ Dephase gradients [G cm-1] 12.7
GPZ Refocus gradients [G cm-1] 11.7
The spatially-resolved z -T 1 relaxation time experiment was carried out using a saturation
recovery sequence in combination with 1D profile imaging with frequency encoding along the
z -axis. The T 1 encoding had a relaxation variable delay list ranging from 1 ms to 30 s of
16 time points. The setup for the 1D profile imaging in the z -T 1 measurement is the same
as that for the z -D experiment. See Table 8.3 for all parameters.
The data processing for z -T 1 data was similar to the z -D results. At each relaxation delay t ,
a T 1-weighted z -profile was obtained. The signal obtained of the 3 individual catalyst layers
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in the T 1-weighted z -profiles was integrated to give the T 1 results for the 3 layers. These
were fitted with a Tikhonov regularisation algorithm, see Section 5.4.4 [248], to produce T 1
distributions of all the condensed water and FT liquid products down the reactor. For this
algorithm a smooth parameter of 1 was used.
z -D
The spatially-resolved diffusion z -D measurements were measured with a 13-interval APGSTE
pulse sequence combined with 1D profile imaging with frequency encoding along the z -axis.
The diffusion observation time ¢ was varied between 20 - 500 ms, the pulsed gradient duration
± was varied between 1 - 4 ms. The pulsed gradient strength increased linearly in 32 steps
to 75 G cm-1 with a gradient stabilisation time of 1 ms. The 1D profile imaging in the z -D
measurements had a FOV of 80 mm and a spatial resolution of 313 µm with the dephase
and refocus gradient strength set at 12.7 and 11.7 G cm-1 respectively. See Table 8.4 for all
parameters.
Table 8.4 Pulse parameters and delays used in the z-D NMR experiments during the water feeding
study.
Variable Description Unit Value
AQ Acquisition time [min] 22.8
P1 90± high power pulse [µs] 75
Repetition time [ms] 3000
ø Pulse spacing time [ms] 2.4
Gradient pulse stabilisation time [ms] 1
¢ Observation time [ms] 20 - 500
± Gradient pulse duration [ms] 1 - 4
NS Number of scans [-] 8
Number of gradient steps [-] 32
Pulsed-field gradient strength range [G cm-1] 0.1 - 75
FOV Field of view [mm] 80
Spatial resolution [µm] 313
GPZ Dephase gradients [G cm-1] 12.7
GPZ Refocus gradients [G cm-1] 11.7
Similar to the z -D acquisitions discussed in Chapter 7, at each gradient step g , a diffusion-
weighted z -profile was obtained. At each g value, the signal of each of the catalyst layers
was integrated over their respective region to obtain the top, middle and bottom diffusion
distribution. This diffusion data per layer was processed with a 1D Laplace inversion method
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which fits the data using a Tikhonov regularisation algorithm, see Section 5.4.4 [248]. The
smooth parameter used in the regularisation was optimised to 5 [247].
8.3 Results and Discussion
8.3.1 Data Analysis
The diffusion results post-FTS for water and wax produced in Ru/TiO2 catalyst pellets are
mostly discussed in this Chapter using diffusion distributions. Only three sets of ST signal
attenuation plots are shown: (i) to illustrate the fit to the regularisation algorithm and
(ii) signal attenuation for freely diffusion wax at 220 °C for increasing observation time ¢.
However, diffusion distributions or ST decays are two closely related methods of presenting
the data since the signal is acquired using the same pulse sequence and therefore can be
analysed in the same manner. In Chapter 4, excellent spectral resolution was obtained
for dodecane and water. In this Chapter, the SNR of water is too low to distinguish its
signal independently. Therefore diffusion distributions are used instead in this Chapter to
analyse the diffusion behaviours. Furthermore, the diffusion decays are not utilised to extract
DSD of emulsions, but the diffusion distributions are rather used to understand how the
mass transport properties are effected by feeding water at increasing partial pressures post-
FTS. The scientific objective was to employ the methodology developed thus far to detect
spontaneous emulsion formation in porous media but under operando FT conditions without
syngas flow. This Section will first cover the results obtained at 180 °C and subsequently
discuss those obtained at 220 °C.
This study was not a model system with pure liquids, but was done at high pressure and
temperature under N2 and water flow conditions. At higher water partial pressures, bulk
condensation could be observed in the top catalyst layer, which affected the pressure and
temperature control. As a result, a pressure gradient established across the reactor bed.
The pressure in the middle catalyst layer showed the most consistent pressure control, hence
the pressure remained closest to the target partial pressure. All diffusion distributions were
spatially acquired for the top, middle and bottom catalyst layers, however, only diffusion
distributions for the middle catalyst layers are shown for clarity.
In Figure 8.1, the signal decays for water (Figure 8.1a) and wax (Figure 8.1b with increas-
ing ¢) and their fits to the regularisation algorithms are shown. Only one set of signal
decays and fits are shown as these are consistent and repeatable. The b-value for the wax
experiment is two orders of magnitude larger than the water experiment, as both the ¢ and ±
are significantly higher during the experiments. No background data was subtracted from the
data obtained at ¢ = 20 ( ) ms and ± = 1 ms to maximise the water signal in Figure 8.1a.
In Figure 8.1b, a background profile was subtracted from the wax signal. This background
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profile was obtained by averaging the final 5 points in the 1D profile which correspond to the
bottom part of the reactor containing inert SiC particles.
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(a) Water signal decay and fit acquired at
¢ = 20 ( ) ms and ± = 1 ms.
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(b) Wax signal decay and fit at ¢ = 100 ( ),
300 ( ) and 500 ( ) ms and ± = 4 ms.
Figure 8.1 Signal decay for (a) water and (b) wax in Ru/TiO
2
catalyst pellets post-FTS, acquired at
180 °C and P/P0 = 0.95 in the middle catalyst layer.
8.3.2 Emulsion Detection at 180 °C
Figure 8.2 helps to understand what happens when the water partial pressure increases from
0.3 to 0.8 at 180 °C inside the Ru/TiO2 catalyst pellets. Firstly, no water signal was observed
as: (i) there was no spectral resolution allowing to distinguish the water and wax NMR peak
during the diffusion experiments at low partial pressure. Most of the signal was governed by
the wax species. And (ii), as the SNR was too low, not sufficient water signal attenuation
was detected to extract a diffusion distribution. For increasing P/P0, slight peak broadening
can be observed for all layers across the catalyst bed. A single component wax diffusion
distribution with a maximum apparent diffusion coefficient of 1.7£10°10 m2 s-1 at P/P0 = 0.3
was measured. The wax diffusion slightly increased to 2.2£ 10°10 m2 s-1 at P/P0 = 0.8.
According to Wilke-Chang’s theoretical prediction of bulk n-octacosane (C28H58), the bulk
diffusion coefficient at 180 °C is about 3.6£10°10 m2 s-1 [297]. Octacosane is chosen in this
work to mimic the FT wax produced and is representative of the wax products according to
the GC analyses [298, 299].
These diffusion behaviours are consistent across the three layers, except for the top layer at
P/P0 = 0.8, whereby capillary condensation of water inside pores can be observed. The peak
with a maximum at 6.1£10°9 m2 s-1 can be identified as water. The theoretical prediction
by Wilke-Chang of bulk water diffusion at this temperature is 1.6£10°8 m2 s-1. Taking into
account a tortuosity factor of 1.7, as established in Chapters 4 and 5, the effective diffusion
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coefficient of water should be approximately 9.5£ 10°9 m2 s-1, which is close to the value
observed [300].
However, the apparent diffusion of water remains below the theoretical value as water could
be restricted between the catalyst surface and the wax layer. This is in line with results
published in the literature, whereby the diffusivity of the surface-wetting phase is slower
closer to the pore surface. In addition, the presence of wax species will further slow down
the water molecules [301, 302]. All the experiments described in Figure 8.2 were acquried
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Figure 8.2 Diffusion distribution for FT wax products in Ru/TiO
2
catalyst pellets post-FTS, acquired
at 180 °C, with ¢ = 100 ms and ± = 4 ms. The distributions occurring in the top, middle and bottom
catalyst layers at increasing water partial pressures P/P0 between 0.3 - 0.8 are shown.
For the acquisitions depicted in Figure 8.3a, the water signal is observed at P/P0 = 0.9 as
sufficient water is present in the system. The maximum of the water diffusion distribution
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is at 6.5£10°9 m2 s-1, which can be observed for experiments with ¢ = 20 and ± = 1 ms
and with ¢ = 100 ms and ± = 4 ms in the middle catalyst layer. For the experiment set up
to detect water (at ¢ = 20 and ± = 1 ms), the wax signal only decays 13% of initial signal
and can be assumed constant. Again, as reported above, the confinement effect of the water
layer trapped in between the wax-rich layer and the catalyst pore surface leads to lower than
expected apparent diffusion coefficients for water [303].
For the experiments with the longest observation time ¢, the wax has the same uniform
diffusion distribution with a maximum at around 2.8£ 10°10 m2 s-1. At ¢ = 500 ms, an
additional peak at 1.5£10°11 m2 s-1 is detected, which may be the first sign of restricted wax
inside the system.
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(a) P/P0 = 0.9
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(b) P/P0 = 0.95
Figure 8.3 Diffusion distribution for FT products in Ru/TiO
2
catalyst pellets post-FTS, acquired at
180 °C and P/P0 = 0.9 and 0.95, with ¢ = 20 ( ) ms and ± = 1 ms and with ¢ = 100 ( ) and
500 ( ) ms and ± = 4 ms in the middle catalyst layer.
Similar to the experiment at P/P0 = 0.9, in Figure 8.3b the water diffusion distribution can be
observed at 7.1£10°9 m2 s-1, for experiments with ¢ = 20 and ± = 1 ms and with ¢ = 100 ms
and ± = 4 ms. The wax diffusion distribution acquired at ¢ = 500 ms and ± = 4 ms has
two distinct distributions: the first with a fast component at 1.5£ 10°10 m2 s-1, partially
overlapping with the result obtained at ¢ = 100 ms, and a slow component 5.5£10°11 m2 s-1.
The wax diffusion behaviour decreases for increasing observation time ¢, which is indicative
for emulsions which are detected at the highest partial pressure of water of 0.95. This is in
line with the previous results of dodecane-in-water liquid pockets formed spontaneously if
enough water is present in the pores. The decreasing diffusion behaviour at increasing ¢ is
indicative of this phenomenon.
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In these high water content systems, it is likely that pockets arise where a mix occurs between
wax-in-water emulsions and freely diffusion wax. It is very important to better understand
the phase behaviour as this significantly influences the transport phenomena of molecules
during FTS. This is in line with the previously stated hypothesis of Iglesia et al. that due
to capillary effects, a separate water phase layer could condense inside the pores, giving rise
to the formation of wax-in-water emulsions [13].
8.3.3 Emulsion Detection at 220 °C
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(a) P/P0 = 0.3
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(b) P/P0 = 0.8
Figure 8.4 Diffusion distribution for FT products in Ru/TiO
2
catalyst pellets post-FTS, acquired at
220 °C and P/P0 = 0.3 and 0.8, with ¢ = 100 ( ), 300 ( ) and 500 ( ) ms and ± = 4 ms in
the middle catalyst layer.
The diffusion distributions illustrated in Figure 8.4 are for FT wax at 220 °C and P/P0 =0.3
and 0.8 respectively. Figure 8.4a shows narrow, single component distributions for wax with
a maximum at 2.3£10°10 m2 s-1. This is in agreement with Wilke-Chang’s prediction of bulk
n-octacosane at this temperature of 3.6£10°10 m2 s-1. A very similar behaviour is seen for
increasing observation times ranging from 100 to 500 ms. This is indicative that the wax
species do not undergo restricted diffusion and therefore no spontaneous emulsion formation
is observed. Relating to the experiments at 180 °C, more water should be present in the
system for emulsion formation to take place. Again, no water distribution was observed
for these partial pressure points due to the low SNR of water. Not sufficient water signal
attenuation was recorded to extract a diffusion distribution as the wax signal was dominant.
Even at P/P0 = 0.8 in Figure 8.4b, still no water was detected. However, a broad, single
distribution was observed for wax at ¢ of 100 ms. For the experiments at ¢ = 300 and 500 ms
and ± = 4 ms, the wax diffusion distribution has two components, with the fast component
at around 3£ 10°10 m2 s-1 and the slow component at about 9£ 10°11 m2 s-1. The faster
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component could correspond to wax freely diffusing inside the pores, as this value is in line
with the prediction of Wilke-Chang. Finally, the slower component could represent a region
containing a mixture of emulsions alongside freely diffusing wax. This would result in a broad
distribution with two main peaks.
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(a) ST plot for FT wax in Ru/TiO
2
at 220 °C,
with ¢ = 100 (±), 300 (4) and 500 (2) ms and
± = 4 ms at P/P0 = 0.3.
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(b) The same data plotted as in Figure (a)
but as function of ∞2±2g 2, with ¢ = 100 (±),
300 (4) and 500 (2) ms and ± = 4 ms.
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(c) ST plot for FT wax in Ru/TiO
2
at 220 °C,
with ¢ = 100 (±), 300 (4) and 500 (2) ms and
± = 4 ms at P/P0 = 0.8.
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(d) The same data plotted as in Figure (c)
but as function of ∞2±2g 2, with ¢ = 100 (±),
300 (4) and 500 (2) ms and ± = 4 ms.
Figure 8.5 ST plots for FT wax imbibed in Ru/TiO
2
catalyst pellets, at 220 °C at increasing P/P0.
In Figure 8.5, the ST signal decays of FT wax are presented at 220 °C for P/P0 = 0.3 and
0.8. In Figures 8.5a and 8.5c, the signal attenuations show similar trends as reported in
Chapter 5 for unrestricted diffusion. For increasing observation times ¢ ranging between 100
and 500 ms, the data points lie on a straight line and overlap. The displacement of wax
molecules by the presence of water causes the curvature in the attenuation plots.
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In Figures 8.5b and 8.5d, the same data is plotted without the time dependence. The signal
decays for increasing observation times exhibit a steeper slope, corresponding to a greater
RMSD which is characteristic for unrestricted diffusion. If the molecules are allowed to
diffuse for a longer time, a bigger random walk distance can be covered, hence the faster
decay. From Figure 8.5, it can be concluded that the FT wax is not fully restricted between
P/P0 of 0.3 and 0.8 at 220 °C, in line with the conclusions drawn from Figure 8.4b.
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(a) P/P0 = 0.9
10-11 10-10 10-9 10-8













(b) P/P0 = 0.95
Figure 8.6 Diffusion distribution for FT products in Ru/TiO
2
catalyst pellets post-FTS, acquired at
220 °C and P/P0 = 0.9 and 0.95, with ¢ = 20 ( ) ms and ± = 1 ms and with ¢ = 100 ( ),
300 ( ) and 500 ( ) ms and ± = 4 ms in the middle catalyst layer.
At P/P0 = 0.9, see Figure 8.6a, higher quantities of water present in the system allow for
detection of the water diffusion component for experiments with ¢ = 20 ms and ± = 1 ms
and with ¢ = 100 and 300 ms and ± = 4 ms. The water signal is not detected for the
longest observation time of ¢ = 500 ms due to relaxation effects. Also, at ¢ = 300 ms, the
water diffusion distribution is shifted to lower diffusion values due to the influence of the
wax signal. The water diffusion value is about 9.0£10°9 m2 s-1 as capillary condensation of
water takes place. The water diffusion value is close to Wilke-Chang’s theoretical prediction
of bulk water at 220 °C of 1.9£10°8 m2 s-1, which with the tortuosity factor of 1.7 becomes
1.1£10°8 m2 s-1. The pore confinement effect on water is noticeable, similarly published by
Milischuk et al. who found that water forms two distinct molecular layers at the interface. At
the pore surface, the water exhibits uniform, but somewhat lower than bulk liquid, density
in the core region [304].
When increasing the observation time ¢ at high P/P0, most of the signal is derived from the
water population while wax is displaced. Hence the decrease in the wax populations and lower
wax diffusion distribution intensities. The wax exhibits a single component distribution, with
a small population around 1.2£10°10 m2 s-1, which is slower than bulk wax seen at P/P0 = 0.3.
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At the highest P/P0 of 0.95, the same effects are observed as in Figure 8.6a. Firstly, significant
water is present in the catalyst bed and therefore the diffusion distributions can be obtained
for water up to an observation time ¢ of 300 ms. The maximum of the water distribution is
around 9.5£10°9 m2 s-1. The diffusion of the wax species is < 1£10°10 m2 s-1, see Figure 8.6b.
This value is far below the freely diffusion coefficient and indicates that the wax is restricted.
8.3.4 T1 and D for increasing P/P0
Studying the T 1 processes can reveal insights in the chemical environments of the probed
molecules. The T 1 relaxation time can be correlated to the surface interaction strength of the
species, whereby a low T 1 value indicates a strong interaction and vice versa [305]. Figure 8.7
shows the T 1 at 180 and 220 °C for both wax and water. At small P/P0 (0.3 - 0.8), the low T 1
values for water indicate that it became the surface-wetting phase due to its strong interaction
with the Ru/TiO2 catalyst pellets. In the lower pressure point range, little changes occur as
no significant water is condensing inside the pore space. The slow increase of T 1 correlates
to the slow growth of the adsorbed water layer thickness.
The T 1 values for water increase for P/P0 > 0.8 as capillary condensation occurs. This leads
to a reduction of the surface interaction strength reflected by higher T 1 values. As more
water accumulates inside the pores, water moves to more central regions in the pore space,
hence an increase in T 1 values is noted. As more water condenses, the wax molecules undergo
displacement, which is reflected by the sudden surge in the wax T 1 values.
























Figure 8.7 T1 values as a function of water relative pressure P/P0 between 0.3 and 0.95 for FT
products in Ru/TiO
2
catalyst pellets post-FTS, acquired at 180 and 220 °C, with wax ( ) and
water ( ) in the middle catalyst layer.
In Figure 8.8, the diffusion of water for increasing partial pressures is consistent with the T 1
trend. At 180 °C and P/P0 > 0.8, the diffusion of water is around 7.1£10°9 m2 s-1, which is
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below the bulk diffusion coefficient predicted by Wilke-Chang. Capillary condensation occurs
without bulk condensation in the inter-particle space.
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Figure 8.8 Diffusivity of water ( ) and wax ( ) as a function of water relative pressure P/P0
between 0.3 and 0.95 at 180 °C. Experiments acquired at ¢ = 20 ms an ± = 1 ms for water and at
¢ = 300 ms and ± = 4 ms for wax.



















Figure 8.9 Diffusivity of wax ( ) as a function of water relative pressure P/P0 between 0.3 and 0.95
at 220 °C. Experiments acquired at ¢ = 300 ms and ± = 4 ms for wax.
The wax molecules have an increasing diffusion dependency which is in line with the water
up to P/P0 = 0.8 as until that point, no spontaneous emulsions are formed. The increase
in mobility for the wax molecules is reflected by the increase in both D and T 1, which
is consistent behaviour for wax being displaced from the catalyst surface. This is in line
with results published for spin-lattice relaxation and PFG NMR data published for wax-
water behaviours in porous silica spheres at 195 °C [305]. For P/P0 > 0.8, the onset of
capillary condensation occurs. Sufficient condensed water is present in the system to have
emulsification of wax-in-water. Due to the restrictive environment, the diffusion coefficient
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of wax plunges. These trends are consistent for both temperatures, see both Figure 8.8b
and Figure 8.9. At 220 °C, this effect is more pronounced with faster diffusion behaviours at
elevated temperatures.
Moreover, the experiments at 180 °C were performed prior to the measurements at 220 °C.
Due to the nature of this study at elevated pressure and temperature with N2 and water
flow, it is expected that some of the wax products would have been flushed through to the
production collection vessels. Hence, for later experiments, the quantity of wax in the system
decreased due to convection and evaporation. This would suggest that at the final 220 °C
experiments at P/P0 > 0.8, the condensation of water would be easier as more void space
would be available for the water to condense. Hence the shift to a lower P/P0 for the drop
in diffusion between 180 and 220 °C.
8.4 Conclusions
This Chapter presents the findings of an in situ emulsion detection study in 1 wt% Ru/TiO2
FT catalysts at both 180 and 220 °C. This study used PFG and T 1 NMR techniques and was
performed by feeding water to the system post-FTS by slowly increasing the water partial
pressure between 0.3 - 0.95 P/P0. This work is the final Chapter as it links the work discussed
in the previous Chapters and achieves the scientific goal: using an unique pilot-scale reactor
to study operando FTS and gain a better understanding of the phase behaviour and transport
properties of FT products in porous media.
At P/P0 ∑ 0.5, both the water and wax diffuse freely without any bulk or capillary conden-
sation of water being observed, confirmed by the low spin-lattice relaxation values. However,
at P/P0 ∏ 0.8, capillary condensation of water inside the catalyst pores was reported. This
is in agreement with capillary effects observed by Claeys et al., where in small pore supports,
a water phase could be formed at low water partial pressures [82]. The formation of the
water-rich phase caused the wax species to be displaced from the surface and was found
to be located in between the pore surface and the wax layer. The displaced wax species
became isolated from the pore space, which caused both the T 1 and D values to surge.
This phenomenon has also been identified by Zheng et al. [305]. The pore confinement
effect caused the effective diffusion coefficient of water to be lower than the theoretical
value predicted by Wilke-Chang [297]. This is in line with simulation results published by
Papavasileiou et al., where the reduced mobility of water lead to slower diffusion behaviours
for the surface-wetting, water-rich layer which is adjacent to the pore surface in TiO2 pellets.
Youngs et al. also reported a slow increase in diffusivity with increasing distance from the
interface, leading to the bulk value in the central region of the pore. The first two layers
interacting with the surface have a decelerated diffusion behaviour because of the confinement
effect [303, 306].
8.4 Conclusions 199
For high water partial pressure P/P0 ∏ 0.9, a system is reached where wax-in-water liquid
pockets spontaneously form. This was concluded from the sudden drop in the diffusion
behaviour for wax. At these high partial pressures, sufficient water was present in the system
for emulsification to take place. The restrictive environment leads to the significant decrease
in diffusion behaviour and further increase in T 1 time. This was already hypothesised by
Iglesia et al. ([13]), who suggested that the condensed water phase in presence of FT wax
could lead to the formation of hydrocarbon-in-water emulsions, which would be stabilised by
oxygenates formed as a by-product. In addition, the presence of this separate water-rich layer
inside the intra-pellet voids could increase the FT reaction rates and the selectivities towards
both C5+ and olefins [12]. This work suggests that these liquid pockets can form naturally
inside porous media, which is crucial information. The formation of large emulsions during
FTS will especially have a significant impact on the way in which heat and mass transfer
are modelled as emulsions can significantly hinder molecular diffusion of reactants in and
products out of the catalyst pores.
Chapter 9
Conclusions and Future Work
9.1 Conclusions
This PhD thesis investigated the complex multiphase behaviour of aqueous and hydrocarbon
liquids saturated in porous media, relevant to FTS. A PFG NMR technique was developed
and implemented to address the goal of this thesis: investigate emulsion formation and mass
transfer phenomena relevant to heterogeneous GTL catalysis. NMR relaxometry, diffusome-
try and MRI techniques were subsequently applied in situ to elucidate the phase behaviour of
the FTS process under industrially-relevant conditions in a purposely built fixed-bed tubular
reactor.
Chapter 4 confirmed that NMR relaxometry and PFG experiments can be applied to probe
and identify spontaneous ganglia formation in porous media. Measurements on a model
system were done at ambient conditions on immiscible mixtures of bulk water and dodecane
imbibed in µ-alumina, with a pore size of 16 nm. Dodecane and water in this preliminary
study were used as model compounds simulating the main FT products: linear hydrocarbons
and an aqueous water phase. The relaxation results indicated that in the binary mixture,
water was the surface-wetting phase and dodecane became isolated from the pore surface.
Due to confinement effects, dodecane experienced restrictive diffusion, which confirmed the
spontaneous formation of liquids pockets of dodecane-in-water.
Chapter 5 reported that PFG NMR methods were employed to study a variety of effects on
the formation of ganglia of dodecane-in-water imbibed in both CARiACT Q-silica spherical
beads and Ru/TiO2 FT catalysts, with an average pore size of 28.6 nm. The emulsion
formation behaviour was consistent across both types of support. The diffusometry data was
used to extract information regarding the DSD of the confined emulsions. Firstly, the effect
of temperature (20, 40 and 60 °C) on the stability and size of emulsions was investigated.
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Secondly, the pore size distribution was varied (15 and 50 nm) for the Q-silica beads. For
the ranges studied, very little effect was found on the DSD. However, the dodecane liquid
pockets were identified to be in the order of 1 µm in size, thereby extending over several pore
lengths and present in the shape of ganglia.
Subsequently, the addition of longer chain surfactants to the binary mixture, which reduced
the surface tension, lead to a small increase in droplet size. However, when fatty acids, like
stearic acid, were added to the system, it was found that the surface could be chemically
modified to become hydrophobic. As a consequence, the spontaneous emulsion formation
was no longer detected.
Chapter 6 presented the NMR compatible, in situ, fixed-bed tubular pilot-plant designed,
built and commissioned in collaboration with STCA and Zeton B.V. This equipment provides
the capability (up to 300 °C and 50 bar) to explore FTS and provide quantitative operando
MR measurements of heterogeneous catalysis in a fixed-bed reactor. During the PhD and
Shell collaboration, numerous reactor optimisations were implemented. Throughout the PhD,
several visits were made to STCA, which facilitated knowledge transfers between STCA and
the MRRC.
During the internship at Shell, a preliminary surface coverage study was performed by varying
the feed ratio of H2:CO. It was concluded that an increase in carbon number N was observed
for increasing PCO, which suggested a strong, negative order in CO for N > 6. Moreover,
it was shown that the chain-growth probability, Æ, decreased with increasing H2:CO ratio.
However, the product distribution was not affected by the increase of PH2 , as there was a
first order dependence in H2.
Chapter 7 reported the first ever in situ investigation into FTS under real operating
conditions, which resulted in a TOS > 850 h. In order to characterise heterogeneous
catalytic systems, spatially-resolved MRI measurements of diffusion and product distribu-
tions from within both the pilot-scale reactor and a single catalyst pellet were performed.
Spatially-resolved NMR spectroscopy allowed to obtain a resolution of ª500 µm for diffusion
measurements inside the Ru/TiO2 catalyst pellets under real reaction operating conditions.
PFG NMR diffusion data was also acquired per pixel (corresponding to the intra- and inter-
pellet space) of 2D images of the three catalyst layers. This 2D diffusion measurement was
used to extract a D distribution and a D value at each pixel for the intra- and inter-pellet
species. Ultimately, spatially-resolved maps of diffusivity were created for intra-and inter-
pellet products separately.
During FTS, the liquid product hold-up was proportional to the signal intensities in the
three catalyst layers, which increased with increasing TOS. It was observed that the liquid
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products mainly existed inside the catalyst pellets in the top and middle catalyst layers
whereas significant accumulation of the inter-pellet liquid products was identified in the
bottom catalyst layer. Finally, high-resolution 2D images with a 172 µm £ 172 µm resolution
and additional high-resolution 3D RARE images were acquired from the reactor bed.
Chapter 8 focussed on the in situ emulsion detection study in 1 wt% Ru/TiO2 FT catalysts
at both 180 and 220 °C. Water was fed to the system post-FTS by slowly increasing the water
partial pressure between 0.3 - 0.95 P/P0. At P/P0 ∑ 0.5, the water and wax phases were able
to diffuse freely and no capillary condensation of water was observed. This was confirmed
by the low spin-lattice relaxation values. However, at P/P0 ∏ 0.8, capillary condensation of
water inside the catalyst pores was reported. A water-rich phase was formed and this caused
the FT wax to be displaced from the surface. The displaced wax species became isolated
from the pore space, which caused both the T 1 and D values to surge. At the same time
the water experienced confinement effects as it became located in between the pore surface
and the wax layer, which lead to a lower effective diffusion coefficient for water than the
theoretical value predicted by Wilke-Chang.
At high water partial pressure P/P0 ∏ 0.9, a system was established where wax-in-water
pockets spontaneously formed, similar to the phenomena described in Chapters 4 and 5.
This was concluded from the sudden drop in the diffusion behaviour for wax, especially at
220 °C. The restrictive environment of the ganglia lead to a significant decrease in diffusion
behaviour and further increase in T 1 time.
This final Chapter addressed the main scientific goal of this thesis: to use an unique purposely-
built NMR pilot-scale reactor to study operando FTS. This was done to gain a better
understanding of the phase behaviour and transport properties of confined FT liquid products
in porous media. It was shown that NMR can be applied to investigate mass transport
behaviours in FTS-relevant systems, thereby demonstrating the ability to characterise het-
erogeneous catalytic systems. The formation of wax-in-water emulsions will have implications
on the heat- and mass transport properties of both the reactants and products. This in turn
will further influence the reaction rates and kinetics, the conversion, catalyst lifetime and
product selectivity of the reaction. Ultimately, improving the fundamental understanding
of the phase behaviour is necessary to validate and optimise hydrodynamics simulations of
FTS.
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9.2 Future Work
The newly developed capabilities of using the in situ NMR reactor opens up all sorts of
opportunities for future operando heterogeneous catalysis studies, building up on the work
presented in this thesis. Further questions that arise that can be addressed are listed below.
9.2.1 Droplet Detection during operando FT
The work presented in Chapter 8 on the emulsions formation was done post-FTS. It should be
possible to apply the same methodology to identify operando spontaneous emulsion formation
during FT under flow of syngas. Rytter et al. raised that so far no studies were performed
where water was deliberately condensed in a fixed-bed to investigate the consequences on the
performance of FTS [73]. Therefore, it is desirable that similar PFG NMR measurements
are performed at realistic reaction conditions during FTS reactions to observe the phase
behaviour. In addition, catalyst samples with varying pore size distribution could be analysed
to further study the effect of water pore condensation. This could be linked to a full analysis
on product selectivity and conversion.
9.2.2 FT Experiments with Catalyst Modified with Stearic Acid
This future work suggestion is building up from the previous statement. This is to further
validate the findings of Chapter 5, whereby catalysts were impregnated with stearic acid,
inhibiting droplet formation. The same type of catalysts modification could be implemented
to understand whether similar inhibition effects can be observed under realistic FT conditions.
This would indicate the effect of high levels of oxygenates could cause on the phase behaviour
of fluids confined in the porous system.
9.2.3 Vary the Temperature and H2:CO Feed Ratio during FTS
The effects of temperature and H2:CO feed ratio on the catalyst lifetime and selectivity
have often been addressed in the literature. However, regularly opposing arguments and
conclusions were proposed justifying the various effects of varying the reaction parameters.
The Zeton FT reactor is designed to study operando FT where commercially relevant oper-
ating conditions can easily be modified. These would be representative for Shell GTL Pearl
Qatar operating conditions. In addition, the NMR reactor can also be used to screen various
catalysts and compare their catalytic performance under different P and T.
9.2.4 Critical Time for Detecting Emulsion Formation
As observed in Chapters 4 and 5, the dodecane diffusion signal decay data points did not
overlap for increasing observation times ¢, which was indicative for the restricted diffusion.
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However, these experiments were acquired at relatively long observations times ranging
between 150 and 500 ms as the dodecane signal decayed very slowly. If the diffusion were to
be observed for very short times, the dodecane molecules would not be given enough time to
experience the restrictive boundaries of the droplets. Hence, the hypothesis is that dodecane
molecules would seem to initially be behaving like freely diffusing, unrestricted species. This
would suggest that a critical time can be detected whereby the dodecane molecules start
encountering the emulsion walls and become restricted. A significant change in diffusion
behaviour would indicate this critical time.
9.2.5 Understand Deactivation
Finally, the FT reaction reported in Chapter 7 had an operating time of roughly 850 h.
During this period, a slight catalyst deactivation could be noted due to the product signal
decrease. However, as discussed in Chapter 2, the formation of coke can have a severe impact
on the catalyst lifetime and product selectivity. Coking mechanisms and the influence of
reaction selectivities could be studied if FT was performed for operating times nearing 2000 h.
Similar studies were reported by Nakhaei Pour et al. [307], where syngas conversion dropped
significantly by ±25% at 1700 h.
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Risk Assessment - Form 1 
 
Risk Assessment Reference 
M R R C 0 8 0 
 
Name of procedure, activity or equipment: 









Site & Location: 
PFD magnet hall 
 
1. THE WORK Main features of the procedure, activity or equipment.  What will be done and how?   
 
The reaction experiment will be operated with the pilot-scale FT reactor at PFD magnet hall. The reactor 
is packed with Ru/TiO2 catalyst pellets diluted with SiC and is operated with CO and H2 gas mixture 
flowing through the reactor from the top at a temperature up to 250 oC and pressure up to 60 bar. The 
reactor will be placed in an AV 300 NMR spectrometer which acquires NMR data during the reaction 
experiment and the reactor effluent is connected to a GC for composition analysis.  
 
2. DANGERS Explain the main dangers or hazards.  Consider potential harm to people, the 
environment and to equipment. 
 
1. The reaction experiment is performed at high temperature and pressure which may be dangerous if 
there is leakage or blockage in the reactor.  
2. The reaction feeds H2 /CO and reaction products of linear hydrocarbons are highly flammable gases 
and liquid resulting in risk of fire and explosion in case of leakage. 




For work with higher or specialist risks you may need to attach specialist forms: 
Specialist 
Risk 
What is covered? What should you do? State ‘N/A’ or  





Any substance with a Toxic, Very Toxic, 
Corrosive, Explosive, Flammable or 
Oxidising tag; work with dusts, fumes, 
nanoparticles and asphyxiants; 
pyrophoric substances. 
Attach a Hazardous Substances 
Risk Assessment (Form 2). For high 
risk work, the risk assessment must 
also be considered by the Chemical 




Any work with Genetically Modified 
Materials or Organisms, whether or not 
modified within the Department.  
Attach GM Shortform (Form 3), 
GMA (Form 4) or GMB (Form 5).  
The form must be approved by the 
Biological Safety and GM 







Work (not already covered by the GM 
forms above) which involves any 
human/animal samples, environmental 
samples, culturing of samples, or 
Hazard Group 2 or 3 substances  
Attach Non-GM Biological Risk 
Assessment (Form 6). The form 
must be approved by BSO or the 
Biological Safety and GM 






Composite equipment built in-house (or 
equipment modified in-house) or 
equipment at high pressure (>0.5bar.g 
or containing steam). 
Specify Rig Number (if known). 
Append Rig Form (Form 7).  Permit 
to Operate must be signed by DSO 




Figure A.3 Rig Risk Assessment - Form 1. This is snapshot of the official risk assessment of the
Department of Chemical Engineering and Biotechnology describing the general experiments, chemicals
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