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In this thesis, we extend the UK Met Office’s Unified Model into the Mesosphere and
Lower Thermosphere (MLT), and validate the realism of the model by comparison to
meteor radar observations and other high-top atmospheric models. This thesis therefore
“raises the roof” of current weather forecasting at the Met Office.
The first goal of this thesis is to stabilise the previously unstable Extended Unified
Model (ExUM). We perform a thorough and systematic analysis of the UM with an
extended upper boundary, and show that the incorrect assumption of Local Thermo-
dynamic Equilibrium (LTE) in the MLT is the primary driver of the model instability.
The implementation of a temperature relaxation, or “nudging”, scheme to replace the
radiation scheme above 70 km stabilises the model with upper boundaries of 100, 120
and 135 km.
The second goal of this thesis is to validate the realism of the modelled fields
produced by the ExUM in the MLT. Comparisons are made with meteor-radar obser-
vations as well as with other atmospheric models and observational datasets of this
region. These show that the ExUM has a good natural capability to model the MLT,
but that developments to the model’s physical schemes – such as the non-orographic
gravity wave and chemistry schemes – are required in this region to obtain more realistic
fields.
The work performed in this thesis gives insight into the work required to successfully
extend an atmospheric model into the MLT and lays the foundation for the future
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Whole Atmosphere Models (WAMs) have the capability to revolutionise not only
weather and climate forecasting of the lower atmosphere, but also space weather fore-
casting to protect humans from harmful solar activity. This type of model has gained
particular scientific interest over the last three decades, with many modelling and
experimental studies illustrating the importance of a coupled atmospheric model. De-
spite this, it is still unclear as to what is the ideal formulation for a WAM and which
atmospheric features must be prioritised in such a model. To aid the analysis and
development of such models, the extension of the UK Met Office’s Unified Model (UM)
into the Mesosphere and Lower Thermosphere (MLT; 50-120 km) is a key strategic
goal of the Met Office. By doing this, we shall “raise the roof” of current weather
forecasting at the Met Office and allow study of the interaction between Earth and
space weather. By extending an already established model, we can gain insight into
key factors in the development of high-top atmosphere models, and test hypotheses on
which atmospheric phenomena are most important for modelling the MLT.
The goal of this thesis is to stabilise the currently unstable Extended Unified Model
(ExUM) and validate the realism of the model by comparison to meteor radar obser-
vations, and other high-top atmospheric models. This model has applications both in
scientific research (in this thesis and elsewhere) and as a potential future whole at-
mosphere model to be used by the Met Office Space Weather Operations Centre. We
will start by examining the current state of whole atmosphere modelling, in order to
understand properties which are critical in accurately modelling the upper atmosphere.
With this in mind, we can then perform a thorough and systematic analysis of the UM
with an extended upper boundary. We will demonstrate that care needs to be taken in
ensuring that assumptions made in the lower atmosphere are still valid when moving
to the upper atmosphere – the incorrect assumption of Local Thermodynamic Equilib-
rium (LTE) in the MLT will be shown to be the primary driver of the model instability.
We will propose a stopgap solution to this problem, namely a temperature relaxation
or “nudging” scheme which replaces the radiation scheme above 70 km. With this we
show that indeed the assumption of LTE in the MLT was the primary driver of model
instability and that with this nudging scheme, the model can run in a stable manner
with upper boundaries of 100, 120 and 135 km.
Having stabilised the model, we next validate the output of the ExUM. For example,
in Chapter 6 of the thesis, we will compare the output of the model with meteor radar
observations and in Chapter 7 we make comparisons with other atmospheric models and
observational datasets of this region. These provide the first results of the capability
of the ExUM to model atmospheric winds and tides in the MLT. We will show that
the ExUM has a good natural capability to model the MLT, but that there is room
for improvement in the model physics in this region. Throughout this interdisciplinary
research, we will push the capabilities of the Met Office’s UM and develop new points
for comparison and discussion in the field of whole atmosphere modelling, and lay the
foundations for the development of a Whole Atmosphere UM in the future. Therefore
the outcomes of this thesis will not only influence modelling of the MLT at the Met
Office, but also within the community of whole atmosphere modelling as a whole,





An important focus of many weather forecasting organisations is the development of a
complete coupled Sun-to-Earth modelling system in order to ultimately develop a fully
coupled system (e.g. Tóth et al., 2005). The national weather service of the United
Kingdom, the Met Office, therefore also has this strategic goal. A first step to this
is developing a whole atmosphere model - namely one that stretches up to heights of
up to c. 600 km above the surface. This is important not only from a perspective of
furthering scientific research, but also since a whole atmosphere model provides many
important forecasting benefits. For example, this type of model can provide enhanced
forecasting of space weather, and hence provide useful information ahead of time to
safeguard human lives and resources from the effects of the Sun on the Earth system
(e.g. Bothmer and Daglis, 2007). The forecasting of this region is important for real
world applications such as radio communication, satellite drag calculation and Global
Navigation Satellite System Positioning, Navigation and Timing (GNSS PNT). These
can all be influenced by atmospheric waves in the upper atmosphere, and so modelling
this region can help mitigate potential disruption to these systems.
Figure 2-1: Examples of some important middle and upper atmosphere coupling processes
including atmospheric tides. From Janches et al. (2019).
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Such a model can incorporate many important coupling processes, such as those
in Figure 2-1. Notably, large scale oscillations of the atmosphere – called atmospheric
tides (discussed more in Chapters 6 and 7) – are critical in coupling the lower and
upper atmosphere (e.g., Pogoreltsev et al., 2007). Hence, the benefit here is twofold. A
more accurate model of the lower atmosphere can be produced by including the upper
atmosphere, and vice versa. Atmospheric tides propagate upwards, growing roughly
exponentially with height because of the corresponding exponential decrease of the
background density. Hence, these waves become particularly large in the Mesosphere
and Lower Thermosphere (MLT), with associated influences on the ionosphere and
thermosphere at higher altitudes including an influence on the transport of chemical
species (e.g., Jones Jr et al., 2014). The lower atmosphere is therefore an important
driving factor in upper atmosphere variability (Akmaev, 2011), and thus any space
weather forecast must include these factors so that affected users can obtain a more
comprehensive picture of upper atmosphere variations and the consequent implications
for their use case. In turn, energetic particle precipitation (EPP) and changes in so-
lar radiation associated with the solar cycle can also impact the troposphere. EPP
events can lead to changes in MLT and stratospheric NOx and ozone concentrations
which can modulate polar surface air temperatures by affecting the radiative budget
with consequent effect on atmospheric circulation patterns (e.g., Seppälä et al., 2009;
Päivärinta et al., 2013). Ineson et al. (2011) show the impact of solar minimum and
solar maximum on Northern Hemisphere winter surface temperatures via changes to
the North Atlantic Oscillation. Further, tidal winds in the upper atmosphere act to fil-
ter the field of atmospheric waves, and consequently modulate the forcing of the global
atmospheric circulation (e.g., Fritts and Alexander, 2003).
The Met Office’s weather and climate model – the Unified Model (UM) (discussed
more in Chapter 3.2) – currently has an upper boundary at 85 km. Attempts to increase
the height of this upper boundary have thus far been unsuccessful. Initial runs of the
UM with an increased model lid height performed by Harry (2015) became unstable and
crashed unless considerable damping was used. These runs tested the UM with both
100 and 120 km model lids, with experiments focused on tuning parameters to obtain
the longest run time possible. In particular, the cause and nature of the instability
remained undiagnosed.
New UM chemistry and radiation schemes to supply appropriate radiative forcing
in the MLT were not ready at the time of performing this research. In addition, the
non-orographic gravity wave parameterisation scheme has not been optimised for use
above the mesopause.
In the case that the model can be extended, it must be verified that the fields
produced by the model are realistic and that various key properties of the upper at-
mosphere are captured. In particular, the wind fields are an important indicator of
realistic atmospheric circulation, and thus an important question is - are the wind
fields produced by the new ExUM physically realistic in the extended region? Further,
one must examine the properties of the model to determine if it is producing realistic
fields in a manner that is consistent with observations and other modelling studies. In
particular, the spatial and temporal characteristics of the tides produced by the model
must be examined in order to validate their accuracy.
The aim of this research is to extend the Unified Model into the Mesosphere and
Lower Thermosphere and validate the realism of the model output using meteor radar
observations, with a particular focus on winds and tides and their decomposition into
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migrating and non-migrating modes. The thesis can be split into two parts.
The first part of the thesis is devoted to building a stable Extended Unified Model
appropriate for giving an accurate representation of the Mesosphere and Lower Ther-
mosphere. To do this, we perform an analysis of the unstable extension of the Unified
Model with an upper boundary at 100 km, looking at key diagnostics to determine
the cause of the model instability. Consequently, we produce a new nudging scheme
to a climatological temperature profile for the MLT which successfully stabilises the
ExUM. Satisfied that the model produced was now stable, we tested this stability by
refining the vertical mesh as well as increasing the upper boundary to heights of 120
and 135 km. With this, we are able to investigate the functionality of the model under
different regimes and suggest model configurations for future studies.
The second part of the thesis is focused on comparing the ExUM developed in the
first part with meteor radar observations and with other modelling studies, with the
focus of determining the realism of the fields produced by the newly developed model.
Based on the fact that a key driver of atmospheric flow in the MLT is atmospheric
tides, we put particular weight on examining the properties of tides produced by the
model with those given by meteor radar observations. In the first case study examining
the ExUM, we observe that the model has a reasonable capability to produce winds
and tides that are comparable to meteor radar observations, but with significant differ-
ences in the detail. The simplified nature of the global temperature profile used for the
nudging scheme makes it necessary to improve the scheme for continued use, and so we
develop this to be a function of both month and latitude. With this we examine the
structure of the migrating and non-migrating modes present in the model, and show
that the ExUM has a good capability for producing non-migrating modes which have
been shown to be important in other modelling studies, such as the large amplitude
DE3 which has been proposed to account for the striking zonal wavenumber-four wave
structure observed in the equatorial ionospheric anomaly and equatorial electrojet (Ha-
gan et al., 2007).
The work in this thesis has led to a published review commentary (Jackson et al.,
2019) and three original papers led by the author of this thesis (one published (Grif-
fith et al., 2020), one accepted (Griffith et al., 2021) and one submitted (Griffith and
Mitchell, 2021)). The author of this thesis has also been involved as a co-author for a
related paper (Jackson et al., 2020). This is summarised in Table 2.1.
Title Year Contribution Status
Future directions for whole atmosphere mod-
eling: Developments in the context of space
weather. (DOI: 10.1029/2019SW002267)
2019 Co-Author Published
The Space Weather Atmosphere Models and
Indices (SWAMI) Project: Overview and
First Results. (DOI: 10.1051/swsc/2020019)
2020 Co-Author Published
Stable Extension of the UM into the MLT.
(DOI: 10.1051/swsc/2020018)
2020 Lead Author Published
Winds and Tides of the Extended UM in the
MLT Validated with Meteor Radar Observa-
tions. (DOI: 10.5194/angeo-39-487-2021)
2021 Lead Author Published
Analysis of Migrating and Non-Migrating
Tides of the Extended UM in the MLT.
2021 Lead Author In Review
Table 2.1: A summary showing the papers produced involving the author of this thesis.
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The review is presented in Chapter 4 and provides a commentary on the current
state of whole atmosphere modelling, discussing important considerations and the mod-
els which are at the forefront of current study in this field. This chapter does not include
original results, but provides a good introduction to the field of whole atmosphere mod-
elling. The remainder of the thesis presents three original papers formulated by the
author of this thesis, which are presented following the “Alternative Thesis Format”
or in the style of Thesis by Publication. Namely, Chapters 5 - 7 each comprise of one
of the published/submitted manuscripts. In each Chapter, we provide a short intro-
duction and conclusion to place the work in the context of the thesis. Chapter 8 then
provides some final conclusions, discussing the results of the work in the broader setting
of whole atmosphere modelling and an outlook on directions for future research.
2.2. Summary of original papers
Chapter 5 – Stable Extension of the Unified Model into the Mesosphere and Lower
Thermosphere
In this chapter we successfully produce a stable extension of the UM into the MLT, as a
first step towards a whole atmosphere model. The pre-existing instability is examined
and narrowed down to the model’s radiation scheme - its assumption of Local Thermo-
dynamic Equilibrium (LTE) is broken in the MLT. We subsequently address this issue
by relaxation to a climatological temperature profile in this region. This provides a
stable extended UM which can be used as a developmental tool for further examination
of the model performance. We then build on the success of the nudging implementation
by testing the model at an improved vertical resolution. Initial attempts to address this
problem with a 3 km vertical resolution and a 100 km lid were successful, and we hence
use this model for its validation in Chapter 6. Refining the vertical resolution to 1.5 km
makes the model becomes unstable due to large horizontal and vertical wind velocities.
However, increasing the vertical damping coefficient, which damps vertical velocities
near the upper boundary, allows a successful year long climatology to be produced with
these model settings. With the goal of a whole atmosphere model we also experiment
with an increased upper boundary height. Increasing the upper model boundary to
120 and 135 km also leads to stable simulations. However, a 3 km resolution must be
used and it is necessary to further increase the vertical damping coefficient.
The author’s contribution in particular was in performing the model runs
to extract results from the unstable and stable model; producing the nudg-
ing scheme and vertical level sets used in the model; preparation of all fig-
ures; and leading the authoring of the manuscript.
Chapter 6 – Winds and Tides of the Extended Unified Model in the Mesosphere and
Lower Thermosphere Validated with Meteor Radar Observations
In this chapter we present the first study of winds & tides from the new stable extension
of the Unified Model (ExUM) developed in Chapter 5. We make a comparison against
meteor radar observations of winds and tides from 2006 between 80 and 100 km over
two radar stations – Rothera (68◦ S, 68◦ W) and Ascension Island (8◦ S, 14◦ W). These
locations are chosen to study tides in two very different tidal regimes – the equatorial
regime, where the diurnal (24 hour) tide dominates, and the polar regime, where the
semi-diurnal (12 hour) tide dominates. We also discuss the results of the model in
the context of other atmospheric models such as those discussed in Chapter 4. The
results of this study illustrate that the ExUM is capable of reproducing atmospheric
winds and tides that capture many of the key characteristics seen in meteor radar
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observations, such as zonal & meridional wind maxima and minima, the increase in
tidal amplitude with increasing height, and the decrease in tidal phase with increasing
height. In particular, in the equatorial regime, some essential characteristics of the
background winds, tidal amplitudes and tidal phases are well captured, but with sig-
nificant differences in detail. In the polar regime, the difference is more pronounced.
The ExUM zonal background winds in austral winter are primarily eastward rather
than westward, and in austral summer are larger than observed above 90 km. The
ExUM tidal amplitudes here are in general consistent with observed values, but are
also larger than observed values above 90 km in austral summer. The tidal phases are
generally well replicated in this regime. We propose that the bias in background winds
in the polar regime is a consequence of the lack of in-situ gravity wave generation to
generate eastward fluxes in the MLT. The results of this study indicate that the ExUM
has a good natural capability for modelling atmospheric winds and tides in the MLT,
but that there is room for improvement in physical parameterisations in this region
such as the simplified nudging scheme which we develop further in Chapter 7.
The author’s contribution in particular was in performing the model runs
for comparison with meteor radar data; performing the tidal analysis on the
model and radar data; preparation of all figures; and leading the authoring
of the manuscript.
Chapter 7 – Tidal Analysis of the Extended Unified Model
In this chapter we refine the features of the ExUM developed in Chapter 5 to make the
model more robust up to the lower boundary of the ionosphere at around 110 km, based
on some of the observations made in Chapter 6. This includes an improved nudging
profile with seasonal and latitudinal dependency, as well as a physically derived vertical
resolution, which allows us to strike a balance between resolving physically significant
waves and computational efficiency. We also place the lid at 120 km but only use
output below c. 110 km, where the lack of a modelled ionosphere is still reasonable.
With this in place and with the improvement of the non-orographic gravity wave pa-
rameterisation scheme in mind, we perform an analysis of the spatial tidal components
present in the modelled winds. We place a particular focus on the non-migrating (not
sun-following) modes of the atmospheric tides present in the model, analysing their
magnitude and seasonal variability. We also present the latitudinal and short-term
variability of these modes together with that of the migrating modes. The results of
this study show that the ExUM is in general consistent with other high-top models and
observational datasets. In particular, the non-migrating tidal modes in the ExUM have
notable magnitudes across a large number of spatial modes, with significant short term
variability. The migrating modes reproduce the expected latitudinal variation, such as
the bimodal structure with tropical peaks in the diurnal zonal wind tide. However,
the characteristics of the tides differ even across the relatively small number of studies
considered and therefore it is necessary to see what effects the non-orographic gravity
wave parameterisation has on the magnitudes and structure of the tides in order to
confirm that it is appropriate for the MLT. We make recommendations of further stud-
ies which can be performed to help improve this scheme for the MLT, building on the
suggestions made in Chapter 6, such as using a latitudinally varying source spectrum,
as well as tuning the scheme for the MLT rather than to give a realistic Quasi-Biennial
Oscillation (QBO).
The author’s contribution in particular was in performing the model
runs for comparison with meteor radar data; implementing improvements
to the model’s nudging scheme and vertical level set; performing the non-
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migrating tidal analysis on the model data; preparation of all figures; and




We now introduce a few key concepts which provide useful background knowledge to
the chapters which follow.
3.1. Atmospheric structure
Figure 3-1: Thermal structure of the Earth’s atmosphere up to 120 km.
The atmosphere can be categorised based on its thermal structure, which splits the
atmosphere into four primary vertical regions, as in Figure 3-1. These are the tro-
posphere, stratosphere, mesosphere and thermosphere, split based on the temperature
extrema observed between each region.
The mesosphere and lower thermosphere (MLT) describes the region containing
the boundary between the Earth’s atmosphere and outer space, ranging from around
50-120 km. The fact that the MLT contains this boundary means it is a region of
particular scientific interest, but is also therefore challenging to represent accurately
in atmospheric models. For example, this region is where vertically propagating at-
mospheric waves, in particular atmospheric tides (discussed more in 3.4), can reach
peak amplitudes – the exponential decrease with increasing height in the background
density corresponds to an exponential increase in a wave’s amplitude. This results in
the wave becoming dynamically unstable leading to “wave breaking” with consequent
momentum deposition into the upper layers of the atmosphere. This greatly influences
the atmospheric circulation in this region (e.g., Immel et al., 2006). The MLT also
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contains the lower part of the ionosphere which introduces additional influences on
the dynamics of this region due to the electric field and its variation (as discussed in
Chapter 4). Changes in the electric field modify Joule heating, which in turn modifies
atmospheric temperature and wind. Thus, the dynamics shift from that of a neutral
atmosphere to one that is also driven by electrical and magnetic forcing. The chemical
composition of the atmosphere also changes greatly within the MLT. The atmosphere
is well mixed below the turbopause (c. 105 km), but above this, diffusive separation
means that the atmospheric composition is organised by molecular weight and hence
it is this that determines the dynamics. Furthermore, because of the increasing effect
of the ionosphere, the chemistry becomes dominated by ion chemistry, rather than by
compound chemistry as is the case in the lower atmosphere (e.g., Plane et al., 2015).
Investigations into the model chemistry are beyond the scope of this thesis, and work
to develop this aspect of the model was performed by Chris Kelly at the University of
Leeds (Kelly, 2020).
3.2. The Unified Model
The Met Office’s Unified Model is a General Circulation Model (GCM), modelling the
weather and climate of the atmosphere. It is split into two main sections; the first con-
tains the dynamical core, which describes the evolution of resolved atmospheric fluid
dynamical processes by numerically solving the Euler equations of motion governing at-
mospheric flow; and the second is made up of physical parameterisations, which attempt
to describe parts of atmospheric physics not captured by the governing equations, such
as solar radiation and sub-grid scale gravity waves (see e.g. Walters et al. (2019) for
an idea on the formulation of the Unified Model).
3.2.1 Dynamical core
The current dynamical core (ENDGame; Wood et al., 2014) solves the non-hydrostatic,
fully compressible deep-atmosphere equations of motion on a rotating sphere using a
semi-implicit semi-Lagrangian formulation. The primary prognostic variables used are
the three-dimensional wind components, virtual dry potential temperature, the Exner
function of pressure and dry density, whilst moisture prognostics are advected as free
tracers (further details on these variables is given below). The discretised equations are
solved using an iterative implicit method – more details of which can also be found in
Wood et al. (2014). Importantly this is in a non-hydrostatic framework which allows
for vertical acceleration and hence accurate high resolution forecasting.
In vector form, these governing equations (for a perfect gas) are
Du
Dt
















which represent the conservation of momentum (3.1), the first law of thermodynam-
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ics (3.2), the conservation of mass or continuity equation (3.3), the equation of state
(3.4) and the kinematic equation (3.5), which is included in anticipation of the semi-
Lagrangian discretisation (as introduced later in this Section).
The variables introduced are:
• x, the chosen coordinate system (e.g. cartesian or spherical polar);
• u = (u, v, w)T , the 3 dimensional vector of velocities;
• Ω, the Earth’s angular velocity vector;
• cp, the specific heat at constant pressure for air;
• cv, the specific heat at constant volume for air;
• θ, the potential temperature;
• π, the Exner function of atmospheric pressure p,
• g, the apparent gravitational vector, being the sum of actual gravity and the
centrifugal force;
• Su = (Su, Sv, Sw) & Sθ, external forcing terms which are approximated by var-
ious parameters. These terms are estimated in the parameterisation section of
the model (c.f. Section 3.2.2);
• ρ, the atmospheric density;
• κ ≡ R/cp, where R ≡ cp − cv is the difference of specific heats; and
• p0, the reference atmospheric pressure, usually taken at mean sea level.
The chosen model variables have useful properties when it comes to modelling
atmospheric flow. The potential temperature θ of a parcel of fluid at pressure p is
the temperature that the parcel would attain if adiabatically1 brought to the reference







The potential temperature acts as a useful metric of atmospheric stability. Under
normal, stably stratified conditions, the potential temperature increases with height,
so that its derivative with respect to height is strictly positive, and vertical motions
are suppressed (Fritts and Rastogi, 1985). If it is strictly negative, the atmosphere is
unstable to vertical motions. This gives a good indicator for when convection is likely,
which can then be introduced dynamically through the parametrised terms Su and Sθ.
Additionally, the Exner function of pressure π, which can be viewed as a non-










where T is absolute temperature. As can be seen, this gives a very simple relationship
between the Exner pressure and potential temperature. It is also useful as it removes
1That is, without loss of heat or matter to the surroundings, with energy only being lost to the
surroundings as work.
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a 1/ρ multiplier in the pressure gradient term, replacing it with a θ multiplier, which
varies much more slowly with height.






(·) + u · ∇(·). (3.6)
Several other intricacies and modifications including equations for the various phases
of moisture travelling within an air parcel are implemented in the UM, but are not
discussed here.
There are a few important observations regarding (3.1) - (3.5) that should be made:
• The equations do not make the shallow-atmosphere approximation in that the full
terms relating to the Coriolis acceleration involving Ω are retained. Without this
approximation, the model is therefore referred to as a deep-atmosphere model.
• The equations do not make the hydrostatic approximation and are hence non-
hydrostatic. This assumption allows the vertical propagation of wave motions
through the atmosphere, and is particularly important as the model resolution
becomes finer and the hydrostatic approximation is no longer valid. The hy-
drostatic approximation states that complete balance exists between the force of




This inhibits vertical wave motion and it is this that influences the choice of a
height based vertical coordinate in the Met Office’s UM which therefore allows
vertical wave motion in a non-hydrostatic framework.
• The dynamical core does not specify a particular coordinate system; it is coded
with respect to a generalised coordinate system and a generalised metric. Thus,
the model is able to be used for many different purposes, for many spatial scales
and for many time scales. Contrasting scenarios such as a climate model running
over the course of decades on a coarse grid or a weather model running over the
course of days on a fine grid are both able to be run under the same model.
This unifies the entire modelling framework without the need for several models
serving different purposes, which gives the model it’s name - the Unified Model.
• The external forcing terms Su = (Su, Sv, Sw) and Sθ include many of the complex
phenomena that occur in the atmosphere. These terms are determined by various
parameterisation schemes in the model, which attempt to capture what is dropped
when the numerical method is applied to the equations. Thus, in every time step
of the model, the governing equations are solved using the numerical method,
and then the parametrisation schemes are implemented to update these forcing
terms in every time step. There are a large number of elements to capture, and
consequently a large number of schemes - we focus on and describe a few of these
in Section 3.2.2.
In order to solve (3.1) - (3.5), the Met Office’s UM (as well as many other models) uses a
semi-implicit semi-Lagrangian method which combines a semi-implicit time integration,
with a semi-Lagrangian advection scheme in space (e.g., Temperton and Staniforth,
1987; Melvin et al., 2010; Wood et al., 2014; Benacchio and Wood, 2016).
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The equations are then discretised spatially on an Arakawa C grid (first used in
Arakawa and Lamb (1977)) in the horizontal and a Charney-Phillips grid (first used
in Charney and Phillips (1953)) in the vertical. These discretisations can be seen in
Figure 3-2.
Figure 3-2: The grids used in the spatial discretisation in the horizontal (left, grid (C)) and
the vertical (right) in the UM.
The difference between each of the grids is in the placement of variables. They
can either be collocated (e.g. grid (A)), staggered (e.g. grid (C)) or a mix of the two
(e.g. grid (B)). The Arakawa C grid and Charney-Phillips grid are chosen to optimise
natural oscillations and to avoid producing computational modes, hence improving the
stability of the model. These computational modes can occur when quantities within
the model equations are computed using collocated variables, and so the choice of which
variables to collocate and which to stagger is based on the governing equations for the
system.
There are many stability mechanisms used within the dynamics section of the model
to account for problems introduced by the numerical discretisation (e.g., Thuburn and
Staniforth, 2004; Rivest et al., 1994). Such problems and numerical schemes introduced
to help resolve them are discussed in Chapter 5, Section 2.2.
The parametrised terms Su and Sθ are solved for outside of the ENDGame scheme.
We describe the general structure and a few specific schemes in the next section.
3.2.2 Physical parameterisations
There are many atmospheric processes which are not included in the dynamical equa-
tions of the model or operate on much smaller length scales than those used in the
dynamical scheme, and are therefore not resolved on the numerical grid. This is where
the physical parameterisation section of the model comes in. The atmospheric physics
section of the model adds these parameterisations to account for atmospheric processes
not included in the dynamical equations and therefore complete the atmospheric model.
There are a large number of parameterised processes within the model, and they are
detailed in (Walters et al., 2019).
The radiation scheme simulates the effect of the Sun on the Earth’s atmosphere,
parameterising incoming short wavelength radiation and outgoing long wavelength ra-
diation, based on the scheme of Edwards and Slingo (1996). The chemistry scheme
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models the effects of airborne molecules and aerosols and their transport interactively.
It couples with the radiation scheme to provide appropriate heating/cooling to give
the expected atmospheric temperature structure. Some of the details of both of these
schemes are discussed in Chapter 5, Section 2.1, in preparation for modifying the
schemes and introducing a new radiation scheme for the work in Chapters 6 and 7.
The method employed in the UM to account for sub-grid scale non-orographic
gravity waves is the Ultra Simple Spectral Parameterisation (USSP) of Warner and
McIntyre (2001). It treats non-orographic gravity waves with non-zero phase speeds
which are unable to be resolved by the model. This is important as the model has
too coarse a resolution to represent large portions of the gravity wave spectrum. The
approach, with further modifications by Scaife et al. (2002) imposes gravity wave sat-
uration via an empirical, observationally derived criterion (e.g. Tsuda et al. (1991))
that limits the growth of the vertical wave number spectrum of the gravity wave field.
It launches an unsaturated spectrum from a level close to the surface and imposes
a homogeneous (location invariant) total vertical flux of horizontal wave pseudomo-
mentum2. The spectrum uses a characteristic vertical wavelength peak of 4.3 km and
parameterises vertical wavelengths up to a maximum of 20 km. The amplitude of the
spectrum is chosen to give momentum deposition and, hence, a QBO in the model
that is realistic, whilst also decelerating the extratropical jets in the mesosphere in a
realistic manner.
This scheme requires specification of a source spectrum for the non-orographic grav-
ity waves, with the assumption of a globally uniform source. This is necessary for
computational efficiency, but is poorly constrained by observations due to the sporadic
nature of middle atmosphere non-orographic gravity waves (e.g., Fritts and Alexander,
2003). In fact, in a recent study by Yiğit et al. (2021), they showed that the use of
a latitudinally varying GW source spectrum can have a significant impact on middle
atmosphere circulation, with consequent important effect on the diurnal tides in the
MLT.
Moreover, it is worth reiterating that the USSP as used in the UM was designed,
and primarily tuned, to obtain more realistic stratospheric features such as the QBO
rather than to give appropriate forcing in the MLT. Hence, it is likely that additional
work is necessary to improve the representation of gravity waves in the MLT. This
topic represents a key part of our discussion in Chapters 6 and 7, where we recommend
specific improvements which can be made to the USSP, as well as further studies which
can be carried out to improve its accuracy in the MLT.
3.3. High-Top and Whole Atmosphere Models
A whole atmosphere model is an atmospheric model that extends from the ground up
to the limits of the Earth’s atmosphere at around 600 km. This is therefore a model
which must combine a model of the neutral atmosphere and a model of the ionosphere.
A discussion on aspects of their development can be found in Chapter 4, with a list of
current state-of-the-art whole atmosphere models.
A “high-top” model generally extends the upper boundary of an atmospheric model
into the thermosphere and may or may not include a modelled ionosphere. This rep-
resents a first step towards a whole atmosphere model. A detailed summary of current
non-mechanistic high-top models can be found in Chapter 6, with reference to how the
Extended Unified Model produced in Chapter 5 compares within this context.




Atmospheric solar thermal tides are global-scale oscillations with a period exactly equal
to one day or an integer fraction of one day. The solar thermal tides (hereafter, sim-
ply “tides”) are excited primarily by the diurnal cycle in the solar heating of water
vapour and ozone in the troposphere and stratosphere and the release of latent heat in
deep tropospheric convection. An important distinction in considering the tides is the
difference between the migrating and non-migrating modes. The migrating tides are
Sun-synchronous - i.e., they follow the apparent westward motion of the Sun around
the Earth. These tides must therefore have zonal wavenumbers equal to the number of
cycles of the tide per day. In contrast, the non-migrating tides are not Sun-synchronous
and include modes that propagate eastwards as well as westwards and that can have
zonal wavenumbers not equal to the number of cycles of the tide per day.
Detailed reviews on migrating and non-migrating tides and their important influ-





A Commentary on the State of Whole Atmo-
sphere Modeling
This chapter provides a commentary on the current state of whole atmosphere mod-
elling and recent developments, with particular a focus on space weather. It gives
useful background as to what must be considered when producing a model with an
extended upper boundary, and hence provides useful context for the rest of the thesis.
This joint work was produced with David R. Jackson, Tim J. Fuller-Rowell, Dan J.
Griffin, Christopher W. Kelly, Daniel R. Marsh, and Maria-Theresia Walach and was
published in Space Weather as an open access publication (Jackson et al., 2019).
4.1. Outline of the Article
This article presents a commentary on the current state of whole atmosphere modelling
with the key finding that any model of the upper atmosphere now needs to have some
representation of the lower atmosphere. This commentary was produced based on the
discussion and presentations at the Whole Atmosphere Modelling Workshop in Madrid
in 2018, hosted by Deimos.
The work begins by introducing space weather forecasting and how whole atmo-
sphere models – which model the atmosphere from the ground to around 600 km – are
a key part of this given the importance of atmosphere-ionosphere coupling.
Three existing models are then summarised, leading to a discussion on what the key
building blocks are for good whole atmosphere models, including the dynamical core,
radiation and chemistry schemes, ionospheric dynamics and atmospheric observations.
This informs future research directions, such as comparing models with hydrostatic
and non-hydrostatic dynamical cores, as well as developing a verification strategy and
methodology for future models.
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Abstract Coupled Sun‐to‐Earth models represent a key part of the future development of space weather
forecasting. With respect to predicting the state of the thermosphere and ionosphere, there has been a recent
paradigm shift; it is now clear that any self‐respecting model of this region needs to include some
representation of forcing from the lower atmosphere, as well as solar and geomagnetic forcing. Here we
assess existing modeling capability and set out a road map for the important next steps needed to ensure
further advances. These steps include a model verification strategy, analysis of the impact of nonhydrostatic
dynamical cores, and a cost‐benefit analysis of model chemistry for weather and climate applications.
Plain Language Summary Numericalmodels that comprehensively simulate the region between
the Sun and the Earth represent a key part of the future development of space weather forecasting. With
respect to predicting the Earth's upper atmosphere, there has been a recent paradigm shift; it is now clear that
any self‐respecting model of this region needs to include some representation of impacts from below (the
lower atmosphere) as well as from above (solar variability and the effects of solar wind fluctuations). Here we
assess existing modeling capability and set out a road map for the important next steps needed to ensure
further advances. These steps include a strategy for checking the accuracy of the models, an analysis of the
impact of methods chosen to represent upper atmosphere dynamics, and an assessment of the relative
benefits of comprehensive (but expensive) and simplified (but inexpensive) model representations of upper
atmosphere chemistry.
1. Introduction
We are at the stage in the development of operational space weather forecasts where individual models
of components of the Sun‐to‐Earth domain (including the ionosphere and the thermosphere) are begin-
ning to be coupled together. Such a coupled modeling system, constrained by assimilation of near real
time observations, has the potential to provide considerably better forecasts than currently available. It
is clear that representing the impact of, for example, a coronal mass ejection, across the whole Sun‐to‐
Earth domain can potentially improve forecasts in the ionosphere. The potential for improved forecasts
has already been demonstrated for parts of the Sun‐to‐Earth system. For example, coupling a global mag-
netosphere model with an inner magnetosphere drift physics model considerably improves forecasts of
geomagnetic storms (Liemohn et al., 2018) and improved representation of the thermosphere leads to
improved ionospheric evolution (e.g., Chartier et al., 2013). In addition, there is a strong connection
between the lower atmosphere state and the ionosphere that was highlighted initially by Immel et al.
(2006) and demonstrated in later modeling studies (e.g., Pedatella et al., 2016). Furthermore, data assim-
ilation (DA) schemes are already used for operational ionosphere models (e.g., Schunk et al., 2016), and
experimental systems show that assimilation can improve model initial conditions in the thermosphere
(e.g., Murray et al., 2015), the magnetosphere (e.g., Merkin et al., 2016), and the heliosphere (e.g.,
Lang & Owenst, 2019).
However, it is also becoming increasingly apparent that, in addition to correctly specifying this space
weather forcing, thermosphere and ionosphere forecasts can also benefit from an accurate representation
of coupling fromwithin and below. The motivation for a whole atmosphere model (i.e., a model that extends
from the ground up to the exobase) is thus twofold:





• We have reached a paradigm shift,
where any self‐respecting space
weather model of the upper
atmosphere now needs to have some
representation of the lower
atmosphere
• Further model developments are
required in several key areas,
including dynamical cores and the
improved representation of gravity
waves
• A road map of future actions is
presented to ensure good progress
continues to be made; this includes
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1. Recent research (e.g., Chartier et al., 2013, 2016; Hsu et al., 2014) has shown that no matter how accu-
rately one represents the current ionospheric state, the quality of the subsequent ionospheric forecasts
crucially depends on the ability to also represent the thermosphere and its evolution.
2. Both the ionosphere and thermosphere are sensitive to forcing from the lower atmosphere. The seminal
paper by Immel et al. (2006) indicated connections between tidal patterns in the lower thermosphere and
the F region ionosphere and noted that the tidal structure was linked to patterns of convection in the
equatorial troposphere. Furthermore, numerous papers (e.g., Goncharenko, Chau, et al., 2010,
Goncharenko, Coster, et al., 2010; Liu & Roble, 2002; McDonald et al., 2018; Pedatella et al., 2012) have
shown how planetary wave forcing, specifically via stratospheric sudden warmings (SSWs), can affect
lower thermospheric tides and thus the ionosphere.
Akmaev (2011) reviewed whole atmosphere models at a time when these models were quite new and
our understanding of the links between the lower and upper atmosphere was developing. A Whole
Atmosphere Modelling Workshop was held in Tres Cantos, Spain in June 2018 and a strong consensus
emerged: the need to have some representation of the lower atmosphere in space weather models of the
upper atmosphere. This is highly significant for the continued development of whole atmosphere mod-
els. In this commentary we review existing models, how their building blocks can be further developed,
and how we can use observations (via DA and verification) to confront the model simulations and
potentially produce improved forecasts.
2. Existing Models
There are three current whole atmosphere space weather models:
1. The Whole Atmosphere Model (WAM; Akmaev et al., 2008; Fuller‐Rowell et al., 2008) is based on the
U.S. National Weather Service Numerical Weather prediction model and extends from the surface to
around 600 km. It is being combined with a separate ionosphere model Ionosphere Plasmasphere
Electrodynamics (Maruyama et al., 2016) to produce a coupled model of the ionosphere and neutral
atmosphere. WAM represents both the mean state and tides in the thermosphere well (e.g.,
Lieberman et al., 2013, show good agreement with diurnal and time mean Challenging Mini
Satellite Payload winds). The pattern of changes seen in ionospheric vertical plasma drift and Total
Electron Content (TEC; which occur in response to SSW forcing from below) agrees well with observa-
tions (e.g., Wang et al., 2014).
2. The Whole Atmosphere Community Climate Model with thermosphere and ionosphere extension
(WACCM‐X; Liu et al., 2010; Liu et al., 2018) is focused primarily on climate time scales (in contrast to
WAM, which is focused on weather forecast time scales). With a comparable altitude range to WAM, it
has a much more detailed representation of neutral and ion chemistry. Liu et al. (2018) report that in
WACCM‐X the amplitudes and seasonal variations of atmospheric tides in the mesosphere and lower
thermosphere (MLT), equatorial ionosphere anomaly structures and storm time ionospheric behavior
are all in good agreement with observations.
3. The Ground to topsidemodel of the Atmosphere and Ionosphere for Aeronomy (GAIA) combines neutral
atmosphere, ionospheric, and electrodynamic models. The neutral model covers the entire atmosphere
from the Earth's surface up to the top of the thermosphere and contains a comprehensive range of physi-
cal parametrizations (e.g., Fujiwara & Miyoshi, 2010). Jin et al. (2012) show the ability of GAIA to model
the impact of an SSW on migrating tides and the associated ionospheric response, with in general good
agreement shown with Sounding of the Atmosphere using Broadband Emission and Constellation
Observing System for Meteorology, Ionosphere, and Climate observations.
For clarification, weather models focus on short forecast time scales (often less than 10 days) and use as fine
a resolution as possible in order to represent meteorological features such as weather fronts. Since forecast
quality will depend on initial conditions, weather models must be initialized using DA. Coupling to other
models (such as an ocean model) is usually not required on forecast time scales, and the need to run quickly
in near real time precludes the use of such coupled models, and it is necessary to use fast, less‐complex repre-
sentations of physics and chemistry. Climate models are run for long forecast time scales such as annual or
multidecadal periods and so generally have coarser resolutions than weather models. Coupling to compre-
hensive models of the Earth system (chiefly ocean and atmospheric chemistry models) is required to
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represent long‐term variability and climate change. For the specific case of whole atmosphere models, WAM
andWACCM do not completely meet the description given above (e.g., WACCM can run at a finer horizon-
tal resolution thanWAM), but theWAM chemistry scheme is simple and designed for fast weather forecasts,
whereas the WACCM chemistry scheme is considerably more complex, and it can be coupled to an ocean
model. This enables WACCM to be used in activities like the Coupled Model Intercomparison Project 5,
studying, for example, climate change from 1850 (Marsh et al., 2013) and climate impacts associated with
long‐term ozone change (Eyring et al., 2013).
3. Building Blocks for Better Models
3.1. Dynamics—Gravity Waves and Dynamical Formulation
The representation of gravity waves is very important for accurate modeling of the thermosphere. They are
the prime driver of the middle atmosphere circulation and affect tidal amplitudes and thus can influence the
mechanisms connecting the lower atmosphere with the thermosphere and ionosphere (see, e.g., Yiğit et al.,
2016). Furthermore, accurate simulation of medium and small‐scale traveling ionospheric disturbances
(MSTIDs) and associated ionospheric plasma bubbles that impact precision application of Global
Navigation Satellite System data require the ability to represent subgrid‐scale gravity waves in whole atmo-
sphere models. This information on MSTIDs could be input into existing tools for estimating Global
Navigation Satellite System positioning error from TIDs (e.g., Lejeune et al., 2012). Gravity waves also play
an important role in the transport of chemical constituents, which is discussed in more detail later.
Liu et al. (2014) ran a fine‐resolution (0.25° × 0.25° horizontal, 0.1 scale height vertical) version of WACCM
to demonstrate the simulation and impact of gravity waves up to around 100 km. However, it is not clear
whether such resolutions are needed at higher levels in the thermosphere. Miyoshi et al. (2018) showed that
a GAIA simulation with a resolution of 1° × 1° produces fluctuations in electron density with length scales
less than around 1,000 km and periods of less than around 2 hr, which are in good agreement with observa-
tions and which are not seen in a coarser resolution (2.5° × 2.5°) simulation. The fluctuations reported by
Miyoshi et al. are attributed to TIDs that are excited by secondary gravity waves. These waves typically have
horizontal wavelengths of around 100 km to several 1,000s of kilometers (Vadas & Crowley, 2010). This also
appears consistent with Gardner and Schunk (2011), who indicated observed gravity waves in the thermo-
sphere typically have horizontal scales of around 100–500 km. Furthermore, at altitudes above around
110‐km molecular viscosity and thermal conduction strongly influence gravity wave filtering and dissipa-
tion, as opposed to winds and wave breaking lower in the atmosphere (see, e.g., Vadas & Fritts, 2005).
Accordingly, lower atmosphere gravity wave parametrization schemes may not be appropriate in the ther-
mosphere. Schemes that specifically focus on parameterizing gravity waves in the thermosphere (e.g.,
Yiğit et al., 2008) could be adopted for coarse horizontal resolution whole atmosphere model simulations.
Presently, WAM, WACCM‐X, and GAIA use hydrostatic dynamical cores. The dynamical core solves the
governing fluid and thermodynamic equations in the model on resolved scales, while parametrizations
represent subgrid‐scale processes and other processes not included in the dynamical core such as radiative
transfer (Thuburn, 2008). Certainly for some applications, such as satellite drag, the hydrostatic approxima-
tion appears adequate (see, e.g., Bruinsma et al., 2018), but there is still a need to identify the impact on
model results that may arise from nonhydrostatic processes. For some applications that require accurate
representation of the wave fluctuations (such as radio wave propagation in the bottomside F region for
HF applications), the hydrostatic approximation may be inappropriate in the thermosphere, and adoption
of nonhydrostatic (non‐H) dynamical cores appears to be a logical next step. The hydrostatic approximation
breaks in the presence of large vertical accelerations (e.g., Curry &Webster, 1998), and using a non‐H dyna-
mical core may affect the modeled gravity wave spectrum, particularly when applied at fine horizontal reso-
lution. High‐frequency waves with horizontal wavelength less than 4πH (where H is scale height) should be
treated nonhydrostatically (Akmaev, 2011). For example, Eckermann et al. (2016) showed observations of
gravity waves that had propagated from the surface to the lower thermosphere with vertical velocities of sev-
eral tens of meters per second. They concluded that these waves must be nonhydrostatic, since if they were
hydrostatic, they would have broken in the troposphere or lower stratosphere rather than propagating
higher. Therefore, selection of a non‐H dynamical core can affect the modeled gravity wave spectrum in
the MLT, and thus the simulation of MSTIDs. A fine horizontal resolution is required to represent such
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waves in the first place, and, given that whole atmospheremodels currently have resolutions of ~100 to 200 km,
the case for using non‐H cores at such resolutions is not yet well made. Three new whole atmosphere models
are being developed, which use non‐H cores: the Navy Global Environmental Model (NAVGEM; e.g.,
McCormack et al., 2017), the Met Office Extended Unified Model (UM) and WAM, where the current
dynamical core is being replaced with the Geophysics Fluid Dynamics Laboratory Finite‐Volume on a
Cubed‐Sphere (FV3) non‐H core (Ullrich et al., 2017). In addition, Borchert et al. (2018) report on work to
extend the ICOsahedral Non‐hydrostatic general circulation model up to 150‐km altitude. NAVGEM and the
UM have the option to switch between hydrostatic and non‐H formulations, and both these models could play
key roles in evaluating the importance of non‐H cores in whole atmospheric models.
There can also be issues with the robustness of non‐H dynamical cores in the thermosphere. Griffin and
Thuburn (2018) showed that the UM required the addition of molecular viscosity and diffusion in order to
realistically stabilize artificial wave growth, as this viscosity has a significant damping effect in the thermo-
sphere. Another challenge arises above the turbopause (around 105 km) where diffusive separation means
that air parcels are no longer turbulently mixed and the molecular weight of a species determines its dyna-
mical evolution. Therefore, ideally, each species should have its own set of dynamical equations that need to
be solved. The molecular diffusion is also affected by variable gravity, which in turn modifies atmospheric
scale heights. Thus, there is a need to reformulate the dynamical core to properly model the individual spe-
cies, as well as a need to add a correction to the thermal equation.
3.2. Radiation and Chemistry
Accurate radiation and chemistry schemes are needed throughout the whole atmosphere model domain,
most obviously in the MLT where the radiation scheme calculates the absorption of solar radiation that
drive the large rise in temperature with height there. This means that radiation schemes need to include
the far ultraviolet, extreme ultraviolet, and soft X‐ray spectral ranges that are usually ignored in lower
atmosphere models. In the MLT, heating from exothermic reactions becomes important (especially during
polar night) and must be accounted for to correctly simulate the thermal structure. Quenching of O(1D) is
a large source of heating throughout the MLT, above 100‐km ion reactions, and reactions involving atomic
nitrogen are significant sources of heat, and below 100 km Ox and HOx reactions are the dominant produ-
cers of chemical heating (Marsh et al., 2007). In addition, above the midmesosphere, local thermodynamic
equilibrium (LTE) schemes need to be replaced by non‐LTE formulations, since both near infrared heating
and infrared cooling are overestimated by the LTE schemes. The Fomichev non‐LTE parametrization
(Fomichev & Blanchet, 1995; Fomichev et al., 1998; Ogibalov & Fomichev, 2003) is the only scheme cur-
rently available for Earth GCMs. Its formulation is based on recent atmospheric conditions, and it lacks the
adaptability to be used for climate change experiments. The UM's radiation scheme is being extended to
include far ultraviolet and extreme ultraviolet wavelengths. The scheme is highly flexible, with the option
of being run using different spectral resolutions. In future it could be further modified to include a more
comprehensive representation of non‐LTE heating, possibly based on a scheme developed for Mars
(López‐Valverde & López‐Puertas, 1994), which potentially represents a considerable improvement on
the Fomichev scheme. Since the scheme is also publically available, it could be a highly important commu-
nity resource for future collaborative whole atmosphere model development.
While only relatively few major chemical reactions are sufficient to adequately represent the large rise in
temperature in the MLT (Marsh et al., 2007), other challenges remain. Below 85 km the atmospheric chem-
istry is dominated by compounds, and above 100 km by ion chemistry. Particularly interesting chemistry
exists in between, where atoms including highly reactive hydrogen and oxygen atoms are in abundance,
with maximum mixing ratios observed at around 85 and 90–95 km, respectively (Plane et al., 2015).
WACCM simulations of metal layers originating from the ablation of meteoroids in the MLT give good
model agreement with data at midlatitudes but show worse agreement at high latitudes. For example, for
Fe chemistry Feng et al. (2013) show that the model significantly overestimates winter Fe and underesti-
mates summer Fe compared to observations from three Antarctic ground‐based lidars. This implies that
the model vertical transport of chemical species may be significantly underestimated. A possible issue is that
global models cannot capture transport associated with small‐scale gravity waves, and adding diffusion
terms to account for this does help with reducing the large bias. Observations of MLT chemistry are sparse,
and thus, there is great scope for new observations to significantly improve our knowledge of the interaction
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between chemistry and transport. For example, recent observations made by the Atmospheric Chemistry
Experiment indicate nitrous oxide (N2O) is being produced in the MLT (Sheese et al., 2016). N2O is a precur-
sor of odd nitrogen (NOx), which destroys stratospheric ozone. A new chemical source of N2O has been suc-
cessfully added to WACCM by Kelly et al. (2018). Model simulations were able to capture the observed N2O
layer and well replicate seasonal variations near the poles. Recent studies have also highlighted the impor-
tance of radiation and chemistry schemes working together to produce the strong NO cooling, which is
observed in the immediate aftermath of geomagnetic storm time thermospheric heating (e.g. Knipp et al.,
2017) .
3.3. Ionosphere and Electrodynamics
The coupling between the thermosphere and ionosphere is important, as mentioned above, in ensuring a
more accurate evolution of the ionospheric state. Fang et al. (2013) performed an intercomparison of a
range of ionospheric models. It is clear that the thermosphere/ionosphere coupling was modeled better
when the models employed a fully consistent representation of the electrodynamics. This led to the devel-
opment of the Ionosphere Plasmasphere Electrodynamics model, which includes the following require-
ments: It represents the ionosphere globally with similar resolution to the neutral atmospheric model
(WAM) it is coupled to; it uses self‐consistent electrodynamics for quiet and storm time dynamo processes;
it uses a coupling infrastructure.
Also important is an accurate representation of the electric field and its variation. There are limitations
with current empirical electric field models, such as those developed by Heelis et al. (1982) and Weimer
(2005). These are climatological in nature, but more observations are required to capture the electric field
variability. The introduction of Super Dual Auroral Radar Network (SuperDARN) data crucially adds extra
observations poleward of 40o geomagnetic latitude (as well as providing observations at lower latitudes),
and the deviation of SuperDARN high‐latitude electric fields from the average ionospheric state shows
the importance of accounting for the prior evolution of the ionospheric state. M.‐T. Walach (presentation
available at http://www.research.lancs.ac.uk/portal/en/activities/characterising‐and‐understanding‐tem-
poral‐variability‐in‐ionospheric‐flows‐using‐superdarn‐data(21f8f287‐e085‐4418‐8a1c‐387d597ef2f0).html)
used SuperDARN data to show that greater solar wind corresponds to greater variability in convection and
is currently investigating the drivers of this variability in more detail. Use of SuperDARN observations in
the Canadian Ionosphere and Atmosphere Model (Martynenko et al., 2014) allows detailed features in the
plasma density distribution to be reproduced, especially in the topside ionosphere at high latitudes. Data
from the Assimilative Mapping of Ionospheric Electrodynamics can be used to assimilate multiple data
sources (SuperDARN) for testing in whole atmosphere models. The electric field model chosen also influ-
ences modeled Joule heating, and it is important to continue to confront empirical model‐based estimates
with observations (e.g., Billett et al., 2018).
3.4. Observations for DA and Model Verification
DA is important in attempting to ensure the model state is constrained to be close to the true atmospheric
state and has been applied extensively inWACCM‐X,WAM, and NAVGEM. DA inWACCM‐X is done using
an ensemble Kalman filter while the NAVGEM DA system is a hybrid of 4D‐Var and an ensemble Kalman
Filter. The ensemble Kalman Filter (Evensen, 1994) is a combination of a Kalman Filter (which evolves the
state and estimate covariance as new observations arrive) andMonte Carlo estimationmethods (the full esti-
mate covariance matrix is explicitly evolved using an ensemble—sample of evolved states). The NAVGEM
system has been shown to add a lot of value in the thermosphere. As an example, in Figure 1 the observed
Wave Number 4 structure in TEC is best reproduced when the NAVGEM model thermosphere is forced by
3‐hourly analyses; forcing by 6‐hourly analyses is less accurate. A major challenge is that the models cover a
large altitude range, so waves can grow exponentially, and to maintain model stability with DA, more damp-
ing is often added to deal with spurious small‐scale waves. A consequence of this approach is that while
model dynamics and chemical transport are improved, it is at the cost of the tidal amplitudes being too weak.
To add to the challenge in the upper atmosphere, data are sparse, and processes act on shorter time scales
than in the lower atmosphere. Provision of considerably more near real‐time observations of the upper
atmosphere, particularly of the thermosphere, is vital if we are to exploit DA in order to produce improved
model forecasts.
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To compound the lack of observations, the instruments that produce many of the upper atmosphere obser-
vations used in the DA schemes (e.g., Sounding of the Atmosphere using Broadband Emission, andMLS, the
Microwave Limb Sounder) are well past their nominal mission lifetimes, and no follow‐on programs are
planned. Furthermore, these instruments only observe up to the lower thermosphere and observations
higher in the thermosphere are extremely sparse. The QB50 Cubesat project (e.g., Gill et al., 2013) focused
on the building and launching of instruments to measure thermospheric neutral density, but with little or
no attention given to coordination and reception of data. However, the constellation of Cubesats used could
be a pathfinder for a future operational observations system, with the critical proviso that this constellation
would need to be underpinned by associated systems for near real time data reception and cross‐calibration
of data. In addition, new data from the Global‐scale Observations of the Limb and Disk mission will help
address the paucity of thermospheric data. The planned assimilation of Global‐scale Observations of the
Limb and Disk O/N2 observations into WAM could test the assumption that temperature is a key variable
for the initialization of upper atmosphere models. Since O/N2 plays a key role as a diagnostic of thermo-
spheric transport, it is possible that future DA schemes could instead use O/N2 as a primary control variable.
Model verification using existing data has proved invaluable. However, there is a need for a consistent model
verification strategy, and in particular community‐wide agreement onwhichmetrics to compare—this could
include basic seasonal variability, tide amplitudes and variability, TEC, and the magnitude of the solar
Figure 1. (a) Jet Propulsion Laboratory (JPL) global ionospheric map of total electron content (TEC) on 12 January 2010
shown at constant local time of 13:00 LT. (b) /NOGAPS‐ALPHA simulation of TEC. (c) Navy Global Environmental
Model (NAVGEM) simulation of TEC. The simulated TEC is scaled by a factor of 0.7 (from McDonald et al., 2018).
WACCM = Whole Atmosphere Community Climate Model.
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semidiurnal migrating tide. An important consideration is to understand which observations are trusted and
therefore should be used to validate model output, and there are benefits in an Intergovernmental Panel on
Climate Change style model intercomparison, and a cooperative approach. An example is Coupled Model
Intercomparison Project 5 (Taylor et al., 2012), in which an agreed set of experiments addressing major gaps
in understanding was run using multiple models, and output data were formatted in a common way and
made freely available via data portals. Empirical models may not be ideal for use as a level of comparison,
and we suggest the employment of a more general model comparison system, for example, as implemented
in the International Land Model Benchmarking Project (Collier et al., 2018).
4. Future Research Directions and Activities
Based on the discussions throughout the workshop, the following road map for future collaboration was
agreed:
1. Compare existing hydrostatic models to understand impacts of dynamical formulation (also interactions
with chemistry, the ionosphere, and radiation)
2. Comparison of non‐H and hydrostatic dynamical cores to assess impact of non‐H cores (and whether
non‐H is even needed at coarser resolution)
3. Assess numerical cost/benefit of comprehensive chemistry schemes designed for climate applications
(e.g., WACCM) against simpler schemes designed for near‐real time operational use (e.g., as used in
WAM)
4. Development of a verification strategy and methodology, which is required to underpin the above three
actions. Clearly, it makes sense to make links with other activities to guide our future actions. These
include the Committee on Space Research International Space Weather Action Team and the
Community Coordinated Modeling Center Space Weather Modeling Capabilities Assessment
(Scherliess et al., 2019).
Of course, other issues that were discussed at the workshop (such as near real time availability of observa-
tions and DA) are very important, but the first focus here is on assessment and developing the whole atmo-
sphere models themselves.
There was a further suggestion that the joint development of parametrizations would be
incredibly useful in unifying parametrization strategy across multiple models. The International Space
Science Institute has a good setup for accomplishing verification with data, and this setting would be helpful
for deciding a verification strategy. To monitor progress, it was also agreed to organize a follow up workshop
in mid‐2020.
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4.2. Conclusions
We present the outcomes obtained from discussions and presentations at the Whole
Atmosphere Modelling Workshop in Madrid in 2018, hosted by Deimos.
Current whole atmosphere models are summarised, aiding discussion on the key
building blocks for whole atmosphere models.
The commentary concludes that we have reached a paradigm shift, with it now being
crucial to include modelling of the lower atmosphere when attempting to represent
upper atmospheric motion.
It was noted that the adoption of non-hydrostatic dynamical cores for use in whole
atmosphere models is a logical next step, due to the fact that the hydrostatic approxi-
mation breaks in the presence of large vertical accelerations. However, it is likely that
these dynamical cores will need to be reformulated to properly model individual species
in the thermosphere.
Furthermore, it is clear that model developments are required in several areas to
appropriately model the upper atmosphere, such as radiation and chemistry schemes,
the representation of gravity waves as well as the representation of the ionosphere and
electrodynamics.
Finally, the importance of model verification was also indicated. There is a recog-
nised need for a consistent model verification strategy with community-wide agreement
on which metrics to compare. This also feeds in to unifying the development of pa-
rameterisation schemes across multiple models for better comparison, highlighting the




Stable Extension of the Unified Model into the
Mesosphere and Lower Thermosphere
This chapter is devoted to identifying and rectifying the instability on raising the
upper boundary of the Met Office’s Unified Model and testing subsequent increased
extensions. This is motivated by the goal of inspecting the model fields produced by
the Extended Unified Model in the MLT which we perform in Chapters 6 and 7. This
joint work was produced with David R. Jackson, Daniel J. Griffin and Christopher J.
Budd and was published in the Journal of Space Weather and Space Climate as an
open access publication (Griffith et al., 2020).
5.1. Outline of the Article
This article presents the first stable extension of the UM into the MLT.
We first introduce whole atmosphere models, the UM, and the issues faced on
extending the Met Office’s model into the MLT.
In Section 2, the Unified Model is described in more detail. The radiation scheme
is described, highlighting the assumption of Local Thermodynamic Equilibrium (LTE)
which is made, and which breaks down above around 65 km. The chemistry scheme is
also described, and it is noted that at the time of performing this research, it did not
include the relevant exothermic reactions important for the large increase in tempera-
ture seen in the lower thermosphere. Thus, it must be switched off and is replaced by
monthly zonal mean profiles to represent important missing atmospheric constituents.
Due to its importance as a significant heat source in the stratosphere, profiles for atmo-
spheric ozone are provided to retain this effect in the model. Finally, relevant stability
mechanisms are discussed which can be used to damp large velocities near the upper
boundary. These include the model sponge layer, the model halos and numerical sta-
bilisation, the latter of which is not used due to its detrimental effect on the accuracy
of the model fields throughout the entire model domain.
In Section 3, the diagnosis of the instability is detailed. Firstly the model setup
is described, which encompasses adding three more levels in the vertical to take the
upper boundary from 85 to 100 km. Following this, the results from the extended
model are analysed, and indicate large winds at the poles occurring in a seasonal
manner. This points the investigation towards the radiation scheme, which is found to
have erroneously large values at the summer pole. These values are found to be in line
with those produced when the LTE assumption is used in the lower thermosphere, and
so it is this erroneous assumption which is found to be causing the observed high wind
speeds and consequent instability observed in the extended model.
In Section 4, the scheme used to resolve the instability is described. At the time of
performing this research, a non-LTE radiation scheme for use in the model was under
development. Thus, an interim solution of relaxation – or “nudging” – to an analytic
temperature profile is added to the model to see if this resolves the instability – it
was certainly not clear that the false assumption in the radiation scheme was the only
cause of instability in the model. With the nudging scheme in place, and the erroneous
values from the radiation scheme zeroed above around 70 km, a stable extension of the
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UM was successfully produced, with the polar instability removed. A brief comparison
to data was performed, with the observation made that further developments were
necessary for realistic modelling in the MLT.
Finally, in Section 5, we build on the success of the stable extension of the model,
and experiment with the vertical resolution and height of the model upper boundary.
We trial both 3 km and 1.5 km vertical resolutions in the MLT – resolutions informed
by a half and a quarter of the atmospheric scale height at around 100 km – and find that
the 3 km resolution requires no change to the vertical damping coefficient, whereas the
1.5 km resolution requires an increase to the standard value. With the upper boundary
height increased to both 120 km and 135 km, the 1.5 km resolution is too unstable
and the nudged model could not be run with this vertical resolution, even for short
periods of time. The 3 km resolution is successful in producing stable model runs using
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Abstract –A coupled Sun-to-Earth model is the goal for accurate forecasting of space weather. A key
component of such a model is a whole atmosphere model – a general circulation model extending from
the ground into the upper atmosphere – since it is now known that the lower atmosphere also drives
variability and space weather in the upper atmosphere, in addition to solar variability. This objective
motivates the stable extension of The Met Office’s Unified Model (UM) into the Mesosphere and Lower
Thermosphere (MLT), acting as a first step towards a whole atmosphere model.
At the time of performing this research, radiation and chemistry schemes that are appropriate for use in the
MLT had not yet been implemented. Furthermore, attempts to run the model with existing parameteriza-
tions and a raised upper boundary led to an unstable model with inaccurate solutions. Here, this instability
is examined and narrowed down to the model’s radiation scheme – its assumption of Local Thermody-
namic Equilibrium (LTE) is broken in the MLT. We subsequently address this issue by relaxation to a
climatological temperature profile in this region. This provides a stable extended UM which can be used
as a developmental tool for further examination of the model performance.
The standard vertical resolution used in the UM above 70 km is too coarse (approx. 5 km) to represent
waves that are important for MLT circulation. We build on the success of the nudging implementation
by testing the model at an improved vertical resolution. Initial attempts to address this problem with a
3 km vertical resolution and a 100 km lid were successful, but on increasing the resolution to 1.5 km
the model becomes unstable due to large horizontal and vertical wind velocities. Increasing the vertical
damping coefficient, which damps vertical velocities near the upper boundary, allows a successful year
long climatology to be produced with these model settings. With the goal of a whole atmosphere model
we also experiment with an increased upper boundary height. Increasing the upper model boundary to
120 and 135 km also leads to stable simulations. However, a 3 km resolution must be used and it is
necessary to further increase the vertical damping coefficient.
This is highly promising initial work to raise the UM into the MLT, and paves the way for the development
of a whole atmosphere model.
1 Introduction
An important focus of many weather forecasting organisa-
tions is the development of a complete Sun-to-Earth model in
order to enhance forecasting of space weather, and ultimately
develop a fully coupled system describing the Earth’s atmo-
sphere (e.g. Tóth et al., 2005). This is particularly since it is
now known that the lower atmosphere is an important driving
factor in variability and space weather in the upper atmosphere,
in addition to solar variability (Akmaev, 2011). It is for this rea-
son that the Met Office wishes to extend its weather and climate
model, the Unified Model (UM), into the upper atmosphere
(above 85 km).
One of the Met Office’s long term aims to achieve this fully
coupled system is the development of the UM into a whole
atmosphere model (e.g. Akmaev, 2011; Jackson et al.,
2019) – namely one that simulates the Earth’s atmosphere from
the surface up to the exobase ( 600 km). Such a model is cru-
cial in obtaining accurate prediction of the upper atmosphere as
the model resolution increases (e.g. Immel et al., 2006; Yue
et al., 2016). This is due to the influence of vertically propagat-
ing atmospheric waves, in particular tides, that grow roughly
exponentially with height because of the corresponding expo-
nential decrease of the background density. Hence, these waves
become particularly large in the Mesosphere and Lower
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Thermosphere (MLT), with associated influences on the iono-
sphere and thermosphere at higher altitudes.
Energetic particle precipitation (EPP) and changes in solar
radiation associated with the solar cycle can also impact the tro-
posphere. EPP events can lead to changes in MLT and strato-
spheric NOx and ozone concentrations which can modulate
polar surface air temperatures by affecting the radiative budget
with consequent effect on atmospheric circulation patterns (e.g.
Seppälä et al., 2009; Päivärinta et al., 2013). Ineson et al. (2011)
indicates the impact of solar minimum and solar maximum on
Northern Hemisphere winter surface temperatures via changes
to the North Atlantic Oscillation.
Thus, these waves are influential in atmospheric dynamics at
all heights, and so their inclusion is important not only as dri-
vers of upper atmosphere circulation, but also in terms of
improving accuracy for current lower atmosphere models.
The forecasting of this region is important for real world
applications such as radio communication, satellite drag calcula-
tion and Global Navigation Satellite System Positioning,
Navigation and Timing (GNSS PNT). These can all be influ-
enced by atmospheric waves in the MLT, and so modelling this
region can help mitigate the potential disruption to these
systems.
Initial runs of the UM with an increased model lid height
performed by Harry (2015) became unstable and crashed unless
considerable damping was used. These runs tested the UM with
both 100 and 120 km model lids, with experiments focused on
tuning parameters to obtain the longest run time possible. In par-
ticular, the cause and nature of the instability remained
undiagnosed.
These initial results relied on changes in damping using an
implicit weighting parameter a (described later) and changes to
the time step Dt to produce model runs which were not reliably
stable. Both of these modifications are undesirable for an accu-
rate and efficient model. Increasing the implicit weighting
parameter a damps out high frequency wave components glob-
ally and thus degrades the solution over the entire model
domain, whilst decreasing the time step t leads to a more
costly model which is impractical for real world application.
The choices made in this research are made with these factors
in mind, and are discussed further in Section 2.2.3.
Here, we advance the development of a whole atmosphere
model by investigating the instability when the model lid is
raised into the MLT, raising the roof of the current 85 km lid.
This is achieved by first investigating the output produced using
a raised upper boundary of 100 km and considering key
prognostic variables such as winds and temperature, as well
as diagnostic variables such as short wave radiative heating.
This series of diagnostic tests yielded the important result
that the instability is not a result of numerical errors, but is
the result of an incorrect application of the parameterization
schemes in the MLT, where their physical approximation is
no longer valid. By a careful inspection of the parameterization
schemes, the cause of the instability was shown to lie in the use
of the Local Thermodynamic Equilibrium (LTE) assumption
used in the radiation scheme.
New UM chemistry and radiation schemes to supply appro-
priate radiative forcing in the MLT were not ready at the time of
performing this research. Here, we wish to circumvent these
delays and press ahead with our aim of producing a stable
extended UM. We achieve this by switching off the UM
chemistry and radiation schemes (the latter above 70 km in alti-
tude only) and relaxing the model to a prescribed climatological
temperature profile. This relaxation approximates the impact of
the omitted radiation and chemistry and follows the approach
used in other atmospheric models (e.g. Telford et al., 2008).
The non-orographic gravity wave forcing scheme was also
suspected to be poorly optimised for the high atmosphere. This
scheme is based on the Ultra Simple Spectral Parameterization
(USSP) developed by Warner & McIntyre (2001). Several runs
comparing the model with this scheme on and off were per-
formed. In agreement with the results of Harry (2015), experi-
mentation revealed that the scheme did not have a large
impact on the stability of the UM. Thus, this scheme is left
unchanged throughout. The scheme will undoubtedly need
modifications to provide accurate non-orographic gravity wave
forcing in the MLT, but we do not discuss this in this paper.
The layout of the remainder of this paper is as follows.
Section 2 contains a description of the UM and a discussion
of parts of the model particularly relevant when considering
the instability in the extended model. The instability is diag-
nosed in Section 3 and is consequently resolved in Section 4
using relaxation to a climatological temperature profile. Further
extensions to this stable “nudged” model are made in Section 5
and finally conclusions are drawn along with ideas for future
work in Section 6.
2 Background
2.1 The Unified Model
As in any General Circulation Model (GCM), the UM is
split into two core sections, one that describes atmospheric
dynamics (the dynamical core) and one that describes atmo-
spheric physics (parameterizations). The original UM is docu-
mented by Cullen (1993). A new dynamical core was
introduced in the early 2000s (Davies et al., 2005) and the
UM’s current dynamical core, ENDGame, is described by
Wood et al. (2014).
The ENDGame dynamical core solves the non-hydrostatic,
fully compressible deep-atmosphere equations of motion on a
rotating sphere using a semi-implicit semi-Lagrangian formula-
tion. The primary prognostic variables of the three-dimensional
wind components, virtual dry potential temperature, Exner pres-
sure and dry density are used whilst moisture prognostics are
advected as free tracers. Importantly this non-hydrostatic frame-
work allows for vertical acceleration; an important consideration
in the forcing of vertical winds, which are typically larger in the
upper atmosphere than those seen in the lower atmosphere. The
discretised equations are solved using an iterative implicit
method – more details of which can also be found in Wood
et al. (2014).
The model discretisation is split up into horizontal and ver-
tical components. We fix the horizontal resolution at 1.25N 
1.875E, or the so called N96 resolution.1 In the vertical, an
85-level set labelled L85 is used, which has 50 levels below
18 km, 35 levels above this and a model lid 85 km above sea
1 The integer N represents the maximum number of zonal 2 grid-
point waves that can be represented – so N96 can represent 96 such
waves.
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level. This level specification follows a roughly exponential dis-
tribution in that the level depth exponentially increases with
increase in height. We will add more levels to raise the upper
boundary and investigate whether this level specification is
appropriate for accurate modelling of the MLT in Section 5.
There are many atmospheric processes which operate on
smaller length scales than those used in the dynamical scheme,
and therefore are not resolved on the numerical grid. Further-
more, some physical processes such as radiation are not repre-
sented in the equations of motion used in the UM. Such
processes are therefore approximated within the atmospheric
physics section of the model by parameterization. These param-
eterizations are key to obtaining realistic and useful forecasts for
the operational model, and their addition to the dynamics pro-
vides a reasonably complete description of the atmosphere.
Amongst these parameterizations, it is the radiation and
chemistry scheme which are most relevant for this paper, and
thus we outline their parameterization here.
2.1.1 The radiation scheme
The purpose of the radiation scheme, which is based on the
work of Edwards & Slingo (1996), is to simulate the effect of
the Sun on the Earth’s atmosphere. It parameterizes the effect
of incoming short wavelength (0.2–0.5 lm) radiation and the
subsequent emission of long wavelength radiation (>3 lm) into
space, along with the redistribution of heat within the
atmosphere.
In order to do this, radiative fluxes (i.e. the amount of
energy transferred by incoming solar radiation per unit area
per unit time) are calculated and are modelled as upward and
downward fluxes of energy relative to a model grid point. From
these fluxes, quantities such as atmospheric heating rates are
derived, which can then be used to influence the model.
Also captured are the effects of various radiative processes,
such as the absorption and emission of radiation by various air-
borne molecules. In particular, absorption of short wave (SW)
and long wave (LW) radiation by various atmospheric con-
stituents must be considered, as this is important in achieving
the correct atmospheric temperature structure.
However, the current implementation of the radiation
scheme makes the assumption of LTE – the condition under
which matter emits radiation based on its intrinsic properties
and its temperature, uninfluenced by the magnitude of any inci-
dent radiation. This assumption breaks down above  65 km
(Fomichev et al., 2004). In addition, the radiation scheme does
not consider wavelengths less than 0.2 lm, which are significant
for radiative heating (see e.g. Chamberlain & Hunten, 1987) and
to drive exothermic heating from chemical reactions in the
MLT. Both of these factors make the current radiation scheme
unsuited for use in the MLT. We diagnose this problem in
Section 3 and address the consequent stability issues with the
introduction of a relaxation scheme to a climatological temper-
ature profile in Section 4.
2.1.2 The chemistry scheme
The UKCA (United Kingdom Chemistry and Aerosols;
Morgenstern et al., 2009 and O’Connor et al., 2014) is a frame-
work that encompasses several atmospheric chemistry and aero-
sol schemes, which is broadly referred to as the chemistry
scheme. These schemes are responsible for modelling the
effects of airborne molecules and aerosols, and their transport,
interactively. They also account for the interaction of these par-
ticles with other parameterization schemes such as the radiation
scheme described above.
However, the UKCA does not currently2 include the rele-
vant reactions above the 85 km model lid height. Chemical
heating from exothermic reactions is key for the large increase
in temperature with altitude seen in the lower thermosphere (see
e.g. Marsh et al., 2007). However, these reactions are not cur-
rently represented in the UKCA, nor are their corresponding
photolysis rates included in the radiation scheme. Thus, the
chemistry scheme is switched off and in its place, monthly zonal
mean profiles are provided to represent important missing atmo-
spheric constituents. Due to its importance as a significant heat
source in the stratosphere, profiles for atmospheric ozone are
provided to retain this effect in the model. The various atmo-
spheric aerosols in the model primarily influence only tropo-
spheric dynamics, and so these are switched off in the
extended upper boundary runs.
2.2 Stability mechanisms in the Unified Model
2.2.1 Model damping/sponge layer
In atmospheric models, it is often necessary to add a damp-
ing or sponge layer to the upper boundary of the model in order
to prevent spurious reflection of vertically propagating waves
from the model lid, and resulting numerical instabilities. These
occur due to the no-flow (or zero vertical velocity) upper bound-
ary condition which results in a rigid, reflecting lid.
It is also necessary to add damping at the poles to deal with
numerical instabilities caused by the clustering of points due to
the latitude-longitude grid, see e.g. Thuburn & Staniforth
(2004).
In the UM, these instabilities are dealt with by adding a sim-
ple damping term lw to the forcing term of the vertical wind
(w) equation – see Wood et al. (2014) for an in depth explana-
tion of how it is incorporated into the model setup.
As an example, l can be defined as a height dependent
function3 l = l(z) so that the sponge is implemented gradually
from the base of the sponge layer zB until the top of the model
zTOP, namely
lðzÞ ¼





; if zB  z  zTOP;
(
where l 2 ½0; 1 is the vertical damping coefficient which can
be tuned according to the application to increase/decrease the
strength of the sponge layer – the default value is
l ¼ 0:05 s1.
This example however does not incorporate the latitudinal
variation that can also be added to the sponge layer to introduce
damping around the problematic polar regions. The form of the
sponge layer implemented in the default configuration of the
2 Development of the UKCA model to include better representation
of the atmosphere above 85 km is work currently being undertaken
by Christopher W. Kelly et al. at the University of Leeds.
3 In the model this function is actually defined in terms of the
terrain-following coordinate g 2 [0,1]. However for simplicity we
describe the sponge layer in terms of physical height z here.
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UM provides damping of strength l towards the upper bound-
ary of the model domain, as well as providing damping of
strength 2l at the poles for all altitudes. This is depicted for a
100 km model lid in Figure 1.
This parameter l can be tuned appropriately to deal with lar-
ger vertical velocities at the upper boundary as the upper bound-
ary height and number of vertical levels increase. The downside
to increasing l in this way is that it introduces artificial damp-
ing. However, this damping is highly localised to the model top
and poles, and so is favourable to applying the numerical damp-
ing discussed in Section 2.2.3.
As well as this, it is already used in the standard UM, and so
it is natural to include it in our experiments with an extended
upper boundary. We will see that the damping must be increased
in order to stabilise the model with the finer vertical resolutions
and greater upper boundary heights used in Section 5.
2.2.2 Model halos
The UM is parallelised for use on a large high performance
computer. The model domain is consequently split up across
separate processors; each processor has access to a limited
latitude-longitude square on its main CPU grid. The halo or ring
of neighbouring grid points is then put in place to account for
advection outside this region.
However, if the horizontal wind is large enough, the advec-
tion scheme will try to access data that is very far away from the
arrival point and outside this additional halo. If this occurs, then
the model fails with a halo error. For global model runs, this
problem only occurs in the North-South wind direction – the
periodic structure in the East-West direction allows data to be
communicated from one processor to another whenever neces-
sary for East-West winds. A schematic of this problem can be
seen in Figure 2.
This halo can be extended in order to deal with larger wind
speeds, with some impact on computational efficiency. How-
ever, this importantly does not affect the model solution, and
is a necessary additional expense to deal with the larger wind
speeds encountered on raising the model lid (see for example
those observed in Fig. 1 of Hedin et al., 1991). We will see that
the extension of this halo is also necessary with the finer vertical
resolutions and greater upper boundary heights used in
Section 5.
2.2.3 Numerical stabilisation
The model can also be stabilised more directly by adjusting
the implicit weighting parameter a as well as the time step t.
This implicit weighting parameter (or off-centring parameter) is
used in the approximation made in the semi-implicit semi-
Lagrangian discretization – discussed in Wood et al. (2014)
and in further detail in e.g. Rivest et al. (1994). However, both
of these options are detrimental to the model as a whole.
Making the model more implicit by increasing the implicit
weighting parameter a improves the stability of the model by
introducing more implicit damping into the model. However,
it therefore also decreases the accuracy of the entire solution
because waves (in particular their high-frequency components)
are artificially damped throughout the whole atmosphere, with-
out physical motivation.
Decreasing the time stept allows the model to cope better
with larger wind speeds, as the advection scheme then advects
less per time step. However, this is only really a viable solution
for research purposes. For use as an operational forecasting
model, the run time must be kept short to achieve timely fore-
casts. This is an important motivation for retaining a larger time
step.
We favour the more tailored approaches discussed above
and avoid changing a and Dt for the extended UM experiments.
3 Diagnosing the instability
We start with the standard General Atmosphere (GA) 7.0
configuration of the UM as described in Walters et al. (2017),
with the standard 85 km lid. We begin by raising the model
lid to 100 km in order to determine the nature of the instability
causing the model to crash. To do this, we undertake an
Fig. 1. The default sponge layer with vertical damping coefficient
l ¼ 0:05 s1 and 100 km model lid. The sponge layer can be seen to
be at l ¼ 0:05 s1 for most latitudes and for high altitudes but is
doubled at the polar latitudes for all altitudes to help numerical
stability in this area.
Fig. 2. Schematic illustrating the halo error. On the right hand side
of the figure, the advection scheme can be seen trying to access data
that is outside of the halo region which causes an error. The halo size
can be increased to accommodate the larger winds present in the
upper atmosphere.
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empirical analysis of model runs of the UM using different
configurations.
3.1 Extended model setup
The changes that are made to the aforementioned standard
GA7.0 configuration of the UM are summarised below
1. The model chemistry scheme is entirely switched off –
this is not yet configured to work above 85 km.
2. Atmospheric aerosols are switched off and ozone back-
ground files are switched on, accounting for the lack of
the chemistry scheme.
3. The model upper boundary is raised from 85 to 100 km.
Otherwise, we conserve as many model features as possible
in order to appropriately compare the output to that of the 85 km
model. For the latter of these points, a new vertical level set is
provided that extends the 85 vertical levels in the 85 km model
up to 88 vertical levels in the 100 km model. We adhere to the
default level spacing to add an additional two levels, and then
add the final level at 100 km. A comparison of the two sets
of vertical levels can be seen in Figure 3.
This level spacing – where the levels increase in depth
according to an approximately exponential distribution – is
chosen with the lower atmosphere in mind; the majority of
levels are placed in this region and the vertical resolution at
the top of the model is much larger – nearing 6 km. To diagnose
the cause of the aforementioned instability, we keep this
model level spacing so as to keep the first 85 km of the model
domain the same and provide a good comparison between the
configurations. However, to obtain a model that resolves
appropriate wave scales in the MLT, we must have a finer
vertical resolution. We will investigate different vertical level
sets that are better suited to achieving this objective in
Section 5.1.
As discussed previously, monthly zonal mean profiles are
prescribed for atmospheric ozone, which are extended to have
an upper boundary at 100 km. An example profile for June is
depicted in Figure 4.
Finally, it is important to note that in all cases, the experi-
mental runs are performed multiple times in order to validate
the consistency of the output.
3.2 Extended model results
We summarise the runs performed using the extended UM
in Table 1.
In both model runs, an error related to the North-South
advection scheme is produced and causes the model to crash.
This means that the prognostic variables related to a grid point
have been advected further than the data halo for the given grid
point. This is indicative of excessive wind speeds in the model.
This instability is localised in space and time. We proceed to
investigate these abnormal wind speeds in order to determine
their cause.
To do this, we consider the September model run, which
crashed in the following December, therefore running with no
issues and normal model fields for several thousand model time
steps. We subsequently plot instantaneous westerly (u) and
southerly (v) winds at the last time step before the model crash.
The problem arises over the South Pole of the model. Thus,
we take a stereographic plot over this pole, as well as a slice
through the atmosphere at this most southerly latitude circle
(i.e at 89.375S for u wind and 90S for v wind). This can be
seen in Figure 5. Here, the greatly excessive wind speeds are
evident, on the order of 600 m/s for the u wind and 400 m/s
for the v wind. This is in comparison to u winds of at most
90 m/s in e.g. Swinbank & Ortland (2003) and v winds of at
most 100 m/s in e.g. Hedin et al. (1991). The problematic winds
can also be seen to be constrained to the uppermost model level.
The same phenomenon is observed for the March model run
which crashes in the following June, but with the problem
occurring around the North Pole.
It is evident therefore that the problematic model winds
occur in the summer season for a particular hemisphere.
Namely, in the southern hemisphere summer (December) for
a September start date and the northern hemisphere summer
(June) for a March start date. We deduce that the problem is
therefore a seasonal one.
At this stage, it is important to consider that the instabil-
ity could be numerical in nature. On increasing the model
upper boundary, larger density perturbations associated with
Fig. 3. Vertical level sets for the standard model height (black) and
those added for the raised model height (blue). Two levels are added
conforming to the 85 km level distribution, whilst the final is placed
at 100 km.
Fig. 4. A zonal mean profile produced to prescribe the initial
configuration of atmospheric ozone for the 100 km model lid. Its
inclusion is important in order to represent the correct vertical
temperature structure (via radiative heating).
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exponential wave growth are introduced which could cause the
underlying numerical scheme to become unstable. However, the
long run times of the model and the seasonal pattern of the crash
dates indicate that the observed instability is dominated by prob-
lems in the physical schemes used in the model.
It is also pertinent to observe that this instability is local in
nature. A global instability is more likely to be caused by prob-
lems in the dynamical core of the model, whereas a local insta-
bility is more illustrative of a problem with localised forcing
provided by the parameterization schemes in the model. We
indeed see localised instabilities, which consistently occur in
the polar regions of the model.
Both of these factors mean we are confident in excluding
numerical issues as the cause of the instability in the first
instance. We therefore focus our investigation on the seasonal
forcing provided by the radiation scheme – which we already
suspect will have problems when extended to the MLT.
The radiation scheme provides the solar energy input
responsible for seasonal weather variations. Hence, we look at
the SW radiation provided by the radiation scheme which gov-
erns this input of energy through heating.
We plot the zonal mean of instantaneous SW radiative heat-
ing at the last time step before the model crashes for both start
dates in Figure 6. The heating from the ozone layer is evident in
Table 1. A summary showing the model runs performed for the investigation, with its corresponding crash date and location.
Run start date Run crash date Location of high wind speeds causing crash
Sep Model Run September 1988 December 1988 Southern hemisphere (restricted to pole)
Mar Model Run March 1988 June 1988 Northern hemisphere (restricted to pole)
Fig. 5. Modelled wind in the 100 km September model run at the time step before the model crash. Stereographic plots at the uppermost model
level (a) and (b). Plots of the wind at the southernmost latitude circle (c) and (d). This makes evident the abnormally high wind speeds causing
the model to crash.
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the summer hemisphere of both figures, but more pertinent are
the abnormal values at the top of the model. The values are
focused in the summer pole of the uppermost layer; exactly
the region where the problematic winds were previously
observed. Thus, we deduce that it is this incorrect SW radiative
forcing that is driving the high polar wind speeds and ultimately
therefore causing the observed instability in the UM with a
raised upper boundary.
The observed SW radiative heating is in fact in keeping with
LTE. However, this assumption is no longer valid in the MLT,
as is demonstrated in Figure 7.
We strongly suspect that it is indeed the assumption of LTE
that is leading to the observed instability in the UM, and that
non-LTE (NLTE) effects must be considered when extending
the upper boundary to the MLT.
4 Resolving the instability
The introduction of a NLTE radiation scheme is an impor-
tant step towards a whole atmosphere model. However, such a
scheme was not ready at the time of performing this research. In
the meantime, it is important to verify that the radiative forcing
is the sole cause of the observed instability, and not one of
several factors. We confirm this by verifying that with appropri-
ate radiative forcing in the upper atmosphere, the model is stable
under the current 100 km model configuration.
To supply appropriate radiative forcing for the upper atmo-
sphere without access to the NLTE radiation scheme, it is nec-
essary to develop the model to account for NLTE effects which
become prevalent in the MLT. Thus, an interim solution of
relaxation – or “nudging” – to an analytic temperature profile
is added to the model to confirm that the extended UM is stable
under corrected forcing. We shall refer to the model with this
nudging included as the nudged model.
4.1 Nudged model setup
The erroneous radiation scheme is replaced at high altitudes
by relaxation to a temperature profile based on climatology. The
scheme begins to drift away from LTE at around 65–70 km, and
so it is from 70 km and above that the scheme is replaced. For
simplicity, this profile is globally uniform and varies only with
height so that TPROFILE = TPROFILE(z). This is sufficient as an
interim solution before the introduction of the full NLTE radia-
tion scheme.
This relaxation acts to push – or “nudge” – the temperature
field from the model dynamics toward the chosen temperature
profile, over a given timescale. This timescale s is chosen as
Fig. 7. Total heating due to solar energy absorption in the near-IR
CO2 (NIR) bands. This illustrates the difference in heating in K day
1
when the Local Thermodynamic Equilibrium (LTE) approximation is
made. This approximation breaks down at around 0.1 hPa (approx.
65 km) as can be seen. After Fomichev et al. (2004).
Fig. 6. Plots illustrating the issue evident with the SW radiation produced by the radiation scheme. We see abnormal values in exactly the
regions where the high wind speeds occur in the previously discussed model runs. (a) Zonal mean of the SW radiative heating for the model run
starting in September and crashing in December. (b) Zonal mean of the SW radiative heating for the model run starting in March and crashing
in June.
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to allow some variation about this profile, so that the dynamics
of the model can also influence the temperature field.
More concretely, the nudged temperature field is computed
in an additional step after each dynamics step as
T NUDGED ¼ aNPT PROFILE þ ð1 aNPÞT DYN;
where TNUDGED is the nudged temperature field, TPROFILE is the
chosen analytic profile, TDYN is the temperature field com-
puted by the dynamics and aNP ¼ kt=s is the nudging
parameter. The timescale s is chosen to be 24 hours, in keep-
ing with work by Song et al. (2018). Here, using a hydrostatic
model, a physical reasoning was used to determine appropri-
ate relaxation timescales for a high atmosphere model being
nudged to data. They found that between 8, 24 and 40 h time-
scales, the 24 h gave the most reasonable model fields and
conservation properties out of the three options. Thus, this
informed our choice of using s as 24 h. Finally, k 2 0; 1½  is
the nudging ramp parameter – this gives a smoothed transition
to the nudging as it is introduced at 70 km.
The temperature profile T PROFILE used is based on climato-
logical and satellite data so that
 Between 70 and 86 km the profile is based on the US
Standard Atmosphere (USSA) (COESA, 1976).
 Between 86 and 119.7 km the profile is based on the
Committee on Space Research (COSPAR) International
Reference Atmosphere (CIRA) (Fleming et al., 1990).
 Above 119.7 km the temperature asymptotes to a selected
exobase temperature (here 1000 K).
This leads to the expression given in Equation (1) for this
profile
See Equation (1) at the bottom of the page
where





with the radius of the Earth denoted R and with the following
parameter values:
The T values represent temperatures, the C values represent
lapse rates and the z values represent heights, all at locations
indicated by the subscripts. Note in particular the exobase tem-
perature at 1000 K. In reality this can vary from 700 to 1600 K
dependent on the solar cycle. This parameter can be easily tuned
but is just set to a typical value here, given that the upper bound-
aries considered are much lower than the exobase.
The resulting profile is plotted in Figure 8. The main fea-
tures of the profile are that it lapses linearly up to  93 km, then
is quadratic to  120 km (including the mesopause temperature
minimum) and finally asymptotes towards the exobase
temperature.
Importantly, the chosen temperature profile shows good
agreement with the standard 85 km model temperatures at 70
km, where the nudging is introduced, as can be seen in Figure 9.
This therefore minimises the possibility of discontinuities in the
temperature field in the area of transition.
Finally the erroneous values from the radiation scheme are
zeroed above 70 km. This removes the erroneous forcing that
was evident in Figure 6.
4.2 Nudged model results
We now perform the same model runs as in Section 3.2
using the nudged model. Now the model differs from the stan-
dard GA7.0 configuration of the UM in the following ways:
T PROFILEðzÞ ¼
T 70 km  CMESOðz zUSSAbottomÞ ; if 70  z  86 km
T 70km  CMESOðzUSSAtop  zUSSAbottomÞ
CCIRAðz zUSSAtopÞ ; if 86 < z  93:3 km
T 70km  CMESOðzUSSAtop  zUSSAbottomÞ
CCIRAðz zUSSAtopÞ
þð3 107Þðz zTminCIRAÞ2 ; if 93:3 < z  119:7 km




T 70km = 219.6 K CTHERMO ¼ 1:875 105 zUSSAbottom = 70 km
T exobase = 1000 K CCIRA ¼ 9:727 104 zUSSAtop = 86 km
T CIRAtop = 369.8 K CMESO ¼ 2 103 zTminCIRA = 93.3 km
zCIRAtop = 119.7 km
Fig. 8. Temperature profile used for the relaxation of the temperature
field.
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1. The model chemistry scheme is entirely switched off –
this is not yet configured to work above 85 km.
2. Atmospheric aerosols are switched off and ozone back-
ground files are switched on, accounting for the lack of
the chemistry scheme.
3. The model upper boundary is raised from 85 to 100 km.
4. The forcing from the radiation scheme is zeroed above
70 km.
5. The temperature field above 70 km is nudged towards a
prescribed climatological temperature profile.
Importantly, with this in place, the model is consequently
stable for both start dates and can be run for several years with-
out the appearance of the instability observed in Section 3. In
Figure 10, we plot instantaneous u and v winds produced using
the September nudged model run for comparison with the winds
from the initial extended model run in Figure 5. These are plot-
ted at the same model time as previously, namely the December
crash date of the initial extended model. We also plot the winds
in the same manner – stereographic plots over the South Pole, as
well as a slice through the atmosphere at the most southerly
latitude circle (at around 90S).
In comparing the two figures, it is evident that the instability
in the polar region has been removed, with the resultant winds
of a much more reasonable order of magnitude; the 400–
600 m/s winds are no longer evident and the unphysical winds
of opposite signs in neighbouring grid cells are also removed.
The winds are also much more on par with the magnitudes seen
in Swinbank & Ortland (2003) and Hedin et al. (1991).
We also see that the excessive SW radiative heating has
been removed in Figure 11.
These results indicate that the LTE assumption in the radi-
ation scheme is indeed responsible for the model instability with
a lid at 100 km and importantly, we are able to conclude that
there are no additional factors causing instability with the cur-
rent configuration – such as problems resulting from the polar
singularity of the latitude-longitude numerical discretisation.
We would now like to build on this stable configuration and
extend the model further to different vertical resolutions and
upper boundary heights. However, it is first diligent to compare
important model fields with the 85 km model to illustrate that
the nudging is not having a detrimental effect on the modelled
fields in the lower atmosphere.
To do this, we compare climatological fields rather than the
instantaneous fields presented previously. Thus, we present
monthly mean zonal mean plots for westerly (u) wind, vertical
(w) wind and temperature from the nudged model. These are
plotted for December in the second column of Figure 12 and
for June in the second column of Figure 13. They are compared
to fields from the 85 km model in the first column of the respec-
tive figures.
We observe good consistency of the model fields for both
December in Figure 12 and June in Figure 13 up to around
70 km where the nudging is implemented. At this height, there
is evidence of the globally uniform approximation of the tem-
perature field in comparing plot (i) with plot (j) in both figures
at around 70 km. Here, we observe temperature changes on the
order of 10–20 K at the summer poles in both figures. However,
this is to be expected given the simplified physical approxima-
tion made in the temperature profile. We reiterate that the nudg-
ing is put in place to observe if the model is consequently stable
rather than as a permanent solution – the more physically accu-
rate NLTE radiation scheme and the updated UKCA chemistry
scheme will address this issue.
We comment on the other plots in this figure (with different
vertical resolutions) in Section 5.1.
At this stage, we also make a preliminary comparison with
data in order to test the realism of the nudged model – in reality
given the simplified physical approximations made we expect
the model to drift away from realistic values.
We compare climatologies for monthly mean zonal
mean westerly (u) wind and temperature for the 100 km lid
model run against data. We use the 3 km vertical resolution
94 level configuration which will be developed in Section 5
for comparison, given the finer structure observed in the model
fields. The wind data used for comparison is the Upper Atmo-
sphere Research Satellite (UARS) Reference Atmosphere Pro-
ject (URAP) (Swinbank & Ortland, 2003). The temperature
data used for comparison is from the Earth Observing System
Fig. 9. Comparison of the 85 km temperature field for various latitudes and the forcing profile (a), with pertinent area zoomed in (b). Good
agreement between the two is seen.
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Microwave Limb Sounder (EOS MLS) on the Aura satellite
(Waters et al., 2006). The data is recorded on pressure levels
and we make an approximate conversion to height using
z ¼ H lnðp=p0Þ, with p0 = 1000 hPa and H = 7200 m.
We plot the climatologies and data for December in
Figure 14 and for June in Figure 15. A more in depth compar-
ison to data will come as the model is improved further in the
MLT.
A slight temperature gradient towards the summer pole is
seen at around 90 km in the modelled temperature, indicative
of a cold summer mesopause. This is however less pronounced
than the cold summer mesopause in theMLS data, but is encour-
aging given the simplified physics. It is also worth noting that
there are also doubts in the robustness of the MLS data at low
pressures (e.g. Schwartz et al., 2008), meaning that the cold
summer mesopause is not necessarily as cold as indicated by
the MLS data, but is certainly colder than the model currently
predicts. In the model winds, the summer-time westerlyFig. 11. SW radiation showing zeroed field above 70 km.
Fig. 10. Modelled wind in the 100 km September model run with the nudging scheme in place. Stereographic plots at the uppermost model
level (a) and (b). Plots of the wind at the southernmost latitude circle (c) and (d). We see the removal of the anomalous wind speeds present
previously by comparison with Figure 5.
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Fig. 12. Zonal mean monthly mean climatologies in December of westerly (u) wind (top), vertical (w) wind (middle) and temperature (bottom)
comparing the original 85 km model with the 88, 94 and 113 level configurations.
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Fig. 13. Zonal mean monthly mean climatologies in June of westerly (u) wind (top), vertical (w) wind (middle) and temperature (bottom)
comparing the original 85 km model with the 88, 94 and 113 level configurations.
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mesospheric jet is not present at 90 km when compared to the
URAP data, however this is to be expected given the lack of a
strong temperature gradient provided by a cold summer
mesopause.
It is evident therefore that the model still requires several
additions before being able to produce realistic dynamics in
the MLT. However, as a developmental tool the nudging has
served its purpose in that it has stabilised the model for this con-
figuration, and has in fact given evidence of producing more
complex dynamics, even with its simplified setup. Furthermore,
implementation of the correct radiative and chemical forcing
will hence provide a complete and stable model of the meso-
sphere and lower thermosphere up to 100 km.
5 Extending the nudged model
With a stable model produced up to 100 km, we can now
extend this new configuration in order to more appropriately
model atmospheric waves in the MLT as well model greater
atmospheric heights. To this end, we investigate changes to both
the vertical resolution and the height of the model upper
boundary.
We discuss the implementation of these extensions and
analyse the model fields produced with them in place.
5.1 Experimentation with vertical resolution
The standard model vertical level set is set up so that model
levels increase in height with each new level introduced, so that
at the upper boundary of the 88 level model configuration, the
vertical level height is approximately 6 km (cf. Fig. 3). How-
ever, this resolution is not appropriate to accurately represent
vertically propagating gravity waves in the MLT; these waves
are significant carriers of energy and momentum in the upper
atmosphere and are important contributors to general circulation
in the MLT – see for example Becker & Vadas (2018).
To see why this resolution is not sufficient in the MLT, we
must consider the model scale height H. This can be related to
the atmospheric temperature so that H ¼ RdryT ðzÞ=gðzÞ, where
Rdry is the gas constant for dry air
4 and gðzÞ is the acceleration
due to gravity as a function of height above the surface z.
This is given by gðzÞ ¼ g0R2=ðR þ zÞ2, where g0 is the
Fig. 14. Zonal mean monthly mean climatologies in December of westerly (u) wind (top) and temperature (bottom). These are compared to
URAP data for zonal wind and MLS data for temperature. The approximate height is calculated using a scale height of H = 7200 m.
4 This is a reasonable assumption above the troposphere for order of
magnitude calculations.
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acceleration due to gravity at sea level and R is the radius of
the Earth. This quantity dictates the height for which the atmo-
spheric pressure drops by a factor e at a given temperature.
In order to accurately model vertical wavenumbers in atmo-
spheric dispersion relations – see Griffin & Thuburn (2018) for
a more in depth explanation – the vertical resolution must be
finer than this scale height. Thus we must make our choice of
vertical resolution based on the scale height H so as to be able
to resolve these waves. To do this, we plot this scale height as a
function of altitude in Figure 16. Since we would like the grid to
be finer than the scale height H , we also plot H=2 and H=4 for
comparison – these would give two and four vertical levels per
scale height respectively. The temperature field used in the cal-
culation of the scale height is the same as that used in the nudg-
ing – namely as shown in Figure 8.
This informs our choice of vertical level heights. With a
vertical level height of 1.5 km, we place approximately four ver-
tical levels per scale height. This resolution will give an accurate
representation of waves throughout the MLT.
However, this fine resolution leads to concerns regarding
consequent numerical instability in the vertical motion as well
as computational cost. We therefore also consider a vertical
level height of 3 km. This gives approximately two vertical
levels per scale height in the MLT and is a good middle ground;
some finer vertical wave scales are resolved and the computa-
tional cost incurred of resolving at a much finer scale is reduced.
In theory the vertical resolution could increase after
around 100 km in keeping with the corresponding increase in
scale height. This would make the model less costly and
less prone to numerical instability as the model is extended
up into the thermosphere. However this is not investigated in
this paper and will be the subject of further research on the
extended UM.
These two new vertical level sets are shown in Figure 17,
and we proceed to test the model using these vertical level sets.
5.1.1 3 km vertical resolution
We first experiment with the vertical level set that has a
maximal vertical resolution of 3 km. To do this, we set up
the vertical levels so that the model levels increase in depth
as before, up until they near 3 km. We then fix the vertical level
height at this value. This yields a 94 level configuration going
up to a height of 102 km – this can be seen in Figure 17.
Fig. 15. Zonal mean monthly mean climatologies in June of westerly (u) wind (top) and temperature (bottom). These are compared to URAP
data for zonal wind and MLS data for temperature. The approximate height is calculated using a scale height of H = 7200 m.
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With this vertical level set and the nudging scheme
employed as in Section 4.1, we observe no effect on the stability
of the model and once more have a stable model with the lid at
approximately 102 km.5 The model is able to run for several
years with no issues.
In this paper, we focus on climatological mean fields rather
than instantaneous or short term fields used to examine finer
atmospheric features such as atmospheric tides. This is because
our priority here is model stability, and improving the realism of
the UM in the MLT will be the subject of future research. The
mean fields provide a good starting point to examine the fields
produced by the nudged UM.
Thus, we compare climatologies for monthly mean zonal
mean westerly (u) wind, vertical (w) wind and temperature
for the 88 and 94 level configuration. We plot this for December
in Figure 12 and for June in Figure 13, with column 2 and col-
umn 3 in both figures showing the 88 and 94 level configura-
tions respectively.
In particular, we observe the same general structure in the
model fields but with some finer scale vertical features evident
towards the upper boundary with the 94 level configuration.
The primary goal here is stability and it is encouraging that
no additional model changes such as modification of the sponge
layer are necessary for the model to run with the new 94 level
configuration. We will see that for a finer vertical resolution,
additional modifications are necessary to stabilise the model.
5.1.2 1.5 km vertical resolution
We now experiment with a vertical level set that has a max-
imal vertical resolution of 1.5 km. The construction is as in
Section 5.1.1 but using 1.5 km as the maximal depth – this
can be seen in Figure 17. This yields a 113 level configuration
going up to a height of around 101 km.
With this configuration, and the nudging implemented as in
Section 4.1, the model does not initially run successfully, and
crashes due to excessive wind speeds in the North-South and
vertical directions.
To combat each of these issues, we make two modifications.
Firstly, we adjust the halo region (cf. Sect. 2.2.2) to account
for the larger wind speeds in the lower thermosphere. In order to
maximise the wind speeds that the model can cope with, we set
the halo region to its maximum permitted size. This will allow
for significantly larger wind speeds in the North-South direc-
tion. Thus, any further issues with N-S halos must be put down
to unphysical winds developing elsewhere in the model.
Secondly we adjust the sponge layer of the model, as
described in Section 2.2. To do this we shall increase the value
of the vertical damping coefficient l to damp out large vertical
velocities near the model upper boundary until the model is able
to run. However, despite this targeted damping, we wish to
avoid over damping modelled vertical velocities. Thus, we
use as low a value as possible so that the model is consequently
stable.
Adding an extended halo gives a stable model run with a
vertical damping coefficient of l ¼ 0:3 s1. As in Section 5.1.1,
we compare the 88 level climatologies to the corresponding
climatologies for the new 113 level configuration. Climatologies
for December are shown in Figure 12, and for June in Figure 13,
with column 2 and column 4 in both figures showing the 88 and
113 level configurations respectively.
Here, many finer scale vertical and horizontal features
become evident from about 40 km upwards where the 1.5 km
resolution begins. For example, looking at the westerly (u) wind
there appears to be more structure in the equatorial winds in the
upper stratosphere and mesosphere. This suggests possible
impacts on the Semiannual Oscillation (SAO) (e.g. Shepherd
et al., 2006), but more detailed study is required to confirm
this. In the vertical (w) wind, the appearance of an equatorial
upwelling is apparent, but this is likely an effect of the upper
boundary of the model. It is evident therefore that this finer res-
olution does indeed give more features in the model fields. By
adjusting the halo region and increasing the vertical damping
coefficient, we are able to achieve a stable model with this finer
vertical resolution.
5.2 Experimentation with the height of the model
upper boundary
Now that experiments with resolution have been performed,
we look to extend the upper boundary of the model to greater
heights to evaluate the performance of the model in preparation
for its use as a whole atmosphere model. In the medium term,
this will be done by coupling the extended atmospheric model
Fig. 16. Plot illustrating the scale height of the upper atmosphere H.
We require multiple vertical levels per scale height and thus H/2 and
H/4 are also plotted to illustrate the vertical level height necessary to
have 2 and 4 vertical levels per scale height respectively.
Fig. 17. Vertical level sets for the 3 km maximal vertical spacing
(red) and the 1.5 km maximal vertical spacing (blue). These give
approximately 2 and 4 vertical levels per scale height in the MLT
respectively.
5 The lid is placed at 102 km to avoid a change in vertical level
height for the last level.
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Fig. 18. Zonal mean monthly mean climatologies in December of westerly (u) wind (top), vertical (w) wind (middle) and temperature (bottom)
comparing the nudged 100 km model run with the successful 120 and 135 km lid model runs.
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Fig. 19. Zonal mean monthly mean climatologies in June of westerly (u) wind (top), vertical (w) wind (middle) and temperature (bottom)
comparing the nudged 100 km model run with the successful 120 and 135 km lid model runs.
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to an appropriate thermospheric model, such as the Drag Tem-
perature Model (DTM) developed by Bruinsma (2015), which
spans the 120–1500 km range. This coupling is a goal of the
Space Weather Atmosphere Models and Indices (SWAMI)
project – see http://swami-h2020.eu/project-swami/. At an abso-
lute minimum, the extended UM will therefore need to run up to
120 km. However, a merging region between the two models
would be advantageous. Ideally, we would like to raise the
upper boundary as high as possible to give a large merging
region between the two models, however the globally uniform
temperature structure in the current nudged model means it
has a limited ability to represent latitudinal and longitudinal
variability, which becomes more significant with increasing alti-
tude in the lower thermosphere. Therefore we present model
runs with 120 and 135 km upper boundary heights.
The 1.5 km resolutionwould be preferable due to its ability to
resolve finer scale features in the model fields. However, on
extension of the model upper boundary with this resolution, the
nudged model could not be run for even short periods without
becoming unstable even whilst using the stability mechanisms
discussed in Section 2.2. Further additions to the model will be
required to allow stable runs with this resolution at higher alti-
tudes, such as more complete radiation and chemistry schemes.
We therefore use the 3 km resolution to extend the model
upper boundary. We saw that this resolution still resolves some
finer scale features as well as needing no additional stability
mechanisms for the 100 km run. In fact, the 3 km resolution will
give four vertical levels per scale height above around 120 km,
and so this resolution is sufficient to accurately capture waves as
the upper boundary is extended higher into the thermosphere.
5.2.1 120 and 135 km model lid
We now extend the 102 km, 94 level configuration to
accommodate the new model lid heights.
For the 120 km lid this results in adding six more 3 km
levels to give a 100 level configuration going up to exactly
120 km. For the 135 km lid this results in adding eleven more
3 km levels to give a 105 level configuration going up to exactly
135 km.
With these configurations, and the nudging implemented as
in Section 4.1, the model does not initially run successfully.
This is to be expected as greater wind speeds are observed at
greater heights. Thus, as in the 1.5 km resolution setup, we
adjust the halo region and sponge layer to combat these issues,
and observe the following results:
 120 km
– Without the extended halo region, a stable run is achieved
with l ¼ 0:6 s1;
– With the extended halo region, a stable run is achieved
with l ¼ 0:2 s1.
 135 km
– Without the extended halo region, a stable run cannot be
achieved even when l is adjusted;
– With the extended halo region, a stable run is achieved
with l ¼ 0:4 s1.
It is evident therefore that the extended halos help consider-
ably in preventing the model from crashing due to large
instantaneous meridional wind speeds, without degrading the
solution. We therefore use the extended halo runs for compari-
son. We compare the 3 km resolution 100 km lid climatologies
presented in Section 5.1.1 (column 1) with the climatologies for
both the 120 km (column 2) and 135 km (column 3) lids.
Climatologies for December are shown in Figure 18 and for
June in Figure 19.
With the modifications to the halo region and sponge layer
we are able to achieve stable model runs with an extended upper
boundary. In these figures we observe increasing variability
from expected fields as the upper boundary increases; however
we stress that the focus here is on attaining a stable model. This
is an encouraging first step towards a whole atmosphere model,
and it remains to add the physical parameterizations necessary
to improve the realism of the fields at these heights.
In particular, strong unrealistic easterlies (cf. Figs. 5a and 6a
of Liu et al., 2010) and vertical upwelling are evident at the
equator in the upper levels of the model. These move upwards
and strengthen as the upper boundary is raised. Thus, these fea-
tures appear to be related to the placement of the upper bound-
ary and as a result of the model specification rather than through
realistic mechanisms. We do see the appearance of the westerly
summer-time mesospheric jet at around 90 km. However, it is
unclear as to whether this is realistic or also an artefact of the
placement of the upper boundary.
More realistic damping mechanisms such as molecular
viscosity and diffusion have been developed by Griffin &
Thuburn (2018). This offers a route to model stability at higher
levels which is preferable to ever stronger applications of the
model sponge layer. This type of damping becomes important
above around 130 km as the molecular diffusion timescale
becomes shorter than the time scale for wave growth. As the
UM upper boundary is raised to greater heights, it is envisaged
that this will replace the current UM sponge layer detailed in
Section 2.2.
It is evident therefore that the model still requires several
additions before being able to produce realistic dynamics in
the MLT. Consequent development of the extended UM will
be able to build on the success of the nudging scheme and
add the necessary physics to approach realistic simulation of
the mesosphere and lower thermosphere.
6 Conclusions and future work
The Met Office’s UM with an extended upper boundary of
100 km was tested and it was discovered that high wind speeds
near the poles were causing the model to crash. On investigation
of the radiative forcing, it was found that the LTE approxima-
tion made in the radiation scheme was leading to unphysical
forcing in the MLT. This was the leading factor in causing
model instabilities with an extended upper boundary.
A NLTE radiation scheme was not available at the time of
performing this research. Thus, a nudging scheme was success-
fully implemented to replace the radiation scheme above 70 km.
This scheme uses relaxation to push the temperature field from
the dynamics of the model towards the prescribed temperature
profile given in Figure 8. With this in place, the large winds
evident from initial model runs disappeared and the extended
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UM was stabilised with a 100 km upper boundary. This key
result provides a valuable developmental tool to further extend
the model’s capabilities in the MLT.
To this end, the model vertical resolution and upper bound-
ary height were then scrutinised. On changing the vertical reso-
lution with a fixed 100 km lid, the use of the 3 km resolution
provided a stable run with no additional changes necessary,
whereas use of the 1.5 km resolution required an increase to
the vertical damping coefficient and halo parameter. The model
fields produced for both resolutions were in keeping with the
original nudged model and additional detail was evident, partic-
ularly in the case of the 1.5 km resolution.
On extending the upper boundary however, the 1.5 km
resolution made the model unstable. As commented, the 3 km
resolution is in fact sufficient to provide four vertical levels
per scale height above 120 km in any case, which allows
vertically propagating waves to be resolved in the MLT. Thus
the 3 km resolution was favoured for experiments to raise the
upper boundary height. Successful, stable model runs were
performed when the lid was raised to both 120 and 135 km,
but an increase in the vertical damping coefficient and halo
parameter was necessary. Figure 16 shows that scale height
increases with altitude throughout the thermosphere, making
the requirement for a 1.5 km or a 3 km vertical resolution too
stringent. Future work will include experiments which use
coarser vertical resolution in the thermosphere that match the
increasing scale height.
Importantly, the various model configurations were all
stable with the use of the nudging scheme and adjustment of
the various pre-existing stability mechanisms. This is an encour-
aging first step towards the development of a whole atmosphere
UM.
While the model showed some signs of realistic physics, the
difference when compared to data was still significant. How-
ever, this is to be expected given the simplification of physics
used here. In fact, the purpose of the implementation of the
nudging scheme was as a developmental tool; to prove that a
stable model run was possible with an extended model lid
and to provide a base for further model extensions.
It is now the task to further develop the physics, chemistry
and dynamics within the model to gradually replace the nudg-
ing to climatology used here. With this a more thorough
comparison to data can be carried out, looking at more complex
atmospheric features such as tides.
In particular, work will be carried out to introduce a NLTE
radiation scheme to provide realistic heating in the model (see
Jackson et al., 2020, for initial results), as well as introduce
molecular viscosity and diffusion to provide a more realistic
sponge layer at the upper boundary. This will make good
progress into appropriately capturing realistic dynamics in
the mesosphere and lower thermosphere in the Met Office’s
UM.
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5.2. Conclusions
We present work describing the successful development of a stable extension to the
Unified Model, with consequent testing with an increased vertical resolution and further
increased upper boundary height.
The initial focus was on a rigorous analysis of the fields produced from the Extended
Unified Model (ExUM). This revealed abnormally large wind speeds at the summer
poles. Investigating further showed that this was caused by erroneous heating from the
radiation scheme caused by the assumption of LTE in the MLT – an assumption which
breaks down at around 65 km.
With a non-LTE radiation scheme still in development at the time of performing
this research, an interim solution of relaxation to an analytic climatological temperature
profile is used to give realistic atmospheric temperatures in the MLT. Adding this to
the model gave a stabilised model with an upper boundary of 100 km.
Increasing the vertical resolution to 3 km in the MLT gave a run which remained
stable with a 100 km lid, but which required increases to the vertical damping coefficient
and model haloes for an upper boundary of both 120 km and 135 km. However,
stable runs were still achieved. With a 1.5 km resolution, a stable run was achieved
with a 100 km lid with increases to the vertical damping coefficient and model haloes.
However, stable runs were not possible with 120 km and 135 km upper boundaries and
a 1.5 km vertical resolution in the MLT.
Upon the introduction of a non-LTE radiation scheme in the model, it is reasonable
to perform a first case study of the winds and atmospheric tides produced by the new
ExUM to validate the model output in the MLT. The best way to do this is via a
comparison to observations, and meteor radar observations are particularly robust in
the MLT. In the following chapter, we perform a detailed comparison of winds and




Winds and Tides of the Extended Unified Model
in the Mesosphere and Lower Thermosphere Val-
idated with Meteor Radar Observations
In this chapter, we perform a first case study of the winds and tides from the newly
Extended Unified Model produced in Chapter 5 and validate them with meteor radar
observations in the 80-100 km region. This joint work was produced with Shaun M.
Dempsey, David R. Jackson, Tracy Moffat-Griffin and Nicholas J. Mitchell and was
published in Annales Geophysicae as an open access publication (Griffith et al., 2021).
6.1. Outline of the Article
We compare winds and tides of the Extended Unified Model with winds and tides from
meteor radar observations. The ExUM used here now includes the non-LTE radiation
scheme which improves the accuracy of the model in the MLT and gives a more accurate
temperature distribution at the mesopause. This also produces a reversal in the wind
direction in this region which was not previously seen, and this improvement makes
a comparison with observations appropriate. Otherwise the model is unchanged from
Chapter 5.
We use meteor radar observations of winds and tides in the region of 80-100 km over
two radar stations – Rothera (68◦ S, 68◦ W) and Ascension Island (8◦ S, 14◦ W). These
locations are chosen to study tides in two very different tidal regimes – the equatorial
regime, where the diurnal (24 hour) tide dominates, and the polar regime, where the
semi-diurnal (12 hour) tide dominates. The availability of radar data at both sites
means that 2006 is the year chosen for the study.
The data from both the model and observations then undergo the same treatment.
For both, we have hourly-sampled time profiles for both the zonal and meridional wind
fields for the whole of the year considered. From these model fields we first compute
background wind fields for each month by meaning over all values within a month.
As well as this, we compute composite days for each month. The composite day is
a representation of an average day over the course of a given month. Each one is an
average for each hour of the day over the course of the month, at each height in the
80-100 km range, and with the monthly mean background winds removed. With this
composite day, the atmospheric tidal amplitudes and phases are then calculated for
each month by fitting a sinusoidal function with diurnal and semi-diurnal frequency to
this composite day using a curve fitting algorithm, i.e., we fit a function of the form
f(x) = A sin(2πx/24) +B sin(2πx/24),
for the diurnal tide, and a function of the form
f(x) = A sin(2πx/12) +B sin(2πx/12),
for the semi-diurnal tide. The value of
√
A2 +B2 then gives the wave’s amplitude.
The tidal phases can also then be calculated using tan−1 (B/A) and give the Local
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Time at which the tide first reached its maximum value for a particular component.
These values for wind and tidal properties are then compared with observations
to form the results section of the work, where the differences and similarities seen are
described. We observe notable discrepancies in the background winds in the polar
regime, with the winds in the ExUM austral summer stronger than observed, and in
austral winter the winds are in the wrong direction – they are westward rather than
eastward. In the equatorial regime, several key characteristics such as the semiannual
variation are reproduced, but there remain significant differences in the detail. The
tidal amplitudes and phases are generally in good agreement with those observed at
both locations and for both components. Many key qualitative features are reproduced
such as the large diurnal and small semi-diurnal amplitudes in the equatorial regime;
and the large semi-diurnal and small diurnal amplitudes in the polar regime.
In Section 4, these similarities and differences are discussed. In particular, we focus
on the incorrect wind direction seen in the austral winter in the polar regime. The
study of Becker and Vadas (2018) showed that the in situ generation of non-primary
gravity waves is key to obtaining eastward mean winds in this region through the
breaking of large amplitude gravity waves with significant eastward momentum fluxes.
The ExUM, in common with nearly all GCMs, does not include these gravity wave
sources. To analyse the USSP further, we perform a run with this scheme removed
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Abstract. The mesosphere and lower thermosphere (MLT)
is a critical region that must be accurately reproduced in
general circulation models (GCMs) that aim to include the
coupling between the lower and middle atmosphere and the
thermosphere. An accurate representation of the MLT is thus
important for improved climate modelling and the develop-
ment of a whole atmosphere model. This is because the atmo-
spheric waves at these heights are particularly large, and so
the energy and momentum they carry is an important driver
of climatological phenomena through the whole atmosphere,
affecting terrestrial and space weather. The Extended Unified
Model (ExUM) is the recently developed version of the Met
Office’s Unified Model which has been extended to model
the MLT. The capability of the ExUM to model atmospheric
winds and tides in the MLT is currently unknown. Here, we
present the first study of winds and tides from the ExUM.
We make a comparison against meteor radar observations of
winds and tides from 2006 between 80 and 100 km over two
radar stations – Rothera (68  S, 68  W) and Ascension Is-
land (8  S, 14  W). These locations are chosen to study tides
in two very different tidal regimes – the equatorial regime,
where the diurnal (24 h) tide dominates, and the polar regime,
where the semi-diurnal (12 h) tide dominates. The results of
this study illustrate that the ExUM is capable of reproduc-
ing atmospheric winds and tides that capture many of the
key characteristics seen in meteor radar observations, such
as zonal and meridional wind maxima and minima, the in-
crease in tidal amplitude with increasing height, and the de-
crease in tidal phase with increasing height. In particular, in
the equatorial regime some essential characteristics of the
background winds, tidal amplitudes and tidal phases are well
captured but with significant differences in detail. In the po-
lar regime, the difference is more pronounced. The ExUM
zonal background winds in austral winter are primarily west-
ward rather than eastward, and in austral summer they are
larger than observed above 90 km. The ExUM tidal ampli-
tudes here are in general consistent with observed values, but
they are also larger than observed values above 90 km in aus-
tral summer. The tidal phases are generally well replicated in
this regime. We propose that the bias in background winds
in the polar regime is a consequence of the lack of in situ
gravity wave generation to generate eastward fluxes in the
MLT. The results of this study indicate that the ExUM has a
good natural capability for modelling atmospheric winds and
tides in the MLT but that there is room for improvement in
the model physics in this region. This highlights the need for
modifications to the physical parameterization schemes used
in the model in this region – such as the non-orographic spec-
tral gravity wave scheme – to improve aspects such as polar
circulation. To this end, we make specific recommendations
of changes that can be implemented to improve the accuracy
of the ExUM in the MLT.
Published by Copernicus Publications on behalf of the European Geosciences Union.
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1 Introduction
Atmospheric solar tides are global-scale oscillations of the
atmosphere. They are primarily forced by solar heating of
water vapour and ozone in the troposphere and stratosphere,
by the release of latent heat in deep tropospheric convection
or by planetary-scale non-linear interactions. The tides can
ascend to the mesosphere and lower thermosphere (MLT)
where they reach very large amplitudes and often dominate
the motion field. Observations have revealed that the largest-
amplitude tidal modes in the MLT are the 12 h semi-diurnal
and 24 h diurnal tides. Tides of higher frequency are usually
of much smaller amplitudes. Generally, the semi-diurnal tide
maximizes at high latitudes, whereas the diurnal tide max-
imizes at low latitudes (Mitchell et al., 2002; Davis et al.,
2013).
The tides can have significant fluxes of energy and mo-
mentum and so play a critical role in coupling the lower at-
mosphere and the thermosphere–ionosphere system. For ex-
ample, tidal winds act to filter the field of atmospheric grav-
ity waves (GWs), modulating the gravity wave momentum
fluxes and the consequent forcing of the global atmospheric
circulation (e.g. Fritts and Alexander, 2003). The temper-
ature tides are believed to be an important source of the
variability of polar mesospheric clouds, because tidal pertur-
bations of temperature modulate the cloud ice crystal pop-
ulation (e.g. Fiedler et al., 2005). Tidal signatures propa-
gate upwards from the MLT into the thermosphere, where
the divergence of tidal momentum and heat fluxes can drive
zonal wind changes of more than 30 ms 1 in the lower ther-
mosphere and influence the transport of chemical species
(e.g. Jones et al., 2014). Tides are also generated in situ in
the thermosphere from the dissipation of GWs caused by
deep convection, primarily in the Intertropical Convergence
Zone (ITCZ) (Vadas et al., 2014). These thermospheric tides
cause perturbations of neutral and plasma densities in the E-
and F-regions of the ionosphere and so modulate the iono-
spheric wind dynamo (e.g. Oberheide et al., 2009; Yiğit and
Medvedev, 2015; Liu, 2016). They can also change the total
electron content (TEC) distributions, with the consequence
of potentially modifying the conditions for seeding of equa-
torial plasma bubbles in the F-region. The significant zonal
wavenumber-four structure in the equatorial ionosphere is
thought to arise from the modulation of the E-region winds
by a non-migrating diurnal tide (e.g. England et al., 2006).
The tides include both migrating and non-migrating
modes. The migrating modes are sun-synchronous, propa-
gate westwards, have zonal wavenumbers equal to the num-
ber of cycles of the tide per day and are directly excited
by the insolation of solar radiation. In contrast, the non-
migrating modes are not sun-synchronous, can propagate
both eastwards or westwards, and have zonal wavenumbers
not equal to the number of cycles of the tide per day. The
non-migrating modes can be excited by strong non-linear in-
teraction between migrating tides and planetary waves that
generate so-called “secondary waves”, including the non-
migrating tidal modes (e.g. Teitelbaum and Vial, 1991; Beard
et al., 1999; Palo et al., 2007; Pancheva et al., 2002). The
tides and waves of the MLT consequently form a strongly
coupled system, and at any point in the atmosphere the tides
are a superposition of both migrating and non-migrating
modes.
A striking feature of atmospheric tides is their variabil-
ity on a wide range of timescales. For instance, tidal am-
plitudes and phases have been observed to have a strong
seasonal variability (e.g. Mitchell et al., 2002; Davis et al.,
2013). This has been proposed to result from phenomena
including wave–mean-flow interactions and/or source vari-
ations and refraction/reflection (e.g. McLandress, 2002; Rig-
gin et al., 2003; Riggin and Lieberman, 2013). Intra-seasonal
variability is also observed. For example, variability of Arc-
tic semi-diurnal tides has been shown to be well correlated
with the amplitude of planetary wavenumber 1 at Antarctic
latitudes, indicating significant inter-hemispheric coupling
(Smith et al., 2007). At inter-annual timescales, tidal ampli-
tudes and phases have been observed to vary in response to
solar variability, the El Niño Southern Oscillation, sudden
stratospheric warmings, the tropical Madden–Julian oscilla-
tion and the stratospheric quasi-biennial oscillation (QBO)
(e.g. Christiansen et al., 2016).
At timescales of less than 30 d, the tides are observed to
exhibit great variability, and amplitudes are frequently ob-
served to fluctuate from day to day by up to about 300 %
(e.g. Dempsey et al., 2021; Vitharana et al., 2019). This
“tidal weather” has been proposed to have causes that in-
clude (i) variations in the background winds through which
the tides must propagate, (ii) variations in tidal forcing result-
ing from solar variability and/or fluctuations in the distribu-
tion of water vapour and stratospheric ozone (e.g. Pancheva
and Mitchell, 2004; Lieberman et al., 2004), and (iii) non-
linear interactions with planetary waves that generate sec-
ondary waves that then beat with the primary tide, modu-
lating its amplitude (e.g. Teitelbaum and Vial, 1991; Beard
et al., 1999; Palo et al., 2007).
There is now considerable scientific interest in developing
so-called “high-top” general circulation models (GCMs) that
span the lower, middle and upper atmosphere, capturing ver-
tical coupling processes via internal waves such as gravity
waves and tides (e.g. Yiğit et al., 2016). These models are an
important element in attempts to develop operational space-
weather forecasting able to include the contributions to the
variability of the thermosphere and ionosphere, as well as in
the development of whole atmosphere models (e.g. Jackson
et al., 2019; Liu, 2016; Akmaev, 2011). We summarize some
of the recent key non-mechanistic high-top GCMs below:
1. The Whole Atmosphere Model (WAM; Akmaev et al.,
2008; Fuller-Rowell et al., 2008) is an extended ver-
sion of the U.S. National Weather Service Numeri-
cal Weather Prediction model, spanning the surface to
Ann. Geophys., 39, 487–514, 2021 https://doi.org/10.5194/angeo-39-487-2021
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around 600 km. Focusing on the neutral atmosphere,
WAM is able to represent well the mean state and tides
in the thermosphere (e.g. Lieberman et al., 2013, show
good agreement with diurnal and time mean Challeng-
ing Mini Satellite Payload winds).
2. The Whole Atmosphere Community Climate
Model with thermosphere and ionosphere exten-
sion (WACCM-X; Liu et al., 2010, 2018a) is an
extended version of the National Center for Atmo-
spheric Research’s WACCM, which itself can run up
to 145 km (e.g. Garcia et al., 2007). It has a similar
altitude range to WAM. Liu et al. (2018a) show that in
WACCM-X the amplitudes and seasonal variations of
atmospheric tides in the MLT are in good agreement
with observations.
3. The extended Canadian Middle Atmosphere Model
(eCMAM; Beagley et al., 2000) is an extended ver-
sion of the standard CMAM with an upper boundary
at a pressure level of 2 ⇥ 10 7 hPa. eCMAM was devel-
oped to examine the nature of the physics and dynami-
cal processes in the MLT without the artificial effects of
a sponge layer, which can have the unfortunate effect of
modifying the circulation in the model in an unrealistic
fashion (Fomichev et al., 2002). Dempsey et al. (2021)
show that eCMAM generally reproduces observed diur-
nal tidal amplitudes in the polar regime well, and Davis
et al. (2013) show that eCMAM is generally good in the
equatorial regime with a trend of overestimating merid-
ional amplitudes.
4. The Ground-to-topside model of the Atmosphere
and Ionosphere for Aeronomy (GAIA; Fujiwara and
Miyoshi, 2010; Jin et al., 2012, and references therein)
combines three independent models: a whole atmo-
sphere GCM, an ionosphere model and an electro-
dynamics model. GAIA also has a similar altitude
range to WAM. Jin et al. (2012) show the ability of
GAIA to model the impact of a sudden stratospheric
warming (SSW) on migrating tides and the associated
ionospheric response, with in general good agreement
shown with Sounding of the Atmosphere using Broad-
band Emission and Constellation Observing System for
Meteorology, Ionosphere, and Climate observations.
5. The Hamburg Model of the Neutral and Ionized At-
mosphere (HAMMONIA; Schmidt et al., 2006; Mer-
aner and Schmidt, 2016) is an extended version of
MAECHAM5 (Giorgetta et al., 2006; Manzini et al.,
2006), taking the upper boundary to approximately
250 km. The extended model includes important ra-
diative and dynamical processes of the upper atmo-
sphere and is coupled to a chemistry module containing
48 compounds.
6. The upper-atmosphere extension of ICON (Borchert
et al., 2019) extends the standard ICON model so that
model upper boundaries can be placed in the lower
thermosphere. This includes a switch over to deep-
atmosphere dynamics, as well as an implementation of
an upper-atmosphere physics package based on that im-
plemented by Schmidt et al. (2006) in HAMMONIA.
7. The Entire Atmosphere Global Model (EAGLE; Kli-
menko et al., 2019) combines the HAMMONIA neu-
tral atmosphere model with the Global Self-consistent
Model of the Thermosphere, Ionosphere, Protonosphere
(GSM TIP) (Bessarab et al., 2012; Korenkov et al.,
2012). The model includes radiative heating due to ab-
sorption of extreme solar UV, non-LTE (local thermo-
dynamic equilibrium) treatment of the radiative cooling,
molecular diffusion, ion drag, and simplified ion chem-
istry with which to treat the impact of precipitating en-
ergetic particles. Klimenko et al. (2019) show that the
model successfully reproduces neutral temperature and
total electron content (TEC) observations.
8. The HI Altitude Mechanistic General Circulation
Model (HIAMCM; Becker and Vadas, 2020) is an ex-
tension of the high-resolution Kühlungsborn Mecha-
nistic general Circulation Model (KMCM) extended to
around 450 km. The model includes simplified but nev-
ertheless explicit representations of the relevant com-
ponents of an atmospheric climate model, and it is
labelled “mechanistic” due its use of some idealized
methods and the lack of a chemistry scheme. It is a high-
resolution gravity-wave-resolving model, resolving hor-
izontal wavelengths down to 165 km. Becker and Vadas
(2020) showed that this GCM is unique in reproducing
the travelling atmospheric disturbance (TAD) hotspot
observed over the wintertime Southern Andes (e.g. Park
et al., 2014; Trinh et al., 2018).
9. The Coupled Middle Atmosphere Thermosphere-2
(CMAT-2; Yiğit et al., 2009) GCM is an extension of the
three-dimensional Coupled Thermosphere-Ionosphere-
Plasmasphere model (CTIP; Millward et al., 1996) to
an upper boundary of 300–500 km, depending on the
solar activity. It uses a non-linear spectral GW parame-
terization of Yiğit et al. (2008) to study the propagation
of a broad spectrum of GWs from the lower atmosphere
to the thermosphere. Yiğit et al. (2021) found that ac-
counting for latitudinal variations in the GW source ap-
preciably improves simulations.
10. The University of Leipzig Middle and Upper Atmo-
sphere Model (MUAM; Pogoreltsev, 2007; Pogorelt-
sev et al., 2007; Suvorova and Pogoreltsev, 2011) ex-
tends from the lower atmosphere up to 160 km. In a re-
cent study by Lilienthal et al. (2020) with this GCM on
the interaction of GW and terdiurnal tides they found
https://doi.org/10.5194/angeo-39-487-2021 Ann. Geophys., 39, 487–514, 2021
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a strong dependence of tidal amplitude on the induced
GW drag, generally being larger when GW drag is in-
creased, whilst the overall strength of the GW source
level momentum flux had a relatively small impact on
the zonal mean climatology.
11. The whole atmosphere Kyushu GCM (Miyoshi and Fu-
jiwara, 2008; Miyoshi and Yiğit, 2019) extends the pre-
existing Kyushu GCM (Miyahara et al., 1993) up to
450 km. Miyoshi and Yiğit (2019) found that GW drag
in the thermosphere significantly decelerates the mean
zonal wind and plays an important role in the momen-
tum budget, making a GW parameterization accounting
for thermospheric processes essential for a coarse-grid
whole atmosphere GCM.
In the context of these existing models, the Extended
Unified Model (ExUM; Griffith et al., 2020) described in
Sect. 2.1 extends the standard UM (Unified Model) (Wal-
ters et al., 2019) to the lower thermosphere. It is a model
which does not make the hydrostatic assumption and uses
the deep-atmosphere equations of motion making it partic-
ularly suitable for modelling atmospheric tides. As well as
this, a non-LTE radiation scheme has been added so that the
radiation scheme is physically appropriate up to 90 km (see
Jackson et al., 2020), and after this the temperature is nudged
towards an analytical profile – see Sect. 2.1 or Griffith et al.
(2020) for more details.
Throughout these models and studies, tides have an impor-
tant role in coupling the lower and upper atmosphere and it is
important that tides are accurately represented. However, it is
widely recognized that tides in the MLT remain challenging
to model (e.g. Baldwin et al., 2019). In particular, model bi-
ases remain in both the seasonal variability of tides and their
short-term variability at timescales of less than a month (e.g.
Dempsey et al., 2021).
As well as tides, it is important that the deposition of mo-
mentum by subgrid-scale non-orographic GWs is also accu-
rately represented in models through parameterization, due
to their appreciable impact on atmospheric flow and tides in
the MLT (e.g. Yiğit and Medvedev, 2017; Yiğit et al., 2009;
Miyahara and Forbes, 1991). Yiğit and Medvedev (2017) dis-
cuss extensively the influence of parameterized small-scale
GWs on the migrating diurnal tide. They show that GWs play
an important role for the diurnal tide in the MLT region. They
found that the GW effects on the thermal tide can be appro-
priately captured in a coarse-grid GCM provided that a GW
parameterization, (i) considers a broad spectrum of harmon-
ics, (ii) properly describes their propagation, and (iii) cor-
rectly accounts for the physics of wave breaking/saturation.
Yiğit et al. (2021) suggest that smaller-than-measured GW
fluxes have to be used at the source level in the lower atmo-
sphere in order to reproduce the observed circulation in the
middle atmosphere.
In this study, we test the ability of the ExUM to model di-
urnal and semi-diurnal tides by comparing the seasonal vari-
ation of these tides in the model to observations of zonal
and meridional winds made in the mesosphere and lower
thermosphere by two meteor radars. The two radars are at
very different latitudes: one at the polar Antarctic site of
Rothera (68  S, 68  W) and the other at Ascension Island
(8  S, 14  W) in the equatorial Atlantic Ocean. The Rothera
radar samples a latitude where the semi-diurnal tide is known
to reach very large amplitudes but where the diurnal tide is
small. In contrast, the Ascension Island radar samples a re-
gion where the diurnal tide is known to reach large ampli-
tudes but the semi-diurnal tide is small. We use measure-
ments of winds, tidal amplitudes, tidal phases and their sea-
sonal variability as tests of the model’s ability to accurately
represent these tides.
The meteor radars are particularly well suited for this task,
because they can make continuous reliable measurements at
the heights of 80–100 km where the tidal modes reach large
amplitude but where other ground-based radar measurement
techniques, such as MF radar, may be subject to significant
biases (e.g. Wilhelm et al., 2017). In fact, a recent study by
Stober et al. (2021) examined the mean winds, diurnal and
semi-diurnal tidal amplitudes and phases, and their associ-
ated momentum fluxes obtained from meteor radar data at six
Southern Hemisphere locations (midlatitude to polar). They
found that the results agreed reasonably well with Becker and
Vadas (2018), thereby pointing to secondary GWs and verti-
cal coupling as a mechanism by which GWs transfer energy
and momentum to higher altitudes under wintertime condi-
tions.
This study is organized as follows. In Sect. 2 we describe
the development of the ExUM version used in this study and
the meteor radar observations used to provide the observa-
tional “ground truth”. In Sect. 3 we present the seasonal vari-
ability of background winds and diurnal and semi-diurnal
tides in the ExUM and in observations, highlighting areas
of agreement and disagreement. Finally, in Sects. 4 and 5 we
place our results in the context of other tidal studies and con-
sider how they can guide future development of the ExUM.
2 Model development and meteor radar observations
2.1 The Extended Unified Model
The Met Office’s Unified Model (UM) is a GCM modelling
the weather and climate of the atmosphere. It is split into two
main sections: the first contains the dynamical core, which
describes atmospheric dynamics by numerically solving the
Euler equations of motion governing atmospheric flow, and
the second is made up of physical parameterizations, which
attempt to describe parts of atmospheric physics not cap-
tured by the governing equations, such as solar radiation and
subgrid-scale GWs (see e.g. Walters et al., 2019, for an idea
on the formulation of the Unified Model).
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The current dynamical core (ENDGame; Wood et al.,
2014) solves the non-hydrostatic, fully compressible deep-
atmosphere equations of motion on a rotating sphere using
a semi-implicit semi-Lagrangian formulation. The primary
prognostic variables used are the three-dimensional wind
components, virtual dry potential temperature1, Exner func-
tion of pressure2 and dry density, whilst moisture prognos-
tics are advected as free tracers. The discretized equations
are solved using an iterative implicit method – more details
of which can also be found in Wood et al. (2014).
For the purposes of this case study, the horizontal reso-
lution is fixed at 1.25  N ⇥ 1.875  E – or the so-called N96
resolution.3
The vertical resolution is extended from the 85-level 85 km
configuration of the standard UM using the model implemen-
tation of Griffith et al. (2020). This gives the aforementioned
ExUM which builds on the standard model to extend the
working height of the UM into the lower thermosphere. The
work makes it possible for the Unified Model to run in a sta-
ble manner with an upper boundary at 100, 120 and 135 km,
with promising initial results.
Griffith et al. (2020) investigated the cause of an instability
in the previously unstable ExUM. Through a thorough and
systematic diagnostic evaluation of both the dynamical core
and physical parameterizations used in the model, the root
cause of the instability was identified – the radiation scheme.
The assumption of local thermodynamic equilibrium (LTE4)
used in the model is no longer valid on extension of the up-
per boundary of the model. To enable further testing with-
out the need to completely re-engineer the existing radiation
scheme – a significant undertaking – an interim solution of
relaxation or nudging of the temperature field to climatolog-
ical values was used. This scheme was engineered in Griffith
et al. (2020), and more details can be found therein. With
this addition, a stable ExUM implementation was success-
fully achieved with upper boundary heights of 100, 120 and
135 km. The 120 and 135 km implementations did, however,
require additional stability modifications such as an increase
in the value of the vertical damping coefficient. The primary
impact of the damping coefficient is to reduce the magnitude
1The potential temperature ✓ is the temperature that an unsatu-
rated parcel of dry air would have if brought adiabatically and re-
versibly from its initial state to a standard pressure, p0, typically
1000 hPa. The virtual dry potential temperature is then the theoreti-
cal potential temperature of dry air that would have the same density
as moist air.
2The Exner function 5 can be viewed as non-dimensionalized
pressure and has the useful relationship that the absolute tempera-
ture T = ✓5.
3The integer N represents the maximum number of zonal 2 grid-
point waves that can be represented – thus N96 can represent 96
such waves.
4The condition under which matter emits radiation based on its
intrinsic properties and its temperature, uninfluenced by the magni-
tude of any incident radiation.
of instantaneous vertical velocities approaching the upper
boundary which can lead to model instabilities. The damp-
ing coefficient is therefore chosen as the minimal value so
that the model can run in a stable manner (for more details
on the specifics of the vertical damping used and the imple-
mentations for the 120 and 135 km upper boundary please
see Griffith et al. (2020) – in particular, Sect. 2.2, Fig. 1 and
Sect. 5.2 therein). Also, the nudging temperature profile used
is globally uniform, and so the latitudinal variation in tem-
perature was difficult to attain – for example, the summer-
time polar mesopause minimum was present but not realis-
tically captured. However, in this initial research the focus
was to produce a stable extension of the UM rather than to
focus on precisely capturing realistic climatology. Thus, for
this stability analysis, a simple and approximate climatologi-
cal nudging temperature profile was used, which successfully
showed that the model could run in a stable manner into the
mesosphere and lower thermosphere (MLT).
Following this research, the radiation scheme was ex-
tended to include non-LTE effects and the model temperature
now contains the appropriate realistic forcing up to around
90 km. This work is detailed by Jackson et al. (2020). The
improvement to the summertime polar mesopause minimum
and consequent improvement in the wind fields can be seen
in Fig. 1.
Above around 90 km, the lack of appropriate high atmo-
sphere chemistry and consequent heating via exothermic re-
actions means that the temperature profile cannot be assumed
to be accurate. Given this lack of appropriate chemistry, the
relaxation or nudging scheme must still be used above 90 km
and is in place for our simulation. This pushes the model tem-
perature towards a globally uniform temperature field, which
can be seen for this region in Fig. 2.
In summary, this results in an ExUM which differs from
the standard General Atmosphere (GA) 7.0 configuration of
the UM (as described in Walters et al., 2019) in the following
ways:
1. The model chemistry scheme is entirely switched off –
the development of a chemistry scheme appropriate for
the MLT is currently a work in progress.
2. Atmospheric aerosols are switched off and ozone back-
ground files are switched on.
3. The model upper boundary is raised from the standard
85 km to a height of 100 km.
4. The forcing from the radiation scheme now includes
non-LTE effects, which means it is physically realistic
up to 90 km.
5. The temperature field above 90 km is nudged towards
the prescribed climatological temperature profile – this
accounts for the lack of the chemistry scheme.
With this, the model is now sufficiently mature to ask the
following question. Are the wind fields produced by the new
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Figure 1. Latitude–height zonal-mean monthly-mean climatologies in December comparing (a) ExUM temperature before with (b) ExUM
temperature after the non-LTE implementation. Also compared is (c) ExUM zonal (u) wind before with (d) ExUM zonal (u) wind after the
non-LTE implementation. The more accurate modelling of the summertime polar mesopause minimum is evident upon introduction of the
non-LTE radiation scheme with consequent effect on the modelled winds in the MLT.
Figure 2. Nudging temperature profile over the region of interest
sampled on model levels (80–100 km). Shading indicates the height
above which this nudging profile is used in the ExUM model run.
ExUM physically realistic in the mesosphere and lower ther-
mosphere? In this research, we answer this question by per-
forming an initial case study comparing ExUM wind fields
and tides to corresponding fields from meteor radar observa-
tions.
To begin this case study, we use the work of Griffith et al.
(2020) to educate the choice of vertical resolution. The pos-
sibilities for a 100 km model upper boundary are the 94-
level and 113-level configurations. These are based on the
assumption of having a maximum vertical level depth of 3
Figure 3. Vertical level sets for the 3 km maximal vertical spacing
(red) and the 1.5 km maximal vertical spacing (blue).
and 1.5 km, respectively. These depths are based on the atmo-
spheric scale height H = RT/g and give two and four ver-
tical model levels per scale height, respectively. These level
sets can be seen in Fig. 3.
The 94-level configuration requires no changes to the
model’s vertical damping coefficient (see Griffith et al., 2020,
for more details on the vertical damping coefficient), whereas
the 113-level configuration requires a 6-fold increase in the
vertical damping coefficient used – which can have the unde-
sirable effect of modifying the general circulation in an un-
realistic manner (e.g. Fomichev et al., 2002). As well as this,
over the two chosen radar locations, the vertical wavelength
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is typically around 20 km in the MLT (e.g. Davis et al. (2013)
Table 1 for Ascension Island and Dempsey et al. (2021) Ta-
ble 1 for Rothera). The resolution of the radar observations
is also 3 km in the vertical, and this is the resolution used
in the MLT in other models such as WACCM and eCMAM
(described previously).
Therefore, the 94-level configuration is chosen for this
study, which has a 3 km vertical resolution in the MLT. It
avoids the use of the larger value for the vertical damping co-
efficient, matches up well with the resolution of the meteor
radar observations as well as appropriately resolving wave
scales for both radar locations.
Given the above choice of resolution, a choice of start date
is required. This is guided by the availability of radar obser-
vations and this is discussed in Sect. 2.2 – with 2006 being
the year chosen.
The model runs are then all initialized using the same op-
erational analysis from 1 September 2005 at 00:00 UTC. This
allows the model to settle after the initialization – known
as the spin-up period of the model. Following this, clima-
tological data (rather than year-dependent data) are used to
force background fields such as atmospheric ozone. This
choice was made primarily due to the unavailability of year-
dependent forcing for the recently developed ExUM (such as
that used in more developed models like WACCM-X e.g. Liu
et al., 2018b). The primary focus of this work is to provide a
first-look at the atmospheric tides present in the model, and
we perform a first comparison of those tides with observa-
tions in order to justify that the core dynamics and physics of
the model is sound. Differences seen here can then be used
to educate future development.
The output attained from the model consists of hourly-
sampled time profiles for both zonal and meridional wind
fields for the whole of the model year considered – this high
cadence is used so that diurnal and semi-diurnal frequencies
can be accurately resolved. For simplicity, we only show re-
sults for a single simulation, but multiple simulations were
performed to verify these results leading to the same conclu-
sions. From these model fields, we compute monthly-mean
background wind fields and composite days for each month.
Each composite day gives an average for each hour of the
day over the course of the month at each height in the 80–
100 km range being considered. The atmospheric tidal am-
plitudes and phases are then calculated for each month by
fitting a sinusoidal function to this composite day using a
curve-fitting algorithm.
2.2 The meteor radars
We will compare the ExUM model’s winds and tides to those
measured by meteor radars. Meteor radars are well suited
for wind and tidal studies because they can make continu-
ous, reliable measurements of zonal and meridional winds at
the heights of 80–100 km where tidal amplitudes reach large
values (e.g. Dempsey et al., 2021). In this particular case,
we consider observations made by two commercially pro-
duced all-sky “SKiYMET” radars. One such radar is sited
at Rothera (68  S, 68  W) in the Antarctic, a latitude where
we expect the semi-diurnal tide to dominate. The other is
sited on Ascension Island (8  S, 14  W) in the equatorial At-
lantic, a latitude where we expect the diurnal tide to dom-
inate. The two radars both use the commercially produced
all-sky SKiYMET system making their measurements di-
rectly comparable. A description of the SKiYMET radar can
be found in Hocking et al. (2001). The availability of radar
observations for both sites is shown in Fig. 4.
From this, it can be seen that the radars were simultane-
ously operational with the fewest interruptions throughout
2006, and so we use data from that year in our analysis.
The time series of winds recorded by the radars were anal-
ysed to determine tidal amplitudes and phases for the diurnal
and semi-diurnal tides. The method employed is essentially a
standard least-squares fitting method common in tidal analy-
sis. The particular implementation used here is that described
by Dempsey et al. (2021). In this, for each month a composite
day of zonal and meridional hourly winds was constructed.
A least-squares fit of sinusoidal oscillations with periods of
24, 12, 8 and 6 h, corresponding to the tides, was then made
for each month and each component at each height. The re-
sult of this analysis is a monthly vector mean estimate of the
amplitude and phase of each tide at heights from 79–101 km
in both the zonal and meridional components (we will not
consider the 8 and 6 h tides further in this study). These ob-
served tides can then be compared to those predicted by the
ExUM for the two sites.
3 Results
In this section, we present the ExUM winds and tides for
the latitudes of Rothera and Ascension Island and compare
them to the observations made by the two radars. We begin
by presenting, in Fig. 5, examples of the ExUM zonal and
meridional hourly winds for April 2006. These wind fields
are typical of those produced in the MLT by the model and
are shown to illustrate the general features of the model re-
sults. The figure presents winds for the locations of both As-
cension Island and Rothera.
The figure reveals wind fields dominated by tidal modes
of large amplitude. As expected, at the Antarctic location
of Rothera the semi-diurnal tide dominates, whereas at the
equatorial location of Ascension Island the diurnal tide dom-
inates. The ExUM tidal amplitudes display some short-
term variability and on occasion reach values in excess of
150 ms 1. At the location of Ascension Island the ExUM
diurnal tidal amplitudes actually decrease slightly at heights
above about 90 km. For both locations and in both the zonal
and meridional components, there is a clear descent of the
phase fronts with increasing time, corresponding to upwardly
propagating tides. These tidal oscillations are superposed on
https://doi.org/10.5194/angeo-39-487-2021 Ann. Geophys., 39, 487–514, 2021
62
494 M. J. Griffith et al.: Winds and tides of the ExUM in the MLT validated with meteor radar observations
Figure 4. Availability of meteor radar observations for (a) Ascension Island (from Davis et al., 2013) and (b) Rothera. This motivates the
choice of 2006 as the year for comparison.
Figure 5. ExUM time–height wind contours from the 94-level model configuration in April 2006. At Ascension Island for the (a) zonal (u)
and (b) meridional (v) components. Similarly at Rothera for the (c) zonal (u) and (d) meridional (v) components.
background wind fields that themselves display variation in
height and time. Before we consider the variability of the
tides in more detail, we will thus consider the ExUM’s zonal
and meridional background winds at the two locations, ex-
amine how they vary throughout the year and compare them
to the radar observations. All months will be referred to by
their three-letter abbreviation in lists for brevity.
3.1 Mean winds
The monthly-mean zonal and meridional winds for Ascen-
sion Island are presented in Fig. 6 and those for Rothera
in Fig. 7. In each case we also present the corresponding
monthly-mean winds observed by the respective radar. The
zero-wind line in the figures is indicated by a dashed black
line.
Firstly, we consider the equatorial site of Ascension Is-
land. The ExUM monthly-mean zonal winds clearly exhibit
the well-known mesospheric semi-annual oscillation, with
wind maxima in January and June and minima in April and
October. The amplitude of this semi-annual behaviour re-
duces at the upper heights in the figure and is largely ab-
sent at heights above about 95 km. The corresponding zonal
winds observed by the radar also display a semi-annual cy-
cle, but the height and time regions of westward winds (neg-
ative zonal wind) are rather more extensive than those of the
ExUM, with an interval of westward winds being observed to
last from January–May which is not well reproduced by the
model. Further, the maximum monthly-mean observed wind
speeds are about double those in the ExUM, with observed
wind speeds reaching about 40 ms 1 at heights near 90 km
in June and  40 m s 1 at heights near 80 km in January. Nev-
ertheless, the ExUM reproduces the general semi-annual pat-
tern of zonal winds.
The corresponding monthly-mean meridional winds in the
ExUM at heights below about 95 km display a seasonal pat-
tern with northward winds present from about November–
May and southward winds at other times. At heights above
about 95 km, the meridional winds are southward through-
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Figure 6. Time–height monthly-mean wind contours at Ascension Island in 2006 comparing (a) ExUM zonal wind with (b) observed zonal
wind and (c) ExUM meridional wind with (d) observed meridional wind. The dashed black line represents the zero-wind line. Colour bars
are kept consistent left to right for comparison.
Figure 7. Time–height monthly-mean wind contours at Rothera in 2006 comparing (a) ExUM zonal wind with (b) observed zonal wind and
(c) ExUM meridional wind with (d) observed meridional wind. The dashed black line represents the zero-wind line. Colour bars are kept
consistent left to right for comparison.
out most of the year. The absolute wind speeds are generally
much less than the zonal wind speeds and are mostly less
than about 5 ms 1, although the strongest meridional winds
occur at the upper heights in May/June when the southward
winds reach about 15 ms 1. The observed meridional winds
over Ascension Island display a generally similar seasonal
variation to that of the ExUM. However, the observed wind
speeds are slightly larger throughout most of the year, and
the region of strongest southward flow in June/July extends
to lower heights than in the ExUM.
In summary, comparing the ExUM and observed winds
for Ascension Island, we see that some essential features are
well captured and that the semi-annual variation is repro-
duced. However, there remain some notable differences in
detail. This is particularly notable in February/March when
the observed strong westward winds are not well reproduced.
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Secondly, we consider the monthly-mean wind fields at the
location of Rothera. Here, the ExUM zonal wind is predom-
inantly eastward from November–May (i.e. through summer
and into autumn) and reverses to be westward from July–
October. The austral summer months exhibit a strong wind
shear with velocities increasing from about  20 ms 1 at
heights of 80 km to more than 75 ms 1 at heights of 100 km.
The radar observations from Rothera reveal rather smaller
absolute wind speeds in austral summer with values ranging
from about  25 ms 1 at heights of 80 km to about 25 ms 1
at heights of 100 km – significantly less than predicted by the
ExUM. The observed winds in winter are noticeably different
from those of the ExUM. In particular, the observed winds
are eastwards at all heights from March–October and reach
speeds of more than 20 m s 1, whereas the ExUM yields
westward winds at heights above about 85 km with speeds
reaching  20 ms 1 for most of these months. This is prob-
ably the most notable difference between the winds of the
ExUM and those observed by the radars.
The ExUM meridional winds at the location of Rothera
exhibit a seasonally reversing pattern with southward flow at
all heights in March–June and regions of northward flow in
the other months. In the austral summer months of Novem-
ber/December, there are southward winds at heights above
about 90 km and northward winds below that height. The
radar observations of meridional winds over Rothera reveal a
broadly similar pattern of winds to those of the ExUM from
January–August, although with rather stronger northward
winds in January/February. However, in August–December
the observed winds are rather different from those of the
ExUM. In particular, the observed winds are almost entirely
northward at all heights and actually reach the largest values
measured in December, whereas the ExUM winds are ac-
tually southwards in November/December at heights above
about 90 km.
In summary, comparing the ExUM and observed winds for
Rothera, we see that some aspects of the seasonal variation
of the observed winds are reproduced well in the ExUM, par-
ticularly below 85 km. However, there is a notable difference
in that the observed zonal winds are eastwards in austral win-
ter at all heights, whereas in the ExUM they are westwards
except at the lowest heights. As well as this, the magnitude
of the ExUM winds above 90 km in austral summer is also
significantly larger than that observed. We will consider pos-
sible explanations for these differences in Sect. 4.
3.2 Diurnal tides
We now proceed to a more detailed comparison of the diurnal
and semi-diurnal tidal amplitudes and phases in the ExUM at
the two locations to those observed by the radars. As with the
winds, we will consider monthly-mean properties, because
they provide a test of the model’s ability to reproduce the
seasonal variation of the atmosphere.
Monthly-mean tidal amplitudes and phases at heights of
80–100 km were calculated as described in Sect. 2 for both
the ExUM results and the radar observations.
3.2.1 Amplitudes
For the location of Ascension Island, the zonal and merid-
ional amplitude components are presented in Fig. 8.
In each panel of the figures, the amplitudes predicted by
the ExUM are plotted alongside the meteor radar observa-
tions. The shaded regions denote the standard deviation from
the curve-fitting algorithm, and the black bars indicate the
standard deviation from the mean of the measured ampli-
tudes across the month.
Considering the monthly-mean ExUM results, we see that
the ExUM tidal amplitudes in most months increase from
values of about 10–20 ms 1 at heights near 80 km to about
20–40 ms 1 at heights of 100 km. However, in January and
March the amplitudes do not increase across this height
range. The zonal and meridional amplitudes are generally
similar but not exactly the same. For instance, in May and
November the meridional amplitudes are notably larger than
the zonal amplitudes. In fact, the largest amplitudes in the
ExUM occur in May when the meridional component ampli-
tude at a height of 100 km exceeds 50 ms 1.
The corresponding observed tides display a generally sim-
ilar behaviour, with amplitudes at the lower heights typically
being in the range 10–20 ms 1 and increasing to larger val-
ues at the upper heights, except in January and December
when the amplitudes remain approximately constant with
height.
In terms of agreement between ExUM and observed am-
plitudes, the agreement tends to be better for the zonal com-
ponents than for the meridional components, and in general
the agreement is best at lower altitudes. For the zonal com-
ponents, excellent agreement is observed in the majority of
months. May is the biggest exception, which differs from the
observed amplitude by 20–30 ms 1 in the worst case. Oth-
erwise, deviations from observed amplitudes are around 10–
20 ms 1 at most. Looking more closely at their relative mag-
nitudes, the ExUM zonal amplitudes are often greater than or
equal to the observed amplitudes up to 90 km and then less
than or equal to the observed amplitudes above 90 km. For
the meridional components, excellent agreement is observed
in January, July, August and October. The months of Septem-
ber, November and December are reasonable with deviations
of around 10–20 ms 1. However, the ExUM amplitudes dif-
fer notably (by around 30 ms 1) in the other 5 months. Look-
ing more closely at their relative magnitudes, the ampli-
tudes are similar between the two for January, April, July–
September and October; the ExUM amplitudes are smaller
in February and March and are larger in May, June, Novem-
ber and December.
Next, we will consider the equivalent monthly-mean diur-
nal tidal amplitudes at Rothera, which are shown in Fig. 9.
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Figure 8. Amplitudes for each month as a function of height for the (a) zonal (u) and (b) meridional (v) components of the diurnal tide at
Ascension Island. The shaded regions denote the standard deviation from the curve-fitting algorithm, and the black bars indicate the standard
deviation from the mean of the measured amplitudes across the month. Both the amplitudes from the model (blue) and meteor radar (orange)
are plotted.
Once more, we first consider the ExUM amplitudes. The
zonal and meridional components are of similar, small, mag-
nitude for all months. For the majority of months, the ampli-
tudes remain roughly constant with increasing height; how-
ever, some growth of amplitude with increasing height is ob-
served for November–February. Maximal amplitudes of ca.
20 ms 1 are seen in January for both the zonal and merid-
ional components.
Secondly, we consider the observed amplitudes. These
also have zonal and meridional components which are of
similar, small, magnitude for all months. The amplitude re-
mains roughly constant with increasing height in all cases.
Maximal amplitudes of ca. 15 and ca. 20 ms 1 are observed
for the November zonal component and the December merid-
ional component, respectively.
In terms of agreement between ExUM and observed am-
plitudes, the agreement is excellent across all months for both
zonal and meridional components. The magnitudes are simi-
lar for both components for all months.
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Figure 9. Amplitudes for each month as a function of height for the (a) zonal (u) and (b) meridional (v) components of the diurnal tide
at Rothera. The shaded regions denote the standard deviation from the curve-fitting algorithm, and the black bars indicate the standard
deviation from the mean of the measured amplitudes across the month. Both the amplitudes from the model (blue) and meteor radar (orange)
are plotted.
3.2.2 Phases
The tidal phases are defined as the local time at which the
tidal wind first reaches a maximum value for a particular
component. Phases were calculated for zonal and meridional
components for both the ExUM and observed winds at both
Ascension Island and Rothera. As with the amplitudes, we
present figures on which we plot both the ExUM tidal phases
and the observed tidal phases.
The monthly diurnal tidal phases are presented for both the
zonal and meridional wind components at Ascension Island
in Fig. 10.
Firstly, we consider the ExUM phases. The ExUM merid-
ional phases are consistent in leading their zonal counter-
parts, by around 4–8 h. A smooth decrease in phase with in-
creasing height is observed for the majority of months in-
dicative of upwardly propagating tides. In the zonal com-
ponent, a lesser decrease with increasing height (namely, a
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Figure 10. Phases for each month as a function of height for the (a) zonal (u) and (b) meridional (v) components of the diurnal tide at
Ascension Island. Both the phases from the model (blue) and meteor radar (orange) are plotted.
steeper phase gradient) is seen at high altitudes in August–
November.
Secondly, we consider the observed phases. As with the
modelled phases, the observed meridional phases consis-
tently lead the observed zonal phases by around 2–8 h, with
June being the only exception where the observed meridional
component is anomalous. This is to be expected given the
lack of observations in June (see Fig. 4). June is also the
only exception to a smooth decrease in phase with increasing
height in the meridional component. In the zonal component,
a decrease in phase with increasing height is observed in the
majority of months, with the exceptions being at lower alti-
tudes.
In terms of agreement between ExUM and observed
phases, qualitative agreement in the characteristics of the
phases is in general excellent across both components in all
months. In terms of a quantitative comparison, for the zonal
component, in several cases the ExUM phase is in excel-
lent agreement, such as in January, May, June and Novem-
ber. However, in other months the observed phase leads the
ExUM phase by 4–8 h, and the observed phases often have a
steeper slope with height indicative of longer vertical wave-
lengths. For the meridional component, the observed phase
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leads the ExUM phase by 4–10 h in all months, but the phase
slope is similar between ExUM and observed phases for all
months.
Next, the monthly diurnal tidal phases are presented for
both the zonal and meridional wind components at Rothera
in Fig. 11. It should be noted that the amplitudes for many
months are small, and so caution must be taken in draw-
ing conclusions from the corresponding phases. Neverthe-
less, we can look for qualitative features.
Again, we firstly consider the ExUM phases. The ExUM
meridional phases are once more consistent in leading their
zonal counterparts. In both components the phases remain
roughly constant with increasing height for the majority of
the year.
Secondly, we consider the observed phases. As with the
modelled phases, the observed meridional phases consis-
tently lead the observed zonal phases, with July being the
only exception. In the zonal component, a general trend of
decrease in phase with increasing height is seen in the ma-
jority of months, with the exceptions being at higher alti-
tudes. In the meridional component, for most months the
phase is roughly constant with increasing height, with a weak
decrease in phase with increasing height observed in some
months. July is again the exception where an increase in
phase with increasing height is observed for lower altitudes.
In terms of agreement between ExUM and observed
phases, the agreement is better for the meridional component,
which is on the whole very good. For the zonal component,
in several cases the ExUM phase is in excellent agreement,
such as in February, March and October–December. How-
ever, in other months the ExUM phase leads the observed
phase by 4–10 h, and the observed phases in general have a
decreasing slope with increasing height, which is not appar-
ent in the ExUM phases which on the whole have constant
phase slope. For the meridional component, the agreement
is in general excellent across the majority of months, with
the roughly constant phase slope mirrored. The agreement is
worse for May–July where the ExUM phase leads the ob-
served phase by up to 10 h.
To summarize, this first comparison is indicative of the
ExUM’s strong ability to capture the diurnal tidal phases and
amplitudes, with order of magnitude and qualitative agree-
ment across many of the diagnostics considered, with no
specific tuning necessary. Core qualitative features are re-
produced – large amplitudes at Ascension Island compared
with small amplitudes at Rothera, a general increase in am-
plitude with height, a general decrease in phase with height;
the meridional tide component exceeding the zonal compo-
nent, and the meridional phases leading their zonal counter-
parts.
The differences observed in amplitude do not follow a
clear trend, but often the accuracy of the amplitudes in com-
parison with observed values is in general better at lower al-
titudes, and more differences were seen towards the upper
heights of the model. The modelled phases systematically
lead the observed phases by around 4–10 h. Where differ-
ences in phase gradient are evident, at Ascension Island, the
observed phase gradients are often steeper than that seen in
the ExUM and at Rothera; the ExUM phase gradients are
generally vertical, which is not always the case in observa-
tions.
3.3 Semi-diurnal tides
We now proceed to a detailed comparison of tidal amplitudes
and phases for the semi-diurnal tide, from both the ExUM
and meteor radar observations at both locations.
Monthly-mean tidal amplitudes and phases at heights of
80–100 km were calculated as described in Sect. 2 for both
the ExUM results and the radar observations.
3.3.1 Amplitudes
In each panel of the figures, the amplitudes predicted by the
ExUM are plotted alongside the meteor radar observations.
The shaded regions denote the standard deviation from the
curve-fitting algorithm, and the black bars indicate the stan-
dard deviation from the mean of the measured amplitudes
across the month.
The monthly semi-diurnal tidal amplitudes are presented
for the zonal and meridional wind components at Ascension
Island in Fig. 12.
Firstly, we consider the ExUM amplitudes. The ExUM
meridional amplitudes are, for the majority of months,
greater than or equal to the corresponding zonal amplitudes,
particularly above 90 km. October does not fit this trend: the
zonal component is larger than the meridional component
and again more so above 90 km. Growth of amplitude with
increasing height is observed for the majority of months in
the ExUM meridional amplitudes, and the amplitudes remain
roughly constant with increasing height for the ExUM zonal
amplitudes. The months which do not follow this pattern are
September–December, where the opposite is true; namely,
the zonal amplitudes grow with increasing height, whereas
the meridional amplitudes remain roughly constant with in-
creasing height. The largest amplitudes of ca. 59 ms 1 are
observed when looking more closely at the meridional com-
ponents in June.
Secondly, we consider the observed amplitudes. We note
that these amplitudes have meridional components which are
greater than or equal to their zonal counterparts. In particu-
lar, October–December have similar amplitudes in both com-
ponents. The observed zonal amplitudes on the whole re-
main constant with increasing height, with a slight increase
evident in January, June and August. The meridional am-
plitudes remain roughly constant with increasing height for
May and October–February and grow with increasing height
for March, April and June–August. The largest amplitudes of
ca. 42 ms 1 are observed when looking more closely at the
meridional components in June.
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Figure 11. Phases for each month as a function of height for the (a) zonal (u) and (b) meridional (v) components of the diurnal tide at
Rothera. Both the phases from the model (blue) and meteor radar (orange) are plotted.
In terms of agreement between ExUM and observed am-
plitudes, the agreement is excellent and is marginally bet-
ter for the zonal components in comparison with the merid-
ional components and in general is best at lower altitudes.
For the zonal components, excellent agreement is observed
in the majority of months. October is the biggest exception,
which differs from the observed amplitude by 20–30 ms 1
at 100 km. Otherwise, deviations from observed amplitudes
are around 5–15 m s 1. Looking more closely at their rel-
ative magnitudes, the ExUM zonal amplitudes are similar
to observed amplitudes in the majority of cases but tend to
be larger where the amplitudes do differ. For the meridional
components, excellent agreement is observed once more in
the majority of months. January and August are the main
exceptions, with deviations of around 20 ms 1 at higher
altitudes, but still show excellent agreement below 90 km.
Otherwise the difference is minimal at 5–10 ms 1. Looking
more closely at their relative magnitudes, the amplitudes are
once more similar between the two, with the ExUM ampli-
tudes again larger where they differ.
Next, the monthly semi-diurnal tidal amplitudes are pre-
sented for the zonal and meridional wind components at
Rothera in Fig. 13.
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Figure 12. Amplitudes for each month as a function of height for the (a) zonal (u) and (b) meridional (v) components of the semi-diurnal
tide at Ascension Island. The shaded regions denote the standard deviation from the curve-fitting algorithm, and the black bars indicate the
standard deviation from the mean of the measured amplitudes across the month. Both the amplitudes from the model (blue) and meteor radar
(orange) are plotted.
Once more, we first consider the ExUM amplitudes. The
ExUM amplitudes are of very similar magnitude across both
components – therefore, we will summarize them both si-
multaneously. The growth of amplitude with height is evident
across nearly all months, with March being the only excep-
tion. We observe the largest amplitudes of ca. 40 ms 1 in
December/January.
Secondly, we consider the observed amplitudes. The ob-
served amplitudes are also of very similar magnitude across
both components. The amplitudes exhibit growth with in-
creasing height in March–May and less clearly so in August–
October. For the remaining 6 months, the amplitude remains
roughly constant with increasing height. The largest ampli-
tudes of ca. 35 m s 1 are apparent in April.
In terms of agreement between ExUM and observed am-
plitudes, the agreement is mirrored for both the zonal and
meridional components. Excellent agreement is observed in
the majority of months with the best agreement in general
at lower altitudes. December–March show the largest de-
viations of around 10–20 ms 1 at higher altitudes. Other-
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Figure 13. Amplitudes for each month as a function of height for the (a) zonal (u) and (b) meridional (v) components of the semi-diurnal
tide at Rothera. The shaded regions denote the standard deviation from the curve-fitting algorithm, and the black bars indicate the standard
deviation from the mean of the measured amplitudes across the month. Both the amplitudes from the model (blue) and meteor radar (orange)
are plotted.
wise, the agreement is excellent with deviations of around 5–
10 ms 1. Looking more closely at their relative magnitudes,
in general the amplitudes are similar. In the few cases they
do differ, no obvious trend is apparent – for some months the
ExUM amplitudes are larger, and for others they are smaller.
3.3.2 Phases
Along with the amplitudes, the monthly semi-diurnal tidal
phases (namely, the hours of peak amplitude) were also cal-
culated for zonal and meridional components for both the
ExUM and observed winds at both Ascension Island and
Rothera. Once more the phases predicted by the ExUM are
plotted alongside those predicted by the meteor radar obser-
vations.
The monthly semi-diurnal tidal phases are presented for
both the zonal and meridional wind components at Ascen-
sion Island in Fig. 14. It should be noted that the amplitudes
for many months are small, and so caution must be taken in
drawing conclusions from the corresponding phases. Never-
theless, we can as before look for qualitative features.
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Figure 14. Phases for each month as a function of height for the (a) zonal (u) and (b) meridional (v) components of the semi-diurnal tide at
Ascension Island. Both the phases from the model (blue) and meteor radar (orange) are plotted.
Firstly, we consider the ExUM phases. The ExUM merid-
ional phases in general lead their zonal counterparts. A de-
crease in phase with increasing height is observed for the
majority of months indicative of upwardly propagating tides;
however, it is worth noting that the corresponding phase gra-
dient is much shallower than that seen for the phases of the
diurnal tide, and thus indicative of a shorter vertical wave-
length. In the zonal component in March, November and De-
cember, the phase becomes roughly constant with increasing
height at high altitudes, and May shows an increase in phase
with increasing height also above 90 km.
Secondly, we consider the observed phases. Contrary to
the modelled phases, it is not at all obvious that there is a
trend between the observed zonal and meridional phases. In
general, the trend of decrease in phase with increasing height
is apparent in the majority of months for both components.
However, other trends are observed. In the zonal compo-
nent, the months of March, May, June and October all have
heights for which the phase remains roughly constant with
increasing height. January, May, September and November
exhibit an increase in phase with increasing height at var-
ious heights. In the meridional component, there are fewer
exceptions to the general trend of a decrease in phase with
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increasing height. May/June have periods of constant phase
with increasing height at around 95 km, and September ex-
hibits an increase in phase with increasing height also around
95 km.
In terms of agreement between ExUM and observed
phases, the agreement is in general better for the merid-
ional component which is excellent for many months, such
as January–April, October and November, but has larger dif-
ferences in July–August. It is interesting to note that the
model matches some of the less expected behaviour such
as the increase in phase with increasing height above 90 km
in September; however, the observed amplitudes are fairly
small here. For the zonal component, the agreement tends to
be good at best, in months such as January, September and
October. Again it is interesting that some more complex fea-
tures are well captured in September. The roughly constant
phase with increasing height is also captured in March but is
out of phase by around 2–3 h. This characteristic is repeated
in many other months, such as July–August; namely, the cor-
rect qualitative behaviour is seen, but they are out of phase
by 2–6 h. However, in other months the ExUM phases do not
match those observed, in particular in November and Decem-
ber. In general though, the agreement is good and the trend
of a more shallow decrease in phase with increasing height
is mirrored between the ExUM and observed phases.
Next, the monthly semi-diurnal tidal phases are presented
for the zonal and meridional wind components at Rothera in
Fig. 15.
Again, we firstly consider the ExUM phases. The ExUM
meridional phases are once more consistent in leading their
zonal counterparts, by around 2–6 h. Apart from this phase
shift, the zonal and meridional components are practically
identical across all months. The phases exhibit a general
trend of decrease with increasing height. This decrease is
steeper in some months than others; for example, com-
pare February/March (where it is shallow) with Septem-
ber/November (where it is steeper). This is indicative of vary-
ing vertical wavelength throughout the year but of consis-
tently upwardly propagating tides.
Secondly, we consider the observed phases. As with the
modelled phases, the observed meridional phases consis-
tently lead the observed zonal phases by around 3–6 h. They
also share the property that, apart from this phase shift, the
zonal and meridional components are very similar across the
majority of months. A general trend of decrease in the ob-
served phase with increasing height is seen. The observed
phases also exhibit a variety of phase gradients, with shal-
lower gradients in March and October, and steeper gradients
in June–September, for example.
In terms of agreement between ExUM and observed
phases, the agreement on the whole is very good and is
marginally better for the zonal component. The amount that
the meridional component leads the zonal component is on
the whole consistent across both phases. For the zonal com-
ponent, in several cases the ExUM phase is in excellent
agreement, such as in January, March, June, August and
September, with a reasonably consistent phase gradient be-
tween the two. For several months, the main difference is
that the observed phases have a steeper slope with increas-
ing height (such as in May–July), indicative of longer verti-
cal wavelengths. For the meridional component, it is a sim-
ilar story in comparison with the zonal component; January,
March, June, August and September show excellent agree-
ment on the whole, and a steeper phase slope is seen in the
observed phases in May–July. The agreement is, however,
slightly worse between 80 and 90 km in March and Septem-
ber. In both components, February and November are less
similar and show several qualitative differences. In general
though, agreement is good with little phase shift between
ExUM and observed phases with general trends such as the
decrease in phase with increasing height well captured.
To summarize, the ExUM results capture some of the char-
acteristic features of the observed diurnal and semi-diurnal
tidal amplitudes and phases across many of the diagnostics
considered, with no specific tuning beforehand. Key qualita-
tive features are reproduced, including large diurnal ampli-
tudes at Ascension Island (particularly in the zonal compo-
nent) and large semi-diurnal amplitudes at Rothera, a general
increase in amplitude with height, a general decrease in phase
with height (indicating upward propagation), a similar mag-
nitude for zonal and meridional components, and meridional
phases that lead their zonal counterparts.
In the particular case of the semi-diurnal amplitudes, no-
table differences between the ExUM and the radar observa-
tions are often more pronounced at the greater heights.
Finally, the ExUM semi-diurnal phases systematically
lead the observed phases by around 2–6 h at Ascension Is-
land. Where differences in phase gradient are evident, the
observed phase gradients are often slightly steeper than those
seen in the ExUM at both locations, indicating that tidal ver-
tical wavelengths in the ExUM are slightly shorter than ob-
served.
4 Discussion
The results presented above reveal that there are many as-
pects of the background winds and the diurnal and semi-
diurnal tides in the ExUM that agree well with observations
made in the MLT by the meteor radars at the two sites. How-
ever, there are also a number of notable differences or biases.
Here we will discuss the possible origins of these biases and
consider how the ExUM might be developed in future to re-
duce them. Note that the focus of our discussion will be on
the ExUM’s representation of background winds and tides
and how they compare to the observations. More complete
investigations of the observed winds and tides themselves
over these locations and discussions of how they compare
to other observational studies can be found in Davis et al.
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Figure 15. Phases for each month as a function of height for the (a) zonal (u) and (b) meridional (v) components of the semi-diurnal tide at
Rothera. Both the phases from the model (blue) and meteor radar (orange) are plotted.
(2013) for Ascension Island and Sandford et al. (2010) and
Dempsey et al. (2021) for Rothera.
4.1 Monthly-mean winds
The most striking difference between the ExUM’s monthly-
mean zonal and meridional winds in the MLT and those ob-
served by the radars occurs in two regimes: (i) the Antarctic
during austral summer, when the ExUM zonal winds at the
upper heights are much stronger than observed over Rothera,
and (ii) the Antarctic during austral winter, when the obser-
vations reveal eastward winds at all heights from March to
October, but the ExUM predicts westward winds commenc-
ing in April; that is, the observed winds are actually in the
opposite direction to those predicted by the ExUM.
The first of these differences most likely arises from the
gravity wave parameterizations used in the ExUM, which are
not yet tuned for the high-latitude MLT and so may give rise
to unrealistically high mean-flow accelerations. However, the
second difference is particularly striking, because the exis-
tence of any eastward winds in the polar winter MLT is un-
expected since the strong eastward winds of the underlying
winter stratosphere will have removed (by critical-level fil-
tering) all ascending GWs with eastwards phase velocities
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and momentum flux – leaving no such waves to dissipate in
the MLT where they could force eastward winds.
Recently, an explanation for the existence of such east-
ward winds in the polar winter MLT has been proposed in
the modelling study of Becker and Vadas (2018). These au-
thors suggest that non-primary GWs are generated in situ
over the Southern Andes in winter, either by non-linear in-
stabilities or by the local body forces from the temporally
and spatially localized wave drag resulting from the break-
ing of large-amplitude mountain (orographic) GWs. These
non-primary GWs may include waves which have significant
eastward momentum fluxes and which are excited at heights
above levels where they would otherwise be removed by the
critical-level filtering of eastward winds. When such east-
ward waves reach the MLT and themselves dissipate, their
eastward momentum may then force eastward mean winds.
However, Becker and Vadas (2018) did not have available
zonal wind measurements from the austral winter MLT and
so could not investigate further. In this context we also note
that the MLT winds over Rothera for 2005–2009 reported by
Sandford et al. (2010) also included eastward winds in win-
ter. Further, the recent study by Stober et al. (2021) which
considered the observations from six high southern-latitude
radars for the year 2019 also reported wintertime eastward
winds over all stations. The results we have presented here
suggest that their predicted eastward winds do indeed oc-
cur, and so our observations are not in disagreement with
the work of Becker and Vadas (2018) and suggest that non-
primary gravity waves may play a key role in the circulation
of the Antarctic MLT (cf. Becker and Vadas, 2020).
The ExUM, in common with nearly all GCMs, does not
include gravity wave sources above the troposphere and so
cannot produce an eastward forcing of the polar winter MLT
since any eastward propagating waves in the model will
be filtered out by critical levels before reaching the MLT.
Therefore, the ExUM cannot produce the observed eastward
winds. This limitation may well explain the lack of eastward
polar winter winds also found in other GCMs which launch
gravity waves from the surface only, including WACCM-X,
eCMAM, MUAM and other high atmosphere models.
This bias in the ExUM indicates that further work is re-
quired on the GW forcing and parameterization for the MLT,
with particular reference to in situ GW and non-primary
GW generation (e.g. Becker and Vadas, 2018, 2020). In this
context, it is worth noting that the non-orographic ultra-
simple spectral parameterization (USSP) (Warner and McIn-
tyre, 2001) used in the ExUM was designed, and primarily
tuned, to obtain more realistic stratospheric features such as
the quasi-biennial oscillation (QBO) rather than to give ap-
propriate forcing in the MLT (Scaife et al., 2002).
The USSP scheme treats non-orographic gravity waves
with non-zero phase speeds which are unable to be resolved
by the model. This is important as the model has too coarse
a resolution to represent large portions of the gravity wave
spectrum. The approach used is that of Warner and McIn-
tyre (2001) with further modifications (Scaife et al., 2002)
to launch an unsaturated spectrum from a level close to the
surface and to impose a homogeneous (location invariant) to-
tal vertical flux of horizontal wave pseudo-momentum. The
spectrum uses a characteristic vertical wavelength peak of
4.3 km and parameterizes vertical wavelengths up to a max-
imum of 20 km. The amplitude of the spectrum is chosen to
give momentum deposition and, hence, a QBO in the model
that is realistic. For comparison with other parameterizations,
a typical value of the total launch flux in all four directions is
6.6 ⇥ 10 3 kgm 1s 1.
The scheme also includes the frictional heating due to
gravity wave dissipation and consequent loss of kinetic en-
ergy (see Sect. 3.5 of Walters et al., 2019, for more de-
tails), but it does not include ionospheric heating effects such
as ion drag. The inclusion of GW heating is important as
previous studies, for example, by Medvedev and Klaassen
(2003), Yiğit and Medvedev (2009) and Hickey et al. (2011)
have shown that GWs produce localized, and occasionally
very strong, heating and cooling, which certainly plays an
important role in the MLT. However, the scheme does not
have a latitudinally varying GW spectrum. Yiğit et al. (2021)
showed that implementing this type of scheme can have a
significant impact on middle atmosphere circulation, which
can therefore have an important effect on the diurnal tides.
Therefore, this addition will be a priority in future develop-
ment of the USSP for the MLT.
To further investigate and demonstrate the role of GWs in
forcing the winds of the MLT in the ExUM, we examined the
time series of monthly-mean zonal and meridional gravity
wave tendencies from the spectral scheme over the course of
2006. This is presented in Fig. 16.
It is evident from the tendencies in the figure that, as ex-
pected, the spectral GW scheme is the dominant driver of the
MLT winds. This highlights the need for improvements and
modifications in the scheme in the MLT if it is to produce
the observed winds. We tested the impact of the USSP on the
ExUM MLT winds by simply turning off the USSP scheme.
With the USSP off, we attain the monthly-mean background
winds at Rothera as shown in Fig. 17.
It can be seen from the figure that the ExUM winds
with the USSP turned off now more closely resemble
those observed over Rothera in austral summer (January–
February and November–December). However, the austral
winter worsens in comparison which illustrates that a spec-
tral gravity wave scheme is certainly necessary for the MLT
with this horizontal resolution. This highlights the limitations
of the GWs parameterized by the USSP and suggests that im-
provements to the parameterization scheme are necessary to
cope with GWs in the MLT – with particular focus on in situ
gravity wave generation and non-primary (e.g. secondary)
GWs which have been shown to also give the observed east-
ward winds (Becker and Vadas, 2018).
We also place these results in the context of the recent
publication of Miyoshi and Yiğit (2019). They used the
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Figure 16. ExUM time–height gravity wave tendency contours in 2006. At Ascension Island for the (a) zonal (u) and (b) meridional (v)
components. Similarly at Rothera for the (c) zonal (u) and (d) meridional (v) components.
Figure 17. Time–height monthly-mean wind contours at Rothera in 2006 comparing (a) ExUM zonal wind without the USSP with (b) ob-
served zonal wind and (c) ExUM meridional wind without the USSP with (d) observed meridional wind. The dashed black line represents
the zero-wind line. Colour bars are kept consistent left to right for comparison.
Kyushu GCM and incorporated the non-linear spectral GW
scheme of Yiğit et al. (2008). They showed that the non-
orographic subgrid-scale GWs attenuate the migrating semi-
diurnal solar-tide (SW2) amplitude for solstice conditions in
the lower thermosphere and modify the latitudinal structure
of the SW2 above a 150 km height. On inspection of the am-
plitudes of the semi-diurnal tide produced by the model with
the USSP off at the two locations considered (not shown),
it is also clear that the USSP acts to attenuate the semi-
diurnal tidal amplitudes under solstice conditions, typically
by around 20 m s 1 at a height of 100 km (primarily in June–
September).
4.2 Diurnal and semi-diurnal tides
The results presented above for the tides show that the ExUM
captures many of the main features of both diurnal and semi-
diurnal tides at Ascension Island and Rothera. However, the
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semi-diurnal tide at Ascension Island and the diurnal tide at
Rothera reach only small amplitudes in both the ExUM and
the observations, and so the model biases may not be mean-
ingful. We will therefore restrict our discussion to the larger-
amplitude tides that dominate the motion field at each loca-
tion – that is, the diurnal tide at Ascension Island and the
semi-diurnal tide at Rothera.
In the case of the diurnal tide over Ascension Island, the
ExUM tidal amplitudes are in most months in good agree-
ment with the observations and increase with height in a
manner similar to that observed. However, there are differ-
ences in amplitude of greater than 20 ms 1 at some heights
in some months in one or both components. This is particu-
larly apparent in February, May and June in the meridional
component.
In the case of the semi-diurnal tide over Rothera, the
ExUM amplitudes are again generally in reasonable agree-
ment with those observed, but there are some months where
the ExUM amplitudes are rather larger than observed (Jan-
uary and December at the upper heights) or smaller than ob-
served (September and October at the lower heights).
At Ascension Island, the diurnal tidal phases have gradi-
ents (vertical wavelengths) that are in excellent agreement
with the observations, although the absolute values of phase
in the ExUM in most months lead the observed phases by
about 3–4 h. This systematic difference may, in part, reflect
the accumulated phase difference over several cycles of the
(short vertical wavelength) tide as it propagates from its
sources at lower heights if there is a mismatch between the
model vertical wavelength and that of the tide in the real at-
mosphere.
In the case of the semi-diurnal tide at Rothera, the phases
are less well defined than is the case at Ascension Island. In-
deed, in some months the vertical profile of tidal phase has a
complicated structure without a uniform gradient across the
height range considered. This is evident in both the ExUM
results and the observations and is notable in, for example,
the zonal phases in February and July. This behaviour may
result from a superposition of different tidal modes across
the height range considered. However, there are also months
where the ExUM and observed tidal phases are in good
agreement (for example, the meridional phases in February
or October).
Considering both of the large-amplitude tides, we see that
there are times and heights of good agreement and times and
heights where the agreement is less good. These biases may
be a consequence of the simplified globally uniform tempera-
ture nudging profile and the monthly fixed ozone background
files used in this preliminary version of the ExUM. A move
to a scheme with more realistic variation of temperature with
latitude and season may therefore further improve tidal am-
plitudes in the ExUM. More fundamentally, however, this
globally uniform nudging scheme needs to be replaced with
molecular viscosity and diffusion (e.g. Griffin and Thuburn,
2018) as well as an improved chemistry scheme which will
add the appropriate heating from exothermic reactions that is
important throughout the thermosphere.
Yiğit and Medvedev (2017) and Miyoshi and Yiğit (2019)
reported the migrating diurnal and semi-diurnal tidal ampli-
tudes, respectively, and their interaction with GWs using the
GW scheme of Yiğit et al. (2008). The diurnal tidal ampli-
tudes in Yiğit and Medvedev (2017) in September of 10–
30 ms 1 in the zonal component and 10–50 ms 1 in the
meridional component agree reasonably with those observed
in ExUM, where we see values of 10–30 ms 1 in the zonal
component and 15–45 ms 1 in the meridional component.
The semi-diurnal amplitudes in Miyoshi and Yiğit (2019) in
June of 10–30 ms 1 in the zonal component also agree with
those observed in the ExUM, where we see values of 10–
30 ms 1 in the zonal component.
Dempsey et al. (2021) investigated diurnal and semi-
diurnal tides over Rothera in the WACCM model and diur-
nal tides only in the eCMAM model. They also compared
their results with meteor radar observations, but their study
considered only the year 2009 and so is not directly com-
parable to the results presented here for 2006. Nevertheless,
the broad seasonal characteristics of the tides can be com-
pared and some differences noted between the model results.
Here we will again restrict our considerations to the large-
amplitude semi-diurnal tide at Rothera, since the amplitude
of the diurnal tide at this site is small in both models and
observations.
The semi-diurnal tide predicted by both WACCM and the
ExUM has monthly-mean amplitudes of ca. 5–10 ms 1 at
heights of 80 km, which is generally comparable to the am-
plitudes revealed by the radar observations. However, above
that height, although WACCM amplitudes increased with in-
creasing height, they did so much less than is the case in
the ExUM results presented here. In fact, the WACCM semi-
diurnal tidal amplitudes exceeded 20 ms 1 at a height of
100 km in only 2 months in summer (November and Decem-
ber). In several months this matched well to the observations,
but in other months it was rather smaller than observed at
the upper heights (March through to September). This con-
trasts with the much larger amplitudes evident in the ExUM
at a height of 100 km, which we have shown are in the range
20–40 ms 1 in all months except March and which in some
months significantly exceeds the observed amplitudes (e.g.
January and December). Inter-annual variability in tidal am-
plitude prevents a direct comparison, but it seems likely from
this that semi-diurnal tidal amplitudes in the ExUM exceed
those of WACCM at heights approaching 100 km – at least
in some months.
The WACCM results presented by Dempsey et al. (2021)
also included estimates of monthly-mean tidal phase as a
function of height and indicated a good agreement in the
phase gradients (i.e. vertical wavelength) between WACCM
and observations in some summer and winter months (par-
ticularly, January, February, May–August and December)
but less good agreement around the equinoxes. Similar be-
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haviour is apparent in our ExUM results, although again,
in some months the agreement is less good, e.g. meridional
phases in May and July which suggest longer vertical wave-
lengths in the ExUM than observed.
Davis et al. (2013) investigated both diurnal and semi-
diurnal tides over Ascension Island using data from the same
meteor radar used in our study. They also compared their ob-
servations to results from both WACCM and eCMAM. How-
ever, they presented their results as averages for the entire in-
terval 2002–2011 and so, again, the results are not directly
comparable with those we report here. We will thus again re-
strict our comments to consideration of the broad seasonal
characteristics of the large-amplitude diurnal tide at Ascen-
sion Island, since the amplitude of the semi-diurnal tide at
this site is small in both models and observations.
In general, Davis et al. (2013) showed that eCMAM
tended to overestimate the meridional amplitudes of the di-
urnal tide over Ascension Island, whereas WACCM tended
to underestimate them. The differences were not so large in
the case of the zonal component amplitudes. Both models
predicted larger amplitudes at the upper heights considered.
In contrast, the results we have presented here show that the
monthly-mean ExUM diurnal tidal amplitudes are not sys-
tematically larger or smaller than those observed but from
month to month can vary and be either larger or smaller.
Estimates of monthly-mean tidal phase as a function of
height and corresponding vertical wavelengths were also pre-
sented by Davis et al. (2013) for WACCM and eCMAM.
Both models predicted tidal phases and vertical wavelengths
with good agreement to the radar observations around the
equinoxes but with less good agreement in the summer and
winter months (particularly eCMAM which predicted much
shorter diurnal zonal vertical wavelengths than are observed
in summer). The ExUM generally does well in predicting the
diurnal tidal phases and phase gradients (i.e. vertical wave-
length) but with some small differences in summer months.
5 Conclusions
We have presented the first study demonstrating the ability
of the newly Extended Unified Model (ExUM) to capture
the background winds and the atmospheric tides of the MLT.
We have detailed the changes made to the model which al-
lowed these investigations, including (i) the addition of a
non-LTE radiation scheme and (ii) the relaxation to a cli-
matological temperature profile above 90 km. We tested the
predicted winds and tides in the ExUM by comparing them
to the tides observed by SKiYMET meteor radars at char-
acteristic Antarctic and equatorial latitudes where we expect
the diurnal and semi-diurnal tides, respectively, to dominate.
We used data from 2006 and for each month determined
monthly-mean tidal amplitudes and phases.
Despite the simplified nature of this initial development
of the ExUM, the model produces diurnal and semi-diurnal
tides that display many characteristics of the observed tides.
In particular, the monthly-mean amplitudes and vertical
phase gradients are in reasonably good agreement with the
observations in most months and at most heights. It is still
true that in some months and at some heights the predicted
tidal amplitudes can differ significantly from those observed.
Given that the comparison of winds described above high-
lights limitations in the ExUM’s gravity wave parameteriza-
tion, it may well be that this also impacts the model’s tides
and accounts for some of the differences.
1. The equatorial background MLT winds predicted by the
ExUM capture some essential features well – the ob-
served pattern of semi-annual variation is reproduced.
However, there are several months where there are no-
table quantitative differences in the detail, e.g. Febru-
ary/March.
2. The polar background MLT winds predicted by the
ExUM have some notable differences from those ob-
served. Most striking are that (i) the winds in the
ExUM in austral summer are stronger than observed,
and (ii) the observed eastward winds in austral winter
are not reproduced in the model, which actually predicts
westward winds.
3. We have proposed that these eastward winds in the real
atmosphere are forced by the fluxes of non-primary
GWs generated when large-amplitude orographic GWs
break in the upper stratosphere or mesosphere, as sug-
gested in the modelling study of Becker and Vadas
(2018). These discrepancies between the model predic-
tions and the observations highlight the limitations of
gravity wave parameterizations that only launch waves
from near the surface.
4. The equatorial tidal amplitudes predicted by the ExUM
are generally in good agreement with observations. Key
qualitative features are reproduced, including large di-
urnal amplitudes and small semi-diurnal amplitudes,
a general increase in amplitude with height, and the
meridional tide component exceeding the zonal compo-
nent.
5. The polar tidal amplitudes are generally good and also
reproduce many of the qualitative features mentioned
above. However, the ExUM noticeably overestimates
the tidal amplitudes at the summer solstice. This is
the height and time when the ExUM zonal winds are
larger than those observed and we therefore propose the
anomalous tidal amplitudes may be a consequence of
these zonal winds.
6. The tidal phases of the larger tides have vertical phase
gradients which are in very good agreement with obser-
vations. Key features are replicated including a general
decrease in phase with height and the meridional phases
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leading their zonal counterparts. A difference in phase is
commonly seen but is expected given the ground-level
source of parameterized GWs.
It is necessary for high-top models to reproduce these key
features which are critical for deep coupling models as we
strive towards more accurate models in the MLT. Further, we
have suggested details for future work and parts of the model
for future development. From this, we recommend two im-
provements to deal with the problems seen in the polar MLT:
firstly the tuning of the spectral GW scheme to correct the
wind direction in polar winter and secondly reducing the
magnitude of winds around 95 km in polar summer (which
may in turn address the overly large tidal amplitudes ob-
served in polar summer). These improvements pave the way
for the development of a whole atmosphere UM in the near
future.
In summary, we have demonstrated that even with relax-
ation to a relatively simplified temperature field and the use
of monthly ozone background files, the ExUM can produce
tides with many of the features observed, highlighting its use-
fulness for future tidal studies. Further, we have suggested
that the ExUM’s gravity wave parameterization needs to be
revised in light of what we infer to be the existence in the real
atmosphere of significant fluxes of GWs not launched from
the surface.
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6.2. Conclusions
The addition of a non-LTE radiation scheme was detailed and the monthly mean back-
ground winds and tidal amplitudes and phases produced by the ExUM are compared
rigorously with meteor radar observations between 80 and 100 km.
The results of this work indicate that the ExUM has a good inherent capability
to capture background winds and tides in the MLT, despite the use of relaxation to a
relatively simplified global temperature field and the use of monthly ozone background
fields. However, there were significant differences in the detail with the background
winds, particularly in the polar regime, with the ExUM winds primarily westward in
austral winter compared to observed eastward winds.
The gravity wave parameterisation used in the model does not include the in-situ
generation of non-primary gravity waves, and model runs with the USSP off indicate
that the scheme is not providing appropriate forcing in the MLT. To this end, develop-
ment and redesign of the gravity wave schemes for use in the MLT is clearly necessary.
This work is beyond the scope of this PhD, but what can be done is to gain further
insight into how these schemes should be developed and recommend further studies
to improve their capability – we approach this topic in the next Chapter, where we




Analysis of Migrating and Non-Migrating Tides
of the Extended Unified Model in the Mesosphere
and Lower Thermosphere
In this chapter, we perform a first analysis of non-migrating tides in the Extended
Unified Model as well as examining the latitudinal and short-term variability of the
migrating modes. This uses and builds on the stable ExUM initially produced in
Chapter 5, and modified in Chapter 6. This joint work was produced with Nicholas J.
Mitchell and has been submitted to Annales Geophysicae as an open access publication.
7.1. Outline of the Article
We analyse the modelled temperature, zonal wind and meridional wind fields produced
by the model, and extract the tidal perturbations of these fields. With this, we obtain
a detailed analysis of the broad spectrum of spatial and temporal modes of atmospheric
tides present in the model. We present the first results illustrating the non-migrating
(not sun-following) tidal modes present in the model, and also show the latitudinal and
short-term variation of both migrating and non-migrating modes.
We begin with an introduction to atmospheric tides and the drivers of both migrat-
ing and non-migrating tides. Further, we detail other high-top models and important
aspects for modelling in the MLT such as a non-orographic gravity wave parameterisa-
tion scheme.
We then present the developments made to the ExUM, building on those in Chap-
ter 6, such as a nudging scheme which now varies with month and latitude, as well as
an improved vertical resolution, which becomes coarser with increased height to reflect
the increase in vertical wavelengths/scale height in the thermosphere, as suggested in
Chapter 5.
Following this, the results of the tidal analysis using the ExUM with these new
developments are presented. We provide an initial exploration of the model fields,
looking at instantaneous tidal perturbations for the three model fields considered. We
then restrict our attention to the latitudes considered previously (Rothera (68◦ S)
and Ascension Island (8◦ S)), and look at how the instantaneous tidal variations vary
with height as well as the non-migrating modes present at each of these two locations.
Finally, we present the latitudinal and short-term variation for both the migrating and
non-migrating components at a height of 95 km for modelled temperature, zonal wind
and meridional wind.
In Section 4, we discuss how the fields produced by the ExUM compare with other
studies of migrating and non-migrating tides using a combination of models and ob-
servational datasets. To aid this discussion, we also take a closer look at the eastward
propagating diurnal tide with zonal wavenumber 3, examining the change in its mag-
nitude with increasing height.
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Abstract. Atmospheric tides play a key role in coupling the lower, middle and upper atmosphere/ionosphere. The tides reach
large amplitudes in the Mesosphere and Lower Thermosphere (MLT) where they can have significant fluxes of energy and
momentum and so strongly influence the coupling and dynamics. The tides must therefore be accurately represented in Global
Circulation Models (GCMs) that seek to model the coupling of atmospheric layers and impacts on the ionosphere. The tides
consist of both migrating (sun-following) and non-migrating (not sun-following) components, both of which have important5
influences on the atmosphere. The Extended Unified Model (ExUM) is a recently developed version of the Met Office’s GCM
(the Unified Model) which has been extended to include the MLT. Here, we present the first in-depth analysis of migrating and
non-migrating modes in the ExUM. We show that the ExUM produces both non-migrating and migrating tides in the MLT of
significant amplitude across a rich spectrum of spatial and temporal modes. The dominant non-migrating modes in the MLT
are found to be the DE3, DW2 and DW3 in the diurnal tide and the S0, SW1 and SW3 in the semidiurnal tide. These modes10
can have monthly mean amplitudes at a height of 95 km as large as 35 ms−1/10 K. All the non-migrating modes exhibit a
strong seasonal variability in amplitude and significant short-term variability is evident. Both the migrating and non-migrating
modes exhibit notable variation with latitude. For example, the temperature and wind diurnal tides maximise at low latitudes
and the semidiurnal tides include maxima at high latitudes. Our results demonstrate the capability of the ExUM for modelling
atmospheric migrating and non-migrating tides and lay the foundation for its future development into a whole atmosphere15
model. To this end, we make specific recommendations on further developments which would improve the capability of the
model.
1 Introduction
Atmospheric solar thermal tides are global-scale oscillations with a period exactly equal to one day or an integer fraction of
one day. The solar thermal tides (hereafter, simply "tides") are excited primarily by the diurnal cycle in the solar heating of20
water vapour and ozone in the troposphere and stratosphere and the release of latent heat in deep tropospheric convection.
As the tides propagate upwards from their source regions their amplitudes increase because of the decreasing atmospheric gas
density. In the mesosphere and lower thermosphere region (MLT) at heights of 80 - 100 km the tides cause large fluctuations in
winds, temperature, density and many other atmospheric parameters, including airglow emissions, ice-particle concentrations
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and trace-species densities etc. Tidal amplitudes in the MLT can exceed several 10s of m/s and they are often the largest-25
amplitude fluctuations of the MLT’s field of waves and tides.
Observations have revealed that the largest-amplitude tides in the MLT are the 24-hour diurnal and 12-hour semidiurnal
tides. Generally, the semidiurnal tide is observed to reach maximum amplitudes at high latitudes near about 60◦N/60◦S but
has small amplitudes at low latitudes, whereas the diurnal tide reaches maximum amplitudes at low latitudes but has much
smaller amplitudes at middle and high latitudes (Mitchell et al., 2002; Davis et al., 2013; Mukhtarov et al., 2009; Pancheva30
et al., 2010).
The importance of tides lies in the key role they play in coupling the lower, middle and upper atmosphere/ionosphere (see
reviews by Smith, 2012; Yiğit and Medvedev, 2015; Liu, 2016; Yiğit et al., 2016). For instance, the tidal winds modulate the
fluxes of gravity waves (GWs) and so influence the wave forcing of the general circulation (e.g., Fritts and Alexander, 2003).
The energy and momentum deposited by tides can cause a substantial warming of the MLT and a downward displacement of,35
and reduction in, the gravity-wave momentum transfer (wave drag) in the upper mesosphere (Becker, 2017). Tidal temperature
fluctuations can cause variability in the occurrence of polar mesospheric clouds (Fiedler et al., 2005). The tides propagate
upwards from the MLT into the thermosphere where they can modulate the ionospheric wind dynamo (e.g., Oberheide et al.,
2009; Yiğit and Medvedev, 2015; Liu, 2016). The tides may also mediate the ionospheric response to sudden stratospheric
warmings (e.g., Goncharenko et al., 2010).40
An important distinction is between the migrating (sun-synchronous) tides and the non-migrating (not-sun-synchronous)
tides. Here we will use the standard notation to identify the different tidal modes. In this, a mode is identified as either D or
S to denote that it has diurnal or semidiurnal period; E or W to denote eastward or westward propagation and s = 0, 1, 2, 3...
to denote its zonal wavenumber. A DW1 tide is thus a diurnal, westward propagating tide of wavenumber 1, an SE2 tide is
a semidiurnal, eastward propagating tide of wavenumber 2 and a D0 or S0 is a standing diurnal or semidiurnal oscillation,45
respectively, with no zonal propagation or variation in phase (also known as a "breathing" mode).
The migrating diurnal and semidiurnal modes are thus the DW1 and SW2 modes, respectively, that propagate westwards
at sun-synchronous phase speeds and have zonal wavenumbers equal to the number of cycles of the tide per day. These tides
are directly excited by the heating of the atmosphere by solar radiation. In contrast, the non-migrating tides are thought to be
excited primarily by either i) longitudinal (land/sea) differences in the release of latent heat from deep tropospheric convection50
at tropical latitudes or ii) non-linear interactions between stationary planetary waves of zonal wavenumber 1 and the migrating
tides. The latent-heat forcing is believed to primarily excite the diurnal modes DE1, DE2, DE3, DW2, DW5, D0 and the
semidiurnal modes SW1, SE2, SW3 and SW6 (Forbes et al., 2003, 2007, 2008; Oberheide et al., 2006; Hagan and Forbes,
2002, 2003; Ekanayake et al., 1997; Oberheide et al., 2006). The non-linear interactions are thought to excite primarily the
diurnal D0 and DW2 modes and the SW1 and SW3 modes (Hagan and Roble, 2001; Angelats i Coll and Forbes, 2002; Forbes55
and Wu, 2006; Murphy et al., 2009).
Tides propagating from the MLT into the thermosphere may drive significant modulation of F-region ionospheric density
(see review by England, 2012). In general, although the migrating tides may produce strong day/night ionospheric variations, it
is the non-migrating tides that can produce longitudinal variations in the ionosphere. These latter tides can modulate F-region
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ionospheric density through mechanisms including i) electrodynamic coupling to the E-region dynamo, ii) plasma advection60
along geomagnetic field lines and iii) the modulation of photochemical equilibrium. Of particular note is that the conspicuous
wavenumber-four structures observed in low-latitude total electron content have been suggested to result from a modulation of
F-region density by a spectrum of non-migrating tidal modes (particularly DE3) (Hagan et al., 2007; Forbes et al., 2008).
The important role of the tides in atmospheric coupling means that they must be represented accurately in models intending
to span the lower, middle and upper atmosphere/ionosphere. However, it is recognised that there are major aspects of tides that65
remain challenging to model and that the causes of tidal variability remain uncertain (e.g., Smith et al., 2007; Baldwin et al.,
2019). In particular, model biases remain in both the seasonal variability of tides and their short-term variability at time scales
of less than a month (e.g., Dempsey et al., 2021; Chang et al., 2012; Hagan and Forbes, 2002; Oberheide et al., 2011; Ortland
and Alexander, 2006).
Understanding the sources, propagation, variability and impacts of non-migrating tides is therefore crucial in attempts to70
investigate and model the coupling of atmospheric layers and the ionosphere. However, observational studies of non-migrating
tides are limited by inherent difficulties in resolving the various migrating and non-migrating tidal modes. For instance, there
have been extensive ground-based observations made of tides in the MLT, in many cases made by meteor or MF radars (e.g.,
Murphy et al., 2007; Davis et al., 2013; Hibbins et al., 2019; Liu et al., 2020; Pancheva et al., 2021; Dempsey et al., 2021;
Griffith et al., 2021). These radar observations usually offer excellent height and time resolution and are well suited to studies75
of tidal variability on time scales ranging from the day-to-day to the decadal - but observations made from a single site yield
only the amplitudes, phases and vertical wavelengths of the superposition of migrating and non-migrating tides and cannot
resolve the observed tidal oscillations into individual modes.
In contrast, satellite instruments can make global observations, but are often limited by the need for the satellite to precess
through local time in order to resolve the various nonmigrating modes. This limits the time resolution of the measurements such80
that, for instance, in many studies of non-migrating tides, TIMED/SABER measurements have an effective time resolution of
about 60 days (e.g., Forbes et al., 2008) and UARS/HRDI and UARS/MLS have time resolutions of about 30 days (e.g., Forbes
et al., 2003; Forbes and Wu, 2006).
These limitations in the ability of ground-based and satellite observations to resolve non-migrating tides mean that models
must play an important role in efforts to understand their nature and variability.85
"High-top" General Circulation Models (GCMs), which cover height ranges from the ground to the upper atmosphere, have
considerable utility in the study of vertical coupling processes (e.g. Yiğit et al., 2016; Pogoreltsev et al., 2007; Akmaev, 2011).
Such models play an important part in attempts to capture the variability of the thermosphere and ionosphere for space weather-
forecasting, as well as in producing Whole Atmosphere Models (e.g., Jackson et al., 2019; Liu, 2016; Akmaev, 2011; Fritts
et al., 2008).90
A summary of several of the recent key non-mechanistic "high-top" GCMs is given in Griffith et al. (2021). Here, we simply
note that a number of such models exist including the following, i) The Whole Atmosphere Model (WAM; Akmaev et al.,
2008; Fuller-Rowell et al., 2008); ii) The Whole Atmosphere Community Climate Model with thermosphere and ionosphere
extension (WACCM-X; Liu et al., 2010, 2018); iii) The extended Canadian Middle Atmosphere Model (eCMAM; Beagley
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et al., 2000); iv) The Ground-to-topside model of the Atmosphere and Ionosphere for Aeronomy (GAIA; Fujiwara and Miyoshi,95
2010; Jin et al., 2012, and references therein); v) The Hamburg Model of the Neutral and Ionized Atmosphere (HAMMONIA;
Schmidt et al., 2006; Meraner and Schmidt, 2016); vi) The upper-atmosphere extension of ICON (Borchert et al., 2019); vii)
The Entire Atmosphere GLobal model (EAGLE; Klimenko et al., 2019); viii) The HI Altitude Mechanistic General Circulation
Model (HIAMCM; Becker and Vadas, 2020); ix) The Coupled Middle Atmosphere Thermosphere-2 (CMAT-2; Yiğit et al.,
2009); x) The University of Leipzig Middle and Upper Atmosphere Model (MUAM; Pogoreltsev, 2007; Pogoreltsev et al.,100
2007; Suvorova and Pogoreltsev, 2011); and xi) The whole atmosphere Kyushu GCM (Miyoshi and Fujiwara, 2008; Miyoshi
and Yiğit, 2019).
Several other models are also relevant in studies of tides and coupling. These include, i) The NCAR Thermosphere Iono-
sphere Mesosphere Electrodynamics General Circulation Model (TIME-GCM; Roble and Ridley, 1994; Hagan and Roble,
2001; Yamashita et al., 2010); ii) The linear mechanistic Global Wave Scale Model (GWSM; Hagan et al., 1999; Hagan and105
Forbes, 2002); and, iii) The Climatological Tidal Model of the Thermosphere (CTMT; Oberheide et al., 2011).
In the context of these various "high-top" models, the new Extended Unified Model (ExUM; Griffith et al., 2020, 2021)
extends the standard UM (Unified Model) (Walters et al., 2017) to the lower thermosphere. The model itself and its development
for the lower thermosphere is described further in Sect. 2.1, but we highlight here that the ExUM does not make the hydrostatic
assumption and uses the deep-atmosphere equations of motion, making it a good candidate for modelling atmospheric tides.110
Griffith et al. (2021) investigated the ability of the ExUM to reproduce the observed winds and diurnal and semidiurnal tides
of the MLT and compared them with meteor-radar observations at characteristic equatorial and polar locations (Ascension
Island (8◦S, 14◦W) and Rothera (68◦S, 68◦W), respectively). The study demonstrated that, although there are biases in the
model tidal fields, they nevertheless capture many essential features of the observed tides. However, Griffith et al. (2021) did not
decompose the model tidal fields into migrating and non-migrating components, nor did they examine the latitudinal structure115
of the tides beyond the two locations considered.
It is also worth introducing here the importance of deposition of momentum by sub-grid scale non-orographic GWs, which
must be accurately captured in parameterization schemes because of their important impact on tides in the MLT (e.g., Yiğit
and Medvedev, 2017; Yiğit et al., 2009; Miyahara and Forbes, 1991). For example, Yiğit and Medvedev (2017) provide an
extensive discussion into the influence of parameterized small-scale GWs on the migrating diurnal tide. The gravity-wave120
scheme used in the ExUM is detailed in Sect. 2.
Here we present the first use of the new ExUM to investigate the variability and latitudinal structure of tides in the MLT –
the region where tidal amplitudes become large. We ask the following scientific questions: i) what are the characteristics of the
combined migrating and non-migrating tidal modes in the MLT of the new ExUM? ii) what is the contribution of individual
migrating and non-migrating modes at the high and low latitudes where the semidiurnal and diurnal modes, respectively, are125
believed dominant? iii) how do the various tidal modes in the ExUM compare with those observed? and iv) what improvements
can be suggested to be made in the ExUM to increase its ability to model tides in the MLT?
In Sect. 2 we describe the development of the ExUM version used. In Sect. 3 we present details of the principal non-migrating
diurnal and semidiurnal tides and investigate the latitudinal and short-term variability of both the migrating and non-migrating
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tides. As with Griffith et al. (2021), we use the characteristic equatorial and polar latitudes of Ascension Island (8◦S) and130
Rothera (68◦S). Finally, in Sect. 4 and Sect. 5 we place our results in the context of other tidal studies and consider how our
results can guide future development of the ExUM.
2 Model development
2.1 The Extended Unified Model
The General Circulation Model (GCM) employed by the UK Met Office is the Unified Model (UM), which models both climate135
and weather forecast time scales with a unified approach. The model consists of two main parts – atmospheric dynamics and
atmospheric physics. The former involves solving the Euler equations of motion governing atmospheric flow, and contains the
dynamical core of the model; the latter attempts to make up for atmospheric physics not captured or resolved by the model
dynamics, such as solar radiation and sub-grid scale GWs through physical parameterizations – see Walters et al. (2017) for
more information on the complete formulation of the UM and Wood et al. (2014) for more information on the model dynamics.140
The horizontal resolution is fixed at 1.25◦ N×1.875◦ E and the vertical resolution is extended above the 85-level, 85 km
standard UM configuration to a 100-level, 120 km configuration detailed below. Given the lack of modelled ionospheric effects
such as ion drag in this model, we only consider fields up to around 110 km. This yields the previously mentioned Extended
Unified Model which extends the working height of the standard UM into the lower thermosphere – initial work to perform this
extension is discussed in Griffith et al. (2020). Following this research, the radiation scheme was extended to include non-LTE145
effects and the model temperature now contains the appropriate realistic forcing up to around 90 km. This work is detailed by
Jackson et al. (2020) and discussed further in Griffith et al. (2021).
Latent heat release in the model is captured primarily through the UM convection schemes and associated large-scale cloud
and cloud fraction schemes (see Sect. 2.5, 3.6.2 and 3.7 of Walters et al. (2017) for a more detailed description of the parame-
terizations used).150
The ExUM uses the non-orographic Ultra Simple Spectral Parameterization (USSP) of Warner and McIntyre (2001). The
USSP scheme treats non-orographic GWs with non-zero phase speeds which are unable to be resolved by the model. The
approach used is that of Warner and McIntyre (2001) with further modifications (Scaife et al., 2002) to launch an unsaturated
spectrum from a level close to the surface and to impose a homogeneous (location invariant) total vertical flux of horizontal
wave pseudomomentum. The spectrum uses a characteristic vertical wavelength peak of 4.3 km and parameterizes vertical155
wavelengths up to a maximum of 20 km. The amplitude of the spectrum is chosen to give momentum deposition and, hence,
a Quasi-Biennial Oscillation (QBO) in the model that is realistic. For comparison with other parameterizations, a typical value
of the total launch flux in all four directions is 6.6×10−3 kgm−1s−1.
The inclusion of thermal effects is also important in the MLT (e.g., Yiğit and Medvedev, 2009; Medvedev and Klaassen,
2003; Hickey et al., 2011), and the USSP includes frictional heating due to gravity wave dissipation, and consequent loss of160
kinetic energy (see Walters et al. (2017) for more details), but does not include ionospheric heating effects such as ion drag.
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The aptitude of the USSP for use in the MLT and steps for its future development will be discussed in light of the results of
this study.
Above around 90 km, the lack of appropriate high atmosphere chemistry and consequent heating via exothermic reactions
means that the model temperature values cannot be assumed to be accurate. Given this lack of appropriate chemistry, a relax-165
ation or nudging scheme to a climatological temperature field is used above 90 km (this scheme was first developed in Griffith
et al. (2020) and more details can be found therein). Previously, as in Griffith et al. (2021), the temperature profile used in
the nudging scheme was globally uniform, and so latitudinal variation in the MLT was only very weak, e.g. the summertime
polar mesopause minimum was observed but not captured in a realistic manner. Thus, following this research, it was deemed
that a more realistic temperature profile would be beneficial for the accuracy of the model in the MLT. To this end, the glob-170
ally uniform temperature profile is replaced in this study with a temperature profile which varies by month and season, and
with a varying mesopause height. This analytic temperature profile was calculated using a least-squares curve fitting algo-
rithm, fitting to temperatures from the Committee on Space Research (COSPAR) International Reference Atmosphere (CIRA)
(Fleming et al., 1990). Whilst this is an old data set, it gives a good climatological representation of atmospheric temperature
up to 120 km. As well as this, the temperature profile produced for the nudging scheme only need provide an approximate175
representation of the atmospheric state.
To produce the analytic temperature profile Tnudge(t,φ,z) – a function of month (t), latitude (φ) and height (z) – we first fit
a function Tmin of month (t) and latitude (φ) to the minimum temperature value in the CIRA data found at the mesopause. The
fit is of the form
















We then fit a function zmin of month (t) and latitude (φ) to the height (in metres) at which this mesopause temperature minimum
occurs in the CIRA data. This results in an analytic profile for the height of the mesopause. The fit is of the form















In summary, we now have an analytic expression for both the temperature at the mesopause and the height of the mesopause as
a function of month and latitude. Fitting the parameters to the CIRA data yields aT = 178.45, bT = 25.73, az = 94065.91 and185
bz = 4561.23. We compare the use of these analytic profiles with the CIRA data in Figures 1 and 2.
It can be seen that the analytic function gives a reasonable fit to the measured temperatures for the purposes of the nudging
scheme – the analytic expression remains relatively simple and we avoid overfitting.
From this, the height dependence can be created. The temperature lapses linearly to the mesopause temperature minimum
from below, and then a power law fit is used above the mesopause up to the current model lid at 120 km. Namely, at a height z190
above the mesopause, we fit a function of the form
Tnudge(t,φ,z) = Tmin(t,φ) + Γthermo (z− zmin(t,φ))k .
This fit yields parameters Γthermo = 4.03× 10−9 and k = 2.41. The zonal mean monthly mean variation in height above the
mesopause can be seen in Figure 3. We observe a very good fit and the necessity of the power law fit is clearly demonstrated.
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Figure 1. Variation of the fitted mesopause temperature profile Tmin for (a) several latitudes as a function of month, and (b) all months as a
function of latitude. The fitted function gives a reasonable fit for the purposes of the nudging scheme.
Figure 2. Variation of the fitted mesopause height profile zmin for (a) several latitudes as a function of month, and (b) all months as a function
of latitude. The fitted function gives a reasonable fit for the purposes of the nudging scheme.
To summarise, this results in an ExUM which differs from the standard General Atmosphere (GA) 7.0 configuration of the195
UM (as described in Walters et al., 2017) in the following ways:
1. The model chemistry scheme is entirely switched off – the development of a chemistry scheme appropriate for the MLT
is currently a work in progress.
2. Atmospheric aerosols are switched off and ozone background files are switched on.
3. The model upper boundary is raised from the standard 85 km to a height of 120 km.200
4. The forcing from the radiation scheme now includes non-LTE effects which means it is physically realistic up to 90 km.
5. The temperature field above 90 km is nudged towards the prescribed monthly and latitudinally varying climatological
temperature profile – this accounts for the lack of the chemistry scheme.
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Figure 3. Variation of the zonal-mean monthly-mean fitted nudging profile with height.
Figure 4. Atmospheric scale heights calculated using WACCM-X temperatures to give a baseline.
We now describe the vertical level set used. The implementation builds on that used in Griffith et al. (2020) and Griffith
et al. (2021). We move away from the fixed vertical level depth above the mesopause used previously, and instead use the205
atmospheric scale height to construct the vertical level set. This allows physically important vertical wave scales to be captured
appropriately whilst relieving the numerical instabilities which can come from a fine vertical level set (e.g., Griffin and Thuburn,
2018; Griffith et al., 2020).
The implementation is as follows. The atmospheric scale height H =RT/g is calculated for summer/winter conditions at
both solar maximum and solar minimum using WACCM-X temperature values (e.g., Liu et al., 2010, 2018). This gives a210
reasonable baseline from which to calculate the vertical level set (see Figure 4).
From this analysis, we decide to use zonal mean solar minimum conditions to create the vertical level set. This yields a
vertical resolution which can capture wave scales appropriately throughout the solar cycle without the stringent condition
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Figure 5. (a) Vertical level set and (b) corresponding level depths produced using the new implementation. The vertical level depth can be
seen to be capped up to the mesopause, and then increase with increase in temperature going up through the thermosphere.
imposed by using zonal minimum temperatures. With an upper boundary at 120 km the effects of using the solar minimum
temperature do not have much impact on the value of the scale height used, but with this condition in place the vertical level215
set can remain consistent when the upper boundary of the model is extended further into the thermosphere.
The vertical level depth remains the same as in the standard UM (namely increasing exponentially with increasing height
from the lower boundary of the model), until the vertical depth reaches the value determined by the minimum value of H/2
found at the mesopause - we use H/2 to give a vertical 2 grid-point per scale height structure. At this point, we fix the vertical
level depth at this value until the mesopause is reached.220
Above the mesopause, the vertical level depth increases again with increasing height, and we use the value of H/2 to define
each level depth. Namely, we add on a vertical level of depth H/2, read off the value of H/2 at the new atmospheric height
reached, and then add on a vertical level with this depth, and so on. Thus, the vertical level depths gradually become larger and
larger as the model reaches higher into the thermosphere. The levels and vertical level depths produced by this method can be
seen in Figure 5.225
This completes specification of the model. The model runs are then all initialised using the same operational analysis from 1
September 2000 at 00 UTC. This allows the model to settle after the initialisation – known as the spin-up period of the model.
Following this, climatological data is used to force background fields such as atmospheric ozone. Thus, we primarily examine
climatological fields in this study – the main focus of this work is to provide a closer look at the migrating and non-migrating
modes of atmospheric tides present in the model.230
An example of the climatological temperatures, zonal (u) winds and meridional (v) winds are provided for equinox and
solstice conditions in Figure 6. The variation in the height of the mesopause can be clearly seen in the modelled temperature
field. There are also still biases that exist in the model, such a summer wind reversal at middle latitudes which is at a lower
altitude than expected and seasonal wind biases as discussed in Griffith et al. (2021). However, the goal of this paper is to
provide an initial insight into the migrating and non-migrating tides present in the model and to educate improvements which235
can be made to correct these biases for future versions of the model.
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Figure 6. Latitude-height plot showing zonal-mean monthly-mean fields for equinox (March) conditions for (a) temperature, (c) zonal (u)
winds and (e) meridional (v) winds, and for solstice (June) conditions also for (b) temperature, (d) zonal (u) winds and (f) meridional (v)
winds.
The output attained from the model consists of hourly-sampled time profiles for temperature and both zonal and meridional
wind fields for the whole of the model year considered – this high cadence is used so that diurnal and semidiurnal frequen-
cies can be accurately resolved. For simplicity, we only show results for a single simulation, but multiple simulations were
performed to verify these results leading to the same conclusions. From these model fields, we compute several diagnostics240
to examine the properties of the tides produced by the model. We first extract the tidal perturbations by removing the mean
from the model fields. We then decompose these tidal perturbations into diurnal and semidiurnal components in time, as well
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as several components in space. More precisely, we decompose the tidal perturbations by fitting a function of the form
















for a given model field F varying in time (hours) and longitude (degrees). The amplitude of each component is then given by245
Aij with φij the corresponding phase.
3 Results
In this section, we present the ExUM migrating and non-migrating tides. We first look at instantaneous tidal perturbations as a
function of latitude and height for the first day of January. Here, we look at the total migrating and non-migrating components,
without decomposition into separate spatial modes. This provides some initial insight into the tidal properties of the modelled250
temperature, zonal and meridional wind fields as a superposition of all spatial modes.
Following this, we restrict our attention to two latitudes, an equatorial latitude at 8◦S, and a polar latitude at 68◦S. We choose
these latitudes to examine two key regimes, namely the equatorial regime, where the migrating diurnal tide is dominant; and the
polar regime, where the migrating semidiurnal tide is dominant. Numerous observational studies have been performed at these
latitudes (e.g. the studies performed using meteor radar at Ascension Island and Rothera by Davis et al. (2013) and Dempsey255
et al. (2021)) as well as the previous ExUM study by Griffith et al. (2021). For both these regimes, we first examine their
variation with height using instantaneous tidal amplitudes as a function of longitude and height. Following this, we decompose
the non-migrating portion of the tidal perturbations into its various spatial modes using the fit described above on a 30-day
sliding window. The plots for both the diurnal and semidiurnal temporal frequency and for the three model variables considered
then highlights the variation in amplitude of each spatial mode over the course of the year.260
Having studied tidal properties at two latitudes, we then wish to examine the latitudinal properties of the modelled tides, to
observe how amplitudes vary as a function of latitude. Again we decompose the tidal perturbations into their various spatial
modes and analyse how these vary as a function of latitude for both the diurnal and semidiurnal temporal frequencies and for
the three model variables considered.
Finally, we return our attention to the equatorial and polar latitudes investigated previously to look at the short term variation265
in the tidal amplitudes of some of the dominant migrating and non-migrating modes over the course of the year. We investigate
this short term variability by calculating the amplitudes with a 24-hour sliding window and compare it to the standard 30-day
sliding window used previously. This is to gain an insight into the “tidal weather” present in the model, which has been a recent
topic of interest in the analysis of the MLT (e.g., Vitharana et al., 2019).
3.1 An initial exploration of model fields270
We begin with an initial exploration of the model fields examined in this study – namely temperature, zonal (u) winds and
meridional (v) winds. We fix a height of 95 km and plot instantaneous tidal perturbations from the modelled fields along with
their decomposition into migrating and non-migrating components at 00UT on 1st January. These can be seen in Figure 7.
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Figure 7. Longitude-latitude snapshot at 00UT on the first day of January of tidal perturbations at 95 km for (a) temperature, (b) zonal (u)
winds and (c) meridional (v) winds. The equatorial DW1 tide and polar SW2 tide can be seen as the primary components of the migrating
tide, with a superposition of several zonal wavenumbers apparent in the non-migrating components.
Of note is the size of the instantaneous tidal perturbations, which reach nearly 50 K in the modelled temperature field and
around 140 ms−1 in the modelled winds.275
The decomposition of these fields into migrating and non-migrating components reveals a migrating component that has
a clear dominance in the DW1 component at equatorial latitudes, with a transition to a dominant SW2 component apparent
on moving to polar latitudes. The non-migrating component is of significant magnitude – up to nearly 50 K in temperature
and 140 ms−1 in wind – and it is clear that it makes up a large portion of the tidal perturbation. The irregular nature of these
fields indicate a superposition of several zonal wavenumbers and a need for further investigation – particularly given their large280
magnitude.
To this end, we examine the zonal wavenumber structure of the non-migrating tide in both an equatorial and polar regime in
the following sections.
3.2 Equatorial regime
Firstly, we examine the height structure of the instantaneous tidal perturbations and corresponding migrating and non-migrating285




Figure 8. Longitude-height snapshot at 00UT on the first day of January at the equatorial latitude of Ascension Island (8◦S) of tidal perturba-
tions for (a) temperature, (b) zonal (u) winds and (c) meridional (v) winds. The equatorial DW1 tide can be seen as the primary component
of the migrating tide, with some presence of the SW2 tide in temperature. A superposition of several zonal wavenumbers is apparent in the
non-migrating components.
Once more the amplitudes of the non-migrating component can be seen to contribute significantly to the overall tidal field –
with magnitudes of up to 60 K in the temperature field and 170 ms−1 in the wind fields. Amplitudes of the tides can be seen
to increase with increasing height which is consistent with the decrease in atmospheric density.290
The migrating component of the temperature field appears to be dominated by the SW2 component above 60 km. In the
wind fields, the migrating component is clearly dominated by the DW1 component at all heights. In all fields, the slope of the
phase fronts is shallow indicative of a short vertical wavelength.
The non-migrating component is once more irregular but some structure can be seen, in particular a zonal wavenumber 3
structure around 90 km. In general the slope of the phase fronts appears to be steeper indicative of longer vertical wavelengths295
than those seen in the migrating component.
We now once more focus on a height of 95 km and decompose the non-migrating tidal field into its zonal wavenumber
components using the method described in Sect. 2.1. With this we will be able to see which zonal wavenumbers are the
dominant contributors to the non-migrating tide. We plot both diurnal and semidiurnal temporal frequencies in the equatorial
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Figure 9. Diurnal and semidiurnal tidal amplitudes as a function of month and zonal wavenumber at the equatorial latitude of Ascension
Island (8◦S) for (a) temperature, (b) zonal (u) winds and (c) meridional (v) winds. The dominant migrating tidal component is removed in
each case for clarity.
regime for each zonal wavenumber across the year in Figure 9. We use a 30-day sliding average window centred on a given300
day.
The first feature of note is that the maximal amplitude of the diurnal tide is always larger than that of the semidiurnal tide in
this equatorial regime. This is consistent with what is expected at an equatorial latitude where the diurnal tide should dominate.
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The magnitude of the semidiurnal tide in temperature is around 60% of that seen for the diurnal tide, which has a maximal
amplitude of 5.5 K. In the zonal wind, the magnitude of the semidiurnal tide is around a third of that seen in the diurnal tide305
– which has a maximal amplitude of 22 ms−1 – and in the meridional wind the semidiurnal tide is roughly a quarter of the
observed diurnal tide, which has a maximal amplitude of 36 ms−1.
We now focus on the modelled temperature field. In the diurnal component, we observe the largest non-migrating tidal
amplitudes in the DW2 component, with a maximal peak of 5.5 K in December with amplitudes of 4 - 5 K also seen in
January. Other non-migrating diurnal tidal amplitudes of note are the DW3, which has maximal amplitudes of 4 - 5 K in310
January and September; the DE2, which has maximal amplitudes of 4 - 5 K in January/February; and the DE3 which has
maximal amplitudes of 4 - 5 K in January and August. In the semidiurnal component, magnitudes are generally small, but
peaks are seen in the SW3 and SW4 tides, which have maximal amplitudes of around 3 K in March.
Moving to the modelled zonal winds, in the diurnal component, the largest non-migrating tidal amplitudes are once more in
the DW2 component. We observe a maximal peak of around 22 ms−1 occurring in November/December. Other non-migrating315
diurnal components of notable magnitude are the DW3, which peaks at around 15 ms−1, and the DE3 which peaks in January
and August with a value of around 15 ms−1. In the semidiurnal component, again magnitudes are small, but we observe
maximal amplitudes in the SW4 tidal component of around 7 ms−1 in February/March and November/December. The SW5
component is also present, with maximal values of around 6 ms−1 in March/April and September.
Finally, we examine the modelled meridional winds. In the diurnal component maximal amplitudes of around 36 ms−1320
are seen in the DW2 component, occurring in November/December. Other tidal components of note are the “breathing” D0
component, which maximises with an amplitude of 25 - 30 ms−1 in December; and the DW3 component where we see a peak
value of around 25 ms−1 in September. In the semidiurnal component – which are of relatively small magnitude – we observe
maximal amplitudes of around 8 ms−1 spread across a number of components: the SW3 which peaks in September/October;
the S0 which peaks in August; the SE1 which sustains larger values from April through to August; and the SE3 component325
which peaks in June.
In summary, the tidal properties in the equatorial tidal regime for i) modelled temperature, ii) modelled zonal wind and iii)
modelled meridional wind are as follows:
– The instantaneous fields show maximal perturbation magnitudes at high altitudes of i) 60 K, ii) 140 ms−1 and iii)
170 ms−1.330
– The maximal amplitude of the diurnal non-migrating tidal components is always larger than that of the semidiurnal tide.
– The DW2 component is the dominant diurnal non-migrating component across all fields, with maximal amplitudes
of i) 5.5 K, ii) 22 ms−1 and iii) 36 ms−1. The DE3, DE2 and DW3 components are other components with notable
magnitudes.
– The semidiurnal non-migrating components are small across the board, but relatively we see the largest magnitudes in i)335
SW3 & SW4, ii) SW4 & SW5 and iii) SE3, SE1, S0 & SW3.
15
102
We perform a brief comparison with observations to place these results in the context of measured values. SABER values
represent satellite measurements of temperature and TIDI & UARS values represent satellite measurements of wind – see Sect.
4 for more details. The magnitude of the migrating component is similar to observed values with some differences. Values of
up to 22 ms−1 are seen in SABER equatorial temperatures in Forbes et al. (2008) at 100 km, compared to ExUM values of340
around 15 ms−1. In terms of wind, values of up to 40 ms−1 and 70 ms−1 are seen in TIDI equatorial zonal and meridional
winds (respectively) in Wu et al. (2008a) at 95 km, compared to ExUM values of around 30 ms−1 and 70 ms−1. A notable
equatorial DW2 with smaller DE2 and DE3 components is also observed in TIDI equatorial zonal and meridional winds in
Oberheide et al. (2006), however they only observe maximal values of around 12 ms−1 and 18 ms−1 at 95 km compared to
ExUM values of 22 ms−1 and 36 ms−1 for the zonal and meridional wind respectively. Finally, notable meridional equatorial345
SW4 zonal and SW3 meridional tidal components are also seen in TIDI equatorial zonal and meridional winds in Oberheide
et al. (2007) at 95 km, however they also observe a notable SW1 meridional component which is not clear in the ExUM values.
A notable SW3 meridional component is also seen in UARS equatorial meridional winds in Angelats i Coll and Forbes (2002).
Having examined the non-migrating tidal components in the equatorial regime, we now move on to the polar regime, where
we expect the semidiurnal tide to dominate.350
3.3 Polar regime
We now perform the same analysis in the polar regime. We again first examine the height structure of the instantaneous tidal
perturbations and corresponding migrating and non-migrating components of the model fields in this regime. We consider
00UT on 1st January. These can be seen in Figure 10.
The magnitude of the tidal perturbations is smaller in the polar regime than in the equatorial regime. It remains clear that the355
non-migrating component makes up a significant portion of the tidal field – up to almost 20 K in the temperature field and up
to 120 ms−1 in the wind fields. Again, the amplitudes of the tides increase with increasing height as the density decreases.
The migrating component of the temperature field is small, particularly when compared to the equatorial regime. It appears
to be dominated by the DW1 component, less clearly so towards the top of the model where it is clear several components
are superposed. In the instantaneous wind fields, there is a transition from a dominant DW1 component to a dominant SW2360
component around 90 to 100 km. The slope of the phase fronts is steeper when compared with the equatorial regime, indicative
of longer vertical wavelengths at this polar latitude.
The non-migrating component is again a superposition of many wavenumbers, but several finer wave structures can be seen.
In particular around 90 - 95 km where we observe what appear to be zonal wave number 4 and 5 structures. There appear
to be phase fronts indicating both westward and eastward propagation, as expected in non-migrating tides. The plots of the365
non-migrating component again highlight the need to decompose the field into its zonal wavenumber structure to provide a
better picture on the zonal wavenumbers present in the model fields.
We now once more focus on a height of 95 km and decompose the non-migrating tidal field into its zonal wavenumber
components using the method described in 2.1. We plot both diurnal and semidiurnal temporal frequencies in the equatorial
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Figure 10. Longitude-height snapshot at 00UT on the first day of January at the polar latitude of Rothera (68◦S) of tidal perturbations for
(a) temperature, (b) zonal (u) winds and (c) meridional (v) winds. The equatorial DW1 tide can be seen as the primary component of the
migrating tide at lower altitudes, with a switch to a dominant SW2 component occurring around 95 - 100 km in the wind fields and the
temperature field becoming irregular. A superposition of several zonal wavenumbers is apparent in the non-migrating components.
regime for each zonal wavenumber across the year in Figure 9. We use a 30-day sliding average window centred on a given370
day.
We observe that, as expected, the maximal amplitude of the semidiurnal tide is always larger than that of the diurnal tide
in this polar regime. The magnitude of the diurnal tide in temperature is around 40% of that seen in the semidiurnal tide –
it is worth noting that both have small magnitude however, with a maximal amplitude of around 1.6 K in the semidiurnal
component. The zonal wind has a diurnal component which is around 20% of the observed semidiurnal tidal amplitude, which375
maximises at around 14 ms−1. Finally, the meridional wind has a diurnal component which is roughly 10% of the observed
semidiurnal tidal amplitude, which maximises at around 13 ms−1.
We comment first on the modelled temperature field. The magnitudes are small across both components, and therefore we
will not place too much weight on observations made here. We see maximal amplitudes of around 1.6 K in the “breathing” S0
component in April/May and of around 0.6 K in the “breathing” D0 component in October.380
The wind fields have larger magnitude. In the modelled zonal winds, we observe the largest non-migrating tidal amplitudes
in the SW1 component, with a maximal value of around 14 ms−1 occurring in August/September and with larger values of
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Figure 11. Diurnal and semidiurnal tidal amplitudes as a function of month and zonal wavenumber at the polar latitude of Rothera (68◦S)
for (a) temperature, (b) zonal (u) winds and (c) meridional (v) winds. The dominant migrating tidal component is removed in each case for
clarity.
around 10 ms−1 also seen in May/June. Other notable non-migrating semidiurnal amplitudes are the “breathing” S0 component
which peaks at around 8 ms−1 in May and October. The diurnal component has small magnitude, and the largest values of
around 2.5 ms−1 are seen in the “breathing” D0 component in February and October.385
Finally, we focus on the modelled meridional winds. The largest non-migrating tidal amplitude of around 13 ms−1 is seen
in the SW1 component in August/September, with large values of around 10 ms−1 seen in June. There are once more some
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larger values observed in the “breathing” S0 component also, with maximal values of around 8 ms−1 occurring in May and
October. Again, the diurnal component has small magnitudes, with maximal amplitudes of around 1.4 ms−1 observed in the
“breathing” D0 component in November.390
In summary, the tidal properties in the polar tidal regime for i) modelled temperature, ii) modelled zonal wind and iii)
modelled meridional wind are as follows:
– The instantaneous fields show maximal perturbation magnitudes at high altitudes of i) 20 K, ii) 120 ms−1 and iii)
90 ms−1.
– The maximal amplitude of the semidiurnal non-migrating tidal components is always larger than that of the diurnal tide.395
– The SW1 component is the dominant semidiurnal non-migrating component across the wind fields, with the values in
the temperature field being generally small. We observe maximal amplitudes of i) 1.0 K, ii) 14 ms−1 and iii) 10 ms−1.
The “breathing” S0 component also has notable magnitudes across all fields.
– The diurnal non-migrating components are small across the board, but relatively we see the largest magnitudes in the D0
component in all fields.400
We perform a brief comparison with observations to place these results in the context of measured values. The magnitude of
the migrating component is similar to observed values. Values of 30 - 40 ms−1 are seen in UARS polar meridional winds in
Angelats i Coll and Forbes (2002) at 95 km, compared to ExUM values of around 30 ms−1. A notable SW1 polar meridional
tidal component is also seen in UARS winds in Angelats i Coll and Forbes (2002). However, the values observed at 95 km
are closer to 4 ms−1 and values closer to 10 ms−1 (as seen in the ExUM at 95 km) are only observed at 105 - 110 km.405
However, the polar SW1 component of TIDI polar zonal and meridional winds reported in Wu et al. (2011) at 95 km are up
to 12 ms−1 in both the zonal and meridional components, in keeping with the values seen in the ExUM. Finally, the non-
migrating components of the TIDI polar zonal winds reported in Wu et al. (2008b) show notable DE3, DE2, DE1, D0 and
DW2 magnitudes (around 12 ms−1) which we do not observe in the ExUM at polar latitudes.
We now have a good grasp of the dominant non-migrating tidal components in two key regimes – at an equatorial and polar410
latitude. We now wish to get a better understanding of how the components of the tide vary with latitude, and so we examine
this in the following section.
3.4 Latitudinal dependence
Here, we extract the latitudinal dependence of the tides, by examining the amplitudes of the spatial modes as a function of
latitude for each month of the year. We include the migrating mode in this analysis, and remove zonal wavenumber 5 and 6 –415
which are generally small – to help with visualisation. In Figure 12 we plot the diurnal tidal amplitudes for the spatial modes
considered for each month. In Figure 13 we repeat the analysis but for the semidiurnal tidal amplitudes.
We first turn our attention to the modelled temperature field. We observe maximal tidal amplitudes of around 16 K. Looking
at the migrating (DW1) component, we see a clear three-peak structure, with the largest peak observed at the equator and the
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Figure 12. Latitude-amplitude plot of diurnal tidal amplitudes across the year for (a) temperature, (b) zonal (u) winds and (c) meridional (v)
winds.
two smaller peaks at latitudes of approximately 30◦S and 30◦N. We observe maximal amplitudes in June and November with420
a pronounced minimum in August. Looking at the non-migrating components, we observe that the DW2 component is by far
the largest with amplitudes of up to around 11 K at the equator in December where it is nearly as large as the diurnal migrating
component. It also has large amplitudes in November of 7 - 8 K and in May and September when it reaches around 5 K at the
equator. We also observe that it has a similar three peak structure. Other large components of note are the DE3, DE2 and DW3
components. The DE3 generally has a one peak structure in a 20◦S to 20◦N band around the equator which reaches a maximal425
amplitude of around 5 K in January and August. The DE2 generally has a two peak structure with these peaks occurring at
the minima of the DW1 component at around 25◦S and 25◦N, and with maximum amplitudes of around 5 K in February and
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June. Finally, the DW3 component generally has a three peak structure in line with the structure observed in the migrating
component. We see maximal amplitudes of this component of around 5 K in January and September.
We focus now on the modelled zonal winds, where we observe maximal tidal amplitudes of around 40 ms−1. In the mi-430
grating (DW1) component, we see a clear two peak structure with large peaks at approximately 20 - 30◦S and 25 - 30◦N
with a minimum at the equator. Some increase towards the south pole is evident in the austral spring/summer period (October,
November, December, January, February). Maximal amplitudes occur in February, June and October/November, whilst mini-
mal amplitudes occur in April and August. Turning our attention to the non-migrating components, we once more observe a
dominant DW2 component with amplitudes up to around 20 ms−1 in December matching that of the diurnal migrating tide.435
In general it also has the same two peak structure as the migrating mode. The DW2 is large in November also reaching around
20 ms−1, and in May and September where it reaches 10 - 15 ms−1. Many other non-migrating components also have large
amplitudes in different months of the year. The DE4 maximises at 12 ms−1 at around 15◦N in March/April and October. The
DE3 maximises at around 17 ms−1 in the region of 15◦S to 15◦N in January and November. The DE2 reaches values of around
15 ms−1 at 15◦N for a large part of the year. The DE1 maximises at around 12 ms−1 at 30◦S in April and at 30◦N in January.440
The “breathing” D0 mode reaches a value of 15 ms−1 at around 30◦S in February, May and December. Finally, the DW3
component maximises at around 15 ms−1 at around 15◦S in September.
Finally we look at the modelled meridional winds. These have the largest maximal amplitudes seen so far of around 60 ms−1.
The migrating (DW1) component shows a similar clear two peak structure to that observed in the zonal wind, with the peaks
similarly located around 20◦S and 20◦N with a pronounced minimum at the equator. Again, some increase is seen towards445
the south pole in the austral spring/summer period but it is relatively less pronounced when compared to the zonal wind. The
maximal amplitudes also follow the same monthly pattern as the zonal winds; we see maxima in February, June and October
and minima in Apr/May and August. Looking at the non-migrating components, the DW2 is again dominant, follows a two
peak structure and has maximal amplitude in December of around 40 ms−1 comparable with the amplitude of the diurnal
migrating component. The DW2 is also large in November with a maximal amplitude around 30 ms−1, and through much of450
the rest of the year with amplitudes near 20 ms−1 (it is at its smallest in April with amplitudes below 10 ms−1). Many other
non-migrating components are also large as was observed with the zonal winds. The DE3 generally has a one peak structure
maximising at the equator with values around 15 ms−1 in January. The DE2 has a similar one peak structure with maximal
values of 15 ms−1 at the equator in January, February, March and November. The DE1 reaches values of 16 ms−1 at 15◦S in
April and 20 ms−1 at 15◦N in February. The “breathing” D0 mode maximises at 15◦S with a value of 19 ms−1 in February455
and with a value of 22 ms−1 in December. Finally, the DW3 generally has a two peak structure maximising around 20◦S and
20◦N with values of 15 ms−1 in January and August and 18 ms−1 in September.
Having performed an in depth analysis of the diurnal tidal components, we now look at the variation of the semidiurnal tidal
components with latitude, presented in Figure 13.
We first focus on the modelled temperature field, where we see maximal tidal amplitudes of around 11 K which are less460
than those seen in the diurnal migrating component. In the migrating (SW2) component, we generally observe a three peak
structure - occasionally one of the peaks breaks down leaving a two peak structure remaining. The central peak generally
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Figure 13. Latitude-amplitude plot of semidiurnal tidal amplitudes across the year for (a) temperature, (b) zonal (u) winds and (c) meridional
(v) winds.
occurs between 10◦S and 10◦N with the left and right peaks occurring approximately 30◦ north or south of the central peak.
We observe maximal amplitudes in May/June/July and minimal amplitudes in October/November/December. Turning our
attention to the non-migrating semidiurnal tidal components, there is no clear largest component. The SE2, SW1, SW3 and465
SW4 components represent the largest of the non-migrating components. The SE2 has maximal amplitudes of 3 - 4 K around
40◦N for most of the first half of the year. Peak amplitudes of around 3 - 4 K are also seen for the SW1 component at 40◦S in
August; and for the SW3 component at 20◦S in March. Finally, the SW4 component reaches values of 4 K at 40◦S in February
and at around 30◦S in October.
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We now look at the modelled zonal winds. We observe maximal tidal amplitudes of around 40 ms−1, which are similar470
to those seen in the diurnal migrating component. Looking at the migrating (SW2) component, we generally see a two peak
structure, but a third smaller peak often occurs between these peaks. Generally, the two largest peaks occur at approximately
50◦S and 50◦N and there is often a third peak between these occurring anywhere between 30◦S and 30◦N. Maximal amplitudes
are seen in May/June, with minimal amplitudes in November/December. In general the peak amplitude at 50◦S is greater than
or equal to the peak amplitude observed at 50◦N. Now looking at the non-migrating components, again there is no outright475
largest non-migrating tide. As in the temperature field, the SE2, SW1, SW3 and SW4 have the largest amplitudes. The SE2
tends to have a two peak structure with maximal values at 40◦S and 40◦N. It maximises with values of 10 ms−1 at these
latitudes in January/February. The SW1 component tends to peak towards the south pole. It has maximal amplitudes at 60◦S,
with a value of 10 ms−1 in March and 15 ms−1 in August. The SW3 reaches a peak value of around 10 ms−1 at around 40◦S
in March. Finally, the SW4 component maximises with a value of 10 ms−1 at 50◦S in February and at 40◦S in October.480
Finally, we analyse the modelled meridional winds. We observe maximal tidal amplitudes similar to those seen in the zonal
winds of around 40 ms−1 making them smaller than those seen in the diurnal migrating component. The migrating (SW2)
component generally has a four peak structure with the two outer peaks centred around approximately 50◦S and 50◦N and the
two central peaks moving to the north and south of the equator about 25 degrees apart. The tide has maximal amplitudes around
May/June and has minimal amplitudes in November/December. Looking at the non-migrating components, again there is no485
clear dominant component and the SE2, SW1, SW3 and SW4 all have notable magnitudes. The SE2 component maximises
at 30◦N in June with a value of 10 ms−1. Similar to the zonal wind SW1 component, the SW1 component here also has its
largest amplitudes towards the south pole. We observe maximal amplitudes of 18 ms−1 at around 55◦S in August. The SW3
component peaks at 13 ms−1 in March at 40◦S. Finally the SW4 component has a maximal amplitude of 13 ms−1 seen in
February at 50◦S, and values of 10 ms−1 seen at 50◦S in May and at 45◦S in October.490
In summary, the tidal properties as a function of latitude for i) modelled temperature, ii) modelled zonal wind and iii)
modelled meridional wind are as follows:
– Maximal diurnal tidal amplitudes are i) 16 K, ii) 40 ms−1 and iii) 60 ms−1, which are produced by the migrating (DW1)
component.
– The diurnal migrating component has a i) three peak, ii) & iii) two peak structure.495
– The dominant diurnal non-migrating component is the DW2 component across all fields with maximal amplitudes of i)
11 K, ii) 20 ms−1 and iii) 40 ms−1. Other components of notable magnitude are the i) DE3, DE2 & DW3, ii) & iii) DE3,
DE2, DE1, D0 & DW3.
– Maximal semidiurnal tidal amplitudes are i) 11 K, ii) 40 ms−1 and iii) 40 ms−1, which are produced by the migrating
(SW2) component.500
– In general, the semidiurnal migrating component has a i) three peak, ii) two peak and iii) four peak structure.
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– The dominant non-migrating semidiurnal components are the SE2, SW1, SW3 and SW4 components across all fields,
with maximal amplitudes of i) 4 K, ii) 15 ms−1 and iii) 18 ms−1.
We have now detailed the variation in diurnal and semidiurnal tidal amplitudes with latitude for the various spatial modes
considered. It is now worthwhile to consider variation on a finer time scale – namely short term variability – which we focus505
on for the final section of our analysis.
3.5 Short term variability
Here we perform an analysis of the short term variability present in the amplitude of the tidal components. This is primarily
to investigate the magnitude of such perturbations. To do this, we apply the analysis to a 30-day sliding window, and contrast
it with that from a 1-day sliding window. In Figure 14, we present the variability in the migrating and some of the larger510
non-migrating tidal components across the course of the year within the two regimes we considered previously – namely an
equatorial and a polar latitude. The bold line represents the value from the 30-day sliding window, and the faded line represents
the value obtained using the 1-day sliding window.
We first analyse the modelled temperature field. Looking at the migrating modes (DW1 and SW2) in the equatorial regime,
we see maximal amplitudes of around 15 K. We observe a peak in DW1 amplitudes in January/February of around 8 K515
with short term variation of up to 4 K throughout the year (i.e. at least a 50% variation). The SW2 component here peaks
at a maximal value of around 12 K in May/June with short term variation of up to 3 K throughout the year (i.e. at least a
25% variation). In general the SW2 has larger amplitudes in April to September (equatorial Spring/Summer) with smaller
amplitudes in October to March (equatorial Autumn/Winter). The migrating modes in the polar regime are relatively small
throughout the year for both components with little short term variation. We focus on a subset of the non-migrating modes520
which have larger magnitudes within each of the two regimes, with peak values of around 12 K. In the equatorial regime, we
focus on the DE3, DW2 and DW3 tidal components. The DE3 peaks in January and August with values around 4 K, with short
term variation up to 5 K throughout the year (i.e. short term variation of 125%). The DW2 has maximal values in January and
December of around 5 K with short term variation up to to 5 K throughout the year (i.e. short term variation of around 100%).
Finally, the DW3 peaks in January/February and September with values around 5 K and with short term variation of up to525
7 K – the largest short term variation seen of 140%. The non-migrating modes in the polar regime are also relatively small –
perhaps the only point of note is the short term variation in the “breathing” S0 component which varies by up to 1 K, or around
a 75% variation.
We now turn our attention to the modelled zonal winds. First focusing on the migrating modes (DW1 and SW2) in the equa-
torial regime, we observe maximal amplitudes of around 35 ms−1. Looking at the DW1 component, we see peak amplitudes of530
around 30 ms−1 in March/April and October/November, with short term variation of up to 12 ms−1, or a 40% variation. The
SW2 component peaks in April/May with amplitudes of around 12 ms−1 with short term variation of up to 5 ms−1, or around
a 40% variation. In the polar regime, we observe larger amplitudes than those seen in the temperature field. The dominant SW2
component peaks in April/May with a value of 28 ms−1, with short term variation of up to 10 ms−1, or around a 35% variation.
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Figure 14. Tidal amplitudes as a function of time for the latitudes of 8◦S and 68◦S showing the short term variability of the migrating and
largest non-migrating tidal components over the course of the year for (a) temperature, (b) zonal (u) winds and (c) meridional (v) winds.
The bold line represents the value from the 30-day sliding window, and the faded line represents the value obtained using the 1-day sliding
window.
It is notable that this large peak amplitude follows near zero amplitude values in the preceding month. The DW1 component in535
the polar regime has maximal values of 12 ms−1 in January and December with short term variation of around 3 ms−1, or a
25% variation. The amplitudes seem to experience a six month low in April through September, following by a six month high
from October through March which is also observed to a lesser extent in the temperature field. Moving to the non-migrating
components, we observe maximal amplitudes similar to those seen in the migrating components of around 35 ms−1. We again
focus on the DE3, DW2 and DW3 components in the equatorial regime. The DE3 peaks in January and August with values540
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around 14 ms−1, with short term variation of up to 12 ms−1, or around a 85% variation. These peaks line up with the peaks in
the temperature field seen previously. The DW2 has maximal values of 20 ms−1 observed in November/December with large
short term variation of up to 20 ms−1, or a 100% variation. Finally, the DW3 peaks in January and September with values of 10
and 14 ms−1 respectively. The short term variation seen here is some of the largest seen in the zonal winds, with variation up
to 18 - 19 ms−1, or around a 130% variation. Finally, we look at the non-migrating component in the polar regime, and focus545
on the S0, SW1 and SW3 components. The “breathing” S0 component peaks with values of 6 ms−1 in May with large short
term variation of up to 10 ms−1 or around 165%. The SW1 component has maximal values in August/September of around
12 ms−1 with large short term variation of up to 15 ms−1 or 125%. The SW3 component peaks around February/March/April
with values of around 5 ms−1, and again with large short term variation of around 7 - 8 ms−1, or around 150%.
Finally we come to the modelled meridional winds. In the migrating modes (DW1 and SW2) we observe a very similar550
pattern to the migrating modes seen in the zonal wind field, with similar amplitudes in the polar regime, but with almost double
the amplitude in the equatorial regime, giving maximal amplitudes of around 70 ms−1. The DW1 component in the equatorial
regime has the same March/April and October/November peak seen in the zonal winds, with amplitudes here of around 60 and
55 ms−1 respectively. In the meridional winds we also see larger values in June of near 60 ms−1. The short term variation
seen is up to 20 ms−1, or around 33% of the base value. The SW2 component has more pronounced peaks in April/May555
and September/October (the equinoxes) than the zonal winds, with values of 30 ms−1 and 20 ms−1 respectively. Short term
variation occurs up to a value of 10 ms−1, or around a 33 - 50% variation. Moving on to the migrating modes in the polar
regime, as noted previously these have very similar structure and magnitude to the migrating components seen in the zonal
winds and so we refer the reader to this analysis. The non-migrating modes see maximal amplitudes of around 60 ms−1, which
is similar to the maximal amplitude seen in the migrating components. In the equatorial regime we again focus on the DE3,560
DW2 and DW3 components. The DE3 component has consistently smaller amplitudes than those seen in the corresponding
component in the zonal winds, with amplitudes always less than 10 ms−1. The short term variation is still pronounced however
with a magnitude of up to 10 ms−1, or over a 100% variation. The DW2 component has a very similar structure to that seen
in the zonal winds, but with almost double the magnitude, peaking in November/December with a value of 38 ms−1. We
observe short term variation of up to 22 ms−1, or a variation of nearly 60%. Finally, coming to the DW3 component, we see a565
similar structure to that seen in the zonal wind, but with a larger peak in August/September of around 20 ms−1, and a slightly
larger peak in January/February of around 14 ms−1. Short term variation seen here is at most 15 - 20 ms−1, or around a 100%
variation in general. We now approach the non-migrating tidal components in the polar regime, and again focus on the S0, SW1
and SW3 components. As with the migrating components in the polar regime, these have very similar structure and magnitude
to that seen in the zonal wind non-migrating components and so we refer the reader to this analysis.570
In summary, the tidal properties considering short term variability for i) modelled temperature, ii) modelled zonal wind and
iii) modelled meridional wind are as follows:
– Maximal amplitudes of the migrating components in the equatorial regime are, for DW1, i) 8 K, ii) 30 ms−1 and iii)
60 ms−1, and for SW2, i) 12 K, ii) 12 ms−1 and iii) 30 ms−1.
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– Maximal amplitudes of the migrating components in the polar regime are, for DW1, i) <5 K, ii) 12 ms−1 and iii)575
12 ms−1, and for SW2, i) <5 K, ii) 28 ms−1 and iii) 28 ms−1.
– Short term variation or “tidal weather” in the migrating components can lead to a percentage variation of up to i) 50%,
ii) 40% and iii) 50%.
– Maximal amplitudes of the non-migrating components considered in the equatorial regime are i) 5 K, ii) 20 ms−1 and
iii) 38 ms−1.580
– Maximal amplitudes of the non-migrating components considered in the polar regime are i) <5 K, ii) 12 ms−1 and iii)
12 ms−1.
– Short term variation or “tidal weather” in the diurnal non-migrating components considered can lead to a percentage
variation of up to i) 140%, ii) 130% and iii) 100%.
– Short term variation or “tidal weather” in the semidiurnal non-migrating components considered can lead to a percentage585
variation of up to i) 75%, ii) 165% and iii) 165%.
This completes our analysis of the migrating and non-migrating tidal modes observed in the modelled temperature, zonal and
meridional wind fields from the Extended Unified Model, and we proceed to put these results in the context of other modelling
and observational studies in the discussion which follows.
4 Discussion590
In the results presented above, we observe significant magnitude and structure in the components of both the migrating and
non-migrating modes across the range of diagnostics considered. Here, we place these results in the context of other modelling
and observational studies of migrating and non-migrating tides and discuss the similarities and differences observed. Note that
there a large number of diagnostics which could be considered for such multi-dimensional data. Thus we must naturally restrict
the discussion to a limited subsection of the data, but one which is representative of the phenomena observed in the ExUM.595
For observational data, we use both meteor radar data and satellite observations. The zonal and meridional wind measurements
used are from a High Resolution Doppler Imager (HRDI) aboard the Upper Atmosphere Research Satellite (UARS) as well
as a Doppler Imager (TIDI) aboard the NASA Thermosphere, Ionosphere, Mesosphere, Energetics and Dynamics (TIMED)
explorer. Temperature measurements used are from the Sounding of the Atmosphere using Broadband Emission Radiometry
(SABER) also aboard the TIMED explorer.600
We consider the studies of Miyoshi et al. (2017), who used an atmosphere-ionosphere coupled model to investigate non-
migrating atmospheric tides; Hagan and Forbes (2002), who used the linear mechanistic Global Wave Scale Model (GWSM)
to investigate migrating and non-migrating tides in the MLT; Oberheide et al. (2011), who presented results from the Clima-
tological Tidal Model of the Thermosphere (CTMT) from 80 - 400 km; Hibbins et al. (2019), who made observations using
meteor radar wind data from the Super Dual Auroral Radar Network (SuperDARN) in the Northern Hemisphere, at around605
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60◦N and at around 95 km; Chang et al. (2012), who compared ground-based observations of equinox diurnal tide wind
fields from the first CAWSES Global Tidal Campaign with results from five commonly used models; Pokhotelov et al. (2018),
who compared meteor-radar observations made in Germany and Norway to the Kühlungsborn Mechanistic Circulation Model
(KMCM); Dempsey et al. (2021), who compared meteor-radar observations at Rothera to the Whole Atmosphere Community
Climate Model (WACCM) and the Extended Canadian Middle Atmosphere Model (eCMAM); Ortland and Alexander (2006),610
who compared observations of the diurnal tide from TIDI and UARS winds and SABER temperatures against a linear mecha-
nistic tide model; Iimura et al. (2010), who provided an assessment of non-migrating semidiurnal tides present in TIDI wind
measurements; Oberheide et al. (2006, 2007), who also examined non-migrating diurnal and semidiurnal tides in TIDI wind
measurements; Wu et al. (2008a,b, 2011), who examined migrating and non-migrating diurnal and semidiurnal tides in TIDI
wind measurements; Angelats i Coll and Forbes (2002), who examined both migrating and non-migrating semidiurnal tides in615
UARS meridional winds; Huang and Reber (2004), who examined both migrating and non-migrating diurnal and semidiurnal
tides in UARS wind measurments; Zhang et al. (2006) & Forbes et al. (2008), who presented both migrating and non-migrating
diurnal and semidiurnal tides in SABER temperature measurements; and Li et al. (2015), who presented DE3 and SE2 tidal
components from SABER temperature measurements.
4.1 Non-Migrating modes620
We focus first on the non-migrating modes produced by the ExUM and discuss these in the context of other studies of non-
migrating modes in the MLT.
4.1.1 The DE3
Given the importance of the DE3 in producing the wavenumber 4 structures observed in low-latitude total electron content in
the ionosphere (Forbes et al., 2008), we first focus on this non-migrating mode. We shall summarise the results observed in625
previous modelling and observational studies, and then compare with the results from the ExUM.
Miyoshi et al. (2017) considered the temperature field, and found that the DE3 was the largest of all non-migrating tidal
components in the MLT (peaking around 17 K amplitude at 110 km at the equator)(however at 80 km a maximal amplitude of
3 K is observed at 20S and 20N). Hagan and Forbes (2002) obtained a DE3 component of 30 K amplitude at 115 km compared
to a 17 K observed amplitude. Oberheide et al. (2011) observed, in September at 100 km, a zonal wind DE3 with maximal630
amplitude at the equator of around 18 - 20 ms−1, no meridional wind DE3 component, and a temperature DE3 component
with maximal amplitude around the equator of around 9 K. Finally, the zonal wind field was also investigated at 90 km. The
non-migrating components vanish on moving down to 90 km, i.e. the DE3 component seen previously disappears.
Considering the ExUM fields at 95 km, the DE3 component has a maximal amplitude of around 5 K in the temperature
field, 17 ms−1 in the zonal wind field and 15 ms−1 in the meridional wind field. It would also be informative to consider the635
DE3 component produced in the ExUM at different model heights. We therefore plot this in Figure 15.
In the temperature field, we see a distinct increase in the amplitude of the DE3 component with increasing height. We see
peak value of around 10 K at 107 km and a value of 4 - 5 K in September at 100 km. Whilst it is not inconceivable that the DE3
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Figure 15. Latitude-amplitude plot of DE3 tidal amplitudes at various heights across the year for (a) temperature, (b) zonal (u) winds and
(c) meridional (v) winds.
component could have maximal amplitudes of 17 K at 115 km, this component appears to be slightly underestimated in the
modelled temperature field. In the zonal wind field, we also observe a distinct increase of the DE3 amplitude with increasing640
height. It reaches amplitudes of around 16 ms−1 at 100 km in September, but has values up to around 20 ms−1 in other
months. These values are comparable to those seen in CTMT. Unlike CTMT however, the DE3 component is generally smaller
at 90 km, but certainly does not disappear at this altitude. Finally, the meridional wind field is, in contrast to CTMT, non-zero
at 100 km. It does not appear to greatly increase with increasing height, and actually peaks with amplitudes around 15 ms−1
in January at 95 km.645




In temperature, the satellite observations come from SABER. Forbes et al. (2008) observed DE3 amplitudes at 95 km in
August/September of 6 - 8 K at around 10◦S and decaying either side of this latitude. Maximal values of 12 K are observed
at the same latitude at 105 - 110 km. There is a transition from a two peak structure at lower altitudes (76 km) to a single650
peak structure at higher altitudes (116 km) with this single peak structure having maximal values in August/September, with
near zero values over equatorial winter. Zhang et al. (2006) and Li et al. (2015) echo these results. In comparison to the fields
produced by the ExUM, the latitudinal structure is well captured with a transition from a two peak to single peak structure
apparent with increasing altitude. The peak magnitudes are also fairly similar for the heights considered, although the ExUM
perhaps slightly underestimates the DE3 component at the upper heights of the model. However it is the seasonal dependence655
that is the major discrepancy. A peak value is seen in August, but the peak persists for months such as November and January
where small or zero values are seen in the SABER observations.
The zonal wind is provided by satellite observations from TIDI and UARS. Oberheide et al. (2006) observed DE3 amplitudes
at 95 km with maximal amplitudes of 14 ms−1 in August/September at (or just south of) the equator, growing to 18 ms−1 at
around 100 - 105 km. There is a pronounced period of maximal amplitudes from July to September occurring with a single660
peak structure, with minimal amplitudes in December/January/February and May/June, often with a two peak structure. Wu
et al. (2008b) echo these results, but with slightly larger values of 16 ms−1 at 95 km growing to around 25 ms−1 at around
105 km. Huang and Reber (2004) also echo these results, but with larger values again of 20 ms−1 at 95 km. In comparison
to the fields produced by the ExUM, the peak values in August are more in keeping with Huang and Reber (2004), but are
generally similar to the other studies considered. The increase in amplitude with increasing height and the latitudinal structure665
are also reproduced, with a single peak structure seen in months with large amplitudes, and a two peak structure often seen
in months with smaller amplitudes. However, once more the seasonal dependence is the major discrepancy. Larger values are
seen in August/September, with smaller values in May and June, but large values are seen in January - March where much
smaller values are seen in TIDI and UARS measurements.
The meridional wind field is also provided by satellite observations from TIDI and UARS. Oberheide et al. (2006) observed670
DE3 amplitudes at 95 km with maximal amplitudes of 10 ms−1 in January/February at the equator, which do not grow
further with increasing height. Maximal amplitudes are generally in November, December and January to April, with smaller
amplitudes for the rest of the year, and with a year round single peak structure. Wu et al. (2008b) and Huang and Reber (2004)
both echo these results. In comparison to the fields produced by the ExUM, we see that the ExUM DE3 meridional component
has amplitudes which are slightly larger than those observed, peaking around 15 ms−1. However the latitudinal single peak675
structure, the seasonal structure and lack of significant increase with increasing height are all features which are also produced
by the modelled meridional wind.
Ultimately then, whilst some differences do exist between the ExUM and other models and observational studies, it is notable
that the DE3 component is of significant magnitude for all diagnostics considered, and is in fact one of the larger components
of the motion field.680
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4.1.2 Other non-migrating modes
We move our attention to other non-migrating modes found in the studies introduced above.
Miyoshi et al. (2017) found other components of note in the diurnal non-migrating tides are the DE2, DW2 and D0 with
amplitudes of around 7 K in the 90 - 100 km region. Hagan and Forbes (2002) found that the DE3 also generates DW5, SW6
and SE2 via zonal wavenumber 4 interactions and DW2, D0, SW3 and SW1 via zonal wavenumber 1 interactions. The DW2685
was around 5 K which was comparable with observed values. The study of Oberheide et al. (2011) using the CTMT (introduced
above) in September at 100 km observed some spread from DW1 to D0 and DW2 in the zonal wind, with amplitudes around
10 ms−1. The meridional wind also has D0 and DW2 components with amplitudes around 10 ms−1. Finally, the temperature
field sees amplitudes spread from the DW1 to the DW2 component with amplitudes around 6 - 7 K.
Considering the ExUM temperature field at 95 km, the DW2 is the largest of all non-migrating components, peaking around690
11 K at the equator. The DE2 and DW3 reach maximal amplitudes around 5 K, whilst other components remain below 5 K.
The ExUM is consistent with the studies considered in that it reproduces a large DW2 component, with magnitudes of around
5 K in September at 95 km consistent with values observed in CTMT at 100 km. The DE2 magnitude is also similar to that
observed by Miyoshi et al. (2017), but we do not see magnitudes above 5 K in the D0 or DW5 components. In the wind fields at
95 km in September, the DW2 peaks around 20 ms−1, larger than that observed in CTMT, whereas the D0 has peak amplitudes695
around 5 ms−1, smaller than that seen in CTMT.
Miyoshi et al. (2017) observed that the SW3 was the largest of all the semidiurnal non-migrating components in MLT
(around 8 K at 110 km). Other components of note are the SE2 and SW1 with amplitudes of around 6 K at 110 km. Hibbins
et al. (2019) found that, in general, the semidiurnal tide was dominated by the SW2 (migrating) component with smaller
contributions from SW1 and SW3 especially around the equinoxes. They found that the semidiurnal components maximised700
in the autumn equinox, with a secondary wintertime maximum. Iimura et al. (2010) demonstrated that a non-migrating SW1 is
clearly present in the MLT horizontal winds in the Northern Hemisphere, maximizing around 60◦N in late spring/early summer.
In addition, an SW3 and weaker S0 component were also evident in the lower thermosphere. The study of Oberheide et al.
(2011) using the CTMT (introduced above) in September at 100 km observed some spread of the SW2 component in the zonal
wind into the SW1 and SW3 components, with maximal amplitudes around 10 - 14 ms−1. These components disappeared at705
90 km. There are no notable non-migrating semidiurnal components in the meridional wind or temperature fields.
Considering the ExUM temperature field at 95 km, the SE2, SW1, SW3 and SW4 all have similar magnitudes of around
3 - 4 K, with the peak SW3 values occurring at the equinoxes. These values are not inconsistent with the values observed by
Miyoshi et al. (2017) at 110 km. In the zonal wind field at 95 km, the SE2, SW1, SW3 and SW4 are again the larger components
with values around 10 ms−1. These larger semidiurnal components are in general similar to the observations of Hibbins et al.710
(2019) and Iimura et al. (2010). The seasonal dependence is less obvious, but at around 60◦N, the SW1 component appears
to be at its largest in April. The SW1 and SW3 components in the ExUM are consistent with those observed by Oberheide
et al. (2011). However, we also observe significant semidiurnal non-migrating components in the meridional wind which are
not seen in their study, with values around 15 ms−1.
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Finally, we focus on a more detailed comparison with observational results and how they compare with the other ExUM715
non-migrating tidal fields produced. We generally look at the DW2 and the SW1 to limit the discussion.
Forbes et al. (2008) observed DW2 tidal amplitudes in temperature at 96 km peaking at 7 K in a single peak at the equator
around November/December. The tide persists from September to February and is near zero for the rest of the year. In com-
parison, the ExUM has slightly larger peak amplitudes of 11 K at 95 km in December, and in general a three peak structure
centred on the equator is evident (akin to the migrating tide) rather than a single peak at the equator. The seasonal dependence720
is generally well replicated, but with non-zero values persisting for much of the year.
Oberheide et al. (2006) observed DW2 tidal amplitudes in zonal wind at 95 km peaking at 12 ms−1 in September at 25 -
30◦S, generally occurring with a two peak structure either side of the equator. Larger magnitudes are observed from September
to February with smaller amplitudes for the rest of the year. Wu et al. (2008b) includes higher latitudes, and observed larger
peak amplitudes of up to 20 ms−1 which occur in April/July at around 50◦S with the smaller two peak structure replicated in725
some months. Huang and Reber (2004) also observe larger peak amplitudes of 16 ms−1 occurring in July/September at around
40◦S. In comparison, the ExUM DW2 tide peaks with amplitudes around 20 ms−1 at 95 km in November/December at 25
- 30◦S and 25 - 30◦N. Thus the two peak structure is replicated in latitude but with larger amplitudes than those observed.
As well as this, the modelled DW2 does not have larger amplitudes at higher latitudes. The seasonal dependence is also not
well replicated, with small amplitudes in April and July. However larger amplitudes through the latter part of the year are730
generally seen. Looking at the SW1 zonal tide at 95 km, Wu et al. (2011) observed maximal amplitudes around 18 ms−1 in
November/December/January at 70 - 90◦S. Values of around 9 ms−1 persist for much of the rest of the year at high southerly
latitudes. In comparison, the ExUM also has an SW2 which is large at high southerly latitudes, but with maximal values of 10
- 15 ms−1. The seasonal dependence is also not replicated with the largest values occurring in March and August.
Oberheide et al. (2006) observed DW2 tidal amplitudes in meridional wind at 95 km peaking at 18 ms−1 in February and735
September at 20 - 25◦S, occurring with a two peak structure either side of the equator as in the zonal tide. The meridional tide
also has larger magnitudes from September to February with smaller amplitudes for the rest of the year. Huang and Reber (2004)
echo these results, as do Wu et al. (2008b), but with larger maximal amplitudes of around 25 ms−1 observed. In comparison, the
ExUM DW2 tide has a much larger peak amplitude of around 40 ms−1 in December. The seasonal dependence is reasonably
well replicated with the biggest discrepancy being the large values in May which are not seen to this extent in observations.740
The two peak latitudinal structure is well replicated. Looking at the SW1 meridional tide at 95 km, Oberheide et al. (2007)
observes peak amplitudes of around 8 ms−1 in January/February at around 45◦S. Huang and Reber (2004) observed similarly
large values in February at around 40◦S. Wu et al. (2011) and Angelats i Coll and Forbes (2002) include higher latitudes.
Wu et al. (2011) observe peak amplitudes of 15 - 18 ms−1 in December at 70 - 90◦S. Generally largest amplitudes are seen in
October to January at high southern latitudes, with amplitudes up to 9 ms−1 observed in February to September at high northern745
latitudes. Angelats i Coll and Forbes (2002) observes similar latitudinal and seasonal structure, but with smaller peak southern
latitude amplitudes of around 10 ms−1. In comparison, the ExUM has a similar peak magnitude of around 16 ms−1 at high
southern latitudes, but this is observed in August rather than December and thus the seasonal dependence is not well replicated.
Amplitudes of around 9 ms−1 are seen at high northern latitudes in April and May which are consistent with observations.
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The ExUM results here reinforce the conclusions of the studies above, that there are significant amplitudes present across750
several non-migrating modes. Generally latitudinal structure is well replicated but it is the seasonal structure which is the major
discrepancy between the modelled non-migrating tides and observations.
4.2 Migrating modes
We now focus on the migrating tidal modes produced by the ExUM and discuss these results in the context of other studies of
migrating modes in the MLT.755
Chang et al. (2012) observed that the models resolved the expected bimodal structure with tropical peaks associated with
the diurnal migrating tide. Zonal wind amplitudes at 90 km ranged from around 50 ms−1 in GWSM and eCMAM to around
25 ms−1 in WACCM3 and to around 10 ms−1 in TIME-GCM. In meridional wind, amplitudes at 90 km ranged from 70 -
80 ms−1 in GWSM and ECMAM to 30 ms−1 in WACCM3 and to 15 ms−1 in TIME-GCM. Peak amplitudes in WACCM3
were found to occur around 15◦S and 15◦N whereas in GSWM and ECMAM peaks occurred around 25◦S and 25◦N. At760
22◦N, the 95 km zonal wind diurnal amplitudes increased to 65 ms−1 in GSWM, decreased to 40 ms−1 in ECMAM and
increased to 40 ms−1 in WACCM3. The 95 km meridional wind diurnal amplitudes increased to 100 ms−1 in GSWM, and
remained roughly constant in ECMAM and WACCM. Day to day variability or “tidal weather” was not overly present in the
models used, but radar observations showed variations in zonal wind diurnal amplitudes from around 5 ms−1 up to as much as
40 ms−1 over a 5 day period at latitudes around peak tidal amplitudes, and variations in meridional wind diurnal amplitudes765
from around 15 ms−1 up to as much as 80 ms−1.
In comparison with these results, the ExUM also yields a two-peaked structure in the equinox diurnal tide winds fields with
peaks in the tropics. The zonal wind component of this tide at 95 km peaks at 30-35 ms−1 in equinox conditions, whereas
the meridional wind component has peak amplitudes around 50-55 ms−1. In both cases, the peaks are observed around 20 -
30◦S and 20 - 30◦N. This peak location is therefore closer to GSWM and ECMAM than WACCM3. Both wind components770
of the diurnal amplitudes observed in the ExUM fall between those observed in GSWM and ECMAM (which are larger) and
those observed by WACCM3 and TIME-GCM (which are smaller), which suggests that the tidal magnitudes produced by the
ExUM are at least reasonably consistent with other high-top models. The ExUM amplitudes are taken at 95 km whereas the
others are taken at 90 km so some caution must be taken in drawing too many conclusions. However, it is worth noting that the
values observed at 22◦N by Chang et al. (2012) at 95 km also lead to the same conclusions when comparing with the ExUM775
amplitudes. Finally, the short term variability in zonal wind diurnal amplitudes varies from around 15 ms−1 up to as much as
35 ms−1 around the September equinox, with the meridional wind varying from around 30 ms−1 up to as much as 60 ms−1
around the September equinox. This amount of variation was not observed in the models used, and it is encouraging that the
ExUM produces short term variation which is similar in magnitude to that seen in the radar observations presented in the study.
We now consider the migrating tides produced by CTMT in the study of Oberheide et al. (2011) (introduced above) in780
September at 100 km. In terms of the diurnal migrating tides, the zonal wind showed a two peak DW1 structure at 30◦S and
30◦N, with maximal amplitude of 16 - 18 ms−1. The meridional wind showed a two peak DW1 structure at 20◦S and 20◦N,
with maximal amplitude of 26 ms−1. The temperature field showed a three peak DW1 structure with the largest peak at the
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equator and two smaller peaks at 40◦S and 40◦N. The equatorial peak has a maximal amplitude of 15 K, whilst the smaller
peaks have maximal amplitudes around 6 - 7 K. Moving to the semidiurnal migrating tides, the zonal wind showed a two peak785
SW2 structure at 50 - 60◦S and 40◦N (as well as some larger values observed between 20 - 30◦S) with a maximal amplitude of
28 ms−1. The meridional wind has a four peak structure, with two larger peaks at 50 - 60◦S and 40◦N, and smaller peaks at 20
- 30◦S and 0 - 10◦N. The larger peaks have amplitude around 25 - 30 ms−1 whilst the smaller peaks have amplitudes around
20 ms−1. Finally the temperature field showed a three peak SW2 structure, with the largest peak at 20◦N with smaller peaks
at 40◦S and 10◦S. The largest peak at 20◦N has 13 K amplitude, whilst the smaller peaks have amplitudes around 7 - 10 K.790
We again must be cautious in drawing too many conclusions in the comparison with ExUM fields taken at 95 km, but we
can at least get some idea of the broad features of the modelled tides. The location of each peak is very similar in the zonal
and meridional diurnal amplitudes, with maximal amplitudes around half that seen in the ExUM in both cases. The three peak
temperature structure concurs with that seen in the ExUM, with similar magnitudes observed for each of the three peaks. The
location of the peaks in temperature is about 10 degrees closer to the equator in ExUM compared to CTMT. Looking at the795
semidiurnal migrating tides, the ExUM zonal wind maximal amplitude is around 40 ms−1 in September, around 10 ms−1
larger than that seen in CTMT. The two peak structure is replicated in the ExUM, with the third smaller peak around 15◦S
being similar to the larger values seen in CTMT between 20 - 30◦S. The ExUM meridional wind maximal amplitude is around
20 ms−1 in September, which is slightly less than that seen in CTMT. The four peak structure is also observed in the ExUM,
with peaks at similar locations. Finally, the three peak structure is also observed in the ExUM temperature field in September,800
with the peaks in similar locations to those seen in CTMT, but with smaller magnitudes - the northmost peak is at around 7 K
with the two other peaks at around 5 - 6 K.
Ortland and Alexander (2006) placed a particular focus on tuning the Gravity Wave (GW) forcing to best reflect the diurnal
tide structure, rather than to focus the tuning on matching observed mean wind and temperature structure as is standard practice.
They observed diurnal meridional wind amplitudes at 95 km with similar latitudinal structure to that observed in the ExUM.805
The peak magnitudes are on the whole slightly larger in TIDI and their tidal model, ranging from 60 - 80 ms−1, whereas we
observe values around 50 ms−1 in the ExUM in March. The conclusions when comparing the diurnal temperature amplitude at
95 km are similar. A similar latitudinal structure is observed but with peak magnitudes on the whole slightly larger in SABER
and their tidal model – around 20 K – than those observed in ExUM – around 15 K – in March.
Whilst the focus of our study is not on the development of the GW parameterization (the focus is rather to provide a detailed810
decomposition of the migrating and non-migrating modes produced by the ExUM), it is nevertheless pertinent to discuss
aspects of the GW parameterization here to aid future development. Particularly in the context of studies such as Ortland and
Alexander (2006) and Yiğit et al. (2021).
As noted in Sect. 2, the ExUM uses the non-orographic Ultra Simple Spectral Parameterization (USSP) of Warner and
McIntyre (2001), and includes frictional heating due to gravity wave dissipation, and consequent loss of kinetic energy (see815
Walters et al. (2017) for more details).
Ortland and Alexander (2006) found that the inclusion of GW forcing tuned for tidal structure acted to narrow the peak
location by around 5 degrees. It was noted that the overall effects of gravity wave momentum forcing is highly dependent
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on the chosen gravity wave parameterization and chosen source spectrum. Yiğit et al. (2021) showed that implementing a
latitudinally varying GW source spectrum can have a significant impact on middle atmosphere circulation, which can therefore820
have an important effect on the diurnal tides.
It has also been recently suggested that in-situ GW generation above the troposphere and non-primary (e.g. secondary) GW
parameterization is necessary to obtain polar winter eastward winds in the MLT (Becker and Vadas, 2018, 2020) which is
missing from current high-top models (e.g. Dempsey et al. (2021) in the context of WACCM and ECMAM, and Griffith et al.
(2021) in the context of ExUM).825
Therefore, to improve the capability of the ExUM in the MLT we recommend further studies to investigate i) the impact
on the middle atmosphere mean flow structure of tuning the parameters of the USSP to produce the correct tidal structure in
the MLT; ii) the appropriate latitudinal and azimuthal variation in the source spectrum of the USSP for gravity wave param-
eterization in the MLT; iii) the impact of such a latitudinally and azimuthally varying source spectrum on the tidal structure
in the MLT as well as on the mean wind and temperatures in the middle atmosphere; iv) the impact of GW heating on tidal830
amplitudes in the MLT; and v) the impact of in-situ and non-primary GW generation on modelled winds and tides in the MLT.
Finally, we focus on a more detailed comparison with observational results and how they compare with the ExUM migrating
tidal fields produced.
The meteor-radar observations discussed in Pokhotelov et al. (2018), show northern hemisphere semidiurnal zonal and
meridional wind tidal amplitudes with values larger than 40 ms−1, which we do not observe in the fields produced by the835
ExUM. However, the meteor-radar observations discussed in Dempsey et al. (2021), show southern hemisphere semidiurnal
zonal and meridional wind amplitudes of 20 - 40 ms−1, which is in keeping with the values seen in the southern hemisphere in
the ExUM. It should be noted that interannual variability is currently not included in the modelled values, which could account
for some of the differences observed with this study.
Satellite observations are primarily from SABER for temperature, and UARS and TIDI for winds, as introduced above.840
Focusing first on temperature, the study of Forbes et al. (2008) observes a DW1 at 100 km with strong three-peak structure
centred on the equator with the outer peaks around 30◦S and 30◦N in March to May, with amplitudes around 20 K. This
becomes weaker in other parts of the year with values closer to 10 - 15 K with a pronounced low around January. The SW2 at
100 km has a less clear latitudinal structure, but there tend to be maxima either side of the equator in bands from 10 - 30◦N
and 5 - 40◦S, with the southerly peak in May to July and the northerly peak around January to March with values around 15 K.845
The study of Zhang et al. (2006) shows similar seasonal and latitudinal variation, but with amplitudes of 10 - 15 K for the
diurnal migrating tide and 5 - 10 K for the semidiurnal migrating tide at 95 km. In comparison to the fields produced by the
ExUM, we see a strikingly similar latitudinal structure in DW1 tide and a reasonably similar structure in the SW2 tide. The
peak magnitudes are also similar with values of 10 - 15 K for the ExUM DW1 tide and 5 - 10 K for the ExUM SW2 tide. In the
SW2 tide the seasonal variation is also similar, however it is the seasonal structure in the DW1 tide where there is the largest850
discrepancy. We observe peak values in the ExUM occurring in June and November with lows around August. It should be
noted that the seasonal variation is significantly less pronounced, with the equatorial peak varying only between lows of 10 K
and highs of 16 K. It is perhaps the case that improved seasonal forcing is therefore necessary in the ExUM.
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Looking at observations of zonal winds, Wu et al. (2008a) observed peak values in the DW1 tide from TIDI at 95 km at
around 30 - 40◦S and 30 - 40◦N with values of 60 and 40 ms−1 respectively. These peak values tend to occur around April, but855
with larger values up to 40 ms−1 seen throughout the year. Wu et al. (2011) observed peak values in the SW2 tide from TIDI at
95 km at around 50 - 70◦S and 50 - 70◦N with peak values around 30 - 40 ms−1. The southern hemisphere peaks occur around
April and December, whereas the northern hemisphere peaks occur around January and August. Huang and Reber (2004)
observe peak values in the DW1 tide from UARS at 95 km which are slightly more equatorward, but with similar maximal
amplitudes and a pronounced peak in March/April, with much lower values throughout the rest of the year. In comparison to860
the fields produced by the ExUM, the latitudinal structure is well reproduced, with similar, but often smaller, peak magnitudes
in both the DW1 and SW2 tide. The pronounced peak in March/April is not seen in the ExUM DW1 tide, with little variation
over the course of the year. We see much more variation in the SW2 tide, with the May peak in the southern hemisphere and
January/August/September peak in the northern hemisphere not too dissimilar to observations. It is once more the seasonal
structure of the DW1 that represents the largest discrepancy.865
For the meridional winds, Wu et al. (2008a) observed peak values in the DW1 tide from TIDI at 95 km at around 20◦S and
20◦N with values around 60 - 70 ms−1 in March and September/October. Wu et al. (2011) observed peak values in the SW2
tide from TIDI at 95 km at around 50 - 70◦S and 50 - 70◦N as in the zonal wind, with peak values around 40 ms−1, and
with smaller peaks also apparent at lower latitudes. We see peak values in the southern hemisphere in June and in the northern
hemisphere in August/December/January. Angelats i Coll and Forbes (2002) observe similar latitudinal and seasonal structure870
in the SW2 tide from UARS, with slightly larger magnitudes of up to 50 ms−1 at 95 km. Huang and Reber (2004) observe peak
values in the DW1 tide from UARS at 95 km in keeping with those observed by Wu et al. (2008a). In comparison to the fields
produced by the ExUM, the latitudinal and seasonal structure as well as maximal amplitudes are very similar to observations,
with no major discrepancies.
In summary, across all the tides considered, the ExUM results illustrate strong amplitude variation with latitude and month875
across the many components considered. There are small discrepancies in the latitudinal peak location of the modelled tides,
as well as small discrepancies where tidal magnitudes are over/underestimated. However the largest discrepancy compared
with observations appears to be the seasonal structure, which is only occasionally reproduced and often differs greatly from
observed values. It is possible that a factor in this discrepancy in seasonal structure is the simplified radiation and chemistry
implementation used – namely that the climatological temperature profile used only gives a simple approximation for monthly880
and latitudinal variation compared to real values, with no interannual variation; and the ozone background files used also
only give a simple approximation for monthly and latitudinal variation compared to real values, also with no interannual
variation. This study therefore reinforces that the details of the gravity wave parameterization and radiation/chemistry schemes




In this study, we perform the first in-depth analysis of migrating and non-migrating modes present in the new Extended Unified
Model. We have improved on the implementation of the ExUM used in Griffith et al. (2021) by i) using a monthly and
latitudinally varying temperature profile above 90 km, and ii) using a vertical resolution based on atmospheric scale height
so that physically important waves are captured. We investigate the instantaneous tidal perturbations and spatial wave number
decomposition at two characteristic latitudes – that of Ascension Island near the equator where the diurnal wind tide dominates,890
and that of Rothera at polar latitudes, where the semidiurnal wind tide dominates. We characterise the latitudinal dependence
of both the diurnal and semidiurnal tide, and their variability on shorter time scales at the equatorial and polar latitudes. The
model thus proves to be a useful tool for investigating migrating and non-migrating modes. This is particularly useful given
the difficulty in obtaining measurements of non-migrating modes.
Key results include:895
1. The decomposition of the modelled temperature, zonal and meridional wind fields into migrating and non-migrating
tides yields significant amplitudes across a rich spectrum of temporal and spatial modes.
2. The ExUM produces non-migrating modes of significant amplitude in the MLT. The DW2, DE3 and DW3 modes are
dominant in the diurnal tide and the SW1, S0 and SW3 modes are dominant in the semidiurnal tide. These modes
include those proposed as being key agents in thermosphere-ionosphere coupling e.g. those producing the wavenumber900
4 structure in TEC in the ionosphere.
3. The migrating modes are in general consistent with those reported in other modelling and observational studies. The
wind fields have a bimodal latitudinal structure with tropical peaks in amplitude in the case of the diurnal tide, and
with an approximate bimodal structure with amplitude peaks at polar latitudes in the case of the semidiurnal tide. The
temperature field latitudinal structure reveals a three peak structure centred on the equator.905
4. The ExUM suggests there is significant short-term variability in the migrating and non-migrating modes – this is par-
ticularly important given the great difficulty of making experimental determinations of the short-term variability of
non-migrating tides.
5. There is distinct growth in the DE3 amplitude with increasing height, from 90 km up to a height of around 105 km,
where the model physics is still reasonably complete. This is an important observation given the suggested impact of the910
DE3 in driving ionospheric variability.
6. We have proposed specific future developments of the model to improve the accuracy and physical completeness of




In summary, our results indicate the usefulness of the ExUM in modelling atmospheric migrating and non-migrating tides915
in the MLT and provide insight not only into further developments required for the ExUM, but for developments within the
broader context of whole atmosphere modelling.
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Additions made to improve the ExUM in the MLT are detailed and the capability
of the model to produce migrating and non-migrating tides with realistic magnitudes
and latitudinal & short-term variability is examined by inter-comparison with other
modelling and observational studies.
The results show that the ExUM produces migrating and non-migrating modes
which are in general consistent with the other models and observational datasets con-
sidered. However, there is much variation even across the limited number of studies
considered and following from the conclusions of Chapter 6, specific recommendations
are made for the direction of further studies to improve modelling in the MLT, with
a particular focus on the non-orographic gravity wave parameterisation used in the
ExUM (the USSP).
In particular, we recommend further studies to investigate i) the impact on the mid-
dle atmosphere mean flow structure of tuning the parameters of the USSP to produce
the correct tidal structure in the MLT; ii) the appropriate latitudinal and azimuthal
variation in the source spectrum of the USSP for gravity wave parameterisation in the
MLT; iii) the impact of such a latitudinally and azimuthally varying source spectrum
on the tidal structure in the MLT as well as on the mean wind and temperatures in
the middle atmosphere; iv) the impact of GW heating on tidal amplitudes in the MLT;
and v) the impact of in-situ and non-primary GW generation on modelled winds and
tides in the MLT.
132
Chapter 8
Final Conclusions and Outlook
In this thesis, the overarching goal has been to produce a stable extension of the Met
Office’s Unified Model (UM) into the Mesosphere and Lower Thermosphere and vali-
date the output against both observational datasets and other atmospheric models of
this region. Thus, the work performed in this thesis describes the necessary steps for
development of the novel stable extended Unified Model, as well as a first investigation
into the realism of the model by comparison to both meteor radar observations and
other modelling and observational studies. This provides a solid foundation for the
development of a Whole Atmosphere Unified Model.
In Chapter 3, we give some context to the studies performed in the thesis. We
provide preliminary background on atmospheric structure and the UM, discussing at-
mospheric layers, and the dynamical and physical components of the UM. We also refer
to introductions to high-top models and to atmospheric tides performed in both Chap-
ters 6 and 7. We conclude the introductory portion of the thesis with a commentary on
whole atmosphere models in Chapter 4, which gives a useful insight into current whole
atmosphere models, as well as important considerations in their development.
In Chapter 5, we produce the first stable extension of the UM with an upper bound-
ary at 100 km. We performed a thorough and systematic investigation of the extended
model, and found that the assumption of Local Thermodynamic Equilibrium (LTE)
above 65 km was causing the observed high wind speeds and consequent instability
in the model. Therefore, the influence of the radiation scheme is removed above this
height and is replaced with a relaxation or “nudging” scheme. This pushes the model
temperature above 65 km towards a globally uniform analytic temperature profile to
yield realistic temperatures in the MLT whilst the non-LTE radiation scheme and ap-
propriate chemistry schemes are under development. With this model configuration,
a stable Extended UM (ExUM) was successfully produced, illustrating that this was
the primary cause of model instability. This successful implementation then allowed
testing of different upper boundary heights as well as different vertical resolutions for
the MLT. Both 3 km and 1.5 km resolutions were used, based on 2 and 4 levels per at-
mospheric scale height respectively at the mesopause. The latter was found to require
a significant increase to the vertical damping coefficient whilst the former remained
stable with a 100 km lid. Upper boundaries at heights of 120 km and 135 km were
trialled, with the 1.5 km being too unstable for raised upper boundaries. The 3 km
resolution however produced stable runs with some increase to the vertical damping
coefficient, and so it became the model configuration going forward.
In the second part of the thesis, we use the stable ExUM implementation from the
first part of the thesis to provide a first analysis of the atmospheric fields produced
by the model in the MLT, as well as implement some incremental updates to the
model. In Chapter 6, we perform a first comparison of the winds and atmospheric
tides produced by the ExUM with meteor radar observations between heights of 80
and 100 km. Additionally, a non-LTE radiation scheme developed at the Met Office
is introduced to this version of the ExUM, which provides appropriate forcing up to
90 km, above which the nudging scheme is still used. The comparison is performed
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in two key regimes, at an equatorial latitude (Ascension Island (8◦ S, 14◦ W)), where
the diurnal (24 hour) tide dominates and a polar latitude (Rothera (68◦ S, 68◦ W)),
where the semidiurnal (12 hour) tide dominates. The results illustrate that the ExUM
has a good natural capability for modelling atmospheric winds and tides in the MLT,
but that are some significant differences in the detail. For example, in the equatorial
regime, some key characteristics are captured such as zonal & meridional wind minima
and maxima, the increase in tidal amplitude with increasing height and the decrease
in tidal phase which increasing height. However, in the polar regime, the ExUM zonal
background winds in austral winter are primarily westward rather than eastward and
in austral summer are larger than observed above 90 km. However, it is worth noting
that this bias is also seen in other high-top models, and we propose that this is caused
by the lack of in-situ gravity wave generation to generate eastward fluxes in the MLT.
The globally uniform temperature relaxation profile is also clearly sub-optimal, and so
we make specific recommendations of changes that can be implemented to improve the
accuracy of the ExUM in the MLT.
Whilst the implementation of a more complex gravity wave parameterisation scheme
is beyond the scope of this thesis, we can provide further insight into the spatial and
temporal modes of atmospheric tides produced by the model in order to guide devel-
opment of such a scheme. Moreover, we take the opportunity to make developments
to the nudging scheme used in the model as well as to the vertical resolution used
as the upper boundary of the model is pushed to greater heights. This goal provides
the basis of the study in Chapter 7, where we perform a first investigation into the
non-migrating (not sun-following) tides produced by the model as well as look at the
latitudinal and short-term variation of both migrating and non-migrating tides. Model
diagnostics of atmospheric temperature, zonal and meridional winds are investigated
firstly at an equatorial and polar regime as in Chapter 6, looking at instantaneous
tidal perturbations as well as the non-migrating modes at a height of 95 km. Fol-
lowing this, the latitudinal dependence of the migrating and non-migrating modes is
investigated at 95 km. Finally, the short term variability of the migrating and largest
non-migrating modes is investigated once more at equatorial and polar latitudes, and
at 95 km. The results of the study show that the ExUM produces a rich spectrum of
migrating and non-migrating modes which are reasonably consistent with other obser-
vational and modelling studies. In particular, the model reproduces large DE3, DW2
and DW3 non-migrating diurnal modes and large SW1 and SW3 non-migrating semid-
iurnal modes. The latitudinal structure of the migrating modes is also reproduced. For
example, the diurnal tide in the zonal wind reproduces the expected bimodal structure
with tropical peaks. Finally, the short term variability is also significant, fluctuating
by up to 150% in the non-migrating modes – a property which is seen observationally
but is not a common feature of current high-top atmospheric models. However, the
general variability between studies illustrates that there is still more to do to improve
the physics of the model in the MLT. We recommend further studies which can be per-
formed to analyse the non-orographic gravity wave parameterisation scheme to provide
a more complete model of the MLT.
The aim of the thesis was to develop a stable Extended Unified Model and validate
its output based on other modelling studies and observational datasets in order to lay
the foundation for a Whole Atmosphere Unified Model. Naturally, this process has led
to further questions and directions for further study which have not been pursued. We
describe some of the possibilities for future research in the following section.
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8.1. Future Research
8.1.1 The effect of the horizontal resolution of the model on tidal
modes
The studies of Chapters 6 and 7 raise the question as to what is missing from the model
to account for the observed inaccuracies in the model fields, most notably the incorrect
wind direction at polar latitudes in austral winter. It is likely that the parameteriza-
tions which account for unresolved atmospheric features are not including appropriate
physical phenomena which are particularly important in the MLT, such as in-situ grav-
ity wave generation. An approach to quantify this difference would be to run climate
simulations at a much higher resolution to attempt to resolve the appropriate physics
in the MLT. Appropriate resolutions would be the N216 or N512 resolutions available
in the Unified Model, which give mid-latitude horizontal resolutions of around 60 km
and 25 km respectively, compared to the N96 resolution with a mid-latitude horizontal
resolution of around 135 km. This would determine whether an improved horizon-
tal resolution rectifies model biases such as the incorrect wind direction mentioned
above. As well as this, the information yielded from these experiments could be used
to educate the development of parameterisation schemes for lower resolution runs. For
example, the vertical wavenumber spectrum could be calculated from the high resolu-
tion model run and used to improve that used in the model’s non-orographic gravity
wave parameterisation scheme (USSP).
8.1.2 An improved non-orographic gravity wave parameterisation
Building on an examination of the model at higher horizontal resolutions and the
results of Chapter 7, an in depth study of the model’s GW parameterisation scheme
(the USSP) would help quantify which aspects of the scheme need to be modified
and which parts of the scheme require additional physical processes to be added. For
example, Ortland and Alexander (2006) showed that tuning the parameters of the GW
scheme for tidal structure in the MLT acted to narrow the location of the tropical peaks
in the zonal wind diurnal tide by around 5 degrees. Yiğit et al. (2021) also showed
that a latitudinally varying source spectrum can have a significant impact on middle
atmosphere circulation with consequent effect on the diurnal tides.
Thus, an in depth study could answer questions such as: i) If the parameters of
the USSP are tuned to produce the correct tidal structure in the MLT, is a realistic
mean flow structure preserved?; ii) What latitudinal and azimuthal structure is helpful
to produce the correct tidal structure in the MLT?; iii) If a latitudinally varying (and
possibly azimuthally varying) source spectrum is used in the USSP, what impact does
this have on the tidal structure and mean wind and temperatures?; iv) What is the
impact of GW heating on tidal amplitudes in the MLT?; and v) Does adding in-situ
and non-primary GW generation improve the modelled wind and hence tidal structures
in high-top models?
8.1.3 The introduction of a realistic atmospheric sponge layer
The vertical damping coefficient was a necessary tool for model stability when ap-
proaching the upper boundary of the model in Chapter 5. However, this is an artificial
“sponge” layer, and its inclusion was primarily to prevent numerical instabilities at
the upper boundary caused by wave reflection off the upper boundary. A more natu-
ral solution is to use the physically realistic molecular viscosity and diffusion towards
135
the upper heights of the model, which act to naturally diffuse waves as they approach
the upper boundary. An investigation of the molecular viscosity implementation was
performed by Griffin (2016), and its implementation in a 1D vertical version of the dy-
namical core detailed in Griffin and Thuburn (2018). This showed promising stability
improvements to the model even with a boundary raised up to 600 km. Inclusion of
this in the current ExUM would act to give realistic damping as the upper boundary
is reached and remove the need for an artificial sponge layer in future studies.
8.1.4 A Whole Atmosphere Unified Model: Coupling the ExUM to
an ionosphere model
As well as improvements to the physical schemes and vertical damping near the upper
boundary, above 110 km it becomes important to include the impacts of the ionisa-
tion of the atmosphere and hence transition from a model of the neutral atmosphere
to an ionosphere model with an appropriate blending region. With an ExUM stable
up to 170 km, the blending with an ionospheric model is feasible. The most feasible
next step to this end would be to blend the ExUM with the Thermosphere-Ionosphere-
Electrodynamics General Circulation Model (TIE-GCM; Qian et al., 2014) which sim-
ulates the thermosphere/ionosphere system with a lower boundary at 97 km. The work
in this thesis provides a solid foundation for this blending with TIE-GCM and the sub-
sequent development of a Met Office Whole Atmosphere model (MOWA) in the near
future.
In summary, this thesis presents the necessary steps for the extension of the Met Office’s
Unified Model into the Mesosphere and Lower Thermosphere. We produced a stabilised
model with a raised upper boundary, and compared the results with other modelling and
observational studies in order to inform future development of the model in the MLT.
In a broader context, the studies presented in this thesis demonstrate the challenges
which must be overcome to produce a high-top atmospheric model, and the important
atmospheric diagnostics which must be evaluated to give accurate model fields in the
MLT and lay a solid foundation for a whole atmosphere model.
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