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Both the interaction between the Pluto-Charon system and the solar wind and Europa
and the Jovian magnetosphere vary with system configuration. We use a global, three-
dimensional, multifluid magnetohydrodynamic model (the Icy Bodies Model) to investigate
Pluto’s interaction with the solar wind, what role Pluto’s companion Charon plays in this
interaction, and mass loss from the system. We also use the Icy Bodies Model to explore
how Europa’s interaction with Jupiter’s magnetosphere changes depending on its location
within the magnetosphere and what contribution Europa’s ionosphere makes to this inter-
action. In order to perform these simulations, we have modified the model to accommodate
an arbitrary number of bodies within the system, to include dynamic, volumetric plasma
source and loss terms based on realistic neutral atmospheric profiles, and to incorporate in-
duced planetary magnetic dipoles. The three plasma sources implemented with the model
are electron impact ionization, photoionization, and ion-neutral charge exchange. This last
mechanism also acts as a loss term within the system because it involves ions recombin-
ing by stripping electrons from the neutral population. Simulations of the Pluto-Charon
system have included three ion species (solar wind protons, Pluto-sourced heavy ions, and
Charon-sourced heavy ions), while those of Europa have included two (Jovian magneto-
spheric plasma and Europan ionospheric singly ionized molecular oxygen). In addition to
their utility in investigating system behavior, our simulations of the Pluto-Charon system
provide context for flyby data returned by the New Horizons mission. Results are vali-
dated against previous modeling efforts, as well as this New Horizons data. Results of our




1.1 Primer on Magnetospheres
The behavior of magnetized plasma – or magnetoplasma – can be difficult to understand, as
it combines compressible fluid dynamics with electromagnetism. Nevertheless, it is a topic
that is well worth studying. This is because magnetoplasmas play a crucial role in many
physical systems, from the formation of solar systems, to the operation of planned fusion
reactors, to the conditions present within the upper atmosphere and near space environment
of our planet. This last area is closely related to the investigations described within this
document and can serve as an introduction to certain aspects of magnetoplasmas that will
prove useful for understanding some subjects discussed within this document.
First, the Lorentz force (described by the equation: ~F = q( ~E + ~v × ~B) in which ~F is the
force, q is the charge of the particle, ~E is the electric field vector, ~v is the particle velocity,
and ~B is the magnetic field vector) diverts particles with opposite charges, such as protons
and electrons, in opposite directions when they encounter a magnetic field. This means that
when particles in the solar wind, mostly protons and electrons, reach Earth’s magnetic field,
they are forced to divert in different directions as shown in Figure 1.1. As electrical cur-
rents are the result of positive and negative charge carriers moving in separate directions,
the Lorentz force acting on solar wind particles entering the Earth’s (or any other magne-
tized body’s) magnetic field creates an electrical current known as the Chapman-Ferraro
current. This current serve to divide the solar wind, which carries the Interplanetary Mag-
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Figure 1.1: Generation of a Chapman-Ferraro current along the magnetopause due to dif-
ferential motion of incident ions and electrons caused by the Lorentz force.
netic Field (IMF), from the region around the Earth known as its magnetosphere. Within








The boundary formed by the Chapman-Ferraro current is known as the magnetopause, and
can be seen in Figure 1.2. The distance at which this boundary forms is where the combined
dynamic and magnetic pressures of the solar wind balance with the magnetic pressure of
the planet’s magnetic field and is given by Equation 1.1 (Blanc et al., 2005), where RCF
is the standoff distance, Ro is the radius of the body, Bsurf is the magnetic field strength
at the body’s surface, µ0 is the permeability of free space, ρ is the plasma density, and
vSW is the speed of the upstream plasma. Also visible in this figure are other features that
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are typical of magnetospheres. A particularly important feature for the purposes of this
document is the bow shock, which forms outside of the magnetopause. This structure is
created through a similar process to how a sonic boom is created by an aircraft moving
through the atmosphere at supersonic speeds. When an object is moving supersonically, it
is traveling faster than information can be transmitted through the atmosphere (the speed
of sound). Similarly, the bow shock is a result of the fact that plasma within the solar wind
travels faster than magnetohydrodynamic information can propagate interplanetary plasma
through the system. While the velocity of sound within the atmosphere is known as the
Mach velocity, the velocity at which magnetohydrodynamic information can move through
a plasma is known as the Alfvén velocity. The Alfvén velocity within the solar wind near
the Earth is typically ∼49 km/s, while the velocity of slow solar wind is ∼400 km/s, so the
solar wind moves highly super-Alfvénically.
Once the solar wind plasma reaches the bow shock, it is slowed down rapidly until it is
moving at less than the local Alfvén velocity, and in the process increases in temperature
and density. Because the IMF is carried along with the solar wind plasma (due to what is
known as the “frozen-in” condition), the magnetic flux density also increases, as the den-
sity of the plasma increases. This region of relatively hot and dense plasma, coupled with
increased magnetic field strength, is known as the magnetosheath. As can be seen in Fig-
ure 1.2, the magnetosheath extends until the magnetopause is reached. The magnetotail is
also visible in the figure. This structure is a result of the solar wind outside of the magne-
tosphere distorting the planet’s dipolar magnetic field on the side of the planet facing away
from the solar wind, forcing it to elongate and compress. This process results in oppositely
directed magnetic field lines downstream of the planet being forced close together. Due
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Figure 1.2: Diagram of Earth’s magnetosphere with regions and currents labeled. A rep-
resents the Chapman-Ferraro current, B represents the ring current, and C represents the
cross-tail current. Modified from original image by NASA.
to Ampère’s Law (∇× ~B = µ0 ~J) this sudden change in magnetic field direction across a
small distance results in the generation of a current called the cross-tail current. Because is
current closes around the outside of the magnetotail, it serves to stabilize the structure. At
this point where oppositely pointing magnetic field lines are in close contact, the frozen-in
condition can momentarily breakdown, due to the trace resistivity within a plasma being
great enough that the level of current required by Ampère’s Law cannot be maintained.
When this happens, magnetic field lines rearrange, and move away from the reconnection
location, which is the neutral point labeled in the figure. Reconnection can also occur at
the subsolar boundary of a magnetosphere, often when the IMF is aligned anti-parallel to
the planet’s magnetic dipole and there is high plasma β (the ratio of plasma pressure and
magnetic pressure). This process carries plasma along with the rearranging magnetic field
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lines, allowing for material from outside of the magnetosphere enter the magnetosphere.
Closer to the planet, within the magnetosphere, the dipolar field structure remains largely
intact and rotates with the planet, carrying plasma along with it. This results in plasma
moving around the Earth at super-Keplerian speeds (faster than the speed of orbital motion
around the parent body would be at a given distance) and is known as corotation. This
corotating population is also experiencing differential motion between the positively and
negatively charged particles. This is due to the fact that the magnetic field lines of a dipolar
field have significant curvature close to the planet and also because the strength of the
magnetic field varies significantly with distance from the planet. The result of this ∇B
drift effect is the creation the ring current, which goes around the planet (from east to west
in the case of the Earth). While the cross-tail current reinforces the magnetotail, the ring
current creates a magnetic field which decreases the strength of the planet’s dipolar field
in its vicinity. In addition, plasma that is corotating around the planet is also engaged
in bounce motion, in which it travels up and down magnetic field lines. If the particles
are too energetic, they can penetrate into the planet’s atmosphere and collide with neutral
particles, generating an aurora. This is why aurorae are more pronounced when the Sun
is unusually active, more high energy particles are being introduced to the magnetosphere
through reconnection and then colliding with the atmosphere as a result of bounce motion.
1.2 Induced Magnetospheres
In contrast to planetary bodies that possess their own magnetic field, which is known as an
intrinsic magnetic field, some bodies possess what is called an induced magnetosphere. In
an induced magnetosphere, the obstacle to the solar wind is created by the atmosphere and
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Figure 1.3: Diagram of interaction between solar wind and a comet. Regions and field
configurations are shown. Modified from original image by ESA.
ionosphere of the body, or by the conducting core of the object.
In the case of an ionosphere, which is a highly conductive object, the passage of magnetic
flux carried with the solar wind is effectively obstructed, causing magnetic flux tubes to
drape around the obstacle, rather than to pass directly through it. This results in the for-
mation of a bow shock, much like that which is generated around a body with an intrinsic
magnetic field. Within the ionosphere of the object, a diamagnetic cavity is formed in
which magnetic field strength is very low compared to in the pile up region and the up-
stream plasma. Figure 1.3 demonstrates an induced magnetosphere in the case of a comet.
An example of what is believed to be an induced magnetosphere is the region that surrounds
the dwarf planet Pluto. If the object is without an atmosphere and ionosphere, the incident
plasma simply impacts with the object’s surface, creating a small wake behind the object.
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Pluto’s companion Charon appears to be an example of an object that has this type of
interaction. If the magnetic field conditions upstream of the object are varying, an induced
magnetic dipole can be formed within the object that is proportional in strength to the
variations in the upstream magnetic field strength. In this case, the induced magnetosphere
can be quite similar to an intrinsic magnetosphere. Europa is a body which does not have an
intrinsic magnetic field, but does have an induced dipolar field resulting from the periodic
variations that it experiences due to the axial tilt of the Jovian magnetic dipole, as well as
the the eccentricity of Europa’s orbit around Jupiter.
1.3 Organization of the Dissertation
1.3.1 Main Topics
This dissertation reports on investigations of interactions between magnetoplasma and sev-
eral small icy bodies ranging in size from 1200 to 3100 km in diameter performed using
a significantly modified version of the multifluid magnetohydrodynamics model originally
developed by R. M. Winglee (1998). Notable enhancements to the model include the abil-
ity to simulate systems containing an arbitrary number of planetary bodies as well as the
inclusion of neutral particle interactions to create volumetric sources and sinks of plasma
within the simulated region. These enhancements have been used to pursue the following
main lines of investigation:
1) What role, if any, Charon plays in the interaction between the Pluto-Charon system and
the solar wind.
2) With the inclusion of volumetric ion source and loss terms, how did anomalous solar
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wind parameters during the the New Horizons flyby impact the observed system.
3) How does the presence of an ionosphere around Europa alter the moon’s induced dipole
signal.
1.3.2 Chapter Descriptions
The work presented here was undertaken using an enhanced version of the multifluid MHD
model used to study the Ganymede system (C. Paty and R. Winglee, 2004; C. Paty and R.
Winglee, 2006; C. Paty et al., 2008). The first modification that was carried out was the ex-
tension of the model structure to permit an arbitrary number of planetary bodies to be placed
freely within the simulation domain. The next major addition was the implementation of
neutral interactions with plasma in the system. This consisted of mass, momentum, and
heat exchange between the plasma population and the neutral population through electron
impact ionization, ion-neutral charge exchange, and photoionization. This was supported
by the addition of support for neutral atmospheric distributions within the model, based on
observational data.
Chapter 2 gives background on the Pluto-Charon system, including a brief history of the
evolution of knowledge about the dwarf planet and its companion. Mechanisms by which
Charon could transiently possess an ionosphere are explained as well as constraints on the
body’s current atmospheric density. An overview of the New Horizons mission, including
relevant dates and of the encounter geometry and trajectory is given. We provide infor-
mation about instruments on board the spacecraft that have provided data pertinent to the
research described in this document. Data and analysis from the encounter is also provided
in order to highlight how pre-encounter expectations diverged from what was observed.
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Chapter 3 goes over information on the Europan plasma environment. This includes an
introduction to the Jovian magnetosphere in order to provide context for the investigation.
Jupiter’s magnetic dipole and how its tilt from the rotation axis causes periodic variations
in the background magnetic field at Jupiter is discussed. We relate key information about
the Jovian plasma sheet such as temperature, density, and velocity as well as the same
values for plasma outside of the plasma sheet. We also characterize the Europan exosphere.
This includes how it is generated, how it is understood to be distributed over the surface
of Europa, and what it is composed of. Finally, the detection, cause, and variability of
Europa’s induced magnetic dipole is communicated. Published spacecraft instrument data
is provided where it is necessary for the discussion of each of these topics.
Chapter 4 contains descriptions of past modeling efforts at Pluto and Europa in order to
provide a frame of reference for the present work. It also has breakdowns of all cases sim-
ulated for each investigation. Further, all notable parameters used in each case are given,
along with the source or reasoning behind their use. With this established, the basic frame-
work of the model is described, as well as the governing equations used. Having described
the initial state of the model, we go on to discuss additions that have been made the model.
These consist of the addition of photoionization, electron impact ionization, and ion-neutral
charge exchange. This involves the treatment of mass loss and addition, momentum loss
and addition, and heat exchange between the neutral and plasma populations. Cross sec-
tions for each process and for the chemical species at each body are provided, either in the
form of plots, or equations. We then explain how we incorporated multiple bodies into the
model, as well as how we have implemented Europa’s induced dipole within the model.
Interior boundaries and upstream conditions are then described.
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Within Chapter 5 we discuss results of our investigation into the solar wind interaction
with the Pluto system and Charon’s effect on it. Analysis of the initial cases is organized
based on different aspects of the system’s behavior. Firstly, an overview of the system
characteristics without Charon’s presence is given in order to provide a baseline to compare
against. Next, we discuss structural effects that Charon has on the system. Following this,
heavy pickup ions and associated asymmetries within the system are described. Different
aspects of the Plutonian plasma wake are then discussed, including mass loss from the
system, the plasma sheet, and material deposition on Charon. The follow up study using
the modified version of the model with ion neutral interactions to explore the impact of
upstream plasma conditions on the system is then detailed. Last of all, results from the
model are compared against data and other models in order to assess their validity.
Chapter 6 concerns the results of our investigation into the Europan plasma environment.
First, the effects of Europa’s location with the Jovian magnetosphere are discussed, then
the rate of material loss from Europa’s ionosphere to the greater magnetosphere. We next
delve into the impact that Europa’s ionosphere has on the system, such as changes to the
induced field structure, the formation of Alfvén wings around the body within the sub-
Alfvénic plasma environment, and the development of currents around Europa. Validation
against other modeling results and spacecraft data is then performed.
Chapter 7 encompasses conclusions to the Pluto investigations and the Europa investiga-
tions. Additionally, it covers topics of future work that either could be or is being under-
taken with the Icy Bodies Model. The first topic that we plan to pursue is to use dynami-
cally varying upstream plasma conditions in the model so that we can delineate the effects
of rapid or transient changes to system conditions. Improvements to analysis techniques are
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then described, particularly creating synthetic spectrograms for comparison against space-
craft data as well as injecting tracker particles into the system in order to look into the
generation of aurora around bodies. We then talk about further enhancements to the model
that could be made to increase its fidelity. Finally, we provide a non-exhaustive list of
potential objects that could be usefully studied with the Icy Bodies Model.
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CHAPTER 2
THE PLUTO-CHARON PLASMA ENVIRONMENT
Pluto’s discovery in 1930 was followed several decades later by that of its companion,
Charon, in 1978. Here we will be exploring the role that Charon plays in the system’s
interaction with the solar wind as a result of the unique properties of the Pluto-Charon
system, including those of Pluto’s atmosphere. Therefore, we will first discuss what was
known at the time that this investigation was begun, followed by what is known now.
2.1 Pre-Encounter Knowledge
2.1.1 Pluto and Charon
Following the confirmation of its existence through stellar occultation in 1989, Pluto’s
atmosphere has undergone notable and unexpected change. This consists of a large and
sustained increase in estimated surface pressure, from ∼5 µbar in 1988 (Elliot et al., 1989;
Sicardy et al., 2003) to between 6.5 and 24 µbar in 2008 (Lellouch et al., 2009). This
result was unexpected, as Pluto passed perihelion in 1989 and its atmosphere was therefore
expected to be decreasing in surface pressure. Possible explanations for this include a
change in albedo due to orbital orientation or changes in surface composition, as well as
thermal inertia (Elliot et al., 2003). It had long been suspected that Pluto’s atmosphere
freezes out completely as it approaches aphelion. However, recent simulations done by
Olkin et al. (2015) suggest that this is not the case. Pluto’s primary atmospheric constituent
is N2 but it also contains 0.25% CH4 and trace amounts of higher hydrocarbons (Stern et al.,
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Figure 2.1: Plot of modeled atmospheric density profiles under different conditions per-
formed before the NH encounter (Zhu et al., 2014).
2015b; Leslie A. Young et al., 1997). A thermal inversion was known to be present through
much of Pluto’s lower atmosphere, the surface temperature being ∼40 K and the peak
atmospheric temperature approaching 100 K (Lellouch et al., 2009). Chemical modeling
of Pluto’s atmosphere indicated that ionospheric constituents consist of several distinct
groups, centered at 28, 40, and 53 Da/q (Dalton/elementary charge), the most abundant of
which being 28 Da/q, composed of HCNH+ and C2H5+ (Krasnopolsky and D. Cruikshank,
1999), with an aggregate surface number density of ∼750 cm−3 and a predicted peak ion
temperature of ∼130 K (Sicardy et al., 2003). Figure 2.1 shows a plot of what modeling,
based on measurements from stellar occultations, predicted the atmospheric structure to be.
Note the expansive nature of the modeled atmosphere, resulting from expectations of high
atmospheric loss rates.
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Charon, had been measured to be over half of Pluto’s radius (1 RP ≈ 1187 km and 1 RC ≈
606 km (Stern et al., 2015b)), orbits 16.5 RP from Pluto with a period of 6.4 days (M. W.
Buie et al., 2006), and has a surface that is compositionally distinct from Pluto (almost
exclusively H2O in contrast to widespread N2 and trace methane ices present on Pluto ,
which are more volatile (Stern et al., 2015b)). Like Pluto, Charon was not expected to
have an intrinsic magnetic field (Cravens and D. Strobel, 2015). This mixture of features
results in a unique situation in which a moon might have a large impact on the solar wind
interaction of its companion on a continuous basis.
2.1.2 Ambient Conditions
Before the New Horizons system encounter, the only sources of information on the likely
magnetoplasma conditions in the vicinity of Pluto were data collect by the Voyager space-
craft when they were at similar radial distances from the Sun and modeling of propagation
of the solar wind into the outer solar system based upon measurements made in the inner
solar system. The Voyager spacecraft were equipped with several instruments for studying
the magnetoplasma environment in interplanetary space: the MAG magnetometer, the PLS
plasma spectrometer, the LECP charged particle detector, and the PWS plasma wave sen-
sor (details of which can be seen in Section A.2 in Figures A.12, A.13, A.14, and A.15).
Some issues with this are immediately apparent. The Voyager instruments were designed
in the early 1970’s, meaning that the fidelity of measurements were poor compared to more
modern investigations. Voyager 1 was well outside of the ecliptic plane of the solar system
by the time it reached a distance from the Sun equivalent to Pluto’s at the time of the New
Horizons encounter (∼33 AU), and therefore was not measuring typical plasma parame-
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ters that would be present in the ecliptic at that distance. Furthermore, Voyager 2, which
stayed within the ecliptic until it was at the relevant distance – in order to perform a flyby
of Neptune and its large moon, Triton – last took measurements of the region ∼26 years
prior to the New Horizons encounter with Pluto. As the solar cycle is ∼11 years in length,
this means that Voyager 2’s data was from a period that was near the other extreme of solar
activity, decreasing its utility for predicting conditions at the time of the New Horizons
encounter.
Modeling of the propagation of the solar wind can be challenging, as population distribu-
tions can change significantly with radial distance. Nevertheless, Richardson and C. W.
Smith (2003) have modeled the radial temperature profile of solar wind ions into the outer
solar system (an ion temperature of∼9000 K was predicted at Pluto’s location) and Chashei
and Fahr (2014) have studied electron heating effects in the outer solar system. Using Voy-
ager measurements, such as those published by Ness et al. (1989), and modeling, predic-
tions of the solar wind conditions that were likely during the encounter were made. Bage-
nal et al. (2015b) concluded that solar wind velocity would be approximately 380 km/s and
(Bagenal et al., 1997) predicted a number density of ∼0.01 H+ cm−3 and magnetic field
strength of 0.2 nT.
2.1.3 How Charon Could Possess an Atmosphere
There are several possible mechanisms that have been proposed through which Charon
could at times possess a trace atmosphere and therefore ionosphere. These include a water
group atmosphere sourced from cryovolcanism (Cook et al., 2007), a parasitic N2 atmo-
sphere derived from material escaping from Pluto (Tucker et al., 2015), and a transient,
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Figure 2.2: Spectra of Charon’s hemispheres which show a crystalline water ice signature.
Solid lines are fits for a modeled crystalline water ice signature and dashed lines are fits of
the measured feature (Cook et al., 2007).
impact-sourced atmosphere (Stern et al., 2015a).
Cook et al. (2007) used ground based NIR observations to obtain spectra of Charon’s sur-
face in order to gain insight into the the composition of the body. As is shown in Figure 2.2,
they observed a feature centered at 1.65 µm which, in combination with spectral models,
they interpreted as a signature of crystalline water ice. This was surprising, as it was be-
lieved at the time that crystalline water ice would be transformed into amorphous water ice
by UV radiation over a relatively short period of time (tens of thousands of years). Because
it was believed that this feature must be young, the authors proposed that there had been
recent resurfacing of the surface of Charon and suggested that cryovolcanism was the most
likely mechanism by which this could be achieved. If this had been the case, then it would
be likely that a trace atmosphere would be generated around Charon as well, at least for a
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Figure 2.3: Density of outflowing and captured gas around Charon from Tucker et al.
(2015). White region around Pluto (top left) is below the assumed exobase.
certain period of time after eruptions.
Another mechanism by which it seemed possible that Charon could possess an atmosphere
was put forward by Tucker et al. (2015), in which Charon would capture material escaping
from Pluto’s atmosphere. They used a Monte Carlo technique in order to track the move-
ments of particles escaping from Pluto’s exobase to determine that Charon would capture
enough of them to form an atmosphere. This included material that was gravitationally
captured as well as material that impacted the Charonian surface, only to be reemitted.
Charon would therefore have a parasitic atmosphere, dependent upon the retention time of
the acquired material, as well as the rate of atmospheric loss from Pluto. Figure 2.3 shows
results from their effort with estimated peak number densities for the modeled atmosphere
of 2.5× 1011 N2 cm−3. This work was based on the expectation before the New Horizons
encounter that Pluto’s atmosphere would be highly extended and rapidly escaping.
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Figure 2.4: Evolution of a transient atmosphere following KSI impact on Charon (Stern
et al., 2015a).
A third way in which Charon could develop an atmosphere – although only a transient
one in this case – that was suggested was through kilometer-scale Kuiper Belt Objects
(KBO’s) impacting the surface of Charon and creating an atmosphere with ejecta. This
work by Stern et al. (2015a) used modeling of such an event to determine that a kilometer-
scale impactor (KSI) would eject enough material from the surface of Charon to create an
atmosphere that could last up to 1000 years. Probabilistic modeling based on the known
population of KBO’s in relevant orbits indicated that Charon would be struck by a KSI
roughly once every million years. Smaller impactors, which would still be expected to
create a similar, but smaller and less long lived phenomena, were estimated to strike Charon
at more frequent intervals. This would indicate that Charon possesses a transient water
group atmosphere > 0.1% of the time.
18
2.2 New Horizons Results
2.2.1 Encounter Description
The New Horizons encounter with the Pluto-Charon system began several days before
closest approach to Pluto with remote observations of the system using the remote sensing
instruments on board the mission. This was partially necessary due to the long rotational
period of the main bodies, Pluto and Charon, which are mutually phase locked to each other
(∼6.4 day period). Mapping of the surfaces of each body therefore had to begin almost one
week beforehand in order to achieve coverage of the illuminated hemispheres. For the
purposes of plasma modeling, however, the most important period of the encounter was
in the 12 hours surrounding closest approach (11:58:59 UT on July 14, 2015), as this was
the time during which plasma measurements by the Solar Wind Around Pluto instrument
(SWAP) (McComas et al., 2009) and the Pluto Energetic Particle Spectrometer Science
Investigation (PEPSSI) R. L. McNutt et al. (2008) were within what was expected to be
the interaction region between the solar wind and the Pluto system. Figure 2.5 shows the
geometry of the encounter with times for closest approaches and occultations indicated.
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Figure 2.5: Trajectory for New Horizons encounter with the Pluto-Charon system from Guo
and Farquhar (2008). Key events are indicated, along with time in UT. Red line indicates
the New Horizons trajectory and the shaded regions show Pluto and Charon’s shadows.
2.2.2 Observed Atmosphere at Pluto
Results from the New Horizons encounter indicate that Pluto’s atmosphere is more compact
and slightly cooler than modeling based on stellar occultations had suggested, at 70 K (D. F.
Strobel and Zhu, 2017). Gladstone et al. (2016) used UV solar occultations of Pluto’s atmo-
sphere to generate temperature and density profiles for different atmospheric constituents
up to an altitude of 1800 km. They found a surface pressure at the time of the New Hori-
zons encounter of∼10 µbar. As can be seen in Figure 2.6, the density of most atmospheric
constituents drops off much more quickly than had been predicted based on pre-encounter
occultations, such as those in Figure 2.1. Not only did they find that the atmosphere was
more compact than expected (radio occultations performed by the REX instrument were
used to observe the lower atmosphere, while UV occultations from Alice were used for
the upper atmosphere and exosphere), CH4 was the dominant species above 1800 km in
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Figure 2.6: Altitude profiles for temperature and number density for different species in
the Plutonian atmosphere based on observations by the Alice UV spectrometer and REX
instrument (Tyler et al., 2009) on the New Horizons mission (Gladstone et al., 2016).
altitude and accounted for the majority of material escaping from the atmosphere, with an
estimated escape rate of 5 · 1025 s−1 compared to 1023 s−1 for N2 (Gladstone et al., 2016)
(these rates are 1/2 and 1/20,000 of those predicted before the New Horizons encounter,
respectively (Zhu et al., 2014; Erwin et al., 2013; Koskinen et al., 2015)). Another interest-
ing detail observed during the encounter was the presence of global and highly structured
hazes extending throughout the upper atmosphere of Pluto (Stern et al., 2015b).
2.2.3 Plasma Conditions
During the encounter, a higher than anticipated solar wind density of 0.025 H+ cm−3 was
measured, 2.5× the predicted value, and a lower than expected ion temperature of 7700 K
(Bagenal et al., 2016). The solar wind velocity measured during the encounter, however,
was somewhat close to the predicted value at 403 km/s (Bagenal et al., 2016). Figure 2.7
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Figure 2.7: (Top) Energy per unit of charge, (Upper Middle) ion velocity, (Lower Middle)
ion number density, and (Bottom) ion temperature are plotted for the New Horizons en-
counter with the Pluto-Charon system. Shaded regions of the plot indicate that SWAP was
not within 5° of pointing towards the Sun (Bagenal et al., 2016).
shows data from the SWAP instrument with overlays indicating periods when the instru-
ment was not pointing towards the direction of the free stream solar wind flow, as well as
plots of ion velocity, density, and temperature derived from the data.
McComas et al. (2016) used data from the SWAP instrument to develop a conceptual model
of the structure of Pluto’s interaction with the solar wind, shown in Figure 2.8. Their
estimate of the interaction structure includes what the anticipated bow shock stand off
distance is upstream of Pluto, as well as what portion of the wake is sheath material, versus
heavy pickup ions. This was done by separating particles detections into heavy and light
ions through secondary count rate measurements. They concluded that the bow shock
created by the interaction of the solar wind with Pluto’s ionosphere is 4.5 RP upstream
from the body, and that New Horizons was within Pluto’s wake until it was at least 150
RP downstream of the body. Zirnstein et al. (2016) used data from SWAP to determine
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Figure 2.8: (Top) Spectrogram of secondary count rates, (middle) rates separated into light
and heavy ions, and (bottom) diagram of modeled interaction structure based on data with
NH trajectory overlaid (McComas et al., 2016).
possible directions of the IMF, concluding that it was pointing within 20° of the ecliptic
and within 90° of the direction opposite to Pluto’s orbital motion. They also concluded
that there was no IMF direction that was compatible with the pickup ions measured having
been N+2 instead of CH
+
4 . In terms of IMF direction, this is compatible with all simulations
reported within this dissertation. The preclusion of N+2 as the dominant species of pickup
ion in the system was already discovered and was acted upon in our follow up work, as is
discussed in Subsection 4.1.2.
Measurements taken by PEPSSI largely corroborate the findings made by SWAP, as can
be seen from the plots in Figure 2.9. Notable features include the observation of energetic
particles near closest approach that are interpreted as flow that had been deflected by the
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obstacle, as well as the presence of heavy ions in the wake region.
An additional feature that PEPSSI observed is shown in the plot in Figure 2.10, which
has time of flight (TOF) count rates mapped along the trajectory of the New Horizons
spacecraft, along with relevant geometry and events. The figure shows a large enhancement
of particles in the region within the geometric shadow of Charon at roughly the distance
that material picked up from the body would be expected to be.
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Figure 2.9: (Top) TOF count rates, (Upper Middle) TOF energy spectrogram, and (Lower
Middle) angle between PEPSSI S0 and Sun direction, and (Bottom) Distances from Pluto
(black), Pluto-Sun line (blue), and Charon-Sun line (orange) (Bagenal et al., 2016).
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Figure 2.10: TOF count rates are mapped on top of the NH Trajectory. Plane contains NH
Trajectory and Pluto. Note enhancement coincident with Charon-Sun line (Bagenal et al.,
2016).
2.2.4 Constraints on Charon’s Present Atmosphere
The average age of Charon’s surface (Jeffrey M. Moore et al., 2016) makes it unlikely that
cryovolcanism has recently occurred on Charon, although Desch and Neveu (2017) ob-
served clear evidence of ancient cryovolcanic activity. Experiments by Zheng et al. (2009)
show that irradiation of crystalline water ice under the conditions present at Charon could
only result in partial amorphization due to a strong temperature dependence, thereby ex-
plaining the crystalline water ice signature identified by Cook et al. (2007) without recent
cryovolcanism. Similarly, measurements by the Alice UV spectrometer aboard New Hori-
zons, shown in Figure 2.11 appear to preclude Charon currently possessing an atmosphere
(Gladstone et al., 2016), with upper limits placed on densities for all species at or below
0.3 nbar. However, the craters which appear to rule out recent cryovolcanic activity on
Charon reaffirm that large impactors periodically hit Charon, demonstrating that Charon
must go through phases of possessing an ionosphere (Stern et al., 2015a). Beyond this
method, modeling by Stern et al. (2017b) and Alissa M. Earle et al. (2017) suggest that
Pluto’s atmosphere undergoes large scale fluctuation in pressure and temperature over ge-
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Figure 2.11: Transmission of UV wavelengths is plotted against tangent radius (distance
from center of body) for the Alice occultation of Charon. No evidence of a current atmo-
sphere is observed (Stern et al., 2017a).
ological time scales due to changes in albedo and inclination and that Pluto is presently at
a predicted minimum. Additionally, work by Keane et al. (2016) indicates that continued
loading of volatiles into Sputnik Planitia could result in changes to Pluto’s orientation, po-
tentially altering its climate. This reopens the possibility of a parasitic atmosphere being
present at Charon during periods in which Pluto has a more significant atmosphere.
This means that, during these periods in which Charon possesses an ionosphere, an ion
source distinct from that of Pluto is moving through the Pluto system. In addition to this,
the presence of an ionosphere around Charon must appreciably increase any alteration or
obstruction of plasma flows within the system that are caused by Charon. While in the
freestream flow upstream of Pluto – as the compact Plutonian atmosphere reported by
Gladstone et al. (2016) suggests that Charon is for much of its orbit – Charon is likely
to significantly modify conditions of the flow incident upon Pluto’s ionosphere. This pos-
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sibility is intriguing, as, while many moons locally alter the shock of their parent bodies
while crossing the shock (Nishino et al., 2011), the only similar occurrence in which the
moon was directly upstream of the parent body that has been observed within the solar sys-
tem was during Cassini’s T96 flyby of Titan, when Titan was determined to be outside of
Saturn’s bow shock (Bertucci et al., 2015). However, Charon’s large size relative to Pluto
compared to Titan’s relative to Saturn indicates that any effect would be more significant
on a global scale. A plausible result of this is that Charon could cause a decrease in atmo-
spheric loss from Pluto through shielding from the solar wind. Another possible effect of
Charon on Pluto’s plasma environment is the modification of Pluto’s plasma wake struc-
ture. This could be due to either physical obstruction by Charon itself or by the introduction
of plasma into the region.
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CHAPTER 3
THE EUROPAN PLASMA ENVIRONMENT
One of the Galilean moons of Jupiter, discovered in 1610 by Galileo Galilei, Europa has
been a topic of study for centuries. Magnetic field measurements made almost 400 years
later by Galileo’s eponymous spacecraft suggested the presence of a saline ocean below
Europa’s icy surface. This investigation aims to separate the induced signature of the ocean
from that of the moon’s ionosphere. We will therefore now give the necessary context for
understanding the Europan plasma environment.
3.1 The Jovian Magnetosphere
3.1.1 Jovian Magnetic Field Structure
The Jovian magnetosphere is the largest magnetospheric plasma structure within the he-
liosphere, typically extending three million kilometers from the gas giant’s surface in the
direction of the Sun. This is because, as was shown in Equation 1.1, when a body pos-
sesses an intrinsic magnetic field the bow shock stand off distance of that body’s mag-
netosphere is determined by the strength of the body’s intrinsic magnetic field. Jupiter’s
magnetic dipole, exhibiting a magnetic field strength of 428,000 nT at the equator (moment
∼1.56×1020 T·m3), which is roughly 14× the strength of the Earth’s magnetic field at the
equator (∼31,000 nT at the equator, moment ∼7.9×1015 T·m3), is the strongest of any
body within the solar system other than the Sun (moment ∼3×1023 T·m3) (Tholen et al.,
2002).
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Figure 3.1: Diagram of the Jovian magnetosphere with Galilean satellites labeled. Teal
lines represent field lines from Jupiter’s magnetic field. Red material represents plasma
sheet sourced from Io and Europa. Modified from original image by J. Spencer (1999).
Figure 3.1 shows a depiction of the Jovian magnetosphere with magnetic field lines at vari-
ous radial distances from the body included. As can be seen, the axis of Jupiter’s magnetic
dipole is tilted relative to the spin axis of the planet, with an inclination of ∼10°. This
causes the dipole to wobble as Jupiter rotates over the course of its day (9 hours and 56
minutes). This results on a disparity between locations within the Jovian magnetosphere
– where something is relative to features within the Jovian magnetosphere – and orbital
locations around Jupiter. As a consequence, objects such as Europa are subjected to peri-
odic changes is magnetic field strength and orientation (which will be discussed further in
Section 3.3), as well as incident plasma populations (as will be explained in the next sub-
section). Within the inner region of the Jovian magnetosphere, which is the region where
Europa is positioned, the dipolar structure of the magnetic field is retained. This is not the
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case throughout the magnetosphere.
3.1.2 Plasma Sheet
The plasma sheet is a region of Jupiter’s magnetosphere in which there is a higher density
of plasma than in other section of the magnetosphere. This region is represented in Fig-
ure 3.1 by the areas with red coloration. This is the corotational plasma population within
a magnetosphere that was mentioned in Section 1.1, and is concentrated in latitude near
Jupiter’s magnetic equator. A consequence of the tilt of Jupiter’s magnetic dipole that was
mentioned in the previous subsection is that material in the Jovian plasma sheet moves up
an down in latitude from the perspective of objects in Keplerian orbits around Jupiter.
Material within the Jovian plasma sheet originates from several sources, including volcanic
material from Io, the solar wind, and particles ejected from Europa’s surface. It has long
been known that Jovian plasma interacts with Europa in important ways (Wolff and Mendis,
1983). The material from Io is the dominant thermal species within the region that extends
from Io’s orbit around Jupiter (∼6 RJ ) to just within the orbit of Europa (∼9.6 RJ , but still
contributes a significant amount of the material present outwards from this region (Bagenal,
1994; Bagenal et al., 2015a). Particles sourced from the solar wind make up the higher
energy component of the Jovian plasma sheet population and therefore constitute a higher
percentage of the overall plasma population at greater magnetic latitudes. This is because
more energetic particles engaging in bounce motion along a dipolar magnetic field line will
be able to travel farther along the field line before reaching their mirror points (the point
at which all velocity parallel to the direction of the magnetic field line has been converted
into motion perpendicular to the magnetic field line), assuming equal pitch angles (the
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angle between the component of the particle’s velocity that is parallel to the magnetic field
line and the component that is perpendicular to the magnetic field line when the particle is
at the magnetic equator). Near the orbit of Europa, plasma that consists of ionized material
that came from Europa’s exosphere gains relative importance within the thermal portion of
the Jovian plasma sheet (Delamere et al., 2005).
The farther out from Jupiter’s surface, the more the mass of plasma corotating within the
plasma sheet distorts the dipolar shape of the Jovian magnetic field. This is a result of
the weakening of Jupiter’s magnetic field strength with increased distance from the surface
of the body, combined with the growth in torque that is required in order to maintain the
corotational (super-Keplerian) speed of the plasma within the plasma sheet. This causes
corotation lag, whereby material within the plasma sheet is moving at super-Keplerian
but sub-corotational speeds and simultaneously bends magnetic field lines near the mag-
netic equator in the anti-corotational direction. This phenomenon is present at Europa’s
orbital distance and results in the Jovian background magnetic field having a component in
the corotational direction, as well as in the radial and Z directions (where Z is parallel to
Jupiter’s spin axis) (Volwerk et al., 2001; Zimmer et al., 2000; Kivelson et al., 2000). Work
by Paranicas et al. (2002) and Paranicas et al. (2009) suggest that the plasma population
near Europa’s orbit does not typically vary by more than a factor of two to five in number
density. Farther out, the magnetic field lines also begin to bulge outwards, which ultimately
results in plasma interchange events, during which magnetic flux tubes with high plasma
densities move radially outwards from Jupiter and relatively unpopulated magnetic flux
tubes move radially inwards.
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3.2 Europa’s Exosphere and Ionosphere
While Europa does not possess an atmosphere, it does have an exosphere. The differ-
ence between an exosphere and an atmosphere is that an atmosphere is both gravitationally
bound to the body that it surrounds, and is collisional, while an exosphere is only grav-
itationally bound to the body. Here, we define collisional as meaning that the Knudsen
number of the gas is significantly less than one (Knn = λnHn , where λn is the mean free
path and H is the scale height). The mean free path for a Maxwellian population is given
in Equation 3.1, in which kB is the Boltzmann constant, Tn is the temperature, σn is the
average cross sectional area of the neutral species, and Pn is the pressure. Note that near
the surface of Europa, the exosphere is nearly collisional, meaning that it is on the cusp of





The scale height is given by Equation 3.2, where mn is the molecular mass of the species





Because the Europan exosphere is non-collisional, its particles travel on ballistic trajecto-
ries, which means that surface interactions are necessary for it to be maintained. Particles
from this exosphere are ionized through various processes such as electron impact ioniza-
tion and photoionization, and create an ionosphere around Europa, which alters the moon’s
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interaction with the Jovian magnetosphere. Below, we will discuss the sources, composi-
tion, and distribution of Europa’s exosphere and ionosphere.
3.2.1 Sources
The Europan exosphere is primarily generated by the bombardment of Europa’s surface
by energetic Jovian magnetospheric plasma (Saur et al., 1998) through a process known
as sputtering. A significant portion of this incident plasma is sourced from eruptions of
Ionian volcanoes farther in the Jovian magnetosphere, as mentioned in Subsection 3.1.2, as
well as some material from the solar wind. Europa’s orbit places it slightly outward from
the Io plasma torus mentioned in Subsection 3.1.2. This means that much of the material
impacting the Europan surface is actually material from the Europan exosphere that has
been ionized (≥20% according to Ip (1996)). Multiple factors affect the production rate
of exospheric material by sputtering. These include temperature of the ice, the species
impacting the ice, and the energy of the impacting particles (Shi et al., 1995; Famá et al.,
2008; Cassidy et al., 2010; Johnson et al., 2009). Another method by which Europa gains
exospheric material is through sublimation, although this material is of such low energy
that it is confined to the volume very near to Europa’s surface (J. R. Spencer et al., 1999).
As we have mentioned, Europa’s ionosphere is generated through the ionization of material
from the exosphere. This occurs through three main processes: electron impact ionization,
ion-neutral charge exchange, and photoionization. Of these processes, electron impact
ionization is the most important at Europa. Electron impact ionization primarily occurs on
the anti-corotational side of Europa, as electrons have much smaller gyroradii than ions,
meaning that even very energetic electrons have trouble reaching the corotational side of
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Europa. Photoionization makes a lesser contribution than electron impact ionization in total
production rate, but, as it is not restricted to the one hemisphere of Europa, it can create
ionospheric plasma where other processes cannot. Ion-neutral charge exchange is the final
significant source of ionospheric plasma around Europa. This process results in ions from
the Jovian magnetosphere recombining by taking an electron from particles from Europa’s
exosphere, creating ionospheric plasma.
3.2.2 Composition
The Europan exosphere is primarily composed of O2 sputtered from the moon’s surface.
In addition to this, an extended sodium exosphere has been detected around Europa by
Hall et al. (1995) and Brown and R. E. Hill (1996). Furthermore, Brown (2001) observed
potassium within the Europan exosphere. Because exospheric particles are all on random
ballistic trajectories, there is no bulk flow direction within the neutral exosphere. The iono-
spheric population that is derived from this exospheric population is composed primarily
of O+2 , sourced from exospheric O2. As the O
+
2 population is created from the O2, it also
has no bulk flow direction when it is initially ionized, although it does gain velocity as a
result of electromagnetic forces acting on it.
3.2.3 Distribution
The Europan exosphere is not uniformly spread across the surface of the moon, according
to numerous observations. Some of this asymmetry is to be expected as a result of the
source of the exosphere (sputtering by incident energetic particles from the Jovian plasma
sheet). This is because corotational plasma is moving faster than Europa, which is moving
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at a Keplerian speed, and is therefore constantly overtaking the moon. This means that the
hemisphere of Europa which is being overtaken by the corotational plasma – this is always
the same side because Europa is phase locked to Jupiter – is struck by more plasma than
the side facing Europa’s direction of motion, and should therefore experience a greater
rate of exospheric production. Observations reported by Lane et al. (1981), Noll et al.
(1995), and Hendrix et al. (2011) support the presence of this hemispherical asymmetry.
Hubble Space Telescope observations have been the basis for a number of efforts to model
the Europan exosphere, including work by Shematovich et al. (2005), Smyth and Marconi
(2006), Cassidy et al. (2008), Cassidy et al. (2009), Plainaki et al. (2010), and Plainaki
et al. (2012).Saur et al. (2011) estimated that the minimum column density for exospheric
O2 is 1012 cm−2 (compare to (1.5± 0.5) · 1013 cm−2 from Hall et al. (1995)). Observations
reported by Hall et al. (1998) using data from the Cassini Ultraviolet Imaging Spectrograph
(UVIS) are in agreement with these measurements, although C. J. Hansen et al. (2005)
indicate additional spatial variability.
There are several mechanisms which could result in this more complex distribution of ex-
ospheric material. The first is that higher energy plasma is able to bounce farther along
Jupiter’s magnetic field lines. This means that, while thermal plasma that is corotating near
Europa is confined to a fairly small range of magnetic latitudes, these energetic particles
(which tend to have come from the solar wind, as was mentioned in Subsection 3.1.2) are
able to access to opposite face of Europa and sputter material. Furthermore, work by Cas-
sidy et al. (2007) and Cassidy et al. (2013) using HST data suggests that, not only is the
Europan exosphere asymmetrical between the corotational (pointed in the direction of the
movement of corotational plasma) and anti-corotational hemispheres, but that its source
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rate also varies based on the texture and composition of different regions of the surface of
Europa. Paranicas et al. (2009) have reported that some regions of Europa’s surface expe-
rience little sputtering due to a combination of lowered accessibility to high energy JMP
particles and surface properties. Surface composition is affected by radiolysis within Eu-
ropa’s surface, caused by the impacts of energetic electrons (Cassidy et al., 2010), which
are more prevalent on the anti-corotational hemisphere (Paranicas et al., 2001). This is
further complicated by the fact that O2 that is sputtered from the Europan surface tends to
be ejected repeatedly rather than sticking to the moon’s surface at the end of a ballistic tra-
jectory, effectively hopping randomly around the surface of Europa. This weakens the link
between observable surface features and exospheric distribution. Paterson et al. (1999) re-
ported a maximum heavy ion number density of 40 cm−3 during Galileo’s closest approach
to Europa during flybys E4 and E6 (distances from Europa of 700 km and 600 km, respec-
tively). This provides a ceiling to the density of Europa’s extended ionosphere. Figure 3.2
shows the observed exospheric distribution and Figure 3.3 shows electron density profiles
above Europa – observe disparity between PLS and radio occultation densities at relevant
altitudes. Also note that mapping of regional variations in exospheric density is not global,
adding uncertainty to the average state of Europa’s exosphere.
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Figure 3.2: HST image of line emission at 1356 Åresulting from electron-impact dissoci-
ation of O2 in Europa’s exosphere. Calculated column density contours are overlaid with
units of 1014 O2 cm−2 (Cassidy et al., 2007).
Figure 3.3: Radio occultation derived electron density profiles above Europa during multi-
ple Galileo flybys. Modified from Kliore et al. (1997).
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3.2.4 Water Plumes
Roth et al. (2014) observed what they interpreted to be plumes of water vapor above the sur-
face of Europa in late 2012. Figure 3.4 shows the initial observations by the Hubble Space
Telescope compared against emissions from a plume of water vapor above the Europan
surface. Subsequent observations by Roth et al. (2017) did not detect a similar feature,
but multiple observations by Sparks et al. (2016) and Sparks et al. (2017) using a different
technique have indicated the presence of plumes. These detections have been interpreted
as evidence of relatively frequent cryovolcanism on the surface of Europa (Sparks et al.,
2017), and are believed to present an opportunity to probe the composition of the reser-
voir(s) of liquid water which are suspected to exist below the surface of Europa as a result
of magnetometer measurements, as will be discussed further in the following section. It
should be noted that, while plumes of water erupting above the surface of Europa would
have to be sourced from a volume of liquid water below the surface, this source would not
necessarily be the ocean proper. Research by Schmidt et al. (2011) suggests that subsurface
melt lenses could exist on Europa. If present, such structures would be a more likely source
for material ejected by plumes, due to the shorter distance that the liquid water would have
to travel through cracks in the ice before reaching the surface compared to if it were to
come from the ocean. Plumes of water vapor would also cause further spatial variability
of the Europan exosphere (B. D. Teolis et al., 2017), altering interpretations of the moon’s
interaction with the Jovian plasma environment.
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h
Figure 3.4: (Left) HST observations of Europa in December 2012, and (Right) model re-
sults for observations of water plumes above the Europan surface (Roth et al., 2014).
3.3 Europa’s Induced Magnetic Dipole
3.3.1 Generation and Relevance
A magnetic dipole was detected within Europa through analysis of alterations made to the
Jovian background magnetic field that were measured by the Galileo magnetometer (see
Figure A.7) during flybys E4, E14, and E26 among others (Kivelson et al., 1997; Khurana
et al., 1998; Kivelson et al., 1999; Kivelson et al., 2000). Figure 3.5 shows measurements
of magnetic field components during these flybys of the moon, as well as how these mea-
surements compare against the signal that would be expected from a highly conducting
sphere (see Kivelson et al. (2009) for additional detail). It was eventually determined that
the magnetic dipole coming from the moon was induced rather than intrinsic because its di-
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rection changed depending on the orientation of the time-varying components of the Jovian
background magnetic field. If the dipole were intrinsic, it would either not vary noticeably
with time, or would not vary with the same period as Jupiter’s (and therefore the Jovian
magnetic dipole’s) period of rotation.
The presence of an induced magnetic dipole being generated within Europa is significant,
because it necessitates the existence of a highly conducting material near the surface of the
moon. Zimmer et al. (2000) calculated a minimum conductivity of 0.060 S/m, Schilling
et al. (2007) found a minimum conductivity of 0.5 S/m, Khurana et al. (2009) assumed
2.7 S/m, and Paranicas et al. (1998) derived a minimum value of 8 S/m, while Hand and
Chyba (2007) estimated that chemical fluxes from the surface ice into the ocean would
result in salinity comparable to that of Earth’s oceans within 50 Myr. As most cryocrystals
(ices), particularly water ice which composes almost all of the Europan surface, have a
conductivity far below this value, a solidly frozen body of ice cannot explain the presence
of the induced dipole observed at Europa. It is therefore expected that a saline water ocean
exists below the surface of Europa.
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Figure 3.5: Plots of magnetic field values measured by the Galileo magnetometer overlaid
with fitted background field values and values from an induced dipole field for Galileo
flybys E4 (Top Left), E14 (Top Right), and E26 (Bottom Left). (Bottom Right) Equatorial
dipole moments fitted to data (thin line) are also compared to predictions for a highly
conducting sphere (thick line) Kivelson et al. (2000).
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3.3.2 Variation with Location
The strength and direction of the induced dipole generated with this putative subsurface
ocean varies depending on the time-varying component of the Jovian background magnetic
field near Europa. As has been previously mentioned, variations in the background field are
dominated by changes to the radial and corotational components of the magnetic field and
are caused by the tilt of the Jovian magnetic dipole relative to Jupiter’s axis of rotation. It
is therefore useful to define how these components tend to vary between different locations
that Europa can occupy within the Jovian magnetosphere (Volwerk et al., 2001; Zimmer
et al., 2000; Kivelson et al., 2000). Figures 3.6 and 3.7 show these locations, where A
is below the Jovian plasma sheet, C is above the Jovian plasma sheet, and both B and D
are within the Jovian plasma sheet. Note, however, that while both B and D are within
the plasma sheet, the corotational component of the Jovian background magnetic field is
pointing in different directions in each. In B, it is directed in the anti-corotational direction,
while in D it is parallel to the direction of corotation. The corotational component of the
background magnetic field is smaller in magnitude when Europa is either above or below
the plasma sheet. The magnitude of the radial component of the background field varies
greatly, reaching ∼50% of the spin-aligned component in locations A and C, and being
roughly 0 nT when Europa is within the center of the Jovian plasma sheet.
In addition to these components which vary over the time period of Jupiter’s rotation, there
is an additional component that changes with the period of Europa’s orbit around Jupiter
(85 hours). This is driven by the eccentricity of Europa’s orbit around Jupiter. At perijove,
Europa is ∼665,000 km from the center of Jupiter, and at apojove Europa is ∼677,000
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Figure 3.6: Side view of Europa’s location within the Jovian magnetosphere at different
times. Jupiter is at center of diagram with the spin axis indicated above. Blue circles
represent Europa. Tilted, light gray line indicates plasma disk. Black lines are magnetic
field lines. Sun is always in the direction opposite to the bulk flow velocity of corotating
JMP (into page at location A, to the left at location B, etc.)
km away. This creates a small variation in the Z (spin-aligned) component of the the
background magnetic field. While it is harder to measure, the induced response to the
variation of this component of the Jovian background magnetic field with time is important,
as its longer wavelength allows for the depth of the ocean below the Europan surface to be
determined.
By combining the induced response to the short period variations in the Jovian background
magnetic field with the long period response, it should be possible to constrain the distance
of the ocean below the surface, the salinity of the ocean, and the depth of the ocean. In this
way, measuring the variation of the Europan dipole moment can act as the most powerful
diagnostic tool for characterizing the depths of Europa that is available.
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Figure 3.7: Overhead view of Europa’s location within the Jovian magnetosphere at dif-
ferent times. Jupiter is at center of diagram with the spin axis superimposed. Blue circles
represent Europa. Tilted, light gray torus indicates plasma disk with flow direction indi-
cated by black arrows. Black lines are magnetic field lines. Sun is always in the direction
opposite to the bulk flow velocity of corotating JMP.
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3.4 Europa Clipper Mission
The Europa Clipper mission is a NASA mission currently under development for launch in
the early to mid 2020’s. The goal of the Europa Clipper is to determine the potential habit-
ability of Europa by performing a large number of flybys of the moon. This is in contrast to
previous mission plans for the exploration of Europa, which called for a spacecraft to enter
into orbit around the body and take measurements from there. Through careful trajectory
planning, near global coverage of the surface of the moon with the remote sensing instru-
ments planned to be included on the mission can be achieved. It is therefore believed that
as much or more data can be gathered about Europa by performing flybys than by entering
into orbit. An initial plan for flybys to be performed during the Europa Clipper’s primary
mission phase can be seen in Figure 3.8.
This mission design was chosen because of the intense radiation environment in the vicin-
ity of Europa which is harmful to spacecraft systems (Truscott et al., 2011). A mission in
orbit around Europa would likely only be able to survive for around one month before its
systems were compromised by radiation exposure. This time limit would make it so that
only ∼8 orbits of Europa around Jupiter could be observed. The fact that the component
of the Europan induced dipole that can reveal the depth of the ocean depends on Europa
moving between perijove and apojove (as was mentioned in Subsection 3.3.2) means that
this could impair the mission’s ability to thoroughly characterize the ocean’s dimensions.
The large distance between Earth and Jupiter also restricts data transmission rates, demand-
ing a powerful transmitter if all of the mission’s data were to be returned to Earth within
one month. By staying in orbit around Jupiter rather than Europa, the Europa Clipper can
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Figure 3.8: Notional spatial distribution of EC flybys from “Europa Study 2012 Report”.
spend relatively little time within the high radiation environment near Europa and transmit
its data back to Earth during the period between flybys of Europa.
The Europa Clipper will carry two instruments that are directly relevant to understanding
the plasma environment near Europa: ICEMAG and PIMS. ICEMAG is a magnetometer
which will measure the strength, direction, and gradient of the magnetic field near Eu-
ropa and PIMS will measure the plasma population near Europa (Westlake et al., 2016).
ICEMAG will allow for the strength and orientation of the induced magnetic dipole within
Europa to be determined (Raymond et al., 2015), while PIMS will allow for distortions in
the magnetic field caused by the presence of varying plasma populations to be accounted
for, which is necessary in order for the signature of the Europan magnetic dipole to be ac-
curately measured by ICEMAG. Figures A.3 and A.4 show diagrams of the instruments. In
addition to these instruments, modeling by Johnson et al. (1998) suggests that levels of or-
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ganic molecules and salts could be high enough in the Europan exosphere for the MASPEX
Waite Jr et al. (2015) mass spectrometer instrument – also planned to be launched on the
Europa Clipper – to detect them. Furthermore, work by J. F. Cooper et al. (2001) indi-
cates that energetic particle bombardment of the Europan surface can produce both simple
and complex organic molecules through interactions with non-ice elements already present
within the Europan ice.
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CHAPTER 4
THE ICY BODIES MODEL
4.1 Modeling the Pluto-Charon System
4.1.1 Previous Modeling Efforts
Largely because of the lack of available data, few modeling efforts had been undertaken in
the Pluto system before those that are described here. That being said, it is instructive to
briefly go over them in order to provide context for what we have done in the present work.
Sauer et al. (1997) were the first to perform modeling of the interaction between Pluto and
the solar wind. Using two dimensional bi-ion fluid and hybrid simulations, they concluded
that Pluto was likely to behave like a weak comet. This was a common perception at the
time, with Bagenal and Ralph L. McNutt (1989) also deciding that a comet-like interaction
was likely, albeit based on analysis rather than simulation. Both concluded that a single ion
treatment was unlikely to be able to accurately model the system.
The next modeling work to be published on the topic was by Delamere and Bagenal (2004).
This was the first work to be done with a fully three dimensional model, deploying a hybrid
model in which ions were treated as particles and electrons were treated as a massless fluid.
Also of note, is that this simulation assumed a charge ratio of 10 Da/q, due to computation
limitations. Various atmospheric outflow rates were simulated. The authors determined
that Pluto’s interaction with the solar wind could be anywhere between a Venus-like inter-
action and a comet-like interaction. They also concluded that in the Venus-like instance, a
bow shock could form upstream of Pluto, and that the wake behind Pluto would be highly
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Figure 4.1: Total ion density near Pluto from (Delamere and Bagenal, 2004). Distances
measured in solar wind ion inertial lengths (∼2 RP). Selected heavy pickup ions are indi-
cated by pluses, while solar wind density is indicated by isolines. IMF is out of plane.
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Figure 4.2: (Left) Total ion density and heavy pick up ions using a hybrid method, (Center)
total ion density using an ideal MHD method, and (Right) total ion density and solar wind
density contours using a multifluid MHD method. (Harnett et al., 2005).
structured regardless of the type of interaction. Figure 4.1 shows total ion density near
Pluto along with select heavy pickup ion macro-particles.
Harnett et al. (2005) followed this work with a comparison to assess the utility of a multi-
fluid MHD treatment for the system. In order to carry this comparison out, they performed
ideal MHD and multifluid MHD simulations using the same parameters as those used by
Delamere and Bagenal (2004) and then performed direct comparisons between the differ-
ent results. Figure 4.2 shows plots of this comparison. They concluded that, as had been
widely believed, an ideal MHD model was not able to capture significant elements of the
interaction, but also that the multifluid MHD treatment shared qualitative ion-cyclotron fea-
tures with the hybrid treatment, such as asymmetries between flows of solar wind protons
and heavy pickup ions. Harnett et al. (2005) then went further and performed a parameter
space exploration using the multifluid MHD model in order to assess how the system be-
haved under different scenarios. Results using different system parameters can been seen
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Figure 4.3: Cases A and B have a solar wind number density of 0.01 cm−3 and speed of
450 km s−1 versus 0.0025 cm−3 and 900 km s−1 for cases C and D. Cases A and C use a
pickup ion mass per charge of 10 Da/q versus 28 Da/q for cases B and D (Harnett et al.,
2005).
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in Figure 4.3. It is readily apparent that in the cases which use heavier pickup ions, with a
ratio of 28 Da/q the gyroradius of the ions being picked up is much greater. As similar, but
less pronounced effect is seen for the cases which used a faster solar wind speed compared
to those with a more typical solar wind velocity.
Several years later, Delamere (2009) continued his previous work, this time using a mass of
28 Da/q, as a result of advances in computing power in the preceding five years. Some of the
analysis focused on the structured wake region that was noted previously. This included the
notable role that Kelvin-Helmholtz instabilities played on the interface between the wake
region of the interaction and the region of free stream flow. All cases that were simulated
assumed an atmospheric escape rate of at least 1026 N2 s−1, ∼1000× the estimated rate by
Gladstone et al. (2016) using New Horizons data. Figure 4.4 shows simulations performed
using an escape rate of 2 · 1027 N2 s−1. A strong role for asymmetries between the flow
of solar wind protons and heavy pickup ions in the plane perpendicular to the IMF was
again found. This was the last work on the topic to be published before the investigations
discussed here were begun.
None of the previous work on this topic has considered the presence of Charon within
the system. Bagenal and Ralph L. McNutt (1989) speculated that Charon might create a
cavity in the solar wind flow in its wake and Sauer et al. (1997) speculated that it might
be possible that Charon might pass within Pluto’s interaction region over the course of
its orbit, but not simulations had been carried out to study the topic further. In contrast,
this work is concerned with Charon’s effects on the Plutonian interaction with the solar
wind, with particular emphasis placed on any impact that Charon, while upstream of Pluto,
may have on the formation of a bow shock in the system. Both system geometry and the
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Figure 4.4: Total ion number density in the XY and XZ planes (Delamere, 2009). Note that
IMF is now in the Y direction, rather than the Z, as it was in Figure 4.1.
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presence of an ionosphere around Charon are considered in different scenarios simulated
for the present work.
4.1.2 Pluto-Charon Simulation Parameters
A series of simulations were run in order to characterize the behavior of the system through-
out the relevant parameter space. The system input parameters are shown in Table 4.1.
These values were chosen in order to simulate what were expected to be typical solar wind
and IMF conditions at Pluto, based on available data and modeling. The peak ionospheric
number density at Pluto was based on chemical modeling performed by Krasnopolsky and
D. Cruikshank (1999), while peak ionospheric density at Charon was chosen to be a small
fraction of that at Pluto (3%) on the basis that any transient atmosphere which Charon may
possess would be unlikely to be dense relative to Pluto’s. The scale height of the imposed
ionosphere was chosen in order to produce an interaction region similar in size to previous
modeling efforts. Additional cases were simulated using a greatly expanded ionosphere, in
keeping with pre-encounter predictions that Pluto would be comet-like in nature. Figures
showing results from these simulations can be found in Subsection A.1.
The primary parameters that were varied were the presence and location of Charon with
respect to Pluto, as well as the presence of an ionosphere around Charon, as shown in
Table 4.2. These configurations were chosen in order to test the extremes of possible values
for system parameters, as well as to generate a baseline for comparison in the instance of
case P.1.1. For context, Charon had no detectable ionosphere (Gladstone et al., 2016)
and was to the side and slightly downstream of Pluto at the time of the New Horizons
encounter. It was predicted that case P.1.5 would exhibit the most extreme alteration due to
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Table 4.1: Plasma parameters used for solar wind, Pluto, and Charon. ∗Temperatures are
incorporated through the state equation. ∗∗Peak ion density for the Charon sourced species
is not set to exactly 0 cm−3 due to numerical constraints.
Parameter Value(s) Used
Magnetic Field (nT) 0.2 (Bagenal et al., 1997)
Solar Wind Speed (km/s) 380 (Bagenal et al., 2015b)
Solar Wind Density (H+cm−3) 0.01 (Bagenal et al., 1997)
Solar Wind Temperature (K)∗ 9000 (Richardson and C. W. Smith, 2003)
Pluto Species Mass (Da/q) 28 (Krasnopolsky and D. Cruikshank, 1999)
Pluto Peak Ion Density (cm−3) 750 (Krasnopolsky and D. Cruikshank, 1999)
Pluto Ion Temperature (K)∗ 130 (Sicardy et al., 2003)
Charon Species Mass (Da/q) 28
Charon Peak Ion Density (cm−3) 25, ∼0∗∗
Charon Ion Temperature (K)∗ 40
Table 4.2: Simulations performed. All cases were run for 1500 s of simulated time in order
to allow for a quasi-steady-state to be reached.
Charon Absent (P.1.1)
Charon without Ionosphere Charon Downstream (P.1.2) Charon Upstream (P.1.4)
Charon with Ionosphere Charon Downstream (P.1.3) Charon Upstream (P.1.5)
the presence of Charon within the system.
For the follow up work on Pluto, two cases were carried out in order to assess the validity
of newly implemented neutral particle interactions within the model, to see how the model
would perform with the atmospheric and plasma parameters that were observed by New
Horizons during its flyby of the system, and to see how realistic the ionospheric profiles
that we generated for the model before the New Horizons encounter were by comparing
their results with those using the same solar wind conditions as previously modeled, but
with a neutral atmospheric profile created by Gladstone et al. (2016) based on Alice UV
occultation data. The plasma parameters used for these simulations, cases P.2.1 and P.2.2,
are shown in Table 4.3. The radius of Pluto was also altered slightly from 1187 km (Stern
et al., 2015b), which was used for the initial set of simulations, to 1188 km as a result of
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Table 4.3: NH based plasma parameters used for solar wind and Pluto in follow up work
with ion-neutral interactions P.2.2. P.2.1 used same parameters as P.1.1 where applicable.
∗Temperatures are incorporated through the state equation.
Parameter Value(s) Used
Magnetic Field (nT) 0.2 (Bagenal et al., 1997)
Solar Wind Speed (km/s) 380 (Bagenal et al., 2016)
Solar Wind Density (H+cm−3) 0.025 (Bagenal et al., 2016)
Solar Wind Temperature (K)∗ 9000 (Richardson and C. W. Smith, 2003)
Pluto Species Mass (Da/q) 16 (CH4) (Bagenal et al., 2016)
analysis by Nimmo et al. (2017) of New Horizons data (Charon’s measured radius remained
at 606 km).
4.2 Modeling Europa’s Plasma Interaction
4.2.1 Previous Modeling Efforts
Unlike Pluto, Europa has been the subject of relatively extensive modeling work for an icy
world. The techniques used for these studies have ranged from single fluid MHD to multi-
fluid MHD to hybrid kinetic. Much of this work has been focused on trying to simulate the
conditions that existed during specific flybys of Europa by the Galileo spacecraft – most
prominently the E4 flyby – in order to match see how effectively they have reproduced in-
strument measurements, including the magnetic induction signal of the Europan subsurface
ocean.
Notable work done with MHD models include those by Saur et al. (1998), Kabin et al.
(1999), Liu et al. (2000), Schilling et al. (2008), and Blöcker et al. (2016). Saur et al.
(1998) performed a study attempting to match HST observations of emissions from the Eu-
ropan exosphere, carried out with a two fluid model which assumed a constant background
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Figure 4.5: The left panel shows incident particle density contours (the outermost contour
corresponds to 40 cm−3) and right panel shows magnetic field direction and magnetic field
strength contours around Europa. Single fluid MHD simulation using Galileo E4 flyby
plasma parameters (Kabin et al., 1999).
magnetic field. Figure 4.5 shows results from Kabin et al. (1999) using an ideal MHD
approach to model the E4 flyby in order to attempt to replicate the observed induction sig-
nal reported by Khurana et al. (1998). A modified version of the same model was then
used by Liu et al. (2000) to again attempt to match observations made during the E4 flyby,
with the model having been enhanced to use a two-species ideal MHD approach. More
recently, Schilling et al. (2008) used a single fluid MHD model coupled with an internal
induction model in order to try to match the signal observed during the E4 flyby. Blöcker
et al. (2016) employed a single fluid MHD model to explore the effects of inhomogeneities
in the neutral density on the plasma interaction and compare their results against several
flybys, including the E26 flyby.
A pair of studies of the system have been performed by Lipatov et al. Their first study, Li-
patov et al. (2010) used a hybrid kinetic model in combination with the a neutral exospheric
distribution based on Cassidy et al. (2007) to try to match the E4 flyby observations with
somewhat mixed results, possibly due to issues with the resolution of the simulation near
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Figure 4.6: JMP velocity vector field and magnitude showing Alfvén wing structure (wings
are perpendicular to page). Single fluid MHD simulation using Galileo E4 flyby plasma
parameters (Schilling et al., 2008).
to the surface of the body. They are, however, able to produce Alfvén wings, as can be seen
in Figure 4.7. Their follow up work, Lipatov et al. (2013), had similar issues, but was able
to better match observed magnetic field measurements.
More recent work by Rubin et al. (2015) used a multifluid MHD approach to perform an
extensive analysis in which they compare model results against measurements from the E4
and E26 flybys. They are able to match the magnetic signature of the the induction response
very well for both flybys. Figure 4.8 shows their O+ and O+2 density plots for the E26 flyby,
with the spacecraft trajectory overlaid on the plots. They state that the model will able to
accommodate the simulation of the induced dipole field through modeling of the conductive
components of the Europan interior, but defer implementation of this possibility to future
work on the topic.
As can be seen, the existing body of modeling work having to do with Europa puts signifi-
cant focus on reproducing measurements from a couple of flybys from the Galileo mission.
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Figure 4.7: Alfvén wings shown in Bx for two different upstream conditions. Simulated by
Lipatov et al. (2010) using a hybrid model.
This has much to do with the fact that the E4 and E26 flybys had relatively simple magne-
toplasma parameters and therefore can act as easily analyzed checks of how successfully a
model is reflecting the physical processes present in the near-Europa plasma environment.
However, it might also have to due with the clear goal of such studies compared to more
open-ended investigations.
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Figure 4.8: JMP and ionospheric density plots with Galileo trajectory overlaid. Simulation
performed using E26 flyby plasma parameters by Rubin et al. (2015).
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4.2.2 Europa Simulation Parameters
Our investigation of the Europa system involved a series of simulations designed to iso-
late what role Europa’s ionosphere plays in its interaction with the Jovian magnetosphere
in anticipation of the Europa Clipper mission now in development. We selected system
plasma parameters that were representative of periods when Europa was either inside of
or above/below the Jovian plasma sheet. Also, as we explained in Subsection 3.3.2 and
showed with Figures 3.6 and 3.7, the strength and orientation of Jupiter’s magnetic field
can be different even at different locations within the plasma sheet. The parameters that
we selected are listed in Table 4.4. While Jovian magnetospheric plasma (JMP) density
and the X and Y components of the magnetic field strength varied, the velocity of the JMP
within the domain’s coordinate system remained the same, as did the fact that the species
used was O+. The temperatures of various components of the JMP were also kept constant.
Table 4.5 lists the different cases that we performed simulations of for this investigation.
Cases E.1.1 through E.1.4 had no neutral sourced ionosphere around Europa, while E.1.5
through E.1.8 did. The cases were paired so that, for example, E.1.1 and E.1.5 were in
the same location within the Jovian magnetosphere. The four locations that were used
corresponded to locations A - D shown in Figures 3.6 and 3.7, with location A being above
the plasma sheet, B being within it, C being below it, and D being within it, but with
the varying component of the background Jovian magnetic field pointed in the opposite
direction within the simulation domain.
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Table 4.4: Plasma parameters used for Europa plasma environment. ∗Magnetic field
values are derived from measured values during the following Galileo flybys: E11 and
E15 (Volwerk et al., 2001), E14 (Zimmer et al., 2000), and E26 (Kivelson et al., 2000).
∗∗Temperatures are incorporated through the state equation.
Parameter Value(s) Used
Magnetic Field X (nT)∗ -50 to 50
Magnetic Field Y (nT)∗ -200 to 200
Magnetic Field Z (nT)∗ -400
JMP Speed (km/s) 84.2 (vcorot − vE)(Bagenal et al., 2015a)
JMP Species Mass (Da/q) 16 (Bagenal et al., 2015a)
JMP Density (cm−3) 100 to 150 (Bagenal et al., 2015a)
JMP Temperature (eV)∗∗ 130 (Bagenal et al., 2015a)
Europa Species Mass (Da/q) 32
Electron Temperature (eV) 20, 300 (Bagenal et al., 2015a)
Table 4.5: Simulations performed. All cases were run for 750 s of simulated time in order









































4.3 Structure of Model
The model that was used in this study is an evolved form of a multifluid treatment that has
been applied to numerous planetary bodies in the past. Previously studied bodies include
Ganymede (C. Paty and R. Winglee, 2006) and Titan (Snowden et al., 2011), as well as the
study at Pluto which compared results from hybrid and multifluid MHD models (Harnett
et al., 2005). The model is a global, three-dimensional, fully multifluid, magnetohydrody-
namic model, which is appropriate for the Pluto system as the freestream turning distance
of solar wind H+ (∼17 RP) is smaller than the interaction region (defined as the diameter
of the main shock on the plane passing through Pluto’s terminator, which is >35 RP un-
der simulated conditions), and the gyroradius of the solar wind H+ within the shock and
wake falls to as low as 1 RP. It describes plasma behavior using a system of conservation
equations, which are solved for each ion species: conservation of mass, conservation of
momentum, and the energy equation of state. Electrons are treated as a separate, massless
fluid where number density is derived through quasi-neutrality. Magnetic fields, electric
fields, and currents are calculated using Maxwell’s equations and the generalized Ohm’s
law. A second order Runge-Kutta method is used to solve each equation at each point on a
nested grid.
Figure 4.9 shows a representation of the nested grid structure that was used for simulations
of the Pluto-Charon system. There are a total of six grid boxes within the simulation, but
only five are shown within the figure. Note that Charon is place within the innermost grid
of the simulation domain which has a resolution of ∼64 km per grid point, and Pluto is

















































































































This was chosen as a result of computational limitations that would have made running the
simulation with both bodies placed within the highest resolution grid intractable. Never-
theless, the choice does not have an negative effect on the simulation, as this arrangement
allows each body to be simulated at the same resolution in units of km/Ro, or the radius of
that body. The total simulation domain is∼384 RP, or 456,576 km, in length (X) and∼128
RP, or 152,192 km, in width and height (Y and Z). The exact arrangement of grid boxes
changes, depending on the relative locations of Pluto and Charon with the simulation (the
configuration shown in the figure was used in cases P.1.2 and P.1.3). Figure 4.10 shows the
simulation grid that was used in the Europa simulations that have been performed. Four
grid boxes were used in these simulations, with Europa placed within the center of the in-
nermost grid box, with a resolution of ∼52 km per grid point. The total simulation domain
is 26.8 RE, or 41,835 km, in length (X) and 24 RE, or 37,464 km, in width and height (Y
and Z). Incident plasma enters the system from the -X direction (for more information, see
Section 4.8). The Europa simulations use the EphiO coordinate system, in which X points
in the direction of Europa’s orbit, Y points towards Jupiter, and Z completes the system.
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Figure 4.10: The gridding pattern used within simulations of the near Europa environment.
Z dimensions are equal to those in Y.
4.4 Governing Equations
In tracking several ion species, the conserved quantities are calculated separately for each
ion species; here subscript α denotes the species, and subscript e the electrons, o indicates
the planetary body, ~v is ion/electron velocity, P denotes pressure, q is ion charge, m is the
mass, n is number density, ρ is mass density, and γ is the ratio of specific heats (set to 1.67
within the model – actual values range between 1.32 for CH+4 and 1.67 for O
+ (Haberman
and John, 1980)). ~E and ~B are the electric and magnetic fields, respectively, and ~J is the
current density.
The conservation of mass (Equation 4.1) (to which source and loss terms have been added,
which are discussed in Section 4.5), conservation of momentum (Equation 4.2), and time
67
dependent pressure from equations of state pressure equations (Equations 4.3 & 4.4) are
from the multifluid formulation of C. Paty and R. Winglee (2006), with the addition of
heat terms which are described in Subsection 4.5.4. The conservation of momentum equa-
tion has been modified to include a summation of gravitational terms, as shown in the first
summed term in Equation 4.2, as well as to include changes in momentum due to neutral
interactions, as shown in the second summed term. A Coriolis term has not been imple-
mented due to the long period of the Pluto-Charon system.
∂ρα
∂t





























where Mo refers to the mass of the body in question and Ro refers to the distance be-
tween the particle and that body. An electron momentum equation, similar in form to
Equation 4.2, can be solved for the electric field in the limit where d~ve
dt
is small – a rea-
sonable assumption given the ion cyclotron timescales present in these simulation (5–50 s
for the Pluto simulations and ∼0.5 s for the Europa simulations) – and the gravity term is
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neglected in order to obtain a generalized Ohm’s law. Since there are no large scale and
rapidly changing electric fields we can assume a negligible displacement current, hence the
















Equation 4.5 can be solved for the electron velocity, ~ve, and substituted into Ohm’s law to











+ η(~r) ~J (4.7)
Here the resistivity, η, is prescribed only near the base of the ionosphere of each object
(∼103 ohm-meters); everywhere else in the simulation it is assumed to be zero. The
changes in the magnetic field are determined by the induction equation (Equation 4.8),
which are then used with Ampère’s Law (Equation 4.9) to find the associated currents.
∂ ~B
∂t





These equations are solved explicitly at each grid point in a nested grid with second or-
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der accuracy. Any ions that impact the surface of the bodies are assumed to be lost to the
system. See Section 4.8 for more information on the inner boundary. Ionospheric con-
stituents for the initial investigation of the Pluto-Charon system were initialized based on
a Chapman profile for the 1/28 q/Da group derived from the chemical modeling done by
Krasnopolsky and D. Cruikshank (1999) using the parameters given in Table 4.1, combined
with N+2 ionized in situ in the extended atmosphere. These populations are treated as one
species, hereafter referred to as either Pluto sourced 28+ or Charon sourced 28+. The fol-
low up work done on Pluto with neutral interactions included, substituted CH+4 for 28
+,
as was shown in Table 4.3. Only two fluids are used in the Europa simulations, O+, the
dominant species of the Jovian plasma sheet at Europa’s orbital distance, and O+2 resulting
from interactions with Europa’s O2 exosphere.
A multifluid treatment is useful for this system as it allows for tracking of separate ion
species. This is necessary as scenarios are considered in which Charon acts as a distinct
ion source within the system. Additionally, the multifluid treatment is able to capture asym-
metries within bow shocks that result from gyromotion of heavy pick up ions sourced from
Pluto or Charon due to the inclusion of the generalized Ohm’s law. As Figure 4.11 shows,
multifluid MHD treatments are also able to replicate gyromotion of heavy pickup ions,
even when the interaction region is smaller than the gyroradius of the the heavy pickup
ions. The three fluid species used in the Pluto portion of the work described in this doc-
ument are a solar wind H+ species, a Pluto sourced 28+ species, and – in cases P.1.3 and
P.1.5 – a Charon sourced 28+ species.
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Figure 4.11: Comparison of heavy pickup ion number density near comet
67P/Churyumov–Gerasimenko in a multifluid MHD model and a hybrid model from Rubin
et al. (2014). IMF in the Y direction. ~B is into the page.
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4.5 Neutral Particle Interactions
Three major mechanisms for the addition or loss of mass, momentum, or energy from fluids
have been implemented within the model for these investigations. They consist of electron
impact ionization, in which energetic electrons strike neutral particles and eject electrons
in the process; photoionization, in which energetic photons – often in the EUV – excite
electrons to their ionization energy; and ion-neutral charge exchange, in which an ion’s
electron shell comes in contact with that of a neutral particle and an electron is transfered
to the ion from the neutral particle. Equation 4.10 represents the ion creation rate for an




















In order to simulate the ion production rate from a given neutral particle interaction, it is
necessary to know the likelihood that the two particles in question are going to interact
with each other. This value is expressed as a cross section and, when combined with other
values which will be described in the following sections, gives the ion production rate.
Pluto’s Atmospheric Profile
For cases that were run with the Icy Bodies Model at Pluto, the neutral atmospheric profile
was assumed to be hemispherically symmetric and was derived from a fit of the neutral
density profile for CH4 created by Gladstone et al. (2016) based on UV occultation data
gathered by the New Horizons spacecraft during its encounter with the Pluto-Charon sys-
tem. Equation 4.11 gives the radial number density profile for CH4 as implemented within
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Deciding on an appropriate representation of Europa’s exosphere to implement within the
model was more difficult due to the complex nature of its generation and the absence of
comprehensive observational coverage, as discussed in Section 3.2. After carrying out a
survey of the literature, we determined that attempting to reproduce regional effects such
as those reported in Cassidy et al. (2007) would be unlikely to produce a meaning improve-
ment to the fidelity of the simulation. This is due to both the lack of a reliable mapping
between surface features and exospheric density and the relatively coarse gridding used
within the simulation (compared to the size of the regional features thought to affect exo-
spheric distribution).













1 + 2 cos(α)
)
(4.13)
We therefore decided to use the comparatively simple exospheric O2 number density dis-
tribution developed by Rubin et al. (2015), which is the summation of Equations 4.12
and 4.13, in which H0 = 20 km, n0 = 5 · 108 cm−3, RE is the radius of Europa, H0 = 500
km, n1 = 5 · 104 cm−3, and α is the angle made with the upstream flow direction. The
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Figure 4.12: The distribution of Europa’s exosphere as implemented within the Icy Bodies
Model, from Rubin et al. (2015). Note that falloff continues smoothly beyond region shown
and that color bar was chosen to highlight hemispheric asymmetry.
two summed distributions are consistent with Cassidy et al. (2007), and the column density
matches well to those reported by Hall et al. (1995). The enhancement added on the trailing
hemisphere is consistent with the increased rate of sputtering that results from Europa being
overtaken by corotational JMP. Figure 4.12 shows the distribution as implemented within
the model. The use of this distribution has the added benefit of easing future comparisons
between simulation results.
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Figure 4.13: (Left) Plot of gross total electron impact ionization cross sections for CH4.




4.5.1 Electron Impact Ionization
Equation 4.14 give the Icy Bodies Model’s implementation of the ion production rate re-






= mαnn,αneve(frtσet + frhσeh) (4.14)
The value mα is the mass of an α ion, nn,α is the number density of neutral particles that
can become α ions, ne is the number density of electrons, ve is the bulk velocity of the
electrons, frt is the fraction of electrons that are in the thermal population and frh is the
fraction that are in the hot population, while σet and σeh are the electron impact ionization
cross sections for the thermal and hot electron populations, respectively.
For the Pluto-Charon simulations, we used CH4 cross sections from Song et al. (2015)
(shown in Figure 4.13) and chose values for the thermal and hot solar wind electron pop-
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Figure 4.14: Plot of omnidirectional electron velocity distribution function from Yoon et al.
(2013).
ulations based on work by Yoon et al. (2013) (see Figure 4.14). These values are based
on observations at 1 AU, however, which means that they are likely to differ from those at
Pluto’s orbital distance. Solar wind electron measurements taken in the outer solar system
would be useful, but it is unlikely to be a mission with the necessary instruments before the
proposed ice giants flagship mission that is currently being studied for a possible launch at
some point after 2025.
For the simulations that were performed on the Europa system, O2 cross sections were taken
from Itikawa (2009) and Anzai et al. (2012) and can be seen in Figure 4.15. Rates from
Schreier et al. (1993) and Banks and Kockarts (1973) indicate that dissociative electron
impact ionization of O2 (O+2 + e
−→O+ + O + 2e−) is a small component of total ion
production resulting from electron impact ionization (∼10%), and is therefore not currently
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Figure 4.15: Plot of electron impact ionization cross sections for O2. Values for O+2 are
used Itikawa (2009).
included. The thermal and hot electron populations were chose to be 20 eV and 300 eV,
respectively. These energies are from the medium Jovian plasma sheet values presented in
Bagenal et al. (2015a).
4.5.2 Photoionization
Photoionization was implemented in the model by tracking the extinction of wavelength
bins for which source rates are taken from Samson et al. (1989), although we have also
examined flux rates published by Huebner et al. (1992) and work is ongoing to switch to
the HEUVAC model by Richards et al. (2006). Fluxes are considered independently for
each column parallel to the x-axis (as previously mentioned the Sun is in the -X direction
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in both simulations of the Pluto-Charon system and of Europa). Any solar flux within a
column that reaches the surface of a body is set to zero, creating shadows behind bodies
within the system. While this does not allow for the existence of penumbras behind bodies
within the simulation, this is not a significant effect in either system, given the small system
sizes compared to the Sun-system distances (in neither system is the penumbra even one
grid point wide at the back of the simulation domain). The ability to track extinction
through the atmospheres of bodies and for those bodies to cast shadows causes asymmetric
photoionization distributions, even in systems with radially symmetric atmospheres. It also
allows for one body to impede photoionization of another body that it is eclipsing. Rates are
calculated once at the beginning of a simulation and used for the remainder of the instance.
This is because photon fluxes are assumed to be constant – the effects of events such as
solar flares have not been explored with the model yet – and neutral particle populations
within the systems simulated evolve on a much longer time scale. Photoionization rate










Equation 4.15 gives the ion production rate due to photoionization, where Φλ equals the
photon flux in wavelength bin λ and σph,λ is the photoionization cross section for wave-
length bin λ. For the Pluto simulations we used CH4 photoionization cross sections pub-
lished by Kameta et al. (2002), shown in Figure 4.16. Eighteen wavelength bins are used
for our current implementation of CH4 photoionization. For the Europa simulations, we
use the O2 photoionization cross sections from Itikawa and Ichimura (1990). Figure 4.17
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Figure 4.16: Plot of cross sections for neutral dissociation (σd), photoionization (σi), and
photoabsorption (σt) for CH4 from Kameta et al. (2002).
shows these cross sections. Currently, we use 29 wavelength bins and their corresponding
cross sections to calculate O2 photoionization in Europa simulations.
Figure 4.18 shows the photoionization rate distribution generated by the model for the
Pluto-Charon system when Charon is directly upstream of Pluto. One can observe the
asymmetry of the distribution resulting from extinction through the atmosphere. Not only
is the rate on the Sun-side of the body significantly higher, extinction of solar flux causes
it to drop dramatically before reaching the surface of Pluto. Note the shadow cast by each
body. It may appear that Pluto’s shadow possesses a penumbra. This is a result of extinction
through the atmosphere, however. The localized effect of Charon eclipsing Pluto is also
apparent in the plot.
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Figure 4.17: Plot of photoionization cross sections for O2 from Itikawa and Ichimura
(1990).
Figure 4.18: Demonstration of photoionization implementation within the model using
configuration in which Charon is directly upstream of Pluto. Normalized photoionization
rate is shown. Note that bodies cast shadows and incident flux is extincted as it passes
through the neutral atmosphere. Sun is to the left.
80
4.5.3 Ion-Neutral Charge Exchange
One way that ion-neutral charge exchange is slightly more complicated to implement within
the model than electron impact ionization or photoionization is that it involves mass being
lost from fluids within the system, not just gained. It is therefore necessary to track changes
to both the fluid for the species that is being created through the loss of electrons and the
fluid for the species that is gaining electrons and recombining to become neutral (the inci-
dent species). Equation 4.16 gives the ion generation rate for the ion species being created,
where nn,α is the number density for the species being generated,nαinc is the number den-
sity for the incident ion species, vαinc is the bulk flow speed for the incident species, and
σce is the ion-neutral charge exchange cross section. Equation 4.17 provides the ion loss
rate for the incident species, where mαinc is the mass of the incident species, and Lαinc is












= mαincnn,αnαincvαincσce = Lαinc (4.17)
We took different approaches for the implementation of ion-neutral charge exchange for
the Pluto-Charon work than for Europa. For the Pluto simulations we used a single ion-
neutral charge exchange cross section (40 Mb) for interactions between the solar wind and
CH4 within the Plutonian atmosphere and exosphere. This is because the rate, as reported
by Koopman (1968), varies by less than ∼20% over the relevant energy range, as can be
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Figure 4.19: Plot of charge exchange cross sections for H+ + CH4 from Koopman (1968).
seen in the plot in Figure 4.19.
With Europa, it was necessary to use a more sophisticated treatment for several reasons.
The first is that O+ + O2 charge exchange cross sections vary more widely with energy than
those of H+ + CH4. Equation 4.18 gives the ion-neutral charge exchange cross section at a
given energy of incident O+ (Lindsay and Stebbings, 2005), where ax values are empirical
constants andE is the energy of the incident ion. This is calculated at each grid point within
the model for every time step. Figure 4.20 shows a plot of the relevant cross sections. Note
that values for the (4S) rather than the (2D,2P) excitation state of O+ are used. Cross
sections for energetic ions are taken from Luna et al. (2005).
σce,O+−O2→O+2 (E) = a1(1− e
−a2
E )2 + (a3 − a4 lnE)2(1− e
−E
a5 )4 (4.18)
The other reason is that much more information about how incident plasma parameters at
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Figure 4.20: Plot of charge exchange cross sections for O+ + O2 from Lindsay and Steb-
bings (2005). O+ (4S) values are used.
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Europa can change is known. This means that it is possible to choose from a range of
documented case when deciding what to simulate. As the main purpose of our initial inves-
tigation of the Europan environment is to see how the ionosphere around Europa alters its
interaction with the Jovian magnetosphere, most of our simulations so far have been based
on what are expected to be average values at different locations within the Jovian magneto-
sphere. The values that we have chosen are based on the medium case from Bagenal et al.
(2015a) which were based on simulations presented in (Delamere et al., 2005). Figure 4.21
shows radial profiles of relative abundance, and Figure 4.22 shows temperature profiles for
different species, with O+ being both the most abundant and the most energetic ion species
near Europa’s orbital distance from Jupiter.
It may be worthwhile to investigate the effect of adding S++ as a second species within the
model. While the species fluid itself will not behave differently from O+, due to it having
the same mass to charge ratio, it has a significant fraction of the O+ number density near
Europa and will engage in charge exchange with O2 at different rates, as ion-neutral cross
sections for S++ + O2 differ from those of O+ + O2.
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Figure 4.21: Relative abundances of Jovian plasma torus species from Delamere et al.
(2005).
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Figure 4.22: Jovian Plasma Radial Temperature Profile from Delamere et al. (2005).
4.5.4 Thermal Exchange
Heat exchange between the plasma and neutral particle populations has been implemented
based on the work of Snowden et al. (2011) which involved the modeling of Titan’s inter-
action with the Saturnian plasma environment using another variant of the R. M. Winglee
(1998) model. Equation 4.19 gives the heat transfer to the plasma species, where vn,α is the
neutral velocity and Pn,α is the neutral pressure. Note that the neutral particles within both
the Pluto system and the Europa system are relatively cold and therefore, this term results
in an effective drop in average ion temperature. Equation 4.20 gives the electron cooling






























4.6 Accommodating Multi-Body Systems
In order to simulate Charon’s effect on the Pluto-solar wind interaction, it was necessary
to modify the structure of the model in a number of ways. In order to provide future flex-
ibility, we decided to implement the multi-body capability in a highly extensible manner,
so that an arbitrary number of bodies can be placed within the simulation domain in what-
ever locations are required. This will provide benefits for future uses of the model, but
it did further complicate the modifications necessary to the model. These modifications
included generalizing the way in which inner boundary conditions are implemented within
the model, automating the way in which the model generates ionospheres and atmospheres
around bodies, and the way in which the model determines locations of grid points, so
that it was independent of the location of bodies – effectively, the presence of a planetary
body within the simulation was made to be entirely optional, which might open up other
possible applications in the future. Even processes involved in how an individual body is
constructed within the model were made to be extensible, allowing, for example, more re-
alistic neutral atmospheres with however many neutral species profiles might be required
in order to accurately reflect the object being studied.
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4.7 Modeling Europa’s Induced Dipole
Currently Europa’s induced dipole is implemented by imposing an analytical dipole based
on the strength and direction of the X and Y components of the Jovian magnetic field (in
the EphiO coordinate system). As has been discussed in Section 3.3, the Z component does
vary as a result of the eccentricity of Europa’s orbit, but the primary variations that drive
the induced dipole are the X and Y components. This is done by taking in the direction
and strength of the non-Z component of the background magnetic field, generating a dipole
field based on the strength of the varying component of the magnetic field, rotating the
coordinates of the field into a more convenient orientation, applying the required tilt to
the dipole, then transforming the coordinates back into the EphiO coordinate system. This
method will be revisited now that our initial investigation of the Europan interaction with
the Jovian magnetosphere has been completed, as the ability to capture the effects of longer
period, eccentricity based variations in the induced dipole field will allow the Icy Bodies
Model to be used for investigations into the depth of Europa’s subsurface ocean.
4.8 Inner Boundaries and Upstream Conditions
The inner boundary of the model uses a variation of the ghost cell method, in which sim-
ulation cells have physical values within them, and can alter the non-ghost cells around
them, but cannot be altered themselves. This allows the model to simulate the presence
of a solid body within the system without many of the complications that can arise from
such boundaries. A consequence of this technique is that the inner boundary of the model
does transfer some amount of material into the system due to numerical diffusion and pres-
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sure gradients between ghost cells and the active simulation domain. In earlier versions of
the model, this was the only source of plasma into the simulation and was therefore desir-
able so that the ionospheric species present within the simulation were not depleted over
time. With the addition of volumetric plasma sources within the model, however, this is
no longer necessary, and ghost cell pressures and densities have been decreased in order to
minimize mass and momentum transfer out of the inner boundary. Unfortunately, due to
the limitations that Alfvén velocities within the ghost cells place on the simulation’s time
step size, this can only be reduced so much without impairing the efficiency of the model.
Ionospheric resistivity is increased with decreasing altitude above the body.
The upstream conditions are implemented within the model through further use of ghost
cells at the -X boundary of the simulation, in which incident flow parameters are set in order
to provide a continuous flow of new upstream material into the system (solar wind in the
Pluto simulations and JMP in the Europa simulations). Typically, the model is initialized
with some portion of the simulation domain prepopulated with the incident plasma fluid so
that the results may be obtained more quickly. The model is capable of varying upstream
conditions dynamically, but we have not done so in any of the simulations described within
this dissertation, as they have not been focused on transient phenomena. Subsection 7.2.1





When Pluto is considered independently of Charon, as it is in case P.1.1, the interaction
between Pluto’s ionosphere and the solar wind is what one would expect from an unmag-
netized body. Visible in the first panel of Figures 5.1, 5.2, and 5.3, the subsolar standoff
distance for the shock is at 7 RP and the shock distance on the plane of the terminator is 20
RP in the -Z direction and 15 RP in the Z direction, in line with results from Harnett et al.
(2005) with similar system parameters. Furthermore, a plasma sheet forms downstream of
Pluto with corresponding draping of magnetic field lines, which is expected for such an
obstacle to the flow of the solar wind (case P.1.1 in Figure 5.7).
5.2 Structural Effects
As can be seen by comparing cases P.1.1 and P.1.5 in Figures 5.1 and 5.2, the shock struc-
ture sunward of Pluto is greatly altered by the presence of Charon upstream when Charon
possesses an ionosphere. The the maximum density enhancement decreases by ∼50% be-
tween cases P.1.1 and P.1.5 (in case P.1.1 the H+ density jumps from 0.01 cm−3 to 0.1
cm−3, while in case P.1.5 it only increases to 0.05 cm−3) and the maximum plasma pres-
sure within the shock drops by ∼60% (from 600 fPa to 230 fPa). Furthermore, the region
directly upstream of Pluto is at or below the freestream solar wind density. Additionally,






















































































































































































































Figure 5.3: Solar wind velocity vector fields are shown for cases P-1-1, P-1-3, P-1-4, and
P-1-5. Frames are oriented as in Figure 5.1
notable differences from case P.1.1, namely more fine-scale structure within the ionopause,
they are largely similar to each other. Therefore only case P.1.3 will be given attention in
some of the discussion in this chapter. As is to be expected given the supersonic, super-
Alfvénic upstream conditions in case P.1.4 (the case in which Charon is upstream of Pluto
but does not have an ionosphere), Charon causes a significant – if localized – effect within
the system. This is in contrast to the subsonic regimes that icy moons of Jupiter and Saturn
typically inhabit, where plasma is able to flow around the object.
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Alterations to the structure of the interaction region in case P.1.5 are even more evident in
the solar wind velocity fields shown in Figure 5.3. Rather than the rounded shape seen in
the upstream direction in cases P.1.1 and P.1.3, Pluto and Charon form a unified obstacle
to the solar wind flow in case P.1.5. Conversely, the confined nature of Charon’s effect in
case P.1.4 is highlighted by looking at the velocity field.
Magnetic field vector fields for each case are shown in Figure 5.7. Charon’s effects are less
apparent in the magnetic field data than in the solar wind density and velocity data. While
density increases are impeded and flow is drastically slowed by the presence of Charon,
marked magnetic field increases are still present in the region between Pluto and Charon in
case P.1.5, with a lesser increase in the vicinity of Charon. Charon’s effect on the magnetic
field configuration is even less pronounced in case P.1.4.
5.3 Pickup Ion Asymmetries
Asymmetries due to the direction of the IMF dictating gyromotion are present in each of
the cases, although they are most apparent in case P.1.5 due to asymmetric pickup occurring
from two distinct plasma sources as seen in the corresponding panel in Figure 5.5.
IMF-caused asymmetries are also clearly visible in the plots of Pluto sourced 28+ velocity
vector fields displayed in Figure 5.6. Both Pluto sourced 28+ and Charon sourced 28+
move preferentially in the -Z direction due to gryomotion. As the ions move away from
their parent bodies and into the magnetosheath, they follow the direction on the magnetic
field within the magnetosheath. This is to be expected, as the ions only undergo gyromotion
if their velocity vector has a component which is perpendicular to the direction of the
















































































































































































































































































































































































































































































































































































































































Figure 5.6: 28+ velocity vector fields are shown for cases P-1-1, P-1-3, P-1-4, and P-1-5.
Frames are oriented as in Figure 5.1
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shock structure is not altered by Charon, the gyromotion of heavy pick up ions from Pluto
is more overt than in case P.1.4, which is in turn more overt than in case P.1.5. This is a
consequence of the the shock angle and attendant shape of the magnetosheath.
5.4 Plasma Wake
5.4.1 Mass Loss from System
In case P.1.1 the Pluto sourced pickup ions, as can be seen in the figure, have a bulk velocity
and density of ∼100 km/s and 0.006 cm−3 respectively, which agrees well with measure-
ments made by SWAP (Solar Wind Around Pluto) during the New Horizons encounter
(90 km/s and 0.009 cm−3) (McComas et al., 2016). Close comparison of cases P.1.4 and
P.1.5 against cases P.1.1 and P.1.3 in Figures 5.4 and 5.5 reveals a 75% decrease (∼5×10−3
cm−3 vs. ∼2×10−2 cm−3) in local peak density. We also calculated integrated fluxes of
the Pluto sourced 28+ species within the tail region 50 RP downstream of Pluto, finding a
flux of ∼1.11×1024 s−1 in case P.1.1, which is comparable to the ∼5×1023 s−1 calculated
by McComas et al. (2016) based on SWAP measurements made during the New Horizons
encounter. For cases P.1.4 and P.1.5 we calculated fluxes of∼9.2×1023 s−1 and∼9.0×1023
s−1, respectively. These are averages of values measured over ∼500 s of simulated time
(from ∼1500 s EST to ∼2000 s EST). Flux rates were also measured at both greater and
lesser distances downstream of Pluto within the simulation (25 RP and 100 RP ), with little
variation from the given values. This corresponds to a ∼20% decrease in heavy ion flux
between case P.1.1 and case P.1.5. These relative fluxes were stable once a quasi-steady
state is reached, suggesting that Charon is providing some degree of shielding against at-
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Figure 5.7: Magnetic field vector fields are shown for cases P-1-1, P-1-3, P-1-4, and P-1-5.
mospheric loss while upstream.
5.4.2 Plasma Sheet
Case P.1.3 manifests a notable reconfiguration of magnetic fields relative to case P.1.1. In
case P.1.3, the formation of the region of anti-parallel magnetic field lines behind Pluto –
corresponding to a plasma sheet – is observed to occur closer in to Pluto than in the other
cases. The density structure of these plasma sheets can be seen in Figure 5.4. In case P.1.3
99
of the figure, plasma originating from Charon is present in a region which is depleted of
solar wind plasma. In each of the cases a concentration of solar wind H+ predictably coin-
cides with a region of anti-parallel magnetic field vectors as shown in Figure 5.7, indicating
the location of the plasma sheet.
5.4.3 Geometric Wake behind Charon
A geometric wake in the flow of Pluto sourced 28+ that extends ∼3 RC is present down-
stream of Charon in cases P.1.2 and P.1.3, as can be seen in Figures 5.4 and 5.5. This is
result matches well with Monte Carlo modeling results by Hoey et al. (2017) and obser-
vations of Charon’s poles which indicate the possibility of material lost from Pluto being
deposited on Charon (W. M. Grundy et al., 2016). This is a particularly plausible explana-
tion for Charon’s polar discoloration in light of the discovery by New Horizons that most
material escaping from Pluto’s atmosphere is CH4 rather than N2 as CH4 could cause a
coloration similar to what was observed.
5.5 Volumetric Sources
Cases P.2.1 and P.2.2 were performed for several reasons, as discussed in Subsection 4.1.2.
Chief among them was to see how the addition of neutral particle interactions to the model
would change the system’s interaction with the solar wind and to assess how the unexpect-
edly dense solar wind at the time of the New Horizons encounter might have altered the
interaction compared to what was thought to be a normal set of conditions. In order to
accomplish this we performed one simulation (P.2.1) with the same system parameters that
were used for case P.1.1 (as close as was possible, given the changes that were made to im-
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plement accurate volumetric plasma sources within the model) and one simulation (P.2.2)
with the plasma parameters that were measured by New Horizons during its encounter.
The results, shown in Figures 5.8 and 5.9 show that case P.2.1 matches closely to P.1.1
in terms of bow shock stand off distance and structure of the interaction region, with the
exception of an increase in solar wind particles being diverted in the +Z direction. This
result corresponds well with such a feature being more prominent within the results of
Delamere (2009), which used a hybrid kinetic treatment. Overall, the changes made to
implement neutral particle interactions within the model seem to have remained consistent
with those obtained using the previous version of the model, except where those differences
indicate a more physically accurate result.
The results of case P.2.2 showed that when the solar wind is significantly more dense and
moves at a faster speed, the bow shock stand off distance moves closer in to the body,
as would be expected. The shock structure has a more acute angle in the -Z direction
compared to case P.2.1 (visible is both the XZ panel in Figure 5.8 and the density and
velocity plots in Figure 5.9). Gyromotion is also somewhat less pronounced in this case,
as can be seen in Figure 5.8. We interpret this as being a similar phenomenon to what was
noted in Section 5.3, where the change in the shock structure affects pick up ion motion.






























































Figure 5.9: Plots of (Top) solar wind number density, (Middle) solar wind velocity vector
fields, and (Bottom) magnetic field vector fields from case P.2.1 (Left) and P.2.2 (Right).
Areas near axis labels are shaded to increase visibility.
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5.6 Validation of Results
5.6.1 System Structure
Figure 5.10 shows plots of profiles of values taken along the X direction of a simulation
performed by Delamere (2009), while Figure 5.11 shows the same for the P.1.1 case that
was simulated for this work. The profiles have been plotted in order to ease the comparison
of results from the two models. There are several differences that should be noted, the first
being that they see a smaller peak ion density and a larger peak magnetic field strength than
are present in our results. No indication of inner boundary conditions is given, so it may be
possible that their simulation ignores the presence of Pluto’s physical surface, treating it as
a point source of neutral particles (this seems likely to be the case, as the resolution of their
simulation is >RP at 1800 km). This would explain some of the differences between our
simulation and theirs, as we impose an ionospheric profile down to the surface of Pluto,
which requires a high local density near the surface. The interior of Pluto is filled with
unalterable ghost cells with predetermined plasma values, as was discussed in Section 4.8.
Values within the surface of Pluto are therefore not representative of what is occurring at
other locations within the simulation, explaining the region of zero magnetic field strength
in the middle of the pile up region, as well as the much higher second peak in solar wind
density within our model compared to theirs. The smaller, first peak in solar wind density
corresponds to the shock structure, and matches well with their peak solar wind density.
The most significant deviation between results that cannot be trivially explained by the
presence of a simulated solid object within the Icy Bodies Model is the comparatively
sudden drop in bulk flow speed within our model. This is partially due to the large increase
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Figure 5.10: Profiles along X dimension for number densities (black is total, red is solar
wind, and green in pickup ion), bulk velocity, and magnetic field strength (Delamere, 2009).
Figure 5.11: Profiles taken from case P-1-1 along X dimension (through center of Pluto) for
number densities (black is total, red is solar wind, and green in pickup ion), bulk velocity,
and magnetic field strength. Black region immediately around zero is within Pluto. Used
for comparison with Delamere (2009) results shown in Figure 5.10.
in ionospheric density near the surface of Pluto, which greatly impacts the bulk flow speed.
Many key features do match well between the two models, however, notably the locations
of the bow shocks and the similar enhancements in solar wind density within the bow
shocks, as well as the comparable velocity and magnetic field strength profiles in the wake
region of the simulations.
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5.6.2 Comparison with New Horizons Results
Because very different plasma parameters were used for cases P.1.1 through P.1.5, based on
pre-encounter estimates, it is helpful to compare the results of these simulations with those
of New Horizons in multiple different ways. The best quantitative comparison that can be
made between the two is the heavy ion mass loss rates that were discussed in Section 5.4.1.
The close match between the values from the model and the estimates McComas et al.
(2016) made based on observations during the encounter are encouraging. Cases P.2.1 and
P.2.2 are also useful for making this comparison, as they were performed using both sets of
parameters – the pre-encounter parameters and the measured parameters – and can there-
fore act as a bridge between the initial cases that were simulated with what was observed
at Pluto. The most significant comparison that can be made is between case P.2.2 and the
results from McComas et al. (2016) as well as Bagenal et al. (2016). SWAP measurements
and the resulting model of the shape of the interaction region (see Figure 2.8) indicate that
the bow shock near Pluto at the time of the New Horizons encounter was∼4.5 RP upstream
of the body. This matches well with the value of 4.4 RP from case P.2.2. This, in combi-
nation with the broad similarities in results between cases P.2.1 and P.1.1 and the similar
mass loss rates, suggest that the results from cases P.1.1 through P.1.5 are a reasonable rep-





In contrast to Pluto and Charon’s interaction with the solar wind, Europa is embedded
within a sub-Alfvénic and subsonic flow with periodically varying upstream magnetic field
conditions. This has several implications. One is that no shock forms upstream of the
body in either the cases in which Europa is within the thermal population of the Jovian
plasma sheet, or in the cases where it is above/below the plasma sheet. Another is that
Alfvén wings can be observed in the space near the body, as will be discussed in Subsec-
tion 6.3.2. Some general characteristics of the interaction that are either a consequence of
using a multifluid MHD treatment or enhancements that have been made to the model are
also worth noting. These include the observable asymmetry in the enhancement of Jovian
magnetospheric plasma on the upstream or anti-corotational side of Europa as well as the
increase in ion production rate with decreasing distance from Europa’s surface. All of these
features are visible in the exploratory results discussed below. All visualizations use the
EphiO coordinate system, in which the X axis is in the direction of the orbital motion of
Europa as well as the corotational flow, the Y axis points towards Jupiter, and Z points in
the direction of Jupiter’s spin axis.
6.1 Effect of Position within Jovian Magnetosphere
As was discussed in Section 3.3.2, Europa’s induced dipole is generated in response to
changes in the background Jovian magnetic field. These changes are a result of the tilt in











































































































orbit around Jupiter. The cases which have been simulated here were chosen in order to be
representative of the plasma conditions around Europa at different locations within Jupiter’s
magnetosphere – see Subsection 4.2.2 for more details about the choice of parameters at
each location – so that the role that Europa’s passage through the Jovian magnetosphere
plays on its interaction with said magnetosphere could be explored.
As can be seen in Figures 6.1 and 6.2, the interaction changes appreciably between the
various magnetospheric positions that Europa can occupy. In cases E.1.1, E.1.3, E.1.5,
and E.1.7 there is mirroring of regions of enhanced Jovian magnetospheric plasma velocity
across the XY plane. This is a result of the reversal in the direction of the significant Y
component of the background magnetic field between cases E.1.1 & E.1.5 and cases E.1.3
& E.1.7.
Cases E.1.1, E.1.3, E.1.5, and E.1.7 (positions A and C within the magnetosphere) differ
from cases E.1.2, E.1.4, E.1.6, and E.1.8 (positions B and D) in that the peak magnetic
field strength of the region near Europa is significantly higher in the former. This is a result
of the large time varying Y component of the background magnetic field which is present
in these cases but not in the others. A slight asymmetry in the ionospheric species can be
seen in cases E.1.2, E.1.4, E.1.6, and E.1.8 in Figure 6.3, which is caused by pickup ion
gyromotion. It is far less pronounced than the asymmetries present with the simulations of
the Pluto-Charon system because of the differences in the gyroradii of pickup ions between




















































































































Table 6.1: Integrated ionospheric loss rates for cases E.1.5 through E.1.8. Values were
calculated at a distance of 4 RE downstream from Europa.
6.2 Atmospheric Mass Loss
As plasma is generated through the ionization of neutral particles within the Europan exo-
sphere, this plasma is stripped from the body. This material loss is a result of newly created
ions experiencing ion-cyclotron motion. While the electrons that are generated have very
small gyroradii because of their extremely high charge to mass ratio and therefore do not
experience net motion away from the location in which they were stripped from their parent
particles, ions that are created within the ionosphere have relatively large gyroradii and, as a
result, can be subjected to meaningful changes in magnetic field strength or direction. This
causes ions to be picked up from the location in which they were created and move away
from that location. Material is lost from the Europan ionosphere through this mechanism,
as can be seen in Figure 6.3.
For each of the cases that we have simulated that included ionization processes within
the system, we have calculated the rate at which ionospheric material is leaving the near
Europa environment. These values can been seen in Table 6.1, in which the total flux of O+2
leaving the system at a distance of 4 RE in the positive X direction is displayed. Varying
the location and EST at which these integrated fluxes were measured did not significantly
alter the recorded values. As can be seen, there are variations in the loss rates between
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cases which use different system parameters, on the order of 30%
6.3 Ionosphere’s Impact
6.3.1 Structural Effects
In the cases in which Europa has an ionosphere (E.1.5 through E1.8), the wake region be-
hind Europa is significantly more depleted of Jovian magnetospheric plasma, as Figure 6.1
demonstrates. This is because of the larger obstacle to the flow of Jovian magnetospheric
plasma that Europa presents when it possesses an ionosphere. The upstream facing hemi-
sphere of Europa exhibits a lower peak magnetospheric plasma density and a thicker region
of enhanced density in the cases with an ionosphere. The larger region over which the mag-
netospheric plasma fluid has to slow down and divert around the obstacle when there is an
ionosphere explains this phenomenon. The flow of magnetospheric plasma also appears to
be somewhat slower in the upstream region as well as less turbulent in these cases (Fig-
ure 6.2). The most significant difference between the magnetic field configuration in the
cases in which Europa has a volumetrically sourced ionosphere and those in which it does
not, is an increase in peak magnetic field strength in the various cases with an ionosphere,
which can be seen in Figure 6.4. This effect could be another effect of Europa presenting a
larger obstacle to the incident plasma fluid when it has an ionosphere, which causes greater







































































































































Alfvén wings are structures which are a result of standing Alfvén waves forming around a
conducting obstacle to the flow of magnetized plasma within a system (Neubauer, 1998).
They are characterized by regions of decreased flow speed above and below the conducting
object along magnetic field lines that pass around the conducting object in question (see
Vernisse et al. (2013) for an analysis of how conducting bodies interact with plasma flows
in different Alfvén regimes). As magnetic field lines are carried by plasma when the frozen
in condition holds, this wave exists farther downstream from the obstacle the farther above
or below the obstacle is considered. The angle of the resulting wing structure is given by the
following equation: θ = atan(vflow
vA
) (Pontius, 2002). This gives an angle of 25° for cases
E.1.2, E.1.4, E.1.6, and E.1.8 (the cases in which there is not a significant Y-component to
the background magnetic field).
Figure 6.5 shows plots of the X component of the magnetic field vector in order to show
the presence or absence of Alfvén wings within the planes shown. Alfvén wings can be
observed in each of the simulated cases, but due to the large By component of the back-
ground magnetic field when Europa is at large φ (cases A and C), the wing structure does
not fall entirely within the planes shown in the figure for those cases. It is somewhat diffi-
cult to ascertain an exact angle for the wings, due to the amount of turbulence present, but
by looking at the main body of the structures, it is reasonable to conclude that the angle
of the Alfvén wings relative to the Z direction is fairly close to the value of 25° that was
calculated. Volwerk et al. (2007) report that Alfvén wings are shrunken and shifted in the
Y direction (radially in or out from Jupiter) as predicted by Neubauer (1999). Subsequent
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work will attempt to reproduce this result.
6.4 Validation of Results
This initial study of the Europan interaction with the Jovian magnetosphere has focused on
how the position of Europa affects its interaction with the greater magnetosphere as well
as what contributions the ionosphere and the induced dipole make. Comparisons between
simulations to understand the potential extent of the exospheric contribution to the plasma
dynamic interaction enabled us to place upper limits on these effects, but more work is
required to enable detailed and direct comparison for conditions relevant to individual en-
counters of the Galileo spacecraft with Europa. It is therefore also challenging to compare
the results of this work to other modeling efforts, given the different parameter spaces ex-
plored. The most obvious comparison that can be made is between the ionospheric loss
rates that were reported in Section 6.2 and those that have been calculated by others. The
mean of the values for flux that was calculated for cases E.1.5 through E.1.8 was 5.0×1026
O+2 s
−1 or 26.6 kg/s. This is compared to values of 3.75 kg/s and 5.14 kg/s reported by
Kabin et al. (1999) and Rubin et al. (2015) respectively, which is close enough that much
of the discrepancy can reasonably be explained by differences in plasma parameters. Other
possible contributors to the differing values include exact methods of calculating ionization
rates. Work is currently underway to implement the magnetic boundary condition for non-
conducting bodies that has been developed by Duling et al. (2014) within the Icy Bodies
Model. This boundary condition treats the interaction between a magnetoplasma and non-
conducting, icy bodies in a more physically accurate way than the current implementation
and, as a result, we expect that simulations performed once it is fully implemented will
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have even greater fidelity (see Subsection 7.2.4 for further details).
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
7.1.1 Pluto-Charon System
The location of Charon within the system altered the interaction with the solar wind in
several ways. In the case in which Charon has an ionosphere and is upstream of Pluto (case
P.1.5), the formation of a complete bow shock is prevented and the gross structure of the
interaction between the solar wind and Pluto is clearly altered. Side effects of this alteration
include changes to the trajectory of heavy pick up ions sourced from Pluto. The impact of
Charon being upstream without an ionosphere (case P.1.4) is less than with an ionosphere,
but it is still non-negligible. Because Charon is mainly acting as a plasma absorber in this
case, it can only have an effect as a result of several factors conspiring together: Charon’s
uniquely large size relative to the system it is in, its close orbital distance, supersonic,
super-Alfvénic upstream flow, and Pluto’s bow shock forming close to Pluto as a result
of an atmosphere that is more compact than predicted. Both cases P.1.4 and P.1.5 show
evidence for Charon shielding Pluto from atmospheric stripping while it is upstream of
Pluto’s bow shock. When Charon is downstream of Pluto, its impact on the system is more
muted. With that said, in both the case of an ionosphere and the case of no ionosphere,
Charon increases flow complexity in Pluto’s wake and alters the path of the plasma sheet.
A geometric wake in the plasma escaping from Pluto was observed in cases P.1.2 and P.1.3,
indicating that material is being deposited on Charon, which is consistent with discoloration
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observed on Charon’s polar regions. Based on these results we expect the Pluto-Charon
plasma environment to be highly dynamic, independent of fluctuations in upstream solar
wind conditions as a result of Charon’s orbital motion.
SWAP measurements taken during the New Horizons encounter with the Pluto-Charon
system indicate that solar wind density and, to a lesser extent, velocity were higher than
predicted at 0.025 H+/cm3 (2.5 times the simulated value) and 403 km/s (1.06 times the
simulated value) (Bagenal et al., 2016; McComas et al., 2009). This suggests that the bow
shock at the time of the encounter would be more compressed than the results presented
in this work indicate, but this is not expected to qualitatively change Charon’s effects on
the system. Encounter measurements also indicate that the dominant escaping species is
not N2 as was expected, but is rather CH4 (Gladstone et al., 2016). Follow up work was
performed in which solar wind conditions matched those that existed at the time of the
encounter, CH+4 was the dominant ion species, and ion-neutral interactions were treated,
creating dynamic volumetric plasma sources within the simulation domain. These simu-
lations allowed for comparison against conditions for which results could be corroborated
with data. The results of these simulations match well against analysis of encounter data,
with the bow shock standoff distance matching encounter estimates almost exactly, while
also being compatible with the results of the first investigation.
7.1.2 Europa System
Europa’s position within the Jovian magnetosphere plays a significant role in the moon’s
interaction with its surrounding plasma environment. Variations in the strength and direc-
tion of the time varying component of the Jovian background magnetic field, as well as the
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lower density of Jovian magnetospheric plasma in the regions above and below the plasma
sheet cause changes in the velocity structure of Jovian magnetospheric plasma flowing
past Europa, alterations to the formation and orientation of Alfvén wings above and below
Europa, and changes to the strength and direction of the induced dipole generated within
Europa’s subsurface saline ocean. Similarly, the presence of an ionosphere around Europa
modifies its interaction with the magnetosphere in multiple ways. These include decreased
peak magnetospheric plasma densities upstream of Europa as well as wake regions down-
stream of Europa that are even further depleted than when Europa is without an ionosphere.
Additionally, flow around the body is less turbulent when an ionosphere is present. While
these results are merely the result of an initial exploratory study into Europa’s interaction
with its local plasma environment and refinements can be made, they suggest that the topic
merits more extensive investigation, particularly in light of the planned Europa Clipper
mission.
7.2 Future Work
In addition to the improvements to and applications of the Icy Bodies Model previously
described, there are various avenues for future investigations with the model, as well as
refinements that could be made to it. Here we describe several that are either already in
work or that we plan to pursue in the longer term.
7.2.1 Dynamic Upstream Conditions
All work that has been done with the Icy Bodies Model so far has been exclusively con-
cerned with system behaviors when input parameters are in a steady state. This is a valid
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approach due to the extremely short time scales which are relevant to plasma modeling.
Many variations to system parameters take place over a large number of plasma transit
times, meaning that at any given time, they can be considered to be constant for the pur-
poses of plasma modeling. However, this effective constancy of input parameters does
not always hold true for the plasma population flowing into the local system. Rapid vari-
ations in upstream plasma conditions are entirely normal, both for objects such as Pluto
and Charon, which are directly exposed to the solar wind, and for objects such as Europa,
which are embedded within the magnetosphere of a parent body.
For bodies that are within the solar wind, significant changes to upstream flow conditions
occur on a timescale of days (Bagenal et al., 2015b). This is far longer that the transit time
of plasma through the system of any small body (∼500 seconds in the case of Pluto). It
is therefore appropriate to treat these changes to upstream flow conditions as permanent
rather than transient for the purposes of plasma modeling once they have occurred. This
means that what is of interest is the behavior during and immediately after the change in
conditions, rather than the effect that the event has on some theoretical baseline condition.
As was discussed in Subsection 2.2.3, the solar wind parameters measured by New Hori-
zons during its encounter with the Pluto-Charon system varied significantly from what was
expected based on historical data from Voyager II with solar wind density at 0.025 H+cm−3
and with a speed of over 400 km/s. As was demonstrated by our follow work in cases P.2.1
and P.2.2, this change in upstream conditions likely goes some way in explaining the un-
expectedly small interaction region observed during the New Horizons encounter with the
system. This could be verified by dynamically changing upstream conditions within the
Icy Bodies Model from what are thought to be typical solar wind conditions to those which
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Figure 7.1: Example of a plasma interchange event. Spectrograms of electron and ion
energy are shown, as well as magnetic field strength and electron number density. Event
occurs between 7:35 and 7:40 on plots. Modified from A. M. Rymer et al. (2009).
were present during the encounter to see the response of the system.
An example of this variation within upstream plasma conditions within the inner magneto-
sphere of a giant planet is injection and dispersion events that have been observed at Saturn
by the Cassini-Huygens spacecraft (Chen and T. Hill, 2008). These events within the Sat-
urnian system have even been successfully modeled by a variant of the Icy Bodies Model,
as demonstrated by Rajendar (2015). While it would not be efficient to model the entire
Kronian or Jovian system in order to provide dynamically generated upstream plasma pa-
rameters for use in smaller scale simulations of icy bodies within these magnetospheres,
the Icy Bodies Model is able to vary upstream conditions in such a way that observed and
modeled flows in the greater magnetosphere are accurately reproduced. In order to observe
the response of the local system to transient changes to upstream plasma conditions, the
model will be run until it reaches quasi-steady-state. Once this has occurred, upstream
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conditions will be altered to simulate an event such as a plasma injection. Once the event
has ended, which would be after ∼300 seconds in the example of an interchange event
(see Figure 7.1), upstream plasma parameters will be reverted to initial conditions. This
will allow effects of a single event to be studied in isolation. Further investigations could
introduce periodic upstream flow variations in an effort to account for hysteresis within the
system.
7.2.2 Comparison of Synthetic Spectra
We have in several places within this document used data collected by various instruments
to provide input parameters to and validation of the Icy Bodies Model. We have also shown
traces of data (such as particle densities and magnetic field values) generated by our model
as well as others in order to more clearly show radial structure of the plasma environment
near Pluto. We have not, however, performed direct comparisons between the energy dis-
tributions of plasma populations within our model and measurements taken by spacecraft
instruments. To address this, we are developing processing capabilities which will enable
the creation of synthetic spectra based on model outputs. This will be done based on di-
viding the total particle density at a location in the model between energy bins based on
the Maxwell-Boltzmann distribution assumed by MHD theory. These bins will have to be
defined based on the design of individual instruments, which are customized as a result
of different considerations such as the anticipated environment which is to be studied and
constraints such as the mass, power, and budget limitations of the host mission. Further-
more, each plasma spectrometer has different observation directions and coverage. Often,
a plasma spectrometer will have multiple anodes, each with a different look direction. It
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is also possible that some of these anodes will be partially blocked by the structure of the
spacecraft, decreasing their particle detection rate. The process for producing synthetic
spectra from model data must therefore compare bulk plasma flow direction against the
instrument’s ability to observe said flow and adjust the synthetic count rates appropriately.
This non-uniformity of instrument design makes it necessary to create data processing ca-
pabilities which can take in formatted instrument information and generate appropriate
spectra without further user involvement. The challenges of reproducing spacecraft instru-
ment spectra are actually part of the reason that they are worth producing. A model is a
cohesive and self-consistent approximation of what is happening within a system. Instru-
ment measurements reflect reality but have imperfect coverage. If synthetic spectra created
from the output of a model match instrument measurements well, the model data that have
to be discarded in order to obey the limitations of the instrument are likely to correspond to
information from the actual system that the instrument simply could not capture. Synthetic
spectra can therefore help fill in gaps caused by the realities of instrument design.
Another consideration that must be made when generating synthetic spectrograms is that
spacecraft take a relatively long period of time to traverse a system compared to incident
plasma. In the case of the New Horizons spacecraft, which was traveling at a speed rela-
tive to the Pluto-Charon system of ∼14 km/s, this means that the spacecraft took almost
30 plasma transit times to pass through the system. Therefore, it would be very compu-
tationally expensive to capture model data along the spacecraft trajectory in real time. A
more tractable technique, and the one that we intend to use, is to perform multiple simula-
tions using different parameters in parallel, generate instantaneous spectrograms along the
trajectory, then look for similarities within temporal slices of the spectrogram, rather than
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the whole spectrogram. In this way, we can test for changes in the system during the New
Horizons encounter. In contrast, it might be reasonable to capture data in real time for data
near bodies within giant planet magnetospheres due to the smaller region of interest.
7.2.3 Particle Tracking
One limitation of the multifluid MHD approach to plasma modeling is that it is often not
possible to incorporate hot subpopulations of particles into the simulation as a separate
fluid. One reason for this is that these subpopulations are not dense enough to behave in
the fluid limit. As a consequence, phenomena that are caused by trace populations of very
energetic particles within a system cannot be self-consistently reproduced in a multifluid
MHD simulation. This is unfortunate, as several of these phenomena are in locations for
which it is very difficult to send a spacecraft to take in situ measurements, but are remotely
observable. An example of such a phenomenon is the asymmetry of auroral strength at
Europa’s poles, which is coincides with which pole is facing towards or away from the
Jovian plasma sheet when Europa is either above or below the sheet. This is consistent with
there being a higher concentration of high energy electrons moving along magnetic field
lines away from the plasma sheet than towards it (due to losses within Jupiter’s atmosphere)
(Roth et al., 2016). In order to reproduce this effect, we will inject particles into data cubes
generated by the model and track their motion in order to see how significant of a disparity
in the density of hot electrons is necessary to reproduce the observed auroral asymmetries.
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7.2.4 Implementation of New Physics within the Model
There are several opportunities to enhance the capabilities of the Icy Bodies Model so that
it can more accurately simulate magnetoplasma interactions with icy bodies. The first im-
provement that will be implemented is a version of the inner magnetic boundary conditions
described by Duling et al. (2014). The Duling boundary conditions, referred to as the insu-
lating boundary method, were developed in order to accurately treat non-conducting bodies,
which due to their lack of surface conductivity, have zero radial electric current penetrat-
ing their surfaces and therefore the radial component of the magnetic field curl must also
be zero. The insulating boundary method works by transforming the magnetic field just
above the surface of the body into poloidal and toroidal components, as the toroidal com-
ponent must be zero at the surface of the body. The boundary condition for the poloidal
components is a radially dependent first-order differential equation, which is easily imple-
mented. The magnetic field is then transformed back to real space afterwards to complete
the operation. This method is compatible with the implementation of intrinsic and induced
internal magnetic fields within the body, with Duling et al. (2014) demonstrating its utility
for modeling the Ganymede environment. This means that the insulating boundary method
can be used in any body which has a non-conductive surface, regardless of interior struc-
ture, making it suitable for modeling efforts at bodies such as Europa which have internally
sourced, but exteriorly driven magnetic fields. Implementation of the insulating boundary
method should be beneficial to our efforts to separate Europa’s induced dipole’s impact on
the local plasma interaction from that of the Europan ionosphere.
Another enhancement that could be made to the model that would be useful in certain
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situations would be to implement pressure anisotropy within the model. This could be
useful in simulating bodies within the the magnetospheres of the outer planets, as plasma
pressure anisotropies have been observed within the plasma sheets of both Saturn (Kel-
lett et al., 2010) and Jupiter (Krupp et al., 2001). As a result, even when modeling the
plasma environment of icy moons of the giant planets, the ability to accommodate pres-
sure anisotropy within the model could have merit, as incident plasma flowing into the
system has pressure anisotropies because it is derived from the plasma sheet of the giant
planet’s magnetosphere. Furthermore, the ability to implement pressure anisotropy within
the framework of the Icy Bodies Model has been demonstrated by Tilley et al. (2015), using
a closely related model to investigate pressure anisotropies within the Saturnian magneto-
sphere. While implementation of pressure anisotropy within the icy bodies model should
therefore be possible, it would necessarily be worthwhile to employ in all situations due to
the greater computational cost involved in tracking and manipulating the additional terms
implied by treatment of the full pressure tensor for multiple ions fluids.
7.2.5 Application to Other Bodies
The Icy Bodies Model is widely applicable to different bodies both within and outside of
the solar system, as shown by its use, or the use of its close relatives, at an ever expanding
list of objects. An obvious object to study with he model next would be Triton, which is
similar to Pluto in size and composition but, due to its location within Neptune’s magne-
tosphere, exists within a vastly different plasma environment. In fact, due to the large tilt
(47°) and significant offset from the center of the planet (∼0.55 RN ) of Neptune’s mag-
netic dipole, Triton is being subjected continually to significant magnetic field variations
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as well as probable regular changes in incident plasma population. Combined, these facts
make Triton a promising subject for the investigations into the effects of dynamic upstream
conditions discussed in Subsection 7.2.1.
Another body that might be gainfully investigated with the model is Ceres. As a small, icy
body, it’s characteristics match well with the design goals of the model. Additionally, recent
observations by the Herschel Space Observatory, as reported by Küppers et al. (2014), are
indicative of a transient vapor atmosphere. We could therefore compare behavior at the
body when it is without an atmosphere to times when it has a transient atmosphere. Not
only would this be in keeping with our previous work with the Icy Bodies Model, it would
also allow for comparison with recent work by Y.-D. Jia et al. (2017), who have provided
constraints on the transient atmosphere’s values based on hot electron measurements made
by the Dawn spacecraft.
The final example that we will mention of an object that could be studied with the Icy Bod-
ies Model, but not the only body that could be studied with it, is a comet in the inner solar
system. In this case, the solid body, consisting of the comet’s nucleus, is inconsequential
in size (no comet with a nucleus larger than 100 km has been observed in the inner solar
system), so the obstacle to the solar wind would be comprised solely of the cometary coma,
composed of material outgassing from the nucleus. The addition of neutral interactions to
the model allow for treatment of such an obstacle. 67P/Churyumov–Gerasimenko would
be the most obvious specimen to model, given the large dataset that has been accumulated






A.1 Expanded Plutonian Ionosphere
Figure A.1: Figure shows simulations in which Pluto’s atmosphere is greatly expanded,
as it was predicted to be before the New Horizons encounter. Top two panels are the
solar wind density with magnetic field vectors overlaid. Bottom two panels are solar wind
velocity. Panels on left are the system without Charon and panels on right have Charon
directly upstream, with an ionosphere.
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Figure A.2: Multispecies plots of simulations in which Pluto’s atmosphere is expanded.
Panels are organized as in Figure A.1.
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A.2 Spacecraft Instruments
A.2.1 Europa Clipper Instruments
Figure A.3: Rendering of the Interior Characterization of Europa using Magnetometry
(ICEMAG) instrument with TFGMs and SVHMs labeled from Horner et al. (2017). Dif-
ferent individual magnetometers are spread along boom in order to allow for detection of
magnetic field gradients as well as to help with correction for magnetic noise from space-
craft.
Figure A.4: (Left) Rendering of the Plasma Instrument for Magnetic Sounding (PIMS) in-
strument. (Right) Demonstration of operating method of instrument and basic capabilities.
Modified from Westlake et al. (2016).
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A.2.2 Galileo Instruments
Figure A.5: The Galileo Energetic Particle Detector (EPD) used solid state detectors with
a TOF capability in order to measure electrons and ions with energies greater than 20 KeV,
from NASA. See Williams et al. (1992) for details of instrument operation.
Figure A.6: The Galileo Heavy Ion Counter (HIC) detected very high energy particles
using stacked crystal silicon wafers. An evolution of the Voyager Cosmic Ray System.
From JPL.
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Figure A.7: The Galileo Magnetometer (MAG) used dual TFGMs. Shown with boom
collapsed from NASA. For more information on the MAG instrument, see Kivelson et al.
(1992).
Figure A.8: Galileo Plasma Subsystem (PLS) is shown from LASP. Includes two electron
electrostatic analyzers, two positive ion electrostatic analyzers, and three miniature mass
spectrometers. Electrostatic analyzers are each composed of seven sensors. See Frank et al.
(1992) for details of instrument operation.
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Figure A.9: Galileo Plasma Wave Subsystem (PWS) consists of two search coil magnetic
antennas and one electric dipole antenna in order to measure plasma waves. Image from
D. A. Gurnett et al. (1992).
A.2.3 New Horizons Instruments
Figure A.10: (Left) Rendering of Pluto Energetic Particle Spectrometer Science Investiga-
tion (PEPSSI) (Right) Diagram showing method of operation. Modified from R. L. McNutt
et al. (2008).
Figure A.11: (Left) Image of Solar Wind Around Pluto (SWAP) instrument (Right) Dia-
gram showing method of operation. Modified from McComas et al. (2009).
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A.2.4 Voyager Instruments
Figure A.12: (Left) Voyager magnetometer instrument mounting location on boom and
(Right) the fully extended boom. Modified from Miller (1978).
Figure A.13: Voyager Plasma Spectrometer (PLS), which is composed of several Faraday
cups pointing in different directions. Image from ESA. See Bridge et al. (1977) for details
of instrument operation.
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Figure A.14: Voyager Low-Energy Charged Particles Investigation (LECP), which is a
series of CCD based charged particle detectors UC-LASP.
Figure A.15: Voyager Plasma Wave System (PWS), which uses radio receivers to detect
plasma waves (Scarf and Donald A. Gurnett, 1977).
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APPENDIX B
GUIDELINES FOR MAINTAINABLE CODE DEVELOPMENT
Academic codebases tend to be started and maintained by amateur developers working in
an environment which does not clearly reward programming practices that are common in
industry. This is because the creation of academic software often requires a high level of
knowledge in the subject being studied with the software in question, meaning that those
doing the development have been busy accumulating subject matter expertise rather than
abstract programming skills. Furthermore, funding within academia is rarely provided
with long term tool development in mind, resulting in a preference for rapid, rather than
extensible and maintainable, implementation of new features. This incentivization of quick
development is coupled with a tendency for research topics to organically evolve over time
and causes the accumulation of what is known as technical debt. The natural consequence
of this is the generation and extended use of software that is difficult to interpret, difficult
to modify, and uneven in quality. While the realities of academic work make these issues
impossible to fully eliminate, the following guidelines can help to minimize them without
greatly increasing short term workloads, and can significantly reduce development time in
the longer term.
B.1 Version Control
The most important change that a developer can make to their programming methods is
to begin using version control software. Version control software keeps track of changes
that have been made to the codebase at user-defined points in time, called “commits”. This
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means that if issues arise in the implementation of new features, it is straightforward to
determine when and where they started. This can be done by rolling back the state of the
codebase until the problem is not present, then looking at what was done between the last
working version of the program and the first non-functional version of the program. Often,
the issue can be fixed and then subsequent changes can be automatically reapplied without
the need to manually rewrite the code. This process is aided by the ability to write com-
ments briefly describing what changed between commits. Additionally, “branches” can be
made to allow for simultaneous work on multiple new features without uncertainty over
whether problems are the result of problems within a newly developed feature or inter-
actions between different new features. Once each branch’s new feature is complete, the
branch can be merged back into the main branch of the codebase. This can be particularly
useful if the codebase is being actively developed by several people concurrently. Version
control software can also aid in the distribution of updated versions of a codebase if only
a subset of users take part in development of the codebase. This is done by having non-
developing users create “clones” of the “repository” upon which development is performed.
By using clones of the repository, updated versions of the codebase can easily be “pulled”
from the repository whenever required. This distribution technique can substantially reduce
the likelihood of problems arising from the use of out of date software.
B.2 Comments
Most developers, even the least experienced, know that they should write comments for
their code. However, this activity is often put off until after a feature is implemented or not
done at all. There are several reasons for this: 1) the developer does not think that comments
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are necessary because they do not think that anyone else will ever look at the codebase, 2)
the developer is making numerous revisions to the feature as they are implementing it
and do not wish to revise the comments repeatedly during development, 3) the developer
believes that writing comments during development slows them down and would rather
deal with it after the fact. However, none of these arguments are strong because 1) it is
difficult to predict who will need to further develop a codebase in the future, and even
the original developer may have difficulty remembering what various sections of code do,
given a long enough period of active development, 2) comments made during development
can be cursory and be further refined or expanded after the fact, and 3) even the amount of
time required to write inline comments after every line of code (a level of commenting that
is highly unlikely to be necessary) would be minor compared to the amount of time needed
to think out and correctly implement the code in the first place. Finally, it can be faster
to write comments at the time because details of the code and motivations for design and
implementation choices are fresh in the developers mind, meaning that less effort is needed
to articulate them.
B.3 Modularity and Unit Testing
Features should be developed in such a way that they are self contained instead of being
enmeshed within the rest of the codebase. There are several advantages to this. The most
obvious benefit is that sections of code contained within a module, subroutine, or function
can be easily referenced many times throughout the program, obviating the need to du-
plicate sections of code. This also means that if changes need to be made to the section
of code, they only have to be performed once. Another merit of code modularity is that
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interactions between the newly developed section of code and the rest of the codebase can
be much more clearly defined, reducing possible sources of error. Modularity also allows
for easier use of unit testing during development. Unit testing is a method for ensuring that
newly implemented sections of code function as expected. This is done by providing rep-
resentative inputs to the section of code and checking the output against expected results.
Proper unit testing can reveal and aid in the preemptive elimination of failure modes within
new sections of code. This is particularly useful for software development in which the
program takes a significant amount of time to run (and therefore to fail).
B.4 Tool Choice
As has been previously mentioned, academic users and developers of software have little
time to invest in learning new software. Therefore, it is important to consider different
factors when choosing development and research tools. Necessarily, the first is how well
suited the software is to the task required. If multiple options meet this first criterion
satisfactorily, the next consideration should be ease of use. Given the choice between a
tool that operates in a counterintuitive way or, worse, is unusually labor intensive to use, an
alternative should be sought. The need for selecting tools based on these first two metrics
is plain, but another that is less apparent is the current and long term viability of a tool. If
an academic user is going to use a new tool, it is highly desirable that the software is either
widely used, is contractually supported, or has a stable userbase. This is because there is
a time investment involved in learning new software tools. However, this is not the only
reason that new tools should have a reasonable chance of at least moderately long term
viability. The other major reason is that academic users of software are prone to becoming
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entrapped within an ecosystem of interconnected software applications that depend on each
other to some extent. This can either be numerous pieces of third party software that are
interoperable, or software that the academic user has created themselves that relies upon
the tool that is chosen. Once this has occurred, the cost of transitioning away from the tool
grows appreciably. Tools should therefore only be chosen when there is a some assurance
that they will remain viable for a reasonable amount of time. It is also advisable that the
user of a tool remains vigilant for signs that it is heading towards obsolescence so that
there is enough time to find and transition to a new tool or tools before continued use of the
current tool becomes untenable.
B.5 Naming
Choice of variable, subroutine, and function names can have a major impact on the readabil-
ity of code and accordingly should be selected with care. Variable names should be at least
somewhat indicative of what its contents are, meaning that arbitrary letters should never be
used, unless the variable is within a function or subroutine that is inherently generic such
as one that takes a cross product. Conversely, variable names should not be so verbose that
they become ungainly to write within a line of code. If necessary, write a comment after
the variable’s declaration indicating its use. If numerous variables are related within the
codebase, it might be useful to have a common element shared between them, so that it is
immediately clear that a variable belongs to its group. Again, try to choose something that
in some way describes the group. Similarly, subroutines and functions should be named so
that it is obvious what is being done when they are called.
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B.6 Magic Numbers
Magic numbers are arbitrary constants placed within a section of code that make the sec-
tion of code function properly. They should be avoided whenever possible for the following
reasons: the reason that they are the value that they are is rarely explained (is the number in-
trinsic to the operation of the program, or is it merely linked to the original use case?), they
are often used in multiple locations which makes it possible that they are not the same in all
locations, and their use makes updating the codebase more difficult. It is therefore better,
almost without exception, to place the value within a named variable with an explanation
of the value used.
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