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Abstract
Dynamical systems allow one to model many phenomena, not only in Physics
and Mathematics, but also in Biology, Engineering, Economics, etc. A bidimen-
sional discrete dynamical system consists in iterating a mapping f : R2 → R2. The
evolution of a point p ∈ R2 is described by the sequence of its iterated points, i.e.,
fn(p) = f(fn−1(p)), . . . , n = 0, n = 1, n = 2, . . . , showing the state of p at the
times t = 0, t = 1, t = 2, . . . , t = n, etc. Such sequences replace the flux of a vector
field in a continuous system and they are the object of Discrete Dynamics. The
best known bidimensional discrete dynamical systems are the quadratic ones. In
order to study them it is important to work with normal forms. This is achieved
by means of invariants, which is a function depending on the system parameters
remaining unchanged when a change of coordinates, is made. We study the frac-
tal associated to any bidimensional regular homogeneous quadratic system (each
of these terms defined below), which is the analogous to the Mandelbrot fractal
associated to the map z = x+ yi 7→ z2.
Key words: Bilinear symmetric map, fractal subset, linear group, quadratic
discrete system.
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1 Introduction and Preliminaries
Let V be a complex bidimensional vector space. In [3] we have classified the homoge-
neous quadratic maps f : V → V (satisfying a “generic” condition) with respect to the
natural action of the full linear group GL(V ) ∼= GL(2,C). Precisely, let F : V ×V → V
be the symmetric bilinear map associated to f , i.e., F (x, y) = 12(f(x+y)−f(x)−f(y)),
∀x, y ∈ V , and let (v1, v2) be a basis of V with dual basis (v∗1, v∗2). Then, in matrix
notation, F can be described by two 2× 2 symmetric matrices with entries in C,
F (x, y) =
(
(x1, x2)
(
a1 b1
b1 c1
)(
y1
y2
)
, (x1, x2)
(
a2 b2
b2 c2
)(
y1
y2
))
, (1)
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where x = x1v1 + x2v2 ∈ V , y = y1v1 + y2v2 ∈ V .
We can define a quadratic form QF : V → C by setting QF (x) = det(Fx), where
Fx : V → V is the endomorphism given by Fx(y) = F (x, y), ∀y ∈ V . As a simple
computation shows, we have
QF (x1, x2) = (x1, x2)
(
a1b2 − a2b1 12(a1c2 − a2c1)
1
2(a1c2 − a2c1) b1c2 − b2c1
)(
x1
x2
)
. (2)
Let tr : S2V ∗ ⊗ V → V ∗ be the trace: trF = (a1 + b2)v∗1 + (b1 + c2)v∗2, which
is proved to be GL(V )-equivariant. Let σ : V ∗ → S2V ∗ ⊗ V be the map defined
by σ(v∗)(x, y) = 13 (v
∗(x)y + v∗(y)x), ∀x, y ∈ V , ∀v∗ ∈ V ∗, which is also seen to
be a GL(V )-equivariant section of the trace; i.e., tr ◦ σ is the identity map on V ∗.
Accordingly, we have a decomposition of GL(V )-modules S2V ∗ ⊗ V = W ⊕ σ(V ∗),
where W =
{
F ∈ S2V ∗ ⊗ V : trF = 0}.
For every F ∈ S2V ∗ ⊗ V we set F¯ = F − σ(trF ). Then, F is said to be regular if
the quadratic form QF¯ is non-degenerate. As a simple—but rather long—computation
proves, we have
detQF¯ =
4
27a1b2b1c2 − 13a2b1c1a1 + 23a2b1c1b2 + 16a2c2c1a1
− 13a2c2c1b2 − 127a31c1 + 127a21b21 + 1108a21c22
+ 827b
3
2c1 +
4
27b
2
2b
2
1 +
1
27b
2
2c
2
2 +
8
27a2b
3
1 − 127a2c32
− 427b22b1c2 − 127a21b1c2 − 49a1b22c1 + 29a21b2c1
+ 29a2b1c
2
2 − 49a2b21c2 − 127a1b2c22 − 427a1b2b21 − 14a22c21.
Hence the set of regular bilinear symmetric maps is an open subset in the Zariski
topology R ⊂ S2V ∗ ⊗ V .
Theorem 1 (see [3]) Two regular bilinear symmetric maps F,G ∈ S2V ∗ ⊗ V are
GL(V )-equivalent if and only if Ii(F ) = Ii(G), i = 1, 2, where
I1(F ) =
1
12 detQF¯
{
(a1 + b2)2
(
(2b1 − c2)2 + 3(2b2 − a1)c1
)
(3)
+ (a1 + b2)(b1 + c2)((2b2 − a1)(2b1 − c2)− 9a2c1)
+(b1 + c2)2((2b2 − a1)2 + 3(2b1 − c2)a2)
}
,
I2(F ) =
1
4 detQF¯
{−c1(a1 + b2)3 + (a1 + b2)2(b1 + c2)(2b1 − c2) (4)
+(a1 + b2)(b1 + c2)2(2b2 − a1)− a2(b1 + c2)3
}
,
Therefore, I1, I2 classify the regular elements in S2V ∗ ⊗ V .
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2 The Mandelbrot set of a map
We denote by O(f, x) = {fn(x) : n ∈ N} the orbit of a point x ∈ R2 under a continous
map f : R2 → R2, where fn(x) stands for the n-th iteration of the point x; namely,
fn(x) = (f ◦ (n. . . ◦ f)(x). From now onwards, we assume that (0, 0) is a critical point
for f and f(0, 0) = (0, 0). Generalizing the standard definition of the Mandelbrot set
(e.g., see [1, 2, 4, 5, 6]) we define the Mandelbrot set of f , denoted by M(f), as the
set of all points γ ∈ R2 for which the orbit O(fγ , (0, 0)) under the map fγ : R2 → R2,
fγ(x) = f(x) + γ, is bounded; precisely,
lim
n→∞ |(fγ)
n (0, 0)| <∞.
The classical Mandelbrot set corresponds to the map f(x, y) = (x2−y2, 2xy), or, in
complex notation, f(z) = z2. If F ∈ S2V ∗⊗V is the symmetric bilinear map associated
to f , then I1(F ) = 27, I2(F ) = −54.
With the same notations as above, the following formula holds:
M
(
A ◦ f ◦A−1) = A (M(f)) , ∀A ∈ GL(2,R).
As a consequence, the fractal sets associated to two linearly equivalent quadratic
map are also linearly equivalent. Hence, in studying fractal sets attached to quadratic
maps we can confine ourselves to consider the normal forms induced by the invariants
I1, I2 as explained below.
3 Normal forms of homogeneous quadratic maps
Lemma 2 Let V be a two-dimensional R-vector space. The map
I : R ⊂ S2V ∗ ⊗ V → R2 (5)
I(F ) = (I1(F ), I2(F ))
is surjective.
We sketch the proof now. First, let (ξ, η) ∈ R2 be a given point. We distinguish
four cases:
1. If ξ + 2η 6= 0, η 6= 0, then the symmetric bilinear map F defined, according to
the formula (1), by setting a1 = 0, a2 = 1, b1 = − (c2(ξ − η)) / (ξ + 2η), b2 = 0,
c1 =
(
(−c2)3 (4ξ3 − 27η2)/(ξ + 2η)3
)1/2
, and with an adequate choice of c2 6= 0
so that (−c2)3 (4ξ3 − 27η2)/(ξ + 2η)3 ≥ 0, satisfies I(F ) = (ξ, η), as a simple
computation shows by using the formulas (3) and (4). We remark on the fact
that c2 cannot vanish, as det(QF¯ ) = −27η2 (c2)3 /(4(ξ + 2η)3).
2. If ξ+2η = 0, η 6= 0, then the symmetric bilinear map F defined, according to the
formula (1), by setting a1 = 0, a2 = 1, b2 = 0, c1 =
(
3(b1)3η(27 + 32η)
)1/2
/(9η),
c2 = 0, and with an adequate choice of b1 6= 0 so that b1η(27+ 32η) ≥ 0, satisfies
I(F ) = (ξ, η). In this case, we have det(QF¯ ) = − (b1)3 /(4η).
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3. If ξ + 2η 6= 0, η = 0 (or equivalently, ξ 6= 0, η = 0), then we obtain a pre-image
of (ξ, η) by setting c1 =
(
(4ξ − 9) (b1)2 − 2(2ξ + 9)b1c2 + (ξ − 9) (c2)2
)
/(12ξ),
a1 = 1, a2 = 0, b2 = −1. In this case, det(QF¯ ) = 3 (b1 + c2)2 /(4ξ).
4. If ξ = η = 0, then we obtain a pre-image by setting b2 = −a1, c2 = −b1, with
det(QF¯ ) =
(
3 (a1)
2 (b1)
2 − 6a1a2b1c1 − 4 (a1)3 c1 + 4a2 (b1)3 − (a2)2 (c1)2
)
/4 for
this case.
Proposition 3 Let
F+b1c1 , F
−
b1c1
, F+c1 , F
−
c1 , Gc1 : R
2 × R2 → R2
be the symmetric bilinear maps defined, according to the formula (1), by
F+bc : a1 = 0, a2 = 1, b2 = 0, c2 = −1, b1 = b, c1 = c,
F−bc : a1 = 0, a2 = 1, b2 = 0, c2 = 1, b1 = b, c1 = c,
F+c : a1 = 0, a2 = 1, b1 = 1, b2 = 0, c2 = 0, c1 = c,
F−c : a1 = 0, a2 = 1, b1 = −1, b2 = 0, c2 = 0, c1 = c,
Gc : a1 = 1, a2 = 0, b1 = 1, b2 = −1, c2 = 0, c1 = c,
(6)
let P+, P− be the polynomials
P+(b, c) = 27c2 − 32b3 − 48b2 − 24b− 4,
P−(b, c) = 27c2 − 32b3 + 48b2 − 24b+ 4,
and let D+, D−,∆+,∆− be the domains of the plane defined as follows:
D+ =
{
(b, c) ∈ R2 : b 6= 1, c ≥ 0, P+(b, c) 6= 0} ,
D− =
{
(b, c) ∈ R2 : b 6= −1, c > 0, P−(b, c) 6= 0} ,
∆+ =
{
(ξ, η) ∈ R2 : ξ + 2η 6= 0, η 6= 0, 4ξ
3 − 27η2
(ξ + 2η)3
≥ 0
}
,
∆− =
{
(ξ, η) ∈ R2 : ξ + 2η 6= 0, η 6= 0, 4ξ
3 − 27η2
(ξ + 2η)3
< 0
}
.
We also set
J+ =
{
c ∈ R : c ≥ 0, c 6=
√
32
27
}
, J− = {c ∈ R : c < 0} ,
C+ =
{
(ξ, η) ∈ R2 : ξ = −2η, η 6= 0, η(27 + 32η) ≥ 0} ,
C− =
{
(ξ, η) ∈ R2 : ξ = −2η, η 6= 0, η(27 + 32η) < 0} .
Then, the maps
Φ+ : D+ → ∆+, Φ− : D− → ∆−,
Φ+(b, c) = I
(
F+bc
)
, Φ−(b, c) = I
(
F−bc
)
,
Ψ+ : J+ → C+, Ψ− : J− → C−,
Ψ+(c) = I (F+c ) , Ψ
−(c) = I (F−c ) ,
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Ξ: R \ {13} → R∗ × {0},
Ξ(c) = I(Gc),
where I is the map defined in (5), are bijective. The explicit expression of the maps
follows:
Φ+(b, c) =
(−27(b− 1)2(2b+ 1)
P+(b, c)
,
27(b− 1)3
P+(b, c)
)
,
Φ− (b, c) =
(−27(b+ 1)2(2b− 1)
P−(b, c)
,
27(b+ 1)3
P−(b, c)
)
,
Ψ+(c) =
( −54
27c2 − 32 ,
27
27c2 − 32
)
,
Ψ−(c) =
(
54
27c2 + 32
,
−27
27c2 + 32
)
,
Ξ(c) =
(
9
4 (1− 3c) , 0
)
.
The proof consists basically in running through the cases in equation (6), and
testing that the maps Φ+, Φ−, Ψ+, Ψ−, and Ξ, as previously defined, are indeed
bijective.
Remark 4 The subsets ∆+,∆−, C+, C−, R∗×{0}, and {(0, 0)} constitute a partition
of the plane R2.
Definition 5 Let F 0 : R2×R2 → R2 be the symmetric bilinear map defined, according
to the formula (1), by a1 = 0, b1 = 1, c1 = 0, a2 = 1, b2 = 0, c2 = −1.
Then, as a simple computation shows, we have I(F 0) = (0, 0). This set is depicted in
Fig. 3(b).
4 Escape-time upper bound
In what follows we only deal with the associated fractals to the general cases of bilinear
forms.
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4.1 The case F+bc
According to the formula (1) when applied to the first case in (6), we obtain
f+bc(z) =
(
2bxy + cy2, x2 − y2) , ∀z = x+ iy ∈ C, (b, c) ∈ D+.
For the sake of simplicity, we set Pγ =
(
f+bc
)
γ
, for every γ = α+ iβ ∈ C, i.e.,
Pγ(z) = f+bc(z) + γ = 2bxy + cy
2 + α+ i
(
x2 − y2 + β) .
By passing to polar coordinates, i.e., x = ρ cos θ, y = ρ sin θ, as a simple calculation
shows, we obtain,
|Pγ(z)|2
|z|2 = Aρ
2 +B +
|γ|2
ρ2
, ∀ρ > 0, (7)
where
A = cos2(2θ) + sin2 θ (c sin θ + 2b cos θ)2 ≥ 0,
B = 2β cos(2θ) + 2α sin θ (c sin θ + 2b cos θ) .
Hence
|Pγ(z)|2
|z|2 ≥ Aρ
2 +B. (8)
If Aρ2 + B > 1, then |Pγ(z)| > |z|; therefore |(Pγ)n (z)| ≥ |z|n. Consequently,
limn→∞ |(Pγ)n (z)| =∞ whenever |z| > 1.
First of all, we compute the minimum values for A and B. Let t = tan θ. Upon
substitution in the previous expression for A, we obtain
A(t) =
(
c2 + 1
)
t4 + 4bct3 + 2
(
2b2 − 1) t2 + 1
(t2 + 1)2
.
The roots of A′(t) are the roots are given by
t
(
bct3 + (2b2 − c2 − 2)t2 − 3bct− 2(b2 − 1)) = 0. (9)
First of all, we exclude the exceptional cases, namely, b = 0 or c = 0. We thus assume
b 6= 0, c 6= 0. Letting t = t′ + k, with k = (c2 − 2b2 + 2)/(3bc), the cubic factor in (9)
transforms into
t′3 + pt′ + q = 0, (10)
where
p=−4
(
b2 − 1)2 + 5b2c2 + c4 + 4c2
3b2c2
,
q=
16b6 − 2c6 − 24b4c2 − 15b2c4 − 48b4 − 12c4 + 48b2c2 + 48b2 − 24c2 − 16
27b3c3
.
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As a computation shows, the discriminant δ = q2 + 427p
3 of (10) can be written as
follows:
δ =
f1f2
27b4c4 (b2 + 8)
,
f1 = 12b
8
3 + 36b
4
3 + 24b
2
3 + 4b4 + b2c2 + 16b2 + 8c2 + 16,
f2 = −(b2 + 8)z2 +
(
12b
8
3 + 36b
4
3 + 24b
2
3 + 32b2 − 32
)
z
+ 16
11b4 + 86b2 − 9b 163 − 12b 143 − 72b 103 − 93b 83 + 24b 23 − 16
b2 + 8
,
z = 4b2 + c2.
Moreover, the discriminant of the quadratic polynomial f2(z) is negative,
Discrim (f2) = −2433
b
4
3
(
b
2
3 − 1
)4((
b
2
3 − 1
)2
+ 3
)4 (
b
2
3 + 2
)6
(b2 + 8)4
.
Hence δ < 0. Accordingly, the roots of (10) are given by the following formulas:
t′1 = 2
2
√
−p
3 cos
φ
3 ,
t′2 = 2
2
√
−p
3 cos
(
φ+2pi
3
)
,
t′3 = 2
2
√
−p
3 cos
(
φ−2pi
3
)
,
φ = arctan
(
− 2
√−δ
q
)
.
(11)
Hence,
minA(t) = min
{
A(0), A(t′1 + k), A(t
′
2 + k), A(t
′
3 + k)
}
.
For the function B, we obtain
minB = cα−
√
(4b2 + c2)α2 + 4β2 − 4cαβ.
See Fig. 1(a) for an example.
4.2 The case F−bc
We tackle now the formula (1) when applied to the second case in (6), and we obtain
f−bc(z) =
(
2bxy + cy2, x2 + y2
)
, ∀z = x+ iy ∈ C, (b, c) ∈ D−,
where γ = α+iβ ∈ C as above and Pγ(z) = f−bc(z)+γ = 2bxy+cy2+α+i
(
x2 + y2 + β
)
.
Similarly, we obtain the formulas (7) and (8) with, in the present case,
A = 1 + sin2 θ (c sin θ + 2b cos θ)2 > 0,
B = 2bα sin(2θ)− cα cos(2θ) + cα+ 2β.
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Again, we compute the minimum values for A and B. We let t = tan θ, and upon
substitution in the previous expression for A, we obtain
A(t) =
(c2 + 1)t4 + 4bct3 + 2(2b2 + 1)t2 + 1
(t2 + 1)2
.
Now the roots of A′(t) are given by
t
(
bct3 + (2b2 − c2)t2 − 3bct− 2b2) = 0. (12)
Similarly to the previous case, we exclude the exceptional cases b = 0 or c = 0. Hence
we assume b 6= 0, c 6= 0. Letting t = t′ + k, with k = (c2 − 2b2)/(3bc), the cubic factor
in (12) transforms into
t′3 + pt′ + q = 0, (13)
where
p = −(b
2 + c2)(4b2 + c2)
3b2c2
, q =
(b2 − 2c2)(4b2 + c2)2
27b3c3
.
As a computation shows, the discriminant δ = q2 + 427p
3 of (13) can be written as
follows:
δ = −(4b
2 + c2)3
27b2c4
.
Hence δ < 0. Accordingly, the roots (t′1, t′2, t′3) of (13) are obtained in the same way as
in the formula (11) of the previous case, so that we eventually obtain
minA(t) = min
{
A(0), A(t′1 + k), A(t
′
2 + k), A(t
′
3 + k)
}
.
In the case of the function B, we obtain
minB = cα+ 2β − α
√
4b2 + c2.
See Fig. 1(b) for an example.
4.3 The cases F±c
Here we have f±c (z) = (±2xy + cy2, x2), ∀z = x + iy ∈ C, c ∈ J+. By proceeding as
above, we obtain
P±γ (z) = f
±
c (z) + γ = ±2xy + cy2 + α+ i
(
x2 + β
)
.
By passing to polar coordinates,
|Pγ(z)|2
|z|2 = Aρ
2 +B +
|γ|2
ρ2
, ∀ρ > 0,
where
A± = sin2 θ (c sin θ ± 2 cos θ)2 + cos4 θ,
B± = (β − cα) cos(2θ)± 2α sin(2θ) + β + cα,
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and A± > 0 if c > 0, and A± vanishes for c = 0 if and only if θ = ±pi/2. We consider
only the case c > 0. Then, by proceeding as in the previous cases, we obtain
A±(t) =
t2 (ct± 2)2 + 1
(t2 + 1)2
,
and the roots of (A±)′ (t) are given by, t
(
ct3 ± (2− c2) t2 − 3ct∓ 1) = 0. Letting
t = t′ + k, with k = ±(c2 − 2)/(3c), the cubic factor transforms into t′3 + pt′ + q = 0,
where
p = −
(
c2 + 4
) (
c2 + 1
)
3c2
, q = ∓(c
2 + 1)(2c4 + 13c2 − 16)
(3c)3
.
As a computation shows, the discriminant δ = q2+ 427p
3 of (13) can be now written
as follows:
δ = −(c
2 + 1)2(5c2 + 32)
27c4
.
Hence δ < 0. Accordingly, the roots (t′1, t′2, t′3) of (13) are given similarly as in the
formula (11) of the previous case, so that we eventually obtain
minA±(t) = min
{
A(0), A(t′1 + k), A(t
′
2 + k), A(t
′
3 + k)
}
.
In the case of the function B±, we obtain
minB± = β + cα−
√
(2α)2 + (β − cα)2.
See Fig. 2(a) and Fig. 2(b) for examples in both regions.
4.4 The case Gc
Here we have gc(z) = (x2 + 2xy + cy2,−2xy), ∀z = x + iy ∈ C, c ∈ R \ {13}. By
proceeding as above, we obtain
Pγ(z) = gc(z) + γ = x2 + 2xy + cy2 + α+ i (−2xy + β) .
By passing to polar coordinates,
|Pγ(z)|2
|z|2 = Aρ
2 +B +
|γ|2
ρ2
, ∀ρ > 0,
where
A =
(
c sin2 θ + 2 cos θ sin θ + cos2 θ
)2 + 4 cos2 θ sin2 θ ≥ 0,
B = α(−c+ 1) cos(2θ) + 2(α− β) sin(2θ) + α(c+ 1),
and A vanishes if and only if c = 0 and θ = ±pi/2. Similarly, we assume c 6= 0, and by
proceeding as in the previous cases, we obtain
A(t) =
c2t4 + 4ct3 + (2c+ 8)t2 + 4t+ 1
(t2 + 1)2
,
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and the roots α1, . . . , α4 of A′(t) are the solutions to the quartic equation,
κ4(t) ≡ t4 − pt3 + qt2 − rt+ s = 0,
p = c− 4c − 1, q = 3c − 3, r = 3c + 1, s = −1c , c > 0.
As is known, the solutions to the cubic equation
κ3(τ) ≡ τ3 − qτ2 + (pr − 4s)τ − s(p2 − 4q)− r2 = 0
are τ1 = α1α2+α3α4, τ2 = α1α3+α2α4, τ3 = α1α4+α2α3, and the following formulas
hold:
α1 = 14 (p+ λ1 + λ2 + λ3) , α2 =
1
4 (p+ λ1 − λ2 − λ3) ,
α3 = 14 (p− λ1 + λ2 − λ3) , α4 = 14 (p− λ1 − λ2 + λ3) ,
where λj =
√
p2 − 4q + 4τj , j = 1, 2, 3, and the sign in the square roots are taken so
that, λ1λ2λ3 = 8r − 4pq + p3. The polynomial
υ = 3c9 − 9c8 + 36c7 − 111c6 + 540c5 − 1107c4 + 2592c3 − 3321c2 + 6237c− 10044,
admits a unique real root c0 ∼= 1.65123104038629660956656477714 as its derivative
υ′(c) is readily seen to be positive for every c ∈ R. If υ > 0, then
Υ =
3
√
(c+ 1)2 (c− 1) +
2
√
υ
9
(14)
is a real number, and the following expressions hold:
τ1 =
3Υ2 + 3 (1− c)Υ− (c3 − c2 + 3c− 15)
3cΥ
,
τ2 =
2− 2c−Υ
2c
+
c3 − c2 + 3c− 15 +√3 (3Υ2 + c3 − c2 + 3c− 15) i
6cΥ
, τ3 = τ¯2.
On the other hand, if υ < 0, then each of the roots τ1, τ2, τ3 is a real number, for
any choice of the cubic root in (14), as Discrim κ3(τ) = −43υc−6 > 0. In both cases,
we have
minA(t) = min {A(α1), . . . , A(α4)} .
In the case of the function B, we obtain
minB = α(c+ 1)−
√
α2(−c+ 1)2 + 4(α− β)2.
See Fig. 3(a) for an example.
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(a) ξ = 27, η = −55, in region ∆+ (b) ξ = 28, η = −55, in region ∆−
Figure 1: Regions ∆+ and ∆−
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Quadratic Discrete Dynamics
(a) ξ = −2, η = 1, in region C+ (b) ξ = 1, η = −1/2, in region C−
Figure 2: Regions C+ and C−
(a) ξ = 1, η = 0, in region R∗ × {0} (b) Especial case ξ = 0, η = 0
Figure 3: Especial regions
