In this paper, we consider the maximum likelihood estimation of the shape parameter of an exponentiated Gompertz distribution. We also mainly consider five other estimation procedures and compare their performances through numerical simulations. Real data set will be used as an example for the six method of estimations for the shape parameter of exponentiated Gompertz distribution.
Introduction
A new three-parameters distribution, called the exponentiated Gompertz distribution (EGpz) has been introduced recently by El-Gohary et al. (2013) . The EGpz ( , , ) has the probability density function (pdf)
; , , 1 , 0, , , 0.
(1.1) and cumulative distribution function (cdf)
(1.2) with one scale parameter and two shape parameters and . more statistical properties of this distribution when / and were discussed by ElGohary et al. (2013) . When 1, the above distribution corresponds to the Gompertz distribution [see, Johnson et al. (1995) ]. Therefore, EGpz distribution has a survival function ; , , 1 1 , 0, , , 0.
and a hazard function ; , , , 0, , , 0.
Gupta and Kundu (1999) proposed a generalized exponential (GE) distribution. Gupta and Kundu (2007) provided a gentle introduction of the GE distribution and discussed some of its recent developments. Raqab and Madi (2005) , Yarmohammadi and Pazira (2010) obtained Bayesian and non-Bayesian estimators for the shape parameter, reliability and failure rate functions of the GE distribution. Mudholkar et al. (1995) introduced the exponentiated Weibull (EW) family is an extension of the Weibull family obtained by adding an additional shape parameter. Its properties studied in detail by Gera (1997) , Mudholkar and Hutson (1996) and Eissa (2003, 2005) . Shunmugapriya The main aim of this paper is to study how the different estimators of the unknown shape parameter of an EGpz distribution can behave for different sample sizes and for different parameter values. Here, we mainly compare the maximum likelihood estimator (MLE) with the other estimators such as the unbiased estimator (UBE), method of moment estimator (MME), estimator based on percentiles (PCE), least squares estimator (LSE) and weighted least squares estimator (WLSE), mainly with respect to their absolute relative bias (ARBias) and relative root mean square error (RRMSE) using extensive simulation techniques. Real data set will be used as an example for the six method of estimations for the shape parameter of exponentiated Gompertz distribution.
The remaining sections go as follows. In Section 2, we briefly discuss the MLE, UBE and their implementations. In Sections 3 to 5 we discuss other methods. Simulation results and discussions are provided in Section 6. Finally, in Section 7, we used a real data set as an example to find the six estimators for the shape parameter of exponentiated Gompertz distribution.
Maximum Likelihood Estimator
In this section the maximum likelihood estimator of the shape parameter of EGpz distribution is considered, when and are known. If , , … , is a random sample from EGpz ( , , ), then the log-likelihood function, , is
Assuming that the shape parameter is unknown, when and are known, the maximum likelihood estimator (MLE) of is
The distribution of MLE ˆ is the same as the distribution of (n /Y), where Y follows Gamma(n,1). Therefore, for n > 2
ˆis not an unbiased estimator of  , although asymptotically it is unbiased.
From the expression of the expected value, we consider the following unbiased estimator (UBE) of  , say UBE ˆ,
compared to the MLE.
Method of Moment Estimator
In this section we provide the method of moment estimator (MME) of the shape parameter of EGpz distribution, when and are known. If X follows EGpz ( , , ), then Similarly, the mean of the random sample , , … , from EGpz ( , , ) is
Therefore, equating the mean of the sample with the mean of the population, we obtain
Then, the MME of  say MME ˆ can be obtained by solving the non-linear equation (3.2) with respect to  , when and are known. It is not possible to obtain the exact variances of MME ˆ.
Estimator Based On Percentiles
If the data comes from a distribution function which has a closed form, then it is quite natural to estimate the unknown parameters by fitting a straight line to the theoretical points obtained from the distribution function and the sample percentile points. This method was originally explored by Kao (1958 Kao ( , 1959 and it has been used quite successfully for Weibull distribution, the generalized exponential distribution, exponentiated gamma distribution and the exponentiated Pareto distribution [see, Murthy et In case of a EGpz distribution, also, it is possible to use the same concept to obtain the estimator of  based on the percentiles, because of the structure of its distribution function, when and are known. 
Least Squares and Weighted Least Squares Estimators
In this section, we provide the regression based method estimators of the unknown parameters, which was originally suggested by Swain et al. (1988) 
Method 1 (Least Squares Estimator):
Obtain the estimators by minimizing 
Method 2 (Weighted Least Squares Estimators):
The weighted least squares estimators can be obtained by minimizing
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with respect to the unknown parameters, where 
Numerical Experiments And Discussions
In this section we present results of some numerical experiments to compare the performance of the different estimators proposed in the previous sections. We perform extensive Monte Carlo simulations to compare the performance of the different estimators, mainly with respect to their absolute relative bias (ARBias) and relative root mean square error (RRMSE) for different sample sizes and for different parameter values. Note that, we take α 2 and λ 2 in all cases Similarly, the least squares and weighted least squares estimators (LSE, WLSE) of  can be obtained by minimizing (5.1) and (5.3), respectively, with respect to  only, which means solving the non-linear equations (5.2) and (5.4), respectively, with respect to  . The results are reported in Table 1 .
From Table 1 , the following observations can be made on the performance of the shape parameter θ estimations of EGpz (λ, α, θ) distribution, when and are known:
1. As the sample size increases the ARBias's and RRMSE's of the estimated θ decrease in almost of the times. 2. In the context of computational complexities, UBE, MLE and PCE are easiest to compute. They do not involve any non-linear equation solving, whereas the MME, LSE and WLSE involve solving non-linear equations and they need to be calculated by some iterative processes.
3. Comparing all the methods, we conclude that for known and , the UBE should be used for estimating  . 4. As far as ARBias's are concerned, the WLSE is a good estimator of  after the UBE.
5. As far as RRMSE's are concerned, the MLE is a best estimator of  after the UBE when θ 1, whereas the MME is a good estimator of  when θ 1. 6. The MME is a worse estimator of  when θ 1. 
Real Data Example
In this section, a real data set used as an example to find the six estimators for the shape parameter of exponentiated Gompertz distribution EGpz(λ, α, θ), when and are known. This set was investigated by El-Gohary et al. (2013) . The EGpz( , , ) distribution was fitted to this set. We apply the KolmogorovSmirnov (KS) statistic, in order to verify which estimator of make the EGpz distribution fits better to this data. The KS test statistic is described in details in D'Agostino and Stephens (1986). In general, the smaller value of KS, the better fit to the data. The MLE, UBE, PCE, LSE, WLSE and MME of , when 0.02 and 0.4 and the KS test statistics for EGpz distribution with different estimators of are given in Table 2 .
The following data set is presented in Aarset(1987) , it represents the lifetimes of 50 devices. 0.1 0. -The values of estimators of θ are close to each other.
