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0 Introduction
The subject of this work has many connections with the theory of approximation
[4], the problem of solving large-scale matrix problems by Krylov subspace iterations,
and dijital filtering.
Our point of view is a classical problem of approximation.
Let us see how this problem is arises.
Suppose that L is a non-connected compact subset of C with connected complement.
Hence, L :=
m⋃
i=0
Ki, for some m ∈ N, m ≥ 1 where Ki, i = 0, 1, . . .,m are the
connected components of L. We also assume that each component Ki does not reduce
to a point. Let pi, i = 0, 1, . . .,m bem+1 different complex polynomials, that is pi 6= pj
for every i, j ∈ {0, 1, . . .,m}, i 6= j.
Consider the function F : L→C, that is defined by the formula:
F (z) = pj(z) if z ∈ Kj, for every j ∈ {0, 1, . . .,m}.
We fix some positive number δ. The problem is to find explicitly a polynomial p such
that ‖F − p‖ < δ and also to find the relation between p and δ, if possible. It turns out
that the notion of asymptotic convergence factor for a compact set is extremely useful
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in studying the above problem. Based on the previous notation we proceed with the
relevant definition.
For every n = 1, 2, . . ., let Vn be the set of complex polynomials with degree at most
n.
We denote
dn, F := min{‖F − p‖, p ∈ Vn} for n = 1, 2, . . ..
Of course for every n ∈ N, there exists some p ∈ Vn such that dn, F = ‖F−p‖L, and the
polynomial p is unique ([13]) for every n ≥ 1. Even, if the formulation of the problem
of finding the above best polynomial p that minimizes the quantity ‖F − p‖L is simple
this is usually unknown and difficult to compute (see [6], page 11).
However, if the compact set L has a simple structure or good regularity properties
the previous approximation problem can be solved. Despite this, the computation of
the best polynomial is difficult even in simple cases, for instance the union of two
disjoint closed disks, and in most of the cases this is done with complicated numerical
methods [6].
A classical theorem in this area, see [13], [6], is the following.
Theorem 0.1. The number ρL := lim sup
n→+∞
d
1
n
n , F is a positive constant such that ρL ∈
(0, 1), it is independent from the function F and it is dependent only on the compact
set L.
The number ρL is called the asymptotic convergence factor of L and is a character-
istic for the compact set L. Of course the knowledge of the above number ρL for L is
a crucial point for the solution of the initial approximation problem.
However, the number ρL is very difficult to be computed in general, [6], [10], [11].
So, it is desirable for a simple compact set L to obtain “good” estimates from above
and below of the number ρL.
In this paper we give an easily computed lower bound for the number ρL, which is
best possible in a certain sense. Our main result is the following
Theorem 0.2. Under the above assumptions and notation we have
ρL ≥ max
j=0,...,m
sup
z∈Koj
dist(z,Kcj )
dist(z, L \Kj)
.
In order to prove this theorem we introduce an other characteristic number θL for a
compact set L, which is defined in a bit complicated way in the next section. However,
this number gives us the necessary potential theoretic tools in order to establish that
ρL = θL, that is θL is nothing but the asymptotic convergence factor. The potential
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theoretic view, assigns to the number ρL new important properties. We also provide
a variety of simple examples of certain compact sets where the number θL can be
computed by a very simple algebraic formula and not with numerical methods.
Results concerning the computation of ρL for certain compact set L can be found
in [1], [6], [10], [11].
Remark. We note that Proposition 2.3 of this paper is used in a substantial way in
order to prove the main result Theorem 0.1 of [12]. The theme of [12] is related to
universal Taylor series. On the other hand, according to Remark 3.3 of [12], half of
the main result of this paper, namely Theorem 1.4, can be deduced by a completely
different method based entirely on results of universality for Taylor series [12]. This
means that there exists a close relation between the results of this paper and [12].
1 The number θL and its lower bound
We begin with the necessary terminology. For the topological concepts of this paper
we refer to the classical book of Burckel [3].
More specific for the definitions of a curve, or a loop, or an arc, or a simple curve,
or a smooth curve see Definition 1.11 [3].
For the definition of a simply-connected subset A of C see Definition 1.36 [3]. With
a Jordan curve we mean a homeomorphism in C of a circle. If γ is a smooth Jordan
curve and w ∈ C \ γ, the index Indγ(w) :=
1
2πi
∫
γ
1
z − w
dz.
For a compact subset K of C and a Jordan curve γ we write
Indγ(K) := {Indγ(w), w ∈ K},
when γ ∩K = ∅.
The definition of interior, Int(γ) and Exterior Ex(γ) of a Jordan curve γ is given
in Definition 4.45 (i) of [3]. For results about potential theory we refer to the classical
books [2] and [8].
Below we prove a series of useful topological lemmas and the main result of this
paper, that is a simple estimation of the lower bound of the number ρL, for many cases
of compact sets.
Lemma 1.1. Let V ⊆ C, V 6= C be a simply connected domain, K ⊆ V , K compact,
set.
Then, there exists a smooth Jordan curve γ ⊂ V such that Indγ(K) = {1}.
Proof. Let D be the open unit disc. By the Riemann mapping theorem there exists a
conformal mapping f : D→V , that is 1− 1 and onto. We set L := f−1(K). Of course
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the set L is a compact subset of D. Let r0 ∈ (0, 1) such that L ⊂ D(0, r0), where
D(0, r0) := {z ∈ C | | z |< r0}.
We set
Γ := C(0, r0) := {z ∈ C | | z |= r0}.
We consider the circle γ0 : [0, 1]→C, γ0(t) = r0e
2piit, t ∈ [0, 1] and we set γ := f ◦ γ0.
We set γ∗ := γ([0, 1]) and we write simply γ∗ = γ without confusion.
It is easy to show that the curve γ is a smooth Jordan curve such that K ∩ γ = ∅.
So the number Indγ(w) has sense for every w ∈ K.
We fix some w0 ∈ K. We compute the number Indγ(w0).
We have:
Indγ(w0) : =
1
2πi
∫
γ
1
z − w0
dz
=
1
2πi
∫ 1
0
1
γ(t)− w0
· γ′(t)dt
=
1
2πi
∫ 1
0
f ′(γ0(t)) · γ
′
0(t)
f(γ0(t))− w0
dt. (1)
We consider the function g : D \ {z0}→C defined by the formula:
g(z) :=
f ′(z)
f(z)− w0
, where z0 := f
−1(w0), z ∈ D \ {z0}.
Obviously, the function g is well defined and holomorphic in D \ {z0} and has a singu-
larity in z0. Obviously z0 is pole of g. It holds z0 /∈ γ0, so the integral
∫
γ0
g(z)dz is well
defined.
Now, we have ∫
γ0
g(z)dz =
∫ 1
0
g(γ0(t)) · γ
′
0(t)dt
=
∫ 1
0
f ′(γ0(t)) · γ
′
0(t)
f(γ0(t))− w0
. (2)
By (1) and (2) we take:
Indγ(w0) =
1
2πi
∫
γ0
f ′(z)
f(z)− w0
dz. (3)
Because L ⊂ D(0, r0) by definition we have that z0 ∈ Int(γ0).
We compute easily that lim
z→z0
(z − z0)g(z) = 1. This gives that z0 is a simple pole
for g and Res(g, z0) = 1. So by the calculus of residues we take∫
γ0
g(z)dz = 2πiRes(g, z0) · Indγ0(z0) = 2πi. (4)
By (3) and (4) we take Indγ(w0) = 1 and the result follows. 
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Using Lemma 1.1 we prove now the following lemma, for compact subsets of C,
with finite many connected components only.
Lemma 1.2. Let K =
m⋃
i=1
Ki, be a compact set with connected complement where Ki,
i = 1, 2, . . .,m be the connected components of K, m > 1.
Then, there exist smooth Jordan curves δi, i = 1, 2, . . .,m, pairwise disjoint such
that Indδi(Ki) = {1} and Ki ⊂ Int(δi), for i = 1, 2, . . .,m and every one of them has
all the others in its exterior.
Proof. First of all we can choose bounded open subset of C, Gi, i = 1, 2, . . .,m, pairwise
disjoint such that Ki ⊂ Gi, for i = 1, 2, . . .,m.
By Proposition (iv), page 99 of [3] we have that Kci is connected for i = 1, 2, . . .,m.
Now, by Costakis and Grosse-Erdmann lemma [5], [7] we take that there exists open
simply connected sets Vi, i = 1, 2, . . .,m such that Ki ⊂ Vi ⊂ Gi, for i = 1, 2, . . .,m.
By Corollary 4.66, page 114 of [3], we have that if we write Vi = V
j
i , j ∈ J for every
i = 1, 2, . . .,m, where V ji , j ∈ J to be the connected components of Vi, and J is a
set of indices then (V ji )
c, j ∈ J are connected sets. It is easy to see that there exists
unique ji ∈ J such that Ki ⊂ V
ji
i for every i = 1, 2, . . .,m. So, we have that for every
i = 1, 2, . . .,m there exists a bounded and simply connected domain V jii such that
Ki ⊂ V
ji
i ⊂ Gi.
To avoid complicated symbolism we write simply Vi instead of V
ji
i . So, we have
that for every i = 1, 2, . . .,m there exists a bounded and simply connected domain Vi,
such that:
Ki ⊂ Vi ⊂ Gi, i = 1, 2, . . .,m.
Now, we apply Lemma 1.1 and we take that for every i = 1, 2, . . .,m there exists a
smooth Jordan curve δi ⊂ Vi such that: Indδi(Ki) = {1}, where it is supposed of course
that δi ∩Ki = ∅ for i = 1, 2, . . .,m. Because Gi ∩ Gj = ∅ for i, j ∈ {1, 2, . . .,m}, i 6= j
we have that the curves δi, i = 1, 2, . . .,m are pairwise disjoint.
Now, let w ∈ Ki, for some i ∈ {1, 2, . . .,m}. Because Ki ∩ δi = ∅ we have that
wi ∈ Int(δi) or wi ∈ Ex(δi). If wi ∈ Ex(δi) then Indδi(w) = 0, by Theorem 10.10 of
[9]. So we have Ki ⊂ Int(δi) for every i = 1, 2, . . .,m.
Now, let i, j ∈ {1, 2, . . .,m}, i 6= j. We show now that δj ⊂ Ex(δi). We have
δi ⊂ Vi, so V
c
i ⊂ δ
c
i . But δ
c
i = Ex(δi) ∪ Int(δi). Because V
c
i is connected we have that
V ci ⊂ Int(δi) or V
c
i ⊂ Ex(δi). But V
c
i is unbounded, because Vi is bounded and Int(δi)
is bounded, so
V ci ⊂ Ex(δi). (1)
Now we have
Vi ⊂ Gi ⇒ G
c
i ⊂ V
c
i . (2)
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We have also
Gi ∩Gj = ∅ ⇒ Gj ⊂ G
c
i . (3)
Also we have
δj ⊂ Vj ⊂ Gj . (4)
By (1), (2), (3) and (4) we have: δj ⊂ Ex(δj). This gives of course that every one from
the smooth Jordan curves δi, i = 1, 2, . . .,m has all the others in its exterior and the
proof of Lemma 1.2 is completed. 
Now, we fix a compact subset L of C, with connected complement such that
L :=
m0⋃
i=0
Ki, m0 ∈ N, m0 ≥ 1, and Ki, i = 0, 1, . . .,m0
to be the connected components of L.
We consider the set
DL := {∆ ∈ P(C) | there exist m0 + 1 smooth Jordan curves δi, for i = 0, 1, . . .,m0
such that ∆ =
m0⋃
i=0
δi, Ki ⊂ Int(δi) and Indδi(Ki) = {1} for every i = 0, 1, . . .,m0 and
m0⋃
i=0
i6=j
δi ⊂ Ex(δj) for every j = 0, 1, . . .,m0}.
By Lemma 1.2 we have DL 6= ∅ and by the proof of Lemma 1.2 we can show easily
that the set DL is uncountable.
The set DL is of course well defined and non empty without any other restriction.
From now on we suppose that
◦
K0 6= ∅.
Let Ω := (C \ L) ∪ {∞}. Then Ω is a proper subdomain of C∞ := C ∪ {∞} and
by the fact that
◦
K0 6= ∅ we take easily that ∂Ω is non-polar. This gives that there
exists the unique Green’s function gΩ for Ω, with pole at infinity [Definition 4.4.1 and
Theorem 4.4.2,[8]]. Let ∆ ∈ DL. We write
θL,∆ := max e
−gΩ(z,∞) := max{x ∈ R | ∃ z ∈ ∆ : x = e−gΩ(z,∞)}.
It is obvious that the number θL,∆ is a well defined positive number in (0, 1), because
∆ is a compact set and the green’s function gΩ is continuous in Ω and ∆ ⊂ Ω \ {∞}.
We define
θL := inf{x ∈ R | ∃ ∆ ∈ DL : x = θL,∆}.
By the above the number θL is a well defined number in [0, 1) and corresponds uniquely
to the compact set L by its definition.
We fix z0 ∈
◦
K0.
We write L1 := L \K0, r0 := dist(z0,K
c
0), h0 := dist(z0, L1).
We have the following lemma.
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Lemma 1.3. By the above definitions we have easily that:
1) r0 > 0
2) r0 < h0
3) h0 < +∞.
Let some ∆ =
m0⋃
i=0
δi ∈ DL.
We fix some w0 ∈ K
c
0 such that: h0 = |z0 − w0|. Obviously there exists the unique
i0 ∈ {1, 2, . . .,m0} such that w0 ∈ Ki0 . We denote
I := [z0, w0] := {z ∈ C | ∃ t ∈ [0, 1] : z = (1− t)z0 + tw0}.
Then we have: δi0 ∩ I 6= ∅.
Proof. We suppose that δ0 ∩ I = ∅ to take a contradiction. Then
I ⊂ δc0. (1)
Because δ0 is a Jordan curve we have
δc0 = Int(δ0) ∪ Ex(δ0). (2)
Because the segment I is connected we take by (1) and (2) that
I ⊂ Int(δ0) or (3)
I ⊂ Ex(δ0). (4)
We suppose that (4) holds. Then
z0 ∈ I ⊂ Ex(δ0)⇒ z0 ∈ Ex(δ0). (5)
We have
z0 ∈
◦
K0 ⊂ K0 ⊂ Int(δ0), (6)
by Lemma 1.2.
By (5) and (6) we have Int(δ0) ∩ Ex(δ0) 6= ∅ that is false. So we have I ⊂ Int(δ0).
Thus
w0 ∈ Int(δ0). (7)
Because w0 ∈ Ki0 ⇒ w0 ∈ Ki0 ⊂ Int(δi0) by Lemma 1.2, so
w0 ∈ Int(δi0). (8)
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By the above we have:
Int(δ0) ∩ Int(δi0) 6= ∅. (9)
We have δi0 ⊂ Ex(δ0). So
δi0 ∩ Int(δ0) = ∅ ⇒ Int(δ0) ⊂ δ
c
i0 .
But
δci0 = Int(δi0) ∪ Ex(δi0).
Thus
Int(δ0) ⊂ Int(δi0) or Int(δ0) ⊂ Ex(δi0). (10)
Because of (9), relation (10) gives
Int(δ0) ⊂ Int(δi0). (11)
Similarly exactly with (11) we take:
Int(δi0) ⊂ Int(δ0). (12)
By (11) and (12) we take:
Int(δ0) = Int(δi0). (13)
By (13) and Theorem 4.41 of [3] we take:
δi0 = ∂Int(δi0) = ∂Int(δ0) = δ0, (14)
that is false because δ0 ∩ δi0 = ∅. So, we have a contradiction that gives us that
δ0 ∩ I 6= ∅. 
In addition to the above we suppose now that every connected component Ki,
i = 1, 2, . . .,m0, of L contains more than one point. We prove now the main result of
this paper.
Theorem 1.4. With the above notations we have:
θL ≥
r0
h0
.
Proof. We consider the number w0 ∈ K
c
0, w0 ∈ Ki0 for some i0 ∈ {1, . . .,m0} as in
Lemma 1.3. We set
V := D(z0, h0) \K0 = D(z0, h0) ∩K
c
0.
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The set V is an open subset of C, obviously and it is easy to see that V ⊂ Ω.
We have w0 ∈ K
c
0. So there exists ε0 > 0 such that D(w0, ε0) ⊂ K
c
0. We set
V1 := D(w0, ε0) ∩D(z0, h0).
It is easy to see that ∅ 6= V1 ⊂ V , so V 6= ∅.
We consider the function g˜ : Ω→R with the formula:
g˜(z) :=
0 if z ∈ ∂Ω
gΩ(z,∞) if z ∈ Ω
}
.
Using Theorem 4.4.9 of [8] it is easy to see that g˜ is continuous. To check this we
remark that Ω is a regular domain because the connected components of L are finite
and every one from them contains more than one point.
We have that V ⊂ Ω and the set V is bounded. So the set V is a compact subset
of Ω where g˜ is continuous, so g˜ takes its maximum value on V in some point w1 ∈ V .
So we have:
g˜(w1) = max
z∈V
g˜(z).
Because V 6= ∅ there exists z2 ∈ V , of course z2 ∈ Ω. By Theorem 4.4.3 of [8] we have
gΩ(z2,∞) > 0⇒ g˜(z0) > 0.
So g˜(w1) ≥ g˜(z2) > 0. But w1 ∈ V ⊂ Ω. If we had w1 ∈ ∂Ω then g˜(w1) = 0 that is
false. So, we have w1 ∈ Ω \ ∂Ω ⇒ w1 ∈ Ω.
We prove now the claim:
∂V ⊂ C(z0, h0) ∪ ∂Ω.
Let some j0 ∈ ∂V . Because V ⊂ Ω ⇒ V ⊂ Ω and ∂V ⊂ V ⇒ ∂V ⊂ Ω.
We suppose that j0 /∈ ∂Ω. Because j0 ∈ Ω we take j0 ∈ Ω. So we have j0 /∈ K0.
But we have
V = D(z0, h0) \K0 ⊂ D(0, h0)⇒ V ⊂ D(z0, h0).
If we have j0 ∈ D(z0, h0), then we have j0 ∈ D(z0, h0) \ K0 = V . But we have
∂V ∩ V = ∅, because V is open, and j0 ∈ ∂V ∩ V , that is false. So j0 /∈ D(z0, h0).
Thus
j0 ∈ V ⊂ D(0, h0) and j0 /∈ D(z0, h0).
So
j0 ∈ C(z0, h0)⇒ |j0 − z0| = h0,
and the proof of this claim is complete.
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We suppose that w1 ∈ V . Let Vw1 to be the unique connected component of V such
that w1 ∈ Vw1 . By the maximum principle Theorem 1.1.8, (a) [8] we have that g˜ is a
constant on Vw1 . Because Vw1 is an open set let ε2 > 0 such that D(w1, ε2) ⊂ Vw1 . Then
g˜(z) = g˜(w1) for every z ∈ D(w1, ε2) of course. By the identity principle, Theorem
1.1.7 [8] we have that g is a constant in Ω, that is false because lim
z→∞
g(z) =∞.
So, we have w1 /∈ V , but w1 ∈ V . Thus, we have w1 ∈ ∂V . Be the previous
claim we have that w1 ∈ C(z0, h0) ∪ ∂Ω. But w1 ∈ Ω ⇒ w1 /∈ ∂Ω. So, we have that
w1 ∈ C(z0, h0)⇒ |w1 − z0| = h0 and w1 ∈ Ω. So we have proved that:
gΩ(w1,∞) > 0, gΩ(w1,∞) = max
z∈V
g˜(z) and w1 ∈ C(z0, h0) ∩Ω.
It is easy to check that ∅ 6= δ0 ∩ I ⊂ V .
We set
C1 := {z ∈ C | | z − z0 |≤ r0}.
It is easy to see that C1 ⊂ K0 ⇒ C1 ⊂
m0⋃
i=0
Ki = L. We set C
c
1 = Ω1. We take Ω ⊂ Ω1,
where we suppose that ∞ ∈ Ω1. By Corollary 4.4.5 [8] we have
gΩ(z,∞) ≤ gΩ1(z,∞), for every z ∈ Ω.
So we have gΩ(w1,∞) ≤ gΩ1(w1,∞).
Let some z1 ∈ V . Then
gΩ(z1,∞) ≤ gΩ(w1,∞).
So
gΩ(z1,∞) ≤ gΩ1(w1,∞) = log
(
|w1 − z0|
r0
)
= log
(
h0
r0
)
⇒ egΩ(z1,∞) ≤
h0
r0
⇒
r0
h0
≤ egΩ(z1,∞) ≤ max
z∈δ0
egΩ(z,∞) ≤ max
z∈∆
egΩ(z,∞) = θL,∆.
So we have:
r0
h0
≤ θL,∆ for every ∆ ∈ LL.
Thus, we take
r0
h0
≤ θL and the proof of this lemma is complete. 
Theorem 1.4 gives us a simple lower bound for the number θL.
We will prove that in some cases this lower bound is optimal in some sense.
More specifically:
Let D be the open unit disc and we denote K0 := D = {z ∈ C | | z |≤ 1} the closed
unit disc, for the sequel.
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We fix some positive natural number, h0 > 1. We set:
Ch0 := {L ⊆ C | L
is compact with connected complement, L =
m⋃
i=0
Ki, m ≥ 1, K0 := D where Ki,
i = 0, 1, . . .,m to be the connected components of L and Ki, i = 1, . . .,m contains more
than one point and dist({0}, L \K0) = h0, h0 ∈ L}.
Of course, by Theorem 1.4 we have:
θL ≥
1
h0
for every L ∈ Ch0 .
We prove the following proposition.
Proposition 1.5. It holds inf{θL, L ∈ Ch0} =
1
h0
.
Proof. We set I := inf{θL, L ∈ Ch0}. Of course, we have
I ≥
1
h0
, (1)
by Theorem 1.4.
It holds
1−
1
h0
> 0.
We prove that for every δ ∈
(
0, 1 −
1
h
)
there exists some L′ ∈ Ch0 such that
θL′ < δ +
1
h0
,
that yields of course that
I ≤
1
h0
, (2)
so by (1) and (2) we take that I =
1
h0
and the proof is completed.
So, we fix some
δ0 ∈
(
0, 1 −
1
h0
)
. (3)
After we fix some
ℓ0 ∈
(
h0
δ0h0 + 1
, h0
)
, (4)
then
1
ℓ0
< δ0 +
1
h0
and ℓ0 > 1.
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After, we fix some
r0 ∈ (0, h0 − ℓ0). (5)
It holds
h0 − ℓ0 < h0 − 1. (6)
After we fix some N0 ∈ N such that:
(h0 − r0)
N0 > 2, (7)
(
h0 − r0
ℓ0
)N0
>
2(h0 − ℓ0)
r0
(8)
ℓN00 > 2 and (9)
(
8h0
h0 − ℓ0
) 1
N0
·
1
ℓ
N0
N0+1
0
< δ0 +
1
h0
. (10)
Finally, we fix some positive number ε0 such that:
ε0 <
1
2
·
1
(2h0)N0
, (11)
ε0 <
r0
2
, (12)
ε0 <
h0 − 1
2
. (13)
We set
K1 := D(h0 + ε0, ε0) := {z ∈ C | | z − (h0 + ε0) |≤ ε0} and L
′ := K0 ∪K1.
We prove that for the compact set L′ we have θL′ < δ0+
1
h0
, where L′ ∈ Ch0 of course.
We fix some natural number n0 > 2.
Let jk, k = 0, 1, . . ., n0 to be the n0-roots of unity, that is
jk := e
2kpii
n0 , k = 0, 1, . . ., n0 − 1.
We set
wk := (h0 + ε0) + ε0jk, k = 0, 1, . . ., n0 − 1.
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We consider the polynomials
p1(z) := z
n0N0 − 1 and
p2(z) :=
n0−1∏
k=0
(z − wk) and
p(z) := p1(z) · p2(z).
It holds
‖p1‖K0 ≤ 2, (14)
‖p2‖K0 ≤ (h0 + 2ε0 + 1)
n0 , so (15)
‖p‖K0 ≤ 2 · (h0 + 2ε0 + 1)
n0 , (16)
we also take
‖p1‖K1 ≤ 1 + (h0 + 2ε0)
n0N0 (17)
‖p2‖K1 ≤ (2ε0)
n0 , so (18)
‖p‖K1 ≤ (2ε0)
n0 · (1 + (h0 + 2ε0)
n0N0). (19)
Using the inequalities r0 < h0, (11) and (12), we take that
2 · ((2ε0) · (h0 + 2ε0)
N0)n0 ≤ 2 · (h0 + 2ε0 + 1)
n0 (20)
and by (16), (19) and (20) we take:
‖p‖L′ ≤ 2 · (h0 + 2ε0 + 1)
n0 . (21)
After we consider the curves δ1 : γ1(t) := ℓ0 · e
2piit, t ∈ [0, 1] and
δ2 : γ2(t) := (h0 + ε0) + r0e
2piit, t ∈ [0, 1]
we have
|p1(z)| ≥ ℓ
n0N0
0 − 1 for every z ∈ δ1
|p2(z)| ≥ (h0 − ℓ0)
n0 for z ∈ δ1.
So, we have
|p(z)| ≥ (ℓn0N00 − 1) · (h0 − ℓ0)
n0 for z ∈ δ1. (22)
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We have also
|p1(z)| ≥ (h0 − r0 + ε0)
n0N0 − 1 for z ∈ δ2
|p2(z)| ≥ (r0 − ε0)
n0 , z ∈ δ2, so
|p(z)| ≥ ((h0 − r0 + ε0)
n0N0 − 1) · (r0 − ε0)
n0 for z ∈ δ2. (23)
Using the above inequalities (8) and (9) we take that
((h0 − r0 + ε0)
n0N0 − 1) · (r0 − ε0)
n0 ≥ (ℓn0N00 − 1)(h0 − ℓ0)
n0 . (24)
We set ∆ := δ1 ∪ δ2.
By (22), (23) and (24) we take:
min
z∈∆
|p(z)| ≥ (ℓn0N00 − 1) · (h0 − ℓ0)
n0 . (25)
Thus, by the inequalities (21) and (25) we take that:
‖p‖L′
min
z∈∆
|p(z)|
≤
2 · (h0 + 2ε0 + 1)
n0
(ℓn0N00 − 1) · (h0 − ℓ0)
n0
. (26)
By inequalities (9) and (13) we take:
2 · (h0 + 2ε0 + 1)
n0
(ℓn0N00 − 1)(h0 − ℓ0)
n0
<
2(2h0)
n0
1
2
ℓn0N00 · (h0 − ℓ0)
n0
. (27)
By inequality (10) we take:(
2 · (2h0)
n0
1
2
ℓn0N00 · (h0 − ℓ0)
n0
) 1
n0N0+n0
< δ0 +
1
h0
. (28)
By inequalities (26), (27) and (28) we have:(
‖p‖L′
minz∈∆ |p(z)|
) 1
n0N0+n0
< δ0 +
1
h0
. (29)
Of course we have ∆ ⊂ C \ L′. We denote ΩL′ := (C \ L
′) ∪ {∞}. It is easy to check
that ∆ ∈ DL′ .
We apply now Bernstein’s Lemma (5.5.7) of [8] for the polynomial p of degree
n0N0 + n0 and for z ∈ ∆ ⊂ ΩL′ \ {∞} and we take:
θL′,∆ ≤
(
‖p‖L′
min
z∈∆
|p(z)|
) 1
n0N0+n0
. (30)
By (29) and (30) we have
θL′ < δ0 +
1
h
, (31)
and the proof of Proposition is complete. 
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We set:
L0 := K0 ∪ {h0} ∈ Ch0 .
We prove now the following proposition.
Proposition 1.6. We have
θL0 =
1
h0
.
Proof. Let some compact set L1 ∈ Ch0 . Obviously, we have: L0 ⊂ L1.
We set: Ω0 := (C \ L0) ∪ {∞} and Ω1 := (C \ L1) ∪ {∞}. Obviously, Ω1 ⊂ Ω0. By
Corollary 4.4.5 [8] we have:
gΩ1(z,∞) ≤ gΩ0(z,∞), z ∈ Ω1.
So
e−gΩ0 (z,∞) ≤ e−gΩ1(z,∞) ⇒ θL0,∆ ≤ θL1,∆, for every ∆ ∈ DL1 . (1)
Of course we have DL1 ⊂ DL0 . We have
{θL0,∆|∆∈DL1} ⊆ {θL0,∆,|∆∈DL0} ⇒ inf{θL0,∆|∆∈DL0} ≤ inf{θL0,∆|∆∈D1}
⇒ θL0 ≤ inf{θL0,∆|∆∈DL1}. (2)
By (1) we have
inf{θL0,∆ | ∆ ∈ DL1} ≤ inf{θL1,∆ | ∆ ∈ D1} = θL1 . (3)
By (2) and (3) we have:
θL0 ≤ θL1 . (4)
By (4) and Proposition 1.5 we have
θL0 ≤
1
h0
. (5)
By the proof of Proposition 1.5, it is easy to see that we can construct a strictly
decreasing sequence of compact sets Ln ∈ Ch0 , such that n >
1
1−
1
h0
, Ln+1 ⊂ Ln, for
n >
1
1−
1
h0
, and θLn <
1
n
+
1
h0
. Of course
⋂
n>aLn = L0, where a :=
1
1−
1
h0
. We
have
( ⋂
n>a
Ln
)c
= Lc0 ⇒
⋃
n>a
Lcn = L
c
0. We set
Ωn := (C \ Ln) ∪ {∞}, n > a,
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so, we have Ω0 =
⋃
n>a
Ωn.
We fix some ∆0 ∈ DL0 . It is easy to see that there exists some m0 > a such that
∆0 ∈ DLn , for every n ≥ m0. Of course we have Ω0 =
⋃
n≥m0
Ω.
By Theorem 4.4.6 [8] we have
lim
n→∞
gΩn(z,∞) = gΩ0(z,∞), z ∈ Ω0, so
lim
n→∞
gΩn(z,∞) = gΩ0(z,∞), for every z ∈ ∆0.
Of course
Ωn ⊂ Ωn+1, n ≥ m0, so
gΩn(z,∞) ≤ gΩn+1(z,∞), n ≥ m0.
This gives that the sequence of functions {−gΩn , n ≥ n0} is a decreasing sequence
of continuous functions on the compact set ∆0, so by Dini’ Theorem we have that
gΩn→gΩ0 on ∆0 uniformly.
We fix some positive number ε0. Then there exists some m1 ≥ m0 such that
|gΩn(z,∞) − gΩ0(z,∞)| < ε0 for every z ∈ ∆0, n ≥ m1,
so we take
gΩ0(z,∞)− gΩn(z,∞) < ε0, z ∈ ∆0, n ≥ m1
⇒ egΩ0 (z,∞) < eε0 · egΩn (z,∞), z ∈ ∆0, n ≥ m1
⇒ e−ε0−gΩn(z,∞) < e−gΩ0 (z,∞), z ∈ ∆, n ≥ m1
⇒ e−ε0θLn,∆0 < θL0,∆0 , n ≥ m1
⇒ e−ε0θLn < θL0,∆0 , n ≥ m1
⇒ e−ε0
1
h0
< θL0,∆0 .
This holds for every ε > 0, so
1
h0
≤ θL0,∆0 . This inequality holds for every ∆ ∈ DL0 ,
so
1
h0
≤ θL0 . (6)
By (5) and (6) we have θL0 =
1
h0
and the proposition is complete. 
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2 Final step of the proof of Theorem 0.2: θL = ρL
So, by the above Theorem 1.4 we have proved that the number θL is positive and
we have found an easy-computed (in all simple cases) lower bound of θL.
For the sequel, we refer to [8] for the respective terminology.
More specifically:
For the definition of Harnack distance see Definition 1.3.4. We note that the Har-
nack distance is a continuous function. For the definition of logarithmic capacity see
Definition 5.1.1. For the definition of a Fekete n-tuple and the n-th diameter δn(K) of
a compact set K ⊆ C see Definition 5.5.1.
For the definition of a Fekete polynomial of degree n ≥ 2 see Definition 5.5.3, for
some compact set K. If A ⊆ C and F : A→C be a complex function we denote
‖F‖A := sup{x ∈ R | ∃ a ∈ A : x = |F (a)|} ∈ [0,+∞].
We remind here (Bernstein’s Lemma) Theorem 5.5.7 of [8].
Let L be a non-polar compact subset of C, and let Ω be the component of
(C ∪ {∞})rL containing ∞. If qn is a Fekete polynomial of degree n ≥ 2, for L then(
|qn(z)|
‖qn‖L
)1/n
≥ egΩ(z,∞)
(
c(L)
δn(L)
)TΩ(z,∞)
for every z ∈ Ωr{∞} (∗)
We consider now the fixed set L of our work, where L =
m0⋃
i=0
Ki, m0 > 1,
◦
K0 6= ∅ and
Ki, i = 1, . . .,m0, contains more than one point, Ki, i = 0, 1, . . .,m0 are the connected
components of L and Lc is connected.
We choose some Fekete polynomial qm, for every m = 2, 3, . . ., for L, and we fix
them for the sequel.
We set
inf
z∈∆
|qm(z)| := inf{x ∈ R | ∃ z ∈ ∆ : x = |qm(z)|} for every m = 2, 3, . . ., ∆ ∈ DL.
By the above terminology we get the following lemma using inequality (∗).
Lemma 2.1. For every positive constant c ∈ (θL, 1) there exists some ∆ ∈ DL and
some natural number mL,∆,c that depends only on L,∆ and c such that:
‖qn‖L
inf
z∈∆
|qn(z)|
< cn, for every n ≥ mL,∆,c.
Proof. Take arbitrary c ∈ (θL, 1). By the definition of the number θL we can take
some ∆ ∈ DL such that θL < θL,∆ < c, where ∆ depends on L, c.
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We fix some m0 ≥ 2. By (∗) we get(
‖qm0‖L
|qm0(z)|
)1/m0
≤
1
egΩ(z,∞)
(
δm0(L)
c(L)
)TΩ(z,∞)
for every z ∈ ∆.
So we have (
‖qm0‖L
|qm0(z)|
)1/m0
≤ θL,∆ ·
(
δm0(L)
c(L)
)‖TΩ‖∆
(1)
By (1) we have:(
‖qm0‖L
inf
z∈∆
|qm0(z)|
)1/m0
≤ θL,∆ ·
(
δm0(L)
c(L)
)‖TΩ‖∆
for every m0 ≥ 2. (2)
By Fekete-Szego¨ Theorem (Theorem 5.5.2) we have that
δm(L)→c(L) as m→+∞. (3)
The number θL,∆ depends only on ∆ and L.
Thus, because θL,∆ < c. (4) there exists some natural number m(0,∆) = m∆ that
depends on ∆ such that
‖qm‖L
inf
z∈∆
|qm(z)|
< cm for every m ∈ N, m ≥ m∆,
by (2), (3) and (4).
This completes the proof. 
We will need also a proposition that is a variation of the well known Bernstein-Walsh
Theorem.
Proposition 2.2. Let some compact set L =
m0⋃
i=0
Ki, m0 ∈ N, as above where Ki,
i = 0, 1, . . .,m0 are the connected components of L. Let some complex polynomials pj,
j = 0, 1, . . .,m0. We consider the function F : L→C that is defined by the following
formula:
F (z) = pj(z) if z ∈ Kj for every j = 0, 1, . . .,m0.
Then, for every positive number c ∈ (θL, 1), there exists ∆ ∈ DL, that depends on L, c,
some natural number m = m∆ that depends on ∆, some positive constant A = A∆,F
that depends on ∆,F and some sequence of polynomials (Sj) that depends on ∆,F so
that the following inequality holds:
‖F − Sm‖L < A · c
m for every m ∈ N, m ≥ m∆, deg(Sm) ≤ m− 1.
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Proof. We consider the compact set L =
m0⋃
i=0
Ki, the polynomials pj, j = 0, 1, . . .,m0
and the complex function F as in the suppositions of this proposition. We fix some
positive number c0 ∈ (θL, 1). After we fix some ∆ = ∆L,c0 ∈ DL that depends on L, c0
such that θL,∆ ∈ (θL, c0).
Afterwards we apply Lemma 2.1 and we get that there exists some natural number
m∆ > 2 that depends on ∆ such that:
‖qn‖L
inf
z∈∆
|qn(z)|
< cn0 , for every n ∈ N n ≥ m∆ > 2. (1)
Let ∆ =
m0⋃
i=0
δi where δi, i = 0, 1, . . .,m0 are the connected components of ∆. There
exist Vi, i = 0, 1, . . .,m0 bounded simply connected domains pairwise disjoint such that
δi ⊂ Vi for every i = 0, 1, . . .,m0 by the proof of Lemma 1.2.
We set V :=
m0⋃
i=0
Vi.
We consider the function Φ : V→C by the following formula:
Φ(z) = pj(z) for every z ∈ Vj for every j = 0, 1, . . .,m0.
Of course we have Φ ↾L= F , and Φ is holomorphic.
We consider some fixed sequence (qm), m ≥ 2 of Fekete polynomials for L of degree
m, m ≥ 2. We define now the functions rm : L→C with the formula:
rm(w) :=
m0∑
j=0
1
2πi
∫
δj
Φ(z)
qm(z)
·
qm(w) − qm(z)
w − z
dz (2)
for every m ∈ N, m ≥ 2, w ∈ L. For every m ≥ 2, the functions rm are polynomials of
degree at most m− 1 as we can see easily.
It is obvious that
m0∑
j=0
Indδj (a) = 0 for every a ∈ CrV .
We fix some n0 ≥ 2.
We apply now the global Cauchy’s integral formula for the function Φ and the
smooth Jordan curves δj , j = 0, 1, . . .,m0 and we take:
m0∑
j=0
Indδj (w) · Φ(w) =
m0∑
j=0
1
2πi
∫
δj
Φ(z)
z − w
dz for every w ∈ Vr∆. (3)
By (2) and (3) we get:
Φ(w)− rn0(w) =
m0∑
j=0
1
2πi
∫
δj
Φ(z)qn0(w)
(z − w)qn0(z)
dz for every w ∈ L. (4)
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We set ℓj = length(δj) for every j = 0, 1, . . .,m0, λ0 :=
m0∑
j=0
ℓj ,
dist(∆,L) := min{x ∈ R | ∃ z1 ∈ ∆, z2 ∈ L : x = |z1 − z2|}.
After we define the number:
A :=
λ0 · ‖Φ‖L
2π · dist(∆,L)
. (5)
Of course the above number A depends on F,∆. By (4) and (5) we take easily that:
‖F − rn0‖L ≤ A ·
‖qn0‖L
inf
z∈∆
|qn0(z)|
. (6)
Of course, the positive number A is independent from the natural number n0.
So by (6) we get:
‖F − rn‖L ≤ A ·
‖qn‖L
inf
z∈∆
|qn(z)|
for every n ∈ N, n ≥ 2. (7)
By (1) and (7) we get that:
‖F − rn‖L < A · c
n
0 for every n ∈ N, n ≥ mL,∆,c0, (8)
where the natural number m∆ depends on ∆, the set ∆ depends on L, c0, the positive
number c0 depends on L, the constant A depends on F,∆ and the polynomials rn, n ≥ 2
depend on F,∆.
The above inequality (8) completes the proof of this proposition for Sm = rm,
m ≥ 2. 
The above Proposition 2.2 gives some important role to the number θL. It shows
that the number θL plays a crucial role in the problem of approximation by polynomials.
We connect here the number θL with an other number that is a characteristic for
the compact set L. This number is the well known number that is called the asymptotic
convergence factor and is noted ρL as usually, see [6], [10] and [11].
First of all we define here the number ρL.
Let L :=
m0⋃
i=0
Ki, m0 ∈ N be some compact set and Ki, i = 0, 1, . . .,m0, are simple
compact sets pairwise disjoint. Let
A(L) := {f : L→C | f is continuous on L and holomorphic on
◦
L}.
We consider the space A(L) endowed with the supremum norm ‖ · ‖∞. As it is well
known the space (A(L), ‖ · ‖∞) is a Banach Algebra. We fix some polynomials pj,
j = 0, 1, . . .,m0 such that pi 6= pj for every i, j ∈ {0, 1, . . .,m0}, i 6= j.
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We consider the function f : L→C, that is defined by the following formula:
f(z) = pj(z) if z ∈ Kj for every j = 0, 1, . . .,m0.
Of course f ∈ A(L) but f is not a polynomial.
Let n ∈ N, n ≥ 1 be some natural number and
Vn := {q : L→C | q is a polynomial of degree at most n}.
We note tf,n := dist(Vn, f) for n = 1, 2, . . . . Of course Vn ⊂ A(L) for every
n = 1, 2, . . ., . . . and the space Vn is a closed vector proper subspace of A(L).
(Of course the space A(L) has a non-denumerable hamel basis whereas the space
Vn has dimension n for every n = 1, 2, . . . .). The number tf,n is positive for every
n = 1, 2, . . . as the distance of the closed subset Vn of A(L) from the compact set
{f} ⊂ A(L) where f /∈ Vn for every n = 1, 2, . . . . It is well known that there exists
some hn ∈ Vn such that ‖f − hn‖ = tf,n for every n = 1, 2, . . . and this polynomial hn
is unique. (See [13]).
Of course, the sequence tf,n is decreasing and by Mergelyan’s Theorem (or Runge’s
Theorem) [9] we have that lim
n→+∞
tf,n = 0.
But Mergelyan’s Theorem (or Runge’s Theorem) does not tell us something about
the rate of convergence of the sequence tf,n is general.
However, in this specific case where f is a polynomial on every compact set Ki, i =
0, 1, . . .,m0, we have by Bernstein-Walsh Theorem and our Proposition 2.2 information
about the rate of convergence of the sequence tf,n that tends to zero with an exponential
rate, that is very fast.
Now, it is well known that there exists some positive number ρL ∈ (0, 1) such that:
lim sup
n→+∞
t
1/n
f,n = ρL (see [13], [6]).
The number ρL depends only on the compact set L and is independent from the
specific function f .
The number ρL is called the asymptotic convergence factor for the compact set L.
We have the following very important information about the number ρL below.
Proposition 2.3. By the previous notations we have that: ρL = θL.
Proof. We take some ∆ ∈ DL.
Let ∆ =
m0⋃
i=0
δi where δi, i = 0, 1, . . .,m0 be the connected components of ∆.
Let Gi, i = 0, 1, . . .,m0 be bounded simply connected domains, pairwise disjoint
such that δi ⊂ Gi for i = 0, 1, . . .,m0, (using the proof of Lemma 1.2).
We consider m0 + 1 polynomials pi, i = 0, 1, . . .,m0 where pi 6= pj for every i, j ∈
{0, 1, . . .,m0}, i 6= j. We define the holomorphic function F : G→C, where G :=
m0⋃
i=0
Gi
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with the following formula:
F (z) = pi(z) for every z ∈ Gi, i = 0, 1, . . .,m0.
We apply Proposition 2.2 and for the above function F there exists a sequence of
polynomials rn, n ≥ 2, some positive number A and some natural number n0 such that
‖F − rn‖L < A · c
n
0 for every n ≥ n0
for some positive constant c0 ∈ (θL,∆, 1), (see the proof of Lemma 2.1 also).
This gives that:
lim sup
n→+∞
‖F − rn‖
1/n
L ≤ c0. (1)
Let Sn, n = 2, 3, . . . be the unique polynomial of degree at most n (that there exists see
[13]) that minimizes the quantity ‖F −Sn‖L. We write tF,n := ‖F −Sn‖ for simplicity.
It is known [13], [6],
lim sup
n→+∞
t
1/n
F,n = ρL. (2)
By the definition of the number tF,n we have of course:
tF,n ≤ ‖F − rn‖ for n ≥ 2. (3)
By (1), (2) and (3) we get: ρL ≤ c0. But the number c0 is some arbitrary positive
number such that θL,∆ < c0 < 1. This gives that ρL ≤ θL,∆. Because this holds for
every ∆ ∈ DL we get
ρL ≤ θL. (4)
Now ρL = exp(−gc) where gc is the critical potential (see [6]) and
γ := {z ∈ C : gΩ(z) = gc} is the critical level curve where Ω := (C∪{∞})rL and gΩ is
the Green’s function for L. It is simple to see by the continuity of gΩ that there exists
a sequence of curves ∆n, n = 1, 2, . . ., where ∆n ∈ DL for n = 1, 2, . . . such that
θL,∆n→ρL as n→+∞. (5)
By (4) and (5) we obtain that ρL = θL and the proof of this proposition is
complete. 
Replacing in Theorem 1.4 the compact set K0 by any Kj for j = 1, . . . ,m and using
Proposition 2.3 the proof of Theorem 0.2 is complete.
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