In the random acceleration process a point particle moving in one dimension is accelerated by Gaussian white noise with zero mean. Although several fundamental statistical properties of the motion have been analyzed in detail, the statistics of occupation times is still not well understood. We consider the occupation or residence time T + on the positive x axis of a particle which is randomly accelerated on the unbounded x axis for a time t. The first two moments of T + were recently derived by Ouandji Boutcheng et al. [1] .
Introduction
In the random acceleration process the variables, x and v, evolve according to
where η(t) is Gaussian white noise, with η(t) = 0 and η(t)η(t ′ ) = 2δ(t − t ′ ). The quantities
x and v may be interpreted as the position and velocity of a particle moving on the x axis and subject to a random force. Another interpretation is to regard v(t) as the position of a particle making a one-dimensional random walk and x(t) as the area under the corresponding Brownian curve. Still other interpretations are found in physical applications to semiflexible polymers [2, 3, 4, 5] , interface growth [6, 7, 8] , and the Burgers equation [9] .
Several of the fundamental statistical properties of randomly accelerated motion have been anayzed in detail. The probability density G(x, v; x 0 , v 0 ; t) for propagation from initial values (x 0 , v 0 ) to (x, v) in a time t is known both for propagation on the unbounded line −∞ < x < ∞ and for propagation on the half line x > 0 with an absorbing boundary condition at the origin [2, 10, 11, 12, 13, 14] . Partially absorbing and inelastic boundaries have also been considered [15, 16] . In addition, there are some exact results for motion on the finite line 0 < x < L [17, 18, 19] . For recent reviews of random acceleration statistics, with emphasis on first-passage properties, see [20, 21] .
Despite this progress, the statistics of occupation times for randomly accelerated motion is still not well understood. For early work on the statistics of occupation times and applications to various stochastic processes, see [20, 22, 23, 24, 25, 26] and references therein. The particular occupation or residence time considered in this paper is the time T + spent on the positive x axis by a particle with initial position x 0 and initial velocity v 0 , which is randomly accelerated on the unbounded x axis for a time t. In the case of random walk statistics, both T + and T m , the time at which the walker reaches its maximum excursion from the starting point, are distributed according to Lévy's arcsine law [22, 27] . For random acceleration statistics Majumdar et al. [28] have derived the distribution of T m . The distribution of T + is still unknown, but its first two moments were recently calculated by Ouandji Boutcheng et al. [1] , who obtained
where erf denotes the error function [29] . From the expression for T 2 + (0, 0, t) in (4) and the result T 2 m (0, 0, t) = 5 12 t 2 ≈ 0.416 667 t 2 of [28] , and from Monte Carlo calculations of the distributions of T + and T m reported in [1] , it is clear that the distributions of T + and T m are very similar, but not identical. Section 2 of this paper begins with the same generating-function formalism for the distribution of T + and its moments as in [1] . The generating function is then expanded in a set of basis functions which have proved useful in studying random acceleration on the half line [2, 11, 28] . To calculate the generating function, one needs to determine the expansion coefficients. In Section 3 this crucial step is reduced to the problem of solving an integral equation.
In Section 4 the integral equation is solved to low orders in a perturbation expansion, and in Section 5 results for the first five moments of T + are presented. Section 6 contains concluding remarks.
Generating function
A quantity of central importance in our study is the generating function
also considered in [1] . Here θ(x) is the usual unit step function, and the angular brackets denote an average over the possible paths of a randomly accelerated particle with initial position x 0 and initial velocity v 0 . The moments of T + are related by
to derivatives of the generating function, and the distribution of T + ,
is the inverse Laplace transform of the generating function.
Below, we will make use of the symmetric property
which follows from the facts that (i) the residence times T + and T − on the positive and negative x axes satisfy T + + T − = t, and (ii) the distribution of T − for a particle with initial conditions x 0 , v 0 is the same as the distribution of T + for a particle with initial conditions
The generating function defined by (5) 
as follows, for example, from path integral considerations. To simplify the notation, the subscripts of x 0 and v 0 have been dropped in (9) . Forming the Laplace transform t → s of (9) and using the initial condition Q p (x, v, 0) = 1 leads to
. The Laplace transform of the symmetry property (8) has the formQ
Let us look for a solution to the differential equation (10) in terms of the basis functions
where Ai(z) denotes the standard Airy function [29] . The combined set of functions ψ s,F (v), ψ s,F (−v), with 0 < F < ∞, is complete on the interval −∞ < v < ∞, and this basis has been used to good advantage in studying randomly accelerated motion on the half line [2, 11, 28] .
The functions (12) satisfy the Airy differential equation
the orthonormality conditions
and the closure relation
In terms of these basis functions the most general solution of (10) which does not diverge for x → ±∞ is given bỹ
To avoid a term proportional to δ(x) when the general solution (17) is substituted into differential equation (10),Q p (x, v, s) must be continuous at x = 0. This leads to the matching
3 Integral equations for a(F )and b(F )
To calculate the generating function Q(x, v, t) using (17), one must first determine the unknown functions a(F ) and b(F ). In this section separate integral equations for a(F ) and b(F ) are derived from the matching condition (18) .
With the help of the expansion
in terms of the basis functions (12) , which is derived in Appendix A, equation (18) may be rewritten as
Solving (20) for a in terms of b and b in terms of a, using the orthonormality properties (14), (15), we obtain the coupled integral equations
where
A derivation of the result (23) is given in Appendix B. To decouple (21) and (22), we substitute (22) on the right side of (21) . This leads to an inhomogeneous Fredholm integral equation of the second kind, with a symmetric kernel,
for the unknown function a ( (17), (23), (25), and (26), the solution to the integral equation (24) completely determines the generating function. However, solving the integral equation exactly appears extremely difficult, due to the complicated kernel (23), (26) . In this section we calculate a(F ) andQ p (0, 0, s) perturbatively to fourth order in powers of p, confirming and extending the second order results in [1] . With little extra work the fourth order results are extended to fifth order in the following section.
Expanding the quantity a 0 (F ), defined in (23) and (25) , to fourth order in p, one finds
On changing the integration variable from G to z = 1 + F/G, integrating the term involving Ai ′ (ξ) by parts, and utilizing the Airy differential equation Ai ′′ (ξ) = ξAi(ξ), equation (27) takes the form
With the help of Mathematica, all of the integrals in (28) can be evaluated explictly in terms of generalized hypergeometric functions.
The integral equation a = a 0 + Ka in (24) has the iterative solution a = a 0 + Ka 0 + KKa 0 + ... Since a 0 (F ) in equations (23)- (26) is O(p) and
we only need to consider the first two terms, a 0 + Ka 0 , to obtain a(F ) to 4th order in p.
The first term, a 0 (F ), is shown to 4th order in p in (28) . The second term, Ka 0 , has the expansion
In analyzing the integrals in (30)-(31), we make the substitutions H = F/h and G = H/g = F/(gh), which lead to
We now specialize to the case of a particle which begins at the origin with velocity zero.
According to equations (12) and (17), the generating functionQ p (x 0 , v 0 , s) for these initial conditions is given bỹ
Let us denote the contributions to the right side of (34) from a 0 (F ),..., a 3 (F ) in equations 
one obtainsQ
Substituting expression (32) for a 1 (F ) in (34) leads to the triple integral
Integrating over g analytically and then over h and x numerically, using Mathematica, gave a result consistent withQ
with an uncertainty in the numerical prefactor less than 10 −12 . That (40) is not just an excellent approximation but is exact is shown in the next section.
Substituting expression (33) for a 2 (F ) in (34) leads to the triple integral
This integral can be written more compactly, without derivatives of Airy functions, by rewriting the square bracket as
and then integrating by parts. This yields
Performing the integral in (43) over g analytically and then over h and x numerically, using Mathematica, one finds that the contributions of the terms 2/(1 + h) and −2/(1 + g) in the integrand cancel on integration with an uncertainty less than 10 −14 . Presumably the cancellation is exact, although we have not succeeded in showing this analytically. Thus, within this minute uncertainty,Q
p (0, 0, s) is entirely determined by the integral of the first of the sum of three terms. Since the integral of that term is the same as in (39) and (40), apart from the prefactor, we conclude that
Substituting expression (33) for a 3 (F ) in (34) leads to the quadruple integral
Integrating over z analytically and then over g, h, and x numerically, using Mathematica, gavẽ
believed to be correct to the number of digits shown. This completes the evaluation of all the contributions toQ p (0, 0) through order p 4 .
Moments of the Occupation Time T +
Continuing to specialize to initial conditions x 0 = 0, v 0 = 0, we note that the generating functions Q p (0, 0, t) and e pt/2 Q p (0, 0, t) defined by (5) have the expansions
in terms of moments of T + . Here and throughout the remainder of the paper we use the shorthand T n + ≡ T n + (0, 0, t). According to the symmetry property (8) , e pt/2 Q p (0, 0, t) = e −pt/2 Q −p (0, 0, t) is an even function of p. Together with (48), this implies
This result can be understood very simply. For a particle which begins at rest at the origin, the residence times T + and T − = t − T + on the positive and negative axes are identically 
In general T n + for n odd is determined by the 0 th , 2 nd , ..., (n − 1) st moments of T + . Combining the contributions (38), (40), (44), and (46) toQ p (0, 0, s) through order p 4 , performing the inverse Laplace transform s → t, comparing with (6) or (47) to identify the moments, and making use of (52), we obtain Q P (0, 0, t) to order p 5 and the corresponding 5 moments of T + . In terms of the quantity ǫ = 0.000 872 073 2,
defined in (45) and (46) and obtained by numerical integration,
These are our main findings. The results (56) and (57) for the first two moments are consistent with [1] , and the third moment (58) follows immediately from the second moment and (51). That the O p 3 calculation in the preceding section leads to the same result for the third moment proves our conjecture that the quantityQ These results for the moments can also be summarized as
For comparison we show the generating function and moments of the time T m at which a particle, initially at rest at the origin and randomly accelerted for a time t, reaches its maximum displacement [28] . In terms of the hypergeometric function 2 F 1 and the modified Bessel function I ν [29] , 
t n , n even , 
Apart from the first moment, all of the moments of T + are slightly smaller than the corresponding moments of T m , in accordance with the conclusion of [1] that the distributions of T + and T m are very similar but not identical.
Concluding Remarks
We close by comparing the approach of this paper with that of Ouandji Boutcheng et al. [1] .
In both papers moments of T + are calculated by solving an integral equation to low orders in p, but the integral equations considered in the two papers are different.
The results of [1] are based on the integral equation
It is obtained by integrating differential equation (9) with the Green's function [2] G(
which is the probability density for propagation on the unbounded x axis from (x, v) to (x ′ , v ′ ) in a time t. The expressions (2)-(4) for the first two moments of T + follow from iterating (71) to order p 2 and using the relation (6) The results of this paper, on the other hand, were derived from integral equation (24) for the expansion coefficient a(F ) in the general solution (17) for the generating function. In contrast to the triple integral in (71), there is only a single integral on the right-hand side of (24) . However, the complicated kernel K(F, G), shown in (23) and (26), involves special functions and an additional integral over the variable H. Since a 0 (F ) and K(F, G) are of order p and p 2 , respectively, only one iteration of the integral equation (24) is required to obtain 1 The integration over t ′ in (71) can be eliminated by forming the Laplace transform t → s of (71) and using the Laplace transform of G given in equation (8) of [2] . Even with these steps it still appears extremely difficult to solve the integral equation analytically beyond order p 2 .
a(F ) to fourth order. Even so, we needed numerical integration to evaluate the fourth-order contribution (45).
Each of the integral equations (24) and (71) determines not only the first few moments of T + but the entire distribution (7) of T + . The determination of this distribution is a challenging unsolved problem.
Appendix A: Derivation of the identity (19) Expression ( 
and rewriting this as
with the help of the Airy differential equation (13) . Differential equation ( We note that (19) is also consistent with the exact result
It may be derived by first calculatingQ p (0, v, s) to first order in p, using the upper line of (17) and equation (21), which implỹ
Differentiating this expression with respect to p, as in (6), we then obtain 
which follows from integration by parts, with the Airy differential equation (13) 
With the help of definition (12) and the integral representation [29] Ai(z) = 1 2π
the integral on the right side of (79) can be written as 
In rewriting (82) in the form (83), we have again utilized the integral representation (80) of the Airy function.
The final expression for k(F, G) in (23) follows from substituting (83) in (79). Note that k(F, G) vanishes in the limit p → 0, in accordance with the orthonormality property (15) .
