Bethe Ansatz and the Spectral Theory of affine Lie algebra--valued
  connections II. The non simply--laced case by Masoero, Davide et al.
BETHE ANSATZ AND THE SPECTRAL THEORY OF AFFINE
LIE ALGEBRA–VALUED CONNECTIONS II.
THE NON SIMPLY–LACED CASE
DAVIDE MASOERO, ANDREA RAIMONDO, DANIELE VALERI
Abstract. We assess the ODE/IM correspondence for the quantum g-KdV
model, for a non-simply laced Lie algebra g. This is done by studying a
meromorphic connection with values in the Langlands dual algebra of the affine
Lie algebra g(1), and constructing the relevant Ψ-system among subdominant
solutions. We then use the Ψ-system to prove that the generalized spectral
determinants satisfy the Bethe Ansatz equations of the quantum g-KdV model.
We also consider generalized Airy functions for twisted Kac–Moody algebras
and we construct new explicit solutions to the Bethe Ansatz equations. The
paper is a continuation of our previous work on the ODE/IM correspondence
for simply-laced Lie algebras.
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0. Introduction
The ODE/IM correspondence is a rich and surprising link between the theory of
quantum solvable integrable models and the spectral analysis of linear differential
operators. The origin of the correspondence goes back to [13, 4], where it was proved
that the spectrum of certain Schroedinger operators is encoded in the Bethe Ansatz
equations of the quantum KdV model. Such a discovery has boosted a remarkable
research activity, especially in the physical literature, that did not result in a general
theory but produced large number of generalizations – see e.g. [11, 6, 10, 22, 19,
28, 35, 34, 27, 12, 1, 3] – linked with a variety of deep theories, such as generalized
quantum KdV, Drinfeld-Sokolov hierarchies [14], the geometric Langlands duality
and N=4 SYM.
The crucial step in our construction of the ODE/IM correspondence is based on
the idea of Feigin and Frenkel [19] that the differential operator corresponding to
quantum g-KdV should be an affine oper with values in the Langlands dual of the
affine Lie algebra g(1). Following this idea as well as some further developments
contained in [34], we proved in [29] the ODE/IM correspondence in the case when
g is simply laced. In the present paper we study the ODE/IM correspondence for
quantum g-KdV models for a non simply-laced simple Lie algebra g.
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The integrability of the quantum g-KdV model, first constructed in [18], is ex-
pected 1 to be encoded in n = rank g entire functions Q(1), . . . , Q(n) satisfying the
g-Bethe Ansatz equations [33, 10]:
n∏
j=1
ΩCijβj
Q(j)(Ω
Cij
2 E∗)
Q(j)(Ω−
Cij
2 E∗)
= −1 , (0.1)
for every E∗ ∈ C such that Q(i)(E∗) = 0. In equation (0.1), Ω and the βj ,
j = 1, . . . , n, are free parameters and C = (Cij)ni,j=1 is the symmetrized Car-
tan matrix of the Lie algebra g. Note that in the simply-laced case C = C and thus
(0.1) generalizes the simpler ADE Bethe Ansatz [37, 10, 29].
In order to establish an ODE/IM correspondence for the Lie algebra g, the object
to study is a meromorphic connection on the complex plane, introduced in [19] (see
also [34]), with values in the Langlands dual Lie algebra Lg(1) of the untwisted affine
Kac–Moody algebra g(1). The algebra Lg(1) is an affine Kac-Moody algebra of type
g˜(r), where g˜ is simply-laced simple Lie algebra and r = 1, 2, 3 is the order of a
diagram automorphism of g˜, see Table 1. The algebra Lg(1) is an affine Kac-Moody
algebra of type g˜(r), where g˜ is simply-laced simple Lie algebra and r = 1, 2, 3 is
the order of a diagram automorphism of g˜, see Table 1. The connection reads
L(x,E) = ∂x + `
x
+ e+ p(x,E)e0 , (0.2)
where ` is a generic element of the Cartan subalgebra h˜0 of the simple Lie algebra
g˜0 ⊂ g˜(r) (see Table 2), and e =
∑n
i=1 ei, where e0, e1, . . . , en are the positive
Chevalley generators of Lg(1). Finally, the potential p has the form p(x,E) =
xMh
∨ −E, where M > 0 and h∨ is the dual Coxeter number of g(1). The choice of
a potential of this form is expected to correspond to the ground state of quantum
g-KdV [10, 19], and we stick to these potentials for simplicity. Notice, however, that
all proofs work with minor modifications for the more general potentials discussed
in [6, 19, 3], which should correspond to higher states of the theory. As shown
in Table 1, when g is simply-laced then the algebra g(1) is self-dual: Lg(1) = g(1).
Therefore, in this case we have r = 1 and g˜ ' g, and the connection (0.2) coincides
with the one we studied in [29]. Otherwise, r > 1 and Lg(1) is a twisted affine
Kac-Moody algebra.
1The Bethe Ansatz equation (0.1) are expected to hold for the eigenvalues Q(i)(E) of the Q
operators of the quantum g-KdV model. However, these operators were constructed only in the
case g = sl2, in [5], and g = sl3, in [2].
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g(1) Lg(1) = g˜(r) h∨
A
(1)
n , n ≥ 1 A(1)n n+ 1
B
(1)
n , n ≥ 3 A(2)2n−1 2n− 1
C
(1)
n , n ≥ 2 D(2)n+1 n+ 1
D
(1)
n , n ≥ 4 D(1)n 2n− 2
E
(1)
n , n = 6, 7, 8 E
(1)
n 3(n2 − 11n+ 34)
F
(1)
4 E
(2)
6 9
G
(1)
2 D
(3)
4 4
Table 1: Langlands correspondence for untwisted affine Lie algebras
The g–Bethe Ansatz will be obtained by choosing suitable finite dimensional
representations of Lg(1). Indeed, for every finite dimensional representation of Lg(1),
the connection (0.2) yields the linear differential equation
L(x,E)Ψ(x,E) = 0 , (0.3)
which has two singular points: a regular singularity in x = 0 and an irregular sin-
gularity in x = ∞. The existence of a subdominant (at ∞) solution to equation
(0.3) depends on the choice of the representation, but if a subdominant solution
exists, then a natural generalization of the spectral problem for the Schrödinger
operator arises by considering the behavior at 0 of the subdominant solution. Since
the g–Bethe Ansatz will be obtained from the study of the generalized spectral
problems, a first criterion to select the correct representations of Lg(1) is to require
the equation (0.3) to admit a subdominant solution in that representation.
A second crucial role in the construction of the Bethe Ansatz is played by the
so-called Ψ−system [10, 29]. This is a system of quadratic relations among the n =
rank g subdominant solutions Ψ(i)(x,E) defined on distinguished representations
V (i), i = 1, . . . , n, of Lg(1). It reads
mi
(
Ri
(
ψ
(i)
−Di2
) ∧ ψ(i)Di
2
)
=
⊗
j∈I
Bij−1⊗
`=0
ψ
(j)
Bij−1−2`
2r
, i = 1, . . . , n, (0.4)
where Di is the i-th element of the symmetrizing matrix D = diag (D1, . . . , Dn),
namely C = DC, where C is the Cartan matrix of g, and B = 21n − C denotes
the incidence matrix of g. In addition, Ri is a certain isomorphism of representa-
tions of Lg(1), which reduces to the identity map if Di = 1. In the simply-laced
case, the Ψ−system (0.4) coincides with the one studied in our previous paper [29].
The existence of the Ψ−system was conjectured in [10] (and there proved in the
case An) and proved for a simply-laced Lie algebra in [29]. The construction of the
Ψ−system for non simply-laced Lie algebras was unknown before the present paper.
Although the problem considered in the present work shares some similarities
with the simply-laced case, we stress that the extension of the ODE/IM correspon-
dence to the case of a non simply-laced Lie algebra g is highly non trivial, as the
appearance of the twisted Kac-Moody algebra Lg(1) = g˜(r) provides new difficulties.
First, in the simply-laced case we chose the representations V (i) of the untwisted
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Kac-Moody algebra Lg(1) = g(1), i = 1, . . . , n = rank g, to be some evaluation rep-
resentations of the fundamental representations of g. To construct the Ψ-system
and the Bethe Ansatz for a non simply-laced Lie algebra g, we need to properly
select the representations V (i) of the twisted Kac-Moody algebra Lg(1) = g˜(r), for
i = 1, . . . , n = rank g, among the evaluation representations of the rank g˜ > n
fundamental representations of g˜.
Another problem arises in the study of the element Λ =
∑n
i=0 ei ∈ Lg(1), whose
spectrum in the representations V (i)’s plays an extremely important role in the
proof of the ODE/IM correspondence. In our previous work [29], we were able to
explicitly diagonalize Λ due to the fact that in the case of an untwisted Kac-Moody
algebra Λ is the eigenvector of a Killing-Coxeter element. However, for twisted
Kac-Moody algebras, Λ is not the eigenvector of a Killing-Coxeter element (nor a
twisted Killing-Coxeter element), and the study of its spectrum requires a different
approach. Finally, the Langlands duality, which was hidden in the simply-laced
case, has now to be explicitly taken in account, and the whole construction of
the correspondence from the connection (0.2) to the Bethe Ansatz (0.1) has to be
modified accordingly.
For the sake of completeness, and to provide a unifying presentation to the
ODE/IM correspondence, the results of the present paper are stated for an arbi-
trary simple Lie algebra. However, the proofs are provided in detail for the non
simply laced case only, as in the simply laced case they were already obtained in [29].
The paper is organized as follows. In Section 1 we review some basic facts about
the theory of Lie algebras, diagram automorphisms of Lie algebras, Kac-Moody Lie
algebras and their finite dimensional representations.
In Section 2 we review the asymptotic analysis of equation (0.3), following [29].
The main result is provided by Theorem 2.2 about the existence of the subdominant
solution of the equation (0.3). It states that if in a finite-dimensional representation
the element Λ has a maximal eigenvalue (see Definition 2.1), then equation (0.3)
admits a unique subdominant solution Ψ(x,E).
Section 3 is devoted to the construction of the Ψ-system (0.4). For every node
i = 1, . . . , n of the Dynkin diagram of g, we define a distinguished finite dimensional
representation V (i) of Lg(1). The construction of these representations relies on
the definition of a good vertex of a Dynkin diagram with respect to a diagram
automorphism, which we introduce in Definition 3.2. In Theorem 3.7 we claim that
in each representation V (i) the element Λ has a maximal eigenvalue λ(i), where
λ(1) = 1, and that the following remarkable identity holds:
(
e−
pi
√−1Di
h∨ + e
pi
√−1Di
h∨
)
λ(i) =
n∑
j=1
Bij−1∑
`=0
e
pi
√−1(Bij−1−2`)
rh∨
λ(j) . (0.5)
As a consequence of these results we get the existence of the fundamental solutions
Ψ(i)(x,E), for every i = 1, . . . , n, as well as of the Ψ-system (0.4), which is provided
by Theorem 3.8.
We prove Theorem 3.7 for non simply-laced Lie algebras by a case-by-case in-
spection in Section 4. In the simply laced-case a proof was given in [29, Proposition
3.4].
In Section 5 we derive the Bethe Ansatz equations (0.1). To this aim, as done in
[29], we study the local behavior of equations (0.3) close to the Fuchsian singularity
x = 0, and we define the generalized spectral determinants Q(i)(E; `) and Q˜(i)(E; `).
Using the Ψ-system (0.4) we prove Theorem 5.3, which gives a set of quadratic
relations among the spectral determinants, known as QQ˜-system. In Theorem 5.5,
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evaluating the QQ˜-systems at the zeros of the functions Q(i)(E; `), we obtain the
Bethe Ansatz equations (0.1). We also investigate the action of the Weyl group of
g˜0 on the space of solutions to the Bethe Ansatz, and this provides a set of new
solutions.
Finally, in Section 6, we study an integral representation of the subdominant
solution of equation (0.3), in the case of a non simply-laced Lie algebra g, with a
linear potential p(x,E) = x and ` = 0. Although this case is not generic, we can
anyway define the spectral determinants Q(i)(E) = Q(i)(E; 0) and we provide their
expression in terms of Airy functions associated to the twisted Kac-Moody algebra
Lg(1). In this way, we provide new examples of exact solution to the Bethe Ansatz
equations, others than the ones already known in the literature [36].
Parameters of the ODE/IM correspondence. We conclude the introduction
by showing the exact relation among the parameters Ω, β1, . . . , βn, appearing in the
Bethe Ansatz equation (0.1) and the parameters M and ` ∈ h˜0 of the connection
(0.2). The first relation is very simple, and reads
Ω = ei
2piM
M+1 . (0.6)
The relation between the phases βj ’s and the parameters of the connection is more
involved. On the integrable systems side, the phases βj ’s parametrize the possible
twisting of periodic boundary conditions, and from [33] we know that the latter
can be described in terms of elements of the Cartan subalgebra h of g. It then
follows that the phases βj ’s naturally belong to h∗ ∼= Cn, where n = rank g. Note
that the element ` belongs to the Cartan subalgebra h˜0 ⊂ g˜0 ⊂ g˜(r), which also
has dimension n. If we choose ` ∈ h˜0 to be generic, namely to belong to the open
convex dual of a Weyl chamber W`, then such ` is associated with the element w`
of the Weyl group of g˜0 that maps the principal Weyl chamber to W`. For any `
in generic position we have
βj =
1
2Mh∨
w`(ωj)(`+ h) , (0.7)
where ωj is the j-th fundamental weight of h˜0 and h is the unique element of h˜0
satisfying the commutation relations [h, ei] = ei, for every i = 1, . . . , n. The relation
between βj ’s and ` is only piecewise linear, due to the action of the Weyl group of
g˜0. However, the Weyl group of g˜0 is isomorphic to the Weyl group of g, and the
latter naturally acts on the space of solutions of the Bethe Ansatz equations (0.1),
see Subsection 5.1.
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1. Twisted Kac-Moody algebras and finite dimensional
representations
As stated in the Introduction, the ODE/IM correspondence for a simple Lie
algebra g requires the study of a connection with values in the Langlands dual Lie
algebra Lg(1) of the untwisted Kac-Moody algebra g(1). As shown in Table 1, the
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algebra Lg(1) is a Kac-Moody algebra of type g˜(r), where g˜ is a simply-laced Lie
algebra and r is the order of a diagram automorphism σ. To any simple Lie algebra
g we thus associate a unique pair (g˜, r), as follows:
g −→ g(1) −→ Lg(1) = g˜(r) −→ (g˜, r). (1.1)
For g simply-laced, which is the case considered in [29], we have Lg(1) = g(1), so
that the diagram automoprhism has order r = 1 (the identity), and the above
correspondence becomes trivial: g −→ (g, 1). For g non simply-laced we have
r > 2, and the list of non-trivial diagram automorphisms of g˜ obtained by the
correspondence (1.1) is provided in Table 2.
In this section we review some facts about diagram automorphisms of simple Lie
algebras and we describe how the Cartan matrix and the Dynkin diagram of g can
be recovered by means of σ from the Cartan matrix and the Dynkin diagram of g˜.
Moreover, we introduce those aspects of the representation theory of Lg(1) which
we will use throughout the paper.
1.1. Simple Lie algebras and Dynkin diagram automorphisms. Let g˜ be
a simply-laced Lie algebra, with Dynkin diagram as given in Table 3. Set I˜ =
{1, . . . , n˜ = rank g˜}, let C˜ = (C˜ij)i,j∈I˜ be the Cartan matrix of g˜ and B˜ = 21n˜− C˜
be the incidence matrix of the Dynkin diagram of g˜. We denote by {e˜i, h˜i, f˜i | i ∈
I˜} ⊂ g˜ the set of Chevalley generators of g˜. They satisfy the relations (i, j ∈ I˜)
[h˜i, h˜j ] = 0 , [h˜i, e˜j ] = C˜ij e˜j , [h˜i, f˜j ] = −C˜ij f˜j , [e˜i, f˜j ] = δij h˜i . (1.2)
Recall that a diagram automorphism σ is a permutation on the set I˜ such that
C˜σ(i),σ(j) = C˜ij . It is well known that a diagram automorphism σ extends to a
Lie algebra automorphism (which we still denote by σ) σ : g˜ → g˜ defined on the
Chevalley generators by (i ∈ I˜)
σ(e˜i) = e˜σ(i) , σ(h˜i) = h˜σ(i) , σ(f˜i) = f˜σ(i) .
The diagram automorphism σ, of order r, induces on g˜ the following gradation
g˜ =
⊕
k∈Z/rZ
g˜k , where g˜k =
{
x ∈ g˜ |σ(x) = e 2piikr x
}
. (1.3)
It is well known that g˜0 – the invariant subalgebra under the action of σ – is a
simple Lie algebra, see Table 2.
g g˜ g˜0 σ r D1, . . . , Dn
Bn A2n−1 Cn σ(i) = 2n− i 2 1, . . . , 1, 12
Cn
σ(i) = i, 1 ≤ i ≤ n− 1
Dn+1 Bn σ(n) = n+ 1 2
1
2 , . . . ,
1
2 , 1
σ(n+ 1) = n
F4
σ(1) = 6 σ(6) = 1
E6 F4 σ(2) = 5 σ(5) = 2 2 1, 1,
1
2 ,
1
2
σ(3) = 3 σ(4) = 4
G2 D4 G2
σ(1) = 3 σ(3) = 4
3 1, 13σ(4) = 1 σ(2) = 2
Table 2: Non-trivial Dynkin diagram automorphisms for simple Lie algebras.
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Let I˜σ denote the set of orbits in I˜ under the action of the permutation σ, and let
I = {minj∈J j}J∈I˜σ ⊂ I˜ . For every i ∈ I˜ we also denote by 〈i〉 ∈ Z+ the cardinality
of the orbit under the action of σ containing i and we set
Di =
〈i〉
r
. (1.4)
The following elementary result is crucial for our purposes.
Proposition 1.1. Let g be a simple Lie algebra with Cartan matix C, and let B be
the incidence matrix of its Dynkin diagram. Let g˜ be the simply-laced Lie algebra
and σ the diagram automorphism of order r corresponding to g through the map
(1.1). The following facts hold:
i) I = {1, . . . , n}, where n = rank g.
ii) The Cartan matrix C can be obtained summing over the rows of C˜ along the
orbits of σ. Namely,
Cij =
〈j〉−1∑
`=0
C˜iσ`(j), for all i, j ∈ I . (1.5)
iii) The incidence matrix B can be obtained summing over the rows of B˜ along the
orbits of σ. Namely,
Bij =
〈j〉−1∑
`=0
B˜iσ`(j), for all i, j ∈ I . (1.6)
iv) Let D = diag (D1, . . . , Dn), where Di, i ∈ I, is defined by equation (1.4). Then
the matrix C = DC is symmetric.
Proof. If g is simply-laced then r = 1, σ is the identity automorphism and there is
nothing to prove. In particular, in this case we have I = I˜, C = C˜, B = B˜ and
Di = 1 for all i ∈ I. I f g is non simply-laced, then parts i), ii) and iii) have been
proved in [20], and part iv) can be checked by a direct computation. 
Remark 1.2. In [20], the simple Lie algebra g whose Cartan matrix is obtained by
the Cartan matrix of g˜ as in (1.5) was called the orbit Lie algebra of g˜ with σ. As
already noted in [20], g is not constructed as a subalgebra of g˜, and it does not
need to be isomorphic to the fixed point subalgebra g˜0, see Table 2.
An˜
1 2
. . .
n˜− 1 n˜
E6
1 2 3 5 6
4
Dn˜
1 2
. . .
n˜− 2 n˜− 1
n˜
E7
1 2 3 4 6 7
5
E8
1 2 3 4 5 7 8
6
Table 3: Dynkin diagrams of simple Lie algebras of ADE type.
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1.2. Basic facts about representation theory of Lie algebras. As in Section
1.1, let g˜ be a simply-laced Lie algebra, and let us denote by h˜ ⊂ g˜ its Cartan
subalgebra. We denote by R ⊂ h˜∗ the set of roots of g˜ and by ∆ = {αi | i ∈ I˜} ⊂ R
the set of simple roots. Also, we denote by P ⊂ h˜∗ the set of weights of g˜ and by
P+ ⊂ P the set of dominant weights. If ω ∈ P+, we denote by L(ω) the irreducible
highest weight representation with highest weight ω, and we denote by Pω ⊂ P the
set of weights of L(ω). Recall that the fundamental weights of g˜ are those elements
ωi ∈ P+, i ∈ I˜, satisfying
ωi(h˜j) = δij , for every j ∈ I˜ . (1.7)
The corresponding highest weight representations L(ωi), i ∈ I˜, are known as funda-
mental representations of g˜, and for every i ∈ I˜ we denote by vi ∈ L(ωi) the highest
weight vector of the representation L(ωi). Hence, we naturally associate to the i−th
vertex of the Dynkin diagram of g˜ the corresponding fundamental representation
L(ωi) of g˜. Let us consider the dominant weight
ηi =
∑
j∈I˜
B˜ijωj , i ∈ I˜ . (1.8)
Recall from [29] that we can find a unique copy of L(ηi), i ∈ I˜, as irreducible compo-
nent of the representation
∧2
L(ωi) as well as of the representation
⊗
j∈I˜ L(ωj)
⊗B˜ij .
We can thus decompose the representation
∧2
L(ωi) as
2∧
L(ωi) = L(ηi)⊕ U , (1.9)
where U is the direct sum of all the irreducible representations different from L(ηi),
and the subrepresentation isomorphic to L(ηi) is generated by the highest weight
vector f˜ivi ∧ vi. It follows from this that for every i ∈ I˜, there exists a unique
morphism of representations of g˜:
m˜i =
2∧
L(ωi) −→
⊗
j∈I˜
L(ωj)
⊗B˜ij , (1.10)
such that Ker m˜i = U and m˜i(f˜ivi ∧ vi) = ⊗j∈I˜vj .
We now consider the action of the diagram automorphism σ on g˜-modules. Let
V be a g˜-module, so that we have a Lie algebra homomorphism ρ : g˜ → End(V ).
Then, the composition ρσ = ρ ◦ σ : g˜ → End(V ) is a Lie algebra homomorphism;
we denote by V σ the vector space V with the g˜-module structure given by ρσ. Note
that V σ is irreducible if and only if V is irreducible. The following result shows
that L(ωi)σ is a fundamental representation of g˜.
Lemma 1.3. We have the following isomorphism of representations
L(ωi)
σ ' L(ωσ−1(i)) .
Proof. By definition, the highest weight vector vi ∈ L(ωi) satisfies the conditions
ρ(e˜j)vi = 0 , ρ(h˜j)vi = ωi(h˜j)vi = δijvi , j ∈ I˜ .
Hence, the representation ρσ acts on vi as follows (j ∈ J˜):
ρσ(e˜j)vi = ρ(σ(e˜j))vi = ρ(e˜σ(j))vi = 0 ,
and
ρσ(h˜j)vi = ρ(h˜σ(j))vi = ωi(h˜σ(j))vi = δiσ(j)vi = δσ−1(i)jvi = ωσ−1(i)(h˜j)vi .
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This shows that vi is a highest weight vector for L(ωi)σ, of weight ωσ−1(i). Since
L(ωi) is irreducible so is L(ωi)σ, and this implies that L(ωi)σ is isomorphic to the
fundamental module L(ωσ−1(i)). 
1.3. Twisted affine Kac-Moody algebras and finite dimensional represen-
tations. Let g be a simple Lie algebra and (g˜, r) the pair associated to it by the
map (1.1). In this section we review the loop algebra realization of the affine Kac-
Moody algebra Lg(1) = g˜(r) and we define its finite dimensional representations
which will be of interest for this paper. The presentation below is given for the
twisted case, but it reduces to the untwisted case when r = 1. We follow mainly
[25], to which we refer for further details.
Let L(g˜) = g˜⊗C[t, t−1] denote the loop algebra of g˜. The Lie algebra structure
of g˜ extends to a Lie algebra structure on L(g˜) in the obvious way. We extend σ to
a Lie algebra homomorphism (which we still denote by σ) σ : L(g˜) → L(g˜) given
by
σ(x⊗ f(t)) = σ(x)⊗ f(e− 2piir t), (1.11)
for x ∈ g˜, f ∈ C[t, t−1]. The subalgebra of invariants with respect to σ is known as
(twisted) loop algebra and we denote it by
L(g˜, r) = L(g˜)σ = {y ∈ L(g˜) | σ(y) = y} .
The gradation (1.3) of g˜, together with the action (1.11), induces on the twisted
loop algebra the following gradation
L(g˜, r) =
⊕
k∈Z/rZ
g˜k ⊗ tkC[tr, t−r] .
The twisted affine Kac-Moody algebra g˜(r) = L(g˜, r)⊕Cc is obtained as the unique
central extension of L(g˜, r) by a central element c. The Chevalley generators
{ei, hi, fi | i = 0, . . . , n} ⊂ g˜(r) can be obtained as follows. The generators ei,
hi, and fi, for i ∈ I, are obtained as linear combinations of the Chevalley genera-
tors of g˜:
ei =
〈i〉−1∑
`=0
e˜σ`(i), fi =
〈i〉−1∑
`=0
f˜σ`(i), hi =
〈i〉−1∑
`=0
h˜σ`(i). (1.12)
Moreover, they generate the simple Lie algebra g˜0. The generator e0 (respectively
f0) is of the form
e0 = a⊗ t (respectively f0 = a⊗ t−1) ,
where a ∈ g˜1 (respectively a ∈ g˜−1) is a lowest (respectively highest) weight vector
with respect to the action of g˜0. Finally, the generator h0 is obtained as a linear
combinations of the generators hi, i ∈ I, and the central element c.
Let ρ : g˜ → End(V ) be a finite dimensional representation of g˜. For k ∈ C
we define a finite dimensional representation ρk : g˜(r) → End(Vk) of g˜(r) in the
following way: as a vector space we take Vk = V , and the map ρk is defined by
ρk(a⊗ ϕ(t))v = ϕ(e2piik)(ρ(a)v), for a ∈ g˜ , ϕ ∈ C[t, t−1] , v ∈ V,
ρk(c)v = 0, for v ∈ V.
The representation Vk is known as an evaluation representation of g˜(r) at t = e2piik.
Remark 1.4. Since the central element c acts trivially on evaluation representations,
these are level zero representations. More precisely, evaluation representations are
level zero irreducible finite dimensional representations of g˜(r). Moreover, every
level zero finite dimensional irreducible representation of g˜(r) can be obtained as a
tensor product of evaluation representations [32].
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Note that (ρk)σ 6= (ρσ)k (we are using the same notation introduced in Section
1.2). Since we will be interested only in evaluation representations of g˜-modules,
and not in their twisting by the action of σ, we will always denote by V σk the
evaluation representation ρσk = (ρ
σ)k.
Proposition 1.5. Let V be a finite dimensional representation of g˜, and let L(ωi),
i ∈ I˜, be a fundamental representations of g˜.
i) For every k ∈ C, we have V σk ' Vk+ 1r , where r is the order of σ.
ii) For every i ∈ I˜ and k ∈ C, L(ωσ−1(i))k ' L(ωi)k+ 1r .
iii) For every i ∈ I and k ∈ C, there exists an isomorphism of evaluation repre-
sentations
Ri : L(ωi)k −→ L(ωi)k+Di , (1.13)
where Di is defined in (1.4).
Proof. A generic element of g˜(r) is of the form xm ⊗ tlr+m, where xm ∈ g˜m. Then
we have that (v ∈ V )
ρσk(xm ⊗ zlr+m)v = e2piik(lr+m)ρσ(xm)v
= e2pii(t+
1
r )(lr+m)ρ(xm)v = ρk+ 1r (xm ⊗ z
lr+m)v ,
where in the second identity we used the fact that xm ∈ g˜m. This proves part i).
Applying part i) to the evaluation representation L(ωi)k we get L(ωi)σk ' L(ωi)k+ 1r .
Hence, part ii) follows by Lemma 1.3. Part iii) follows applying 〈i〉 times part ii). 
Remark 1.6. Note that the isomorphism Ri given in equation (1.13) reduces to the
identity when Di = 1.
1.4. The cyclic element Λ. For any simple Lie algebra g, we define the element
Λ =
n∑
i=0
ei ∈ Lg(1) , (1.14)
the sum of the positive Chevalley generators of Lg(1) = g˜(r), which will play an
important role in order to derive the main results in Sections 2 and 3. Let h∨
denote the dual Coxeter number of g(1) (equivalently, h∨ is the Coxeter number of
Lg(1)), and let h ∈ h˜ be the unique element such that (see e.g. [9],[25])
[h, ei] = ei, i ∈ I , [h, e0] = −(h∨ − 1)e0 . (1.15)
Then, Λ is an eigenvector with eigenvalue e
2pii
h∨ of the inner automorphism e
2pii
h∨ adh.
Indeed, introducing the Lg(1)-automorphism Mk which fixes g˜ and c and sends
t→ e2piikt, then we have
γk adhΛ = γkM−k(Λ) , γ = e 2piih∨ , (1.16)
for any k ∈ C. Denoting by spec (Λ, Vk) the spectrum of Λ in an evaluation repre-
sentation Vk, we have that
spec (Λ, Vk+s) = γs spec (Λ, Vk) ,
from which it follows that in any evaluation representation the spectrum of Λ is
invariant under multiplication by γ. Moreover, using Proposition 1.5 (iii) we easily
see that, for any i ∈ I, we have
spec (Λ, L(ωi)k) = γDispec (Λ, L(ωi)k) , (1.17)
where L(ωi) is the i-th fundamental representation of g˜ and Di is defined by equa-
tion (1.4). Hence, the spectrum of Λ in the evaluation representation L(ωi)k is
invariant under the multiplication by γDi .
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2. Lg(1)-valued connections and differential equations
Let {ei, hi, fi | i = 0, . . . , n} ⊂ Lg(1) = g˜(r) be the set of Chevalley generators of
Lg(1), and let us denote by e =
∑n
i=1 ei. Let h˜0 ⊂ g˜0 denote the Cartan subalgebra
of the simple Lie algebra g˜0 and let us fix an element ` ∈ h˜0. Recall that h∨ is the
dual Coxeter number of g(1), as in Table 1. Following [19] (see also [34, 29]), we
consider the Lg(1)-valued connection
L(x,E) = ∂x + `
x
+ e+ p(x,E)e0 , (2.1)
where p(x,E) = xMh
∨ − E, with M > 0 and E ∈ C. Let k ∈ C and introduce the
quantities
ω = e
2pii
h∨(M+1) , Ω = e
2piiM
M+1 = ωh
∨M .
The automorphismMk of Lg(1) defined in Section 1 can be extended to an auto-
morphism of Lg(1)-valued connections (leaving ∂x invariant), which we denote in
the same way. Then from equations (2.1) and (1.15) we get
Mk
(
ωk adhL(x,E)) = ωkL(ωkx,ΩkE) . (2.2)
We set Lk(x,E) =Mk (L(x,E)), for every k ∈ C. Let Ĉ be the universal cover of
C∗. If we consider a family - depending on E - of solutions ϕ(x,E) : Ĉ→ V0 to the
(system of) ODE
L(x,E)ϕ(x,E) = 0 , (2.3)
and for k ∈ C introduce the function
ϕk(x,E) = ω
−khϕ(ωkx,ΩkE), (2.4)
then by equations (2.2), we have that
Lk(x,E)ϕk(x,E) = 0. (2.5)
In other words, ϕk(x,E) : Ĉ→ Vk is a solution of (2.3) for the representation Vk.
2.1. Fundamental Solutions. For any evaluation representation of the Lie alge-
bra Lg(1), the connection (2.1) defines a linear differential equation with a Fuchsian
singularity at x = 0 and an irregular singularity at x =∞. We are interested in a
solution – known as fundamental solution – uniquely specified by a prescribed sub-
dominant (WKB, exponential) behaviour in a Stokes sector containing the positive
semiaxis. In order to construct the fundamental solutions we follow [29], where the
case of g simply-laced was considered.
Definition 2.1. Let A be an endomorphism of a vector space V . We say that
a eigenvalue λ of A is maximal if it is real, its algebraic multiplicity is one, and
λ > Reµ for every eigenvalue µ of A.
We let V be an evaluation representation of Lg(1) such that Λ defined by equation
(1.14) has a maximal eigenvalue λ. Defining C˜ = C \ R≤0 the complement of the
negative real semi-axis in the complex plane, we consider solutions Ψ : C˜→ V of
L(x,E)Ψ(x) = Ψ′(x) +
(
`
x
+ e+ p(x,E)e0
)
Ψ(x) = 0 . (2.6)
From WKB theory we expect the dominant asymptotic to be proportional to
e−λ
∫ x p(y,E) 1h∨ dy. Therefore, we need to study the asymptotic expansion of the
function p(x,E)
1
h∨ : this is of the form p(x,E)
1
h∨ = q(x,E) +O(x−1−δ), where
δ = M(h∨(1 + s)− 1)− 1 > 0, s = bM + 1
h∨M
c, (2.7)
11
and
q(x,E) = xM +
s∑
j=1
cj(E)x
M(1−h∨j). (2.8)
For every j = 1, . . . , s, the function cj(E) is a monomial of degree j in E. We define
the action S(x,E) to be the integral of q(x,E), and we distinguish two cases. In
the generic case M+1h∨M /∈ Z+, the action is defined as
S(x,E) =
∫ x
0
q(y,E)dy , x ∈ C˜ , (2.9)
where we chose the branch of q(x,E) satisfying q ∼ |x|M for x real. In the case
M+1
h∨M ∈ Z+ we set
S(x,E) =
s−1∑
j=0
∫ x
0
cj(E)y
M(1−h∨j)dy + cs(E) log x , s =
M + 1
h∨M
.
We notice that if M(h∨ − 1) > 1 the actions S(x,E) coincides with xM+1M+1 . We are
now in the position to state the main result of this section.
Theorem 2.2. Let V be a finite dimensional representation of Lg(1), such that
the matrix representing the action of Λ ∈ Lg(1) on V is diagonalizable and has a
maximal eigenvalue λ. Let ψ ∈ V be the corresponding unique (up to a constant)
eigenvector. Then, there exists a unique solution Ψ(x,E) : C˜→ V to equation (2.6)
with the following asymptotic behaviour:
Ψ(x,E) = e−λS(x,E)q(x,E)−h
(
ψ + o(1)
)
as x→ +∞ .
Moreover, the same asymptotic behaviour holds in the sector | arg x| < pi2(M+1) , that
is, for any δ > 0 it satisfies
Ψ(x,E) = e−λS(x,E)q(x,E)−h
(
ψ+o(1)
)
, in the sector | arg x| < pi
2(M + 1)
−δ .
(2.10)
The function Ψ(x,E) is an entire function of E.
Proof. The proof coincides with the proof of Theorem 2.4 in [29]. Indeed, the
latter does not depend on the choice of the affine Lie algebra, and holds for every
finite dimensional representation satisfying the hypotheses of the theorem. Without
entering into the details, we recall here that the proof is based on two subsequent
gauge transformations that bring the original ODE into an almost diagonal form.
The first transformation is given by L˜(x,E) = q(x,E)adhL(x,E), where
L˜(x,E) = ∂x + q(x,E)Λ + `−Mh
x
+O(x−1−δ),
and where δ was defined in (2.7). For the second, letting ` =
∑
i∈I `ihi and h =∑
i∈I aihi, and introducing the quantity N =
∑
i∈I(`i −Mai)fi ∈ Lg(1), then we
have a transformation of the form
eα(x) adN L˜(x,E) = ∂x + q(x,E) Λ +O(x−1−M ) , (2.11)
where α(x) = (x q(x,E))−1. Finally after the change of variable x → S(x,E),
equation (2.6) is eventually transformed to
∂SΦ(S) +
(
Λ +O(S−
1+2M
1+M )
)
Φ(S) = 0 . (2.12)
Since, by hypothesis, Λ is diagonalizable, then equation (2.12) defines a system of
ODEs in constant diagonalizable form modulo a L1 remainder. Standard tools of
asymptotic analysis, see e.g. [15, Theorem 1.8.1], show the existence of a basis of
solutions of the form e−λiS(x,E)ϕi
(
1 + o(1)
)
, x  0 for any eigenpair (λi, ϕi) of
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Λ. The uniqueness of the subdominant solution Ψ(x,E) is a direct consequence of
the maximality of the eigenvalue λ. The extension of the asymptotic formula to
the sector | arg x| < pi2(M+1) − δ requires some more work, for which we refer to the
cited Theorem 2.4 in [29]. 
Remark 2.3. If V is an evaluation representation or a tensor product of evaluation
representations, the matrix representing Λ ∈ Lg(1) in V is diagonalizable, because
Λ is a semisimple element [25].
We conclude this section recalling that for any k ∈ R such that |k| < h∨(M+1)2 ,
the function
Ψk(x,E) = ω
−khΨ(ωkx,ΩkE) , x ∈ R+ (2.13)
defines, by analytic continuation, a solution Ψk : C˜ → Vk of equation (2.6). Using
the expansion (2.10) we obtain that on the positive real semi axis
Ψk(x,E) = e
−γkλS(x,E)q(x,E)−h(γ−khψ + o(1)) , x 0 ,
where γ = e
2pii
h∨ was defined in (1.16).
3. The Ψ-system
In this section we prove a system of quadratic relations – known as Ψ-system –
among n = rank g fundamental solutions Ψ(i) of equation (2.6) in certain distin-
guished evaluation representations of Lg(1), to be introduced below. The Ψ-system
for arbitrary classical Lie algebras has been first conjectured in [10].
Remark 3.1. In our previous paper [29], starting from a simply-laced Lie algebra g
we considered a g(1)-valued connection as well as suitable evaluation representations
of g(1), and we proved the validity of the Ψ-system conjectured in [10] for the Lie
algebra g. Using that Ψ-system, we obtained the g-Bethe Ansatz. We remark that
a Ψ-system for arbitrary simple Lie algebras g can be obtained following precisely
the same steps - thus considering a connection with values in g(1) rather than in
Lg(1). However, it is easy to check that this Ψ-system does not lead to the g-Bethe
Ansatz equations (Q-system) if the algebra g is non simply-laced.
We now provide a Ψ-system valid for an arbitrary simple Lie algebra g, and
reducing to the one considered in [29] when g is simply-laced. Moreover, we prove
in Section 5 that this Ψ-system leads to the g-Bethe Ansatz. Let g be a simple Lie
algebra and let (g˜, r) be the pair associated to it through the map (1.1). Recall that
Lg(1) = g˜(r), that we denoted by L(wi), i ∈ I˜, the fundamental representations of
g˜, and that for every i ∈ I˜ there exists a morphism of representations of g˜ defined
by equation (1.10). For each i ∈ I˜ we consider representations V (i) of Lg(1) defined
as evaluation representation of the form
V (i) = L(ωi)ki , (3.1)
where the numbers ki ∈ C will be chosen so that in the representation V (i) the
element Λ defined by equation (1.14) has a maximal eigenvalue. As proved in
Theorem 2.2, the latter condition ensures the existence of a fundamental solution
to the ODE (2.3) in the evaluation representation V (i).
In order to find the values of the ki’s we proceed as follows. Given the set I˜ of
the vertices of the Dynkin diagram of g˜ numbered as in Table 3, we introduce a
bipartition [7] of the form I˜ = I˜1 ∪ I˜2 such that 1 ∈ I˜1 and all edges of the Dynkin
diagram of g˜ lead from I˜1 to I˜2. Then, we define the function p : I˜ −→ Z/2Z as
p(i) =
{
0 i ∈ I˜1,
1 i ∈ I˜2.
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It is easy to check using Table 2 that we always have p(i) = p(σ(i)). In addition, we
set si = (−1)p(i), i ∈ I˜. We then consider the morphism of g˜-modules (1.10), which
extends to the following morphism of evaluation representations of Lg(1) = g˜(r):
m˜i =
2∧
V
(i)
si
Di
2
−→
⊗
j∈I˜
V
(j)⊗B˜ij
ki−kj+si Di2
. (3.2)
Assume now that Λ has a maximal eigenvalue in V (i) for each i ∈ I˜. By equation
(1.17) we expect Λ to have maximal eigenvalue also in the representation
∧
V
(i)
si
Di
2
.
Requiring in addition Λ to have a maximal eigenvalue also in the tensor product
representation
⊗
j∈I˜
V
(j)⊗B˜ij
ki−kj+si Di2
, (3.3)
appearing in (3.2), provides a way to choose the values of the ki’s. Indeed, it
is clear that Λ has a maximal eigenvalue in a representation of the form ⊗jV (j),
provided the indices j appearing in the tensor product belong to different σ-orbits.
Otherwise, since by (3.1) and Proposition 1.5 ii) we have V (σ(j)) ∼= V (i)− 1r , an extra
twisting appears. Due to the above argument, and looking at the morphism (3.2),
it seems reasonable to impose the conditions ki − kj + si Di2 = 0 for any node i ∈ I˜
satisfying the property that for every j ∈ I˜ such that j 6= σ(j) then at least one
between B˜ij and B˜iσ(j) is zero. These are precisely those nodes i ∈ I˜ such that at
most one node j for each orbit appears in the tensor product representation (3.3).
We are led therefore to the following definition.
Definition 3.2. Let σ be a diagram automorphism of g˜. A vertex i, i ∈ I˜, of the
Dynkin diagram of g˜ is called good (with respect to σ) if for every j ∈ I˜ such that
j 6= σ(j), then we have B˜ijB˜iσ(j) = 0.
The above condition can be recasted into an equivalent condition on the incidence
matrix B of the Dynkin diagram of g: i ∈ I is good if and only if Bij ∈ {0, 1}
for every j ∈ I. Moreover, see equation (1.6), if i, j ∈ I and i is good, then
Bij = B˜ij . With the above notion of a good vertex of a Dynkin diagram of g˜ we
define inductively the numbers ki appearing in equation (3.1).
Definition 3.3. Set k1 = 0. If the index i ∈ I˜ is good and j ∈ I˜ is such that
B˜ij 6= 0, we define kj = ki + 12siDi.
For any pair (g˜, r) of a simply-laced Lie algebra g˜ and diagram automorphism
σ of order r given by the correspondence (1.1), there is at most one index which
is not good. Since the Dynkin diagram is connected, the inductive procedure in
Definition 3.3 uniquely defines the values of all the ki’s. We write them explicitly
in Table 3. Note that we always have ki = kσ(i), and that in the case r = 1 we
recover the values of the twists obtained in [29].
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g˜ r ki, i ∈ I˜
ADE 1 ki =
p(i)
2
A2n−1 2 ki =
p(i)
2
Dn+1, n even 2 ki =
p(i)
4 , 1 ≤ i ≤ n− 1, kn = kn+1 = 12
Dn+1, n odd 2 ki =
p(i)
4 , 1 ≤ i ≤ n− 1, kn = kn+1 = − 14
E6 2 ki =
p(i)
2 , i 6= 4, k4 = 14
D4 3 ki =
p(i)
2
Table 4: The values of the scalars ki. The number r is the order of σ.
The following result will be useful later.
Lemma 3.4. For every i, j ∈ I such that Bij 6= 0, we have
kj − ki − 1
2
siDi = −sjBij − 1
2r
.
Proof. If i is good, then kj = ki + 12siDi for every i, j ∈ I˜ such that B˜ij 6= 0.
Therefore there is nothing to prove since Bij = B˜ij = 1. Suppose now that i is not
good. Then, every j ∈ I˜ \ {i} is good and we have ki = kj + 12sjDj if B˜ij 6= 0.
Therefore, we get
kj − ki − 1
2
siDi = −1
2
sjDj − 1
2
siDi = −1
2
sj (Dj −Di) ,
where in the last identity we used the fact that si = −sj if B˜ij 6= 0. From the
definition of the matrix B, it follows that if i is not good and Bij 6= 0, then
Bij = 〈j〉. This concludes the proof. 
Using Lemma 3.4, for every i ∈ I we define a morphism mi of representations
constructed using wedge products as well as tensor products of the V (j) (or their
twists), with j ∈ I. This is nothing than the morphism (3.2), for i ∈ I, and with
the choice of the ki’s as in Table 3.
Proposition 3.5. For every i ∈ I, there exists a unique morphism of representa-
tions of Lg(1) = g˜(r), given by
mi :
2∧
V
(i)
Di
2
−→
⊗
j∈I
Bij−1⊗
`=0
V
(j)
Bij−1−2`
2r
, i ∈ I, (3.4)
and such that mi(fivi ∧ vi) = ⊗j∈I v⊗Bijj , and Kermi = U . Here, vi is a highest
weight vector of the fundamental representation L(ωi) of g˜, and U is the subrepre-
sentation defined in the direct sum decomposition (1.9).
Remark 3.6. Since vi is a highest weight vector of the fundamental representation
L(ωi) of g˜, then by (1.12) we have that fivi = f˜ivi for every i ∈ I and f˜i the
corresponding Chevalley generator of g˜.
Proof. Recall by equation (3.1) that V (i) = L(ωi)ki and that we are assuming ki
as in Definition 3.3. We consider the morphism m˜i given by (3.2). Due to equation
15
(1.6), the following isomorphisms of Lg(1)-representations hold:
⊗
j∈I˜
V
(j)⊗B˜ij
ki−kj+si Di2
∼=
⊗
j∈I
Bij−1⊗
`=0
L(wσl(j))ki+si Di2
. (3.5)
Furthermore, by Proposition 1.5 ii), we get the following isomorphism of represen-
tations of Lg(1):
⊗
j∈I
Bij−1⊗
`=0
L(wσl(j))ki+si Di2
∼=
⊗
j∈I
Bij−1⊗
`=0
V
(j)
ki−kj+si Di2 − `r
. (3.6)
Hence, combining equations (3.5) and (3.6), using Lemma 3.4 and permuting the
terms in the tensor product in the right hand side of (3.6), we get the following
isomorphism of representations:
ξi :
⊗
j∈I˜
V
(j)⊗B˜ij
ki−kj+si Di2
∼→
⊗
j∈I
Bij−1⊗
`=0
V
(j)
Bij−1−2`
2r
, i ∈ I .
It can be easily checked that
ξi(⊗j∈I˜v⊗B˜ijj ) = ⊗j∈I v
⊗Bij
j . (3.7)
In addition, since si = ±1 and using the isomorphism of representations given by
equation (1.13) with k = ki − Di2 , we get the isomorphism
ζi :
2∧
V
(i)
si
Di
2
∼→
2∧
V
(i)
Di
2
, i ∈ I .
Then, for every i ∈ I, the homomorphism in (3.4) is defined as mi = ξi ◦ m˜i ◦ ζ−1i ,
where m˜i is as in equation (3.2). Note that ζ−1i (f˜ivi ∧ vi) = f˜ivi ∧ vi. Hence, by
equation (3.7) we get mi(f˜ivi ∧ vi) = ⊗j∈Iv⊗Bijj . This proves the Proposition. 
With the choice of the numbers ki as in Table 3, the element Λ has a maximal
eigenvalue in the representations V (i), i ∈ I, defined by equation (3.1). More
precisely, we can prove the following result.
Theorem 3.7. Let g be a simple Lie algebra and let V (i) = L(ωi)ki , i ∈ I, with the
ki’s as in Table 3, be representations of Lg(1). Then, we can always normalize Λ
in such a way that the following facts hold true.
i) In any representation V (i), i ∈ I, the element Λ has a maximal eigenvalue λ(i)
and, in particular, λ(1) = 1. We denote by ψ(i) the corresponding unique (up
to a constant factor) eigenvector.
ii) The following linear relations among the eigenvalues λ(i), i ∈ I, hold
µi :=
(
γ−
Di
2 + γ
Di
2
)
λ(i) =
∑
j∈I
(
Bij−1∑
`=0
γ
Bij−1−2`
2r
)
λ(j) . (3.8)
iii) For every i ∈ I, in the representation ⊗j∈I⊗Bij−1`=0 V (j)Bij−1−2`
2r
, Λ has the max-
imal eigenvalue µi and the corresponding eigenvector is
ψ
(i)
⊗ =
⊗
j∈I
Bij−1⊗
`=0
ψ
(j)
Bij−1−2`
2r
.
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iv) In the representation
∧2
V
(i)
Di
2
, we have that µi is a maximal eigenvalue for Λ
and the corresponding eigenvector is
Ri
(
ψ
(i)
−Di2
)
∧ ψ(i)Di
2
.
v) We can normalize the eigenvector ψ(i) in such a way that the following (alge-
braic) Ψ-system holds
mi
(
Ri
(
ψ
(i)
−Di2
)
∧ ψ(i)Di
2
)
=
⊗
j∈I
Bij−1⊗
`=0
ψ
(j)
Bij−1−2`
2r
, i ∈ I. (3.9)
If g is simply-laced, then Lg(1) is an untwisted affine Kac-Moody algebra and Λ
defined by (1.14) can be characterized as an eigenvector of a Killing-Coxeter trans-
formation. The proof of Theorem 3.7 in the simply-laced case was obtained in [29]
using this fact and a related result by Kostant [26]. For g non simply-laced, Lg(1)
is a twisted affine Kac-Moody algebra and some of the properties of the element Λ
used in the proof in the simply-laced case fail to hold. In particular, Λ is not the
eigenvector of a Killing-Coxeter transformation (nor of a twisted Killing-Coxeter
transformation), and the study of its spectrum in the fundamental representations
V (i) of Lg(1) requires a different approach. We prove Theorem 3.7 for a non simply-
laced Lie algebra g – by a direct case by case inspection – in Section 4.
By Theorem 3.7(i), for any representation V (i), i ∈ I, there exists a maximal
eigenvalue λ(i) and a maximal eigenvector ψ(i). It follows from Theorem 2.2 that
there exists a fundamental solution Ψ(i)(x,E) : C˜ → V (i) with the following as-
ymptotic behavior
Ψ(i)(x,E) = e−λ
(i)S(x,E)
(
ψ(i) + o(1)
)
, in the sector | arg x| < pi
2(M + 1)
. (3.10)
We are now in the position to establish the Ψ-system.
Theorem 3.8. Let g be a simple Lie algebra and let the solutions Ψ(i)(x,E) : C˜→
V (i), i ∈ I, have the asymptotic behaviour (3.10). Then, the following identity,
known as Ψ-system, holds for every i ∈ I:
mi
(
Ri
(
Ψ
(i)
−Di2
(x,E)
) ∧Ψ(i)Di
2
(x,E)
)
=
⊗
j∈I
Bij−1⊗
`=0
Ψ
(j)
Bij−1−2`
2r
(x,E) . (3.11)
Here, the morphism mi is defined by equation (3.4) and the isomorphism Ri is
defined by equation (1.13).
Proof. Due to Theorem 3.7 iii) and Theorem 2.2, the unique subdominant solution
to equation (2.6) in the representation
⊗
j∈I
⊗Bij−1
`=0 V
(j)
Bij−1−2`
2r
is
⊗
j∈I
Bij−1⊗
`=0
Ψ
(j)
Bij−1−2`
2r
(x,E) = e−µ
(i)S(x,E)q(x,E)−h
(
ψ
(i)
⊗ + o(1)
)
, x 0 ,
where µ(i) =
∑
j∈I
(∑Bij−1
`=0 γ
Bij−1−2`
2r
)
λ(j). Moreover, by equation (2.13), and
Theorem 3.7 iv) we have that
Ri
(
Ψ
(i)
−Di2
(x,E)
) ∧Ψ(i)Di
2
(x,E) = e−µ
(i)S(x,E)q(x,E)−h
(
Ri
(
ψ
(i)
−Di2
) ∧ ψ(i)Di
2
+ o(1)
)
,
for x  0. The proof follows by Theorem 3.7 i) and v) and the uniqueness of the
subdominant solution. 
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Example 3.9. For a simply-laced Lie algebra g equation (3.11) becomes (i =
1, . . . , n = rank g)
mi
(
Ψ
(i)
− 12
(x,E) ∧Ψ(i)1
2
(x,E)
)
=
⊗
j∈I
Ψ(j)(x,E)⊗Bij , (3.12)
where I = {1, . . . , n} and B = (Bij)ni,j=1 is the incidence matrix of the Dynkin
diagram of g (see Proposition 1.1). This Ψ-system coincides with the one obtained
in [29].
Example 3.10. For g of type Bn, n ≥ 3, equation (3.11) becomes
mi
(
Ψ
(i)
− 12
∧Ψ(i)1
2
)
= Ψ(i−1) ⊗Ψ(i+1) , i = 1, . . . , n− 1 ,
mn
(
Rn
(
Ψ
(n)
− 14
)
∧Ψ(n)1
4
)
= Ψ
(n−1)
1
4
⊗Ψ(n−1)− 14 ,
(3.13)
where we set Ψ(0) = 1.
Example 3.11. For g of type Cn, n ≥ 2, equation (3.11) becomes
mi
(
Ri
(
Ψ
(i)
− 14
)
∧Ψ(i)1
4
)
= Ψ(i−1) ⊗Ψ(i+1) , i = 1, . . . , n− 2 ,
mn−1
(
Rn−1
(
Ψ
(n−1)
− 14
)
∧Ψ(n−1)1
4
)
= Ψ(n−2) ⊗Ψ(n)1
4
⊗Ψ(n)− 14 ,
mn
(
Ψ
(n)
− 12
∧Ψ(n)1
2
)
= Ψ(n−1) ,
(3.14)
where we set Ψ(0) = 1.
Example 3.12. For g of type F4, equation (3.11) becomes
mi
(
Ψ
(i)
− 12
∧Ψ(i)1
2
)
= Ψ(i−1) ⊗Ψ(i+1) , i = 1, 2 ,
m3
(
R3
(
Ψ
(3)
− 14
)
∧Ψ(3)1
4
)
= Ψ
(2)
1
4
⊗Ψ(2)− 14 ⊗Ψ
(4) ,
m4
(
R4
(
Ψ
4)
− 14
)
∧Ψ(4)1
4
)
= Ψ(3) ,
(3.15)
where we set Ψ(0) = 1.
Example 3.13. For g of type G2, equation (3.11) becomes
m1
(
Ψ
(1)
− 12
∧Ψ(1)1
2
)
= Ψ(2) ,
m2
(
R2
(
Ψ
(2)
− 16
)
∧Ψ(2)1
6
)
= Ψ
(1)
1
3
⊗Ψ(1) ⊗Ψ(1)− 13 .
(3.16)
For every simple Lie algebra, the Ψ-system provided in the examples above
coincides with the one conjectured in [10] (for the highest weight component of the
vectors Ψ(i)(x,E)). In this direction some partial results were already obtained by
[34] in the case of classical Lie algebras.
Remark 3.14. The authors of the paper ODE/IM correspondence and Bethe Ansatz
equations for affine Toda field equations, Nucl. Phys. B. 896 (2015), whose arXiv
version appeared after [29], claim to have obtained the Ψ−system for an arbitrary
simple Lie algebra. However, that paper contains no derivation of the Ψ−system,
for instance, the representations V (i) are not even defined. In addition, except that
in the case A(1)n (which was already known, [10, 29]) the Ψ−system proposed is
not correct. We point out some major inconsistencies in the proposed Ψ−system.
First the authors claim that there is an embedding ι (that should correspond to our
morphism m˜i) of
∧2
L(ωi) into
⊗
j∈I˜ L(ωj)
⊗B˜ij . Such embedding does not need
to exist. In fact, for example in the case Dn, n > 5, the dimension of
∧2
L(ωn) is
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larger than the dimension of L(ωn−2). Second, the alleged Ψ−system is written
using expressions of the kind ι(Ψ− 14 ∧Ψ 14 ), which are meaningless as Ψ− 14 and Ψ 14
belong to distinct representations and thus the action of the algebra on their wedge
product is not defined. Third, the asymptotic behavior of the Ψ function, equation
(2.22) or (A.3) of the above mentioned paper, is valid only if M(h∨ − 1) > 1 or
E = 0, in which case it coincides with the asymptotic behaviour already proved (in
general) in [29] (see also Theorem 2.2 above). We finally note that the important
relations among maximal eigenvalues of Λ in different representations, equation
(3.8) of the above mentioned paper, was verified there “for many cases”. However,
a complete proof of these identities was already available [29, Proposition 3.4 a)].
4. Proof of Theorem 3.7
We first state some preliminary results, that will be used in the proof of Theorem
3.7. The following result is well-known.
Lemma 4.1. Let A be an endomorphism of a vector space V with eigenvalues
λ1, λ2, . . . λr. Let us assume that
Reλ1 ≥ Reλ2 ≥ · · · ≥ Reλk > Reλk+1 ≥ Reλk+2 ≥ · · · ≥ Reλr .
Then,
µ =
k∑
j=1
λj
is a maximal eigenvalue for the action of A on
∧k
V , provided that µ ∈ R.
Lemma 4.2. Let V = Cn be the standard representation of sln. For every i =
1, . . . , n−1, there exists an embedding (that is, an injective morphism) of represen-
tations
2∧( i∧
V
)
↪→
( i−1∧
V
)
⊗
( i+1∧
V
)
, (4.1)
where
∧0
V ∼= ∧n V ∼= C is the trivial one-dimensional module.
Proof. Recall the standard decomposition( i∧
V
)
⊗
( i∧
V
)
= Sym2
( i∧
V
)
⊕
2∧( i∧
V
)
.
By a special case of [21, Exercise 15.30] there is a natural homomorphism of repre-
sentations
ϕi :
( i∧
V
)
⊗
( i∧
V
)
→
( i−1∧
V
)
⊗
( i+1∧
V
)
,
explicitly given by
(v1 ∧ · · · ∧ vi)⊗ (w1 ∧ · · · ∧ wi)
7→
i∑
k=1
(−1)k(v1 ∧ · · · ∧ v̂k ∧ · · · ∧ vi)⊗ (vk ∧ w1 ∧ · · · ∧ wi),
and the kernel of ϕi is the highest weight representation with highest weight 2ωi,
where ωi the i-th fundamental weight. Since 2ωi is a highest weight vector of
Sym2
(∧i
V
)
, it follows that Kerϕi ⊂ Sym2
(∧i
V
)
and this implies the existence
of the embedding (4.1). 
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Lemma 4.3. Let g be a simple Lie algebra and let V be an irreducible finite dimen-
sional representation. Let {u1, . . . , uN} be a basis of V consisting of weight vectors
such that u1 is the highest weight vector, and we denote by ht(i) the height of the
weight vector ui, for i = 1, . . . , N . Let ψ(1) =
∑N
i=1 ciui ∈ V and ψ(1)k = γ−hkψ,
k ∈ C. For every l ∈ C and M ≤ N define
ψ
(M)
l = ψ
(1)
l ∧ ψ(1)l+1 ∧ · · · ∧ ψ(1)l+M−2 ∧ ψ(1)l+M−1 ∈
M∧
V ,
and write
ψ
(M)
l =
∑
1≤i1<···<iM≤N
αi1,...,iMui1 ∧ · · · ∧ uiM .
If F : {1, . . . ,M} → {1, . . . , N} is a strictly increasing function, then αF (1),...,F (M) =
0 only if at least one of the two following conditions hold:
(a) cF (i) = 0 for some i = 1, . . . ,M ;
(b) ht(F (i)) ≡ ht(F (j)) mod h∨ for some i 6= j.
Proof. Since u1 is a highest weight vector we have that hu1 = αu1, for some α ∈ C.
For every i ∈ I˜, we have the commutation relation [h, fi] = −fi (see (1.15)), thus
we get huj = (α−ht(j))uj , for every j = 1, . . . , N . Hence, γ−khuj = γk(ht(j)−α)uj ,
from which follows that
ψ
(1)
l = γ
−αl
N∑
i=1
ciγ
ht(i)lui .
By elementary linear algebra we get
αF (1),...,F (M) =
( M∏
i=1
cF (i)
)
det
(
γ(ht(j)−α)(l+i−1)
)M
i,j=1
.
Using the Vandermonde determinant formula the right hand side above becomes
γ−α
M(M−1)
2
( M∏
i=1
cf(i)
)( M∏
i=1
γ(ht(F (i))−α)(l−1)
)∏
i<j
(
γht(F (i)) − γht(F (j))) .
This term vanishes when one of the conditions (a) or (b) is satisfied thus concluding
the proof. 
4.1. Proof of Theorem 3.7 for g of type Bn, n ≥ 3. The dual Coxeter number
of g(1) is h∨ = 2n − 1 thus we set γ = e 2pii2n−1 . Recall that in this case Lg(1) is of
type A(2)2n−1. The simple Lie algebra of type A2n−1, n ≥ 1, can be realized as the
algebra of (2n)× (2n) traceless matrices
g˜ = sl2n = {A ∈ Mat2n(C) | TrA = 0} ,
where the Lie bracket is the usual commutator of matrices. Let us consider the
following Chevalley generators of g˜ (i ∈ I˜ = {1, . . . , 2n− 1}):
f˜i = Ei+1,i , h˜i = Eii − Ei+1,i+1 , e˜i = Ei,i+1 ,
where Eij denotes the elementary matrix with 1 in position (i, j) and 0 elsewhere.
It is well-known that the representation L(ω1) is given by the natural action of g˜
on L(ω1) = C2n. Moreover, we have that
L(ωi) =
i∧
L(ω1) , i ∈ I˜ . (4.2)
We denote by uj , j = 1, . . . , 2n, the standard basis of C2n, and we have that
vi = u1 ∧ u2 ∧ · · · ∧ ui, i ∈ I˜ ,
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is a highest weight vector of the representation L(ωi). Using the numbers ki’s for
g˜ given by Table 3, one gets
V (i) =
i∧
L(ω1) i−1
2
, i ∈ I˜ . (4.3)
By Lemma 4.2 and looking at the values of the Di’s as in Table 2, we have the
following morphisms of representations of A(2)2n−1
2∧
V
(i)
1
2
↪→ V (i−1) ⊗ V (i+1) , i = 1, . . . , n− 1 ,
2∧
V
(n)
1
4
↪→ V (n−1)− 14 ⊗ V
(n−1)
1
4
.
(4.4)
In the last formula we used the relation L(ωn+1)k ∼= L(ωn−1)k+ 12 , which was proved
in Proposition 1.5 ii). A set of Chevalley generators for A(2)2n−1 can be obtained as
follows (i = 1, . . . , n− 1):
e0 =
1
2
(E2n−1,1 + E2n,2)t , ei = e˜i + e˜2n−i , en = e˜n ,
h0 = E2n−1,2n−1 + E2n,2n hi = h˜i + h˜2n−i , hn = h˜n ,
− E1,1 − E2,2 + 2c ,
f0 = 2(E1,2n−1 + E2,2n)t−1 , fi = f˜i + f˜2n−i , fn = f˜n .
Recall that Λ = e0 + e1 + · · ·+ en. We set
ψ(1) = 2
2n−1∑
j=1
uj + u2n ∈ V (1) . (4.5)
Then, it is easy to check that Λψ(1) = ψ(1). By equation (1.16), for every j =
0, . . . , 2n − 2, we have that γ−jhψ(1) ∈ V (1) is an eigenvector with eigenvalue γj .
Since the element Λ is semi-simple, a simple dimensionality argument shows that 0
is an eigenvalue of multiplicity one. Hence, for the representation V (1), λ(1) = 1 is a
maximal eigenvalue with corresponding eigenvector ψ(1). Furthermore, by Lemma
4.1, and due to (4.3), it follows that for every i ∈ I,
λ(i) = γ−
i−1
2
i−1∑
j=0
γj =
sin
(
ipi
2n−1
)
sin
(
pi
2n−1
) , (4.6)
is a maximal eigenvalue of Λ in the representation V (i). This proves part i). Note
that, in this particular case, equations (3.8) become
(γ−
1
2 + γ
1
2 )λ(i) = λ(i−1) + λ(i+1), i = 1, . . . , n− 1 , λ(n) = λ(n−1), (4.7)
where we set λ(0) = 0. Using (4.6), one checks directly that equations (4.7) are
satisfied, thus proving part ii).
We prove part iii) and part iv) in the case i 6= n first. In this case the represen-
tation
⊗
j∈I
⊗Bij−1
`=0 V
(j)
Bij−1−2`
2r
is simply V (i−1) ⊗ V (i+1), and by part i), it has the
maximal eigenvalue λ(i−1) + λ(i+1) with eigenvector ψ(i)⊗ = ψ(i−1) ⊗ ψ(i+1). This
proves part iii). Part iv) follows from part iii). Indeed, using the embeddings (4.4)
we can prove that λ(i−1)+λ(i+1) either is the maximal eigenvalue of
∧2
V
(i)
1
2
or it is
not an eigenvalue of the latter representation. Clearly, γ−
1
2hψ(i) ∧ γ 12hψ(i) belongs
to
∧2
V
(i)
1
2
and it is an eigenvector with eigenvalue (γ−
1
2 + γ
1
2 )λ(i) which is equal
to λi−1 + λi+1 by (4.7).
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Let us prove now parts iii) and iv) for i = n. Using the same argument as
in the case i 6= n, part iv) follows directly from part iii), which we prove here.
Clearly γ±
1
4hψ(n−1) belongs to V (n−1)± 14
and it is an eigenvector with eigenvalue
γ±
1
4λ(n−1). To conclude the proof it is sufficient to show that γ±
1
4λ(n−1) is the
unique eigenvalue with maximal real part of V (n−1)± 14
. We prove this by contradiction.
Suppose that there is another eigenvector ϕ± (not proportional to γ±
1
4hψ(n−1))
with eigenvalue x± such that Rex± ≥ Re γ± 14λ(n−1). Note that |x±| ≤ |λ(n−1)|
since |λ(n−1)| maximize the modulus of the eigenvalues of V (n−1)k for any k ∈ R.
Therefore Re γ±
1
4x± ≥ Re γ± 12λ(n−1). Since γ± 14hϕ± belongs to V (n−1)1
2
, it follows
that (γ
1
2 + γ−
1
2 )λ(n−1) is not the (unique) maximal eigenvalue of
∧2
V
(n−1)
1
2
. This
contradicts part iv) for i 6= n.
Finally, we prove part v). Recall by part i) that for any eigenvalue λ of Λ in
V (i), we have |λ| ≤ λ(i), and using equations (1.15) it can be easily checked that
the eigenvector corresponding to λ(i) is given by
ψ(i) = ψ
(1)
− i−12
∧ ψ(1)− i−32 ∧ · · · ∧ ψ
(1)
i−3
2
∧ ψ(1)i−1
2
∈ V (i)
Moreover, noticing that ht(j) = j − 1, for j = 1, . . . , 2n, (in fact uj+1 = fjuj), we
can use use Lemma 4.3, with F (j) = j, for 1 ≤ j ≤ i, and the explicit expression
for ψ(1) given in equation (4.5) to get
ψ(i) = civi + yi , (4.8)
where ci 6= 0 and yi is a combination of lower weight vectors. By the decomposition
(4.8), we have that the vector
ψ
(i)
⊗ ∈
⊗
j∈I
Bij−1⊗
`=0
V
(j)
Bij−1−2`
2r
has a non-trivial component in the highest weight subrepresentation generated by
the highest weight vector ⊗j∈IvBijj . By part iii), the corresponding eigenvalue has
multiplicity one and therefore ψ(i)⊗ belongs to this highest weight subrepresentation,
which coincides with the image of the morphism mi. By part i), we have that
Ri
(
ψ
(i)
−Di2
)
∧ ψ(i)Di
2
is an eigenvector of Λ with the same eigenvalue as ψ(i)⊗ . Since
this eigenvalue is unique by part iv), we have that
mi
(
Ri
(
ψ
(i)
−Di2
)
∧ ψ(i)Di
2
)
= βiψ
(i)
⊗ , i ∈ I .
for some non-zero βi. We can always normalize all the ψ(i)’s in order to obtain
βi = 1 for all i ∈ I.
4.2. Proof of Theorem 3.7 for g of type Cn, n ≥ 2. The dual Coxeter number
of g(1) is h∨ = n + 1 thus we set γ = e
2pii
n+1 . Recall that in this case we have
Lg(1) = D
(2)
n+1. Let n ∈ Z+, and consider the involution on the set {1, . . . , 2n + 2}
defined by i → i′ = 2n + 3 − i. Given a matrix A = (Aij)2n+2i,j=1 ∈ Mat2n+2(C) we
define its anti-transpose (the transpose with respect to the antidiagonal) by
Aat =
(
Aatij
)2n
i,j=1
, where Aatij = Aj′i′ .
Let us set
S =
n+1∑
k=1
(−1)k+1 (Ekk + Ek′k′) .
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Following [14], the simple Lie algebra of type Dn+1 can be realized as the algebra
g˜ = o2n+2 = {A ∈ Mat2n+2(C) | AS + SAat = 0} ,
where the Lie bracket is the usual commutator of matrices. For 1 ≤ i, j ≤ 2n + 2,
we define
Fij = Eij + (−1)i+j+1Ej′i′ , Gij = Eij + (−1)i+jEj′i′ ,
and we consider the following Chevalley generators of g:
f˜i = Fi+1,i , h˜i = Fii − Fi+1,i+1 , e˜i = Fi,i+1 , i = 1, . . . , n ,
f˜n+1 = 2G(n+1)′,n , h˜n+1 = Fn,n + Fn+1,n+1 , e˜n+1 =
1
2
Gn,(n+1)′ .
It is well-known that the representation L(ω1) is given by the natural action of g˜
on L(ω1) = C2n+2. Moreover we have that
L(ωi) =
i∧
L(ω1) , i = 1, . . . , n− 1 ,
while L(ωn) and L(ωn+1) are the so-called half-spin representations of g˜. For conve-
nience we introduce the irreducible but not fundamental representation
∧n
L(ω1) ∼=
L(ωn + ωn+1). Since the algebra Dn+1 is a subalgebra of sl2n+2, by Lemma 4.2 we
have the embeddings
2∧
L(ωi) ↪→ L(ωi−1)⊗ L(ωi+1) , i = 1, . . . , n− 2 , (4.9)
2∧
L(ωn−1) ↪→ L(ωn−2)⊗
n∧
L(ω1) , (4.10)
where L(ω0) ∼= C. Moreover, we have the following decompositions (see [21] and
[29, Appendix A.2])
L(ωn)⊗ L(ωn+1) ∼=
(
n∧
L(ω1)
)
⊕ L(ωn−2)⊕ L(ωn−4)⊕ . . . , (4.11)
2∧
L(ωn) ∼=
2∧
L(ωn+1) ∼= L(ωn−1)⊕ L(ωn−5)⊕ L(ωn−9)⊕ . . . . (4.12)
We denote by uj , j = 1, . . . , 2n + 2, the standard basis of C2n+2, and by vi the
highest weight vector of the representation L(ωi). It is well-known that the highest
weight vector of the fundamental representation L(ωi), for i = 1, . . . , n− 1, is
vi = u1 ∧ u2 ∧ · · · ∧ ui , .
Moreover v̂n = u1 ∧ u2 ∧ · · · ∧ un is the highest weight vector of
∧n
L(ω1).
A set of Chevalley generators for D(2)n+1 is obtained as follows (i = 1, . . . , n− 1):
e0 =
n
2
(Fn+1,1 − 2Gn+2,1)t , ei = e˜i , en = e˜n + e˜n+1 ,
h0 = −2F11 + 2c , hi = h˜i , hn = h˜n + h˜n+1 ,
f0 = 
−1
n (2F1,n+1 −G1,n+2)t−1 , fi = f˜i , fn = f˜n + f˜n+1 ,
where n = 1 if n is even and n =
√−1 if n is odd.
Remark 4.4. Notice that if n is odd then e0 is not real in V (1), even though the
spectrum is invariant under complex conjugation. The appearence of a non-real
matrix Λ is unavoidable: in fact, as shown below, we have V (n) = L(ωn)− 14 , and Λ
cannot have a real maximal eigenvalue in this representation if e0 is a real matrix
in the representation L(ω1)0.
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Using the numbers ki’s for g˜ given by Table 3, we have that
V (i) =
i∧
L(ω1) ci
4
, i = 1, . . . , n− 1 ,
where ci= 1 if i is even and ci = 0 if i is odd. We also define U (n) =
∧n
L(ω1)cn .
Moreover, we have that
V (n) = L(ωn)dn and V
(n+1) = L(ωn+1)dn ,
where dn = 12 if n is even and dn = − 14 if n is odd. In particular, V (1) = C2n+2.
The matrix R1 that realizes the isomorphism R1 : V (1) → V (1)1
2
given in (1.13) is
R1 =
n∑
k=1
(
Ekk + Ek′k′
)
+
1
2
En+1,n+2 + 2En+2,n+1. (4.13)
Recall that Λ = e0 + e1 + · · ·+ en. Let us set
ψ(1) =
n∑
k=1
(
uk + uk′
)
+
n + 1
2
un+1 + (1− n)un+2 . (4.14)
Then, it is easy to check that Λψ(1) = ψ(1). By equation (1.16), it follows that
ψ
(1)
j ∈ V (1) is an eigenvector with eigenvalue γj , for every j = 0, . . . , n. Similarly
R1(ψ
(1)
1
2−j
) ∈ V (1) is an eigenvector with eigenvalue γj− 12 for every j = 0, . . . , n..
Hence, for the representation V (1), the eigenvalue λ(1) = 1 is a maximal eigenvalue
with corresponding eigenvector ψ(1). Furthermore, by Lemma 4.1, it follows that
λ(i) = γ−
i−1
4
i−1∑
j=0
γ
j
2 =
sin
(
ipi
2n+2
)
sin
(
pi
2n+2
) , (4.15)
is a maximal eigenvalue of Λ in the representation V (i), for every i = 1, . . . , n− 1,
and the corresponding eigenvector is easily checked to be
ψ(i) = ϕ
(1)
− i−14
∧ ϕ(1)− i−34 ∧ · · · ∧ ϕ
(1)
i−3
4
∧ ϕ(1)i−1
4
∈ V (i),
where
ϕ
(1)
k =
{
ψ
(1)
k , k ≡ 0, 14 mod 1 ,
R1(ψ
(1)
k ) k ≡ 12 , 34 mod 1 .
The same formulas for i = n yield the maximal eigenvalue λ̂(n) and the corre-
sponding eigenvector ψ̂(n) of U (n). Since ht(j) = j − 1, for j = 1, . . . , n (in fact
uj+1 = fjuj for j ≤ n − 1), we can use Lemma 4.3, with F (j) = j, for 1 ≤ j ≤ i,
and the explicit expression for ψ(1) given by (4.14) and for R1 given by (4.13) to
get
ψ(i) = κivi + yi , i = 1, . . . , n− 1 , (4.16)
where κi 6= 0 and yi is a combination of lower weight vectors. Similarly ψ̂(n) =
κnv̂n + yn, with κn 6= 0.
We note that the spectrum of Λ in the representations
∧i
L(ω1)ci , for i =
1, . . . , n − 1, coincides with the spectrum of the element Λ of the Kac-Moody al-
gebra A(1)2n+1 in the representations
∧i
L(ω1) 1+(−1)i
4
. This spectrum is well-known
and was also analyzed in our previous paper [29]. Thus, if i = 1, . . . , n − 1, for
any 0 ≤ α < 14 , the representation
∧i
L(ω1) 1+(−1)i
4 +α
has a unique eigenvalue with
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maximal real part, namely γαµ(i), where µ(i) =
sin( ipi2n+2 )
sin( pi2n+2 )
. Furthermore, the µ(i)’s
satisfy the relation
(γ
1
4 + γ−
1
4 )µ(i) = µ(i−1) + µ(i+1) . (4.17)
While for α = 14 , the representation
∧i
L(ω1) 1+(−1)i
4 +α
has two eigenvalues with
maximal real part, namely γ±αµ(i). Let us now prove part i) of Theorem 3.7 for
i = n. Due to the decomposition (4.11) and the fact that V (n+1)1
2
∼= V (n) (using the
morphism Rn+1), we have that
V
(n)
− 14+α
⊗ V (n)1
4+α
∼= U (n)α ⊕ V (n−2)α ⊕ . . . . (4.18)
For 0 ≤ α < 14 the representation given in equation (4.18) has one eigenvalue with
real maximal part γαµ(n), where µ(n) =
sin( npi2n+2 )
sin( pi2n+2 )
. Therefore, it follows that in
the representation V (n)± 14+α
the element Λ has one maximal eigenvalue of the form
γαy± 14 , with y 14 + y− 14 = µ
(n).
If α = 14 , then in the representationV
(n)
− 14+α
⊗ V (n)1
4+α
the element Λ has two com-
plex conjugates eigenvalues with maximal real part, namely γ±αµ(n). Since the
spectra of Λ in the representations V (n) and V (n)1
2
are invariant under complex con-
jugation 2, we can conclude that in one of the two representations V (n) and V (n)1
2
,
Λ has a maximal eigenvalue, while in the other representation, it has two complex
conjugated eigenvalues with maximal real part. Therefore we can find a suitable
normalization of Λ such that it has a maximal eigenvalue in the representation V (n).
In fact, if Λ does not have a maximal eigenvalue in the representation V (n), then it
acquires it after sending n → −n in the choice of Chevalley generators for D(2)n+1.
However, this change in the choice of the Chevalley generators does not alter the
spectrum of Λ in the representations V (i), for i = 1, . . . , n−1. Hence, we have that
y− 14 γ
1
4 = λ(n) is a real positive number and λ(n) = µ
(n)
γ
1
4+γ−
1
4
. Using the identities
(4.17) together with µ(n) = µ(n+2), we arrive at the identity
λ(n) =
λ(n−1)
γ
1
2 + γ−
1
2
(4.19)
Note that, in this particular case, equation (3.8) reads
(γ−
1
4 + γ
1
4 )λ(i) = λ(i−1) + λ(i+1) , i = 1, . . . , n− 2 ,
(γ−
1
4 + γ
1
4 )λ(n−1) = λ(n−2) + (γ−
1
4 + γ
1
4 )λ(n) ,
(γ−
1
2 + γ
1
2 )λ(n) = λ(n−1) ,
(4.20)
where we set λ(0) = 0. Using equations (4.15) and (4.19) one can check directly
that (4.20) is satisfied thus proving part ii).
Part iii) and iv) in the case i ≤ n− 2 can be proved in the same way as done for
the analogue statement for the Lie algebra Bn in the case i 6= n. The details of the
proof are therefore omitted.
Let us conclude the proof of part iii). For i = n− 1 it follows from the fact that
V
(n)
− 14
⊗ V (n)1
4
has a maximal eigenvalue as it was proved in the proof of part i). For
the case i = n we need to show that V (n−1) has a maximal eigenvalue which also
has already been proved in part i).
2The matrix Λ is in fact real in the spin representations with our choice of εn, kn, kn+1.
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Now we can conclude the proof of part iv). For i = n− 1 it follows by noticing
that
∧
V
(n−1)
1
4
is embedded in V (n−2) ⊗ U (n), cf. (4.10). Similarly, for i = n, it
follows from the decomposition
∧
V
(n−1)
1
2
∼= V (n−1) ⊕ V (n−5) ⊕ . . . , cf. (4.12).
We are then left to show part v). The proof is analogous to the one for the Bn
case. Using the embeddings (4.9) and the decompositions (4.11,4.12), it is sufficient
to show that the vector ψ(i)⊗ ∈
⊗
j∈I
⊗Bij−1
`=0 V
(j)
Bij−1−2`
2r
has a non-trivial component
lying in the highest weight subrepresentation generated by the highest weight vector⊗
j∈I
⊗Bij−1
`=0 vj . In turn, this follows from the fact that ψ
(i) has a non-trivial
component in the highest weight vector of V (i). For i 6= n, this follows from the
decomposition (4.16). The case i = n is proved using the decomposition (4.18) for
α = 0 as follows: Note that, from (4.16), it follows that the vector ψ̂(n) ∈ U (n) has
a non-trivial component in the highest weight vector v̂n = u1∧· · ·∧un which is the
image of vn⊗vn under the decomposition (4.18). We have seen in the proof of part
i) that ψ̂(n) is identified under the decomposition (4.18) with the vector ψ(n)− 14
⊗ψ(n)1
4
.
Hence ψ(n)− 14
must have a non-trivial component in the highest weight vector vn and,
since h acts diagonally, ψ(n) has a non-trivial component in the vector vn.
4.3. Proof of Theorem 3.7 for g of type G2. The dual Coxeter number of g(1)
is h∨ = 4 thus we set γ = e
pii
2 . Recall that in this case we have Lg(1) = D(3)4 .
Using the same notation of Section 4.2 with n = 3, the Chevalley generators of
g˜ = D4 are:
f˜i = Fi+1,i , h˜i = Fii − Fi+1,i+1 , e˜i = Fi,i+1 , i = 1, 2, 3 ,
f˜4 = 2G53 , h˜4 = F33 + F44 , e˜4 =
1
2
G35 .
It is well-known that the representation L(ω1) is given by the natural action of g˜
on L(ω1) = C8. Moreover we have that
L(ω2) ∼=
2∧
L(ω1) , L(ω3) ∼= L(ω1)σ2 , L(ω4) ∼= L(ω1)σ ,
where σ is the Dynkin diagram automorphism of D4 defined in Table 2. A set of
Chevalley generators of D(3)4 is:
e0 = κ
(
e−i
pi
3 F41 + 2G62 + 2e
ipi3G51
)
t , e1 = e˜1 + e˜3 + e˜4 , e2 = e˜2 ,
h0 = −2F11 − F22 − F33 + 3c , h1 = h˜1 + h˜3 + h˜4 , h2 = h˜2 ,
f0 =
1
κ
(
ei
pi
3 F14 +
1
2
G26 +
1
2
e−i
pi
3G15
)
t−1 , f1 = f˜1 + f˜3 + f˜4 , f2 = f˜2 .
with κ = 1
3+2
√
3
. Using the definitions of the ki’s in Table 3 we have
V (1) = L(ω1)0 , V
(2) = L(ω2) 1
2
.
The characteristic polynomial of the matrix Λ in the representation V (1) is p1(x) =(
x4 − 4√3 + 7) (x4 − 1). Therefore the the matrix Λ has maximal eigenvalue λ(1) =
1. The vector ψ(1) can be explicitly computed and its components in the standard
basis of C8 are all non-zero. Hence, the proof of Theorem 3.7 in this case follows the
same lines as for the case of the non simply-laced Lie algebra of type Cn in Section
4.2. We omit the details. However we plot in Figure 4.3 the spectrum of Λ in V (1)
and V (2). Remarkably, even though the specturm in V (1) has a Z/4Z invariance,
the spectrum of V (2) has a Z/12Z invariance, as predicted by the theory. This
reflects in the special form of the characteristic polynomial p1(x) of Λ in V (1).
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Figure 1. The spectrum of Λ for the algebra D(3)4 in the represe-
nations V (1) and V (2).
4.4. Proof of Theorem 3.7 for g of type F4. Recall that in this case we have
Lg(1) = E
(2)
6 .
In order to study the algebra E(2)6 we use the realization of E6 proposed in [23]
by 27×27 matrices, coinciding with the representation L(ω1). It is well-known from
representation theory [21], that the representation L(ω6) is the dual representation
of L(ω1). Moreover, we have the following isomorphisms of representations of the
Lie algebra E6:
L(ω2) =
2∧
L(ω1) , L(ω3) =
3∧
L(ω1) ∼=
3∧
L(ω6) , L(ω5) =
2∧
L(ω6) .
Finally, L(ω4) is the adjoint representation and using standard tools in representa-
tion theory we compute
2∧
L(ω4) ∼= L(ω3)⊕ L(ω4) . (4.21)
Using the numbers ki, i = 1, . . . , 6, for the Lie algebra E6 given by Table 3, we have
V (1) = L(ω1) , V
(2) = L(ω2) 1
2
, V (3) = L(ω3) ,
V (4) = L(ω4) 1
4
, V (5) = L(ω5) 1
2
, V (6) = L(ω6) .
(4.22)
Following [25] we can compute a set of Chevalley generators of the Kac-Moody
algebra E(2)6 and then the characteristic polynomial of Λ in the representations listed
in (4.22). The characteristic polynomials p1(x) and p4(x) of Λ in the representations
V (1) and V (4) are
p1(x) = −x27 + 168x18 + 636x9 + 8
and
p4(x) = (x
72 − 2709288x54 − 7822776528x36 + 250804880064x18 − 3673320192)x6 .
Note that all the characteristic polynomials of Λ in the remaining representations
in (4.22) can be computed from p1(x). Therefore the eigenvalues in all the repre-
sentations in (4.22) can be computed finding the roots of a third and fourth order
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polynomial. We let the reader verify that in any representation V (i) listed in (4.22)
there exists a maximal eigenvalue λ(i), and that the λ(i)’s satisfy the relations (3.8).
Moreover, in the weight vectors basis proposed in [23], the coefficients of the eigen-
vector ψ(1) are all strictly positive. Using these facts and the decomposition (4.21),
the proof of Theorem 3.7 follows using the same method outlined for the cases of
the non simply-laced Lie algebras Bn and Cn in Sections 4.1 and 4.2 respectively.
We omit the details.
5. The Q-system (g-Bethe Ansatz)
Following the construction in the simply-laced case [29], in order to obtain the
Q-system (Bethe Ansatz) for the algebra g we consider the monodromy around
the Fuchsian singularity x = 0 of solutions to the linear differential equation (2.3)
obtained applying the connection (2.1) to an evaluation representation of Lg(1).
More precisely, for i ∈ I we define a function Q(i)(E) as the coefficient of the most
singular part in the expansion around x = 0 of the fundamental solution Ψ(i) in the
representation V (i). In the case A(1)1 , the function Q
(1) thus obtained corresponds to
the spectral determinant of a Schrödinger operator. Quite naturally, the functions
Q(i), i ∈ I, will be called below generalized spectral determinants.
We restrict in this section to the case whenMh∨ ∈ Z+. From the general theory
of Fuchsian singularities of linear ODEs, the singular behaviour at x = 0 depends
on the spectrum of the element ` ∈ h˜0. Therefore, we consider a dominant weight
ω ∈ P+ of g˜, the related highest weight representation L(ω), and the set Pω ⊂ P of
weights appearing in the weight space decomposition of L(ω). Then, we describe
some properties of the spectrum of the element ` ∈ h˜0 ⊂ h˜ when acting on L(ω).
The eigenvalues of ` are of the form λ(`) with λ ∈ Pω a weight of L(ω), and a
generic choice of ` ∈ h˜0 leads to non resonant eigenvalues, namely λ(`)− λ′(`) /∈ Z
if λ 6= λ′. We require ` to be generic in the above sense as well as regular with
respect to the set of roots R of g˜, namely to induce a decomposition of the form
R = R+` ∪R−` , where
R+` = {α ∈ R | Reα(`) > 0} , R−` = {α ∈ R | Reα(l) < 0} .
Associated to such a ` ∈ h˜0 there are a Weyl chamber W`, an element w` of the
Weyl group of g˜, which maps the fundamental Weyl chamber relative to ∆ ⊂ R
into W`, and a set of simple roots ∆` = {w`(αi) | αi ∈ ∆, i ∈ I˜}.
Remark 5.1. For any ` ∈ h˜ the outer automorphism σ acts on the Weyl group of g˜
by conjugation: wσ(`) = σw`σ−1. Since by definition ` ∈ h˜0 is fixed by σ, it follows
that the element w` obtained above from a generic ` ∈ h˜0 commutes with σ, and
therefore it belongs to the Weyl group of g˜0. Indeed, the latter can be charaterized
as the subgroup of elements of the Weyl group of g˜ commuting with σ.
In [29] we proved the following result
Proposition 5.2. Let ` ∈ h˜0 be a generic element, and let w` be the associated
element of the Weyl group. Then the weight w`(ω) ∈ Pω, ω ∈ P+, has multiplicity
one in L(ω) and Rew`(λ)(`) > Reλ(`) for any weight λ ∈ Pω, λ 6= w`(ω). In the
case of a fundamental weight ω = ωi, i ∈ I, of g˜, the weight w`(ωi − αi) ∈ Pωi has
multiplicity one and Rew`(ωi)(`) > Rew`(ωi − αi)(`) > Reλ(`), for any λ ∈ Pωi ,
λ 6= w`(ωi), w`(ωi − αi).
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Let now χ(i), ϕ(i) ∈ L(ωi) be weight vectors corresponding to the weights w`(ωi)
and w`(ωi − αi) respectively. Then, the elements
χ(i) ∧ ϕ(i) ∈
2∧
L(ωi), ⊗j∈I ⊗Bij−1`=0 χ(j) ∈
⊗
j∈I
Bij−1⊗
`=0
L(ωj)
are weight vectors with the same weight ηi =
∑
j∈I˜ B˜ijωj ∈ P+. We normalize
χ(i), ϕ(i), i ∈ I, in such a way that they are identified through the morphism (3.4):
mi(χ
(i) ∧ ϕ(i)) = ⊗j∈I ⊗Bij−1`=0 χ(j). (5.1)
As a consequence of the above results, and since Mh∨ ∈ Z+, from the general
theory of Fuchsian singularities of linear ODEs it follows that for any evaluation
representation V (i)k , i ∈ I and k ∈ C, there exist normalized solutions χ(i)k (x,E)
and ϕ(i)k (x,E) to equation (2.3), which are eigenvectors of the monodromy matrix
and have the most singular behavior at x = 0, with asymptotic expansion:
χ
(i)
k (x,E) = x
−w`(ωi)(`)(χ(i) +O(x)),
ϕ
(i)
k (x,E) = x
−w`(ωi−αi)(`)(ϕ(i) +O(x)).
In addition, χ(i)k (x,E) and ϕ
(i)
k (x,E) are entire functions of E. Due to (2.4), and
as a result of a comparison of the asymptotic behaviors we obtain
ω−khχ(i)k′ (ω
kx,ΩkE) = ω−kw`(ωi)(`+h)χ(i)(x,E)k+k′
ω−khϕ(i)k′ (ω
kx,ΩkE) = ω−kw`(ωi−αi)(`+h)ϕ(i)(x,E)k+k′ ,
(5.2)
for every k, k′ ∈ C. Since for generic ` ∈ h˜0, the eigenvalues −w`(ωi)(`), and
−w`(ωi − αi)(`) are non-resonant, we can uniquely define two functions Q(i)(E; `)
and Q˜(i)(E; `) as the coefficients of the following expansion in the invariant sub-
spaces of the monodromy matrix,
Ψ(i)(x,E, `) = Q(i)(E; `)χ(i)(x,E) + Q˜(i)(E; `)ϕ(i)(x,E) + v(i)(x,E) , (5.3)
where, v(i)(x,E) belongs to an invariant subspace of lower weights vectors. We
call Q(i)(E; `) and Q˜(i)(E; `) the generalized spectral determinants of the equation
(2.1). The Ψ-system (3.11) implies the following non-trivial functional relations
among the generalized spectral determinants.
Proposition 5.3. Let ` ∈ h˜0 be generic. Then, the spectral determinants Q(i)(E; `)
and Q˜(i)(E; `) are entire functions of E and satisfy the following QQ˜-system:
∏
j∈I
Bij−1∏
`=0
Q(j)(Ω
Bij−1−2`
2r E) = ω
Diθi
2 Q(i)(Ω
Di
2 E)Q˜(i)(Ω
−Di
2 E)
− ω−Diθi2 Q(i)(Ω−Di2 E)Q˜(i)(ΩDi2 E) ,
(5.4)
where θi = w`(αi)(`+ h).
Proof. Let ` be generic, so that the solutions χ(i) and ϕ(i) as defined above exist.
Since equation (2.3) depends linearly on E, then we have that the functions Ψ(i),
χ(i) and ϕ(i), are entire with respect to the parameter E, from which it follows that
also Q(i) and Q˜(i) are entire functions of E. In order to get the QQ˜-system, we
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note that the expansion (5.3) implies the following one:
ψ
(i)
k (x,E) = ω
−kHψ(i)(ωkx,ΩkE)
= Q(i)(ΩkE)ω−kHχ(i)(ωkx,ΩkE) + Q˜(i)(ΩkE)ω−kHϕ(i)(ωkx,ΩkE)+. . .
= Q(i)(ΩkE)ω−kγiχ(i)k (x,E) + Q˜
(i)(ΩkE)ω−kδiϕ(i)k (x,E)+. . . ,
where γi = w`(ωi)(` + h), δi = w`(ωi − αi)(` + h) and the remaining unspecified
terms are of lower weight. Substituting the above expansion into the Ψ-system
(3.11), we thus obtain:
mi
(
Ri
(
Q(i)(Ω−
Di
2 E)ω
Diγi
2 χ
(i)
−Di2
(x,E)
)
∧ Q˜(i)(ΩDi2 E)ω−Diδi2 ϕ(i)Di
2
(x,E)
)
+mi
(
Ri
(
Q˜(i)(Ω−
Di
2 E)ω
Diδi
2 ϕ
(i)
−Di2
(x,E)
)
∧Q(i)(ΩDi2 E)ω−Diγi2 χ(i)Di
2
(x,E)
)
=
⊗
j∈I
Bij−1⊗
`=0
Q(j)
(
Ω
Bij−1−2`
2r E
)
χ
(j)
Bij−1−2`
2r
(x,E)ω−γj
Bij−1−2`
2r + . . . .
Collecting on both sides above the coefficients of the highest weight vector, and
introducing the quantities θi = γi − δi = w`(αi)(` + h), one arrives at the QQ˜-
system (5.4). 
In the simply-laced case the Q-system follows from the QQ˜-system after a one-
line calculation. In the present case, some more work is needed.
Lemma 5.4. For i ∈ I, we have Diθi =
∑
j∈I Cijβj, with βj = w`(ωj)(`+ h).
Proof. Recall that from Proposition 5.3 that we defined θi = w`(αi)(` + h), for
every i ∈ I. For every i ∈ I˜, we have that αi =
∑
j∈I˜ C˜jiωj . Moreover, by the
construction (1.12) of the Chevalley generators of Lg(1), it follows that ωj(a) =
ωσ(j)(a) for every a ∈ h˜0 and j ∈ I˜. Now assume that Diθi =
∑
j∈I Cijβj , for i ∈ I
and certain βj . Then, for i ∈ I, we have the following identities:
βj =
∑
i∈I
(
C
−1)
ji
Diθi =
∑
i∈I
(
C
−1)
ji
Di w`(αi)(`+ h)
=
∑
i∈I
(
C
−1)
ji
Di w`
(∑
k∈I˜
C˜kiωk(`+ h)
)
=
∑
i∈I
(
C
−1)
ji
Di w`
(∑
k∈I
〈k〉−1∑
`=0
C˜σ`(k)i ωσ`(k)(`+ h)
)
=
∑
i∈I
(
C
−1)
ji
Di w`
(∑
k∈I
〈k〉−1∑
`=0
C˜iσ`(k) ωk(`+ h)
)
= w`
(∑
i∈I
(
C
−1)
ji
Di
∑
k∈I
Cikωk(`+ h)
)
= w`
(∑
i∈I
(
C
−1)
ji
∑
k∈I
Cik ωk(`+ h)
)
= w`(ωj)(`+ h).
The lemma is proved. 
We are now in the position to state our fundamental result:
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Theorem 5.5. Let E∗ be a zero of Q(i), i ∈ I, such that∏
j∈I
Bij−1∏
`=0
Q(j)(Ω
Bij−1−2`
2r −
Di
2 E∗) 6= 0. (5.5)
Then the following identity, known as Q-system (or g-Bethe Ansatz), holds:∏
j∈I
ΩCijβj
Q(j)(Ω
Cij
2 E∗)
Q(j)(Ω−
Cij
2 E∗)
= −1, (5.6)
where βj =
1
Mh∨w`(ωj)(`+ h).
Proof. Let E∗ be a zero of Q(i). Evaluating the QQ˜-system (5.4) at E = Ω
Di
2 E∗
we get
ω
Diθi
2 Q˜(i)(E∗)Q(i)(ΩDiE∗) =
∏
j∈I
Bij−1∏
`=0
Q(j)(Ω
Bij−1−2`
2r +
Di
2 E∗), (5.7)
while evaluating at E = Ω−
Di
2 E∗ we obtain
− ω−Diθi2 Q(i)(Ω−DiE∗)Q˜(i)(E∗) =
∏
j∈I
Bij−1∏
`=0
Q(j)(Ω
Bij−1−2`
2r −
Di
2 E∗). (5.8)
Due to the assumption (5.5) we can get rid of the function Q˜(i), obtaining the
identity
ωDiθi
Q(i)(ΩDiE∗)
Q(i)(Ω−DiE∗)
∏
j∈I
Bij−1∏
`=0
Q(j)(Ω
Bij−1−2`
2r −
Di
2 E∗)
Q(j)(Ω
Bij−1−2`
2r +
Di
2 E∗)
= −1. (5.9)
To deduce the Q-system from the above, we consider three cases. First of all, recall
that if i 6= j then by definition Cij = −Bij . Therefore, if i 6= j and Bij = 1, then
we have Cij = DiCij = −Di, and
Bij−1∏
`=0
Q(j)(Ω
Bij−1−2`
2r −
Di
2 E∗)
Q(j)(Ω
Bij−1−2`
2r +
Di
2 E∗)
=
Q(j)(Ω
Cij
2 E∗)
Q(j)(Ω−
Cij
2 E∗)
.
On the other hand, if i 6= j and Bij > 1, then Di = 1r and Bij = r, from which it
follows that Cij = DiCij = −DiBij = −1, and so
Bij−1∏
`=0
Q(j)(Ω
Bij−1−2`
2r −
Di
2 E∗)
Q(j)(Ω
Bij−1−2`
2r +
Di
2 E∗)
=
∏r−1
`=0 Q
(j)(Ω
r−2−2`
2r E∗)∏r−1
`=0 Q
(j)(Ω
r−2`
2r E∗)
=
∏r
`=1Q
(j)(Ω
r−2`
2r E∗)∏r−1
`=0 Q
(j)(Ω
r−2`
2r E∗)
=
Q(j)(Ω−
1
2E∗)
Q(j)(Ω
1
2E∗)
=
Q(j)(Ω
Cij
2 E∗)
Q(j)(Ω−
Cij
2 E∗)
.
Finally, note that Cii = DiCii = 2Di, so that
Q(i)(ΩDiE∗)
Q(i)(Ω−DiE∗)
=
Q(j)(Ω
Cii
2 E∗)
Q(j)(Ω−
Cii
2 E∗)
.
As a consequence of these identities, and due to the relation ω = Ω
1
Mh∨ , equation
(5.9) can be written as
Ω
Diθi
Mh∨
∏
j∈I
Q(j)(Ω
Cij
2 E∗)
Q(j)(Ω−
Cij
2 E∗)
= −1.
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The last step we need is to write the quantities Diθi, i ∈ I, in terms of the com-
ponents of the symmetrized matrix C. This is done in Lemma 5.4. The theorem is
proved. 
5.1. Action of the Weyl group on solutions to the Bethe Ansatz. It is
known that the Weyl group acts on the space of solutions to the Bethe Ansatz
equations, see e.g. [31]. We now show how the Weyl group of g˜0 acts on the
solutions to the Bethe Ansatz equation (5.6) in our construction, and we prove
that for generic ` ∈ h˜0 the action is free. We identify the Weyl group of g˜0 as the
subgroup of the Weyl group of g˜ whose elements are fixed by the action of the outer
automorphism σ; see Remark 5.1.
The action is described as follows. Fixed an element w of the Weyl group, we
notice that in the representation L(ωi) the weights w`(w(ωi)) and w`(w(ωi − αi))
have multiplicity one, as follows from Proposition 5.2 and the fact the multiplic-
ity of a weight is invariant under the Weyl group action. If ` is generic in the
sense of Proposition 5.2, we can define the two solutions χ(i)w (x,E) and ϕ
(i)
w (x,E)
which are eigenvectors of the monodromy matrix with eigenvalues ei2piw`(w(ωi))(`)
and ei2piw`(w(ωi−αi))(`) respectively. We can therefore decompose the subdominant
solution Ψ(x,E) in (new) invariant subspaces of the monodromy matrix as follows
Ψ(i)(x,E, `) = Q(i)w (E; `)χ
(i)
w (x,E) + Q˜
(i)
w (E; `)ϕ
(i)(x,E) + v(i)w (x,E) , (5.10)
where v(i)w (x,E) belongs to the other invariant subspaces of the monodromy matrix.
Equation (5.10) defines two new Q-functions, Q(i)w (E; `) and Q˜
(i)
w (E; `). Following
step by step all the reasoning that led to Theorem 5.5 above, we show that the
functions Q(i)w satisfy the Bethe Ansatz equation
∏
j∈I
ΩCijw(β)j
Q
(j)
ω (Ω
Cij
2 E∗)
Q
(j)
ω (Ω−
Cij
2 E∗)
= −1, (5.11)
where w(β)j =
1
Mh∨w`(w(ωj))(`+ h).
Finally, we note that the stabilizer of the tuple (ω1, . . . , ωn) consists of the
identity element only. In fact, if an element in the Weyl group of g˜0 stabilizes
(ω1, . . . , ωn) then, since it is invariant under conjugation by σ, it stabilizes the tu-
ple (ω1, . . . , ωn˜), where n˜ is the rank of g˜; it is well known that the unique element
of the Weyl group of g˜ stabilizing (ω1, . . . , ωn˜) is the identity [24]. We deduce that
for a generic ` also the stabilizer of the Bethe Ansatz solution (Q(1), . . . , Q(n)) is
trivial. Indeed, the equality Q(i)(E, `) = Q(i)w (E, `) cannot hold for any i ∈ I, since
w(β)j 6= βj for at least one j ∈ I.
6. Airy functions for twisted Kac-Moody algebras
We consider in more detail the special case of (2.6) with a linear potential
p(x,E) = x and with ` = 0. The element ` = 0 is clearly non-generic, however the
Q-functions can be easily defined in this case. Following [29], we fix an element w in
the Weyl group of g˜0 and we call vwi the weight vector of L(ωi) with weight w(ωi).
Finally Q(i)(E) is just the coefficient with respect to vwi of Ψ(i)(x,E)|x=0, where in
the case of a linear potential we further have Ψ(i)(0, E) = Ψ(i)(−E, 0). For a non
simply-laced Lie algebra g, and given an evaluation representation of Lg(1), we look
for solutions of the equation
Ψ′(x) +
(
e+ xe0
)
Ψ(x) = 0 , (6.1)
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in the Airy-like form
Ψ(x) =
∫
c
e−xsΦ(s)ds , (6.2)
where Φ(s) is an analytic function and c is some path in the complex plane. We
differentiate and integrate by parts to get∫
c
e−xs
(− s+ e+ e0 d
ds
)
Φ(s)ds+ e−xse0Φ(s)
∣∣
c
= 0 , (6.3)
where the integral c must be chosen so that the boundary term vanishes. If this is
the case, the Airy solution (6.2) can be expressed in terms of the solution to the
simpler equation (− s+ e+ e0 d
ds
)
Φ(s) = 0 (6.4)
which we solve below for three important examples. Before tackling the analysis of
the Airy solutions, we recall a well-known asymptotic formula.
Lemma 6.1. Fix M ∈ Z,M ≥ 2 and a point s∗ > 0. Let c be the curve passing
trough s∗ such that Re sM = Re sM∗ for any point s on the curve (the positive
orientation is the one for which Im sM is increasing). This contour is called a Stokes
line for the action sM . It is asymptotic to the rays of argument ± pi2M and it is the
boundary of the Stokes sector Σ = {s ∈ C | Re sM ≥ Re sM∗ }. Let moreover f(s) be
a function, analytic in s for s ∈ Σ and with the asymptotics lims→+∞ f(s)sK = 1 for
some K ∈ C. Then∫
c
f(s)e−xs+
xM
M ds ∼ ( 2pi
M − 1
) 1
2x
2K+2−M
2(M−1) e−
M−1
M x
M
M−1 for x 0 . (6.5)
Proof. The statement follows from a simple steepest descent analysis. See [30,
Chapter 4.7]. 
6.1. A(2)2n−1 in the standard representation. We study the A
(2)
2n−1-Airy function,
n ≥ 3, in the standard representation V (1) = C2n. Namely, we want to find a
solution for equation (6.4) in the representation V (1) of the twisted Kac-Moody
algebra A(2)2n−1. Using the explicit form of Chevalley generators ei, i = 0, . . . , n,
which is provided in Section 4.1, and denoting by Φi(s) the components of Φ(s) in
the standard basis of C2n, equation (6.4) reads Φi+1(s) = sΦi(s) , i = 1, . . . , 2n− 2 ,Φ′1(s) + 2Φ2n(s) = 2sΦ2n−1(s)
Φ′2(s) = 2sΦ2n(s) .
(6.6)
The general solution of (6.6) is
Φ1(s) = κs
− 12 e
s2n
2n , Φi(s) = s
i−1Φ1(s) , i = 2, . . . , 2n− 1 ,
Φ2n(s) =
1
4
(
2s2n−1 +
1
s
)
Φ1(s) ,
where κ is an arbitrary complex number. We choose the path c as in Lemma 6.1
with M = 2n. It eventually lies on the rays of arguments e±
pii
4n , and it is clockwise
oriented. On this path the exponential function is oscillatory, therefore fixed ε > 0,
for any x such that | arg x| < pi2 (1 − 12n ) − ε the integral formula (6.2) and the
boundary terms in (6.3) vanish. By equation (6.5) we get∫
c
e−xssjΦ1(s)ds ∼
√
2pi
2n− 1x
2j+1−2n
4n−2 e−
2n−1
2n x
2n
2n−1
, x 0 , (6.7)
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and thus the Airy function coincides with the fundamental solution Ψ(1) - up to
a multiplicative constant. The solutions Ψ(1)k , k ∈ Z, |k| < n, are obtained by
integrating (6.2) along the contour obtained rotating c by e
kpii
2n .
6.2. D(2)n+1 in the standard representation. We study the D
(2)
n+1-Airy function,
n ≥ 2, in the standard representation. Namely, we want to find a solution for
equation (6.4) in the representation V (1) = C2n+1 of the twisted Kac-Moody algebra
D
(2)
n+1. Using the explicit form of Chevalley generators ei, i = 0, . . . , n, which is
provided in Section 4.2, and denoting by Φi(s) the components of Φ(s) in the
standard basis of C2n+2, equation (6.4) reads
Φi+1(s) = sΦi(s) , i = 1, . . . , n− 1 ,
or i = n+ 3, . . . , 2n+ 1 ,
2Φn+1 + Φn+2(s) = 2sΦn(s)
nΦ
′
1(s) + Φn+3(s) = 2sΦn+1(s)
−nΦ′1(s) + Φn+3(s) = sΦn+2(s)
2Φ′n+1(s)− Φ′n+2(s) = 2nsΦ2n+2(s) .
(6.8)
The general solution of (6.8) is
Φi(s) = s
i−1Φ1(s) , i = 1, . . . , n ,
Φn+1(s) =
sn
2
Φ1(s) +
n
2s
Φ′1(s) ,
Φn+2(s) = s
nΦ1(s)− n
s
Φ′1(s) ,
Φn+2+i(s) = s
n+iΦ1(s) , i = 1, . . . , n ,
where Φ1(s) is a general solution to the Sturm-Liouville type equation(
1
s
Φ′1(s)
)′
= s2n+1Φ1(s) . (6.9)
Even though equation (6.9) has a two dimensional space of solutions, these corre-
sponds to a one dimensional space of solutions to equation (6.1), as the integral
(6.2) vanishes on a one dimensional subspace of solutions of (6.9). To prove this
fact we proceed as follows. The function Π(s) = s−
1
2 Φ1(s) satisfies
Π′′(s) =
(
s2n+2 +
3
4s2
)
Π(s) . (6.10)
To study the integrals of the form (6.2) we use the WKB analysis of equation
(6.10). The (semiclassical) action of the potential s2n+2 + 34s2 is simply
sn+2
n+2 . We
define therefore the Stokes line c and the Stokes Sector Σ as in Lemma 6.1 with
M = n+2. From standard WKB theory [17], we know that there exist two linearly
independent solutions of (6.10) which inside the Stokes sector have the following
uniform asymptotics
Π± ∼ s−
n+1
2 e±
sn+2
n+2 .
Notice that the integral
∫
c
ske−xsΠ±(s)ds is well defined for any k ∈ C if x > 0
because Π±(s) are oscillatory on the Stokes line. Moreover, by the Cauchy Theorem
we have that
∫
c
ske−xsΠ−(s)ds = 0 if x > 0, because ske−xsΠ−(s) is both analytic
and exponentially small in the Stokes sector. After the above discussion and using
the asymptotic expansion (6.5) we obtain∫
c
ske−xss
1
2
(
κ+Π+(s) + κ−Π−(s)
)
ds ∼ κ+
√
2pi
n+ 1
x
2j+1−n
2n+2 e−
n+1
n+2x
n+2
n+1
.
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By Theorem 2.2, the Airy function is the fundamental solution Ψ(1) of the equation
(6.1). We notice further that the general solution of (6.9) can be written by means
of modified Bessel functions Iν(z) [16] after the transformation of the independent
variable z = s
n+2
n+2 . In fact one easily gets
Φ1(s) = s
(
c1I −1
2+n
( s
2+n
2+n ) + c2I 12+n (
s2+n
2+n )
)
, c1, c2 ∈ C . (6.11)
It is well known [16] that Iν(z) ∼
√
1
2piz e
z , arg z < pi2 . Therefore, the fundamental
solution Ψ(1)(x) written in the integral form (6.2) depends on the sum c1 + c2 only.
Moreover, the solutions Ψ(1)k (x), |k| ≤ n+ 1 and x > 0, are obtained by integrating
(6.2) along the contour obtained rotating c by e
kpii
2(n+2) .
6.3. D(3)4 in the standard representation. Let us study the D
(3)
4 -Airy function
in the standard representation. Namely, we want to find a solution for equation
(6.4) in the representation V (1) = C8 of the twisted Kac-Moody algebraD(3)4 . Using
the explicit form of Chevalley generators ei, i = 0, 1, 2, which is provided in Section
4.3, and denoting by Φi(s) the components of Φ(s) in the standard basis of C8,
equation (6.4) reads
Φi+1(s) = sΦi(s) , i = 1, 2 ,
2Φ4(s) + Φ5(s) = 2sΦ3(s)
−2κη2Φ′1(s) + Φ6(s) = 2sΦ4(s) ,
2κηΦ′1(s) + Φ6(s) = sΦ5(s)
2κΦ′2(s) + Φ7(s) = sΦ6
2κΦ′3(s) + Φ8(s) = sΦ7(s)
2κηΦ′4 − κη2Φ′5 = sΦ8(s) .
(6.12)
where κ = 1
3+2
√
3
and η = ei
pi
3 . The general solution of (6.12) is
Φi(s) = s
i−1Φ1(s) , i = 2, 3 ,
Φ4(s) =
s3
2
Φ1(s)− iκ
√
3
2s
Φ′1(s) ,
Φ5(s) = s
3Φ1(s) + i
κ
√
3
s
Φ′1(s) ,
Φ6(s) = s
4Φ1(s)− κΦ′1(s) ,
Φ7(s) = (s
5 − 2κ)Φ1(s)− 3κsΦ′1(s) ,
Φ8(s) = (s
6 − 6κs)Φ1(s)− 5κs2Φ′1(s) ,
where Φ1(s) is a general solution to the equation
3κ2(
1
s
Φ′1(s))
′ = (s7 − 9κs2)Φ1(s)− 6κs3Φ′1(s) . (6.13)
To analyze equation (6.13) we can proceed as in Section 6.2. Letting Π(s) =
s−
1
2 e
1
5 (3+2
√
3)s5Φ1(s) we obtain
Π′′(s) =
(
(28 + 16
√
3)s8 +
3
4s2
)
Π(s) .
As we did in the previous subsection, we use the WKB method to study solutions
to the latter equation. By this mean, we easily prove that in the Stokes sector Σ
defined as in Lemma 6.1 with M = 5 there is a basis of solutions Π±(s) with the
following asymptotic behavior
Π±(s) ∼ s−2e± 25 (2+
√
3)s5 .
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Therefore the general solution of the equation (6.13) can be expressed in the basis
Φ±1 with the following behavior in the Stokes sector
Φ+1 ∼ s−
3
2 e
1
5 s
5
, Φ−1 ∼ s−
3
2 e−
7+4
√
3
5 s
5
.
The path of integration c in the integral formula (6.2) is naturally, as in the previous
examples, the boundary of the Stokes sector Σ. Reasoning as in the case of the
D
(2)
n+1-Airy function we deduce that the choice Φ
−
1 leads to the zero solution of (6.1).
On the other hand, after the steepest descent Lemma 6.1 we obtain that the choice
Φ+1 defines, up to a multiplicative constant, the subdominant solution Ψ
(1)(x) of
(6.1).
We conclude by noticing that the general solution of (6.13) can be expressed in
terms of modified Bessel functions
Φ1(s) = s e
− 15 (3+2
√
3)s5
(
c1 I− 15
(2
5
(2 +
√
3)s5
)
+ c2 I 1
5
(2
5
(2 +
√
3)s5
))
.
Remark 6.2. Recently Bertola, Dubrovin and Yang [8] studied equation (6.1) and
the integral formula (6.2) in the case of an untwisted Kac-Moody algebra g(1) for
a fixed representation, namely the evaluation representation at t = 1 of the adjoint
representation of g. The motivation of their work comes from Topological Field
Theory and computations of Tau-functions and – quite naturally – they called
equation (6.1) the Topological ODE. The same equations were already studied in
our previous work [29] in relation with the Bethe Ansatz of quantum g-KdV model
for a simply-laced Lie algebra g. In [8] the solutions of interest are the ones that
grow polynomially at ∞ inside a fixed Stokes sector. Since equation (6.1) can
be reduced to the almost diagonal form (2.12), one deduces immediately that the
sought solution is of the asymptotic form
T (x) = x−
adh
h∨ (h′ + o(1)) , x 0 , (6.14)
where h ∈ h˜ is the special element defined by relations (1.15), and h′ is any non-
zero element of the kernel of the adjoint action of Λ, in other words an element
of the Cartan subalgebra {g ∈ g | [g,Λ] = 0}. The asymptotic expansion of a
topological solution is fully determined by formula (6.14). However, the asymptotic
expansion does not determine a unique solution but an affine space of solutions,
because the asymptotic expansion does not change when adding an asymptotically
small solution. In view of the discussion after formula (2.12), this affine space is
naturally associated with
⊕
Reλi>0
gλi where gλi is the eigenspace of the adjoint
action of Λ with eigenvector λi.
Using formula (6.14), the topological solutions of [8] can be constructed from the
subdominant solutions Ψ(i)’s considered in [29]. For example, choosing g of type
An and considering the untwisted algebra A
(1)
n , then due to the decomposition of
g-modules L(ω1)⊗L(ωn) ∼= g⊕C, a full set of asymptotic expansions (6.14) can be
written in terms of Ψ(1)k (x)⊗Ψ(n)k+εk n+12 (x), k = b
−n
2 c, . . . , bn2 c; here εk = −1 if k > 0
and εk = 1 if k ≤ 0. It follows that one can write the Topological Tau-functions
by means of the Bethe Ansatz solutions Q(1), . . . , Q(n). It would be interesting
to understand whether this apparent coincidence is the manifestation of a relation
between the underlying physical theories, also with the aim of fixing the ambiguity
in the choice of topological solutions. We will tackle this question in a forthcoming
paper.
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