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ABSTRACT Calculations of the thermodynamics of transfer of the cyclic alanine-alanine (cAA) and glycine-glycine (cGG)
dipeptides between the gas, water, and crystal phases were carried out using a combination of molecular mechanics, normal
mode analysis, and continuum electrostatics. The experimental gas-to-water solvation free energy and the enthalpy of
gas-to-crystal transfer of cGG are accurately reproduced by the calculations. The enthalpies of cGG and cAA crystal-to-water
transfer are also close to the experimental values. A combination of experimental data and normal mode analysis of cGG
provides an accurate estimate of the association entropy penalty (loss of rotational and translational entropy and gain in
vibrational entropy) for "binding" in the crystalline phase of -14.1 cal/mol/K. This is a smaller number than most previous
theoretical estimates, but it is similar to previous experimental estimates. Calculated entropies of the crystal phase under-
estimate the experimental entropy by about 15 cal/mol/K because of neglect of longe-range lattice motions. Comparison of
the intermolecular interactions in the crystals of cGG and cAA provides a possible explanation of the puzzling decrease in
enthalpy, with increasing hydrophobicity seen previously for both cyclic dipeptide dissolution and protein unfolding. This
decrease arises from a favorable long-range electrostatic interaction between dipeptide molecules in the crystals, which is
attenuated by the more hydrophobic side chains.
INTRODUCTION
Protein folding and protein-protein binding equilibria are
determined by a balance between various interactions,
which usually results in a net free energy in the range of
several to tens of kilocalories per mole. Useful insights into
folding and binding energetics can be obtained by analyzing
this balance, both in terms of entropic versus enthalpic
interactions, and in terms of protein-protein interactions
versus protein-solvent interactions. In addition, binding in-
volves an entropically unfavorable loss of translational and
rotational freedom for the two reactants (in a binary binding
reaction), because the relative positions and orientations of
the two molecules become greatly restricted with respect to
each other in the complex. This net loss of three transla-
tional and three rotational degrees of freedom along with the
concomitant gain in six degrees of freedom describing rel-
ative motions of the binding partners within the complex is
referred to here as the association entropy contribution.
Determination of the association term is a prerequisite for
any attempt to calculate absolute binding energies.
The theoretical framework for describing the association
entropy contribution is well established (Gilson et al., 1996;
Hill, 1985; McQuarrie, 1976). The magnitude of this con-
tribution in particular binding reactions is, however, diffi-
cult to determine accurately. Various theoretical and exper-
imental estimates (Steinberg and Scheraga, 1963; Page and
Jencks, 1971; Chothia et al., 1976; Janin and Chothia, 1978;
Finkelstein and Janin, 1989; Dwyer and Bloomfield, 1981;
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Ben-Shaul et al., 1996; Tidor and Karplus, 1994; Horton
and Lewis, 1992; Peitzsch and McLaughlin, 1993; Searle
and Williams, 1992; Murphy et al., 1994; Novotny et al.,
1989) show a wide range of values. Janin and Chothia
(1978) provide a high-end theoretical estimate of the asso-
ciation entropy penalty of -57 to -74 e.u. for a medium-
sized protein. The estimate from Horton and Lewis (1992),
based on analysis of binding data, provides a low-end esti-
mate of about -20 e.u. For binding to a membrane, where
the ligand is less conformationally restrained, the associa-
tion entropy loss is believed to be lower, with a recent
theoretical estimate for a-helix/membrane binding of about
-12 e.u. (Ben-Shaul et al., 1996). Experimental data on
binding of a fatty acid to a lipid membrane provides an even
lower estimate, of >-3 e.u. (Peitzsch and McLaughlin,
1993).
In spite of the studies summarized above, accurate esti-
mates of the association entropy in a thermodynamically
well-characterized system are almost nonexistent. The cy-
clic dipeptides, however, provide a suitable system for the
study of this. Measurement of the thermodynamics of dis-
solution of a homologous series of cyclic dipeptides with
aliphatic side chains (glycine, alanine, valine, leucine, and
isoleucine) has been carried out by Murphy and co-workers
(Murphy and Gill, 1990a,b, 1991; Murphy et al., 1990),
providing detailed information on the energetics of transfer
of dipeptides from crystal to water. The aliphatic cyclic
dipeptides crystallize in the anhydrous state, and the struc-
tures of two of the dipeptides studied by Murphy et al.,
cyclic dialanine (cAA) and cyclic diglycine (cGG), are
known to very high resolution. In addition, the gas-to-
crystal equilibrium has been studied for cGG (Seki et al.,
1956). For this molecule, the existence of data for the
gas-to-crystal, crystal-to-water, and, by extension, gas-to-
water equilibrium allows one to separate the association
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process by means of a thermodynamic cycle into a solvation
term (gas-to-water) and an intermolecular term (gas-to-
crystal). The transfer enthalpies and entropies are also
known for cGG, allowing one to analyze the energetics from
this angle as well. Both gas-to-crystal and water-to-crystal
transfer include an association entropy term due to restric-
tion of translational and rotational motion in the crystal,
which is analogous to the asssociation entropy loss that
occurs in binding. A further advantage of cyclic dipeptides
is that they are small and rigid. Thus conformational entropy
changes arise from vibrational motions. In larger peptides
and proteins, significant entropy changes arise from confor-
mational flexibility, hindered rotational motions, chain en-
tropy, etc. All of these factors suggest that a combination of
experimental data and theoretical calculations can be used
to study in detail the thermodynamics of solvation and
association in cyclic dipeptides.
Another feature of the cyclic dipeptide systems that
makes them of interest is their heat capacity behavior upon
crystal dissolution into water. A plot of the enthalpy of
dissolution versus the molar heat capacity change (ACp) for
the cyclic dipeptides with aliphatic side chains shows a
large negative slope of about -46K (Murphy et al., 1990).
In this behavior, dipeptide dissolution resembles protein
unfolding, which has a slope of -63K (Murphy et al.,
1990). This similarity is of interest for two reasons. The first
is that it suggests that, thermodynamically, the packing in
the protein interior resembles that of solid cyclic dipeptides.
Secondly, the protein and cyclic dipeptide enthalpy/heat
capacity behavior is surprising in that it more closely re-
sembles the aqueous dissolution behavior of a hydrophobic
gas than a hydrophobic liquid or solid. In particular, hydro-
phobic liquid or solid dissolution in water gives a very small
or positive enthalpy/heat capacity slope, whereas hydropho-
bic gas dissolution gives a large negative slope. This obser-
vation has been the subject of some discussion (Lee, 1991;
Murphy and Gill, 1991; Yang et al., 1992). The behavior of
the hydrophobic gas can be attributed to increasingly favor-
able enthalpic interactions with water as solute size, hydro-
phobicity, and, hence, ACp increase. For the liquid case, the
enthalpic interactions in the liquid phase and in water ap-
proximately balance out, regardless of solute size (Yang et
al., 1992). To explain why proteins have increasingly fa-
vorable enthalpies on interaction with water as the hydro-
phobic area exposed to water upon unfolding increases, we
previously suggested that there was a concomitant increase
in unfavorable desolvation of polar groups in the folded
protein state that always occurs upon burial of hydrophobic
groups (Yang et al., 1992). Calculation of the polar desol-
vation free energy supports this explanation. Detailed cal-
culations on the cyclic dipeptide systems, which have the
same behavior, provide a chance to further test this idea, but
in a system that is better characterized. In addition, calcu-
lation of the interactions in the dipeptide crystal phase may
provide general insight into the interactions in the protein
interior.
The goal of this paper was to perform detailed calcula-
tions of the water/gas/crystal transfer energetics for cyclic
dipeptides using current classical empirical potential func-
tions and to compare the results to experimental data, both
to understand the balance of interactions involved and to
provide a test of the abilities of current computational
methods. Two aspects were of particular interest: 1) Ob-
taining an accurate estimate of the association entropy for
the cyclic dipeptide immobilization in the crystal phase,
either from calculations or by a combination of calculation
and experimental data. ii) Determining the balance of inter-
molecular and solvation forces in the crystal-water transfer
process, not only for understanding the cyclic dipeptide
dissolution data, but for obtaining clues about the corre-
sponding interactions in protein folding.
THEORY
Consider the transfer of the cyclic dipeptides cyclic digly-
cine (cGG) and cyclic dialanine (cAA) between the anhy-
drous crystal phase, the gas phase, and the aqueous solution
phase. The condition for equilibrium is that the dipeptide
chemical potential be the same in each phase:
(1)
where the subscripts g, x, and s denote the gas, crystal, and
aqueous solution phases, respectively. To compute the free
energy of transfer between any two of these phases for
comparison with experimental data, we require expressions
for the chemical potential in each phase. For the gas phase
in the dilute ideal gas limit (Hill, 1985, 1986),
/lg = -kT ln(qrotqsqvibqint)
(oqtqvibqint
kTIn~ 3qq +kTInpg= 4+kTInpg,
(2)
where qrot, qvib, and qint are the rotational, vibrational, and
internal energy partition functions, respectively. The inter-
intnal energy partition function, qg , is the Boltzmann factor of
the potential energy of the molecule at its gas phase mini-
mum, qfint = exp(-U:IglkT), and the vibrational partition
function accounts for thermal fluctuations of the molecule
about this minimum. This contribution arises from intramo-
lecular, primarily bonded, interactions. The translational
partition function is given by qtrans = 1/(pgA3), where pg is
the number density of dipeptide in the gas phase, and A =
V\h212iTmkT is the thermal de Broglie wavelength, where h
and k are Planck's and Boltzmann's constants, respectively;
T is the absolute temperature; and m is the mass of the cyclic
dipeptide. ,ug which contains all of the concentration-inde-
pendent terms, is the standard state ideal gas chemical
potential. Note that the arguments of both logarithms in Eq.
2 have units of concentration and, hence, pg and 1/A3 must
be expressed in the same units. For the dipeptide in dilute
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aqueous solution (Ben-Naim and Marcus, 1984; McQuarrie,
1976),
,S =L + AGs + kT ln ps, (3)
where ps is the concentration of peptide in the aqueous
phase and AGg " is the chemical coupling (solvation) work
to introduce one solute molecule into a fixed position in
water, comprising electrostatic and nonelectrostatic (hydro-
phobic and cavity) contributions. As is customary, Eq. 3
accounts for any changes in internal, bonded interactions
due to interactions with the solvent as part of the solvation
term (Ben-Naim and Marcus, 1984; Holtzer, 1995). For the
cyclic dipeptide in the pure crystal phase, the chemical
potential is just the molar Gibbs free energy, obtained from
standard thermodynamic expressions (Hill, 1986; McQuar-
rie, 1976) as
x= N =-kT ln(qvibqintqlate-Ue,t/kT) + PV (4)
where qlat is the crystal lattice vibrational partition function
and e-Uex,/kT is the contribution from intermolecular
interactions in the crystal phase, where Uext is the intermo-
lecular interaction energy of a molecule at its minimum
energy state in the crystal. Both electrostatic and van der
Waals (VDW) nonbonded interactions contribute to Uext,
which by definition is zero in the gas phase. P is the external
pressure, and Vx is the molar volume in the crystal. At 1
atm, the PV term is negligible and will be ignored hereafter.
The expression for the chemical potential in the crystal, in
contrast to the solution and gas phase expressions, contains
no concentration term, because each molecule is fixed at a
distinguishable lattice site. For exactly this reason also, the
gas and solution phase translational and rotational terms are
replaced by a lattice vibrational term in the crystal.
Gas-to-solution transfer
Equating the gas and solution chemical potentials yields
kT ln(pg) = AG9*, (5)
where the experimentally measurable quantities are col-
lected on the left-hand side. The concentration-independent
part of the translation partition function, A, has dropped out,
leaving only concentration-dependent translation terms on
the left-hand side. To calculate the net transfer free energy
(step 1 of Fig. 1), AGg's, the transfer of a solute from
gas-to-water, is treated as a three-step process: 2) discharge
of the solute in the vapor phase; 3) transfer of the resulting
nonpolar solute to water; 4) subsequent recharging of the
solute in the presence of solvent. The sum of the steps 2 and
4 gives the electrostatic contribution, and step 3 gives the
nonpolar, or hydrophobic term, which is computed sepa-
rately, as described in Methods below. In light of the ring





























R = H: Cyclic di-glycine R = Methyl: Cyclic di-alanine
FIGURE 1 Schematic of the structure of the cyclic dipeptides and illus-
tration of the three-step cycle used to calculate solvation free energies. Step
1: Transfer of molecule from gas to water. Step 2: Discharge of molecule
in gas phase. Step 3: Transfer of discharged (apolar) molecule into water.
Step 4: Recharging of molecule in water.
molecular geometry upon solvation and intramolecular in-
teractions to contribute negligibly to the solvation free en-
ergy. That is, we assume that qint is identical in the gas and
solution phases. Thus, solute-solvent electrostatic and hy-
drophobics interactions dominate the thermodynamics of
solvation, and we write
AGg-s
-AGe, + AGhydrophobic. (6)
Gas-to-crystal transfer
Equating the gas and crystal chemical potentials gives
(qrotqvibqinteUexM/kT
ln pg= nt A3qlatqvibqnt J, (7)
where again, the experimentally measurable quantity ap-
pears on the left-hand side. In this case, both concentration-
dependent and -independent parts of the translation partition
function remain. The term on the right-hand side represents
the concentration-independent contribution to the free en-
ergy of transferring the molecule from the gas phase to the
crystal. The net transfer free energy depends on the mole-
cule's concentration in the gas phase. The transfer free
energy must therefore be specified with respect to some
reference concentration, Pref, as
/ rot vib inteUe,,,/kT/ \





Thermodynamic expressions for the crystal-to-solution
transfer are obtained by subtracting the gas-to-crystal con-
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tributions (Eq. 8) from the gas-to-solution contributions
(Eq. 5), which yields
The rotational partition function contribution to the free
energy is given by
AG"° = -kTln qrotqrotqvibqinteUext/kT
In p, = In 3 la i n - AG9--"lkT.
(14)
(9)
= [3kT12] - {kTln((In ) r )}
The corresponding crystal-to-water transfer free enerl
defined as
AGX ,S = AGg'S - /Gg = kT ln(Pref)
with respect to the reference concentration Pref.
Free energy, enthalpy, and entropy contributic
to transfer from gas to crystal
Equations 5, 7, and 9 provide expressions for calculatin
experimentally measurable quantities (i.e. concentrati
in terms of internal and external interactions in the
solution, and crystal phases. Expressions for the diff
free energy contributions are obtained via the usual sl
tical mechanical expressions (McQuarrie, 1976). Thes(
summarized below, where, following the notation of 1
and Karplus (1994), the enthalpic and entropic contribul
are indicated by the expressions enclosed in square bra(
[ and curly braces { }, respectively.
For the internal potential energy contribution to the
energy, we have
kTln = [AU(qtx],
where AUigntX is the difference in mean intramole
potential energy in the gas and crystal phases. Similarly
external, or intermolecular, contribution is given by
[ Uext],
which includes intermolecular VDW and electrostatic i
actions in the crystal. Neither potential energy contribi
has an entropic component.
The translational contribution to free energy upon ti
fer from a gas at the reference concentration Pref tc
crystal phase is
_ 5kTl fkl e512
AGtrans = -2 ]-kTInt 3}
-[2
i PrfA
The volume change upon vapor-to-crystal transfer cor
utes a term kT to the enthalpy and is included hei
thetranslational term. The translational partition fun!
depends on concentration, so the free energy and ent
are specified with respect to the reference concentration
where I,, Iy, and I, are the principal moments of inertia, and
of is the molecular symmetry number (2 for the cyclic
dipeptides).
The presence of intermolecular forces in the crystal phase
potentially alters the intramolecular modes of vibration of
the peptides relative to the gas phase. For instance, internal
torsional freedom may be sterically restricted upon binding.
This contribution to the partition function comes from 3n -
6 intramolecular "normal" modes of vibration, where n is
the number of atoms (14 for cGG, 20 for cAA). In the
harmonic oscillator approximation, the free energy can be
written (Tidor and Karplus, 1994)
AGvib = -kTln qvib)
3N-6 hvix (hvi - hvi,g hvi,g
coth - igcoth k
2 \2kT) 2 ~2kT,I
3N-6 hi' hi,x (15)
- 2 coth 2kT
kTln 2 sinh 2kT coth
+T(2n(2kT))}
where vi,g and vi,x are the frequencies of the ith internal
vibrational modes in the gas and crystal phases, respectively.
In analyzing the transfer of a molecule from gas to
crystal, one must account for whole-body (center of mass
translational and rigid-body rotational) motions of the mol-
ecule within the crystal. The simplest way to model these
motions, the Einstein model, is to regard neighboring mol-
ecules as establishing a mean harmonic potential in which
the molecule vibrates and librates within its unit cell (Hill,
1986), giving a lattice vibration contribution
F6 hv \1v(13) G1lat = kTInq lat = h2', coth(2kJf
itrib- f ¶hvico h(hvi /v/
re in - oth -2T~kTIn 2sinhy,T,
ction 2 l 2 Il
tropy




The net free energy, enthalpy, and entropy for the gas-
to-crystal transfer are given by
AG9-* = i\Ug-ntx + Uext + AGvib + AGIat - AGtrans - AGrot
(17)
AHIg- - Au-7x + Uext + AHvib (18)
+ AnIat - AHtrans - AIft
ASg- = ASvib + AS1at - AS trans - AS rot (19)
respectively. In the high temperature limit, each vibrational
degree of freedom contributes kT to the enthalpy, so the
internal vibrations make no net contribution and the lattice
terms give 6kT, and the loss of gas phase translational and
rotational freedom contributes -4kT. In this limit,
AH9-* =LUJgnt` + Uext + 2kT (20)
kT
for > v., for all i.h 1
The high temperature limit is useful for estimating the
expected enthalpy change (Hagler et al., 1974), but in the
work described here the exact expression (Eq. 18) was used
throughout.
One contribution of particular interest is the cost of
immobilizing a molecule in the crystal phase, which is
completely analogous to the relative immobilization of one
molecule with respect to another when forming a binary
complex in solution. The last three terms in each of Eqs.
17-19 represent this immobilization contribution, referred
to here as the "association" term. The major contribution to
this term is the entropically unfavorable conversion of three
translational and three rotational vapor-phase degrees of
freedom into six new vibrational degrees of freedom in the
crystal. In the high temperature limit, approximately 2kT of
the association term is enthalpic, as described by Eq. 20, so
association entropy makes the predominant association con-
tribution to crystallization and poses the extensively dis-
cussed entropic barrier to binding.
Heat capacity contributions to transfer from gas
to crystal
Heat capacity contributions arise from the translational,
rotational, and vibrational terms, and from the temperature
dependence of the enthalpic contributions in Eqs. 13-16.




for each internal or lattice vibrational frequency, vi.
METHODS
Extraction of transfer thermodynamic data
from experiments
The gas-to-water equilibrium for both cGG and cAA has been studied
experimentally by Murphy and Gill (1990a,b). The enthalpies of dissolu-
tion were taken directly from their data as 6.27 kcal/mol and 3.28 kcal/mol
for cGG and cAA, respectively, at 298K. Their solubility data also give the
concentration of peptide in water that is in equilibrium with the crystal
phase at 298K as ps = 0.145 M and ps = 0.187 M for cGG and cAA,
respectively. In their previous analysis of this data, Murphy and Gill also
derived the dissolution free energy and entropy using a mole fraction
standard state (Murphy and Gill, 1990a,b). Use of the mole fraction scale,
however, is unnecessary (Holtzer, 1995), and as Eqs. 9-10 make clear, the
thermodynamic quantity required for this analysis is the number density
(i.e., molar concentration). With crystal concentrations of cGG and cAA of
14 M and 9 M, respectively, the solubility data give experimental crystal-
to-water transfer free energies of 2.7 and 2.3 kcal/mol for cGG and cAA,
respectively, and corresponding entropies of 12.0 and 3.3 cal/mol/K, re-
spectively.
The gas-to-crystal equilibrium for cGG has been studied by Seki et al.
(1956). The vapor pressure of the crystalline dipeptide as function of
temperature over the range 414-449K was taken directly from this study.
Unfortunately, corresponding data for cAA appear to be unavailable.
AH9- is obtained from the vapor pressure versus temperature data via the
Clausius-Clapeyron equation
AH9- "x a ln Pg
k a(1/T)' (22)
where Pg is the dipeptide vapor pressure. A least-squares fit of the data
gives an enthalpy of -24.9 kcal/mol from the slope, with an intercept of
9.65 (when pressure is expressed in units of mmHg), which is indistin-
guishable from the previously published value. From this fit the vapor
pressure at 298K is 2.83 X 10-9 mmHg, which gives the concentration of
vapor in equilibrium with both the crystal and saturated solution at 298K
as pg = 1.66 x 10-'3M. The ratio of gas and saturated solution concen-
trations provides the experimental estimate for lGg", using Eq. 5, of
- 16.3 kcalUmol. Because, however, the gas/crystal equilibrium experi-
ments must be performed at a rather high temperature (>400K) to produce
a measurable vapor pressure, a long extrapolation of the vapor pressure to
298K is required. Because there will be some heat capacity change from
gas to crystal, some curvature of the plot of ln P versus lIT is expected. In
this case, the experimental enthalpy of gas-to-crystal transfer is given by
AHg-*X = AH:X + /C
-x(T-TO) (23)
where AH95X is the enthalpy at some reference temperature T., and ACpX
is the gas-to-crystal heat capacity change, which is assumed to be temper-
ature-invariant over this range. Substituting Eq. 23 into Eq. 22 and inte-
grating from To to T gives an expression for the vapor pressure at T:
k ln Pg(7) = k ln Pg(To) + (AH :x- AC'(9T - )
(24)+ AC-- T()
where Pg(To) is the vapor pressure at the reference temperature. If the high
temperature approximation for the heat capacity change from gas to crystal
is used (i.e., using the temperature derivative of Eq. 20), then ACpX = 2k.
Taking T. to be 430K, the middle of the experimental temperature range,
then ln Pg(To) = -6.71, lH9. = -24.9 kcal/mol. Equation 24 yields
-25.4 kcallmol and 2.29 X 10-9 mmnHg for the enthalpy and vapor
pressure at 298K, respectively. Using this corrected vapor pressure value,
AG = -16.4 kcal/mol. The high temperature heat capacity limit has
been used to analyze the experimental enthalpy and vapor pressure data,
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neglecting the possible contribution of intramolecular vibrations. In fact,
the more detailed calculations will themselves provide a better estimate of
the heat capacity change (see Results), which can then be used to analyze
the experimental enthalpy and vapor pressure value in a self-consistent
manner. The size of the correction seen in the high temperature limit
already shows, however, that the additional correction to enthalpy and free
energy values will be on the order of tenths of a kilocalorie per mole or
less.
The crystal structures of cGG and cAA were obtained from the Cam-
bridge small molecule database. cGG crystallizes in the P21c space group
withunitcellparameters ofa = 5.23 A, b = 11.55 A, c = 3.98 A, and a =
900, = 97.980, -y = 90°, with two molecules in a cell of volume 238 A3
(Degeilh and Marsh, 1959). cAA crystallizes in the P1 space group with
unit cell parameters of a = 5.16 A, b = 8.06 A, c = 4.67 A, and a =
103.160, 3 = 103.68, y= 97.590, with one molecule in a cell of volume
180 A3 (Sletten, 1970).
Calculation of gas-to-water transfer
thermodynamics
The free energy of transferring a molecule from gas to aqueous solution,
AGg, is divided into a hydrophobic and an electrostatic component (Eq.
6) by means of the thermodynamic cycle shown in Fig. 1. The electrostatic
term is computed using the continuum finite-difference Poisson-Boltzmann
(FDPB) method and PARSE atomic radii/charge parameters combined
with a surface area treatment of the nonelectrostatic term as implemented
by Sitkoff et al. (1994). All calculations were performed using crystal
structure coordinates at zero ionic strength. To account for electronic
polarizability, the dipeptide solutes were assigned a dielectric constant of
2 (Sharp et al., 1992). The solvent was assigned a dielectric constant of1
(vacuum) for the discharge step and 80 (water) for the charging step. Only
solvent-solute reaction-field energies contribute to AGe9,,c, because the
intramolecular solute-solute Coulomb energy does not change upon solva-
tion. FDPB calculations were run with the same grid size and scaling
parameters as described previously (Sitkoff et al., 1994). The hydrophobic
contribution to dipeptide solvation was calculated using
AG
--ophobic = yA + b, (25)
where A is the solvent-accessible surface area of the solute, -y = 5.0 ± 0.5
cal/molIA2, and b = 0.86+ 0.10 kcallmol (Sitkoff et al., 1994). Accessible
surface areas of the dipeptides were computed from the crystal structure
using the vertex algorithm (Sridharan et al., 1992), with a 1.4-A solvent
probe radius.
Gas-to-crystal transfer
Translational and rotational contributions were calculated directly from
Eqs. 13 and 14, using the known dipeptide mass and the moments of inertia
computed from the crystal structure.
The internal energy contribution AGin' denotes the change in covalent,
intramolecular electrostatic, and intramolecular (VDW) internal energies,
or the strain energy introduced upon transfer of a molecule from the gas to
the crystal lattice. The molecular mechanics package Discover (Biosym
Corporation) was used with either the CVFF (Hagler et al., 1974) or
AMBER (Weiner et al., 1986) empirical energy functions to compute this
energy. Partial charges in these potential functions were parameterized
using a dielectric constant of 1. Consequently, a dielectric of1 was used for
both gas and crystal phase minimizations. The peptide wasminimized in
both the gas and crystal phases, and the difference in internal energy was
then obtained directly from the final minimized structures. Minimization
was performed until the maximum gradient was less than 0.001 kcal/
mol/A. No nonbonded interaction cutoff was used in the gas phase. The
crystal-phase minimizations were performed, including the crystal symme-
try with periodic boundary conditions in the explicit image convention. To
check that the nonbonded cutoff was sufficiently large, the crystal-phase
energy was evaluated by using cutoffs lengths from 10 to 30 A and then
comparing these results to an infinite-cutoff Ewald summation calculation.
Discover currently does not support Ewald summation evaluations for
normal mode analysis. However, ensuring that our cutoff was sufficiently
large for the minimization analysis before proceeding enabled us to use
direct truncation in the normal mode analysis with little error. Comparison
of the truncation and Ewald summation methods shows that the nonbonded
interactions converge at cutoffs of 20 A or greater, so a cutoff of at least
this value was used in all calculations. The crystal-phase energy was also
minimized with respect to unit cell lengths to account for the possibility of
mismatch between force-field parameters (particularly the VDW radii) and
the experimental unit cell parameters. This minimization lowered the
crystal-phase energy by about an additional 2 kcal/mol while preserving
the unit cell volume within 5%.
Alterations in the internal vibrational modes of the peptide by intermo-
lecular crystal forces were calculated within the harmonic approximation
by using Eq. 15, which requires the internal vibrational frequencies. The
frequencies were obtained using the Normal Mode Analysis (NMA) facil-
ity within Discover, using both the CVFF and AMBER force fields. The
crystal-phase NMA was performed using explicit periodic images with a
nonbond cutoff of 20 A for both diglycine and dialanine.
The contribution of lattice vibrations was obtained within the Einstein
model, by using Eq. 16. Two methods were used to determine the Einstein
frequencies, v;. In the first, Discover was used to perform NMA with a
20-A nonbond cutoff and periodic boundary conditions in the explicit
image convention. For the purpose of these calculations, the six lowest
frequencies were assigned to lattice motions, with the remaining 3n - 6
frequencies assigned to intramolecular vibrations. Although the assignment
of modes does not affect the total calculated entropy, it should be noted that
because of extensive coupling of low frequency modes, the six lowest
frequency motions will involve more than pure center-of-mass motions.
The lattice frequencies were also estimated using a form of Hooke's law
analysis by explicitly probing the forces opposing the six orthogonal
motions: a small translational or rotational perturbation was applied to a
single molecule relative to the surrounding lattice and the resulting energy
change was plotted versus the square of the perturbation. The force
constant is twice the slope of this plot. From the force constants, the total
molecular mass (Mtot0,) and moments of inertia (I,), the lattice vibrational
thermodynamics were calculated by using Eq. 16. The CVFF forcefield
was used in all lattice frequency calculations. These vibrational frequencies
were also used to calculate contributions to the heat capacity by using Eq.
21.
In obtaining a free energy or entropy for transfer into the crystal phase,
either from experimental data or from calculations, the reference concen-
tration(Pref) in the originating phase (gas or aqueous solution) must be
specified, because the translational contribution, unlike the other contribu-
tions, depends on concentration. The usual choice of reference concentra-
tion in biological applications is1 M, because concentrations are usually
expressed in molarity units. However, two other natural concentration units
suggest themselves. The first, although somewhat unfamiliar, is units of
1/A3, the "volume" defined by the thermal de Broglie wavelength. Phys-
ically, the de Broglie volume is the smallest volume in which one can
confine the center of mass of the molecule, because of the Heisenberg
uncertainty principle. When the crystal phase is involved, the second
concentration unit that suggests itself isI/VN, defined by the molar volume
in the crystal. Results are presented using the1 M reference state because
of its common usage. We also present results obtained by using the crystal
molar volume reference state for gas and solution transfer, because this
effectively defines a transfer free energy or entropy from the crystal phase
in which any purely dilutional or gas expansion contribution is removed.
Numerical uncertainties
Uncertainties can arise from empirical parameters, the physical model
itself, and uncertainty in the structure. Uncertainties were estimated for the
calculated solvation free energy and for key gas-to-crystal transfer quan-
tities (Tables 1 and 2). The contribution of structural uncertainty to the
solvation free energy was estimated by running molecular dynamics on the
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TABLE 1 Dipeptide solvation free energies*
Contribution cGG cAA
Electrostatic -18.5 ± 1.0 -17.8 ± 0.6
Hydrophobic 2.1 ± 0.3 2.4 ± 0.3
AGg5 calculated -16.4 ± 1.3 -15.4 ± 0.9
AG5i' experimental -16.4 NA#
*All free energies in kcal/mol, T = 298K. Discover CVFF-minimized gas
phase structures used.
#Not available because of absence of sublimation data for cAA.
dipeptide in the gas phase at 300K, taking 10 randomly selected snapshots,
and recomputing the solvation free energy. The standard deviation of these
calculations is shown in Table 1. Uncertainties in gas-to-crystal thermo-
dynamic quantities are likewise a sum of individual terms. The transla-
tional term has no error and the rotational term essentially none, because
the moments of inertia were found to vary negligibly during dynamics.
Thus, gas-to-crystal uncertainties are due principally to uncertainties in the
potential energy minimum of the system, intramolecular vibrations, and
lattice vibrations. We attribute the major uncertainty in energy minima
(Tables 2 and 3) to the error introduced by cutting off nonbond interactions
at 20 A. The crystal-phase minima adequately stabilize at 20 A cutoff, as
evidenced by the observation that the minimum energy drops by less than
0.1 kcaLmol upon increasing the cutoff to 25 A and, in cAA, by another 0.1
kcal/mol upon "infinite-cutoff" Ewald summation. We consider investiga-
tion of the sensitivity of our energy minima with respect to force-field
parameters to be beyond the scope of this work. However, internal energy
calculations were performed with both the CVFF and AMBER parameters.
The intramolecular vibrational uncertainties were estimated from the dif-
ferences in the CVFF and Amber gas-phase NMA results for cAA and
cGG. The uncertainty in our determination of lattice vibrational thermo-
dynamics is considered later in the Results and Discussion sections. We
combine our various error estimates to obtain uncertainties in the net
gas-to-crystal thermodynamic energies (Table 2).
RESULTS
The results for diglycine and dialanine solvation thermody-
namics are shown in Table 1. The net solvation free energy
for cGG (-16.4 kcal/mol) has a small, unfavorable contri-
bution (2.2 kcallmol) due to the ordering of water around
the nonpolar cavity, plus a large, favorable contribution
(-18.6 kcallmol) arising via solute-water electrostatics.
cAA has a larger cavity term due to the methyl side chains.
This also results in a smaller electrostatic solvation interac-
tion, because the solvent can approach the polar peptide
group less closely.
The thermodynamics of gas-to-crystal transfer for cGG
and cAA using the CVFF force field are shown in Table 2.
Results for cGG and cAA confirm the expectation that
entropy opposes crystallization, whereas enthalpy favors it.
The bulk of the driving force for cGG crystallization comes
from the introduction of intermolecular contacts in the crys-
tal phase, which is reflected in the -27.0 kcal/mol change
in CVFF energy minimum upon crystallization. There are
additional small enthalpy changes due to translational, ro-
tational, and zero-point vibrational effects, and a 1 kT PV
contribution from the large molar volume difference in the
gas and crystal states. The net enthalpy change of -24.6
kcal/mol compares favorably with the experimental value of
similar, although the intermolecular contribution is less
favorable, resulting in a smaller net enthalpy decrease upon
crystallization. The bulk of the entropy change for both
dipeptides arises from loss of translational and rotational
freedom, with concomitant partial entropy recovery in the
form of lattice vibrations. A small negative entropy contri-
bution comes from the restriction of internal motion. The
net entropy change for cGG is significantly larger than that
seen experimentally. Results for cAA show similar entropy
contributions, although the lattice entropy is somewhat
greater.
Table 3 provides a more detailed look at the enthalpic
contributions to gas-to-crystal transfer for both cGG and
cAA. In general, the change in intramolecular energy upon
crystallization is small (<2 kcallmol) and unfavorable,
whereas the creation of new, favorable VDW contacts (-18
kcallmol) and charge pairings (-8 kcal/mol) provides sig-
nificant stabilization. To analyze the stability provided by
the network of backbone hydrogen-bonding groups that
form in the crystal, the crystal-phase intermolecular energy
was further divided into VDW, hydrogen-bonding, and
long-range electrostatic contributions. The hydrogen bond
contribution is given for the CVFF force field by the pure
dipole-dipole electrostatic interactions between backbone
carbonyl and amide groups of neighboring molecules. The
rest of the intermolecular electrostatic energy (i.e., between
dipolar groups on molecules not directly H-bonded to each
other) is termed "long-range" electrostatics. Hydrogen
bonding contributes about -6 kcal/mol to AG5'X and ac-
counts for most (-70%) of the intermolecular electrostatic
stabilization in both crystals. The long-range contribution is
nevertheless significant.
Comparison of the cAA results to those of cGG quantifies
the energetic effects of replacing the hydrogen side chains
of cGG by larger, nonpolar methyl groups. The CVFF
results in Table 3 indicate that cAA is about 8 kcal/mol less
enthalpically stable in the crystal than cGG. The change in
intramolecular energy upon cAA crystallization is larger
than that of cGG by 1.4 kcal/mol, reflecting steric strain
induced in the crystal due to the bulkier cAA side chains.
This effect is geometrically apparent, as the cAA ring is
noticeably puckered in its CVFF crystal-minimized config-
uration and planar in the gas phase. The cGG ring, on the
other hand, is planar in both phases. The total intermolec-
ular energy of cAA is identical to that of cGG (-27.2
kcallmol), although the division of energy contributions
comprising this total is markedly different. Backbone hy-
drogen bonds contribute equally (-6 kcallmol) in the two
crystals; however, intermolecular VDW contacts provide
cAA - 1 kcallmol more binding energy than cGG, whereas
cGG has -1 kcal/mol more favorable long-range electro-
static energy. The methyl side chains in cAA provide addi-
tional intermolecular VDW contacts, which account for the
additional 1 kcal/mol of VDW binding energy in cAA. The
additional long-range electrostatic stabilization in the cGG
crystal can be understood by detailed inspection of the
crystal packing (Fig. 2), which reveals that neighboring24.8 kcal/mol. The relative contributions in cAA are
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TABLE 2 Cyclic dipeptide gas-to-crystal transfer thermodynamics*
cGG cAA
Contribution AH TAS AG AH TAS AG
Translation# -1.5 -8.5 7.0 -1.5 -8.9 7.4
Rotation -0.9 ± 0.0 -7.9 ± 0.1 7.1 ± 0.1 -0.9 ± 0.0 -8.4 ± 0.1 7.5 ± 0.1
Intramol. vibration 1.3 ± 0.4 -1.6 ± 0.5 2.9 ± 0.7 0.8 ± 0.4 -1.5 ± 0.5 2.3 ± 0.7
Lattice vibration§ 3.6 7.7 -4.1 3.6 9.7 -6.1
U -27.0 ± 0.2 0 -27.0 ± 0.2 -23.9 ± 0.2 0 -23.9 ± 0.2
Net calculated -24.6 ± 0.6 -10.3 ± 0.6 -14.1 ± 1.0 -21.9 ± 0.6 -9.1 ± 0.6 -12.8 ± 1.0
Experimental -24.8 -5.8 -19.0 NA NA NA
*All energies in kcallmol, T = 298K. All structures are Discover CVFF-minimized to a maximum derivative of 0.001 kcal/mol/A. Crystal structures were
also optimized with respect to unit cell lengths using a 20-A nonbond cutoff for both cGG and cAA.
#Crystal concentration used as reference state.
§Calculated using the six lowest frequencies from Discover normal mode vibrational analysis.
highly charged backbone groups are more densely packed in vibrational and translation/rotation enthalpy contributions
the cGG crystal than in cAA. Given that the net long-range (ignoring the small zero-point energy change), Amber
interaction is favorable, this denser packing provides cGG yields a gas-to-crystal transfer enthalpy of -22.7 kcal/mol,
1.2 kcal/mol more stabilization than cAA. A plot of the which compares more poorly with the experimental value
non-H-bonding electrostatic interactions between one (-24.8 kcal/mol) than the CVFF result (-24.6 kcal/mol).
dipeptide molecule and its neighboring CO and NH dipolar With Amber, backbone hydrogen bonds apparently account
groups as a function of distance is given in Fig. 3. The for 3.1-3.7 kcal/mol more binding energy than with CVFF,
curves show that there are significant contributions out to whereas the VDW contribution shows no difference be-
20-30 A. This plot also emphasizes the necessity for using tween cGG and cAA. The CVFF force field has a zero
long cutoffs or Ewald summations in the crystal-phase radius for the amide H; hence there is no intermolecular
calculations. Summarizing these results: if the packing con- H.0 VDW energy and the H bond is purely electrostatic.
tribution is defined as the sum of strain and VDW interac- Amber assigns the amide hydrogen a radius of about 1 A,
tions, there is little difference enthalpically between cAA and thus the H-bond contribution contains the electrostatic
and cGG in packing and hydrogen bonding. The major term plus an explicit H-bond (12-10) interaction between
difference arises from the long-range electrostatics. the amide hydrogen and carbonyl oxygen. Relative to the
Table 3 also shows the energy minimization results ob- CVFF crystal, the Amber-minimized crystal is stabilized
tained by using the Amber force field, which illustrates the about 3.5 kcal/mol more by hydrogen bonding and 6.5
sensitivity of the results to energy parameterization. The kcal/mol less by intermolecular VDW contacts (Table 3).
gas-to-crystal transfer enthalpies computed using Amber are This difference reflects the different forms of the potential
3.1 and 4.7 kcal/mol larger than CVFF for cGG and cAA, functions. Although the force fields disagree by more than
respectively. Combining the intermolecular term with the 1 kcal/mol on the long-range electrostatic contributions,
TABLE 3 Cyclic dipeptide energies in gas and crystal phases using CVFF and Amber force fields*
CVFF Amber
Phase Contribution cGG cAA cGG cAA
Gas Internal (Ugint) 29.4 36.0 70.5 80.9
Crystal§ Internal (Ux1') 29.6 37.6 70.7 82.1
van der Waals -18.5 -19.6 -12.8 -12.8
H-bond -6.0 -6.1 -9.7 -9.2
Longe-range electrostatics# -2.7 -1.5 -1.6 -0.1
Intermolecular total (Uext) -27.2 -27.2 -24.1 -22.1
Total 2.4 10.4 46.6 60.0
Crystal-gas Packing (AUnt + 1vdw) -18.3 -18.0 -12.6 -11.6
H bonding -6.0 -6.1 -9.7 -9.2
Longe-range electrostatics -2.7 -1.5 -1.6 -0.1
Total (AU&nt + UCXt) -27.0 ± 0.2 -25.6 ± 0.2 -23.9 -20.9
*All data are in kcallmol at 25°C. Conjugate gradient minimization was performed using Discover to a maximum derivative of 0.001 kcal/molVA.
#Total intermolecular electrostatic interaction excluding backbone hydrogen-bonding electrostatics.



















FIGURE 2 Illustration of packing in cGG and cAA crystals. Hydrogen
bonding ribbons are illustrated by dotted lines. Distances are indicated
from the asterisked C0 to the nearest neighboring Cal: atoms.
they both indicate that cGG has over 1 kcal/mol more
long-range electrostatic binding energy than cAA. Back-
bone hydrogen bond angles differ between force fields by
less than 20 for both compounds and are thus energetically
negligible.
The association entropy, defined as ASarss = ASiat +
1AStrans + ASrot, poses a -29.2 eu (8.7 kcallmol at 250C)
barrier to cGG crystallization. cAA has a similar, although
smaller association entropy loss of -25.5 eu. Table 4 pro-
vides a breakdown of association entropy contributions for
cGG and cAA, and Table 5 shows some of the physical
parameters used in the association entropy calculations,
including the internal vibrational and lattice frequencies.
Using the crystal-phase number density as the translational
standard state, which removes any purely expansional con-
tribution to the crystal-to-gas transfer process, the loss of
three translational degrees of freedom (DOF) poses an en-
tropy barrier of about 28 kcal/mol for cGG, as does the loss
of three rotational degrees of freedom. Using Discover
normal mode analysis, it is found that roughly half of this
entropy is reclaimed via the addition of six lattice vibrations





















FIGURE 3 Plot of the cumulative electrostatic interaction (excluding the
direct hydrogen bonding interaction) as a function of distance for cGG (0)
and cAA (0).
(about 2-3 kcal/mol) associated with the lattice vibrations
than with either the translational or rotational degrees of
freedom, only 4 kcal/mol of free energy is regained via
lattice vibrations. Consequently, our calculations indicate
N that the association terms pose a large 10 kcal/mol free
energy barrier to crystallization. The corresponding calcu-
lated association entropy is -29.2 eu. The translational and
rotational entropy terms are exact, and it is expected that
NMA calculations of the intramolecular vibrational thermo-
TABLE 4 Gas-to-crystal association entropies*
Contribution cGG cAA
Translation (Cref = Cx)# -28.5 -30.0
Translation (C,rf = IM) -23.3 -25.6
Rotation -26.6 -28.2
Intramolecular vibrations -5.4 -5.1
Lattice vibrations (Hooke)§ 17.9 19.6
Lattice vibrations (NMA)' 25.9 32.7
Lattice vibrations (experimental)I1 41.0 NA
Association entropy (Hooke)** -37.2 -38.6
Association entropy (NMA)** -29.2 -25.5
Association entropy (experimental)** -14.1 NA
*All entropies in units of eu = cal/mol/K.
#Crystal concentrations: cGG = 14.0 M; cAA = 9.2 M.
§Entropies computed using frequencies determined via explicit Hooke's
law model (see Methods and Table 5).
sEntropies computed using the six lowest crystal-phase normal mode
frequencies from Discover (Table 5).
tlcGG value computed from the experimental entropy of sublimation minus
rotational, translational, and internal vibrational entropy, assuming that the
NMA value for the latter (-5.4 eu for cGG) is exact.
**Sum of translational, rotational, and lattice vibrational contributions,
using the crystal concentration translational reference state and NMA,
Hookean or "experimental" lattice vibrational contributions, respectively.
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TABLE 5 Parameters used for entropy calculations*
Contribution Quantity cGG cAA
Translation Thermal wavelength (A) 0.0947 0.0849
Rotation Principal moments of inertia# (amu A2) 428 596
328 423
107 276
Intramolecular vibration Lowest frequenciest (cm-,) Gas Xtal Gas Xtal
662 640 667 658
598 605 629 614
545 523 538 559
491 520 493 535
482 514 430 501
391 492 417 458
390 442 384 428
368 317 359 406
191 315 357 363







Lattice vibration NMA frequencies1 (cm-') 163 107
NMA frequencies1 (cm- ') 150 91
NMA frequencies1 (cm-') 113 75
NMA frequencies1 (cm-') 40 21
NMA frequencies1 (cm- ') 30 17
NMA frequencies1 (cm- ') 23 9
Lattice vibration Hooke's law rotationall 183 186
Hooke's law rotationall 124 78
Hooke's law rotationalll 164 158
Hooke's law translational** 105 106
Hooke's law translational** 106 69
Hooke's law translational** 105 108
*All structures were minimized with Discover in the CVFF force field. Crystal structures were also optimized with respect to unit cell lengths. Data are
for T = 298K.
#Calculated from gas phase structure.
§NMA, Normal mode analysis. Only internal vibrational frequencies that contribute 0.1 kcal/mol or more to the transfer entropy are tabulated.
1Six lowest frequencies from Discover crystal-phase vibrational analysis.
1Frequencies corresponding to angular perturbations about the x, y, and z axes, respectively.
**Frequencies corresponding to translational perturbations in the x, y, and z directions, respectively.
dynamics are accurate, given the rigid ring structure and
absence of flexible side chains of cGG. The total experi-
mental TAS is -19.5 kcal/mol and, subtracting the rota-
tional, translational, and internal vibrational terms, gives an
"experimental estimate" of 41 eu for the lattice entropy,
compared to 26 eu from the NMA calculations. The cGG
association entropy calculations thus overestimate the rigid-
ity of the crystal, or underestimate its entropy, by about
15 eu.
A Hooke's law analysis (HLA) of the lattice vibrations
was undertaken to see whether the harmonic assumption
inherent in the NMA analysis (which only uses the curva-
ture of the potential energy at the minimum) was reason-
able, and to provide another estimate of the lattice entropy.
As Fig. 4 shows, the energy is in fact a quadratic function of
the translational and rotational perturbation for fairly large
displacements, supporting the validity of the NMA analysis.
However, the lattice vibrational entropy computed using via
HLA is less than that from the NMA by 8 and 13 eu for cGG
and cAA, respectively. HLA thus provides a worse estimate
of the cGG lattice entropy (17.9 eu) and, hence, the asso-
ciation entropy (-37.2 eu).
Because sublimation data for cAA are unavailable, the
association entropy of cAA is experimentally unknown. For
comparison with cGG, Table 4 nonetheless includes the
results of association entropy calculations on cAA. Convert-
ing cGG to cAA via the addition of methyl side chains
increases both the total mass and the principal moments of
inertia (Table 5), and the translational and rotational entro-















-30 -20 -10 0 10 20
Angular Perturbation Squared (deg )
3
-0.10 -0.05 0.00 0.05
2
Linear Perturbation Squared (A
FIGURE 4 Hooke's law analysis of rigid-body perturbation of dipep-
tides in the crystal lattice. Change in energy from the minimized value as
a function of the square of the rotational (a) or translational (b) perturba-
tion. 0, cGG (cyclic diglycine); 0, cAA (cyclic dialanine).
explicit HLA indicate that there was more lattice vibrational
entropy in cAA than in cGG, which may also be attributed
to its larger mass and moments of inertia. The NMA method
gives a lattice entropy difference of 6.8 eu between cGG and
cAA, whereas HLA gives only 1.7 eu. The corresponding
association entropy differences (cAA - cGG) are 3.7 eu
and - 1.4 eu for NMA and HLA, respectively.
Although not defined as part of the association entropy,
intramolecular vibrational entropy (also shown in Table 4)
is related to it because the intramolecular frequencies
change upon association. Fig. 5 shows the intramolecular
normal frequencies of cGG and cAA in crystal and gas. The
highest frequency modes represent primarily hydrogen
stretch vibrations about heavy atoms, the two highest being
N-H stretch modes, whereas the middle grouping contains
all C-H modes. The rest of the spectrum represents CO
stretches, etc., and other more complicated modes. The
crystal- and gas-phase frequency spectra match nicely for
both compounds, except at low frequencies (<500 cm- 1),
where the gas-phase frequencies are noticeably lower. Table
5 lists all cGG and cAA intramolecular frequencies that
contributed 0.1 kcal/mol or more to TAS for gas-to-crystal
transfer. The low-frequency modes, which contribute more
to thermodynamic changes, are primarily responsible for the
a
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FIGURE 5 Comparison of vibrational frequencies in the gas phase (E],
A) and crystal phase (U, A) for cGG (A, A) and cAA (EL *).
small (-5 eu) internal entropic barrier to crystallization for
both compounds. Changes in intramolecular vibration op-
posed crystallization in both cGG and cAA because steric
constraints imposed by the crystal environment narrow the
vibrational potential wells and thus lower entropy. The
change in intramolecular vibration entropy upon cAA crys-
tallization differs negligibly from that of cGG, despite the
additional methyl groups. The absolute entropy of cAA
exceeds that of cGG by over 10 eu in both phases, however.
The reason is that cAA has 18 more intramolecular modes
than cGG and, as the larger molecule, has lower intramo-
lecular frequencies relative to those of cGG (see Table 5).
Table 6 shows the computed heat capacity changes upon
crystallization for both cGG and cAA. In the high temper-
ature limit, the vapor-phase heat capacity was 4kB, of which
5/2kB is from translation and 3/2kB from rotation. The six
modes of lattice vibration in the crystal contribute 6kb to the
heat capacity change upon crystallization, whereas the in-
tramolecular vibrations make no contribution in the high
temperature limit. Thus, the net gas-to-crystal heat capacity
increment in this limit is 2kB. The calculated value of the




Intramolecular vibration -1.0 -0.6
Lattice vibration# 5.9 6.0
Net 0.9 1.4
*All entries in kB.
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heat capacity is O.9kB, which differs from the high temper-
ature value principally in the -1 .OkB heat capacity incre-
ment contributed by changes in intramolecular vibrations.
This calculated heat capacity change and the experimental
enthalpy were then used to reanalyze the experimental va-
por pressure data to obtain a better value for the extrapo-
lated vapor pressure at 25°C (see methods). The results,
however, are insensitive to the exact value of ACp and differ
negligibly from those obtained by using the high tempera-
ture limit, shown in Table 2.
DISCUSSION
Study of the thermodynamics of dissolution of crystalline
cyclic dipeptides has provided a useful thermodynamic
model for protein-protein dissociation and protein unfolding
(Murphy and Gill, 1990a,b, 1991; Murphy et al., 1990).
Because of this, detailed thermodynamic calculations on the
gas-to-water and gas-to-crystal transfer of cyclic diglycine
and dialanine were performed to determine the balance of
interactions involved and to gain insights into the corre-
sponding interactions in protein-protein complexes and the
protein interior.
Considering first the enthalpy of dissolution, one striking
feature of protein unfolding and cyclic dipeptide dissolution
is that, as the area of hydrophobic groups exposed to water
increases for such processes (and, hence, as the heat capac-
ity per residue increases), the enthalpy of unfolding/disso-
lution per residue becomes more favorable (Murphy et al.,
1990). We found that the crystal packing contribution
changes little when the -H side chain of cGG is replaced by
the methyl side chain of cAA (Table 3). This result is in
agreement with a previous study of cAA and c(Pro-Leu)
(Lazaridis et al., 1995), in which little difference in packing
effects was found, and which contradicts a previous expla-
nation for the correlation between peptide hydrophobicity
and the favorability of crystal-to-water transfer enthalpy, in
which the packing in the crystal becomes poorer as the
hydrophobic side chain is made larger (Creighton, 1991;
Murphy and Freire, 1992). Another explanation put forward
for the protein enthalpy/heat capacity behavior is that the
more hydrophobic a protein is, the more desolvated the
polar groups are in the folded state, primarily through burial
of hydrogen-bonded groups in the formation of tertiary
interactions (Yang et al., 1992). Our analysis provides an
additional possible effect. The results in Table 3 show little
change in the- hydrogen-bonding contribution upon addition
of the methyl side chains. However, the long-range electro-
static interaction is favorable in cGG and becomes less
favorable in cAA, where on average the dipolar groups are
further apart (Fig. 3). This "dipole dilution" effect, if present
in proteins, could also contribute to the enthalpy/heat ca-
pacity effect, in addition to the desolvation effect. This
conclusion is necessarily somewhat tentative, based as it is
on the study of the only two cyclic dipeptides studied by
rently available. The crystal structures of other aliphatic
side-chain dipeptides are being determined (K. P. Murphy,
personal communication), and, when available, their ener-
getics will be examined in detail. In addition, detailed
examination of the long-range dipolar interactions in a
series of proteins that have different specific enthalpies of
unfolding, such as the set studied experimentally by
Privalov, Murphy, and Gill (Murphy et al., 1990; Privalov
and Gill, 1988), can be used to test this explanation. This
analysis is currently under way.
The solvation calculations of the FDPB/,y method are
based on free energy parameterizations, and so do not
explicitly provide an enthalpy/entropy breakdown. How-
ever, if one assumes that the electrostatics provides the
enthalpic term, whereas the surface area part provides the
entropic part, the enthalpy of crystal-to-water dissolution is
-18.5 - (-24.6) = 6.1 kcal/mol, compared to the exper-
imental value of 6.3 kcal/mol (Murphy and Gill, 1990a)
(Table 7). Privalov and Makhatadze previously observed
that the absolute values of gas-to-water solvation enthalpies
are about 20% larger than the corresponding free energies
(Privalov and Makhatadze, 1993). Using this approach in-
stead, the enthalpy of solvation of cGG would be -19.7
kcallmol, leading to a crystal-to-water enthalpy estimate of
4.9 kcallmol, which is somewhat lower than the experimen-
tal value, but is still within the accuracy of these types of
calculations.
Turning now to the entropy changes, it was found that in
cGG the decrease in experimental gas-to-crystal transfer
free energy was about 77% of the corresponding enthalpy
decrease, because of an opposing entropy change of about
-19.5 eu. Of this entropy loss, a small but significant
TABLE 7 Cyclic dipeptide crystal-to-solution transfer
thermodynamics*
Contribution cGG cAA
Entropy (TAS) Association 8.7 (4.2) 7.6 (4.4)
Intramolecular 1.6 1.5
Solvation# -2.1 -2.4
Net calculated 8.2 (3.7) 6.7 (3.5)
Experimental§ 3.6 1.0
Enthalpy/energy Inter- and intramolecularl 24.6 21.9
Solvation -18.5 -17.8
Net calculated 6.1 4.1
Experimental§ 6.3 3.3
Free energy Net calculated -2.1 (2.4) -2.6 (0.6)
Experimental 2.7 2.3
*All energies in kcalUmol, entropies expressed as TAS at T = 298K.
Figures in brackets are obtained assuming the lattice entropy is 74.5% of
the translational plus rotational entropy (i.e., assuming the experimental
specific residual entropy defined by Eq. 26 of cGG applies to both solutes).
Other data are taken from Tables 1 and 2.
#Assuming that hydrophobic contribution is purely entropic, and the elec-
trostatic term is purely enthalpic (see Discussion).
§Data obtained from Murphy and Gill (see Methods).
Murphy et al. (1990) for which crystal structures are cur- 'OIncludes -2.5 kcal/mol association/vibrational contribution.
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contribution was due to restriction of internal vibrations, the
NMA treatment of which was assumed to be accurate for
these small rigid molecules. This assumption allows one to
accurately extract an association entropy contribution of
-14.1 eu from the experimental value for total entropy. The
association entropy accounted for most of the net gas-to-
crystal entropy loss. Because the rotational and translational
contributions are essentially exact, they can be used to
extract an accurate estimate of the lattice entropy from the
experimental data. The sum of translational and rotational
entropies is -55.1 eu (using the crystal concentration as the
standard state), which yields an "experimental" estimate of
the lattice entropy of 41.0 eu. The presumed accuracy of this
value enables us to assess the accuracy of the lattice entro-
pies obtained with the CVFF force field and the NMA
method.
Two kinds of lattice entropy calculations were per-
formed, both within the Einstein model of lattice vibrations.
The first was a Hooke's law analysis, which provided a
lattice entropy estimate of only 17.9 eu. While confirming
the harmonic nature of the whole-body motions of the
dipeptide in the crystal that were assumed for NMA, this
analysis only provides a lower limit on the entropy, because
there is no coupling of the whole-body motions to internal
motions or to motions in neighboring molecules in the
lattice. This coupling would have the effect of increasing the
overall entropy of the system. Normal Mode Analysis with
periodic boundary (minimum image) conditions allows the
molecule to undergo internal and whole-body vibrational
modes in a fixed array of neighboring molecules, and
thereby incorporates the coupling of internal and whole-
body vibrations. Because of this coupling NMA analysis
gave a considerably larger lattice entropy of 25.9 eu for
cGG, an increase of 8 eu over the Hooke's law model.
Coupling between unit cells (i.e., lattice phonons), however,
remains unaccounted for, and consequently the lattice
model is still Einsteinian. This would account for the un-
derestimate of the experimental lattice entropy in these
calculations by 15 eu. The periodic boundary condition
facility in Discover unfortunately does not include coupling
between the motions of different molecules in the lattice,
i.e., a full lattice dynamics calculation that involves adding
lattice phonon wave vector terms to the dynamical matrix
(Ashcroft and Mermin, 1976). This involves a substantial
amount of calculation that lies outside the scope of the
present study, and we are currently developing the software
to perform an accurate calculation of this term using the
Discover force field. Nevertheless, this analysis of thermo-
dynamic data on cGG provides one of the more accurate
estimates of the association entropy currently available be-
cause the total entropy and internal vibrational entropies are
both well determined.
Considering the gas/crystal/water cycle, if the experimen-
tal entropy of -19.3 eu for gas-to-crystal transfer is com-
bined with Privalov and Makhatadze's observation
(Privalov and Makhatadze, 1993) that free energy of solva-
the solvation entropy, then the crystal-to-water entropy
change is 1000(0.2x - 16.4)/298 - (-19.5) = 8.5 eu. This
value is close to, but somewhat lower than, the experimental
value of 12.0 e.u. extracted from the data of Murphy and
Gill (1990a). Of course, if we use our calculated gas-to-
crystal entropy then, because this is too high in magnitude,
the resulting crystal-to-water entropy is also too high
(26 eu).
A detailed analysis of the entropic contributions to dis-
solutions of crystalline cGG and cAA is summarized in
Table 7. The resulting breakdown of the entropy terms for
cGG is somewhat different from a previous analysis by
Murphy et al. (1994). They concluded that there was no
solvent contribution to entropy, leading to a translational/
mixing entropy contribution equal to the total entropy of
dissolution, 17 eu. Of this they attribute 8 eu to mixing
(obtained using a mole fraction of 1/55 for the solute in
water at the 1 M standard state concentration) and 9 eu to
the gain of rotational and translational entropy. Our analysis
provides a different split of the crystal-to-water dissolution
entropy, primarily because of an estimated -7 to -9 eu
from solvation, with contributions of + 14 eu from associ-
ation (28 eu of which is translational), and 5.4 eu from
internal vibrational entropy. It should be noted that another
recent analysis of solvation also attributes a significant
solvation entropy decrease to polar as well as nonpolar
groups, which is consistent with the net negative solvation
entropy found here (Makhatadze and Privalov, 1996).
Considering the heat capacity changes associated with the
gas-to-crystal transfer, the association (translational and ro-
tational minus lattice vibrational) contribution is 1.9kb (Ta-
ble 6), very close to the 2kb value expected from high
temperature limit analysis. There is a small but significant
-lkb contribution from upward shifts in intramolecular
vibrational frequencies upon crystallization. This gives a net
gas-to-crystal heat capacity increment of 0.9kb, still not very
different from that expected by the high temperature limit
analysis. It is interesting in this regard that the results of
Tidor and Karplus (1994) on insulin dimerization show the
opposite behavior, i.e., that the net vibrational heat capacity
change (internal plus whole body) is 7kb, which, with a
maximum of 6kb from the six new whole-body vibrational
modes, implies that the 3n - 6 internal vibrational contri-
butions increase the heat capacity. However, the vibrational
behavior in such a large, anharmonic system is extremely
difficult to determine accurately, so this qualitative 'differ-
ence in heat capacity behavior may not be significant.
Considering the solvation contribution, only the free energy
is given directly by the FDPB/y method, not the heat
capacity change. Using previous empirical solvation heat
capacity models based on surface area, however, the heat
capacity of solvation of cGG can be estimated as
tion is about 80% of the solvation enthalpy needed to extract pCp°' = c pPA'P+ cP°AP° , (26)
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where AnP and AIl are the nonpolar and polar accessible
surface areas, respectively, and cnP and c°I) are the heatp
capacity changes per unit nonpolar or polar surface area.
Using cnp = 0.32 cal/mol/K/A and cp = -0.14 cal/mole/
K/A (Spolar et al., 1992) gives 16.4 cal/mol/K for cGG,
whereas using cnp = 0.45 cal/mol/K/A and cP°l = -0.26p p
cal/molIK/A (Xie and Freire, 1994) gives 14.0 cal/mol/K.
Another approach is to use the group contribution values of
Makhatadze and Privalov (1990) of -10.4 cal/mol/K for the
CHCONH moiety, and 18 cal/mol/K for the glycine H side
chain, giving a net value of 15 cal/mole/K for cGG. All of
the methods give about the same heat capacity change.
Adding this to the calculated crystal-to-gas contribution of
-1.8 cal/mol/K gives a "calculated" heat capacity incre-
ment of 13.2 cal/mol/K for the crystal-to-water dissolution
step. The experimental value is -3.6 ± 4 (Murphy and Gill,
1990a). We currently have no explanation for the poor
agreement, except to note that both the experimental crystal-
to-water value and the gas-to-water values are difficult
numbers to extract from experimental data, and the results
for a small molecule such as cGG in which the polar and
nonpolar contributions largely cancel are likely to have
rather large error bars.
The overall conclusion from our calculations, based on
comparison with experimental data for cyclic diglycine, for
which the most data are available, is that the solvation free
energy can be calculated accurately, as can the intermolec-
ular interaction contribution to the enthalpy. The entropy of
association is negative, but is overestimated in magnitude
compared to experiment, because of underestimation of the
vibrational freedom in the crystal, either from over-rigid
representation of the intermolecular forces or from neglect
of the entropy of coupling between intermolecular vibra-
tions and crystal lattice vibrations. Conclusions about the
ability to accurately calculate heat capacity changes are
ambiguous because of both experimental and theoretical
uncertainties. Future directions include the extension of
these calculations to other cyclic dipeptides for which ther-
modynamic data are known when these structures become
available, and the application of these methods to the study
of protein-protein and protein-ligand association.
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