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Abstract—Many contemporary applications in signal process-
ing and machine learning give rise to structured non-convex
non-smooth optimization problems that can often be tackled
by simple iterative methods quite effectively. One of the keys
to understanding such a phenomenon—and, in fact, one of the
very difficult conundrums even for experts—lie in the study of
“stationary points” of the problem in question. Unlike smooth
optimization, for which the definition of a stationary point is
rather standard, there is a myriad of definitions of stationarity in
non-smooth optimization. In this article, we give an introduction
to different stationarity concepts for several important classes
of non-convex non-smooth functions and discuss the geometric
interpretations and further clarify the relationship among these
different concepts. We then demonstrate the relevance of these
constructions in some representative applications and how they
could affect the performance of iterative methods for tackling
these applications.
Index Terms—non-smooth analysis, subdifferential, stationar-
ity.
I. INTRODUCTION
In recent years, we have witnessed a fast-growing body
of literature that utilizes non-convex non-smooth optimization
techniques to tackle machine learning and signal processing
applications. Although such a development seems to run
contrary to the long-held belief that non-convex optimization
problems pose serious analytic and algorithmic challenges,
it is proven to be practically relevant and opens up an
exciting avenue for dealing with contemporary applications.
For instance, various low-rank matrix recovery problems ad-
mit natural non-convex optimization formulations that can
be readily tackled by lightweight first-order methods (e.g.,
(sub)gradient descent or block coordinate descent) and are
more scalable than their convex approximations; see, e.g., [1]–
[5]. On the other hand, many modern statistical estimation
problems involve non-convex loss functions and/or regular-
izers. While such problems are non-convex, they possess
certain convexity properties (which can be made precise) that
can be exploited in computation, and there are algorithms
that can compute solutions to these problems with good
empirical performance; see, e.g., [6]–[10]. Another example
that has drawn immense interest is deep neural networks
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with non-smooth activation functions (e.g., the rectified linear
unit (ReLU) x 7→ max{x, 0}). To train such networks, one
often needs to optimize a loss function that is recursively
defined via compositions of linear mappings with nonlinear
activation functions. Despite the non-convexity and possi-
ble non-smoothness of the loss function, various stochastic
algorithms (e.g., stochastic (sub)gradient descent or Adam-
type algorithms) for optimizing it can still yield exciting
empirical performance on a host of machine learning tasks;
see, e.g., [11]–[13]. There are many other applications whose
natural optimization formulations are non-convex yet highly
structured, such as dictionary learning [14], [15], non-negative
matrix factorization [16], [17], and phase retrieval [18], [19].
It is becoming increasingly clear that by carefully exploiting
the structure of the non-convex formulation at hand, one
can design algorithms that have better empirical performance
and runtime than those for solving the corresponding convex
approximations.
To better understand such phenomenon, a general approach
is to study the “stationary points” of the problem in question
and investigate how existing iterative methods behave around
these stationary points. For smooth optimization, the definition
of a stationary point is rather standard. Indeed, consider the
unconstrained minimization problem
inf
x∈Rn
f(x) (1)
with f : Rn → R. Suppose that f is smooth and let ∇f :
Rn → Rn be its gradient. A point x ∈ Rn is said to be
stationary if
∇f(x) = 0,
which means that x is either a local minimum, a local
maximum, or a saddle point. However, for non-smooth op-
timization, one can find a myriad of definitions of a stationary
point in the literature; see, e.g., [20], [21] and the references
therein. It is far from clear how these different definitions
of stationarity are related and, more fundamentally, why
they need to be introduced. This not only creates potential
confusion among readers but also obscures the nature of
the solutions that are being computed by different iterative
methods.
In this paper, our main objective is to give an introduc-
tion to the theory of subdifferentiation for non-convex non-
smooth functions, with a focus on motivating the different
constructions of the subdifferential and developing the corre-
sponding stationarity concepts for several important function
classes, as well as discussing the geometric interpretations
and further clarifying the relationship among the different
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2constructions. We will also demonstrate the relevance of these
constructions in some representative applications and how
they could affect the performance of iterative methods for
tackling these applications. Readers may just be as intrigued
by what classes of iterative algorithms can lead to efficient
computation of a stationary point under the aforementioned
concepts. Unfortunately, owing to the need for exposition of
more sophisticated concepts and also to the page limitation,
we decide not to cover algorithms in this introductory article.
II. CONVEX NON-SMOOTH FUNCTIONS
To set the stage for our later developments, let us review the
theory of subdifferentiation for convex non-smooth functions.
For simplicity, we restrict our discussion to finite-valued
convex functions f : Rn → R. Recall that if f is convex and
smooth, then its gradient ∇f at x ∈ Rn provides an affine
minorant of f at x ∈ Rn; i.e.,
f(y) ≥ f(x) +∇f(x)T (y − x) for all y ∈ Rn.
In the non-smooth case, a suitable generalization of gradient is
the notion of subgradient; i.e., a vector s ∈ Rn is a subgradient
of f at x ∈ Rn if
f(y) ≥ f(x) + sT (y − x) for all y ∈ Rn.
Since the subgradient at a point may not be unique, we are
led to the notion of subdifferential, which is the set
∂f(x) =
{
s ∈ Rn : f(y) ≥ f(x) + sT (y − x)
for all y ∈ Rn} . (2)
As it turns out, the subdifferential (2) can be constructed
by considering the directional derivative of f . Given a point
x ∈ Rn and a direction d ∈ Rn, the difference quotient q of
f at x is defined by
t 7→ q(t) = f(x+ td)− f(x)
t
for t > 0. (3)
Observe that by the convexity of f , the function q is increasing
in t (see, e.g., [22, Chapter 0, Proposition 6.1]) and bounded
around 0 (see, e.g., [22, Chapter B, Theorem 3.1.2]). Thus, the
directional derivative of f at x ∈ Rn in the direction d ∈ Rn,
which is defined by
f ′(x,d) = lim
t↘0
f(x+ td)− f(x)
t
, (4)
exists and is equal to f ′(x,d) = inft>0 q(t). One of the key
properties of f ′ is the following:
Fact 1 ( [22, Chapter D, Proposition 1.1.2]) For any x ∈ Rn,
the function d 7→ f ′(x,d) is finite sublinear (recall that a
function h : Rn → R∪ {+∞} is sublinear if it is convex and
satisfies h(tx) = t · h(x) for all x ∈ Rn and t > 0).
A fundamental result in convex analysis is that there is a
correspondence between closed sublinear functions and closed
convex sets; see [22, Chapter C]. In particular, upon invok-
ing [22, Chapter C, Theorem 3.1.1], we know that f ′(x, ·) is
the support function of the non-empty closed convex set
∂f(x) =
{
s ∈ Rn : sTd ≤ f ′(x,d) for all d ∈ Rn} ; (5)
i.e., f ′(x,d) = sups∈∂f(x) s
Td. By the finiteness of f ′(x, ·),
the set ∂f(x) is bounded ( [22, Chapter C, Proposition 2.1.3]).
Hence, ∂f(x) is in fact compact. It can be shown that (5)
and (2) describe the same set; see [22, Chapter D, Theorem
1.2.2]. Interestingly, even though we define the set (2) without
reference to differentiation, its support function turns out to be
the directional derivative f ′(x, ·).
In applications we often need to compute an element of
the subdifferential of a given function. Let us now give the
subdifferentials of some concrete convex functions f .
– (Smooth function). Suppose that f is differentiable at x.
Then, ∂f(x) = {∇f(x)}; see [22, Chapter D, Corollary
2.1.4].
– (Norm). Let f be a norm on Rn. Then,
∂f(x) = {s ∈ Rn : sTx = f(x), f∗(s) ≤ 1},
where f∗ is the dual norm of f defined by f∗(s) =
supd∈Rn:f(d)≤1 d
Ts; see [22, Chapter D, Example 3.1].
In particular, for the `1-norm f(·) = ‖ · ‖1, we have
∂(‖x‖1) = Sign(x), where Sign is the element-wise sign
function given by
[Sign(x)]i =
{
{xi/|xi|} if xi 6= 0,
[−1, 1] otherwise;
for the `2-norm f(·) = ‖ · ‖2, we have
∂(‖x‖2) =
{ {x/‖x‖2} if x 6= 0,
B(0, 1) otherwise,
where B(0, 1) is the unit ball centered at the origin.
– (Max function). Suppose that f takes the form f(·) =
maxy∈Y g(·,y), where Y ⊆ R` is compact and g : Rn×
Y → R is such that Rn 3 x 7→ g(x,y) is convex for
each y ∈ Y and Y 3 y 7→ g(x,y) is continuous for each
x ∈ Rn. Let Y (x) = {y ∈ Y : f(x) = g(x,y)} be the
set of optimal solutions to maxy∈Y g(x,y). Then,
∂f(x) = conv
 ⋃
y∈Y (x)
∂g(x,y)
 ; (6)
cf. [22, Chapter D, Theorem 4.4.2].
The above result is extremely useful, as many convex
functions can be represented as the maximum of a col-
lection of convex functions. For instance, let Sn denote
the set of n×n real symmetric matrices and consider the
largest eigenvalue function Sn 3 M 7→ λ(M). By the
Courant-Fischer theorem, we have the characterization
λ(M) = max
u∈Rn:‖u‖2=1
uTMu.
Since the function M 7→ uTMu is linear with gradient
uuT , it follows from (6) that
∂λ(M) = conv
{
uuT : ‖u‖2 = 1,Mu = λ(M)u
}
.
– (Sum rule). Suppose that f takes the form f = α1f1 +
α2f2, where f1, f2 : Rn → R are convex functions and
α1, α2 > 0 are positive scalars. Then, ∂f = α1∂f1 +
α2∂f2; see [22, Chapter D, Theorem 4.1.1].
3– (Composition with affine mapping). Suppose that f
takes the form f = g◦A, where g : Rm → R is a convex
function and A : Rn → Rm is an affine mapping given
by A(x) = A0x + b with A0 ∈ Rm×n and b ∈ Rm.
Then,
∂f(x) = AT0 ∂g(A(x)) =
{
AT0 s : s ∈ ∂g(A(x))
}
;
see [22, Chapter D, Theorem 4.2.1]. The above result
can be viewed as a chain rule for subdifferentials. Note
that we restrict ourselves to the composition of a convex
function with an affine mapping here, as the resulting
function is guaranteed to be convex and hence its sub-
differential (2) is well defined. To obtain more general
chain rules, we need to define a notion of subdifferential
for non-convex functions. This will be our objective in
subsequent sections.
– (Indicator). Although our development so far focuses
on finite-valued convex functions, it can be extended to
convex functions that take values in R ∪ {+∞}. One
important example of such functions is the indicator of a
closed convex set. Specifically, let C ⊆ Rn be a closed
convex set and define the indicator of C by
IC(x) =
{
0 if x ∈ C,
+∞ otherwise. (7)
Using the construction (2) of the subdifferential, it can
be verified that
∂IC(x) = {s ∈ Rn : sT (y−x) ≤ 0 for all y ∈ C} (8)
if x ∈ C and ∂IC(x) = ∅ otherwise. The set on the
right-hand side of (8) is known as the normal cone to C
at x and is denoted by NC(x). Each element s ∈ NC(x)
is called a normal direction to C at x. The terminology is
motivated by the observation that for every s ∈ NC(x),
the set C is completely contained in the halfspace {y ∈
Rn : sT (y − x) ≤ 0}, whose boundary is a hyperplane
that passes through x and has normal s; see the figure
below.
NC(x) x
C
NC(x)
x
C
Fig. 1. Normal cone of a closed convex set.
Using the notion of subdifferential, we can formulate the
optimality condition of the minimization of a convex non-
smooth function. Specifically, let g : Rn → R be a convex
function and C ⊆ Rn be a closed convex set. Consider the
problem
inf
x∈C
g(x), (9)
which can be put into the form (1) by letting f = g+ IC . We
then have the following result:
Fact 2 (cf. [20, Theorem 8.15]) The following are equivalent:
(a) x¯ is an optimal solution to (9).
(b) 0 ∈ ∂g(x¯) +NC(x¯) (cf. (8)).
(c) g′(x¯,y − x¯) ≥ 0 for all y ∈ C.
Although the main focus of this paper is on notions of
stationarity, let us briefly digress and discuss the algorithmic
aspects of Problem (9). We say that d ∈ Rn is a descent
direction of the convex function g at x¯ ∈ Rn if there exists
a t¯ > 0 satisfying g(x¯ + td) < g(x¯) for all t ∈ (0, t¯). As
can be easily verified, this is equivalent to g′(x¯,d) < 0. In
view of Fact 2(c), we are thus motivated to use feasible descent
methods to solve Problem (9). Roughly speaking, at the current
iterate xk ∈ C, such methods find a direction dk and step
size αk > 0 such that the next iterate xk+1 = xk + αkdk
satisfies g(xk+1) < g(xk) and xk+1 ∈ C. As simple as
the above description may seem, there are various subtleties
in its implementation. For instance, since g′(xk,d) < 0 is
equivalent to maxs∈∂g(xk) sTd < 0 (see (5)), one may be
tempted to compute the entire subdifferential ∂g(xk) in each
iteration. However, this could be rather expensive. Moreover,
even for the unconstrained minimization of a convex non-
smooth function, some natural descent methods (such as a
straightforward extension of the steepest descent method for
smooth minimization) are not necessarily convergent; see,
e.g., [23]. It turns out that the above difficulties can be
overcome. We refer the reader to [24] for developments in
this direction.
Another idea for solving Problem (9) is to use projected
subgradient methods. At the current iterate xk ∈ C, such
methods proceed by first finding a subgradient sk ∈ ∂g(xk)
and choosing a step size αk > 0, and then obtaining the
next iterate via xk+1 = ΠC(xk − αksk), where ΠC is the
projector onto C. It should be noted that subgradient methods
are generally not descent methods. For instance, consider the
function R2 3 (x1, x2) 7→ f(x1, x2) = |x1| + 2|x2|, whose
contour plot is given in Figure 2. It can be easily seen that
(1, 2) ∈ ∂f(1, 0), but d = −(1, 2) is not a descent direction.
Fig. 2. Contour plot of f(x1, x2) = |x1|+ 2|x2|.
In spite of this, by choosing step sizes that decay at an
appropriate rate, it can be shown that subgradient methods
will converge to an optimal solution and their convergence
4rates can be estimated. We refer the reader to [25], [26] for
details.
So far we have only discussed constructions of the subd-
ifferential for convex functions. It should not take long for
one to realize that those constructions do not yield much
useful information when applied to even some very simple
non-convex functions. For instance, if we consider the smooth
non-convex function R 3 x 7→ f(x) = −x2, then using the
definition (2) we have ∂f(0) = ∅. Another example is the
non-smooth non-convex function R 3 x 7→ f(x) = −|x|,
where ∂f(0) = {s ∈ R : s ≥ 1 and s ≤ −1} = ∅ according
to (2). In view of these examples, it is natural to ask whether
one can construct a subdifferential that can better capture
the geometry of non-smooth non-convex functions. Before we
address this question, let us list some desirable properties that
we wish such a generalized subdifferential to possess. First, the
subdifferential should be a singleton consisting of the gradient
(resp. coincide with the usual convex subdifferential) when the
function in question is smooth (resp. convex). Second, from a
computational point of view, the subdifferential should satisfy
some basic calculus rules, particularly the chain rule for com-
posite functions and the sum rule for sum of functions. Without
such rules, many concrete non-convex functions that arise in
applications cannot be tackled easily. Third, the subdifferential
should yield a necessary condition for local optimality; i.e., if
f attains a local minimum at x¯, then 0 ∈ ∂f(x¯). Fourth,
the subdifferential should be tight, in the sense that the set
{x ∈ Rn : 0 ∈ ∂f(x)} of stationary points of f should
contain as few non-local minima as possible. In summary, we
have the following desiderata of a generalized subdifferential:
Desirable Properties of a Generalized Subdifferential
– for smooth f , ∂f(x) = {∇f(x)}
– coincide with the usual convex subdifferential for
convex functions
– basic calculus rules
– chain rule: for f = g ◦ F , ∂f(x) =
(JF (x))T∂g(F (x)), where JF is the Jaco-
bian of F (see (14) for the definition)
– sum rule: for f = f1+f2, ∂f(x) = ∂f1(x)+
∂f2(x)
– necessary condition for local optimality
– tight subdifferential
The above discussion suggests that one can consider an ax-
iomatic approach to constructing subdifferentials with the de-
sired properties for more general functions. Such an approach
has been explored, e.g., in [27]. Another approach, which is
more geometric in nature and follows our development for
convex functions, is to construct a convex set that serves as
the generalized subdifferential and take its support function
to be the generalized directional derivative. Alternatively, one
can define a sublinear function that serves as the generalized
directional derivative and take the convex set it supports as
the generalized subdifferential. Let us now take this geometric
approach as the starting point of our exposition.
III. LOCALLY LIPSCHITZ FUNCTIONS
As we move beyond convex functions, one direction to
explore is the class of locally Lipschitz functions. Such a
class captures a wide variety of non-convex functions [28] and
includes the class of convex functions as a special case [29,
Theorem 10.4]. Let us recall the definition:
Definition 1 A function f : Rn → R is locally Lipschitz if for
any bounded S ⊆ Rn, there exists a constant L > 0 such that
|f(x)− f(y)| ≤ L‖x− y‖2 for all x,y ∈ S.
By a classic result of Rademacher, a locally Lipschitz function
f is differentiable almost everywhere (a.e.) [20, Theorem
9.60]. In particular, every neighborhood of x contains a point
y for which ∇f(y) exists, so that there is at least one
cluster point due to the Lipschitzian property. This motivates
the following construction, which is known as the Bouligand
subdifferential:
∂Bf(x) =
{
s ∈ Rn : ∃x
k → x, ∇f(xk) exists,
∇f(xk)→ s
}
.
As a quick illustration, consider the absolute value function
R 3 x 7→ f(x) = |x|. It can be easily verified that
∂Bf(0) = {−1, 1}. Such an example is instructive, as it
highlights two drawbacks of the Bouligand subdifferential.
First, the Bouligand subdifferential does not coincide with
the usual convex subdifferential when the function in question
is convex. Second, the condition 0 ∈ ∂Bf(x) is not even
necessary for the local optimality of x. One possible remedy
is to convexify the Bouligand subdifferential by considering its
convex hull; i.e.,
∂Cf(x) = conv(∂Bf(x)). (10)
It can be shown that ∂Cf(x) so defined is a non-empty
compact convex set and is called the Clarke subdifferential
in the literature; see [28, Definition 1.1]. From our discussion
in Section II, we know that ∂Cf(x) can also be described
by its support function. This leads to the question: What is
the support function of ∂Cf(x) when f is locally Lipschitz?
The following remarkable result due to Clarke furnishes the
answer.
Fact 3 (cf. [28, Proposition 1.4]) Given a point x ∈ Rn and
a direction d ∈ Rn, the Clarke directional derivative of f at
x in the direction d is defined by
f◦(x,d) = lim sup
x′→x, t↘0
f(x′ + td)− f(x′)
t
= inf
>0,
λ>0
sup
x′∈x+B(0,1),
t∈(0,λ)
f(x′ + td)− f(x′)
t
.
(11)
Then, f◦(x, ·) is the support function of the set ∂Cf(x)
defined in (10); i.e.,
f◦(x,d) = max
s∈∂Cf(x)
sTd.
5In particular, we have
∂Cf(x) =
{
s ∈ Rn : sTd ≤ f◦(x,d) for all d ∈ Rn} ,
(12)
and the function d 7→ f◦(x,d) is finite sublinear for all
x ∈ Rn. Additionally, we have f ′(x,d) ≤ f◦(x,d) if the
directional derivative of f exists.
We remark that a locally Lipschitz function may not be
directionally differentiable. In other words, the difference
quotient in (3) may not have a limit even though it is bounded
due to the Lipschitzian property. Here, we give an example to
showcase such possibility.
Consider the function
R 3 x 7→ f(x) =
{
x sin(log( 1x )) if x > 0,
0 otherwise.
It is clear that f is smooth on R \ {0}. Its derivative
at any x > 0 is given by f ′(x) = sin(log( 1x )) −
cos(log( 1x )), which is bounded by 2. Using this and
the structure of f , it can be shown that f is locally
Lipschitz. However, the directional derivative of f at
x¯ = 0 does not exist. In fact, the difference quotient
q(t) = f(t)t = sin(log(
1
t )) does not converge, as can
be seen by considering the sequence tn = e−(n+
1
2 )pi
and computing
q(tn) = sin
((
n+
1
2
)
pi
)
=
{
1 if n is even,
−1 otherwise.
It is instructive to compare the two notions of directional
derivatives in (4) and (11) from a geometric point of view. The
former considers the variation of f along a ray emanating from
x in the direction d (i.e., f(x+ tkd) vs. f(x) with tk ↘ 0),
while the latter considers the variation of f in the direction
d for points in the neighborhood of x (i.e., f(xk + tkd) vs.
f(xk) with tk ↘ 0 and xk → x). In particular, the latter is
able to explore the behavior of f in a neighborhood of x rather
than just along a ray emanating from x. Generally, f◦(x,d) is
an upper bound on the difference quotient in the neighborhood
of x. As we shall see, such an idea turns out to be very fruitful
when studying the local behavior of non-smooth functions.
Our discussion above reveals a fundamental difference in
the theory of subdifferentiation for convex functions and non-
convex functions. Specifically, in the convex case, subdifferen-
tiation entails linearization of the function at hand; in the non-
convex case, subdifferentiation can be seen as a convexification
process. This allows the use of concepts from convex analysis
to study the subdifferentials of non-convex functions.
Recall that in Section II, we have introudced several proper-
ties that the generalized subdifferential should possess. Now,
let us check whether the Clarke subdifferential possesses those
properties.
– (Smooth function). If f is smooth (i.e., continuously
differentiable) at x, then f◦(x,d) = ∇f(x)Td for all
d ∈ Rn and ∂Cf(x) = {∇f(x)}; see [28, Proposition
1.13].
– (Convex function). As mentioned above, convex func-
tions are locally Lipschitz. In this case, the Clarke
subdifferential and Clarke directional derivative take on
particularly simple forms. Indeed, the Clarke subdiffer-
ential coincides with the usual convex subdifferential (2)
due to [29, Theorems 17.2 and 25.6]. In addition, the
directional derivative of a convex function, which always
exists, is equal to the Clarke directional derivative; i.e.,
f◦(x,d) = f ′(x,d). (13)
– (Sum rule). The following example demonstrates that
the sum rule ∂C(f1 + f2) = ∂Cf1 + ∂Cf2 does not hold
in general. Consider the function f : R → R given by
f(x) = max{x, 0}+min{0, x}. Let us compute ∂Cf1(0),
∂Cf2(0), and ∂Cf(0):
f(x) =f1(x)+f2(x)
∂Cf(0) = {1}
f2(x) = min{x,0}
∂Cf2(0) = [0,1]∂Cf1(0) = [0,1]
f1(x) = max{x,0}
Observe that
∂Cf(0) = {1} ( ∂Cf1(0) + ∂Cf2(0) = [0, 2].
The failure of the sum rule is one of the obstacles to
computing the Clarke subgradient. Nevertheless, not all
is lost, as we still have the following weaker version of
the sum rule:
∂C(f1 + f2) ⊆ ∂Cf1 + ∂Cf2;
see [28, Proposition 1.12].
– (Tightness). It is known that if f attains a local minimum
at x¯, then 0 ∈ ∂Cf(x¯); see [30, Proposition 2.3.2]. By
Fact 3, this is equivalent to f◦(x¯,d) ≥ 0 for all d ∈ Rn.
However, the Clarke subdifferential may contain sta-
tionary points that are not local minima. For instance,
consider the function R 3 x 7→ f(x) = −|x|. It is easy
to see that ∂Cf(0) = [−1, 1]. It follows that x¯ = 0 is
a stationary point (as 0 ∈ ∂Cf(0)). However, the point
x¯ = 0 is clearly not a local minimum (in fact, it is a global
maximum). Moreover, observe that the corresponding
Clarke directional derivatives are f◦(0, 1) = f◦(0,−1) =
1, which shows that neither d = 1 nor d = −1
is a descent direction according to Clarke’s definition.
However, the ordinary directional derivatives exist and
are given by f ′(0, 1) = f ′(0,−1) = −1. It follows that
both d = 1 and d = −1 are descent directions. One may
argue that the above example is not persuasive enough,
as similar phenomena occur in the smooth case (e.g.,
R 3 x 7→ f(x) = −x2). Hence, let us provide another,
perhaps more convincing, example:
6Consider the function
R 3 x 7→ f(x) =
{
x+ x2 sin( 1x ) if x > 0,
x otherwise.
x
f(x)
-1 0 1
1
For x > 0, f ′(x) = 1 + 2x sin( 1x ) − cos( 1x )
is bounded on compact sets. Using this and the
structure of f , it can be shown that f is locally
Lipschitz. On one hand, we have ∂Cf(0) = [0, 2],
which means that x¯ = 0 is a stationary point. On
the other hand, we have f ′(0, 1) = f ′(0,−1) = 1.
Hence, the point x¯ = 0 is neither a local minimum
nor a local maximum.
Observe that in the above examples, the ordinary di-
rectional derivative exists but is strictly smaller than
the corresponding Clarke directional derivatives (i.e.,
f ′(x,d) < f◦(x,d)). This, together with (12), suggests
that one may obtain a tighter subdifferential by using
other directional derivatives.
In view of the aforementioned drawbacks of the Clarke
subdifferential, it is natural to ask whether the notion is useful
in applications. As it turns out, the Clarke subdifferential can
still be a very powerful tool for studying certain sub-classes
of locally Lipschitz functions.
IV. SUBDIFFERENTIALLY REGULAR FUNCTIONS
In this section, we introduce a representative function class
called subdifferentially regular functions. The Clarke subdif-
ferential for such functions preserves many of the nice prop-
erties of the subdifferential for convex functions. This greatly
facilitates the manipulation of such functions in computational
procedures.
Definition 2 ([30, Definition 2.3.4]) A locally Lipschitz func-
tion f : Rn → R is subdifferentially regular (or simply regular)
at x ∈ Rn if for every d ∈ Rn, the ordinary directional
derivative (4) exists and coincides with the generalized one in
(11):
f ′(x,d) = f◦(x,d).
If f is regular at every x ∈ Rn, then we simply say that f is
regular.
As a first example, we note that a convex function f is regular.
This follows immediately from (13). In this case, we have
∂Cf = ∂f . Another important example of a regular function
is the max function given by f = maxi∈{1,...,m} gi, where gi :
Rn → R (i = 1, . . . ,m) is smooth; see [20, Example 7.28].
In particular, this implies that a smooth function is regular.
Upon letting I(x) = {i ∈ {1, . . . ,m} : f(x) = gi(x)} be
the set of indices whose corresponding functions gi is active
at x, we have ∂Cf(x) = conv{∇gi(x) : i ∈ I(x)}; see [20,
Exercise 8.31]. We remark that a similar result holds for max
functions involving an infinite collection of smooth functions.
The interested reader is referred to [20, Theorem 10.31] for
details.
One of the nice properties of regular functions is that they
satisfy the following basic calculus rules.
Fact 4 (cf. [20, Theorem 10.6, Corollary 10.9])
(a) (Chain Rule). Suppose that f : Rn → R takes the form
f = g ◦ F , where g : Rm → R is a locally Lipschitz
function and F : Rn → Rm is a smooth mapping. Given
a point x ∈ Rn, if g is regular at F (x), then f is regular
at x and
∂Cf(x) = (JF (x))
T∂Cg(F (x)),
where JF is the Jacobian of F ; i.e.,
JF (x) =
[
∂fi
∂xj
(x)
]m,n
i,j=1
∈ Rm×n. (14)
In particular, for a real-valued function F : Rn → R,
the gradient of F at x is given by ∇F (x) = (JF (x))T .
(b) (Sum Rule). Suppose that f = f1 + f2 + · · · + fm,
where fi : Rn → R (i = 1, . . . ,m) are locally Lipschitz
functions. Given a point x ∈ Rn, if f1, . . . , fm are
regular at x, then so is f and
∂Cf(x) = ∂Cf1(x) + ∂Cf2(x) + · · ·+ ∂Cfm(x).
We remark that it is possible to develop (possibly weaker)
versions of the above calculus rules under weaker assumptions.
For instance, a variant of the above chain rule holds in the
setting where g is lower semi-continuous1 and F is a locally
Lipschitz mapping (and thus not necessarily smooth), while
a variant of the above sum rule holds in the setting where
f1, . . . , fm are lower semi-continuous. We refer the reader
to [20, Theorems 10.6 and 10.49] for details.
To illustrate the usefulness of the above calculus rules, let
us turn our attention to another fundamental class of regular
functions, namely weakly convex functions. Such functions
have recently received much attention, as they arise in many
contemporary signal processing and machine learning appli-
cations. We begin with the definition.
Definition 3 A function f : Rn → R is called ρ-weakly
convex (with ρ ≥ 0) if the function x 7→ h(x) = f(x)+ ρ2‖x‖22
is convex.
It is immediate from the definition that a convex function is
0-weakly convex. As it turns out, weakly convex functions
are locally Lipschitz and regular; see [31, Propositions 4.4
and 4.5]. This implies that the basic calculus rules in Fact 4
1Recall that a function f : Rn → R is lower semi-continuous if
lim infy→x f(y) = f(x), or equivalently, the epigraph epi(f) = {(x, t) ∈
Rn × R : f(x) ≤ t} of f is closed in Rn × R; see [20, Theorem 1.6].
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can compute the subdifferential of a weakly convex function
f as follows. By definition, the function Rn 3 x 7→ h(x) =
f(x) + ρ2‖x‖22 is convex for some ρ ≥ 0. Using the fact that
x 7→ ρ2‖x‖22 is regular and applying the sum rule, we have
∂Ch(x) = ∂Cf(x)+{ρx}. Since ∂Ch equals the usual convex
subdifferential ∂h of h, we obtain
∂Cf(x) = ∂h(x)− {ρx}.
Weakly convex functions are ubiquitous in applications. One
prototypical example is the composite function f = g ◦ F ,
where g : Rm → R is convex and Lipschitz continuous on
Rm and F : Rn → Rm is a smooth map with Lipschitz
continuous Jacobian [32]. Note that the chain rule in Fact 4
yields a formula for ∂Cf . Below are some concrete examples
of such a composite function that arise in applications.
– (Robust low-rank matrix recovery). In various signal
processing [33] and machine learning [34] applications,
a fundamental computational task is to recover a low-
rank matrix X? ∈ Rn1×n2 from a small number of noisy
linear measurements of the form
y = A(X?) + s?,
where A : Rn1×n2 → Rm is a known linear operator,
s? ∈ Rm is a noise vector, and y ∈ Rm is the vector
of observed values. For simplicity, let us assume that the
ground-truth matrix X? is an n × n symmetric positive
semidefinite matrix of rank r ≥ 1. In the setting where
the noise vector represents outliers in the measurements,
the `1-loss function is usually preferred over the `2-loss
for recovering the ground-truth signal. This gives rise to
the following weakly convex formulation for recovering
X? [5]:
min
U∈Rn×r
f(U) =
1
m
∥∥y −A(UUT )∥∥
1
.
By applying the chain rule in Fact 4, we can compute
1
m
[
(A∗(Sign(A(UUT )− y)))TU
+A∗(Sign(A(UUT )− y))U] ⊆ ∂Cf(U),
where A∗ is the adjoint of A; see [5].
– (Robust sign retrieval). Phase retrieval is a classic
inverse problem that arises in areas such as crystallog-
raphy [19], optical imaging [35], and audio signal pro-
cessing [36]. Here, let us consider a real-valued version
of the problem, in which we are interested in recovering
a vector x? ∈ Rn from noisy measurements of the form
bi = (a
T
i x
?)2 + s?i for i = 1, . . . ,m, (15)
where a1, . . . ,am ∈ Rn are measurement vectors, s? ∈
Rm is the noise vector, and b1, . . . , bm ∈ R are the
observed values. One approach to tackling this problem
is to consider the weakly convex formulation
min
x∈Rn
f(x) =
1
m
m∑
i=1
∣∣(aTi x)2 − bi∣∣ ,
which aims at handling outliers in the measurements [37],
[38]. Using the calculus rules in Fact 4, we have
2
m
m∑
i=1
(aTi x) · Sign((aTi x)2 − bi) · ai ⊆ ∂Cf(x);
see [38].
– (Robust blind deconvolution). The blind deconvolution
problem, which is found in diverse fields such as astron-
omy [39] and image processing [40], [41], aims to recover
a pair of signals in two low-dimensional structured spaces
from observations of their noisy pairwise convolutions.
Again, let us focus on a real-valued version of this
problem for simplicity. Formally, we consider the task of
robustly recovering a pair (w?,x?) ∈ Rn1 × Rn2 from
m bilinear measurements:
bi = (a
T
i w
?)(cTi x
?) + s?i for i = 1, . . . ,m,
where a1, . . . ,am ∈ Rn1 and c1, . . . , cm ∈ Rn2 are
measurement vectors, b1, . . . , bm ∈ R are the observed
values, and s? ∈ Rm is the noise vector. One non-smooth
formulation of the problem reads
min
w∈Rn1 ,x∈Rn2
f(w,x) =
1
m
m∑
i=1
∣∣(aTi w)(cTi x)− bi∣∣ ,
in which the `1-loss promotes strong recovery and stabil-
ity guarantees under certain statistical assumptions [42].
By invoking the chain rule in Fact 4, we obtain
1
m
m∑
i=1
Sign((aTi w)(c
T
i x)− bi)·(
(cTi x)
[
ai
0
]
+ (aTi w)
[
0
ci
])
⊆ ∂Cf(w,x);
see [42].
Another illustrative example is given by the family of
weakly convex sparse regularizers [43], [44], such as loga-
rithmic sum penalty [45], smoothly clipped absolute deviation
(SCAD) [46], and minimax concave penalty (MCP) [47].
These regularizers take the form
Rn 3 x 7→ R(x) =
n∑
i=1
φ(|xi|),
where φ : R → R is a non-decreasing concave but weakly
convex function. Although we cannot apply the chain rule
in Fact 4 directly, by using the fact that the absolute value
function is locally Lipschitz, we can still apply an extended
version of the chain rule (see [20, Theorem 10.49]) to compute
an element of the subdifferential of R. Let us demonstrate this
via the following concrete example:
Let R : Rn → R be the logarithmic sum penalty
function; i.e.,
R(x) =
d∑
i=1
log (|xi|+ θ) ,
where θ > 0 is a smoothing parameter. Consider the
8following regularized least-squares regression prob-
lem:
min
x∈Rn
f(x) =
1
2m
m∑
i=1
(
bi − a>i x
)2
+ λR(x),
where λ ≥ 0 is a regularization parameter. Observe
that f is regular, as the sum of regular functions is
regular; see Fact 4. By the extended chain rule, any
vector s ∈ Rn with
si ∈ Sign(xi)|xi|+ θ for i = 1, . . . , n
satisfies s ∈ ∂CR(x). It is then straightforward to
obtain an element of the subdifferential of f via the
sum rule in Fact 4.
In all the above examples, the ability to explicitly calculate
the subdifferential of the weakly convex objective function
at hand makes it possible to use simple subgradient methods
to minimize the function. Moreover, if the objective function
satisfies a regularity condition called sharpness, then a suitably
initialized subgradient method with properly chosen step sizes
will converge at a linear rate to an optimal solution to the prob-
lem [32] (see also [5], [38]). We also refer the reader to [48],
which discusses stochastic methods for tackling optimization
problems involving weakly convex objective functions, and
to [49], which develops Riemannian subgradient-type methods
for weakly convex optimization over the Stiefel manifold.
Although the class of weakly convex functions provides a
powerful modeling tool for applications in signal processing
and machine learning, there are still other widely-used func-
tions that do not belong to this class. Here are two examples.
– (Canonical robust sign retrieval). Besides the squared-
amplitude measurement model in (15), another measure-
ment model of interest for phase retrieval problems is
bi = |aTi x?|+ s?i for i = 1, . . . ,m,
where x? ∈ Rn is the signal to be recovered,
a1, . . . ,am ∈ Rn are measurement vectors, s? ∈ Rm
is the noise vector, and b1, . . . , bm ∈ R are the observed
values. Such an amplitude measurement model is used,
e.g., in optical wavefront reconstruction; see [50] for
details. The corresponding robust phase retrieval problem
then takes the form
min
x∈Rn
f(x) =
1
m
m∑
i=1
∣∣|aTi x| − bi∣∣ .
The function f is not weakly convex as it is not even
subdifferentially regular [51].
– (Deep Neural Network). Deep learning is a powerful
paradigm in machine learning that allows one to learn
a complicated mapping by decomposing it into a series
of nested simple mappings, and it has attracted immense
interest in various areas of science and engineering [52].
As an illustration, consider a simple prediction problem,
in which one is given N observed feature-label pairs
(xi, yi) ∈ Rn×R, where i = 1, . . . , N , and the goal is to
learn the feature-label relationship. One can model such
a relationship using the one-hidden-layer neural network
shown in Figure 3. Here, W = [w1, . . . ,wk] is the
Fig. 3. Illustration of one-hidden-layer neural network.
matrix of weight parameters, where wj ∈ Rn denotes the
weight with respect to the j-th neuron, and σ : R → R
is a (typically non-smooth) activation function (e.g., the
ReLU function x 7→ max{x, 0}). Using the square-loss
function, the weights that best model the relationship in
the given feature-label pairs can be found by solving the
following optimization problem:
min
W∈Rn×k
f(W ) =
1
2N
N∑
i=1
 k∑
j=1
σ(wTj xi)− yi
2 .
(16)
Unfortunately, neural networks with non-smooth activa-
tion functions typically give rise to objective functions
that are not subdifferentially regular [53]. For example,
consider the instance of Problem (16) in which N =
n = k = 1, x1 = y1 = 1, and σ : R → R is the ReLU
function (i.e., σ(x) = max{x, 0}). Then, the objective
function in (16) becomes f(w) = 12 (max{w, 0} − 1)2,
whose graph is shown below.
w
f(w)
-1 1
1/2
It is a simple exercise to show that f◦(0, 1) >
0 > f ′(0, 1). Hence, by Definition 2, we see that f
is not subdifferentially regular. Roughly speaking, the
graph of a subdifferentially regular function cannot have
“downward-facing cusps” [53].
In view of the above examples, we are naturally interested in
developing other sharper generalized subdifferential concepts
that can deal with broader function classes.
V. DIRECTIONALLY DIFFERENTIABLE FUNCTIONS
As we have seen in Section III, the Clarke directional
derivative f◦ does not always yield useful information about
the descent directions of a function at a given point. For
9instance, for a directionally differentiable locally Lipschitz
function f with directional derivative f ′, we always have
f ′ ≤ f◦ and hence the Clarke subdifferential is in some
sense too large; see Fact 3. We circumvent this problem in
Section IV by imposing the assumption f ′ = f◦ on the
functions we consider, thereby leading us to the class of
subdifferentially regular functions. In this section, we present
another approach, which begins by constructing subdifferen-
tials that are smaller than the Clarke subdifferential and then
trying to refine them so that they possess some of the desirable
properties mentioned in Section II. One advantage of such an
approach is that it allows us to tackle functions that are not
necessarily subdifferentially regular.
To begin, consider a directionally differentiable locally
Lipschitz function f : Rn → R; i.e., the directional derivative
f ′(x,d) exists for all x ∈ Rn and d ∈ Rn. Since f ′ ≤ f◦ by
Fact 3, the following set suggests itself as a natural candidate
for a subdifferential of f :
∂̂f(x) =
{
s ∈ Rn : sTd ≤ f ′(x,d) for all d ∈ Rn} . (17)
The set ∂̂f(x) is known as the Fre´chet subdifferential and its
elements the Fre´chet subgradients of f at x. It is immediate
from (17) that ∂̂f(x) ⊆ ∂Cf(x) for any x ∈ Rn (see (12)),
and that the Fre´chet subdifferential coincides with the usual
convex subdifferential when f is convex (see (5)). In fact,
the Fre´chet subdifferential is closely related to the convex
subdifferential. Specifically, the former can be obtained by
using higher-order minorants in the construction (2) of the
convex subdifferential (see [20, Exercises 8.4 and 9.15]):
∂̂f(x) =
{
s ∈ Rn : f(y) ≥ f(x) + s
T (y − x)
+ o(‖y − x‖2) for all y ∈ Rn
}
.
The inequality with the little-oh term in the above expression
means that
lim inf
y→x
f(y)− f(x)− sT (y − x)
‖y − x‖2 ≥ 0.
Moreover, observe that for any x ∈ Rn, we have f ′(x, td) =
t·f ′(x,d) for any d ∈ Rn and t > 0. Hence, by [20, Theorem
8.24], the set ∂̂f(x) is closed and convex. In addition, since
f ′(x,d) <∞ for all d ∈ Rn due to the Lipschitzian property
of f , the support function of ∂̂f(x) is given by conv(f ′(x, ·));
i.e.,
conv(f ′(x, ·))(d) = sup
s∈∂̂f(x)
sTd,
where conv(f ′(x, ·)) is the pointwise supremum of all convex
functions g satisfying g(d) ≤ f ′(x,d) for all d ∈ Rn. We
refer the interested reader to [54], [55] for a detailed treatment
of the Fre´chet subdifferential.
Although the above discussion suggests that the Fre´chet
subdifferential possesses many attractive properties, it is still
rather limited. Consider, for instance, the directionally differ-
entiable Lipschitz function R 3 x 7→ f(x) = −|x|. Then, a
simple calculation yields ∂̂f(0) = ∅. In particular, the Fre´chet
subdifferential can be empty, even at points that could be of
interest (in this case, x¯ = 0 is the global maximum). Moreover,
by taking a sequence xk ↘ 0, we have −1 ∈ ∂̂f(xk) for all
k but −1 6∈ ∂̂f(0); i.e., the mapping ∂̂f is not closed. This
shows that the Fre´chet subdifferential is not stable with respect
to small perturbations of the point in question, which can cause
instabilites in computation. One way of addressing this issue is
to “close” the mapping ∂̂f by defining the following limiting
subdifferential of f :
∂f(x) =
{
s ∈ Rn : ∃x
k → x and sk ∈ ∂̂f(xk)
such that sk → s
}
. (18)
However, such a process can destroy the convexity of the
resulting set. Indeed, continuing with the example f(·) =
−| · |, we have ∂f(0) = {−1, 1}. Still, the limiting sub-
differential possesses nice properties and is very useful in
formulating optimality conditions for non-smooth optimization
problems [20], [21], [54]. As a first illustration, let us present
the following result, which establishes the relationship among
the three subdifferentials we have introduced so far, namely
the Fre´chet subdifferential, the limiting subdifferential, and the
Clarke subdifferential.
Fact 5 (cf. [20, Theorem 8.6], [21, Theorem 3.57]) For any
locally Lipschitz function f : Rn → R and x ∈ Rn, we have
∂̂f(x) ⊆ ∂f(x) ⊆ ∂Cf(x) (19)
and ∂Cf(x) = conv(∂f(x)). Moreover, if f is subdifferen-
tially regular at x (in particular, f is directionally differen-
tiable at x), then all the above subdifferentials coincide; i.e.,
∂ˆf(x) = ∂f(x) = ∂Cf(x).
∂̂f(x¯) ∂f(x¯) ∂Cf(x¯)
Fig. 4. Relationship among the various subdifferentials.
Note that the each of the inclusions in (19) can be strict.
Indeed, in our previous example f(·) = −| · |, we have
∂̂f(0) = ∅ ( ∂f(0) = {−1, 1} ( ∂Cf(0) = [−1, 1].
Fact 5 reveals that the limiting subdifferential is tighter than
the Clarke subdifferential. Moreover, when f is regular, the
limiting subdifferential inherits all the properties of the Clarke
subdifferential discussed in Sections III and IV. In particular,
since a convex function f is regular, there is no danger of
confusion as to the meaning of ∂f , as the usual convex
subdifferential and the limiting subdifferential coincide in this
case.
As a further illustration and in preparation for our discussion
of optimality conditions of non-smooth optimization problems,
let us consider the Fre´chet and limiting subdifferentials of the
indicator function associated with a closed but not necessarily
convex set C ⊆ Rn. Recall the definition of the indicator IC
of C in (7). Clearly, the indicator needs not be directionally
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differentiable or locally Lipschitz. Nevertheless, a formal
calculation using the definition of the Fre´chet subdifferential
in (17) yields
∂̂IC(x) =
{
s ∈ Rn : s
T (y − x) ≤ o(‖y − x‖2)
for all y ∈ C
}
(20)
if x ∈ C and ∂̂IC(x) = ∅ otherwise. The defining condition
of the set on the right-hand side of (20) can also be written as
lim sup
y→x,y∈C
sT (y − x)
‖y − x‖2 ≤ 0.
The formula (20) for ∂̂IC(x) is indeed valid and can be
established in a rigorous manner [20, Exercise 8.14]. The set
on the right-hand side of (20) is called the Fre´chet normal
cone to C at x and is denoted by N̂C(x); cf. the discussion
following (8). Now, using (18) and (20), we can compute the
limiting subdifferential of IC as
∂IC(x) =
{
s ∈ Rn : ∃x
k → x and sk ∈ N̂C(xk)
such that sk → s
}
; (21)
see [20, Definition 6.3 and Exercise 8.14]. Following the
terminology used above, the set on the right-hand side of (21)
is called the limiting normal cone of C at x and is denoted by
NC(x). Figures 5 and 6 show the Fre´chet and limiting normal
cones of two closed non-convex sets. It is worth noting that the
two normal cones do not always coincide; see Figure 6, where
N̂C(x) consists of the zero vector only and NC(x) consists
of the two rays emanating from x. In general, we always have
N̂C(x) ⊆ NC(x) [20, Proposition 6.5].
C
x
N̂C(x) = NC(x)
Fig. 5. A closed non-convex set with N̂C(x) = NC(x).
NC (x)
N̂C (x) = {0}
C
x
Fig. 6. A closed non-convex set with N̂C(x) ( NC(x).
A. Concepts of Stationarity
Armed with the above development, we are now ready to
address our primary goal of this paper, which is to introduce
and compare different stationarity concepts for non-convex
non-smooth optimization problems. To begin, consider Prob-
lem (9), where g : Rn → R is a directionally differentiable
locally Lipschitz function and C ⊆ Rn is a closed set. We
say that x¯ ∈ Rn is a directional stationary (resp. limiting
stationary and Clarke stationary) point of Problem (9) if 0 ∈
∂̂(g+IC)(x) (resp. 0 ∈ ∂(g+IC)(x) and 0 ∈ ∂C(g+IC)(x)).
The following result gives a necessary condition for local
optimality of a feasible solution to Problem (9):
Fact 6 (cf. [20, Theorems 8.15 and 10.1, Corollary 6.29]) If
x¯ is a local minimum of (9), then x¯ is a directional stationary
(d-stationary) point of (9). If in addition g and IC are regular
at x¯, then
f ′(x¯,d) ≥ 0 for all d ∈ N ◦C(x),
where
N ◦C(x) =
{
d ∈ Rn : sTd ≤ 0 for all s ∈ NC(x)
}
is called the polar of NC(x).
Note that if x¯ is a d-stationary point of (9), then by Facts 5
and 6 it is also a limiting stationary (l-stationary) and Clarke
stationary (C-stationary) point of (9). In particular, we have
the following implications:
d-stationarity =⇒ l-stationarity =⇒ C-stationarity.
We now give two examples to show that the reverse implica-
tions need not hold in general; see [9].
−1
0
f2(x) = max{−x−1,min{−x,0}}
0
0.5
f1(x) = max{−|x|,x−1}
– For the univariate function f1 : R → R, we
have ∂Cf1(0) = [−1, 1] and ∂f1(0) = {−1, 1}.
It follows that the point x¯ = 0 is C-stationary
but fails to be l-stationary. The unique l-stationary
point is x? = 0.5 and is also a local minimum.
– For the univariate function f2 : R→ R, we have
∂f2(0) = {−1, 0} and ∂̂f2(0) = ∅. It follows that
the point x¯ = 0 is l-stationary but not d-stationary.
The unique d-stationary point is x? = −1 and is
also a local minimum.
The above discussion suggests that among the three notions
of stationarity, d-stationarity is the sharpest. However, the
development of algorithms for computing a d-stationary point
of the non-convex non-smooth optimization problem (9) is
still in the infancy stage. We will briefly discuss a recent
effort in this direction in the next sub-section and refer the
reader to [9], [56] for further reading. By contrast, under
the assumption that g + IC satisfies the so-called Kurdyka-
Łojasiewicz property, various algorithms will produce iterates
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that are provably convergent to a limiting stationary point
of (9); see, e.g., [57].
B. Application: Least Squares Piecewise Affine Regression
In this sub-section, we discuss a representative application
called Least Squares Piecewise Affine Regression, in which
the objective function is piecewise linear-quadratic (PLQ) and
hence directionally differentiable (see [20, Proposition 10.21]).
Specifically, the objective function takes the form
min
W∈C
f(W ) =
1
2N
N∑
s=1
(
ys − max
1≤i≤k
wTi xs
)2
, (22)
where W = [w1, . . . ,wk] ∈ Rn×k is the matrix of decision
variables and C ⊆ Rn×k is the feasible set. By setting hs(u) =
(ys−u)2 (the square loss) and gs(W ) = max1≤i≤kwTi xs (a
piecewise affine function), we can write the above problem in
the following compact form:
min
W∈C
f(W ) =
1
2N
N∑
s=1
hs(gs(θ)).
The above problem can be used to model the one-layer
neural network with the ReLU activation function, in which
k = 1, C = Rn, and gs takes the simple form gs(w) =
max{wTxs, 0}; cf. (16). Our interest in Problem (22) stems
from the following:
Fact 7 (cf. [58, Proposition 16]) The least squares piecewise
affine regression problem (22) possesses the following proper-
ties:
(a) It attains a finite global minimum value.
(b) The set of d-stationary points is finite.
(c) Every d-stationary point is a local minimizer.
The above result provides further evidence that the notion of d-
stationarity is in some sense the sharpest, as every d-stationary
point of Problem (22) is a local minimum. In view of this, it is
natural to ask whether we can propose an iterative algorithm to
find such points. In [9] the authors proposed a non-monotone
majorized-minimization (MM) algorithm with a semi-smooth
Newton method as its inner solver to find a d-stationary point
of a class of so-called composite difference-convex-piecewise
optimization problems, of which Problem (22) is an instance.
They also showed that the MM algorithm will converge to
a d-stationary point of such problems under mild conditions
(which are satisfied by (22)). One of the motivations for
introducing such an algorithm is that it is not known whether
the basic chain rule holds for the objective function in (22).
For the purpose of experimentation, let us pretend the basic
chain rule holds and use it to compute a pseudo-subgradient
(actually back-propagation in deep learning) of the objective
function:
∂˜f(wi)
∂wi
=
1
2
N∑
s=1
(
max
1≤i≤k
wTi xs − ys
)
xsI{
i∈argmax
i
wTi xs
}.
Then, we can try using the subgradient method with such a
pseudo-subgradient to tackle Problem (22). However, such an
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Fig. 7. Objective values computed by the MM and subgradient algorithms,
N = 10.
approach does not quite work empirically. Indeed, let us follow
the experimental setup in [9] and consider the 2-dimensional
convex piecewise linear model
y = max {x1 + x2, x1 − x2,−2x1 + x2,−2x1 − x2}+ ε
with different sample sizes N = 10, 50, 100. We test the
MM and subgradient algorithms on synthetic data. Using the
same initial points for the two algorithms, all the experiment
results reported here were collected over 500 independent
trials over random seeds. From Figures 7 and 8, we observe
N = 10 N=50 N=100
0
50
100
150
200
250
300
350
MM
Subgradient
Fig. 8. Number of initial points that lead to the smallest objective values.
that there is an apparent gap between these two algorithms.
In particular, the figures show that the subgradient algorithm
reaches many limit points that are unsatisfactory. Nevertheless,
the MM algorithm can be rather slow. As a future work, it
would be interesting to design practically efficient first-order
algorithms that can provably return a d-stationary point for this
application, and more generally, for other signal processing,
machine learning, and statistical applications; see, e.g., [8]–
[10], [56], [58] and the references therein.
VI. CONCLUSION
In this article, we elucidated the constructions of vari-
ous subdifferentials for several important sub-classes of non-
12
smooth functions and discussed their corresponding station-
arity concepts. We also showcased several representative ex-
amples and applications to illustrate the differences among
various constructions. We hope that this introductory article
will serve as a good starting point for readers who would like
to utilize the mathematical tools from non-smooth analysis in
the design and analysis of iterative methods for non-smooth
optimization problems.
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