Vision-based control systems are key enablers of many autonomous vehicular systems, including self-driving cars. Testing such systems is complicated by complex and multidimensional input spaces. We propose an automated testing algorithm that builds on learnable evolutionary algorithms. These algorithms rely on machine learning or a combination of machine learning and Darwinian genetic operators to guide the generation of new solutions (test scenarios in our context). Our approach combines multiobjective populationbased search algorithms and decision tree classification models to achieve the following goals: First, classification models guide the search-based generation of tests faster towards critical test scenarios (i.e., test scenarios leading to failures). Second, search algorithms refine classification models so that the models can accurately characterize critical regions (i.e., the regions of a test input space that are likely to contain most critical test scenarios). Our evaluation performed on an industrial automotive automotive system shows that: (1) Our algorithm outperforms a baseline evolutionary search algorithm and generates 78% more distinct, critical test scenarios compared to the baseline algorithm. (2) Our algorithm accurately characterizes critical regions of the system under test, thus identifying the conditions that are likely to lead to system failures.
INTRODUCTION
Autonomous or self-driving vehicles are just around the corner. Increasingly more companies are ramping up their self-driving technologies and teams. Many automotive companies take on-road test initiatives to drive their fleets of autonomous vehicles on real roads. However, there is a large difference between building a few cars to drive under controlled conditions versus large scale production of millions of vehicles that have to operate under realistic and sometimes critical conditions [23] . On-road testing of autonomous cars is typically restricted to a small number of vehicles driven by professional safety drivers during specific hours on some designated roads with specific speed limits. Such testing is often expensive and time-consuming. It is further impractical to perform a full-fledged on-road vehicle-level testing after every change to self-driving software systems. To ensure safety of self-driving technologies, vehicle-level testing alone is neither enough nor practical. Therefore, it needs to be complemented by testing methods performed on computer software simulators [4, 21] .
In this paper, we focus on simulation-based testing of visionbased control systems. In the automotive domain, they are referred to as Advanced Driver Assistance Systems (ADAS), and are main enablers of self-driving cars. Examples of ADAS include automatic parking, night vision and collision avoidance systems. Simulation platforms for ADAS [21] allow engineers to run a much larger number of test scenarios compared to vehicle-level testing without being limited by conditions enforced during on-road testing.
The main difficulty with simulation-based testing of ADAS is that the space of test input scenarios is complex and multidimensional. Engineers require techniques that allow them to explore complex test input spaces and to identify critical test scenarios (i.e., failurerevealing test scenarios).
Similar to existing work [5, 9, 10, 30] , we rely on evolutionary search techniques [25] to help engineers explore the complex input space of ADAS and to identify critical test scenarios. It is argued that for testing at the system level, search-based techniques are best suited [38] . They provide effective and flexible guidance for test generation, going beyond test generation based on structural coverage that is not often effective or scalable for system testing.
Evolutionary algorithms work by iteratively sampling the input space, selecting the fittest scenarios (critical test scenarios in our work), and evolving the fittest using genetic search operators to generate new scenarios [25] . The scenarios are expected to eventually move towards the fittest regions in the input space. These algorithms are able to effectively guide the generation of test scenarios towards the most critical ones and can provide useful results regardless of specific time constraints and the size of the input space.
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Raja Ben Abdessalem, Shiva Nejati, Lionel C. Briand and Thomas Stifter Even though evolutionary search algorithms often scale well to large input spaces, their ability to effectively identify critical test scenarios may diminish as the search space increases in size and dimensions. This is mostly because the search may be stuck in local optima in less critical parts of the input space [25] .
In this paper, we provide an algorithm to improve effectiveness of the evolutionary search for large and multidimensional input spaces. Our algorithm builds on learnable evolution models, a machine learning-guided form of evolutionary computation [27, 37] . Specifically, we propose to use the set of scenarios generated at intermediary search iterations to build decision tree classification models [35] . Decision trees learn the characteristics of the critical test scenarios and identify critical regions in an input space (i.e., the regions of a test input space that are likely to contain most critical test scenarios). We then focus the subsequent search iterations on the critical regions, generating and evolving more critical test scenarios within those regions using genetic operators. We iteratively build decision trees followed by search iterations focused on critical regions identified by the trees. The process stops when we run out of our search time budget. Our algorithm, in addition to guiding the search towards the critical test scenarios faster, produces a decision tree model that identifies the critical regions of the system under test. The critical region characterizations help engineers understand the conditions on input variables that may lead to failures.
The contributions of this paper are summarized below: -We propose a lightweight formalism for ADAS (i.e., visionbased control systems used in self-driving cars). Our formalism specifies ADAS input and output variables and their critical behaviors. Our formalism is developed based on our analysis of different ADAS examples (see [13] ) as well as the characteristics of a widelyused, industrial ADAS simulation tool [21] .
-We propose a system testing algorithm that combines evolutionary search algorithms and decision tree classification models. Our algorithm has two main objectives, which are important in the context of testing ADAS systems: First, classification models guide the search-based generation of tests faster towards critical test scenarios. Second, search algorithms refine classification models so that the models can accurately characterize critical regions.
-Our evaluation performed on an industrial ADAS shows that: (1) Our algorithm outperforms a baseline evolutionary search algorithm, and generates 78% more distinct, critical test scenarios compared to the baseline algorithm. (2) Based on our interviews with three engineers at our partner company IEE [20] , the critical region characterizations obtained by our algorithm, while being understandable and intuitive, help engineers debug their systems, identify hardware changes to increase ADAS safety, and specify conditions that are likely to lead to ADAS failures.
The paper is structured as follows: Section 2 motivates our work. Section 3 provides an ADAS formalization. Section 4 describes our approach. Section 5 evaluates our approach. Section 6 compares our work with the related work, and Section 7 concludes the paper. Figure 1 shows an overview of an ADAS example referred to as the Automated Emergency Braking (AEB) system. Its main function is to identify pedestrians in front of a vehicle and to avoid collision by applying the brake when it is necessary. AEB has three main components: (1) The Sensor Component. This component identifies the position and speed of objects in a cone-shaped area in front of a vehicle (i.e., the field of view). It also computes the time to collision (TTC) that measures the time required for a vehicle to hit an object if both continue with the same speed and do not change their paths [31] . When an object is detected in front of a vehicle and when the TTC is below a defined threshold, the object position is sent to the vision component. (2) The Vision (Camera) Component. This component detects object types and shapes after receiving their positions from the sensor component. Specifically, they determine whether the object is a pedestrian (human or animal), a car, a trafficsign, etc. Then, the system is able to decide whether braking is needed and sends a command to the brake control component when it is necessary. (3) The Braking Control Component. This component applies the braking request.
MOTIVATING CASE STUDY
To simulate AEB, we use the PreScan simulator [21] . PreScan is a widely-used, commercial ADAS simulator in the automotive sector and has been used by IEE. It allows us to define and execute scenarios capturing various road traffic situations and different pedestrian-to-vehicle and vehicle-to-vehicle interactions. In addition, using PreScan, one can vary road-topologies, weather conditions and infrastructures in test scenarios. Figure 2 shows a domain model capturing the test input space and the output of AEB. Based on our analysis, we categorize the AEB input variables into two categories:
I. Static input variables. The values of these variables are fixed during ADAS simulation and they include: (1) Different road types (e.g., straight, curved or ramped). For the curved and ramped roads, we specify the curve radius and the ramp height, respectively. (2) Different weather types: normal, rainy and snowy. For each of the snowy and rainy weather types, we specify the level of precipitation. For each weather type, we may or may not have fog with different density levels. Finally, we specify a visibility range, i.e., the distance at which the objects can be clearly seen. As Figure 2 shows, we have defined enumerations for the road radius and height, the level of precipitation for rain and snow, fog density, and visibility range. According to the domain experts in IEE, these enumerations provide a desired level of granularity for analysis, and hence, static variables do not need to be real or integer.
II. Dynamic (mobile) objects. They indicate objects that change their positions during ADAS simulation, i.e., pedestrians and vehicles. For AEB, we consider two mobile objects: one pedestrian and one vehicle, and assume linear trajectories for them. These assumptions are meant to reduce the complexity of test scenarios and were suggested by the domain experts. For the vehicle, we require to know its initial speed (v c 0 ). The pedestrian has four variables In addition to variable ranges, the valid inputs of ADAS are determined by constraints defined over the input variables. These constraints are either defined on static input variables, or they specify how value assignments to static variables impact the ranges of the mobile object variables. An example of the constraints defined over AEB static variables is shown using the OCL language [17] in Figure 2 (see WeatherC-OCL). The constraint states that when there is no fog, the visibility range is set to maximum. The constraints that relate static variables of AEB to ranges of mobile object variables are captured in Figure 3 . Specifically, the figure specifies the valid ranges for pedestrian position and orientation variables corresponding to different road topologies.
ADAS simulations have two outputs: I. Position vectors for mobile objects (i.e., position vectors for the vehicle and the pedestrian in the AEB case study). The position vector related to each mobile object stores the position of that object at each simulation time step. II. Function specific output variables: Each ADAS, depending on its function, produces some outputs. For example, AEB produces three outputs corresponding to its three main components: (1) Time to collision (TTC) generated by the sensor component and discussed earlier. (2) certaintyOfDetection generated by the vision component which is a percentage value indicating the probability that the detected object is a pedestrian. (3) Braking that indicates whether a braking request has been triggered.
The following describes the main AEB critical (or failure) behavior extracted from the AEB requirements: "AEB detects a pedestrian in front of the car with a high degree of certainty, but an accident happens where the car hits the pedestrian with a relatively high speed (i.e., more than 30km/h)". We denote this critical behavior by CB, and refer to any AEB simulation scenario exhibiting this behavior as a critical test scenario of AEB.
The test input space of AEB is large and multidimensional. As we will specify in Section 3, it consists of four enumeration (static) and five float (dynamic) variables. Considering only the static AEB variables, their total number of value assignments is 11, 242. Further, AEB simulations (and in general ADAS simulations) are computationally expensive. This is because the underlying simulator (e.g., PreScan) builds on high-fidelity mathematical models and takes a relatively large amount of time to run (e.g., on average, each AEB simulation takes 1.2 min). Our goal is to provide an effective algorithm that, within a reasonable testing time budget: (1) generates AEB critical test scenarios (i.e., those exhibiting CB), and (2) identifies under what conditions on the AEB input variables such critical scenarios are more likely to occur. The latter will provide engineers with critical region characterizations, allowing them to better understand the conditions under which AEB fails to behave correctly.
ADAS FORMALIZATION
In this section, we formalize an ADAS system and its environment. Our formalization is meant to help define our algorithm precisely, and to demonstrate how our work can be applied to other ADAS systems. Our formalization is developed based on our analysis of different ADAS examples [13] and the input and configuration variables of the PreScan tool [21] . Generic descriptions of our ADAS examples can be found on the Bosch website [7] . Definition 3.1. We define an ADAS as a tuple (S,O,I ,D,C), where -S = {s 1 , . . . ,s n } is a set of variables specifying (immobile) static environment aspects.
-O is a set of mobile objects (pedestrians and vehicles).
-I = {i 1 , . . . ,i m } is a set of variables specifying initial states of the mobile objects in O. Each variable in I is related to one mobile object in O, while each mobile object o ∈ O is related to one or more variables in I .
-D is a set of domains of values for variables in S ∪I . In particular, -C is a set of boolean propositional constraints over S ∪ I . The set C is partitioned into C S and C I such that constraints in C S are defined on finite-domain variables in S, and constraints in C I relate finite-domain variables in S to infinite-domain variables in I . Figure 3 ). An example of a C I constraint is:
the set of value assignments to variables in S ∪ I satisfying all the constraints in C. An ADAS simulation function Σ takes as input a value assignment z ∈ Z and a value T ∈ N indicating the simulation duration (i.e., the number of simulation steps). The output of Σ is (1) a set U of output vectors indicating the position and speed of mobile objects at each simulation time step, and (2) a set V of (time-independent) output variables. Specifically, U captures the dynamic behavior of ADAS and the environment (i.e., how mobile objects move over time). Each position vector u ∈ U corresponds to one and only one mobile object o ∈ O and is a function u : {0, 1, . . . ,T } → R 3 where u (t ) (t ∈ {0, . . . ,T }) is a triple (x,y,v) indicating the position (x,y) and the speed v of the mobile object related to u at time t. The set V determines the function-specific outputs produced by decision-making components of an ADAS. To specify critical behaviors of ADAS, we define (auxiliary) functions over the dynamic system outputs U . For example, let u 1 and u 2 be position vectors generated for AEB over simulation time T . We define two functions: (1) F 1 (u 1 ,u 2 ) that computes the minimum distance between the pedestrian (u 2 ) and the field of view of the vehicle (u 1 ), and (2) F 2 (u 1 ,u 2 ) that computes the speed of the car at the time of collision, and returns −1 if collision does not occur.
We formalize the AEB critical behavior CB described in Section 2. Given AEB outputs U = {u 1 ,u 2 } and V = {v 1 ,v 2 ,v 3 }, we define CB(U ,V ) as follows:
The CB property states that: a pedestrian is in front of a car (F 1 (u 1 ,u 2 ) < 50cm), is detected by AEB with a high certainty (v 2 > 0.5), and the car hits the pedestrian with a speed higher than 30km/h (F 2 (u 1 ,u 2 ) > 30km/h). The constant values 50cm, 0.5 and 30km/h are taken from the AEB specification. An AEB test scenario generating U and V is critical if and only if CB(U ,V ) is true.
SEARCH GUIDED BY CLASSIFIERS
In this section, we describe our ADAS testing algorithm that combines multi-objective search and decision tree classification models.
Multi-objective search
The formalization of ADAS critical behaviors depends on several ADAS outputs. For example, formalizing the CB behavior (see equation (1)) relies on three AEB outputs F 1 , F 2 and v 2 . We cast the problem of computing ADAS critical test scenarios as a multi-objective search optimization problem [25] where the ADAS outputs specifying its critical behaviors act as the search fitness functions. We use the Non-dominated Sorting Genetic Algorithm version 2 (NS-GAII) [16, 25] , which has been previously applied to several software engineering problems including ADAS testing [5] . The NSGAII algorithm generates a set of solutions forming a Pareto nondominated front [16, 25] . A dominance relation over solutions is defined as follows: A solution x dominates another solution y if x is not worse than y in all fitness values, and x is strictly better than y in at least one fitness value. The output of NSGAII is a non-dominating (equally viable) set of solutions, representing best-found trade-offs among fitness functions. In our work, NSGAII generates a number of ADAS critical test scenarios by maximizing or minimizing the ADAS outputs characterizing its critical behavior.
We do not present the details of the NSGAII algorithm due to lack of space. To learn more about this widely-used algorithm, see [25] . Here, we discuss how we tailor NSGAII to ADAS testing: Representation. A feasible solution is a vector of values to static variables s 1 , . . . ,s n and dynamic variables i 1 , . . . ,i m of the ADAS under analysis such that each vector satisfies the constraints in C. Each such vector defines an ADAS test scenario. Simulating each vector generates outputs U and V that can be used to compute fitness functions. Initial population. An initial population for our search algorithm is a set P consisting of vectors of ADAS test scenarios. We aim to generate P by selecting a diverse set of vectors from the input space. We generate P with size q as follows: First, we generate q vectors of value assignments to static variables s 1 , . . . ,s n using twise combinatorial testing [24] such that (1) the C S constraints hold, and (2) the pairwise coverage of variables s 1 to s n is maximized. We use the PLEDGE tool [19] for this purpose. Second, we use an adaptive random search algorithm [25] to generate a large number (> q) of value assignments to dynamic variables i 1 , . . . ,i m . Adaptive random search is an extension of the naive random search that attempts to maximize the Euclidean distance between the points selected in the input space. Third, for each static variable vector, we select a dynamic variable vector such that the constraints C I (i.e., constraints between static and dynamic variables) hold. If for some static variable vector v we cannot find such dynamic variable vector among the existing randomly generated pool, we perform some more iterations of (adaptive) random search within the value ranges accepted by the C I constraint for v. The initial population set P is complete when every static variable vector is matched to one dynamic variable vector. Note that in our ADAS formalization, we do not have any constraint among the dynamic variables. Fitness Functions. Fitness functions are defined based on the ADAS outputs specifying its critical behavior. For the AEB case study, fitness functions are the two functions F 1 and F 2 , and the output variable v 2 . These are used to formalize the critical behavior of AEB (the CB behavior in Section 3). To generate critical test scenarios, we maximize F 2 and v 2 , and minimize F 1 . This is because for scenarios exhibiting CB, the values of F 2 and v 2 should be larger than a threshold, and F 1 should be smaller than a threshold. Genetic operators. The genetic operators of NSGAII should be defined such that the generated test scenario vectors satisfy the C S and C I constraints. Here, we provide crossover and mutation operators that respect pairwise C S constraints, and C I constraints relating one static variable to one or more dynamic variables. The constraints of the ADAS systems we have studied in our work [13] conform to these conditions. Specifically, in all of these systems, the C S constraints relate the weather properties (e.g., fog-level (s 2 ) to visibility range (s 4 )), and the C I constraints relate different road shape types (s 3 Selection: We use a binary tournament selection with replacement that has been used in the original implementation of NSGAII [16] .
Crossover: To avoid violating the C S constraints, crossover is not applied to the static segments of the vectors. That is, our crossover operator is applied to dynamic segments of the vectors only (i.e., (i 1 , . . . ,i m )). To avoid violating the C I constraints, we match pairs of vectors with the same value for the static variables participating in C I (e.g., the same value for s 3 in the AEB case study). If we do not find any match for some parent vector, we match two vectors with the smallest Euclidean distance between the variables participating in the C I constraints. We then use Simulated Binary Crossover operator (SBX) [6, 14] that has been previously applied to vectors of float variables. The difference between offsprings generated by SBX and their parents is controlled by a distribution index (η): The offsprings are closer to the parents when η is large, while with a small η, the difference between offsprings and parents will be larger [15] . In this paper, we chose a high value for η (i.e., η = 20) based on existing guidelines [14] . Given that η is large, even when parents do not have the same values for the static variables in C I , the values of the dynamic variables in each of the two offsprings are likely to fall within the valid ranges of their respective parent vector. Hence, the C I constraints are likely to still hold after applying SBX in such situations. If the resulting values are out of variable ranges after crossover, we cap them at the max or min of the ranges when they are closer to the max or min, respectively.
Mutation: Mutation is applied after crossover to static and dynamic variables with a probability (mutation rate). To avoid violation of the C I constraints, we do not mutate static variables participating in the C I constraints. Note that since the initial population is generated by maximizing pairwise coverage of static variables, different value combinations of the static variables in C I are already present in the initial population. Except for static variables in C I , all other static and dynamic variables can be mutated. We mutate a static variable not appearing in C S by randomly changing its value within its valid range. For a pair s i and s j of static variables appearing in a C S constraint we define a closed mutation operator as follows: after mutating s i (respectively s j ), we identify the set of values for s j (respectively s i ) consistent with the new value of s i (respectively s j ), and randomly change s j (respectively s i ) to one of those values. To mutate a dynamic variable, we shift the variable by a value selected from a normal distribution with mean μ = 0 and a small variance. Similar to the crossover operator, if the resulting values are out of variable ranges, we cap them at the max or min of the ranges when they are closer to the max or min, respectively.
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Decision tree learning
Decision tree learning is a supervised learning classification technique [1, 35] . Supervised learning techniques are trained based on labeled data, and are divided into regression and classification techniques where the goal is to predict real-valued and categorical outputs, respectively. In this paper, we use classification decision trees. In this paper, we use boolean functions such as CB (see equation (1) in Section 3) to label each ADAS test scenario as critical or non-critical. Alternatively, we could characterize the critical behavior as a real-valued function and use regression trees instead. In contrast to other learning techniques (e.g., SVM), decision tree boundaries are parallel to the dimensions of the input space and expressible in terms of linear conditions over input variables. This makes decision tree boundaries understandable by practitioners, and has been a main reason why we selected them in our work. Figure 4 shows two decision trees generated for the AEB case study. The input data for building decision trees is a set of AEB test scenario vectors. The label for each scenario is computed by first simulating the scenario and then labeling it either as critical or non-critical by applying the CB function to the scenario simulation outputs. A decision tree model is built by partitioning the set of labeled test scenarios in a stepwise manner aiming to create partitions with increasingly more homogeneous labels (i.e., partitions in which the majority of scenarios are labeled either as critical or ICSE '18, May 27-June 3, 2018, Gothenburg, Sweden Raja Ben Abdessalem, Shiva Nejati, Lionel C. Briand and Thomas Stifter non-critical). For example, the tree in Figure 4 (a) shows that out of the 636 scenarios that use a straight, ramped or curved (with CR = 5) road, 98% were not critical (did not exhibit CB).
The tree leaves containing more than 50% critical scenarios (i.e., leaves A to D in Figure 4 ) are critical regions. For example, out of the total of 1200 scenarios, 230 of them are classified in the critical region (A), and 69% of them are critical. Each critical region is specified by conjoining the conditions appearing on the path from the root to the critical region. For example, the critical region A is characterized as follows:
At each (non-leaf) node, a decision tree partitions the data in that node based on a condition on only one variable. However, due to the C S and C I constraints, a decision tree condition on a variable v may additionally constrain variables other than v but related to v via C S or C I . As discussed in Section 4.1, our genetic operators respect the C S and C I constraints. Hence, when our search algorithm applies these operators to a specific critical region (as we will discuss in Section 4.3), the operators automatically handle both the constraints explicitly identified by the tree and the additional constraints implied by C S or C I . However, as critical region characterizations are among outputs of our approach, we explicate these additional constraints in outputs presented to engineers. For example, in Figure 4 (b), the conditions in gray color are not generated by the decision tree but are implied by the AEB constraints.
We note that, in this paper, we do not use decision trees to predict whether a given ADAS scenario is critical or not (i.e., the decision trees are not used as predictor models). We exclusively use the decision trees: (1) to better guide the search, and (2) to characterize the critical regions of the ADAS input space. Further, to avoid overfitting in the trees generated by our approach, in Section 5.3, we define a stopping criterion to control the tree expansion such that the number of vectors in each tree leaf does not fall below a certain threshold.
NSGAII guided by decision trees
Algorithm 1 shows our proposed algorithm, NSGAII-DT, that generates critical test scenarios and critical regions for ADAS. NSGAII-DT receives as input an ADAS specification, a set of (quantitative) fitness functions, a boolean label function indicating whether a test scenario is critical or not, and a parameter д indicating the number of search iterations we perform in each critical region. The output of NSGAII-DT is a set of the critical test scenarios and the critical regions R 1 , . . . ,R k of the ADAS input space.
NSGAII-DT starts with an initial and randomly selected population set P (line 2). Each iteration of NSGAII-DT consists of the following main steps: First, it performs a number of (genetic) search iterations using NSGAII in critical regions of the input space (lines 6-10). Specifically, for each critical region R i , the set Q of the elements inside R i is passed as the initial population to NSGAII along with the parameter д (i.e., the number of search iterations to be applied in R i ). We further pass R i and C to NSGAII. In particular, R i specifies the ranges of input variables valid for the critical region under search. Provided with the variable ranges and the constraints (i.e., the set C), our mutation and crossover operators described in Section 4.1 can generate new vectors within the region R i . Note that in the first iteration, the only critical region is the entire input space (R 1 in line 4). 
Algorithm 1: NSGAII-DT
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until search time has run out NSGAII returns two sets: Q and B where Q is the set of all scenarios and B is the set of most critical scenarios computed by NSGAII.
Second, NSGII-DT identifies the scenarios on the best Pareto front rank computed so far (lines 11-12). In particular, it identifies the best Pareto front rank in set Best (i.e., the set of all best solutions generated by all invocations of NSGAII). Third, NSGII-DT builds a decision tree based on the labeled set of all the scenarios generated up to that point (lines 13-14). Specifically, it computes the label for each p ∈ P, partitions P into P + (the non-critical set) and P − (the critical set), and builds a decision tree based on the labeled data. Fourth, it updates the set of desired input space regions in which subsequent search iterations are performed (line 15). Specifically, it identifies the critical leaves R 1 , . . . ,R k of the tree such that the probability of failure P − is higher than that of non-failure P + . Each R i is a sub-region of the ADAS input space and is specified as the conjunction of the conditions on the tree paths leading to the leaves containing more elements from P − than from P + .
NSGAII-DT can be stopped when we run out of time. Alternatively, we can stop NSGAII-DT when all the tree leaves classify critical scenarios with a high probability (e.g., more than 95%) or For example, the decision trees in Figure 4 are computed by applying NSGAII-DT to the AEB case study. Figure 4(a) shows an initial tree, and Figure 4(b) shows a tree after a few search iterations. The tree in Figure 4 (b) contains more conditions, and identifies three critical regions B, C and D, instead of one such region in Figure 4(a) . Further, the regions B, C and D are considerably more specific than region A as they prune the domains of the input variables more.
We note three important aspects of NSGAII-DT: (1) In ADAS testing, the most time-consuming part of the search is running simulations to compute fitness functions. NSGAII-DT does not increase the number of simulations compared to NSGAII. The fitness values computed by the NSGAII search (line 8) are reused at line 13 to label the new elements. (2) To rebuild the tree in line 14, we use all the scenarios generated and simulated by NSGAII (i.e., Q ). Since computing simulations is expensive and to build more accurate trees, we try to reuse as much as possible the simulation outputs computed by NSGAII. (3) In our work, we run NSGAII in leaves that classify critical scenarios with a probability lower than 95%. This is to use search time budget exploring the critical parts in the input space about which we have less certainty regarding criticality. These are parts of the space where the tree may need to be refined.
EVALUATION
In this section, we present the result of our evaluation performed on the AEB case study.
Research Questions
RQ1. Does the decision tree technique help guide the evolutionary search and make it more effective?
The most important criterion for a search algorithm to be effective in the context of ADAS testing is that it should be able to generate critical test scenarios, in particular, in large and multidimensional search spaces. To answer this question, we determine whether NSGAII-DT (i.e., our proposed algorithm that is guided by both decision trees and genetic operators) is able to generate scenarios that are more critical compared to those obtained by the NSGAII algorithm (i.e., the baseline evolutionary search algorithm).
RQ2. Does our approach help characterize and converge towards homogeneous critical regions?
After evaluating the ability of NSGAII-DT in generating critical test scenarios in RQ1, we evaluate the critical regions. In particular, in RQ2, we investigate whether the decision trees generated by NSGAII-DT are able to precisely characterize critical regions in ADAS input spaces and increasingly do so better over NSGAII-DT iterations.
At the end of Section 5.4, we provide qualitative insights into the benefits of our approach from the perspective of practitioners.
Metrics
To answer RQ1, we compare the Pareto fronts generated by NSGAII-DT and NSGAII using three well-known quality indicators for evaluating multi-objective search results [22] : Hypervolume (HV), Generational Distance (GD), and Spread (SP). To compute the quality indicators, following existing guidelines in the literature [34] , we compute a reference Pareto front as the union of all the nondominated solutions obtained from all runs of NSGAII-DT and NSGAII. The HV quality indicator [39] measures the size of the space covered by the members of a Pareto front generated by a search algorithm. The higher this size, the better the results of the algorithm. The GD quality indicator [32] measures the Euclidean distance between members of a Pareto front and the nearest solutions on a reference Pareto front. The lower the value of GD, the more optimal the Pareto front solutions. The SP quality indicator [16] measures the extent of spread among the members of a Pareto front generated by a search algorithm [16] . The lower the SP values, the better spread out the search outputs.
To answer RQ2, we use the RegionSize, the GoodnessOfFit and the GoodnessOfFit-crt metrics defined below.
RegionSize measures the size of the critical regions as a percentage of the size of the entire input space. It is used to determine whether the critical regions become smaller and more specific over NSGAII-DT iterations. Let 
RegionSize for the entire input space is equal to one, and the lower RegionSize(R), the smaller the region R. For example, for the tree in Figure 4 (a), we have RegionSize(A) = 0.25, and for that in Figure 4 (b), we have RegionSize(B) = 0.02, RegionSize(C) = 0.03 and RegionSize(D) = 0.03, implying that the size of critical regions are reduced over subsequent iterations of NSGAII-DT. As discussed in Section 4.2, in our work, input variable domains are reduced in two ways: by the explicit conditions on tree edges and due to ADAS constraints, i.e., the gray conditions in Figure 4(b) . In order to accurately compute RegionSize (e.g., for B-D in Figure 4 (b)), we consider both explicit and implicit domain reductions.
GoodnessOfFit is used to determine how well the trees generated during the search fit to the set of scenarios sampled during the search. Similarly, GoodnessOfFit-crt determines goodness of fit for critical scenarios only. Each decision tree is built based on a labeled set P + ∪ P − of elements (see line 14 in Algorithm 1). The GoodnessOfFit of each decision tree is the number of elements in P + ∪ P − that are correctly classified by the tree (either as critical or non-critical) divided by |P + ∪ P − |. Similarly, the GoodnessOfFit-crt for each tree is the number of elements in P − that are correctly classified by the tree (as critical) divided by |P − |. Note that since we do not use the classification trees as prediction models, we do not evaluate them based on cross validation with test sets. Instead, we assess how well the trees characterize critical scenarios, while avoiding overfitting as discussed in Sections 5.3 and 5.4.
Experiment Design
We applied both NSGAII-DT and NSGAII to the AEB case study introduced in Section 2. For both algorithms, we set the (initial) population size to 100, the mutation rate to 0.11, and the crossover rate to 0.6. Specifically, the mutation rate is 1/l where l is the chromosome size (nine in our work). The search parameter values are consistent with existing guidelines [3] . We set the search time to 24 hours. Based on our experiments, the HV, GD and SP quality indicator values for both NSGAII and NSGAII-DT start to stabilize and reach a plateau within the search time budget of 24h. Further, according to domain experts, longer search time budgets are not practical in the context of ADAS testing.
To build NSGAII-DT decision trees, we use the Classification and Regression Trees (CART) [8] algorithm. We control the decision tree size (depth) by setting the value of minimum split parameter (msp) to 10% of the size of the underlying data set. Our goal is thus to avoid overfitting and obtain reasonable estimates in ADAS critical regions captured by the tree leaves labeled critical. Moreover, we require that splitting a node reduces the miss-classification error of decision trees by at least 1%.
Within the 24h search time budget, NSGAII performed, on average, 22 search iterations (generations). Note that the NSGAII-DT algorithm consists of two nested loops: The outer loop that generates decision trees (lines 5-16 in Algorithm 1), and the inner loop that invokes NSGAII for critical input space regions (lines 6-10 in Algorithm 1). We refer to each iteration of the outer loop as tree generation. Corresponding to each tree generation, NSGAII is invoked one or more times depending on the number critical tree leaves. We set the number of search iterations performed by each NSGAII invocation to five (i.e., we set д = 5 in Algorithm 1). By setting д = 5, NSGAII-DT performed between five to seven tree generations in 24h (i.e., each run of NSGAII-DT generated between five to seven trees). Further, on average, NSGAII-DT performed 30 search iterations (i.e., NSGAII iterations) in 24h. Note that in our experiments, each run of NSGAII-DT performed more search iterations than each run of NSGAII. This is because, in our experiments and within the 24h search time budget, most search iterations of NSGAII-DT are applied to population sets smaller than the initial population set, while all search iterations of NSGAII are applied to a fixed-size population set equal to the size of the initial population. We reran each of the NSGAII and NSGAII-DT algorithms for 15 times to account for their randomness. We have made our experimental results available at [13]. Figure 5 shows the HV, GD and SP values computed based on the outputs of NSGAII-DT and NSGAII. We show the results at every four-hour time interval starting at 2h as well as the results at the end of the search time limit (i.e., at 24h). Note that, on average, simulating the elements in the initial population takes about 2h. Hence, the results at 2h are those obtained for the randomly selected initial population and prior to any search iteration. As shown in the figure, the HV, GD and SP values for NSGAII-DT are consistently better than those for NSGAII. Further, after executing the algorithms for about 22h, both NSGAII-DT and NSGAII converge towards their respective Pareto optimal solutions (i.e., for each algorithm, the differences in HV, GD and SP average values between 22h and 24h are negligible).
Results
RQ1.
Following existing guidelines [2] , to statistically compare HV, GD and SP values, we use the nonparametric pairwise Wilcoxon rank sum test [12] and the Vargha-Delaney'sÂ 12 effect size [33] . The level of significance (α) is set to 0.05. HV and SP comparisons, the p-values are less than 0.05, and thê A 12 values show large effect sizes. The differences between the GD distributions of NSGAII-DT and NSGAII are not statistically significant, although the effect size value is in the medium range. However, as shown in Figure 5 , the medians and averages of the GD values obtained by NSGAII-DT are lower (i.e., better) than the medians and averages of the GD values obtained by NSGAII.
Finally, we evaluate the results of NSGAII-DT and NSGAII based on the number of distinct, critical test scenarios generated by each algorithm. Recall that an AEB test scenario is a vector in the AEB input space (i.e., a vector of values to four static and five dynamic variables). Also, an AEB test scenario is critical if its simulation outputs satisfy the CB property (equation (1) in Section 3). Two AEB test scenarios are distinct if they differ in the value of at least one static variable or in the value of at least one dynamic variable with a significant margin.
Over the 15 runs, NSGAII generates 708 distinct AEB test scenarios among which 411 are critical. In contrast, over the 15 runs, NSGAII-DT generates 1045 distinct AEB test scenarios among which 731 are critical. This result shows that, within the same search time budget, on average, NSGAII-DT provides 78% more distinct, critical test scenarios compared to NSGAII, enabling the engineers to better identify the limitations of AEB.
The answer to RQ1 is that, NSGAII-DT significantly outperforms NSGAII. Further, on average, NSGAII-DT generates 78% more distinct, critical test scenarios compared to NSGAII.
RQ2.
To answer this question, we focus on assessing the critical regions characterized by NSGAII-DT (i.e., the algorithm that is shown, in RQ1, to outperform NSGAII). We further note that NS-GAII, or any search algorithm for that matter, has never been used to characterize critical regions and cannot be used as a baseline of comparison for this research question. 
Conditions
Curved road (radius )
Figure 7: Examples of critical regions for the AEB case study Figure 6 (a) shows the RegionSize values for the critical regions obtained from the decision trees generated by NSGAII-DT. Recall that NSGAII-DT performs five to seven tree generations within the 24h search time limit. In our experiments, each decision tree generated by NSGAII-DT had between one and three critical leaves (i.e., critical regions). As shown in the figure, the critical regions generated by NSGAII-DT become monotonically smaller (i.e., more specific) over successive tree generations. In particular, the critical regions obtained from the first decision trees are on average 17.2% of the size of the entire input space, while the final trees generated by NSGAII-DT are on average 3.5% of the input space.
Figures 6(b) and 6(c) show the GoodnessOfFit and the GoodnessOfFitcrt values for NSGAII-DT decision trees, respectively. As shown in the figure, GoodnessOfFit increases from 57% to 77%, and GoodnessOfFitcrt increases from 50% to 89% over the maximum seven tree generations of NSGAII-DT. These results show that the decision trees generated by NSGAII-DT, compared to those generated based on random initial populations, accurately classify on average 20% more critical and non-critical scenarios, and almost 40% more critical scenarios. Hence, NSGAII-DT, over its successive tree generations, produces decision trees that fit noticeably better to critical scenarios.
The answer to RQ2 is that the RegionSize, GoodnessOfFit and GoodnessOfFit-crt values monotonically improve across different tree generations, confirming that the generated critical regions consistently become smaller, more homogeneous and more precise over successive tree generations of NSGAII-DT. In particular, the trees generated by NSGAII-DT, compared to those generated based on the initial randomly selected populations, fit on average to 40% more critical AEB test scenarios.
Benefits from a practitioner's perspective. Here, we investigate whether practitioners are able to use and benefit from our approach. In particular, we intend to know whether the critical regions computed by our approach are understandable, informative, and useful to practitioners. To do so, we draw on the qualitative reflections of two semi-structured interview [36] sessions that we conducted with three senior engineers at IEE. The reflections are based on the comments the engineers made in two two-hour meetings with the researchers. The engineers were selected from three different groups at IEE working on different aspects of ADAS development and testing. We have been collaborating with one of these engineers on the research and the case study presented in this paper. The two other engineers, however, did not have any interaction with the researchers prior to the interview sessions. Further, they were not involved in our research nor in the development of the AEB case study or any of our other ADAS examples.
To perform the interviews, we selected, among the decision trees generated by NSGAII-DT in our experiments, the one with the highest goodness of fit. The selected tree characterized three critical regions in the AEB input space. We created visually-enhanced representations of the three regions, showing the regions individually without any reference to the tree structure. Figures 7(a) and (b) illustrate the representations for two of the regions. The conditions specifying each region are shown on the left side of each region diagram. Furthermore, some of these conditions (i.e., those on the road type, and the initial position and orientation of the pedestrian) are visually shown on the right side of each diagram. Region A specifies the AEB input scenarios where a car (speed > 36.6km/h) drives on a curved road with a radius between 15m to 40m, while a pedestrian starts walking from a point inside the dashed gray rectangle with a trajectory between 120°and 250°and crosses the road with a low speed (< 6.1km/h). Region B specifies similar scenarios as those in A except that the pedestrian walks with a high speed (>= 6.1km/h) within a much narrower trajectory and starts crossing the road from a slightly smaller area compared to the one in A.
During the meetings, we presented the critical regions to the engineers, and asked the following questions: (1) Are you able to understand the conditions specifying the regions? (2) Based on your domain knowledge, do you think the regions specify situations where AEB is more likely to fail (i.e., exhibits CB)? (3) How can you utilize the knowledge you gain from the characterizations of the regions to analyze AEB? These questions aim to assess, respectively, comprehension, intuitiveness and usefulness of the critical region characterizations generated by our approach.
Regarding comprehension and intuitiveness, the engineers noted that the characterizations of the regions are understandable and consistent with their intuition. For example, regions A and B indicate that scenarios containing curved roads are more likely to exhibit CB. This is because, on such roads, pedestrians appear relatively late in the camera's field of view and will be detected late by AEB, hence leaving little time to apply the brake. The regions further show that the probability of CB is higher when the car speed is higher than 36.6km/h. Finally, the regions show that, in addition to the road and vehicle characteristics, CB likely happens due to pedestrian dynamics. Specifically, critical scenarios are more likely when pedestrians walk from particular areas on the sidewalk, or as shown in B, running pedestrians with a particular trajectory (θ ) are more likely to escape accidents if they do not run towards the car.
Regarding the usefulness of our approach, the engineers noted that the information captured by these regions can help them in the following ways: (1) Debugging the system or the simulator. The region characterizations, particularly when they do not match the domain knowledge, may point to errors in the system or the simulator. For example, in our early results, curved roads did not appear ICSE '18, May 27-June 3, 2018, Gothenburg, Sweden Raja Ben Abdessalem, Shiva Nejati, Lionel C. Briand and Thomas Stifter as critical regions. Our investigation showed that due to an error in the AEB sensor output (i.e., the TTC output), which resulted in some scenarios that actually led to collision to be wrongly labeled as non-critical. Further, the pedestrian dynamic situations identified as critical may point to weaknesses in pedestrian tracking algorithms [29] typically used in ADAS. (2) Identifying changes to hardware components to help increase ADAS safety. For example, in our work, we assume AEB contains one camera located at the front center of the car with a specific value for its field of view. Regions A and B indicate that a different type of camera with a larger field of view or two cameras, although more expensive, may help detect pedestrians faster and better on curved roads. (3) Identifying proper warnings to drivers. Some of ADAS critical behaviors may not be avoidable due to real world and physical constraints. Nevertheless, our approach enables car makers to be aware of such situations and consider mitigation strategies. For example, regions A and B indicate that AEB may not be fully trusted on curved roads in residential zones where it is more likely for pedestrians to cross roads. In such situations, a warning message may be shown to drivers to reduce their speed (e.g., to lower than 30km/h).
Threats to validity
To mitigate the Internal validity risks caused by confounding factors, we compared NSGAII-DT and NSGAII under identical parameter settings. Further, we present a detailed formal description of our case study and search algorithm, and provide all the parameter settings to facilitate reproducibility. Our case study is a real ADAS. The simulation data is obtained based on an industrial and widely-used ADAS simulation tool. To assess usefulness of our approach, we conducted two semi-structured interview sessions with three engineers from different groups at IEE with varying types of expertise related to ADAS development.
Conclusion validity is related to random variations and inappropriate use of statistics. To mitigate these threats, we have followed standard guidelines in search-based software engineering [3] and ran the search algorithms 15 times. Further, we use the nonparametric pairwise Wilcoxon Paired Signed Ranks test and Vargha and Delaney'sÂ 12 for statistical testing and effect sizes.
The main threat to construct validity concerns unsuitable or incorrect metrics. To compare multi-objective search algorithms we use standard quality indicators (i.e., HV, GD, SP). Further, we assess the decision trees generated by our approach using our formally defined RegionSize and the standard GoodnessOfFit metrics.
Regarding the external validity threats, we note that we provide in Section 3 a precise formalization of the ADAS systems to which our testing approach is applied. Our ADAS formalism builds on our experiences of studying different ADAS systems as well as the characteristics of the PreScan simulator. Our testing approach applies to any ADAS system that conforms to our formalism presented in Section 3. Finally, we note that ADAS systems comprise an important and growing industry sector with pressing needs regarding testing and verification.
RELATED WORK
Search-based testing has received significant attention in recent years [18, 26] . However, due to the functional complexity of most real-world systems, it has been less applied to system testing and more often to unit testing [11, 26] . Search-based system testing has been previously used to automate test generation for ADAS [11] . For example, it has been applied to a vehicle-to-vehicle braking assistance [9] , an autonomous parking [10] and a pedestrian detection system [5] . Bühler and Wegener [9, 10] base their testing on a single-objective search algorithm, while Ben Abdessalem et. al. [5] use a multi-objective search algorithm. In contrast to our work, none of these approaches consider (static) environment variables in the test input space, and they vary only mobile objects' variables in test scenarios. Hence, these approaches are not able to automatically explore different environment conditions (e.g., different road types and weather conditions). Further, the above-cited work focuses on identifying individual critical simulation scenarios only. In our work, we deal with a considerably larger test input space that includes environment variables. Further, we provide a novel search-based testing algorithm that, in addition to identifying individual critical scenarios, characterizes critical regions of the ADAS test input space. Finally, our formalism in Section 3 is able to capture the ADAS systems used by Bühler and Wegener [9, 10] and Ben Abdessalem et. al. [5] as they are among the ADAS used as a basis of our formalism.
In the context of machine learning, multi-objective optimization algorithms have been used to improve supervised learning techniques where the aim is to improve prediction accuracy of the resulting classifiers [28] . Our work is related to software testing and uses decision trees to guide the search-based generation of tests faster towards the most critical regions. Our NSGAII-DT algorithm can be seen as an instance of the Learnable Evolution Model algorithms [27] . These algorithms rely on machine learning, instead of the Darwinian genetic operators, to generate new populations (i.e., to guide evolutions). Our algorithm employs a combination of genetic operators and guidance through classifiers to evolve populations and is the first such algorithm applied to ADAS testing.
CONCLUSIONS
We proposed a simulation-based testing algorithm for vision-based control systems such as ADAS. Our algorithm builds on learnable evolution models and uses classification decision trees to guide the generation of new test scenarios within complex and multidimensional input spaces. Our approach is evaluated on an industrial ADAS. The results indicate that our classification-guided search algorithm outperforms a baseline evolutionary search algorithm and generates 78% more distinct, critical test scenarios compared to the baseline algorithm. Our approach, further, characterizes critical regions of the ADAS input space. Based on our interviews with domain experts, such characterizations are accurate and help engineers debug their systems. They further help engineers identify environment conditions that are likely to lead to ADAS failures as well as hardware changes that can increase ADAS safety.
