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COMPUTATION OF HARMONIC WEAK MAASS FORMS
JAN H. BRUINIER AND FREDRIK STRO¨MBERG
Abstract. Harmonic weak Maass forms of half-integral weight are the subject of many
recent works. They are closely related to Ramanujan’s mock theta functions, their theta
lifts give rise to Arakelov Green functions, and their coefficients are often related to central
values and derivatives of Hecke L-functions. We present an algorithm to compute harmonic
weak Maass forms numerically, based on the automorphy method due to Hejhal and Stark.
As explicit examples we consider harmonic weak Maass forms of weight 1/2 associated to
the elliptic curves 11a1, 37a1, 37b1. We made extensive numerical computations and the
data we obtained is presented in the final section of the paper. We expect that experiments
based on our data will lead to a better understanding of the arithmetic properties of the
Fourier coefficients.
1. Introduction
Half-integral weight modular forms play important roles in arithmetic geometry and
number theory. Their coefficients serve as generating functions for various interesting
number theoretic functions, such as representation numbers of quadratic forms in an odd
number of variables or class numbers of imaginary quadratic fields. Moreover, employing
the Shimura correspondence [Sh], Waldspurger [Wa], and Kohnen and Zagier [KZ, K]
showed that the coefficients of half-integral weight cusp forms essentially are square-roots
of central values of quadratic twists of modular L-functions. In analogy with these works,
Katok and Sarnak [KS] used a Shimura correspondence to relate coefficients of weight 1/2
Maass forms to sums of values and sums of line integrals of Maass cusp forms.
In more recent work Zagier discovered that the generating function for the traces of
singular moduli (the CM values of the classical j-function) is a weakly holomorphic modular
form of weight 3/2 [Za1]. This result, which was generalized in various directions (see e.g.
[BO2], [BF2], [DJ], [Ki]), demonstrates that also the coefficients of automorphic forms with
singularities at the cusps carry interesting arithmetic information.
In a similar spirit, Ono and the first author proved that the coefficients of harmonic weak
Maass forms of weight 1/2 are related to both the values and central derivatives of quadratic
twists of weight 2 modular L-functions [BruO]. Harmonic weak Maass forms are also closely
related to mock modular forms and to Ramanujan’s mock theta functions, which have been
the subject of various recent works (see e.g. [BO1, BO3, On, Za2, Zw1, Zw2]). In view of
these connections, it is desirable to develop tools for the computation of such automorphic
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forms. In the present paper we propose an approach to this problem which yields an
efficient algorithm. Moreover, we compute some harmonic weak Maass forms which are
related to rational elliptic curves as in [BruO].
The non-holomorphic nature of harmonic weak Maass forms prevents the use of the
well developed algorithms existing for (weakly) holomorphic modular forms, such as e.g.
modular symbols. The use of Poincare´ series does not work well either in small weights
due to the poor convergence of the infinite series which appear in the explicit formulas
for the coefficients. Instead we adapt the ‘automorphy method’, originally developed by
Hejhal for the computation of Maass cusp forms on Hecke triangle groups (see e.g. [He]),
to the setting of harmonic weak Maass forms.
We now describe the content of this paper in more detail. Let k ∈ 1
2
Z, and let N be a
positive integer (with 4 | N if k ∈ 1
2
Z \ Z). A harmonic weak Maass form of weight k on
Γ0(N) is a smooth function on H, the upper half of the complex plane, which satisfies:
(i) f |k γ = f for all γ ∈ Γ0(N);
(ii) ∆kf = 0, where ∆k is the weight k hyperbolic Laplacian on H (see (2.3));
(iii) There is a polynomial Pf =
∑
n≤0 c
+(n)qn ∈ C[q−1] such that f(τ) − Pf (τ) =
O(e−εv) as v →∞ for some ε > 0. Analogous conditions are required at all cusps.
Throughout, for τ ∈ H, we let τ = u + iv, where u, v ∈ R, and we let q := e2piiτ . The
polynomial Pf is called the principal part of f at ∞.
Such a harmonic weak Maass form f has a Fourier expansion at infinity of the form
(1.1) f(τ) =
∑
n≫−∞
c+(n)qn +
∑
n<0
c−(n)Γ (1− k, 4π|n|v) qn,
where Γ(a, x) denotes the incomplete Gamma function. The series
∑
n≫−∞ c
+(n)qn is
called the holomorphic part of f , and its complement is called the non-holomorphic part.
Naturally, f has similar expansions at the other cusps. There is an antilinear differential
operator, taking f to the cusp form ξk(f) := 2iv
k ∂f
∂τ¯
of weight 2−k, see (2.5). The kernel of
ξk consists of the space of weakly holomorphic modular forms, those meromorphic modular
forms whose poles (if any) are supported at cusps.
Every weight 2− k cusp form is the image under ξk of a weight k harmonic weak Maass
form. Ramanujan’s mock theta functions correspond to those forms whose images under
ξ1/2 are weight 3/2 unary theta functions. Here we mainly consider those weight 1/2
harmonic weak Maass forms whose images under ξ1/2 are orthogonal to the unary theta
series. According to [BruO], their coefficients are related to both the values and central
derivatives of quadratic twists of weight 2 modular L-functions.
We now briefly describe this result in the special case that the level is a prime p. Let G ∈
S2(Γ0(p)) be a normalized Hecke eigenform whose Hecke L-function L(G, s) satisfies an odd
functional equation. That is, the completed L-function Λ(G, s) = ps/2(2π)−sΓ(s)L(G, s)
satisfies Λ(G, 2−s) = εGΛ(G, s) with root number εG = −1. Therefore, the central critical
value L(G, 1) vanishes. By Kohnen’s theory of plus-spaces [K], there is a half-integral
weight newform g ∈ S+3/2(Γ0(4p)), unique up to a multiplicative constant, which lifts to
G under the Shimura correspondence. We choose g so that its coefficients are in FG, the
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totally real number field generated by the Hecke eigenvalues of G. There exists a weight
1/2 harmonic weak Maass form f on Γ0(4p) in the plus space whose principal part Pf has
coefficients in FG, and such that
ξ1/2(f) = ‖g‖−2g,
where ‖g‖ denotes the usual Petersson norm. For a fundamental discriminant ∆ let χ∆ be
the Kronecker character for Q(
√
∆), and let L(G, χ∆, s) be the quadratic twist of L(G, s)
by χ∆. One can show that the root number of L(G, χ∆, s) is equal to sign(∆) · χ∆(p) εG.
Theorem 1.1 (See [BruO]). Assume that G, g, and f are as above, and let c±(n) denote
the Fourier coefficients as in (1.1).
(1) If ∆ < 0 is a fundamental discriminant for which
(
∆
p
)
= 1, then
L(G, χ∆, 1) = 8π
2‖G‖2‖g‖2
√
|∆|
N
· c−(∆)2.
(2) If ∆ > 0 is a fundamental discriminant for which
(
∆
p
)
= 1, then L′(G, χ∆, 1) = 0
if and only if c+(∆) is algebraic.
Note that the harmonic weak Maass form f is uniquely determined up to the addition of
a weight 1/2 weakly holomorphic modular form with coefficients in FG. Furthermore, the
absolute values of the nonvanishing coefficients c+(∆) are typically asymptotic to subex-
ponential functions in n. For these reasons, the connection between L′(G, χ∆, 1) and the
coefficients c+(∆) in Theorem 1.1(2) cannot be modified in a simple way to obtain a for-
mula as in the first part of the Theorem. In fact, the proof of Theorem 1.1(2) is rather
indirect. It relies on the Gross-Zagier formula and on transcendence results of Waldschmidt
and Scholl on periods of differentials on algebraic curves.
The above result is one of the main motivations for the present paper. Our goal is to carry
out numerical computations for the involved harmonic weak Maass forms. In that way we
hope to find more direct connections of the coefficients c+(∆) to periods or L-functions.
When L′(G, χ∆, 1) vanishes, meaning that c+(∆) is algebraic (actually contained in FG), it
would be interesting to see if c+(∆) carries any arithmetic information related to G. In a
forthcoming paper [Br2], the coefficients c+(n) will be linked to periods of certain algebraic
differentials of the third kind on modular curves. It leads to a conjecture on differentials of
the third kind on elliptic curves, which is based on the numerical data presented in Section
4 of the present paper.
Our computations make use of an adaption of the so-called automorphy method. The
key point of this method is to view an automorphic form on a non-co-compact (but co-
finite) Fuchsian group Γ as a function on the upper half-plane with certain transformation
properties under the group Γ as well as convergent Fourier series expansions at all cusps.
This classical point of view, in terms of functions on the upper half-plane, stands in con-
trast to the more algebraic point of view, in terms of Hecke modules, usually taken when
computing holomorphic modular forms.
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By computing an automorphic form φ in this setting we mean that to any given (small)
ǫ > 0 we compute a sufficient number of Fourier coefficients, each to high enough precision,
so that we are able to evaluate the function φ at any point in the upper half-plane with an
error at most ǫ.
To calculate these Fourier coefficients we truncate the Fourier series representing φ and
view the resulting trigonometric sum as a finite Fourier series. Using the Fourier inversion
theorem together with the automorphic properties of φ (which will additionally intertwine
the Fourier series at various cusps) we are able to obtain a set of linear equations satisfied
approximately by the coefficients. Cf. e.g. [He, St1, Av2]. The (surprising) effectiveness of
this algorithm is closely related to the equidistribution properties of closed horocycles (cf.
e.g. [He1, S]). We describe the main algorithm in detail in Section 3. The implementation
of the software package is briefly described in Section 3.3.
In Section 4 we describe our computational result in three cases of particular interest.
We consider the elliptic curves 11a1, 37a1, and 37b1 and their corresponding weight 2
newforms. For instance, the elliptic curve 37a1, is the curve of smallest conductor with
rank 1. It corresponds to the unique weight two normalized newform G on Γ0(37) whose L-
function has an odd functional equation. We verified the statement of Theorem 1.1 for all
fundamental discriminants ∆ which are squares modulo 148 in the range 0 < ∆ < 15000.
For eight of these fundamental discriminants the quantity L′(G, χ∆, 1) vanishes. In all these
cases we found a stronger statement then that of the Theorem 1.1 to be true, namely, that
the associated coefficient c+(∆) was an integer. For the corresponding data see Tables 4
and 5. We conclude Section 4 by describing some analogous experiments for newforms G
of weight 4, where g is of weight 5/2 and f of weight −1/2.
The present paper is organized as follows. In Section 2 we recall some facts on (half
integral weight) harmonic weak Maass forms. When working with arbitrary (not necessarily
prime) level, it is convenient to use vector valued modular forms. In Section 2.3 we therefore
recall from [BruO] the vector valued version of Theorem 1.1. In Section 3 we describe the
automorphy method in the context of harmonic weak Maass forms. In Section 4 we collect
our computational results. In particular, we present results for the elliptic curves 11a1,
37a1, and 37b1; cf., e.g. Tables 1, 4 and 7. More extensive tables can be obtained from the
authors on request.
2. Preliminaries
In order to be able to work with newforms of arbitrary level, it is convenient to work
with vector valued modular forms of half integral weight for the metaplectic extension of
SL2(Z). We describe the necessary background in this section.
2.1. A Weil representation. Let H = {τ ∈ C; ℑ(τ) > 0} be the complex upper half
plane. We write Mp2(R) for the metaplectic two-fold cover of SL2(R), realized as the group
of pairs (M,φ(τ)), where M = ( a bc d ) ∈ SL2(R) and φ : H → C is a holomorphic function
with φ(τ)2 = cτ + d. The multiplication is defined by
(M,φ(τ))(M ′, φ′(τ)) = (MM ′, φ(M ′τ)φ′(τ)).
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We denote the inverse image of Γ := SL2(Z) under the covering map by Γ˜ := Mp2(Z). It
is well known that Γ˜ is generated by T := (( 1 10 1 ) , 1), and S := ((
0 −1
1 0 ) ,
√
τ).
Let N be a positive integer. There is a certain representation ρ of Γ˜ on C[Z/2NZ], the
group ring of the finite cyclic group of order 2N . For a coset h ∈ Z/2NZ we denote by
eh the corresponding standard basis vector of C[Z/2NZ]. We write 〈·, ·〉 for the standard
scalar product (antilinear in the second entry) such that 〈eh, eh′〉 = δh,h′. In terms of the
generators T and S of Γ˜, the representation ρ is given by
ρ(T )(eh) = e
(
h2
4N
)
eh,(2.1)
ρ(S)(eh) =
1√
2iN
∑
h′ (2N)
e
(
−hh
′
2N
)
eh′.(2.2)
Here the sum runs through the elements of Z/2NZ and we have put e(a) = e2piia. Note
that ρ is the Weil representation associated to the one-dimensional positive definite lattice
K = (Z, Nx2) in the sense of [Bo1], [Br1], [BruO]. It is unitary with respect to the standard
scalar product.
If k ∈ 1
2
Z, we write M !k,ρ for the space of C[Z/2NZ]-valued weakly holomorphic modular
forms of weight k for Γ˜ with representation ρ. The subspaces of holomorphic modular
forms and cusp forms are denoted by Mk,ρ and Sk,ρ, respectively.
2.2. Harmonic weak Maass forms. In this subsection we assume that k ≤ 1. A twice
continuously differentiable function f : H → C[Z/2NZ] is called a harmonic weak Maass
form (of weight k with respect to Γ˜ and ρ) if it satisfies:
(i) f(Mτ) = φ(τ)2kρ(M,φ)f(τ) for all (M,φ) ∈ Γ˜;
(ii) ∆kf = 0,
(iii) there is a C[Z/2NZ]-valued Fourier polynomial
Pf(τ) =
∑
h (2N)
∑
n∈Z≤0
c+(n, h)q
n
4N eh
such that f(τ)− Pf(τ) = O(e−εv) as v →∞ for some ε > 0.
Here we have that
(2.3) ∆k := −v2
(
∂2
∂u2
+
∂2
∂v2
)
+ ikv
(
∂
∂u
+ i
∂
∂v
)
is the usual weight k hyperbolic Laplace operator (see [BF1]). The Fourier polynomial
Pf is called the principal part of f . We denote the vector space of these harmonic weak
Maass forms by Hk,ρ (it was called H
+
k,ρ in [BF1]). Any weakly holomorphic modular form
is a harmonic weak Maass form. The Fourier expansion of any f ∈ Hk,ρ gives a unique
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decomposition f = f+ + f−, where
f+(τ) =
∑
h (2N)
∑
n∈Z
n≫−∞
c+(n, h)q
n
4N eh,(2.4a)
f−(τ) =
∑
h (2N)
∑
n∈Z
n<0
c−(n, h)Γ
(
1− k, 4π
∣∣∣ n
4N
∣∣∣ v) q n4N eh.(2.4b)
We refer to f+ as the holomorphic part and to f− as the non-holomorphic part of f . Note
that c±(n, h) = 0 unless n ≡ h2 (4N).
Recall that there is an antilinear differential operator ξ = ξk : Hk,ρ → S2−k,ρ¯, defined by
(2.5) f(τ) 7→ ξ(f)(τ) := 2ivk∂f
∂τ¯
.
Here ρ¯ denotes the complex conjugate of the representation ρ, which can be identified with
the dual representation. The map ξ is surjective and its kernel is the space M !k,ρ. There is
a bilinear pairing between M2−k,ρ¯ and Hk,ρ defined by the Petersson scalar product
(2.6) {g, f} = (g, ξ(f)) := ∫
Γ\H
〈g, ξ(f)〉v2−kdu dv
v2
,
for g ∈ M2−k,ρ¯ and f ∈ Hk,ρ. If g has the Fourier expansion g =
∑
h,n b(n, h)q
n/4N
eh, and
if we denote the Fourier expansion of f as in (2.4), then by [BF1, Proposition 3.5] we have
(2.7) {g, f} =
∑
h (2N)
∑
n≤0
c+(n, h)b(−n, h).
Hence {g, f} only depends on the principal part of f .
2.3. The Shimura lift. Let k ∈ 1
2
Z \ Z. According to [EZ, Chapter 5], the space Mk,ρ¯
is isomorphic to Jk+1/2,N , the space of holomorphic Jacobi forms of weight k + 1/2 and
index N . According to [Sk1] and [SZ], Mk,ρ is isomorphic to J
skew
k+1/2,N , the space of skew
holomorphic Jacobi forms of weight k + 1/2 and index N . There is an extensive Hecke
theory for Jacobi forms (see [EZ], [Sk1], [SZ]), which gives rise to a Hecke theory on Mk,ρ
and Mk,ρ¯, and which is compatible with the Hecke theory on vector valued modular forms
considered in [BrSt]. In particular, there is an Atkin-Lehner theory for these spaces.
The subspace Snewk,ρ of newforms of Sk,ρ is isomorphic as a module over the Hecke algebra
to the space of newforms Snew,+2k−1 (N) of weight 2k − 1 for Γ0(N) on which the Fricke in-
volution acts by multiplication with (−1)k−1/2. The isomorphism is given by the Shimura
correspondence. Similarly, the subspace Snewk,ρ¯ of newforms of Sk,ρ¯ is isomorphic as a module
over the Hecke algebra to the space of newforms Snew,−2k−1 (N) of weight 2k − 1 for Γ0(N) on
which the Fricke involution acts by multiplication with (−1)k+1/2 (see [SZ], [GKZ], [Sk1]).
Observe that the Hecke L-series of any G ∈ Snew,±2k−1 (N) satisfies a functional equation under
s 7→ 2k − 1− s with root number εG = ±1.
We now state the vector valued version of Theorem 1.1. Let G ∈ Snew2 (N) be a nor-
malized newform (in particular a common eigenform of all Hecke operators) of weight 2
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and write FG for the number field generated by the eigenvalues of G. If εG = −1 we put
ρ′ = ρ, and if εG = +1 we put ρ′ = ρ¯. There is a newform g ∈ Snew3/2,ρ¯′ mapping to G under
the Shimura correspondence. It is well known that we may normalize g such that all its
coefficients are contained in FG. According to [BruO, Lemma 7.3], there is a harmonic
weak Maass form f ∈ H1/2,ρ′ whose principal part has coefficients in FG with the property
that
ξ1/2(f) = ‖g‖−2g.
This form is unique up to addition of a weakly holomorphic form inM !1/2,ρ′ whose principal
part has coefficients in FG.
In practice, the principal part of such an f can be computed as follows: We may complete
the weight 3/2 form g to an orthogonal basis g, g2, . . . , gd of S3/2,ρ¯′ consisting of cusp forms
with Fourier coefficients in FG. Let f ∈ H1/2,ρ′ such that
{f, g} = 1, and {f, gi} = 0 for i = 2, . . . d.(2.8)
Then f has the required properties. In view of (2.7) the conditions of (2.8) translate into
an inhomogeneous system of linear equations for the principal part of f .
Theorem 2.1. Let G ∈ Snew2 (N) be a normalized newform. Let g ∈ Snew3/2,ρ¯′, and f ∈ H1/2,ρ′
be as above. Denote the Fourier coefficients of f by c±(n, h) for n ∈ Z and h ∈ Z/2NZ.
Then the following are true:
(1) If ∆ 6= 1 is a fundamental discriminant and r ∈ Z such that ∆ ≡ r2 (mod 4N)
and εG∆ > 0, then
L(G, χ∆, 1) = 8π
2‖G‖2‖g‖2
√
|∆|
N
· c−(∆)2.
(2) If ∆ 6= 1 is a fundamental discriminant and r ∈ Z such that ∆ ≡ r2 (mod 4N)
and εG∆ < 0, then
L′(G, χ∆, 1) = 0 ⇐⇒ c+(−εG∆, r) ∈ Q¯ ⇐⇒ c+(−εG∆, r) ∈ FG.
When S1/2,ρ′ = {0} the above result also holds for ∆ = 1, see also [BruO, Remark 18].
This is for instance the case when N is a prime. If N is a prime and εG = −1, then the space
H1/2,ρ′ can be identified with a space of scalar valued modular forms satisfying a Kohnen
plus space condition. In that way one obtains Theorem 1.1 stated in the introduction.
3. Computational aspects
3.1. The automorphy method for vector valued weak Maass forms. To compute
the Fourier coefficients of the harmonic weak Maass forms we use the so-called automorphy
method, sometimes called “Hejhal’s method”. This is a general method which has been
used to successfully compute various kinds of automorphic functions and forms on GL2 (R).
It was originally developed by Hejhal in order to compute Maass cusp forms for the modular
group and other Hecke triangle groups (cf. e.g. [He]). The method was later generalized by
the second author in [St1] to computations of Maass waveforms with non-trivial multiplier
systems and arbitrary real weights, as well as to general subgroups of the modular group
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(see also [St3]). Another generalization to automorphic forms with singularities (Eisenstein
series, Poincare´ series and Green’s functions) was made by Avelin [Av1, Av2].
We will detail the adaptation of the algorithm to the case of vector-valued harmonic
weak Maass forms for the Weil representation.
For simplicity consider the representation ρ (the case of ρ is analogous) and k ∈ Z+ 1
2
.
Furthermore, in order to avoid questions of uniqueness we assume that either k < 0 or
that k = 1
2
and that N is prime. In these cases, a harmonic weak Maass form is uniquely
determined by its principal part. For computational purposes it is not feasible to use the
definition of ρ in terms of the action on the generators of the metaplectic group. We
instead use formulas from [St1] to evaluate ρ on the fixed (canonical) representative of
M = ( a bc d ) ∈ SL2(Z), i.e. ρ (M) := ρ (M, jM (τ)) where jM (τ) =
√
cτ + d is defined by the
principal branch of the argument.
3.1.1. The algorithm – phase 1. Let f ∈ Hk,ρ with a given (fixed) principal part Pf (τ) =∑
h Pf,h (τ) eh where Pf,h (τ) =
∑0
n=−K a (n, h) q
n
4N (for some finite K ≥ 0) and write
f = f+ + f− (as in 2.3a and 2.3b) with f+ =
∑
h(2N) f
+
h eh and f
− =
∑
h(2N) f
−
h eh where
f+h (τ) =
0∑
n=−K
a (n, h) q
n
4N +
∑
n>0
c+ (n, h) q
n
4N and
f−h (τ) =
∑
n<0
c− (n, h) Γ
(
1− k, 4π
∣∣∣ n
4N
∣∣∣ v) q n4N
for τ = u + iv ∈ H. Our goal is to obtain numerical approximations to the coefficients
c±(n, h). To formulate our algorithm we prefer to separate the u- and the v-dependence
in f and therefore introduce the function W defined by W (v) = e−2piv if v > 0 and
W (v) = e−2pivΓ(1 − k, 4π|v|) if v < 0. We also set c (n, h) = c+ (n, h) for n > 0 and
c− (n, h) for n < 0 and write e4N (u) = e
2piiu
4N . With this notation
fh (τ) =
0∑
n=−K
a (n, h) q
n
4N +
∑
n 6=0
c (n, h)W
( nv
4N
)
e4N (nu).
By standard inequalities for the incomplete gamma function one can show that
|W (v)| < ck e−2pi|v|
{
1, v > 0,
(4π |v|)−k , v < 0,
where ck is an explicit constant only depending on k. To be able to determine a truncation
point of the Fourier series above we also need bounds of the coefficients c (n, h). Using
[BruFu, Lemma 3.4] it follows that there exists an explicit constant C > 0 such that
c (n, h) = O
(
exp
(
4πC
√
n
))
, n→ +∞,
c (n, h) = O(|n| k2 ), n→ −∞.
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For k < 0 we are able to make the implied constants explicit using non-holomorphic
Poincare´ series as in e.g. [Br1] or [He2]. For k = 1
2
we rely on numerical a posteriori tests
to assure ourselves that the truncation point was choosen correctly. See e.g. Section 3.2.
Let ǫ > 0 and fix Y < Y0 =
√
3
2
. By the estimates above we can find an M0 = M (Y, ǫ)
such that the function fˆ =
∑
h (2N) fˆheh given by the truncated Fourier series
fˆh (τ) = Pf,h (τ) +
∑
0<|n|≤M0
c (n, h)W
( nv
4N
)
e4N (nu)
satisfies ∥∥∥fˆ(τ)− f(τ)∥∥∥2 < ǫ
for any τ ∈ HY = {τ ∈ H |ℑτ ≥ Y }. Here ‖z‖2 =
∑2N
h=1 |zh|2 for z ∈ C2N . Let A =
( a bc d ) ∈ SL2(Z) and set z = x + iy = Aτ . Then y = ℑAτ = v|cτ+d|2 ≤ vc2v2 ≤ 1v and hence
|jA(τ)|4 = |cτ + d|2 = vy ≤ 1y2 . Using the fact that ρ is unitary it is now easy to see that if
τ, Aτ ∈ HY then∥∥∥fˆ (Aτ)− jA (τ)2k ρ (A) fˆ (τ)∥∥∥2 < ǫ (1 + Y −2k) < 2ǫ · Y −2k.(3.1)
Consider now a horocycle at height Y and a set of 2Q (with Q > M0) equally spaced points
zm = xm + iY, xm =
1− 2m
4Q
, 1−Q ≤ m ≤ Q.
If we view the series fˆh as a finite Fourier series we can invert it over this horocycle and it
is easy to see that if n is an integer with 0 < |n| ≤M0 and n ≡ h2 (4N) then
(3.2)
1
2Q
Q∑
m=1−Q
fˆh (zm) e4N (−nxm) =W
( n
4N
Y
)
c (n, h) + a (n, h) e−
2pin
4N
Y .
One can also interpret the left-hand side as a Riemann-sum approximation to the integral∫ 1
2
− 1
2
fh (z) e4N (−nx) dx.
Let z∗m = x
∗
m+ iy
∗
m = T
−1
m zm (Tm ∈ PSL2(Z)) denote the pull-back of zm into the standard
(closed) fundamental domain of PSL2(Z), F =
{
z = x+ iy | |x| ≤ 1
2
, |z| ≥ 1}. Using (3.1)
we obtain
fˆh (zm) = jTm(z
∗
m)
∑
h′ (2N)
ρhh′ (Tm) fˆh′ (z
∗
m) + J2ǫY
−2kK,
where ρhh′ (Tm) is the (h, h
′)-element of the matrix ρ (Tm), and we use J2ǫY −2kK to denote
a quantity bounded in absolute value by 2ǫY −2k. Inserting this into (3.2) we see that the
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left-hand side can be written as
1
2Q
Q∑
m=1−Q
jTm (z
∗
m)
∑
h′ (2N)
ρhh′ (Tm)
[
0∑
l=−K
a(l, h′) exp
(
−2πl
4N
y∗m
)
e4N (lx
∗
m)
+
∑
0<|l|≤M0
c(l, h′)W
(
l
4N
y∗m
)
e4N (lx
∗
m)
 e4N(−nxm)
=
∑
h′ (2N)
∑
0<|l|≤M0
c (l, h′) V˜ hh
′
nl + W˜
h
n + J2ǫY
−2kK,(3.3)
where
V˜ hh
′
nl =
1
2Q
Q∑
m=1−Q
jTm (z
∗
m) ρhh′ (Tm)W
(
l
4N
y∗m
)
e4N (lx
∗
m − nxm) and
W˜ hn =
1
2Q
∑
h′ (2N)
0∑
l=−K
a (l, h′)
Q∑
m=1−Q
jTm (z
∗
m) ρhh′ (Tm) exp
(
−2πl
4N
y∗m
)
e4N (lx
∗
m − nxm) .
We thus have an inhomogeneous system of linear equations which is (approximately) satis-
fied by the coefficients c (n, h). Let D = {(n, h) | 0 < |n| ≤M0, 0 ≤ h < 2N} (with a fixed
ordering) and note that |D| = 4M0N . If we set ~D = (d (n, h))(n,h)∈D,
V = V (Y ) =
(
V hh
′
nl
)
(h,n),(h′,l)∈D
, V hh
′
nl = V˜
hh′
nl − δnlδhh′W
( n
4N
Y
)
and
~W = ~W (Y ) =
(
W hn
)
(h,n)∈D , W
h
n = W˜
h
n − a (n, h) e−
2pin
4N
Y ,
we can write this linear system as |D| linear equations in |D| variables:
(3.4) V ~D + ~W = ~0.
In practice it turns out that the the matrix V is non-singular as soon as the subspace of
Hk,ρ consisting of functions with a given singular part is one-dimensional. In these cases
we can immediately obtain the solution as
~D = −V −1 ~W,
and since we know that the vector of the “true” coefficients, ~C = (c (n, h))(n,h)∈D, satisfies∥∥∥V ~C + ~W∥∥∥
∞
≤ 2ǫY −2k,
we see that∥∥∥ ~C − ~D∥∥∥
∞
=
∥∥∥ ~C + V −1 ~W∥∥∥
∞
≤ ∥∥V −1∥∥∞ · ∥∥∥V ~C + ~W∥∥∥∞ ≤ 2ǫY −2k ∥∥V −1∥∥∞ .
To obtain a theoretical error estimate we would thus need to estimate ‖V −1‖∞ from below.
Unfortunately this does not seem to be possible from the formulas above and we have to
use numerical methods to estimate this norm. Hence, to obtain the Fourier coefficients up
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to a (proven) desired precision we might have to go back and decrease the original ǫ or
increase either of M0 or Q.
At this point one should also remark that the error bound ‖V −1‖∞ is in general much
worse than the actual apparent error, as verified by studying coefficients known to be
integers. The reason for this is that the sums V˜ hh
′
nl exhibit massive cancellation and are
therefore overpowered by the terms W
(
n
4N
Y
)
on the diagonal.
3.1.2. The algorithm – phase 2. Returning to (3.3) and solving for c (n, h) we see that
(3.5) c (n, h) =W
( n
4N
Y
)−1  ∑
h′ (2N)
∑
|l|≤M0
c (l, h′) V˜ hh
′
nl +W
h
n + J2ǫY
−2kK

for any n, i.e. also when |n| > M0, provided that Q > M (Y ). If we first choose Y such that
W
(
n
4N
Y
)
is not too small then we can in fact use this equation to compute c (n, h) with an
error of size ǫW
(
n
4N
Y
)−1
. In this manner, we may produce long stretches of coefficients
(before we need to decrease Y again) at arbitrary intervals NA ≤ n ≤ NB without the need
of computing intermediate coefficients above the initial set up to n = M0.
Remark 1. The exact same algorithm, with the non-holomorphic parts set to zero, also
lets one compute holomorphic vector-valued modular forms for the Weil representation.
This has been exploited by the second author, in verifying computations of holomorphic
Poincare´ series in [RSS].
3.2. Heuristic error estimates. For k < 0 all implied constants and therefore all error
estimates can be made explicit. In the remaining case which interests us, k = 1
2
, the known
bounds for the twisted Kloosterman sums are not enough to prove the necessary explicit
bounds for the Fourier coefficients of the associated Poincare´ series. We are therefore not
able to give effective theoretical error estimates in this case. However, this is not a serious
problem since there are a number of tests we may perform on the resulting coefficients to
assure ourselves of their accuracy. We list a few tests which we have used.
• First of all, one can simply use two different values of Y and verify that the resulting
vectors ~D = ~D(Y ) are independent of Y .
This test is completely general and can be used for all instances where the algorithm can be
applied. Suppose now that we have a harmonic weak Maass form f ∈ Hk,ρ of half-integral
weight k such that ξk (f) = ‖g‖−2g, with g ∈ S2−k,ρ¯. We then know the following.
• The coefficients √|∆|c−(−εG ·∆) are proportional to the coefficients b(εG ·∆) of g
(cf. e.g. [BruO, p. 3]).
If additionally the Shimura lift of g is a newform G ∈ Snew3−2k (Γ0(N)) then we can predict
that certain coefficients c+(∆) are algebraic (cf. e.g. [BruO, Sect. 7]) and if we are able to
identify these coefficients as algebraic numbers to a certain precision this can be used as
another measure of the accuracy.
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3.3. Implementation. The first implementation of the above described algorithm was
made in Fortran 90, using the package ARPREC [AR] for arbitrary (fixed) precision arith-
metic. The second and more recent implementation was done in Sage [SA], using the
included package mpmath for arbitrary (fixed) precision arithmetic. The algorithms are
currently under development but can be obtained on request from the authors. The final
format we intend for these algorithms are standard classes for computing with vector and
scalar-valued harmonic weak Maass forms in Sage or Purple Sage.
4. Results
4.1. Harmonic Maass forms corresponding to elliptic curves. In this section we
present the numerical results we have obtained for harmonic weak Maass forms correspond-
ing to weight two holomorphic forms associated to elliptic curves. We have concentrated
on three particular examples. In Cremona’s notation, these correspond to the curve 11a1
of level 11 and the two curves 37a1 and 37b1 of level 37.
Recall that if the holomorphic weight 2 newform G of level N has Atkin-Lehner eigen-
value ±1 then the L-function L(G, s) has root number εG = ∓1. Furthermore, since
the root number of the twisted L-function L(G, χ∆, s) is sign(∆)χ∆(N)εG and we always
consider fundamental discriminants for which χ∆(N) = 1 we see that the central value
L(G, χ∆, 1) vanishes if sign(∆)εG = −1, i.e., if L(G, s) has an even functional equation we
consider ∆ < 0 and otherwise ∆ > 0.
For each of these examples we computed a large set of central derivatives of the twisted
L-functions with the appropriate ∆ using Sage and the standard algorithms there which
were developed by Dokchitser. We then fixed a harmonic weak Maass form with non-zero
principal part Pf such that ξ 3
2
(f) maps to G under the Shimura lift. In all cases we took
a Poincare´ series P−∆ having principal part q−
∆
4N and computed an initial set of Fourier
coefficients for this function using the methods described in the previous section. We then
used the second phase of the algorithm and computed more Fourier coefficients.
Note that for the results in this section, all initial “phase 1” computations were all
performed using the new Sage package and all further, “phase 2”, computations were done
in Fortran 90.
We would like to give a flavour of the cpu-times involved. The initial computations,
using our Sage code, took in all cases approximately 2 hours on a 2.66GHz Xeon processor.
On the same processor, the cpu time for a single stretch of phase 2 calculations range
between less than an hour for the smallest discriminant up to several days for the largest
discriminant.
As a measure of the accuracy of our computations one can consider the difference between
the coefficients in Tables 2, 5 and 8 and the nearest integer (the third column). To further
support the correctness we also list, in Tables 3, 6 and 4.4, normalized coefficients of the
non-holomorphic parts, i.e.
√|∆|c−(∆)/√|∆0|c−(∆0) by some fixed non-zero coefficient
of index ∆0.
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4.1.1. 11a1. Here the unique newform of weight two and level 11 is given by
G = η(τ)2η(11τ)2 = q − 2q2 − q3 + 2q4 + q5 + · · · ∈ Snew2 (Γ0(11))
and the corresponding L-function L(G, s) has an even functional equation. Using Sage we
computed all values of L′(G, χ∆, 1) for fundamental discriminants ∆ < 0 such that
(
∆
11
)
= 1
and |∆| ≤ 19703. This set consists of 2749 fundamental discriminants and amongst these
we found 14 discriminants for which L′(G, χ∆, 1) vanished up to the numerical precision
(see Table 2).
As a representative for the harmonic weak Maass form in the space H1/2,ρ¯ corresponding
to G, we choose the Poincare´ series P−5 with the principal part q−
5
44 (e7−e−7). To compute
the Fourier coefficients of P−5 we used the method described in the previous section with an
initial ε = 10−40 and Y = 0.5, which gave us a truncation point of M0 = 42, corresponding
to ∆ between −1847 and 1885. For a short selection of computed values of c+(∆) see
Table 1 and for a table of coefficients corresponding to all vanishing L′(G, χ∆, 1) see Table
2. The first few normalized “negative” coefficients are displayed in Table 3. These values
should be compared to the list in [Sk2, p. 505].
4.1.2. 37a1. Consider the newform of weight two and level 37 which has an odd functional
equation. The q-expansion is given by
G = q − 2q2 − 3q3 + 2q4 − 2q5 + 6q6 − q7 + 6q9 + 4q10 − 5q11 + · · · ∈ Snew2 (Γ0(37)) .
Using Sage we computed all values of L′(G, χ∆, 1) for fundamental discriminants ∆ > 0
such that
(
∆
37
)
= 1 and |∆| ≤ 15000. This set consists of 2217 fundamental discriminants
and amongst these we found 8 discriminants for which L′(G, χ∆, 1) vanished up to the
numerical precision (see Table 5). For the corresponding harmonic weak Maass form in
H1/2,ρ we took P−3, which has a principal part q−
3
148 (e21 + e21). The initial computation
was done in Sage, using ε = 1 · 10−35, which gave a value of M0 = 30, corresponding to
discriminants in the range −4440 ≤ ∆ ≤ 4585. For examples of the coefficients c+(∆) see
Tables 4 and 5. The first few normalized “negative” coefficients are displayed in Table 6.
4.1.3. 37b1. In this case we consider the newform of weight two and level 37 which has an
even functional equation. The q-expansion is given by
G = q + q3 − 2q4 − q7 − 2q9 + 3q11 + · · · ∈ Snew2 (Γ0(37)) .
Using Sage we computed all values of L′(G, χ∆, 1) for fundamental discriminants ∆ < 0
such that
(
∆
37
)
= 1 and |∆| ≤ 12000. This set consists of 1631 fundamental discriminants
and amongst these we found 15 discriminants for which L′(G, χ∆, 1) vanished up to the
numerical precision (see Table 8). For the corresponding harmonic weak Maass form in
H1/2,ρ¯ we took P−12, which has a principal part q−
12
148 (e30 − e30). The initial computation
was done in Sage, using ε = 1 · 10−30, which gave a value of M0 = 33, corresponding to
discriminants in the range −4883 ≤ ∆ ≤ 5029. For examples of the coefficients c+(∆) see
Tables 7 and 8. The first few normalized “negative” coefficients are displayed in Table 4.4.
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4.2. Conclusions of the numerical experiments for weight two. In each of the ex-
amples of weight two newforms that we studied we saw agreement with the theorem, i.e.
the coefficients c+(∆) (for fundamental discriminants with the appropriate property) were
only algebraic when the corresponding central derivative L′(G, χ∆, 1) vanished. Further-
more, we observed that in the cases we considered, the algebraic coefficients c+(∆) were in
fact even rational integers.
4.3. Further computations. To investigate whether a result analogous to Theorem 1.1
also holds for newforms of weight 4, we computed L′(2, G, χ∆) for all newforms G of weight
4 on Γ0(N) whith 5 ≤ N ≤ 150 and fundamental discriminants ∆ with |∆| ≤ 300 and
the property that the twisted L-function L(s,G, χ∆) has an odd functional equation. For
5 ≤ N ≤ 10 we additionally computed these values for fundamental discriminants ∆ with
|∆| ≤ 5000. Amongst all these values we did not find a single example of a vanishing
derivative. Even though we did not get any positive case where we could test the theorem
we still wanted to make sure that there was no easily accesible counter example.
We therefore computed the Fourier coefficients, up to 40 digits precision, of the associated
weight −1
2
harmonic Maass form corresponding to all weight 4 newforms defined over Q
for N up to 100. To test the accuracy (and making sure that the implementation was
correct) we did not only rely on the provable error bounds, but also checked algebraicity
of certain coefficients corresponding to non-fundamental discriminants. These coefficients
were indeed all found to be integers or rational with fairly small denominators. In contrast
to this, the Fourier coefficients corresponding to fundamental discriminants were found not
to be similarly “simple” rational numbers.
The L-value computations were performed in Sage [SA], using the included version of
Rubinstein’s lcalc library [L].
4.4. Tables.
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Table 2. E = 11a1, P−5 ∈ H 1
2
,ρ¯
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Table 3. E = 11a1, P−5 ∈ H 1
2
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Table 4. E = 37a1, P−3 ∈ H 1
2
,ρ
∆ c+(∆) L′(G, χ∆, 1)
1 −2.8176178498959956879756075537515493438922975370716 · 10−01 3.05999773834052 · 10−01
12 −4.8852723826201225228227029607337071669095284814788 · 10−01 4.29861479867736 · 1000
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33 5.6630232015906998168220545669245622604190884430064 · 10−01 3.62195679113882 · 1000
37 −9.1326561374611652958506448407204050631184401026129 · 10−01 3.47328771649229 · 1000
40 4.0098509269543637915254766073122850557290259963615 · 10−01 3.70588717878444 · 1000
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77 2.2699132373705254600799448087564660809534768699467 · 10−01 3.42067600398534 · 1010
85 −7.6894617048676272061865441758881289699552927122551 · 10−01 9.90133670369251 · 1000
1481 −3.2715595098273932057423414526408419506801164996884 · 1000 5.26994449124823 · 1000
1484 −1.3432792297590353562651264178555980321660674399890 · 1001 3.86746474997364 · 1001
1489 8.9999999999999999999999999999999999999999999999999 · 1000 −3.7 · 10−23
1496 1.1199440423162819213593329208218112792285448658029 · 1001 2.27616829409607 · 1001
1501 −5.8188238119388864901078937905792951783427273426771 · 1002 6.06007663972706 · 1000
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4377 −5.0062522276143084997015960658866819832113068397294 · 1002 2.27150950159608 · 1000
4393 6.6000000000000000000000000000000000000000000001468 · 1001 5.8 · 10−23
4396 −2.3023069110811173762943326075771836710063196221488 · 1002 2.00437958330233 · 1000
4412 −3.1500483730098996665306117169085504925545562420809 · 1002 3.73011222569745 · 1001
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Table 5. E = 37a1, P−3 ∈ H 1
2
,ρ
∆ c+(∆) |c+(∆)− [c+(∆)]|
1489 9 1.6 · 10−72
4393 66 1.5 · 10−45
5116 −746 8.5 · 10−23
5281 153 8.2 · 10−23
5560 −1124 1.2 · 10−22
5761 −974 1.1 · 10−22
6040 −1404 4.2 · 10−23
6169 336 1.1 · 10−22
Table 6. E = 37a1, P−3 ∈ H 1
2
,ρ. Coefficients are scaled by
√
3 c−(−3).
∆
√|∆| c−(∆) |c−(∆)− [c−(∆)]|
−4 1 4.0 · 10−84
−7 −1 5.0 · 10−84
−11 1 4.5 · 10−84
−12 −1 2.0 · 10−84
−16 −2 1.1 · 10−83
−27 −3 1.3 · 10−83
−28 3 1.4 · 10−83
−36 −2 1.0 · 10−83
−40 2 3.6 · 10−85
−44 −1 1.1 · 10−83
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Table 7. E = 37b1, P−12 ∈ H 1
2
,ρ¯
∆ c+(∆) L′(G, χ∆, 1)
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Table 8. E = 37b1, P−12 ∈ H 1
2
,ρ¯
∆ c+(∆) |c+(∆)− [c+(∆)]|
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−11651 563716 7.0 · 10−34
Table 9. E = 37b1, P−12 ∈ H 1
2
,ρ¯. Coefficients are scaled by c
−(1).
∆
√
∆ c−(∆) |c−(∆)− [c−(∆)]|
4 −1 1.6 · 10−85
9 0 3.2 · 10−85
12 3 9.6 · 10−85
16 −2 1.6 · 10−85
21 3 2.7 · 10−85
25 −1 1.7 · 10−85
28 3 3.9 · 10−85
33 3 3.6 · 10−85
36 0 3.9 · 10−85
40 0 5.6 · 10−85
[KZ] W. Kohnen and D. Zagier, Values of L-series of modular forms at the center of the critical strip.
Invent. Math. 64 (1981), no. 2, 175–198.
[L] lcalc, a library for computing zeros and values of L-functions, Michael O. Rubinstein,
www.math.uwaterloo.ca/∼mrubinst
[McG] W. J. McGraw, The rationality of vector valued modular forms associated with the Weil represen-
tation. Math. Ann. 326 (2003), 105–122.
[On] K. Ono, Unearthing the visions of a master: harmonic Maass forms in number theory, Proceedings
of the 2008 Harvard-MIT Current Developments in Mathematics Conference, in press.
[RSS] N. Ryan, N.-P. Skoruppa and F. Stro¨mberg, Numerical Computation of a Certain Dirichlet Series
attached to Siegel Modular Forms of Degree Two, preprint, 2010.
[SA] The SAGE Group. SAGE Mathematics Software (Version 4.4.4), 2010.
COMPUTATION OF HARMONIC WEAK MAASS FORMS 21
[Sa] P. Sarnak, Maass cusp forms with integer coefficients, A panorama of number theory or the view
from Baker’s garden (Zu¨rich, 1999), 121–127, Cambridge Univ. Press, Cambridge, 2002.
[Sch] A. J. Scholl, Fourier coefficients of Eisenstein series on non-congruence subgroups, Math. Proc.
Camb. Phil. Soc. 99 (1986), 11–17.
[Sh] G. Shimura, On modular forms of half integral weight. Ann. of Math. (2) 97 (1973), 440–481.
[Sk1] N.-P. Skoruppa, Developments in the theory of Jacobi forms. In: Proceedings of the conference on
automorphic funtions and their applications, Chabarovsk (eds.: N. Kuznetsov and V. Bykovsky),
The USSR Academy of Science (1990), 167–185. (see also MPI-preprint 89-40, Bonn (1989).)
[Sk2] N.-P. Skoruppa, Explicit formulas for the Fourier coefficients of Jacobi and elliptic modular forms,
Invent. Math. 102 (1990), 501–520.
[SZ] N.-P. Skoruppa and D. Zagier, Jacobi forms and a certain space of modular forms, Invent. Math.
94 (1988), 113–146.
[St1] F. Stro¨mberg, Computational Aspects of Maass Waveforms, PhD. Thesis, Uppsala University
(2005).
[St2] F. Stro¨mberg, On the Weil Representation for Finite Quadratic Modules, preprint (2010).
[St3] F. Stro¨mberg, Computation of Maass waveforms with nontrivial multiplier systems, Math. Comp.,
77 (2008), no. 264, 2375–2416.
[S] A. Stro¨mbergsson, On the uniform equidistribution of long closed horocycles, Duke Math. J., 123
(2004), no. 3, 507–547.
[W] M. Waldschmidt, Nombers transcendents et groupes alge´braiques, Aste´risque 69–70 (1979).
[Wa] J.-L. Waldspurger, Sur les coefficients de Fourier des formes modulaires de poids demi-entier, J.
Math. Pures Appl. (9) 60 (1981), no. 4, 375–484.
[Za1] D. Zagier, Traces of singular moduli, Motives, Polylogarithms and Hodge Theory, Part I. Inter-
national Press Lecture Series (Eds. F. Bogomolov and L. Katzarkov), International Press (2002),
211–244.
[Za2] D. Zagier, Ramanujan’s mock theta functions and their applications [d’apre`s Zwegers and
Bringmann-Ono], Se´minaire Bourbaki 60e´me anne´e, 2006-2007, no. 986.
[Zw1] S. P. Zwegers, Mock ϑ-functions and real analytic modular forms, q-series with applications to
combinatorics, number theory, and physics (Ed. B. C. Berndt and K. Ono), Contemp. Math. 291,
Amer. Math. Soc., (2001), 269–277.
[Zw2] S. P. Zwegers, Mock theta functions, Ph.D. Thesis, Universiteit Utrecht, 2002.
Fachbereich Mathematik, Technische Universita¨t Darmstadt, Schlossgartenstrasse 7,
D–64289 Darmstadt, Germany
E-mail address : bruinier@mathematik.tu-darmstadt.de
Fachbereich Mathematik, Technische Universita¨t Darmstadt, Schlossgartenstrasse 7,
D–64289 Darmstadt, Germany
E-mail address : stroemberg@mathematik.tu-darmstadt.de
