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MEASURE-VALUED SPLINE CURVES: AN OPTIMAL TRANSPORT VIEWPOINT
YONGXIN CHEN, GIOVANNI CONFORTI AND TRYPHON GEORGIOU
ABSTRACT. The aim of this article is to introduce and address the problem to smoothly
interpolate (empirical) probability measures. To this end, we lift the concept of a spline
curve from the setting of points in a Euclidean space that that of probability measures,
using the framework of optimal transport.
1. INTRODUCTION
Consider a collection of (empirical) probability distributions
(ρi)i=0,1,...,N,
that are specified at a number of successive points in time 0 = t0 < t1 . . . < tN = 1. From
an engineering standpoint, such distributions may represent density of particles, con-
centration of pollutants, image intensity, power distribution, etc., associated with some
underlying time-varying physical process. In pertinent application areas, invariably, the
goal is to interpolate the available data-set so as, e.g., to estimate the spread of a particle
beam or the potential spread of polutants in-between reference points, to resolve features
between successive slices in magnetic resonance imaging, and so on. Thus, our aim is
to construct in a systematic manner a measure-valued curve which interpolates smoothly
a data-set that consists of successive probability distributions, and to develop suitable
computational tools for this purpose.
In a classical setting, where our data-set consists of points (xi)i=0,1,...,N in Rd, a natural
choice is to interpolate with a smooth curve such as a cubic spline. This motivates us
to seek a suitable generalization of spline curves from the Euclidean setting to measure-
valued spine curves on the Wasserstein space of probability measures. We achieve this by
adopting a variational formulation of splines due to Holladay [10], that the spline-curve
in Euclidean space minimizes mean-squared acceleration among all other interpolants, to
the setting of optimal transport theory.
Besides certain expected parallels to classical splines, measure-valued splines enjoy a
number of interesting structural properties which mirror other well known properties of
optimal transport. In particular, we show that the construction of measure-valued splines
relates to a multimarginal optimal transportation problem (see [8, 16]), and we discuss
the existence of Monge-like solutions for an extended (relaxed) formulation of the mul-
timarginal optimal transport problem. We also provide a heuristic fluid dynamic for-
mulation for splines, which may be regarded as the counterpart to the Benamou-Brenier
formulation of the Monge-Kantorovich problem. As an illustrative example, we expand
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on the case where the ρi’s are Gaussian measures. In this case the one-time marginal
distributions are Gaussian at all times and the measure-valued splines can be explicitly
computed by solving a semidefinite program. Lastly, based on the fact put forward by
Otto [14] that we may regard the Wasserstein space as an almost-Riemannian infinite di-
mensional manifold, we discuss an alternative approach to constructing measure-valued
splines and provide a formal argument showing that the original optimization problem to
define splines is in fact a relaxation of the one stemming from this Riemannian viewpoint.
The results of this article should be considered as a first step towards developing a
toolbox for interpolation in the space of probability measures; some of the most basic
elements of the theory are proven rigorously whereas only formal arguments are given
for other claims. In light of the range of potential applications, besides resolving certain
open questions that are raised, future work may need to focus on more general smoothing
splines, or B-splines, as well as on developing fast and efficient computational algorithms.
Organization of the paper. In Section 2.2, we define the notion of spines in Wasserstein space
by emulating its well known Euclidean counterpart. Section 3 explores the structure of
such measure-valued splines and, in particular, points out that the measure (which is
the sought matrix-valued spline) is concentrated on ordinary C2 spline curves. It also
presents alternative formulations (e.g., in phase space) as well as discusses the question
of Monge solutions. Section 4 presents yet another formulation that is analogous to the
Benamou-Brenier fluid dynamical formulation of standard Optimal Mass transport. Sec-
tion 5 explores yet another angle of viewing measure-valued splines. It relies on Otto cal-
culus on Wasserstein space and brings out the problem to minimize acceleration subject
to constraints. Section 6 contains proofs of the main results. We conclude by specializ-
ing Wasserstein-spline interpolation to Gaussian data in Section 7 and we highlight the
typical outcome with examples that are presented in the final section, Section 8.
Notation. We introduce here notation which we use throughout the paper. For k > 0 and
integer, we denote the set of functions X : [0, 1] → Rd which are continuous and k times
continuously differentiable by Ck([0, 1];Rd) and abbreviate by Ck. The set of functions
which are k times differentiable and whose k-th derivative is square-integrable we denote
by Hk([0, 1];Rd), abbreviated by Hk. Splines are, by definition, twice continuously dif-
ferentiable and piecewise cubic polynomials. Thus, for a fixed sequence T := (ti)i=0,...,N
with 0 = t0 < t1 < . . . < tN = 1 we denote by Π3([ti, ti+1]) the set of Rd-valued cubic
polynomials defined on the interval [ti, ti+1] and the corresponding set of splines
S3 :=
{
X ∈ C2([0, 1];Rd) : X∣∣
[ti,ti+1]
∈ Π3([ti, ti+1]) ∀i = 0, . . . ,N− 1
}
.
We denote by P(Ω) the space of probability measures over a measurable space Ω and
by P2(Rd) the subset of the elements of P(Rd) having finite second moment. We will
often choose Ω = C0, which we equip with the canonical sigma algebra generated by the
projection maps (Xt)t∈[0,1], defined by
∀ω ∈ Ω, Xt(ω) = ωt.
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If T = (ti)i=0,...,N is a finite set of times, we denote XT the vector (Xt0 ,Xt1 , . . . ,XtN).
Finally, if T is a map and µ a probability measure, we denote T#µ the push forward of µ
under T .
2. PROBLEM FORMULATION
We now draw on the analogy between curve fitting in finite-dimensions and interpo-
lation in the Wasserstein space to define our problem of constructing smooth trajectories
(splines) in the Wasserstein space.
2.1. Natural interpolating splines in Rd. Let T := (ti)i=0,...,N with 0 = t0 < t1 < . . . <
tN = 1 be an array of time-data, and (xi)i=0,...,N be a sequence of spatial data in Rd. The
natural interpolating spline for the data is the only S ∈ S3 such that Sti = xi for 0 6 i 6 N
and whose second derivative vanishes at t = 0, 1. Holladay’s Theorem [10] tells that the
variational problem
inf
X
∫1
0
|X¨t|
2dt(1a)
X ∈ H2,(1b)
Xti = xi, i = 0, . . . ,N.(1c)
admits as unique solution the natural interpolating spline for the data (ti, xi)i=0,...,N,
which we denote S(x0, . . . , xN). We do not emphasize the dependence on the time data T,
as they are kept fixed throughout the article. Also, we denote S03 ⊂ S3 the set of all natural
splines
S03 = {S(x0, . . . , xN) : (x0, . . . , xN) ⊆ Rd×(N+1)}.
2.2. Interpolating splines in P2(Rd). Starting from the given data (ti, ρi)i=0,..,N, with
0 = t0 < t1 . . . < tN = 1 and {ρ0, . . . ρN} ⊆ P2(Rd), inspired by Holladay’s theorem and
with an optimal transport viewpoint, we view the problem of interpolating smoothly the
data as
“ the problem of transporting the mass configuration ρ0 into the mass
configuration ρi at time ti while minimizing mean-squared acceleration.”
To propose a model, we make the following observations motivated by the above informal
description of our problem.
• We view a transport plan as a probability measure P ∈ P(Ω), where Ω = C0 and
for A ⊆ Ω, P(A) represents the total mass which flows along the paths in A.
• For a plan to be admissible, it must be that at time ti, the mass configuration in-
duced by P is ρi. Thus, we ask that
(Xti)#P = ρi, i = 0, . . . ,N.
• Since we consider acceleration (of a curve in Wasserstein space), we ask that an
admissible plan P is such that P(H2) = 1.
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• Since we penalize acceleration, we need to consider the mean-square acceleration1
(2)
∫1
0
∫
Ω
|∂ttXt|
2 dPdt
of an (admissible) plan P.
We are now in the position to define measure-valued spline curves.
Definition 2.1. Let (ti, ρi)i=0,...,N ⊂ [0, 1]× P2(Rd) be given data. Consider the problem
inf
P
∫1
0
∫
Ω
|∂ttXt|
2dP dt(3a)
P ∈ P(Ω),P(H2) = 1(3b)
(Xti)#P = ρi, i = 0, . . . ,N.(3c)
An interpolating spline for the data (ti, ρi)i=0,...,N is defined to be the marginal flow (ρt) of an
optimal measure for (3).
We remark that, if instead of taking the second derivative in (3a) we take the first de-
rivative, then problem (3) is an equivalent formulation of Monge-Kantorovich problems
within each time interval [ti, ti+1]. Also we note that, in general, we cannot guarantee
uniqueness for the optimal measure in (3). Thus, the above definition may not define
a natural interpolating spline without additional hypothesis on the data (so as to ensure
uniqueness).
2.3. Compatibility. As a first result we have that the definition we gave is compatible
with that of splines in Rd.
Proposition 2.1. Let(ti, xi)i=0....,N ⊂ [0, 1] × Rd, and set ρi := δxi for 0 6 i 6 N. Then the
unique optimal solution of (3) is
P∗ = δS,
where S is the natural interpolating spline for (ti, xi)i=0,...,N.
We shall see that the above proposition is a special case of Theorem 3.1 below.
3. THE STRUCTURE OF MEASURE-VALUED SPLINES
3.1. Decomposition of optimal solutions. The following theorem asserts that at least an
optimal solution for (3) exists and gives details about the structure of the solution. In the
present article, we do not establish uniqueness of the measure-valued spline through a
given data set; this interesting question remains open for further investigation. In words,
Theorem 3.1 says that any optimal solution is supported on splines ofRd, and that its joint
distribution at times t0, . . . , tN solves a multimarginal optimal transport problem whose
cost function C is the optimal value in (1), i.e.
(4) C(x0, . . . , xN) :=
∫1
0
|∂ttSt(x0, . . . , xN)|
2dt.
1When (Xt)t∈[0,1] is the canonical process, we denote the acceleration ∂ttXt instead of X¨t.
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Thus a spline curve on P2(Rd) is found by pushing forward through splines of Rd the
solution of a multimarginal optimal problem. This is in analogy with the well known
fact that the geodesics of P2(Rd) are constructed pushing forward the optimal coupling
of the Monge-Kantorovich problem through geodesics of Rd ([1, Theorem 2.10]). In the
statement of the theorem, as usual, we set
Π(ρ0, ρ1, . . . , ρN) =
{
pi ∈ P(Rd × . . .× Rd) : (Xi)#pi = ρi
}
,
where we denoted by Xi the i-th coordinate map on (Rd)N+1, i.e. Xi(x0, . . . , xN) = xi.
Theorem 3.1. Let {ρ0, . . . , ρN} ⊆ P2(Rd). Then there exists at least an optimal solution for (3).
Moreover, the following are equivalent
(i) Pˆ is an optimal solution for (3).
(ii) Pˆ(S03) = 1 and pi := (XT)#Pˆ is an optimal solution for
inf
pi
∫
C(x0, x1, . . . , xN)dpi(5)
pi ∈ Π(ρ0, ρ1, . . . , ρN),
where C has been defined at (4).
Multimarginal optimal transport problems, such as the one in (5), can be solved nu-
merically using iterative Bregman projections [3]. However, this approach is computa-
tional burdensome for high dimensional distributions or large number of marginals. In
the special case where the marginals are Gaussian distributions, a numerically efficient
semidefinite programming (SDP) formulation is possible (see Section 7).
3.2. Formulation of the problem in phase space. One aspect of the cost C which compli-
cates the tractability of (5) is that, to the best of our knowledge, there is no closed form
expression valid for any N. For this reason, we propose a second, equivalent formulation
of (5) in a larger space with an explicit cost function. Note that a very simple reformulation
of (3) can be obtained by looking into “phase space”. Here we consider probability mea-
sures on the product spaceH1×H1, where we define canonical projection maps (Xt)t∈[0,1]
and (Vt)t∈[0,1] in the obvious way. The problem
inf
Q
∫1
0
∫
Ω×Ω
|∂tVt|
2dQdt(6a)
Q ∈ P (Ω×Ω) ,Q(H1 ×H1) = 1,(6b)
Q(∂tXt = Vt ∀t ∈ [0, 1]) = 1,(6c)
(Xti)#Q = ρi i = 0, . . . ,N,(6d)
is easily seen to be equivalent to (3). The interesting fact is that, the multimarginal opti-
mal transport problem associated with (6) has an explicit cost function. All relies on the
following representation of C as the solution of a minimization problem.
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Lemma 3.1. Let (xi, vi)i=0,...,N ⊂ Rd × Rd be given. The optimal value of the problem
inf
X,V
∫1
0
|V˙t|
2dt(7a)
(X,V) ∈ H1 ×H1,(7b)
X˙t = Vt, ∀t ∈ [0, 1],(7c)
Xti = xi, i = 0, . . . ,N,(7d)
Vti = vi, i = 0, . . . ,N.(7e)
is given by
(8)
N−1∑
i=0
(ti+1 − ti)
−1c(xi, xi+1, vi, vi+1)
where
(9) c(xi, xi+1, vi, vi+1) = 12|xi+1− xi− vi|2− 12〈xi+1− xi− vi, vi+1− vi〉+ 4|vi+1− vi|2.
In particular,
(10) C(x0, . . . , xN) = inf
v0,...vN∈Rd
N−1∑
i=0
(ti+1 − ti)
−1c(xi, xi+1, vi, vi+1)
and the infimum in (10) is attained and is unique.
We note that multimarginal optimal transport problems have been studied in [6] but
for a cost of the form
C(x0, . . . , xN) = inf
y∈Y
N∑
i=0
ci(xi,y).
The main difference with the above is that c in (10) depends on both xi and xi+1, which
somewhat complicates the analysis; more details on this can be found in Section 7.
Theorem 3.2. Let {ρ0, . . . , ρN} ⊆ P2(Rd). Then there exists at least an optimal solution for (6).
Moreover, for an admissible plan Qˆ the following are equivalent
(i) Qˆ is an optimal solution for (6)
(ii) Qˆ(X ∈ S03) = 1 and γˆ := (XT,VT)#Qˆ is an optimal solution for
copt := inf
γ
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγ(11)
γ ∈ Γ(ρ0, . . . , ρN)
where Γ(ρ0, . . . , ρN) is defined by
Γ(ρ0, . . . , ρN) :=
{
γ ∈ P(Rd×(N+1) × Rd×(N+1)) : (Xi)#γ = ρi ∀i = 0, . . . ,N
}
.
MEASURE-VALUED SPLINE CURVES: AN OPTIMAL TRANSPORT VIEWPOINT 7
In the next proposition we show equivalence between the two multimarginal problems.
There, we denote V the maps that associates to (x0, . . . , xN) the optimal solution of (10) .
It is not hard to see that V is a linear map.
Proposition 3.1. The problem (11) is equivalent to the problem (5) in the following sense:
(i) If γˆ is optimal for (11) then
pi := (X0, . . . ,XN)#γˆ
is optimal for (5).
(ii) If pi is optimal for (5), then
γˆ := (X0, . . . ,XN,V(X0, . . . ,XN))#pi
is optimal for (11).
3.3. Monge solutions. Here, we discuss Monge, or graphical, solutions to the extended
formulation. Unfortunately, we cannot provide a complete existence result. However, we
show that if an optimal solution has some regularity properties, then it is of Monge form.
Theorem 3.3. Let γˆ be an optimal solution for (11) such that for all i = 0, . . . ,N− 1 the measure
γˆi ∈ P(Rd × Rd) defined by
γˆi = (Xi,Vi)#γˆ
is absolutely continuous w.r.t to the Lebesgue measure. Then there exist a map
Φ = (ϕ1, . . . ,ϕN,ψ1, . . . ,ψN) : Rd × Rd → Rd×N × Rd×N
such that γˆ is concentrated on the graph ofΦ, i.e.
γˆ = (idRd ,ϕ1, . . . ,ϕN, idRd ,ψ1, . . . ,ψN)#γ0,
or equivalently
(12) γˆ
(
N⋂
i=1
{Xi = ϕi(X0,V0) ,Vi = ψi(X0,V0)}
)
= 1.
It would be very desirable to derive the conclusion assuming just regularity of the (ρi)
instead of the γˆi. Theorem 3.3 implicitly tells that Monge solutions for (5) are not to be
expected; the support of an optimal solution should be locally of dimension 2d. We also
believe that the assumptions of the Theorem can be largely relaxed. In the next propostion
we take a first step in this direction for the case when N = 2 (i.e. we interpolate three
measures), using the general results of [15].
Proposition 3.2. LetN = 2, pi an optimal solution for (5), and (x0, x1, x2) a point in the support
of pi. Then there is a neighborhood O of (x0, x1, x2) such that the intersection of the support of pi
with O is contained in a Lipschitz submanifold of dimension 2d.
Let us note that this proposition does not yield the existence of Monge solutions for
(11); however it proves that optimal solutions of (5) have a support which is locally of di-
mension 2d, without making any further regularity assumption on the optimal coupling.
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4. FLUID DYNAMICAL FORMULATION OF (3)
To better understand what follows, lets us recall the fluid dynamic formulation of the
Monge-Kantorovich problem, which is due to Benamou and Brenier. In [2] they showed
that the optimal value for
inf
µ,v
∫1
0
∫
Rd
|vt|
2(x)µt(x)dxdt(BB)
∂tµt(x) +∇ · (vtµt)(x) = 0
µ0 = ρ0,µ1 = ρ1
is the squared Wasserstein distanceW22(ρ0, ρ1) and that the optimal curve is the displace-
ment interpolation [12].
4.1. A fluid dynamic formulation for (3). Inspired by (11), we formulate the following
problem
inf
µ,a
∫1
0
∫
Rd
|at(x, v)|
2µt(x, v)dxdv(14a)
∂tµt(x, v) + 〈∇xµt(x, v), v〉+∇v · (atµt)(x, v) = 0,(14b) ∫
Rd
µti(x, v)dv = ρti , i = 0, . . . ,N,(14c)
where we denote by ∇x(resp. ∇v) the gradient taken w.r.t. the x (resp. v) variables, so
that∇x· stands for the divergence taken w.r.t. the x variables, and similarly for∇v·.
Claim 4.1. The two problems (3) and (14) are equivalent.
We provide formal calculations to justify the claim. However, the argument below does
not constitute a rigorous proof as it rests on assuming existence of Monge-like solutions
for (11), which we only proved under certain assumptions. Moreover, we take derivatives
formally and do not insist here on justifying their existence , and in which sense we should
consider them.
Sketch of the argument. Let (µ,a) be an optimal solution for (14). The constraint (14b) im-
plies that the vector field (wt) solves the continuity equation for (µt), where
(15) wt =
(
v
at(x, v)
)
Thus, if we consider the flow maps (Xt,Vt)t∈[0,1] for wt, defined by
(16) ∂t
(
Xt
Vt
)
=
(
Vt
at(XtVt)
)
,
(
X0
V0
)
= idRd×Rd
then we have that
(17) ∀t ∈ [0, 1], (Xt,Vt)#µ0 = µt.
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In particular, because of (14c)
(18) ∀i = 0, . . . ,N (Xti)#µ0 = ρi.
Define P ∈ P(Ω) as follows
(19) P := ((Xt)t∈[0,1])#µ0.
Equation (18) makes sure that P is admissible for (3) and we have∫1
0
∫
Ω
|∂ttXt|
2dPdt
(19)
=
∫1
0
∫
Rd×Rd
|∂ttXt(x, v)|2µ0(x, v)dxdvdt
(16)
=
∫1
0
∫
Rd×Rd
|∂tVt(x, v)|2µ0(x, v)dxdvdt
(16)
=
∫1
0
∫
Rd×Rd
|at(Xt,Vt)(x, v)|2µ0(x, v)dxdvdt
(17)
=
∫1
0
∫
Rd×Rd
|at(x, v)|
2µt(x, v)dxdvdt.
Thus, given an optimal solution (µ,a) for (14), we have constructed a feasible solution P
for (3) such that the cost function (14a) evaluated at (µ,a) equals the cost function (3a)
evaluated at P. For the converse, we make the observation that Theorem 3.3 grants the
existence of an optimal Monge solution for the problem (11). We can lift this solution to
an optimal Monge solution for (6) using point (ii) of Theorem (3.2). Therefore, there exist
a measure µ0 ∈ P(Rd × Rd) and two family of maps (Xt)t∈[0,1], (Vt)t∈[0,1] defined on
Rd × Rd and taking values in Rd such that
(i) X0 = idRd ,V0 = idRd
(ii) ∂tXt = Vt for all t ∈ [0, 1].
(iii) If we define Q via
Q = ((Xt,Vt)t∈[0,1])#µ0,
then Q is optimal for (6). In particular, this implies that if we define the plan P via
(19), then P is optimal for (3).
Define now (µt) as the marginal flow of Q, i.e.
(20) ∀t ∈ [0, 1], µt := (Xt,Vt)#µ0.
It is clear from the definition that (µt) satisfies (14c). Moreover, provided the maps Vt are
invertible, by setting
at(x, v) := (∂tVt) ◦ (Vt)−1(x, v)
we obtain that (16) is satisfied. This implies that wt, defined as in (15) satisfies the con-
tinuity equation for (µt), and hence that (14b) holds. Hence (µt) is admissible for (14).
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With a similar argument as above, we get∫1
0
∫
Rd×Rd
|at(x, v)|
2µt(x, v)dxdvdt.
(20)
=
∫1
0
∫
Rd×Rd
|at(Xt,Vt)(x, v)|2µ0(x, v)dxdvdt
(16)
=
∫1
0
∫
Rd×Rd
|∂tVt(x, v)|2µ0(x, v)dxdvdt
(16)
=
∫1
0
∫
Rd×Rd
|∂ttXt(x, v)|2µ0(x, v)dxdvdt
(17)
=
∫1
0
∫
Ω
|∂ttXt|
2dPdt
Thus, starting for a particular optimal solution P for (3) (precisely the one associated to
the Monge solution of (6)), we have constructed an admissible solution (µ,a) for (14)
such that the cost function (3a) evaluated at P equals the cost function (14a) evaluated at
(µ,a). 
5. A RIEMANNIAN GEOMETRY APPROACH
There exist different approaches to the problem of interpolating smoothly data on a
Riemannian manifold; in the upcoming discussion we shall follow the intrinsic approach,
see [13],[5] and [17] for infinite-dimensional manifolds. Consider data (ti, xi)i=0,...,N ⊆
[0, 1] ×M, where M is a Riemannian manifold whose Levi-Civita connection is ∇. Then,
Holladay’s theorem suggests to define the interpolating spline as the optimizer for
inf
X
∫1
0
〈∇X˙tX˙t,∇X˙tX˙t〉dt
X ∈ H2([0, 1];M), Xti = xi i = 0, . . . ,N.(21)
In a seminal paper [14], Otto discovered that the metric space (P2(Rd),W2(·, ·)) can be
looked at almost as an infinite dimensional Riemannian manifold. In the next subsection
we shall present a formal construction of the Riemannian metric for (P2(Rd) (often called
the Otto metric). But our claims will not be rigorously detailed and our treatment of the
subject will only be partial; to gain a deeper insight we refer the reader to Otto’s paper
and, in addition, to [9],[1],[11],[18].
5.1. The Riemannian metric of optimal transport. Aim of this subsection is to define
formally a kind of Riemannian metric on P2(Rd) for which displacement interpolations
[12] are constant speed geodesics. The construction begins by identifying the tangent
space at ρ with the space of square integrable gradient vector fields. The identification is
possible thanks to Brenier’s theorem [4]. This space is
Tρ := {∇ϕ;ϕ ∈ C∞c }L2(ρ).
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The second step is to define the first derivative (velocity field) vt ∈ Tρt of a curve (ρt)
through the continuity equation
∂tρt +∇ · (vtρt) = 0, vt ∈ Tρt .
Then, one defines the Riemannian metric by means of the L2 product
(22) 〈∇ϕ,∇ψ〉Tρ :=
∫
Rd
〈∇ϕ(x),∇ψ(x)〉 ρ(x)dx,
where 〈., .〉 stands for the standard inner product on Rd. The Benamou-Brenier formula
(BB) establishes that the displacement interpolation is a constant speed geodesic for this
Riemannian structure, as it minimizes the energy functional among all curves with a given
start and end. If we denote∇W2 the Levi Civita connection associated with the Riemann-
ian metric, it turns out that, if (ρt) is a smooth curve and (vt) its velocity field, then the
covariant derivative of (vt) along (ρt) is given by the formula (see e.g. [1, Example 6.7])
∇W2vt vt = ∂tvt +
1
2
∇|vt|2 ∈ Tρt .
Thus, we have
(23) 〈∇W2vt vt,∇W2vt vt〉Tρt =
∫
Rd
∣∣∣∂tvt + 1
2
∇|vt|2
∣∣∣2ρt(x)dx.
5.2. An alternative definition for measure-valued splines. In view of (21) and (23) it
would be natural to define measure-valued splines by looking at
inf
ρ,v
∫1
0
∫
Rd
∣∣∣∂tvt + 1
2
∇|vt|2
∣∣∣2(x)ρt(x)dxdt(24a)
∂tρt(x) +∇ · (vtρt)(x) = 0, vt ∈ Tρt(24b)
(ρt) ∈ H2([0, 1];P2(Rd)), ρti = ρi, i = 0, . . . ,N,(24c)
where the space H2([0, 1];P2(Rd)) should be properly defined using the notions of abso-
lutely continuous and regular curve ([1, Ch. 6]). Clearly the problem (24) looks rather
different from (14), and therefore, it should not be equivalent to (3). However, it seems
that, although different, the two problems are strongly related: in the next subsection, we
shall provide a heuristic showing that (3) can be viewed as a relaxation of (24).
5.3. The problem (24) and the Monge formulation of (3). We have seen that Monge so-
lutions exist for the relaxation (11). Using point (ii) of Theorem 3.2, those Monge solutions
can be lifted to path space to obtain Monge solutions for (6). However, a Monge solution
for (3) has a different structure. A Monge solution for (3) is a plan P for which there exist
a family of maps Xt : Rd → Rd such that
(25) P := ((Xt)t∈[0,1])#ρ0.
It is important to note the difference between (25) and (19). Here, the maps Xt are defined
on Rd and ρ0 ∈ P(Rd); there the maps Xt are defined on Rd × Rd and µ0 ∈ P(Rd × Rd).
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Let us now present a heuristic connecting (24) with the Monge formulation of (3). Con-
sider a solution (ρ, v) for (24), and defines the maps Xt via
(26) ∂tXt(x) = vt(Xt(x)), X0(x) = x.
and P through (25). These are the flow maps for the velocity field (vt) on Rd and satisfy
(27) (Xt)#ρ0 = ρt
Therefore, P is admissible for (3) and we have∫1
0
∫
H2
|∂ttXt|
2dPdt
(25)
=
∫1
0
∫
Rd
|∂ttXt(x)|2ρ0(x)dxdt
(26)
=
∫1
0
∫
Rd
∣∣∣∂tvt(Xt(x))∣∣∣2ρ0(x)dxdt
(26)
=
∫1
0
∫
Rd
∣∣∣∂tvt +Dvtvt∣∣∣2(Xt(x))ρ0(x)dxdt
=
∫1
0
∫
Rd
∣∣∣∂tvt + 1
2
∇|vt|2
∣∣∣2(Xt(x))ρ0dxdt
(27)
=
∫1
0
∫
Rd
∣∣∣∂tvt + 1
2
∇|vt|2
∣∣∣2(x)ρt(x)dxdt,
where we denoted byDvtvt the Jacobian of the vector field vt applied to vt. Since vt is of
gradient type, we have indeed Dvtvt =
1
2∇|vt|2. Thus, we have seen that, to a solution of
(24) we can associate a Monge solution for (3) and the cost of the two solutions for their
respective problems is identical. To conclude that the two problems are equivalent, we
should reverse this last statement. But to do this, we should know that we can w.l.o.g
consider Monge solutions (25) where the maps Xt are the flow maps for a gradient vector
field. We do not know, at the moment, whether this is true or not. If we remove the
constraint vt ∈ Tρt from (24), then it is natural to conjecture that (24) and the Monge
formulation of (3) are equivalent.
6. PROOFS
Proof of theorem 3.1. We first prove that (ii)⇒(i). Let Pˆ be as in (ii), P any other admissible
probability measure for (3) and pi := (XT)#P. Observe that, since P is supported on H2
we have that ω is almost surely an admissible path for the problem (1) for the choices
xi = Xti(ω). Therefore
(28) P − a.s.
∫1
0
|∂ttXt|
2dt >
∫1
0
|∂ttSt(XT)|
2dt,
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where we recall that XT = (Xt0 , . . . ,XtN) and S(x0, . . . , xN) is the natural interpolating
spline. Using this, we get∫1
0
∫
Ω
|∂ttXt|
2dPdt >
∫1
0
∫
Ω
|∂ttSt(XT)|
2dP dt(29)
=
∫
Ω
C (XT) dP
=
∫
C(x0, . . . , xN)dpi
>
∫
C(x0, . . . , xN)dpi(30)
where the last inequality comes from the optimality of pi. On the other hand, since Pˆ(S03) =
1, we have that
Pˆ − a.s., X· = S·(XT)
Thus, ∫1
0
∫
Ω
|∂ttXt|
2dPˆdt =
∫1
0
∫
Ω
|∂ttSt(XT)|
2dPˆ dt(31)
=
∫
Ω
C (XT) dPˆ
=
∫
C(x0, . . . , xN)dpi,
which proves that Pˆ is an optimal solution for (3).
Let us now prove (i)⇒ (ii). Let Pˆ an optimal measure for (3), and assume that Pˆ(S03) < 1.
Consider the Markov kernel K
K : Rd×(N+1) ×B(Ω)→ [0, 1], K(x0, . . . , xN,A) =
{
1, if S·(x0, . . . , xN) ∈ A
0, otherwise
and define P∗ by composing piwith K
(32) P∗(A) =
∫
K(x0, . . . , xN,A)dpi.
By construction, we have that P∗(S03) = 1 and that (XT)#P∗ = pi. Thus, arguing as in (31)
we obtain that
(33)
∫1
0
∫
Ω
|∂ttXt|
2dP∗ dt =
∫
C(x0, . . . , xN)dpi.
Moreover, we have that (28) holds under Pˆ since Pˆ is admissible for (3) and since Pˆ(S03) < 1
we also have the strict inequality in (28) holds with positive probability under Pˆ. Arguing
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as in (29), we obtain, with minimal changes,∫1
0
∫
Ω
|∂ttXt|
2dPˆdt >
∫
C(x0, . . . , xN)dpi.
This last inequality, toghether with (33) contradicts the optimality of Pˆ. Thus, it must be
that Pˆ
(
S03
)
= 1, which also implies that P = P∗. Arguing again as above, it is easy to see
that ∫1
0
∫
Ω
|∂ttXt|
2dPˆdt =
∫
C (x0, . . . , xN) dpi
Assume now that pi is not an optimal measure for (5). Then there exists pi∗ which is
admissible and performs better than pi. We can again define P∗ as in (32) replacing pi
with pi∗. Reasoning as in the previous cases we get∫1
0
∫
Ω
|∂ttXt|
2dPˆdt >
∫
C(x0, . . . , xN)dpi
>
∫
C(x0, . . . , xN)dpi
∗ =
∫1
0
∫
Ω
|∂ttωt|
2dP∗dt,
which contradicts the optimality of Pˆ. Thus, it must be that pi is optimal for (5). The proof
that (i)⇒(ii) is now concluded.
Finally, let us show that an optimal solution to (3) exists. Notice that the function C is a
quadratic form and therefore an optimal solution pi to (5) always exists. The proof of this
is straightforward adaptation of the proof of [1, Th 1.5]. If we construct Pˆ as in (32), then
the implicaton (ii)⇒(i) yields the conclusion. 
Proof of Lemma 3.1. Consider the problem obtained by looking only at the time interval
[ti, ti+1], i.e.
inf
X,V
∫ti+1
ti
|V˙t|
2dt(34a)
(X,V) ∈ H1([ti, ti+1];Rd)×H1([ti, ti+1];Rd)(34b)
X˙t = Vt, ∀t ∈ [ti, ti+1](34c)
Xtj = xj j = i, i+ 1,(34d)
Vtj = vj, j = i, i+ 1.(34e)
Using a standard argument based on integration by parts it is seen that the optimal solu-
tion is the only admissible (Xˆi, Vˆi) such that Xˆi ∈ Π3([ti, ti+1]). A standard calculation
then also proves that the optimal value for (34) is (ti+1 − ti)−1c(xi, xi+1, vi, vi+1). More
details can be found in Section 7. Next, we define
∀t ∈ [0, 1] Xˆt :=
N−1∑
i=0
Xˆit1[ti,ti+1)(t) + xtN1t=1

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By construction, Xˆ of class C1 on [0, 1] and on each interval [ti, ti+1] the second de-
rivative exists and is bounded. This implies that Xˆ is in H2([0, 1];Rd), and that (Xˆ, Vˆ) is
admissible for (7), where we set Vˆ := ˙ˆX . The optimality follows observing that for any
other admissible solution (X,V) we have, using the optimality of (Xˆi, Vˆi)∫1
0
|V˙t|
2dt =
N−1∑
i=0
∫ti+1
ti
|V˙t|
2dt >
N−1∑
i=0
∫ti+1
ti
|
˙ˆ
Vit |
2dt =
∫1
0
|
˙ˆ
Vt|
2dt.
This shows that (Xˆ, Vˆ) is optimal, from which (8) follows. (10) follows from (8) and Hol-
laday’s Theorem.
Proof of Theorem 3.2. In view of Lemma 3.1, the proof of this theorem is a straightforward
adaptation of that of Theorem 3.1. 
Proof of Propostion 3.1. Let us make the preliminary observations that, because of (10), if pi
is admissible for (5), and we define
(35) γ := (X0, . . . ,XN,V(X0, . . . ,XN))#pi,
then we have
(36)
∫
C(x0, . . . , xN)dpi =
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγ.
On the other hand, if γ is any admissible plan for (11) and we define
(37) pi := (X0, . . . ,XN)#γ,
then
(38)
∫
C(x0, . . . , xN)dpi 6
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγ.
We begin by proving (i). Let γˆ be optimal for (11) and consider an admissible coupling pi
for (5). Define γ through (35). Then we have, by optimality of γˆ∫
C(x0, . . . , xN)dpi
(36)
=
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγ
>
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγˆ
(38)
>
∫
C(x0, . . . , xN)dpi,
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and therefore pi is optimal for (4). To prove (ii), assume that pi is optimal for (5) and let γ
be admissible for (11). Define pi via (37). Then we have, by optimality of pi
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγ
(38)
>
∫
C(x0, . . . , xN)dpi
>
∫
C(x0, . . . , xN)dpi
(36)
=
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγˆ,
which yields the conclusion. 
Proof of Theorem 3.3. Let γˆ be optimal for (11). For each i = 0, ..,N−1 consider the reduced
problem
inf
pi
∫
c(xi, xi+1, vi, vi+1)dpi(39)
pi ∈ P(Rd×2 × Rd×2), (Xj,Vj)#pi = γˆi, j = i, i+ 1,
where the projection maps Xj,Vj, j = i, i + 1 are defined in the obvious way on Rd×2 ×
Rd×2. It is rather easy to see that the cost c satisfies the “twist condition” (A1) from [16].
See also [7] for an alternative proof. Thus, since all the γˆi are absolutely continuous, we
can use [16, Th. 2.21] to conclude that there exists a unique solution pii to (39), and that
the solution is in Monge form. Thus there exists a map Fi : Rd×2 → Rd×2 such that
(40) pii
(
(Xi+1,Vi+1) = Fi(Xi,Vi)
)
= 1.
For all i = 0, . . . ,N, define the maps (ϕi,ψi) via
(41) (ϕ0,ψ0) = (idRd , idRd), (ϕi,ψi) := Fi−1 ◦ (ϕi−1,ψi−1),
Next, define γ˜ by
γ˜ = (idRd ,ϕ1, . . . ,ϕN, idRd ,ψ1, . . . ,ψN)#γˆ0.
By construction γ˜ is admissible for (11) and that (Xi,Vi,Xi+1,Vi+1)#γ˜ = pii for all i =
0, . . . ,N− 1. Since for any i, pii := (Xi,Vi,Xi+1,Vi+1)#γˆ is admissible for (39) we have∫
c(xi, xi+1, vi, vi+1)dpii >
∫
c(xi, xi+1, vi, vi+1)dpii.
Assume now that pij 6= pij for some j. Then, since (39) admits a unique optimal solution
we have: ∫
c(xj, xj+1, vj, vj+1)dpij >
∫
c(xj, xj+1, vj, vj+1)dpij
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But this would imply that
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγˆ =
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dpii
>
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dpii
=
N−1∑
i=0
(ti+1 − ti)
−1
∫
c(xi, xi+1, vi, vi+1)dγ˜,
which contradicts the optimality of γˆ. Therefore, pii = pii for all i, which yields the con-
clusion, using (40) and (41) recursively. 
Proof of Propositon 3.2. We assume w.l.o.g., t1 − t0 = t2 − t1. It can be computed explicitly
that, up to a positive multiplying constant, C(x0, x1, x2) = |x2 − 2x1 + x0|2. Fix now a
point x = (x0, x1, x2) in the support of an optimal solution pi. Combining Th. 2.3 and Eq.
(3) from [15] we obtain that if we denote q+ the number of positive eigenvalues of the
block-matrix  0 Dx0,x1C(x) Dx0,x2C(x)Dx1,x0C(x) 0 Dx1,x2C(x)
Dx2,x0C(x) Dx2,x1C(x) 0

where Dxi,xjC(x) is the d × d matrix given by (Dxi,xjC(x))kl = (∂xki ,xljC)(x), then the
support of pi is locally of dimension 3d− q+ around x. Given the form of C we have that
(Dx0,x1C(x))kl = (Dx1,x2C(x))kl = −4δkl, Dx0,x2C(x) = 2δkl
where δkl is the Kronecker delta. The conclusion then follows from a direct calculation.

7. THE GAUSSIAN CASE
We specialize and discuss the case where all the marginal distributions are Gaussian
distributions on Rd, with the ith marginal ρi having mean mi and covariance Σi for 0 6
i 6 N, denoted by ρi = N(mi,Σi). For simplicity, we take ti = i, 0 6 i 6 N. It turns
out that the interplating one-time marginals are also Gaussian and, in fact, problem (3)
easily decouples into interpolating separately means and covariances. Dealing with the
means requires constructing a cubic spline that interpolates only the means m0, . . . ,mN
at the sample points. This cubic spline is denoted by m(t), 0 6 t 6 N. Interpolating the
covariances requires solving a semidefinite program (SDP) as we explain next.
We cast the problem in phase space as already done in Section 3.2. A cubic spline X(·),
which solves (1), also solves
inf
X,V
∫N
0
|V˙t|
2dt(42a)
X˙t = Vt, Xti = xi, 0 6 i 6 N.(42b)
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The optimality conditions can be written in the form
X˙t = Vt(43a)
V˙t = Λt(43b)
Λ˙t = −Mt(43c)
where Λ,M are Lagrange multipliers, and M is piecewise constant in the specified inter-
vals; clearly, X ∈ C2.
Earlier, we indicated that the cost (8), which involves all (xi, vi)’s, can be optimized
over the vi’s to derive C(x0, . . . , xN) in (10), which is quadratic, say2,
C(x0, x1, · · · , xN) = xTRx
for a positive semidefinite R and x = (xT0 , . . . , x
T
N)
T , considering the xi’s as column vec-
tors.
Hence, our problem becomes
(44) inf{E{X ′RX} | X = (XTt0 , . . . ,X
T
tN
)T with Xti ∼ N(mi,Σi), 0 6 i 6 N}
over a choice of correlation between the Xti ’s so that each is normal with the specified
mean and covariance, and the cost is minimized. The minimum corresponds to iterpolat-
ing the means via a spline, as indicated earlier, and solving the SDP
(45) inf
Σ>0
{Tr(RΣ) | Σ(i, i) = Σi, 0 6 i 6 N}
to obtain required correlations between different points in time. Thus, X can be taken to be
Gaussian. Here, Σ(i, i) denotes successive d × d-diagonal-block entries of the correlation
matrix Σ of X.
An alternative formulation, which is easier to encode and compute, is to consider min-
imizing directly (8) over a choice of joint covariance of all (Xti ,Vti)’s, subject of course to
the Xti ’s being normal with the specified covariances. Indeed, c(xi, xi+1, vi, vi+1) in (9)
takes the form
(ξi+1 −Φξi)
TQ(ξi+1 −Φξi)
where ξi = (xTi , v
T
i )
T and
Φ =
[
1 1
0 1
]
⊗ Id, Q =
[
12 −6
−6 4
]
⊗ Id.
Now, denoting Ξi = (XTi ,V
T
i )
T ,
E{ΞiΞTi } = Σˆi and E{ΞiΞTj } = Si,j
for all i, j, the cost becomes
E{
N−1∑
i=0
c(xi, xi+1, vi, vi+1)} =
N−1∑
i=0
Tr(QΣˆi+1 +Φ
TQΦΣˆi − 2QΦSi,i+1).
2We denote by T the “transpose of”.
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The covariance of the vector of Ξ’s will be denoted by
(46) Σˆ =

Σˆ0 S0,1 . . . S0,N
ST0,1 Σˆ1 . . . S1,N
...
...
. . .
...
ST0,N S
T
1,N · · · ΣˆN
 ,
and the optimization in (11) now becomes
copt = inf
{
N−1∑
i=0
Tr(QΣˆi+1 +Φ
TQΦΣˆi − 2QΦSi,i+1) |(47a)
Σˆi =
[
Σi Ai
ATi Bi
]
and Σˆ > 0
}
.(47b)
Interestingly, the constraint can be simplified and the problem becomes
copt = inf
{
N−1∑
i=0
Tr(QΣˆi+1 +Φ
TQΦΣˆi − 2QΦSi,i+1)(48a) [
Σˆi Si,i+1
STi,i+1 Σˆi+1
]
> 0, Σˆi =
[
Σi Ai
ATi Bi
]}
.(48b)
To see this, we first note that the cost is independent of Si,j for |j − i| > 1. Moreover,
(47b) implies (48b). Therefore, to show the equivalence, we need only to prove that for
any Σˆ0, . . . , ΣˆN,S0,1, . . . ,SN−1,N satisfying (48b) there always exists Σˆ fulfilling (47b). This
can be done in a constructive manner. We construct a graphical model of N + 1 random
vectors Ξ0,Ξ1, . . . ,ΞN such that Ξi+1,Ξi−1 are conditionally independent given Ξi for each
i, i.e., that the probability density of these vectors factors
p(Ξ0,Ξ1, . . . ,ΞN) = p(Ξ0)p(Ξ1 | Ξ0) · · ·p(ΞN | ΞN−1).
In addition, we let p(Ξ0) be a Gaussian density with zero mean and covariance Σˆ0, and
p(Ξi+1 | Ξi) be a Gaussian density with mean STi,i+1Σˆ
†
iΞi and covariance
Σˆi+1 − S
T
i,i+1Σˆ
†
iSi,i+1.
Here † denotes pseudo-inverse. Under (48b), the above constructing process is valid.
Now we observe that Ξi is a zero-mean Gaussian random vector with covariance Σˆi and
E{ΞiΞTi+1} = Si,i+1. The proof follows by induction. Finally, let Σˆ denote the covariance
matrix of the random vector [ΞT0 ,Ξ
T
1 , . . . ,Ξ
T
N]
T . It follows that it satisfies (47b).
The formulation (48) is a SDP problem that can be solved efficiently for reasonably
large size. The complexity scales linearly as the number N of marginals increase. This is
the essential difference twith (45), where the complexity scales as N6 in the worst case.
For fixed Σˆi, minimizing the cost over Si,i+1 is equivalent to solvingN separate general-
ized optimal mass transport problems [7]. Thus, the optimal solution induces a one-to-one
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linear map from Ξi to Ξi+, which implies that the 4d by 4dmatrix
(49)
[
Σˆi Si,i+1
STi,i+1 Σˆi+1
]
is of rank at most 2d. Now we repeat the above constructing strategy when we proved the
equivalence between (47b) and (48b). Since (49) is of rank at most 2d, the relation between
Ξi+1 and Ξi is deterministic, and therefore the covariance corresponding to p(Ξi+1 | Ξi)
is 0, from which we deduce that the matrix Σˆ that we constructed is of rank at most 2d.
Hence, we have established the following statement.
Lemma 7.1. There exists at least one solution Σˆ ∈ R2d(N+1)×2d(N+1) of the optimization in
(47) having rank at most 2d.
Finally, the optimal selection for the covariance of Ξt, as a function of t, that we denote
by Σˆ(t), is
M(t− i, 0)Φ(0, t− i)T Σˆ
−1/2
i
[
−Σˆ
1/2
i Φ
TQΦΣˆ
1/2
i + (Σˆ
1/2
i Φ
TQΣˆi+1QΦΣˆ
1/2
i )
1/2(50)
+ Σˆ
1/2
i Φ(t− i, 0)
TM(t− i, 0)−1Φ(t− i, 0)Σˆ
1/2
i
]2
Σˆ
−1/2
i Φ(0, t− i)M(t− i, 0)
for i 6 t 6 i+ 1 any 0 6 i 6 N− 1, see [7]. Here
Φ(t, 0) =
[
1 t
0 1
]
, Φ(0, t) = Φ(t, 0)−1,
and
M(t, 0) =
[
t3/3 t2/2
t2/2 t
]
.
The covariance Σt for Xt is the (1, 1)-block of Σˆ(t). By combining the interpolations of
the means and the covariances, we conclude that the cubic spline interpolation for the
N + 1 Gaussian marginals is a Gaussian density flow with mean m(t) and covariance Σt
for 0 6 t 6 N.
8. NUMERICAL EXAMPLES
In order to illustrate the framework, we concluded with numerical examples of density-
curves that interpolate a set of specified Gaussian marginals. For simplicity we consider
the marginals to be 1-dimensional and have zero-mean, and we focus on how the density-
curve interpolates the respective variances. We generate our initial data (a set of vari-
ances) randomly, and then solve (48) to obtain the variances corresponding to density-
curve through (50). Figures 1, 2, and 3 depict results for different values of N. It is noted
that the one-dimensional curves shown in these plots, which deligneate the values of
interpolating-variance as function of t, differ from cubic splines onR; cubic splines would
not preserve positivity in general whereas the construction in (48-50) obviously does.
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FIGURE 1. Interpolation of covariances: N = 5
FIGURE 2. Interpolation of covariances: N = 10
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