INTRODUCTION
The ability to get real-time target imagery in the cockpit is invaluable to any pilot. The 802.1 lb wireless data link is a potential low-cost commercial solution. To get operationally useful ranges, radio frequency antennas need to be amplified. The Federal Communications Commission limits transmission to 4 Watts effective isotropic radiated power. Taking all this into account, students at the United States Air Force Test Pilot School modified two C-12C aircraft to determine the reception envelope and performance characteristics in an air-to-air environment. Reference [1] is the full test report.
SYSTEM DESCRIPTION
The system consisted of a Haigh-FarrR aerial blade omnidirectional antenna [2] mounted on the top and bottom of the aircraft. Each antenna was connected to a 1 or 5 Watt (W) selectable Hyperlink Technologies* [3] amplifier located on the top of a rack in the C-12C cabin by cabling. Figure 1 shows the amplifier was connected directly to Harris Corporation's SecNetl 1 demonstration wireless network card [4] through cabling and the wireless card was then inserted into the access point or laptop computer depending on the configuration being tested. Figure 2 shows the bottom antenna location, and Figure 3 shows the top antenna location. Dell Latitude* laptop PCs with WindowsR XP, NetStumblerR software, WindowsR XP Performance Monitor software, and a webbased camera for real-time video transfer using MicrosoftR NetMeetingR completed the configuration being tested.
Two GARMIN* GPS units were used for data link synchronization. One Itronix Duo-TouchR tablet PC in each aircraft monitored network performance and ambient noise in the WiFi spectrum. The airborne data link was transmitted at a frequency of 2.4 GHz to 2.5 GHz. Either 1 or 5 W of amplification was used, which produced 0.32 or 1.58 W of effective isotropic radiated power. NetStumblerR software was used to gather signal-to-noise ratio (SNR) data. GPS position was displayed on a moving-map display using FalconViewR. MicrosoftR NetMeetingR software was used to conduct text and video chat over the data link. Table 1 lists the components that were used during testing. Once all pre-flight actions were accomplished, an interval takeoff was conducted. A rejoin in extended trail was initiated following the takeoff. Data transfers were conducted throughout the climb to monitor the link performance and facilitate an efficient entry to the first test maneuver. All data transfers consisted of a data pull and a data push to maintain a steady, overall data transfer rate. All file transfers were initiated from the control aircraft-a data pull was a file transfer from the host aircraft to the control aircraft, while a data push was a file transfer from the control aircraft to the host aircraft. The overall data rate was higher when both a data push and a data pull were conducted at the same time. The full bandwidth available to the network was used ensured the data link was always data rate saturated. While the data rates selected were AUTO, 11 Mbps, 5.5 Mbps, 2 Mbps, and 1 Mbps, the actual over-the-air data rates were much lower. The actual data rates are identified in Table 2 . The data rates were a function of the physical configuration (Infrastructure, Bridge, or Ad Hoc). Since both Infrastructure and Bridge configurations used an access point, the data rates were the same and limited by that device. Knowing the over-the-air data rate gives the user baseline information for developing future applications. Figure 5 . The 11 Mbps data rate region to link break of the reception envelope was between 3.0 to 4.7 nm between the aircraft, and the 1 Mbps data rate region to link break was between 6.2 to 11.3 nm. In general, the large intervals were primarily due to the instances in which the tail-to-tail test points yielded shorter ranges, while many of the 60 degree varying range and varying elevation test points yielded longer ranges. Flying more replicates could reduce the CIs and provide a realistic azimuth and elevation dependence of the data link reception envelope. These dependencies are necessary to reveal the installed antenna effects, but more importantly they provide the operator with the best and worst locations of the reception envelope. The achievable data rate was a function of SNR. The previous discussion was concerned with the power of the signal. The noise level will also be important to future applications, but will be difficult to predict and even harder to control. Testing showed high sensitivity to noise, especially when operating near the maximum range. The 5 T i Ir T test team did not predict significant effects due to noise when operating at the test altitude of 20-25,000 feet mean sea level (MSL) because of the low power of home WiFi networks. In actuality, noise appeared to be a factor even at those altitudes due to other devices transmitting RF energy in the 2.4 -2.5 GHz 802.1 lb frequency band. While those devices could not be identified, the Itronix Duo-Touch Tablet PCs carried in the test aircraft incorporated spectrum analysis tools which identified varying noise levels at altitude. Unfortunately, the spectrum analysis recording and playback functionality was limited, so noise level was gathered by the FTE in the aircraft only by visually watching the noise level and annotating when more than -60 dBm of noise was encountered. As a specific example, higher noise was observed in the vicinity of China Lake/Ridgecrest on flight #5 which caused the data link to drop while within approximately 3 nm lateral spacing of the developed area. Outside of that area of noise, the data link quality was good and high data rate was achieved.
To further quantify the effects of noise, several runs were made at low altitude (3,000-4,000 feet above ground level) over the Lancaster/Palmdale urban area. These test points were conducted in the Ad Hoc configuration with 1 W amplification and 1 Mbps and 11 Mbps data rate selected. Using the constant relative position FTT, the maximum range for data link operation was 2,000 feet for 1 Mbps and 1,000 feet for 11 Mbps. On the same day, with the same configuration, similar test points were performed at an altitude of 20,000 feet MSL in the relatively uninhabited areas of the Edwards AFB controlled airspace. The maximum range for data link operation was 3.5 nm (21,000 feet) for 1 Mbps and 0.7 nm (4,200 feet) for 11 Mbps. This shows an order-of-magnitude difference between achieved data link range in high and low noise environments, substantiating the expectation that noise level would have a large effect on data link performance. Failure to predict and plan for expected maximum noise levels may result in inadequate link performance in high-noise environments.
DATA LINK PERFORMANCE CHARACTERISTICS
The performance characteristics were assessed quantitatively and qualitatively. Data link performance statistics were collected during all the test points directed at determining the air-to-air data link reception envelope. Additionally, specific test points were flown to gather data on performance related tasks. The results of this testing revealed the efficiency and utility of the data link.
Procedures
The laptops on the host and control aircraft were both configured to collect performance statistics using the WindowsR XP Performance Monitor software. The parameters collected were from the network interface statistics: output queue length; packets outbound discarded, packets outbound errors, and packets received errors. These primary statistics describe how efficiently the data link was performing during data transfer operations, using transmission control protocol (TCP) or unit datagram protocol (UDP). Errors and discarded packets demonstrate reduced efficiency and the output queue length will increase as error rates build. The difference between the two protocols is application based -TCP is used when errors in raw data after packaged and received is not tolerable, and UDP is used when errors in the raw data after packaged and received is tolerable. TCP statistics were collected during still image, text file, and pre-recorded video file transfers.
UDP statistics were collected during webcam operationslive, streaming video transfers. UDP reduces the data packaging requirements of outbound data because of the presence of human interpretation in the application. The human factor allows for interpretation that is not present in strict data transmissions. For instance the human ear can understand a mispronounced word based on the context the word was used in. The same can be said about video quality. The human eye can look past missing pixels and still glean the overall intended picture.
Another quantitative measure of performance was the time required to transfer operationally representative file types. Actual time measurements were taken during a still image, text file, and pre-recorded video file transfer within the applicable region (high data rate or low data rate) of the data link reception envelope.
The qualitative performance of the data link was assessed using three live data transfers. Live video was streamed using webcams. Text chat was performed throughout the testing using MicrosoftR NetMeetingR. GPS position of each aircraft was transmitted over the network to the other aircraft and displayed in real-time on FalconView.
Data Link Performance Results
Overall, the network interface statistics reflected high network efficiency for all data rates and ranges. The output queue length, packet outbound errors, discarded packets received, packet errors received, UDP errors, and transmission control protocol (TCP) errors consistently remained at zero, demonstrating an efficient use of the available data rate during all transmissions. All qualitative tasks were performed effectively (free of software resets) at all data rates and ranges where the network existed. The statistics of performance file transfers made in the 1 Mbps and 11 Mbps reception ranges are listed in Table 3 . The data rate selected was found to have an impact on the reception range achieved. There were small differences between the range results of the automatic (AUTO) and 11 Mbps selected data rates. However, 1 Mbps yielded twice the reception range of AUTO. The actual data rates did not match the selected data rates available to each physical configuration. The selections available were: AUTO, 1 Mbps, 2 Mbps, 5.5 Mbps, and 11 Mbps. The observed data rates were much lower than the selected data rates. Knowing the over-the-air data rate gives the user baseline information for developing potential applications for use across the data link. 
