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Abstract
The class of dispersion models introduced by Jørgensen (1997b) covers many
known distributions such as the normal, Student t, gamma, inverse Gaussian,
hyperbola, von-Mises, among others. We study the small dispersion asymptotic
(Jørgensen, 1987b) behavior of the probability density functions of dispersion mod-
els which satisfy the uniformly convergent saddlepoint approximation. Our results
extend those obtained by Finner et al. (2008).
1 Introduction
The class of dispersion models was defined to extend the exponential family models in
such a way that most of their good properties were preserved. As a byproduct of this
definition, another class could also be defined, the so-called proper dispersion models.
The dispersion model, defined in the convex support C with position parameter µ in an
open interval Ω ⊂ C and dispersion parameter σ2 > 0, is a family of distributions whose
probability density functions (pdfs) with respect to some σ-finite measure (usually the
Lebesgue or the counting measures) may be written in the form
f(y;µ, σ2) = a(y; σ2) exp
{
− 1
2σ2
d(y;µ)
}
, y ∈ C, (1)
where a(·; ·) ≥ 0 is a suitable function and d = d(y;µ) is a unit deviance on C × Ω,
µ ∈ Ω. We denote (1) by the symbol DM(µ, σ2). The distribution belongs to the
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class of proper dispersion models (see Jørgensen 1997a and 1997b) if its density can be
written in form (1) with a(y; σ2) being decomposed as a(y; σ2) = d1(σ
2)d2(y), where
d1(·) and d2(·) are suitable functions. Further, the exponential dispersion models (see
Jørgensen 1987a and Jørgensen, 1997b) can be obtained by taking in (1) d(y;µ) = θy −
b(θ) + h(y), where µ = b′(θ) and h(y) is such that θµ+ h(µ) = b(θ). The class of proper
dispersion models covers important distributions which are not covered by the exponential
dispersion models, such as the log-gamma distribution, the Leipnik distribution (Leipnik,
1947 and McCullagh, 1989) and the reciprocal inverse Gaussian distribution. The von
Mises distribution, which also belongs to the class of proper dispersion models and does
not belong to the exponential dispersion models, is particularly useful for the analysis
of circular data; see Mardia (1972) and Fisher (1993). See Jørgensen (1997b) for other
important examples of proper dispersion models. Moreover, the dispersion models have
two important general properties. First, the distribution of the statistic D = d(Y ;µ)
does not depend on µ when σ2 is known, that is, D is a pivotal statistic for µ. Second,
(1) is an exponential family model with canonical statistic D when σ2 is known.
2 Basic Theorems
First, we introduce some definitions. Let Ω ⊂ C ⊂ R be intervals with Ω open. A
function d : C × Ω→ R is called a unit deviance if it satisfies the conditions
d(y; y) = 0, ∀y ∈ Ω and d(y;µ) > 0, ∀y 6= µ. (2)
Unit deviances may often be constructed on the basis of log-likelihoods. In the following,
we use the notation ∂µd and ∂
2
µyd to denote the partial derivatives of d = d(y;µ) with
respect to µ and µ and y, respectively, and analogously for higher order derivatives. A
unit deviance d is called regular if d(y;µ) is twice continuously differentiable with respect
to (y, µ) on Ω× Ω and satisfies
∂2µµd(µ;µ) > 0, ∀µ ∈ Ω.
The unit variance function V : Ω→ R+ of a regular unit deviance is defined by
V (µ) =
2
∂2µµd(µ;µ)
.
Moreover, it is easy to show that a regular unit deviance d satisfies
∂µd(µ;µ) = 0 and ∂yd(µ;µ) = 0, (3)
for all µ ∈ Ω. This holds since (2) implies that the function d(y; ·) has a minimum at y
and that the function d(·;µ) has a minimum at µ. It can be shown by the chain rule
∂2yyd(µ;µ) = ∂
2
µµd(µ;µ) = −∂2µyd(µ;µ), ∀µ ∈ Ω,
which gives three equivalent expressions to compute the variance function.
The saddlepoint approximation for a dispersion model with regular unit deviance d is
defined for y ∈ Ω by
f(y;µ, σ2) ∼ {2piσ2V (y)}−1/2 exp
{
− 1
2σ2
d(y;µ)
}
as σ2 → 0, (4)
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with the notation a(x) ∼ b(x) meaning that the ratio a(x)/b(x) goes to 1 as x → 0.
The saddlepoint approximation (4) holds when σ2 → 0 for an extensive range of models.
It is even exact for a few special models, such as the normal and simplex distributions
(see Barndorff-Nielsen and Jørgensen, 1991). Moreover, Jørgensen (1997b) proved that
the saddlepoint approximation is uniform on compacts for both proper dispersion models
and exponential dispersion models. The asymptotic behavior as σ2 → 0 was described by
Jørgensen (1987b) as small dispersion asymptotics. The approximation (4) is equivalent
to σa(y; σ2) → {2piV (y)}−1/2 as σ2 → 0. Consider the following theorem whose proof
can be found in Jørgensen (1997b, p. 30).
Theorem 1. Let Y ∼ DM(µ0+σµ, σ2) be a dispersion model with uniformly convergent
saddlepoint approximation. Then,
Y − µ0
σ
d→ N{µ, V (µ0)} as σ2 → 0,
where
d→ denotes convergence in distribution. This theorem holds for both dispersion
and exponential dispersion models. Theorem 1 generalizes the well-known result that the
density of the Student t random variable with n degrees of freedom, say tn, converges to
the standard normal density, namely
tn
d→ N(0, 1) as n→∞.
We can verify this fact by noting that tn/
√
n+µ is a DM(µ, 1/(n+1)) with unit deviance
d(y;µ) = log{1 + (y− µ)2}. Thus, from the definition of the variance function we obtain
V (µ) = 1 and using Theorem 1 it follows
√
n + 1√
n
tn → N(0, 1).
Further, in the proof of Theorem 1 given by Jørgensen (1997b, p. 30), it is shown
that the pdf of (Y − µ0)/σ, where Y is a DM(µ0 + σµ, σ2), converges to the normal pdf
when σ2 → 0, i.e.
f(x;µ, σ2) ∼ φ(x;µ, V (µ0)),
for all x ∈ R and φ(x;µ, V (µ0)) stands for the pdf of a normal distribution with mean µ
and variance V (µ0). We now give our first results.
Theorem 2. Let Y ∼ DM(µ0 + σµ, σ2) be a dispersion model with uniformly con-
vergent saddlepoint approximation (in particular, the unit deviance is regular), Z =
(Y − µ0)/σ, and assume that the unit deviance d = d(y;µ) is of class C3, that is, is
continuously three times differentiable with ∂3yyyd(µ0;µ0) 6= 0. Thus, if xσ ∈ (0,∞) for
σ ∈ (0,∞) is such that limσ2→0(xσ − µ)3σ = β ∈ [0,∞], then the pdf f(x;µ, σ2) of Z
satisfies
lim
σ2→0
f(xσ;µ, σ
2)
φ(xσ;µ, V (µ0))
= exp
{
− β
12
∂3yyyd(µ0;µ0)
}
.
Theorem 3. Let Y ∼ DM(µ0 + σµ; σ2) be a dispersion model with uniformly con-
vergent saddlepoint approximation, Z = (Y − µ0)/σ, and assume that the unit deviance
d is of class C4, that is, is continuously four times differentiable, with ∂4yyyyd(µ0;µ0) 6= 0.
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Suppose further that ∂3yyyd(µ0 + σµ;µ0 + σµ) = 0 for all σ sufficiently small. Thus, if
xσ ∈ (0,∞) for σ ∈ (0,∞) is such that limσ2→0(xσ − µ)4σ2 = β ∈ [0,∞], then the pdf
f(x;µ, σ2) of Z satisfies
lim
σ2→0
f(xσ;µ, σ
2)
φ(xσ;µ, V (µ0))
= exp
{
− β
48
∂4yyyyd(µ0;µ0)
}
.
More generally,
Theorem 4. Let Y ∼ DM(µ0 + σµ; σ2) be a dispersion model with uniformly con-
vergent saddlepoint approximation, Z = (Y − µ0)/σ and assume that the unit deviance
d is of class Ck, that is, is continuously k times differentiable, k a positive integer, with
∂ky···yd(µ0;µ0) 6= 0, with the notation representing k derivatives with respect to y. Suppose
further that ∂iy···yd(µ0+σµ;µ0+σµ) = 0 for σ sufficiently small and for 2 < i < k. Thus,
if xσ ∈ (0,∞) for σ ∈ (0,∞) is such that limσ2→0(xσ − µ)kσk−2 = β ∈ [0,∞], then the
pdf f(x;µ, σ2) of Z satisfies
lim
σ2→0
f(xσ;µ, σ
2)
φ(xσ;µ, V (µ0))
= exp
{−β
2k!
∂ky···yd(µ0;µ0)
}
.
3 Proof of the theorems
We shall only prove Theorem 3 since the proofs of Theorems 2 and 4 are entirely analo-
gous.
Proof of Theorem 3: Let fY (y;µ, σ
2) be the pdf of Y and xσ ∈ (0,∞) for σ ∈ (0,∞)
be such that limσ2→0(xσ − µ)4σ2 = β ∈ [0,∞]. Further, the pdf of Z = (Y − µ0)/σ is
f(x;µ, σ2) = σfY (µ0 + σx;µ0 + σµ, σ
2),
and using (1) we obtain
f(x;µ, σ2) = σa(µ0 + σx; σ
2) exp{−(2σ2)−1d(µ0 + σx;µ0 + σµ)}.
Therefore, looking only at xσ from now on, the uniform saddlepoint approximation yields
f(xσ;µ, σ
2) ∼ {2piV (µ0 + σxσ)}−1/2 exp{−(2σ2)−1d(µ0 + σxσ;µ0 + σµ)},
and the continuity of the variance function V (·) gives
f(xσ;µ, σ
2) ∼ {2piV (µ0)}−1/2 exp{−(2σ2)−1d(µ0 + σxσ;µ0 + σµ)}. (5)
Thus, from equation (5)
f(xσ;µ, σ
2)
φ(xσ;µ, V (µ0))
∼ exp
{
(xσ − µ)2
2V (µ0)
− (2σ2)−1d(µ0 + σxσ;µ0 + σµ)
}
.
We now focus on the function
gσ(xσ) = (2σ
2)−1d(µ0 + σxσ;µ0 + σµ).
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Since the function d is of class C4, the Taylor series expansion up to the fourth order in
the variable xσ centering on µ yields
gσ(xσ) = (2σ
2)−1{d(µ0 + σµ;µ0 + σµ)
+ σ(xσ − µ)∂yd(µ0 + σµ;µ0 + σµ) + (1/2)σ2(xσ − µ)2∂2yyd(µ0 + σµ;µ0 + σµ)
+ (1/6)σ3(xσ − µ)3∂3yyyd(µ0 + σµ;µ0 + σµ)
+ (1/24)σ4(xσ − µ)4∂4yyyyd(µ0 + σµ;µ0 + σµ) +O(σ5(xσ − µ)5)}.
¿From properties (2) and (3), we have d(µ0+σµ;µ0+σµ) = 0 and ∂yd(µ0+σµ;µ0+σµ) =
0. We also have by assumption ∂3yyyd(µ0 + σµ;µ0 + σµ) = 0, and from the definition of
the unit variance function V (·), it comes ∂2yyd(µ0 + σµ;µ0 + σµ) = 2/V (µ0 + σµ). Then,
we obtain
gσ(xσ) =
1
2
{
(xσ − µ)2
V (µ0 + σµ)
+
1
24
σ2(xσ − µ)4∂4yyyyd(µ0 + σµ;µ0 + σµ) +O(σ3(xσ − µ)5)
}
.
Hence, we have
f(xσ;µ, σ
2)
φ(xσ;µ, V (µ0))
∼ exp
{
− 1
48
σ2(xσ − µ)4∂4yyyyd(µ0 + σµ;µ0 + σµ) +O(σ3(xσ − µ)5)
}
.
Furthermore, the continuity of the fourth derivative together with the fact that σ(xσ−
µ)4 → β as σ2 → 0 implies that
σ2(xσ − µ)4∂4yyyyd(µ0 + σµ;µ0 + σµ)→ β∂4yyyyd(µ0;µ0). (6)
Moreover, the hypothesis that σ2(xσ − µ)4 → β as σ2 → 0 also implies that
O(σ3(xσ − µ)5) = o(1).
Hence, from the last equation and (6), we obtain
f(xσ;µ, σ
2)
φ(xσ;µ, V (µ0))
∼ exp
{
− β
48
∂4yyyyd(µ0;µ0)
}
,
which concludes the proof.
4 Special cases
In order to apply Theorems 2, 3 and 4 to a special distribution, we write the distribution
in the form (1) and compute the third derivative, check if it is zero, or not, if so, compute
the fourth derivative, check if it is zero and so on, and then apply the results. We now
provide some special cases.
5
Student t distribution.
The pdf of the Student t random variable with n degrees of freedom, tn, is given by
f(x;n) =
1√
nB(n/2, 1/2)
(
1 +
x2
n
)
−
n+1
2
,
where B(·, ·) is the beta function. Then, tn/
√
n+µ0 is a DM(µ0, 1/(n+1)). A straight-
forward computation shows that the unit deviance function is d(y;µ0) = log{1+(y−µ0)2}
which implies that ∂2yyd(µ0;µ0) = 2 and V (µ0) = 1 for all µ0. We obtain ∂
3
yyyd(µ0;µ0) =
0 and ∂4yyyyd(µ0;µ0) = −12. Hence, taking µ0 = 0 and by Theorem 3, the pdf of
(
√
n+ 1/
√
n)tn, and thus the pdf fn(x) of tn obeys fn(xσ)/φ(xσ; 0, 1) → exp(β/4) as
σ → 0, which is the result given in Theorem 1.1 of Finner et al. (2008).
Generalized Student t distribution.
The pdf of the generalized Student t random variable Xr,s with parameters r and s is
given by
f(x; s, r) =
1√
sB(r/2, 1/2)
(
1 +
x2
s
)
−
r+1
2
,
with s, r > 0. It includes Student t distribution with n degrees of freedom when
s = r = n. For this distribution we have two possibilities: first, s is known and
fixed, then Xr,s + µ0 is a dispersion model with dispersion parameter σ
2 = 1/(r + 1)
and unit deviance d(y;µ0) = log{1 + (y − µ0)2/s}. We have ∂2yyd(µ0;µ0) = 2/s which
implies that V (µ0) = s for all µ0. The derivatives are hence ∂
3
yyyd(µ0;µ0) = 0 and
∂4yyyyd(µ0;µ0) =
−12
s2
and, by Theorem 3, imply that the pdf fr(x) of
√
r + 1(Xr − µ0)
satisfies fr(xσ)/φ(xσ; 0, s)→ exp{β/(4s2)} as σ → 0, which is equivalent to r →∞.
We now consider the second possibility when s depends on r and, also, s(r)/r → a > 0
as r → ∞. Hence, Xr,s/
√
s + µ0 is a DM(µ0, 1/(r + 1)) with unit deviance d(y;µ0) =
log{1 + (y − µ0)2}. Hence, V (µ0) = 1 for all µ0, ∂3yyyd(µ0;µ0) = 0 and ∂4yyyyd(µ0;µ0) =
−12 as discussed before for the Student tn distribution. Taking µ0 = 0, the density
of
√
(r + 1)/sXr,s, and then the pdf gr,s(x) of a
−1Xr,s verifies gr,s(xσ)/φ(xσ; 0, 1) →
exp(β/4) as σ2 → 0, or equivalently, as r → ∞. Moreover, the pdf fr,s(x) of Xr,s
satisfies fr,s(axσ)/φ(xσ; 0, 1)→ a−1 exp(β/4) as r →∞.
Gamma distribution
The pdf of a gamma random variable Xλ with mean µ0 and precision parameter λ is
given by
f(y;µ0, λ) =
λλe−λ
yΓ(λ)
exp
{
−λ
[
y
µ0
− log
(
y
µ0
)
− 1
]}
,
which is obviously a DM(µ0, 1/λ) with unit deviance d(y;µ0) = 2{y/µ0− log(y/µ0)−1}.
We have ∂2yyd(µ0;µ0) = 2/µ
2
0 and V (µ0) = µ
2
0. Further, ∂
3
yyyd(µ0;µ0) = −4/µ30 and using
Theorem 2 it follows that the density fλ(x) of
√
λ(Xλ−µ0) satisfies fλ(xσ)/φ(xσ; 0, µ20)→
exp{β/(3µ30)} as σ2 → 0, or equivalently, as λ→∞.
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Reciprocal gamma distribution
The pdf of the reciprocal gamma distribution with parameters µ0 and λ > 0 is given
by
f(y;µ0, λ) =
λλe−λ
yΓ(λ)
exp
{−λµ0
y
+ λ log
(
µ0
y
)
+ λ
}
,
This distribution is also known as inverse gamma distribution and is a DM(µ0, 1/λ) with
unit deviance d(y;µ0) = 2(µ0/y − log(µ0/y) − 1). We have ∂2yyd(µ0;µ0) = 2/µ20 (such
as for the gamma distribution), and then the unit variance is V (µ0) = µ
2
0. Further,
∂3yyyd(µ0;µ0) = −8/µ30 and then, by Theorem 3, the density fλ(x) of
√
λ(Xλ − µ0) satis-
fies fλ(xσ)/φ(xσ; 0, µ
2
0)→ exp{2β/(3µ30)} as λ→∞.
Log-Gamma distribution
The pdf of the log-gamma distribution with parameters µ0 and λ > 0 is given by
f(y;µ0, λ) =
λλ
Γ(λ)
exp {λ(y − µ0 − exp{y − µ0})} .
This distribution is aDM(µ0, 1/λ) with unit deviance d(y;µ0) = 2(−y+µ0+exp{y−µ0}−
1). We have ∂2yyd(µ0;µ0) = 2 which leads to V (µ0) = 1. We also have ∂
3
yyyd(µ0;µ0) = 2
and then, by Theorem 2, the density fλ(x) of
√
λ(Xλ−µ0) satisfies fλ(xσ)/φ(xσ; 0, µ20)→
exp{−β/6} as λ→∞.
Generalized hyperbolic secant distribution
The pdf of the generalized hyperbolic secant (GHS) distribution is given by
f(y;µ0, λ) = λc
∗(λy;λ) exp{λ[y arctanµ0 − 0.5 log(1 + µ20)]},
where
c∗(z;λ) =
2λ−2|Γ(λ/2 + iz/2)|2
piΓ(λ)
,
and µ0 and λ are the mean and the precision parameter, respectively. Hence, if Xλ follows
a GHS distribution, then it is a DM(µ0, 1/λ) for which the unit deviance is
d(y;µ0) = 2y(arctan y − arctanµ0) + log{(1 + µ20)/(1 + y2)}.
Hence, ∂2yd(µ0;µ0) = 2/(1 + µ
2
0), which yields V (µ0) = 1 + µ
2
0. Further, ∂
3
yyyd(µ0;µ0) =
−4µ0/(1 + µ20)2 which implies by Theorem 2 that the pdf fλ(x) of
√
λ(Xλ − µ0) satis-
fies fλ(xσ)/φ(xσ; 0, 1+µ
2
0)→ exp{βµ0/(3(1+µ20)2)} as σ2 → 0, or equivalently, as λ→∞.
Inverse Gaussian distribution
The pdf is
f(y;µ0, σ
2) =
1√
2piσ2
y3/2 exp
{
−(y − µ0)
2
2σ2yµ20
}
,
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which is aDM(µ0, σ
2) with unit deviance d(y;µ0) = (y−µ0)2/(yµ20). We have ∂2yyd(µ0;µ0) =
2/µ30 and then the variance function is V (µ0) = µ
3
0. We obtain ∂
3
yyyd(µ0;µ0) = −6µ−40 .
This justifies, by Theorem 2, that the density f(x) of (X − µ0)/σ when σ2 → 0 satisfies
f(xσ)/φ(xσ; 0, µ
3
0)→ exp{β/(2µ40)}.
Reciprocal inverse Gaussian distribution
The pdf is
f(y;µ0, λ) =
√
λ
2pi
y−1/2 exp
{
−λ(y − µ0)
2
2y
}
,
which is aDM(µ0, 1/λ) with unit deviance d(y;µ0) = (y−µ0)2/y, and then ∂2yyd(µ0;µ0) =
2/µ0, yielding the variance function V (µ0) = µ0. We have ∂
3
yyyd(µ0;µ0) = −6µ−20 and
the following result, due to Theorem 2, for the density f(x) of (X − µ0)/σ when σ2 → 0
holds: f(xσ)/φ(xσ; 0, µ0)→ exp{β/(2µ20)}.
Hyperbola distribution
The pdf is
f(y;µ0, λ) =
e−λ
2K0(λ)
y−1 exp
{
−λ(y − µ0)
2
2yµ0
}
,
whereK0 is a Bessel function and µ0 and λ are parameters. It is aDM(µ0, 1/λ), σ
2 = 1/λ,
with unit deviance d(y;µ0) = (y − µ0)2/(yµ0), yielding ∂2yd(µ0;µ0) = 2/µ20, and then va-
riance function V (µ0) = µ
2
0. Further, ∂
3
yyyd(µ0;µ0) = −6µ−30 which leads, by Theorem
2, to the following result for the density f(x) of
√
λ(X − µ0): f(xσ)/φ(xσ; 0, µ20) →
exp{β/(2µ30)} when σ2 → 0.
Hyperbolic distribution
The pdf for y ∈ R is
f(y;µ0, λ) =
1
2aK1(λ)
exp
(−λ [a{1 + (y − µ0)2}1/2 − b(y − µ0)]) ,
where K1 is a Bessel function, a
2 = 1+b2 and µ0 and λ are parameters. This distribution
is a DM(µ0, 1/λ) for b fixed, σ
2 = 1/λ, with unit deviance d(y;µ0) = a{1+(y−µ0)2}1/2−
b(y−µ0)− a and then ∂2yyd(µ0;µ0) = a and V (µ0) = 2/a. We have ∂3yyyd(µ0;µ0) = 0 and
∂4yyyyd(µ0;µ0) = −3a. As σ → 0, Theorem 3 implies that the pdf f(x) of
√
λ(X − µ0)
obeys f(xσ)/φ(xσ; 0, µ0)→ exp(aβ/4).
Simplex distribution
The pdf of the simplex distribution with parameters µ0 ∈ (0, 1) and σ2 > 0 is
f(y;µ0, σ
2) =
1√
2piσ2{y(1− y)}3 exp
{
− (y − µ0)
2
2σ2y(1− y)µ20(1− µ0)2
}
.
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This distribution is an example of a proper dispersion model suitable for proportions
and was introduced by Barndorff-Nielsen and Jørgensen (1991). This distribution is a
DM(µ0, σ
2) with unit deviance d(y;µ0) = (y − µ0)2/{y(1 − y)µ20(1 − µ0)2}. We have
∂2yd(µ0;µ0) = 2/{µ30(1 − µ0)3} and V (µ0) = µ30(1 − µ0)3. We obtain ∂3yyyd(µ0;µ0) =
6(2µ0 − 1)/{µ0(1− µ0)}4 and then, by Theorem 2, the density f(x) of (X − µ0)/σ when
σ2 → 0 satisfies f(xσ)/φ(xσ; 0, V (µ0))→ exp[−β(µ0 − 0.5)/{µ0(1− µ0)}4].
von-Mises distribution
The pdf of the von Mises distribution may be expressed as
f(y;µ0, σ
2) =
eσ
−2
2piI0(σ−2)
exp
{
−1− cos(y − µ0)
σ2
}
,
for 0 ≤ y ≤ 2pi, µ0 ∈ [0, 2pi) and σ2 > 0, where I0(·) denotes the modified Bessel function.
This distribution is a DM(µ0, σ
2) with unit deviance d(y;µ0) = 2{1− cos(y − µ0)}. We
have ∂2yyd(µ0;µ0) = 2 and V (µ0) = 1. It follows ∂
3
yyyd(µ0;µ0) = 0, ∂
4
yyyyd(µ0;µ0) = −2
and then, by Theorem 3, the density f(x) of (X − µ0)/σ satisfies f(xσ)/φ(xσ; 0, 1) →
exp(β/24) when σ2 → 0.
Leipnik distribution
The pdf of the Leipnik distribution for y, µ0 ∈ (−1, 1) and λ > 0 is
f(y;µ0, λ) =
(1− y2)−1/2
B
(
λ+1
2
, 1
2
) exp
{
−λ
2
log
(
1− 2yµ0 + µ20
1− y2
)}
,
where B(·, ·) denotes the beta function. Leipnik (1947) derived this as a ‘smoothed’ ap-
proximation to the distribution for the circular serial correlation coefficient for a sample
of size λ. McCullagh (1989) rediscovered the distribution as a kind of noncentral ver-
sion of the symmetric beta family, and noted a connection with Brownian motion. This
distribution is a DM(µ0, 1/λ), σ
2 = 1/λ, with unit deviance d(y;µ0) = log
(
1−2yµ0+µ20
1−y2
)
.
Noting that ∂2yyd(µ0;µ0) = 2/(1 − µ20), the variance function reduces to V (µ0) = 1 − µ20.
We have ∂3yyyd(µ0;µ0) = 12µ0/{(1−µ20)2}, and therefore, by Theorem 2, the density f(x)
of
√
λ(X − µ0) obeys f(xσ)/φ(xσ, 0, 1− µ20)→ exp{−βµ0/(1− µ20)2} when λ→∞.
Transformed Leipnik distribution
The pdf of the transformed Leipnik distribution for y, µ0 ∈ (0, 1) and λ > 0 is
f(y;µ0, λ) =
{y(1− y)}−1/2
B((λ+ 1)/2, 1/2)
exp
[
−λ
2
log
{
1 +
(y − µ0)2
y(1− y)
}]
,
which is a DM(µ0, 1/λ), σ
2 = 1/λ, with unit deviance d(y;µ0) = log
{
1 + (y−µ0)
2
y(1−y)
}
. Also,
∂2yyd(µ0;µ0) = 2/{µ0(1 − µ0)} and then V (µ0) = µ0(1 − µ0). Moreover, ∂3yyyd(µ0;µ0) =
6(2µ0− 1)/{µ0(1−µ0)}2. Theorem 2 shows that the density f(x) of
√
λ(X −µ0) implies
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that f(xσ)/φ(xσ, 0, µ0(1− µ0))→ exp{−β(2µ0 − 1)/[12{µ0(1− µ0)}2]} as λ→∞.
Modified three parameter generalized inverse Gaussian
The pdf for the generalized inverse Gaussian with parameters µ0, λ > 0 and a ∈ [−1, 1]
is given by
f(y;µ0, λ) =
(
1+a
1−a
)λa/2
e−λ/2
2yKλa(λ
√
1− a2) exp
{
−λ
2
d(y;µ0)
}
,
where Kλa(·) denotes the modified Bessel function of third kind with index λa ∈ R. This
distribution was considered by Jørgensen (1982, 1997b). This distribution contains the
gamma distribution when a = 1 and the reciprocal gamma distribution when a = −1.
This distribution is a DM(µ0, 1/λ) for fixed a, σ
2 = 1/λ, and the unit deviance d(y;µ0)
reduces to
d(y;µ0) = 2a log
(
µ0
y
)
+
y
µ0
(1 + a) +
µ0
y
(1− a)− 2.
We have ∂2yyd(µ0;µ0) = 2/(µ
2
0) and V (µ) = µ
2
0. Moreover, ∂
3
yyyd(µ0;µ0) = −(6 − 2a)/µ30.
Therefore, by Theorem 2, the density f(x) of
√
λ(X − µ0) satisfies f(xσ)/φ(xσ, 0, µ20)→
exp{(3− a)β/(6µ30)} as λ→∞.
5 Conclusions
Under the assumption of uniform saddlepoint approximation, dispersion models are ap-
proximately normal for small values of the dispersion parameter σ2, the so-called small
dispersion asymptotics. This fact with a few extra regularity conditions, lead us to gene-
ralize Finner’s (2008) result to a much wider class of distributions. Moreover, in a much
more flexible fashion, since we allow the derivatives of the unit deviance function to van-
ish any finite amount of times, and the result of Theorem 4 still holds. Finally, several
special distributions were considered and studied in detail.
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