In this work we analyze empirically customer churn problem from a physical point of view to provide objective, data driven and significant answers to support decision making process in business application. In particular, we explore different entropy measures applied to decision trees and assess their performance from the business perspective using set of model quality measures often used in business practice. Additionally, the decision trees are compared with logistic regression and two machine learning methods -neural networks and support vector machines.
Introduction
Recent years resulted in the increasing automation and informatization of industry and enterprises that have been accumulating vast amounts of detailed and highfrequency data. These data provide opportunities from other fields, such as physics, mathematics, and information sciences, to gain insight into the business from the other perspective. Using novel empirical approaches for searching regularities and patterns akin to those in the physics, we believe to produce intriguing results.
Telecommunication industry is good example of the sector that easily accommodates all kinds of innovations contributing to business development. The companies have a unique advantage in marketplace by controlling the communications infrastructure, which generates more data than any other industry on customers and their usage behaviors. To be able to leverage, customer information telecom companies had to transform a traditional business model into one that meets today's demand for real-time business and consumer insight. To be feasible, it had to cope with the volume, variety, and complexity of data.
The churn problem, understood as substantial loss of valuable customers to competitors, is particularly severe since the telecoms are operating on fiercely competitive market. The customers demand new services and new technologies at lower prices, while telecommunication providers focus on acquisitions as their business goals, in many cases, not taking into account that retention strategy can play an important role for cellular providers. That is why companies suffer from a substantial loss of valuable customers, which is intensified due to market dynamics and its liberalization. Customers can freely choose among cellular service providers and actively migrate from one service provider to another. Apart from the above quoted scheme, referred as voluntary churn, there is also involuntary churn. Involuntary churn takes place when the company suspends the customer's service and this is usually due to non-payment or service abuse.
The motivation on churn is based on the fact that it costs more to recruit new customers than to retain existing ones, especially those high profitable customers. From this perspective we aim to deliver a data driven analysis of customer churn problem using different entropy measures applied to decision trees; additionally some other machine learning methods were used for comparison. In particular, we used real data from telecommunication industry to predict the churn event. While having it predicted, some retention actions can be usually addressed in advance to prevent the customer loss. For instance, when communicating the retention offer to the customer, certain services are proposed in order to make them stay. The following message may be the illustrative example for prepaid customers: make at least 50 PLN value recharge during next 10 days and you will receive additional 10 PLN for the calls. This paper is a continuation of a study published in [1] . With respect to our previous work we significantly extended it by in depth analysis of classification trees properties and their complex comparison with other competitive machine learning methods. We argue that precise selection of entropy measure and its parameters can result in robust models with high ability to predict customer behavior. We believe that our research fits into attempt to generate value added to business and gain operational efficiency, that is targeting only a small group of clients with the highest churn probability.
Literature on techniques
for churn classification Customer churn prediction is a binary classification problem but due to the high data dimensionality and usually small number of minority class in the telecom (971) datasets, it makes a big hurdle for conventional classifiers to show desired performance. The scale of the problem justifies the need for its accurate identification and proposing some retention activities in advance. Researchers emphasize that an important role in the whole process strongly depends on the technique used, data type, and its quality.
In literature, most of the churn studies use data mining or statistical methods, in order to predict the probabilities of churn. The common approach is to use a set of techniques e.g. decision trees, logistic regression or neural networks and to compare their predictive power in order to determine the best technique for churn classification [2, 3] . The other two studies were focused on support vector machines performance for churn detection: Kim et al. [4] investigated how effectively support vector machines can detect churn in comparison to back-propagation neural networks for predicting on a data set from a credit card company; Zhao et al. [5] performed similar comparison analysis between one-class support vector machines, neural networks, decision trees and naive Bayes.
Zabkowski and Szczesny [6] demonstrated neural network and decision trees for customer insolvency (involuntary churn) in cellular telecommunications and the results proved that neural network models are more stable than decision trees. Nie et al. [7] used logistic regression and decision tree model and [8] focused on binomial logistic regression model for churn prediction and identified customer dissatisfaction, service usage, switching cost and demographic variable affects customer churn. Others [9] evaluated own churn prediction technique based on multi classifier class-combined approach that predicts churning from subscriber contractual information and call pattern changes.
In general, there are many practical application that use supervised learning techniques, such as: logit and probit [10] [11] [12] [13] [14] [15] which are extension of classical regression methods, adapted specifically for the classification. In turn, [8, 9, 16, 17] have used decision trees, which are graphical decision support method used in decision theory. Others, including [3, 16, [18] [19] [20] [21] have successfully used artificial neural networks.
From this perspective a comprehensive study of different approaches seems to be a reasonable way to analyze the underlying problem profoundly and to draw either general and specific conclusions on the topic.
Classification trees with entropy measures
Classification trees are powerful and very popular tools for multivariate variable analysis with their beginning around 60'ties of the 20th century. A very fast development of algorithms used in classification trees took place in eighties and nineties [22, 23] . Nowadays, classification trees are widely used and still being developed. The attractiveness of this technique is due to the fact that they create rules that can be easily interpretable. The tree attempts to find a strong relationship between input and target values in a group of observations using some discrimination measures. At each step of the tree construction, the discrimination power of each attribute with regard to the class is measured.
In this paper we are particularly interested in the application of entropy measures such as Shannon's [24] , Tsallis's [25] and Rènyi's [26] .
We assume that observations may belong to two given classes and for the classification we use a modified algorithm similar to C4.5 [23] to construct a binary tree in R environment [27] .
As a general measure of diversity of objects, a Shannon entropy is often used which is defined as:
where p i is the probability of occurrence of an event x i being an element of the event X that can take values x i , ..., x n . The value of the entropy depends on two parameters: (1) disorder (uncertainty) and is maximal when the probability for every is equal; (2) the value of n. The Shannon entropy assumes a tradeoff between contributions from the main mass of the distribution and the tail. To control both parameters two generalizations were proposed by Rènyi and Tsallis. The Rènyi entropy is defined as:
where parameter α is used to adjust the measure depending on the shape of probability distributions. The Tsallis entropy is defined as:
With the Shannon entropy, events with high or low probability have equal weights in the entropy computation. However, using the Tsallis entropy, for α > 1, events with high probability contribute more than low probabilities for the entropy value. Therefore, the higher is the value of α, the higher is the contribution of high probability events in the final result. Furthermore, increasing α parameter (α → ∞) makes the Rènyi entropy determined by events with higher probabilities, and lower values of coefficient (α → 0) weight the events more equally, no matter of their probabilities.
The Tsallis and Rènyi entropies were often successfully applied to many diverse practical problems, showing their high usefulness for accurate classification. Among the various proposals the interesting applications concerned, for instance, the work of [28] where the authors applied both entropies for variable selection in computer networks intrusion detection, analyzing models detection capabilities while providing a set of attributes coming from the network traffic. Their results showed that selecting attributes based on the Rènyi and Tsallis entropies can achieve better results as compared to the Shannon entropy.
Some other studies considered image segmentation based on the Tsallis and Rènyi entropies [29] . Their conclusion was that entropic segmentation can give good results but is highly related to an appropriate choice of the entropic index α.
In Ref.
[30] the Tsallis and Rènyi entropies applied in C4.5 decision tree have been tested on several highdimensional microarray datasets. The results showed that use of non-standard entropies may be highly recommended for this kind of data.
Algorithms for tree generation and pruning
For the purpose of the research the modified C4.5 algorithm for decision tree was used and then both entropies Rènyi and Tsallis were compared. The first algorithm was prepared for growing the tree (Algorithm 1) and the second one for pruning it (Algorithm 2). The modification of the algorithm concerned the pruning part. The algorithm is recursively called so that it works from the bottom of the tree upward, removing or replacing branches to minimize the predicted error on the validation dataset. In order to obtain the optimal split while growing the tree the gain ratio needs to be calculated.
The other techniques used for comparison
To have a clear reference to the results produced by the trees, logistic regression and two machine learning techniques were also applied. These were artificial neural networks (ANN) and support vector machines (SVM). The choice of the techniques was based on insights that come from literature review, since they are very often used for churn prevention.
Artificial neural networks through their hidden layers and ability to learn seems to be more capable of solving classification problem. Several features of neural networks make them very popular and attractive for practical applications: (1) they possess ability to generalize even if the data are incomplete or noisy; (2) neural nets are non-parametric method which means that they do not require any a priori assumptions about the distribution of the data.
The other method used in our experiments was support vector machines. It is a technique characterized by usage of kernels, absence of local minima, sparseness of the solution and capacity control obtained by acting on the margin, or on number of support vectors. The capacity of the system is controlled by parameters that do not depend on the dimensionality of the feature space. The non-linear function is leaned by linear learning machine which maps inputs into high dimensional kernel induced feature space. SVM are motivated to find and optimize the generalization bounds given for the classification problem using the penalty function for bad classification. They relied on defining so-called epsilon intensive loss function that ignores errors, which are situated within the certain distance of the true value.
Algorithm 1: Growing the tree.
Algorithm 2: Pruning the tree.
Finally, a logistic regression was used for the prediction of the probability of occurrence of an event by fitting the data into a logistic curve. The logistic regression model is used to explain the effects of the explanatory variables in the form of binary response, often using logit transformation, such that we obtain the logistic regression model of the form: Logit{Pr(Y = 1|x)} = log{Pr(Y = 1|x)/(1 − Pr(Y = 1|x))} = β 0 +β 1 x 1 +β 2 x 2 +β 3 x 3 +...+β k x k , where β 0 is the intercept and β 1 , β 2 , β 3 , and so on are called regression coefficients of x 1 , x 2 , x 3 , respectively. Each of the regression coefficients describes the amount of the contribution. A positive regression coefficient means that the factor increases the probability of outcome, whilst a negative regression coefficient means that the factor decreases the probability of outcome.
The churn dataset
The data used in numerical experiments is a telecom data set (known also as Cell2Cell: The Churn Game) used in the churn tournament in 2003 organized by Duke University and evaluated in [17] .
The data set have 71,047 observations and each observation corresponds to the individual customer. There are 78 predictors in it, of which 75 potential variables can be used as input variables to the classification models. The predictors describe a broad set of customer characteristic related to usage behavior (e.g. the average monthly minutes of use over), company interaction (e.g. average number of customer care calls), customer demographics (e.g. the number of children in the household, occupation or marital status of the customer) variables. All explanatory variables come from the same time period, while binary dependent variable (taking values 0 and 1) labeled as "churn" was observed between 31 and 60 days after explanatory variables. The data set is divided into the learning sample and test sample, having 40,000 and 31,047 observations respectively (Table I) . The training sample includes 20,000 of cases classified as churners (labeled "1") and 20,000 of cases classified as non-churners (labeled "0"). The training set is balanced with the churn rate of 50%, which is unrealistic, but it is recommended to overcome the problem of model training when the proportion of churn event is small in the population. The reason for balancing the class distribution in the training sample is to avoid the possibility that the vast majority of the other class may dominate the analysis and make the detection of churn drivers difficult, thus decreasing the predictive accuracy of the model. A discussion on such a procedure can be found in e.g. [31] .
In the test sample, which will be used for the model quality assessment, the churn rate is only 1.96% and it refers to actual churn rate observed in the company. Such a small percentage of the one class quite often exists in business practice when building classification models.
Analysis and results

Evaluation measures
To compare the proposed set of machine learning techniques we used two quality measures: area under the ROC curve (AUC) and the lift. The good classifier is characterized by the high value of AUC and high lift.
Since we deal with a problem of binary classification, the model yields two results: positive and negative. There are four possible outcomes: T P -true positives, F P -false positives; also T N -true negatives, and F N -false negatives. In order to construct ROC curve we need to define true positive rate T pr = T P/(T P + F N ) and false positive rate F pr = F P/(T P + F N ).
Defined indicators can be calculated for various values of the decision threshold. The increase of the threshold from 0 to 1 will yield to a series of points (F pr, T pr) forming the curve with T pr on horizontal axis and F pr on vertical axis as presented in Fig. 1 . The curve is named receiver operating characteristics, ROC. The AUC measure is an area under the ROC curve which can be calculated using trapezoidal rule [32] . Theoretically AUC ∈ [0; 1] and the larger the AUC the closer is the model to the ideal one and the better is its performance. The lift measure is justified by the economic considerations, because the telecom operator does not communicate the retention campaign to a wide customer base, but focuses on a small percentage of approximately 1-2% of the customer group on a monthly basis, characterized by the highest probability of churn. For instance, having the total number of customers of approximately 10 million, a group of 1% of customers is equal to 100 thousand customers per month, which would receive the retention offer. The required input for lift calculation is a dataset that has been "scored" by assigning the estimated churn probability to each case. Next, the churn probabilities are sorted in descending order and for a given customers base, the measure is calculated in the following manner (for the first percentile) [33] :
The lift measure indicates how precisely we are detecting positive responses (churning customers) in comparison to a random sample of customers.
Experiments and results
Decision trees
For the purpose of the research the modified C4.5 algorithm for decision tree was used and then both entropies Rènyi and Tsallis were compared. The first algorithm was prepared for growing the tree and the second one for pruning it. The modification of the algorithm concerned the pruning part. The algorithm is recursively called so that it works from the bottom of the tree upward, removing or replacing branches to minimize the predicted error on the validation dataset. In order to obtain the optimal split while growing the tree the gain ratio needs to be calculated. The proposed classification techniques were trained on balanced training sample with churn rate of 50% and then validating the model on the imbalanced testing sample with the churn rate of 1.96%. For decision trees, we considered α starting from 1 to 10 by 0.5. The results obtained on the validation dataset are collected in Table II. The best results and corresponding values of α parameter differ in each case and can be summarized as follows:
1. In general, the Tsallis entropy based trees provided better generalization and the highest lift (3.61) was achieved for the tree with α = 6.5 -the structure of the best tree is shown in Fig. 2. 2. The Rènyi entropy based trees obtained slightly worse results and the highest lift (3.28) was achieved for the tree with α = 2 -the structure of the best tree is presented in Fig. 3 .
3. Both trees resulted in similar AUC performance (60-63%).
4. The Tsallis trees reached the higher lifts for α ≥ 3 while the Rènyi trees resulted in higher lifts observed only for α = 2 and α = 2.5. That means, in general, that the trees with the Tsallis entropy are much better in detecting the churning customers in top percentiles of the population (lift = 1 means random ability to distinguish between those two classes).
The Tsallis entropy based tree, as presented in Fig. 2 , has 27 leaves on 7 levels (including the root). Each node and each leaf is described by decision rule, class (TRUE if churn was observed and FALSE -otherwise), and the percentage of observations belonging to the majority class. The first variable used for split was EQPDYAS (number of days of the current equipment). If the value of EQPDYAS was greater than 302 then the probability of churn increased, forming a group in which the percentage of churners amounted to 56.9%. On the other levels of the tree it was observed that the following variables were useful for detecting churners: MONTHS (months in service), MOU (mean monthly minutes of use), RET-CALLS (number of calls previously made to retention team), RECCHRGE (mean total recurring charge), RE-TACCPT (number of previous retention offers accepted), PEAKVCE (mean number of in and out peak voice calls), DIRECTAS (mean number of director assisted calls), MOUREC (mean unrounded MOU received voice calls), CHANGEM (% change in minutes of use), CALLWAIT (mean number of call waiting calls), INCOME (customer income), REVENUE (mean monthly revenue).
The Renyi entropy based tree, as presented in Fig. 3 , has 39 leaves on 9 levels (including the root), but for the presentation it was pruned to 7 levels.
As previously, the first variable used for split was EQPDYAS but the decision value was 308 this time. If the value of EQPDYAS was greater than 308 then the node consisted of a group in which the percentage of churners amounted to 57%. On the other levels of the tree it was observed that the following variables were useful for detecting churners: MONTHS, MOU, RETCALLS, RECCHRGE, PEAKVCE, MOUREC, CHANGEM, CREDITDE (low credit rating -de), CHANGER(% change in revenues), OVERAGE (mean overage minutes of use), INCALLS (mean number of inbound voice calls), ACTVSUBS (number of active Subs), AGE (age of first household member), AGE2 (age of second household member).
Apart from the Tsallis and Renyi entropies a Shannon entropy tree was built (it is the case for α = 1), please see Table III .
Other techniques
Before application of the proposed modeling techniques data preprocessing was applied. It involved Pearson's correlation analysis, and as a result variables with absolute value of correlation coefficient exceeding 0.7 were excluded from the list of potential predictors.
The final logistic regression model was developed using stepwise selection procedure and it includes six variables RETCALLS, CREDITDE, UNIQSUBS (number of unique subscriptions), MOU, ROAM (mean number of roaming calls), EQPDAYS. The variables were significant at α = 0.05. For the neural network training, we used multilayer perceptron (MLP) structure using the back propagation algorithm with a different number of nodes in hidden layer. We started with the MLP model with 72 input variables, 2 neurons in hidden layer and output (MLP 72-2-1) and calculated the evaluation measures. The next step was to add additional neuron to a hidden layer and train MLP 76-3-1 model. We conducted iteratively a number of experiments with each new configuration, retaining the best network in terms of lift and AUC calculated on validation set. The process was stopped when no significant changes in results were observed or the problem with over fitting occurred. The final structure of the model was MLP 72-11-1.
In case of support vector machines, their generalization performance depends on a proper setting of global parameters: C, and the kernel function. In the experiments, we have arbitrary chosen values of these parameters and tried several different configurations. The final setting of SVM was: (i) 0.01 for parameter which controls the width of the insensitive zone; (ii) 10 for the capacity coefficient, which determines the trade-off between the model complexity and the degree to which deviations larger than are tolerated in optimization formulation; (iii) and 0.2 for the parameter γ as the kernel function using the radial basis functions. This functions is by far the most popular choice of kernel types, because of their localized and finite responses across the entire range of the real x-axis.
The comparison
The comparison of the results between the trees and other techniques are summarized in Table III . The lifts for all the techniques are depicted in Fig. 4 . To calculate the lift, for each model, the population was sorted by the estimated probability of churn in descending order and for a given customers base (decile/percentile), the measure was calculated according to formula (4). The comparison showed that the Tsallis entropy based tree outperformed other decision trees, and also SVM, neural nets and logistic model. The analyzed techniques demonstrated similar value of AUC. The Tsallis entropy based tree reached the highest lift of 3.61 in the first percentile. In Fig. 4 , we may observe that the models achieve similar performance in higher deciles of the population. For instance, in the first decile the lift value for all the techniques is very similar -reaching about 1.8. The conclusion is that α-trees can detect precisely the churners in the top percentiles of the population, then for the medium percentiles their predictive power is similar to the other methods.
The last step of evaluation was intended to prepare, for each classification model, a financial simulation on hypothetical retention campaign, assuming the cost of the offer and possible revenues.
Let us assume that telecommunication operator has a total number of active customers of approximately 5 million, then 1% of the customer base is equal to 50 thousand customers per month, which would receive the retention offer. In the analyzed population the churn rate is equal to 1.96%, so it means that 2 customers out of 100 each month are quitting. With a lift of about 3.61, the model gets true positive rate of 7.08% (3.61 × 1.96%), which translates into 3,540 churner correctly identified by the model in the first percentile of the population. The communication cost of the retention campaign is estimated on 10 PLN perch each customer, while the revenue from the customer may reach 200 PLN (with the assumption that the relation with customer will last over next 6 months).
Then, the net profit of the campaign can reach 208 thousand PLN (see Table IV ) for the best model (the Tsallis tree) but also it is possible to generate the loss of 82 thousands PLN for the worst model (Logit). The results presented in this experiment are encouraging and provide high accuracy of classification, when compared to similar studies on this dataset. For example, the authors in [34] as an assessment of the quality of the model, chose lift in the first decile, which was equal to 2.61 for the best model. Additionally, in our previous study [35] we obtained lift of 3.11 for the first percentile using C&RT tree on the same dataset, while current study delivers improved results.
Summary and concluding remarks
We analyzed telecom churn problem using broad set of classification techniques. In particular, we explored the Tsallis and Renyi entropy measures applied to decision trees and compared to other classification methods. We modified a classical decision tree algorithm C4.5 by incorporating parametrized α entropies thus extending classification possibilities. That allowed us to study effectiveness of the trees as a function of the entropy parameter.
Taking into account classification quality we showed that the optimal trees achieve high accuracy of churn detection and they are better classifiers than the other proposed methods -neural networks, support vector machines and logistic regression. In particular, the results can be summarized as follows:
1. The α-based trees outperformed the machine learning methods and logistic regression. The best tree models are considerable good tool to achieve the strategic goals of the company, aimed at churn identification and targeting only a small group of clients with the highest churn probability.
2.
We proved that precise selection of entropy measure and its parameters can result in robust models with high ability to predict customer behavior. This was confirmed by the Tsallis and Renyi entropy based trees.
3. The Tsallis entropy based trees are more stable than the Renyi trees -the Tsallis trees reached the higher lifts for α ≥ 3 while the Renyi trees resulted in higher lifts observed only for α = 2 and α = 2.5.
4. The α-based trees can detect precisely the churners in the top percentiles of the population, then for the medium percentiles their predictive power is similar to the other methods.
5. When comparing entropy of two distributions, the Shannon entropy assumes implicit tradeoff between contributions from the tails and the main mass of the distribution. In practical applications it is beneficial to control the tradeoff explicitly, as it is important to distinguish weak signal overlapping with the stronger one. With α parameters a large positive value of this measure is more sensitive to events that occur often, while for large negative α it is more sensitive to the events which happen seldom.
To be able to manage the problem the telecom company needs to understand the behavior of customers. The goal is to build up a data-mining model in order to detect pre-churning behavior and allow time to make the right decisions. As it was shown, advanced analytic methods are encouraging and provide high accuracy of classification.
