Although deep learning performs really well in a wide variety of tasks, it still suffers from catastrophic forgettingthe tendency of neural networks to forget previously learned information upon learning new tasks where previous data is not available. Earlier methods of incremental learning tackle this problem by either using a part of the old dataset, by generating exemplars or by using memory networks. Although, these methods have shown good results but using exemplars or generating them, increases memory and computation requirements. To solve these problems we propose an adversarial discriminator based method that does not make use of old data at all while training on new tasks. We particularly tackle the class incremental learning problem in image classification, where data is provided in a classbased sequential manner. For this problem, the network is trained using an adversarial loss along with the traditional cross-entropy loss. The cross-entropy loss helps the network progressively learn new classes while the adversarial loss helps in preserving information about the existing classes. Using this approach, we are able to outperform other state-of-the-art methods on CIFAR-100, SVHN, and MNIST datasets.
Introduction
We, humans, can learn new tasks without forgetting about the old tasks that we learned earlier. However, this is not true in the case of most deep learning systems. They only perform well when all the training data is available at the same time. This is formally known as catastrophic forgetting, where neural networks tend to perform poorly on old tasks on learning new tasks.
One possible solution for this problem would be to preserve important examples from older tasks which could be used to train the model along with the new task data. This however, leads to an increase in memory requirements during the training of the model and hence is not viable. In this paper, we mainly focus on the class-incremental learning problem in the image classification setting. In class-incremental learning, data from different classes arrive sequentially, and the model does not have access to data from previous classes. Neural Network models suffer from catastrophic forgetting in class-incremental learning as well, since, the new class data is not directly related to the data of older classes. A class incremental learning method that we focus on in this paper should satisfy the following criteria:
• It should train from bunches of data where samples of different classes appear at different points of time.
• It should perform well on the current classes as well as on the older classes.
• The memory requirements should remain bounded.
From domain adaptation, we know that a source distribution and a target distribution can be adapted by aligning their projections in a common subspace. Inspired by this, the core idea of our proposed method is to align the features of all the tasks in a common subspace using deep network models so that they can perform well on all the tasks simultaneously. However, the task of incremental learning is a bit daunting and different than the domain adaptation setting because all the labeled and the unlabeled data is available at training time in the latter. This is not the case in incremental learning in which only the current task data is available at a particular time.
In the proposed method, we try to obtain a new feature extractor F t using an adversarial loss and the usual crossentropy loss. The adversarial loss essentially brings F t that is being trained on the new data closer to the feature extractor F t−1 obtained by training on the data from previous tasks. The adversarial discriminator ensures that F t performs well on previous tasks, while the cross-entropy loss helps the feature extractor in learning new tasks .
The motivation behind this approach is to learn task invariant features so that a single feature extractor trained on any task can be used for other tasks. Also, in the model that we propose, we don't use any data from the earlier tasks in Figure 1 : Overview of the proposed framework. Here feature extractor F t is adapted for different tasks using discriminator network D t at task step t where t represents the task order number.
any form. The model neither uses exemplars nor any generative model to generate data for old tasks. Therefore, the proposed model is efficient in terms of memory and time. Figure 1 provides an overview of our approach. The main contributions of this paper can be summarized as follows:
• We propose a novel method in solving the class incremental learning problem by using an adversarial discriminator to prevent forgetting.
• The proposed model neither uses any exemplars nor any generative examples to preserve information about the old tasks.
• We obtain state of the art results in class incremental learning on CIFAR-100, MNIST and SVHN.
Related Work
Incremental learning: Many methods have been proposed to solve catastrophic forgetting in the field of incremental or lifelong learning. One of the basic and intuitive method among them is LwF [17] . For each task, this method uses the same set of feature extractor and task specific layers for classification.
In general, the incremental learning methods can be broadly divided into three categories: i) task specific methods ii) regularization based methods and iii) methods based on memory replay. The task specific methods deal with adding a separate model or layer for each new task [19, 17] . Regularization based methods use a regularization term to avoid changing those parameters that are sensitive to old taks. EWC [11] is a regularization based model that quantifies the importance of weights for previous tasks, and selectively alters the learning rates of weights. Following EWC, [32] measured the synaptic consolidation strength in an online fashion and used it as regularization. In Incremental Moment Matching (IMM) [15] , a trained network on each task is preserved and the networks are later merged into one at the end of all the tasks. Above approaches focus on adjusting the network weights. The third category of methods add some data of past tasks while training on new tasks to prevent forgetting. Gradient Episodic Memory (GEM) [18] stores a subset of training data for every finished task, and limits the loss function on these so-called "memories". Instead of keeping some real data from previous tasks, Generative Replay (GR) [25] keeps data generators for previous tasks and learns using a mix of real data of the new tasks and replayed data of previous tasks.
[ 24] proposed to solve continual generative modeling by combining the ideas of data generation and EWC. Other existing approaches [21, 1, 30, 9] make use of exemplars to preserve the older tasks.
Adversarial learning: Adversarial learning has been widely applied in many computer vision problems, including image generation, domain adaptation etc. Adversarial networks have been used to obtain domain invariant representations in domain adaptation by making the source and the target domains indistinguishable by the discriminator. Adversarial Discriminative Domain Adaptation [28] uses an inverted label GAN loss to split the optimization into two independent objectives. Another such method is the domain confusion based model proposed in [27] that considers a domain confusion objective. Domain-Adversarial Neural Networks (DANN) [7] integrates a gradient reversal layer into the standard architecture to promote the emergence of the learned representations that are discriminative for the main learning task on the source domain and nondiscriminative concerning the shift between the domains. Recently, some works have been proposed which use an adversarial discriminative approach in solving the domain adaptation problem [22, 10, 2, 33, 5, 16, 13] . Similarly, the model proposed in [3, 6] exploits GANs with the aim to generate source-domain images such that they appear as if they were drawn from the target domain distribution. The older feature extractor F t−1 and a discriminator D t used to train new feature extractor F t and classifier C t for new task data. (c) After task adaptation using adversarial discriminator, the shared feature extractor and task specific classifier is used to test the input images.
Proposed Method: Adversarial Incremental Learning
In the proposed work, we tackle the class incremental learning problem where images of different classes arrive in a sequential manner. In this scenario, deep neural networks suffer from catastrophic forgetting in which a neural network trained on a new task performs poorly on older tasks as its parameters get optimized for the new task and are no longer fit for the previous one(s).
Problem Formulation
We define the adversarial incremental classification as follows: given a pre-trained feature extractor F (t−1) trained on n classes at task t and a new labeled dataset for additional m classes. The objective is to obtain a new feature extractor F t and classifiers {C i } t i=1 to perform classification on all n + m classes.
In class incremental learning, old data becomes unavailable as new data is progressively added. Although, many recent methods have tried solving this problem by training another generator to generated old data images [30, 9, 25] but, this further increases computation and memory requirements. In the proposed model, instead of using any old data(real or generated ) to avoid catastrophic forgetting, we only use the current task data to train our network using an adversarial loss and a cross entropy loss. The adversarial loss prevents the parameters of the feature extractor from changing too much when trained on the new data. As a result, our feature extractor becomes task invariant, performing well both on the current classes as well as the older ones. This task-invariant feature extractor is further used for training on future tasks. In the proposed framework, we assume there are a total of T tasks i.e. the classification dataset is divided into T parts D 1 , D 2 , ...,D T . At any task t, we can access data for only one task t ∈ T . The proposed model learns separate classifiers for each task and a common feature representation simultaneously on a data stream in classincremental form, i.e. sample sets D 1 , D 2 , ..., D T ., where each D t = {x t j , y t j /} nt j=1 . Our goal is to learn a feature representation F T and classifiers {C t } T t=1 that can correctly classify all the images of all the tasks.
We work with three networks: the feature extractor, the classifier and the discriminator as shown in the Figure 2 . The feature extractor after a task t is parametrized by θ t f and the classifier network is parametrized by θ t c . The discriminator network is also task-specific and it is parameterized by θ t d . The feature extractor consists of a set of convolutional layers to transform the input image into a feature vector. The classification layer is the last fully-connected layer of the model, with as many outputs as the number of classes. This component takes the features obtained from the feature extractor and produces classification scores. The discriminator also consists of fully connected layers and at any task t it discriminates between the features produced by F t and F t−1 . During training, the weights of these three networks are updated by using the classification and the adversarial loss.
Task Invariant Feature Learning
In the proposed incremental learning setup, the objective at any task t is to obtain the features from the feature extractor F t that are task invariant. In this approach, we learn shared parameters of feature extractor, θ f and T task-specific parameters {θ t c } T t=1 of classifiers such that the shared parameters work for both older and newer tasks. In this setting, the data from the old tasks are not available to us. The network structure is illustrated in Figure 2 . This adversarial incremental model consists of the three networks: a common feature extractor, task-specific classifiers, and a discriminator. We use different classifiers for different tasks, also known as multi-headed incremental learning while using the same feature extractor for all the tasks. In the proposed adversarial method, our main aim is to restrict the response of the feature extractor for old tasks. This is obtained by introducing a discriminator network to make the old features invariant to new ones. In this approach, when a new task is introduced, we initialize a new classifier and a discriminator with parameters θ i c and θ i d respectively. Formally, for input x i , at task t we obtain features from the old feature extractor F t−1 and the current feature extractor F t which are F t−1 (x i ) and F (x i ) respectively. The features from the current feature extractor F t are then passed through the classifier network C t and obtained the classification score C(F (x i )). This classification score is used to calculate the cross entropy loss of the model as described in the Eq. 3. The gradients of the cross entropy loss are then used to update the weights of the classifier network C t and current feature extractor F t . While training F t , weights of F t−1 are kept frozen.
The features F t−1 (x i ) and F t (x i ) are used by the discriminator to produce the discriminator loss as shown in the Eq. 2. The parameters of the discriminator θ t d are trained to minimize this loss. While the parameters of the feature extractor of the current task F t are trained to maximize this loss. We do not update the weights of the older feature extractor F t−1 while training F t . The total loss is shown in the Eq. 1. The total loss is a combination of cross-entropy loss and adversarial loss. We multiply the adversarial loss with a constant λ as a balancing parameter.
Loss function
In the proposed model, we use cross entropy and adversarial loss to train the model. The loss functions are used as follows:
Where λ is the hyper parameter used to control the adversarial effect on learning. Through experiments we found out that λ = 0.01 works the best, Figure 4 . At any task t, F t is the trainable feature extractor and F t−1 is the fixed feature extractor which has been trained on previous tasks. L is the cross-entropy loss. x i and y i are the dataset point and label for the current t th task respectively while n is total number of sample points in the current task. At t th task the parameters θ t f , θ t d and θ t c are optimized by following equations.
Training Procedure
In this section, we discuss the training strategy to learn the proposed model. At any task incident t, we initialize the current feature extractor F t to F t−1 i.e. the old feature extractor. The weights of F t−1 are kept frozen while training F t at task instant t. The new task data D t = {x t , y t } is fed to both the feature extractors. The classifier C t only uses the features obtained from F t i.e. F t (x t ) to update the parameters of C t and F t through the cross-entropy loss. Along with the cross entropy loss we use an adversarial discriminator that is trained to distinguish the old feature extractor's response from the response of the new one. The feature extractor trained adversarially using this trick has task invariant features. For the next t + 1 th task, we use this trained feature extractor F t to initialize the new feature extractor F t+1 . In each task we use a separate classifier as well as a separate discriminator. Complete details are also provided in Algorithm 1.
Algorithm 1: Training Adversarial Class Incremental Model
Parameters: 
Datasets
We use three datasets in our experiments: CIFAR-100 [12] , SVHN [8] and MNIST [14] . The details about these datasets and the experiments performed on them have been provided below: CIFAR-100: It has 100 classes containing 60,000 RGB images of size 32 x 32. Each class contains 500 training images and 100 test images. We follow the benchmark protocol given in [21] for our experiments. We train all 100 classes of CIFAR-100 in incremental batches of 5, 10, 20 or 50 classes. SVHN: It is a dataset of real world images of house numbers. It has 10 classes with 73,257 training images and 26,032 test images. Training on the 10 classes of this dataset is done in batches of 2 classes at a time. MNIST: This is a classic dataset of handwritten digits. It contains a total of 70,000 grayscale images each of size 28 x 28 belonging to 10 classes. The dataset is divided into 60,000 images for training and 10,000 images for testing. We train the 10 classes of this dataset in batches of 2 classes at a time.
Experiment Details
We use pretrained VGG11 [26] as our base model. The model is implemented in the PyTorch framework. The discriminators and classifier models are initialized with random weights. Since, the feature extractor is pretrained, thus the learning rate is kept small at 10 −4 . Adam optimizer is used to update the parameters of all the networks. During training , we use batch size of 128 in all the experiments. We standardize our input images by subtracting them with the mean of the training set and then dividing them by the standard deviation.
Results
We evaluate our proposed approach on CIFAR-100, MNIST and SVHN datasets. We also compare our results against the state of art methods in class incremental learning. Some of these previous approaches use exemplar, and replay methods, however the proposed model outperforms these methods without making use of exemplars and memory networks. Figure 3 shows a comparison on CIFAR dataset in steps of 5, 10, 20 and 50 classes incrementally. These results are also comapared with other state-of-the-art methods such as BiC [31] , EEIL [4] , LwF [17] and iCaRL [21] . The performance is also shown in Table 1 . From the table and figure, it is observed that our method outperforms other methods by a large margin when the number of tasks are small. However, when the number of tasks are large (Figure 3(a) ) the performance becomes comparable to that of BiC. with different generative replay models. These perform better than methods that rely on episodic memory for class incremental learning on smaller datasets like MNIST and SVHN. We are able to outperform these methods on both MNIST and SVHN. DGM is always second best with a difference of 0.27% on MNIST and 5.85% on SVHN. The other variant of adversarial learning-based model can be obtained by using a gradient reversal layer(GRL) in the discriminator [7] . GRL based methods have been widely used in adversarial domain adaptation [29, 23] . In this model, instead of maximizing the discriminator's loss, the negative of the discriminator loss is used to update the feature extractor. We evaluated the GRL based model on CIFAR100 dataset with an incremental step of 20 classes. The performance is shown in the Figure 5 . We can observe from the figure that the discriminator based method outperforms the GRL based model.
Parameter sensitivity for Discriminator Accuracy
We also investigate the effects of the value of hyperparameter λ on the model performance. We evaluate the proposed model on CIFAR 100 dataset for value of λ = {0.1, 0.01, 0.001} as shown in Figure 4 . We can observe that our model is not very sensitive to different values ofλ and we obtain comparable performance for these values of it. Although, λ = 0.01 gives better result as compared to other choices of λ.
Conclusion
We propose an adversarial incremental learning method to tackle the difficult problem of class incremental learning. Our results show that the adversarial approach outperforms other memory replay and exemplar based methods on CIFAR-100, MNIST and SVHN datasets. The incorporation of other discriminator based models can yield better performance in the incremental learning setting. To some extent, we have already justified this through our proposed work. This work concludes that our adversarial method provides a promising direction in the incremental learning problem.
