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A gate-defined quantum dot in bilayer graphene is utilized as a sensitive electrometer for probing
the charge density of its environment. Under the influence of a perpendicular magnetic field, the
charge carrier density of the channel region next to the quantum dot oscillates due to the formation
of Landau levels. This is experimentally observed as oscillations in the gate-voltage positions of
the Coulomb resonances of the nearby quantum dot. From the frequency of the oscillations, we
extract the charge carrier density in the channel and from the amplitude the shift of the quantum
dot potential. We compare these experimental results with an electrostatic simulation of the device
and find good agreement.
Sharp Coulomb resonances in quantum dots (QDs) and
single electron transistors (SETs) can be used to sense
changes in the electrostatic potential defining the corre-
sponding charge island. Thus, these systems are sensi-
tive probes of changes of their electrostatic environment
with remarkable high precision [1]. SETs are for example
used to read out changes of charge states in neighboring
QDs [2, 3] or they can be mounted on a piezo scanner to
perform scanning SET microscopy [4]. In this work, we
use a gate defined QD in bilayer graphene (BLG) to de-
tect changes in the density of states (DOS) of the doped
BLG channel region next to the QD acting as lead. When
applying a perpendicular magnetic field, we observe os-
cillations in the potential of the QD.
These are caused by charge carrier density fluctuations
in the lead regions due to the formation of Landau levels
and the tuning of their energies as function of the applied
perpendicular magnetic field [5]. We determine the aver-
age charge carrier density in the narrow leads from the
frequency of the Shubnikov-de-Haas oscillations and the
shift of the QD potential from their amplitude. These
results are compared with a full electrostatic simulation
of the device and good agreement is found.
The device studied in this work consists of a BLG flake
encapsulated between two crystals of hexagonal boron
nitride (hBN), placed on a graphite gate using the con-
ventional van-der-Waals stacking technology [6]. Similar
to previous work studying BLG gate-defined quantum
point contacts [7–9] and quantum dots [10–15], two lay-
ers of gold gates are evaporated on top: A pair of split
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FIG. 1. (a) Schematic illustration of the device: A narrow,
highly doped channel is formed between the two split gates
(SGs), connecting source (S) and drain (D) contacts. Using a
gold finger gate (FG), a quantum dot is defined by forming a
small n-doped island in the p-doped channel. (b) Schematic
cross section through the sample. The BLG is encapsulated
between two flakes of hBN and placed on a graphite gate. On
top, gold split and finger gates are deposited and separated by
a layer of Al2O3. (c) Source-drain current through the device
as function of VFG at a constant bias voltage of Vb = 200 µV
and an electron temperature below 100 mK.
gates (SGs) is used to form a 150 nm wide conducting
channel connecting the source and drain reservoirs of the
device (see Fig. 1(a)). On top, separated by a 30 nm
thick film of atomic layer deposited Al2O3, we place a
gold finger gate (FG) with a width of 70 nm (see Figs.
ar
X
iv
:2
00
6.
13
05
6v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
23
 Ju
n 2
02
0
25.65 5.75 5.85
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
V (V)
FG 
0 1 42 3
B
 (
T
)
5
-9-10-11-12
log (I)
FIG. 2. Source-drain current through the QD in the regime
of the first five Coulomb peaks (dot occupation is labeled
by white numbers) as a function of VFG and perpendicular
magnetic field, B, at a constant bias voltage of Vb = 200µV.
1(a) and 1(b)).
All measurements are performed in a 3He/4He dilu-
tion refrigerator at a base temperature of 15 mK. Ap-
plying VBG = −4.5 V to the graphite back gate and
VSG = 3.4 V to both split gates, we open a band gap
in the BLG underneath the SGs, leaving only a nar-
row conductive channel between the SGs [16–18]. Similar
to recent works, we can form a QD underneath the FG
by locally overcompensating the applied back gate volt-
age [9–11, 13, 14]. A small n-doped island is created
underneath the FG, which is separated from thep-doped
channel by the band gap acting as a tunnel barrier (see
schematic in Fig. 1(a)) [11, 13]. We measure the cur-
rent through the device as a function of VFG (Fig. 1(c)).
At VFG . 5.6 V the entire channel is p-doped and well
conductive. Increasing VFG leads to a decrease of the
current as the Fermi level crosses the band gap under-
neath the FG. Sharp Coulomb resonances appear above
VFG ≈ 5.6 V. As observed in previous work, the reso-
nances are grouped in quadruplets, representing the spin
and valley degeneracy of BLG [10, 11, 13, 19]. From finite
bias spectroscopy measurements (not shown), we extract
a charging energy of Ec ≈ 6 meV, a total capacitance of
the QD of Ctot ≈ 27 aF and a finger gate capacitance
of CFG ≈ 3.3 aF. Describing the QD using a model of a
disk shaped plate capacitor, we extract a QD diameter
of d ≈ 70 nm, which is in reasonable agreement with the
lithographical dimensions of the gate electrodes.
Sharp features in the gate characteristic, such as
Coulomb resonances, are well suited to monitor small
changes in the electrostatic environment of the QD,
which result in shifts of the Coulomb peaks [20]. In order
to demonstrate that the QD is a suitable electrometer to
probe small changes in the charge carrier density n in
the channel and lead region, we apply a perpendicular
magnetic field, B, to the device, resulting in Shubnikov-
de-Haas (SdH) oscillations in the channel. The mod-
ulation of the DOS with B results in a change of the
quantum capacitance between the channel and the back
gate, causing charge to enter or exit the channel region
through the source and drain reservoirs. Tuning the mag-
netic field has the advantage, that we are able to change
n without changing any gate voltages applied to the de-
vice, which would result in a shift of the QD potential
itself. Fig. 2 shows magnetotransport data as a function
of the gate voltage VFG and B. The presented measure-
ment shows the first five Coulomb resonances of the QD
filling up the dot with N = 1, 2, 3 and 4 electrons (see
labels in Figs. 1(c) and 2). Small magnetic fields act only
on the chemical potential of the QD by coupling to the
valley magnetic moment of the QD states [11, 21, 22],
resulting in linear shifts with alternating slopes, which
originate from level crossings of QD states with opposite
valleys [11]. Thus, we focus on the first Coulomb reso-
nance, i.e. the transition from N = 0 to N = 1 electron
in the QD (see arrow in Fig. 1(c)), where N is the occu-
pation number of the dot. The single particle spectrum
of BLG QDs is well understood and the energy of the
ground state of N = 1 decreases linearly in B. Since the
DOS of the QD depends only slightly on B, we neglect
quantum capacitance effects for the capacitances between
the source/drain lead and the QD.
Fig. 3(a) shows a (rotated) close-up of the first
Coulomb resonance. The decrease in gate voltage with
increasing B-field results from the valley magnetic mo-
ment in BLG, which couples to the magnetic field. A
similar effect is also known from carbon nanotubes as
described in Refs. [11, 21, 22]. For magnetic fields ex-
ceeding B ≈ 0.5 T, the position of the Coulomb reso-
nance starts to oscillate at a frequency decreasing with
magnetic field. We attribute this behaviour, which can
be also observed in all other Coulomb resonances (see ar-
rows in Fig. 2), to an oscillating charge carrier density in
the channel region (see Fig. 3(b)), which effectively gates
the QD. Note that the development of clean Landau lev-
els/gaps and well separated edge states is suppressed in
the W = 150 nm wide channel region, as the cyclotron
orbit rc = m
∗vF/(eB) is larger than half the channel
width for B < 3 T (here m∗ is the effective mass of BLG,
vF is the Fermi velocity and e is the elementary charge).
Instead, we observe merely a moderate modulation of
the density of states, which is also reflected in the rather
sinusoidal oscillations of the Coulomb peak position in-
dicating that no clean Landau gaps are formed yet.
We determine the gate-voltage position of the Coulomb
peak from Fig. 3(a) and subtract a linear fit to account for
the valley Zeeman effect. The lever arm CFG/Ctot allows
to convert the shift in gate voltage ∆VFG into a shift of
the QD potential ∆E. The QD potential oscillates peri-
odically as function of the inverse magnetic field 1/B (see
Fig. 3(c)), as expected for SdH oscillations. The ampli-
tude increases with increasing magnetic field (decreasing
1/B), as the cyclotron radius decreases and gets closer
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FIG. 3. (a) Logarithmic current through the device around the transition of N = 0 and N = 1 electrons in the dot as function
of the applied VFG and the perpendicular magnetic field, B, at a fixed bias of Vb = 200 µV. (b) Electrostatic calculation of
the band alignment around the QD. The FG induces a p-n-p junction where an electron QD is formed. The density of states
in the channel regions is modulated as function of a perpendicular magnetic field due to the formation of Landau levels. (c)
Extracted shift of the QD potential as function of the inverse perpendicular magnetic field. (d) Simulated shift of the QD
potential (minimum in b) as function of the inverse perpendicular magnetic field.
to W/2, resulting in more pronounced Landau gaps [23].
The charge carrier density in the channel determines the
period of the oscillations given by [24]
∆
(
1
B
)
=
4e
hn
. (1)
This yields n = 1.72 × 1012 cm−2, which is in reason-
able agreement with the carrier density expected from a
simple plate capacitor model for the graphite gate, ne-
glecting stray fields from the SGs and FG, resulting in
n ≈ 3× 1012 cm−2.
Next, we compare our data with an electrostatic sim-
ulation of the device. We model the experiment in a
two-step process. First, we solve the electrostatics at
B = 0 T. In a second step, we add a magnetic field by
making the total charge carrier density B-field depen-
dent. In a self-consistent way we solve the Poisson equa-
tion for a two-dimensional cut along the transport direc-
tion (see red line Fig. 4), we iteratively add charge to the
BLG sheet until its Fermi energy equals the electrostatic
potential, which we implemented with fenics [25, 26].
As dielectric constants we take Al2O3 = 9 for Al2O3,
hBN = 3.8 for hBN [27] and BLG = 3.2 for BLG. With
VFG = 8 V, VBG = −4.5 V and an additional top gate
voltage (which accounts for the stray fields caused by
the split gates but is an effective parameter to adjust n
in the channel region) of V effSG = 2.2 V, we obtain the
experimentally determined charge carrier density in the
channel n = 1.72 × 1012 cm−2. Close to the FG, the
carrier density decreases and a p-n-p junction forms, see
Fig. 3(b).
We approximate the density of states of graphene in
the Landau level regime with magnetic field B as
ρ(E) =
∑
ν
4eB
2pih
Γ
(E − Eν)2 + (Γ/2)2
, (2)
with Landau level energy Eν = ~ωc
√
ν(ν − 1), ωc =
eB/m∗ [28], where m∗ = 0.033me (me is the electron
mass) and ν is the Landau level index. We assumed a
broadening of Landau states of Γ = 1 meV. The charge
carrier density is then given by the integration up to the
(fixed) Fermi energy
n =
∫ EF
0
ρ(E) dE. (3)
In our approximation, this amounts to a modulation in
n by up to ±2% at B = 2 T.
When this n(B) is inserted back as the charge density
in the channel region it electrostatically shifts the dot
potential. This shift is entirely classical, and determined
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FIG. 4. Self-consistent solution of the Poisson equation along
a x-z and a y-z two-dimensional cut in the presence of the
experimental gates and an additional top gate (not shown).
The amplitude of the carrier density fluctuations caused by
the SdH-oscillations in a magnetic field according to Eq. 1 are
indicated (dark red lines, not to scale).
by the charge density modulation in the channel, the ex-
act geometry of the device and the dielectric constants.
Since n(B) oscillates with 1/B, the potential under the
finger gate also oscillates. Fig. 3(d) shows the calculated
electrostatically induced shift of the potential or the QD
energy, ∆E as function of 1/B. We find good qualitative
agreement with the experimental data (c.f. Fig. 3(c))
despite the simplistic 2D model. The oscillation frequen-
cies in Fig. 3(c) and (d) are both determined by n. A
lower value for the amplitude of ∆E is expected in the
experiment compared to the simulations, as the poten-
tial profile in the channel varies due to stray fields from
the SG and also the FG. The SdH oscillations in all re-
gions with non-constant potential average out. Only the
central region of the channel with equal potential collec-
tively shifts the dot potential. This is overestimated by
our 2D model calculation, which explains the larger os-
cillation amplitude of ∆E compared to the experimental
data. Furthermore, we keep the Fermi energy fixed in
the simulation. A slightly oscillating Fermi energy would
have a counteracting effect on the amount of charge in
the channel and thus lead to less amplitude in ∆E.
As typical QD experiments focus on the energy shift
of quantum mechanical levels of a QD in a perpendicular
magnetic field, SdH oscillations are seen as an undesired
perturbation. In order to suppress such oscillations, we
suggest to reduce the channel width, shifting the onset
of SdH oscillations to higher fields or to modulate the
carrier density along the channel by a few percent using
multiple finger gates in order to average out the SdH
oscillations.
In summary, we have shown that a gate-defined BLG
QD can be used as a very sensitive electrometer for
probing its electrostatic environment. We are able to
indirectly probe the density of states in the neighbor-
ing channel region connecting the QD to the source and
drain reservoirs as a function of a perpendicular mag-
netic field. This method allowed resolving SdH oscilla-
tions from which we extracted the carrier density in the
lead region, as well as the amplitude of the oscillations
in the QD potential. The experimental data are in good
agreement with the results from electrostatic simulations.
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