We prove a general result that implies that very weak solutions to the Cauchy problem for the Navier-Stokes equations must be, in fact, Leray-Hopf solutions if only their initial data are (solenoidal) with finite kinetic energy.
Introduction
We are concerned with the three-dimensional Cauchy problem (1) for the Navier-Stokes equations
where v : R 3 × [0, ∞) → v(x, t) ∈ R 3 is the flow velocity field and p the associated pressure field. We recall that, for a given v 0 ∈ L 2 σ (R 3 ), a corresponding Leray-Hopf solution is a function v with the property (2) 
that solves (1.1) in a distributional sense, and satisfies the "energy inequality:" 2) where · q denotes the L q (R 3 )-norm. The existence of such a solution for an arbitrarily prescribed v 0 ∈ L 2 σ is known since the seminal papers of Leray [18] and Hopf [14] . Alongside with these solutions, there are the so-called very weak (or mild) solutions, introduced, basically, in the pioneering work of Foias [8] . Their properties were first consistently investigated by Fabes et al. [4] , and, more recently, by a number of authors, especially over the past two decades; see, e.g., [15, 1, 20, 9, 5, 2, 16, 17, 6, 7] and references therein. Precisely, a very weak solution is a field v such that
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(1) We suppose, for simplicity, zero body force and, without loss of generality, take the kinematic viscosity coefficient to be 1.
(2) L q σ (R 3 ) is the subspace of the Lebesgue space L q (R 3 ) of divergence-free vector functions, and Cw denotes the class of weakly continuous functions. Other notations are standard, like H m,q , for Sobolev spaces, with corresponding norm · m,q , L r (I; X), I real interval, X Banach space, for Bochner spaces, etc.
satisfying (1.1) in the following sense
Notice that, at the outset, very weak solutions do not possess any locally integrable derivative, and as a result, unlike LerayHopf's, may have infinite kinetic energy and overall dissipation. However, under appropriate functional hypotheses on the initial data v 0 , they exist, and are unique and smooth at least in some time interval [0, T ⋆ ), with T ⋆ = ∞ if the "size" of v 0 is suitably restricted [15, 1, 6] . On the other hand, a classical result in the Navier-Stokes theory states that if a Leray-Hopf solution meets the requirement (1.3) (the so called Prodi-Serrin-Ladyzhenskaya conditions), it is then unique (in its class), smooth and obeys the energy equality, namely, (1.2) with the equality sign; e.g. [10] . Nevertheless, as is well known, the existence of a Leray-Hopf solution satisfying ( [15] and, later on, Giga [13] . In particular, in [13, Proposition 1] it is shown that if v 0 ∈ L More precisely, we shall prove the following.
Suppose that for all small δ > 0, v meets one of the following assumptions
From this theorem we can deduce a number of relevant consequences. 
The proof of Theorem 1.1, given in Section 3, is based on ideas similar to those employed in [12] and is quite straightforward. In fact, it relies upon a simple duality argument, and a regularity result for solutions to a suitable linearization of the Navier-Stokes equations, presented in Section 2 (see Lemma 2.4).
Preparatory Results
Given a locally integrable f :
where
. We employ the usual notation (f, g) :
, and denote by
with corresponding norm
In the case q = p, we shall set W q,q ≡ W q . Finally, we put
Proof. The proof can be achieved by an argument entirely analogous to that of [12, Lemma A.1], and therefore it will be omitted.
Lemma 2.2 Let α, w 1 be a given pair of functions satisfying one of the following assumptions
and let w 2 ∈ L ∞,2 . Consider the linear forms
Then, there is a positive constant c depending, at most, on T , such that
, if α, w 1 satisfy (ii) and ψ ∈ W and
Proof. By the Hölder inequality,
Since 2(r − 2)/r + 3(s − 2)/s = 2/r ′ + 3/s ′ − 1, in the previous inequality we may use Lemma A.1 in the Appendix with p ≡ r ′ , q ≡ s ′ , which entails (2.1) 1 . Moreover, by a further use of Hölder inequality,
so that (2.1) 2 follows from the latter and the general Sobolev inequality
with the choice p = 3/2. Likewise,
and (2.2) 2 follows from the latter and (2.3) with p = 2. It remains to show (2.2) 1 . To this end, we observe that, by the Hölder inequality,
Since s ′ ∈ (1, 3/2), it follows 2 < 2s ′ /(2 − s ′ ) < 6, and so, by interpolation,
Employing the continuous embedding
, the desired property is then a consequence of the latter inequality, (2.3) (with p = 2), and (2.4).
for all ϕ ∈ D T . Moreover lim t→0 + u(t) − v 0 2 = 0, and u satisfies (1.2) (with u ≡ v).
Proof. The result is achieved in an entirely routine fashion, by employing the classical Galerkin method; see, e.g., the proof given in [10, Lemma 5.4].
Lemma 2.4 Let α satisfy one of the following assumptions
and let F ∈ C ∞ 0 (R 3 × (0, T )). Then, the problem
6)
has one (and only one) solution (Ψ, χ) with
7)
and
Proof. We begin to consider the following regularized version of (2.6)
(2.9)
′ , for any given ε > 0 we may write α = α 1 + α 2 where
Moreover, for λ > 0 let ζ = e −λ t Ψ , ρ = e −λ t χ , G = e −λ t F . (2.11)
As a consequence, problem (2.9) becomes
12)
The existence of a solution ζ in the class W r ′ ,s ′ can be established for λ sufficiently large, by a simple perturbation argument around the solution to the problem obtained by formally setting α 1 ≡ α 2 ≡ 0 in (2.12). To show this, let 13) so that (2.12) can be written as
By well known results (e.g. [3, Theorem 5.5]) one infers that (2.14) has one and only one solution
with c independent of λ. Thus, by choosing λ ≥ 2 (say) along with classical interpolation inequalities, from the last displayed equation we deduce
Next, by Hölder inequality,
Since 2(r − 2)/r + 3(s − 2)/s = 2/r ′ + 3/s ′ − 1, we may use in the previous inequality the embedding Lemma A.1 with p ≡ r ′ , q ≡ s ′ along with (2.10) to show
Furthermore, again by (2.10), we infer
and so, using in this relation the Ehrling inequality
′ with ζ solving (2.14), and endow W r ′ ,s ′ with the (equivalent) norm · W r ′ ,s ′ + λ · L r ′ ,s ′ . From (2.13), (2.15)-(2.17), by taking ε sufficiently small and λ sufficiently large compared to α L r,s , we show at once that M possesses a fixed point that solves (2.12), and, in addition, satisfies the estimate
with c independent of η. As a result, in view of (2.11) we obtain that problem (2.9) has a solution
′ that obeys the following estimate, uniformly in in η,
We now show by a simple boot-strap argument that, in fact, Ψ η ∈ W 2 . Since, by Lemma A.1, ∇Ψ η ∈ L r r−2 , s s−2 and α (η) ∈ L ∞,∞ we deduce by classical existence and uniqueness theory for problem (2.9) (e.g. which, finally, implies Ψ η ∈ W 2 . With this information in hand, it is then a routine task (see, e.g., [10, Lemma 5.4] ) to show that Ψ η is bounded in W 2 , uniformly in η. We will thus only sketch the proof. By testing (2.9), in the order, with Ψ η , ∆Ψ η , and ∂ t Ψ η , we get 
Therefore, combining (2.19), (2.20) and using also Cauchy-Schwarz inequality, with the help of Gronwall's lemma we conclude 21) with c independent of η. The desired existence result in case (i) then follows by letting η → 0 (along a sequence) in (2.9), and using the uniform estimates (2.18) and (2.21). In the case (ii), we again start from the modified system (2.12) where, this time, α 1 and α 2 are chosen with the property
Proceeding as in the proof of case (i), we show that problem (2.14) has a solution ζ ∈ W 3 2 such that ζ
with F as in (2.13). Now, for given ζ ∈ W 3 2 , by Hölder inequality we get
3) with p = 3/2), thanks to (2.22) we may deduce
Likewise, by an argument entirely analogous to that leading to (2.17) , which now uses (2.22), we show
Employing (2.23)-(2.25) and a fixed-point procedure as in the proof of case (i), we conclude that (2.12) has a solution (Ψ η , χ η ) with
2 that obeys the following estimate, uniformly in η
Next, from Lemma A.1 with p = q = 3/2 it follows ∇Ψ η ∈ L 12 5 ,2 , and so, since α (η) ∈ L ∞,∞ , by existence and uniqueness theory for problem (2.9) (e.g. [11, Theorem VIII.4.1 and Lemma VIII.4.2]) we get Ψ η ∈ W 2 . Once this property has been established, we can proceed exactly as in the proof of case (i) to obtain the uniform bound (2.21), also for the case at hand. To this end, it suffices to replace (2.20) with the following one (see [10, Lemma 5.3 
The proof then is achieved by letting η → 0 (along a sequence) in (2.9) and using the uniform estimates (2.26) and (2.21).
Proofs of Theorem 1.1 and its Corollaries
Proof of Theorem 1.1. We shall only detail the proof in the case (1.5) 1 , since the case (1.5) 2 is treated in an entirely similar way. Let χ β = χ β (t), 3β ∈ (0, T ) be a smooth non-negative function of t such that χ β (t) = 1 if t ≥ 3β, and = 0, if t ∈ [0, 2β], with |χ ′ β (t)| ≤ c/β. Replacing ϕ with χ δ ϕ in both (1.4) and (2.5), and setting w = v − u, with u given in Lemma 2.3, we obtain for arbitrary ϕ ∈ D T ,
where we also have used χ δ (t)χ 2δ
v ∈ L r,s . As a result, from Lemma 2.1 and Lemma 2.2 we can readily show that (3.1) leads to the following one , and can be thus used as test function in (3.2). Therefore, also with the help of (2.6) 1 , we conclude 
