ABSTRACT Speech is the most natural form of human communication. Major achievements have been made in developing systems that automatically recognize human speech and respond to it. An important preprocessing step in speech recognition systems (and other applications) is segmentation. Such a step is important in identifying the high-level semantics of speech sounds, including syllables, consonants, vowels . . . , and so on. There are basically two general approaches used for speech segmentation, namely, explicit and implicit (so-called with and without linguistic reference). Explicit segmentation uses a bottomup process based on the concept of fixed-size frames. Such a framework is usually used on conjunction with hidden Markov models. The varying frame size or sample-by-sample approaches are mainly used in implicit segmentation techniques, which are based on the detection of spectral distortions. The main objective of this paper is to develop a novel speech segmentation algorithm for Arabic language. In this application, we focus on the accurate segmentation of Quran recitation. The proposed system starts with a set of initial segmentations using three basic speech features: entropy, zero crossings, and energy. The segmentation results obtained are then fused at the output level using a genetic algorithm-based optimization scheme. Together with the segmentation results, we also introduce the concept of speech units to model the fundamental entities representing Quran recitation. Our results show an enhanced performance in segmentation of about 20% over that of traditional single-feature-based segmentation techniques.
I. INTRODUCTION
Nowadays, most electronic devices are audio enabled, integrate digital services for microphone-based inputs, and possess sufficient computing power for diverse multimedia applications. This technological progress has pushed forward the frontiers of human-computer interaction [1] . To make such human-machine interfaces more robust, we have witnessed over the last two decades substantial efforts in developing advanced systems able to interpret human speech and react to the input in some way.
Embedding such abilities in machines and systems has intrigued researchers for many decades, and for this reason we have witnessed major accomplishments achieved in this field. But even with such successes, much more is needed for the more challenging future of digital era. This is especially true with the advances made in multimedia context aware communication systems. The success of machine interpretation of speech is fundamentally based on automatic speech recognition systems.
Automatic Speech Recognition (ASR) is defined as the process of converting audio waves (speech acoustic signals) to corresponding words or other linguistic units based on certain algorithms [2] . Automatic speech recognition appears in many applications and IT-solutions for industrial and civil applications including: hands free operations, mobile voice applications, human computer interaction, automatic translation, hearing aids for the handicaps, automatic dictation, and simplified man-machine communication (via-voice systems), to mention a few. In speech recognition for human machine interaction, it is easy to recognize isolated words, but the challenge is to recognize continuous speech. The performance of speech recognition systems in human machine interaction is highly affected by several features such as vocabulary size, speaker dependency, and noisy environments [2] , [3] .
One of the most fundamental preprocessing tasks before recognition is segmentation. While, we generally use fixed frame length in speech processing to preserve stationary, the reality is that human voice comes out as a concatenation of speech units rather than frames. For this reason, it is important to develop robust algorithms to segment speech signals into fundamental units rather than frames.
In simple terms, speech segmentation can be defined as the process of determining the boundaries between words, syllables, and phonemes, of speech. Speech segmentation can be considered as a challenging sub-problem for numerous speech processing systems including synthesis, recognition . . . etc. Hence, robust methods for speech segmentation are crucial in speech processing.
Naturally, automatic speech segmentation offers several advantages over manual segmentation. Manual segmentation is time consuming, tedious, and the results are very subjective as every expert phonetician have his/her own method for carrying the segmentation task. Moreover, it is quite unpractical to do manual segmentations with large datasets.
In general, there are two approaches used for automatic speech segmentation: the implicit and the explicit segmentation [5] . Implicit segmentation splits incoming utterances into segments without any linguistic information while explicit segmentation splits the utterance as in a transcription scenario. The challenge in accurately segmenting speech becomes more prominent when considering language semantics. Segmentation tools that perform well for a given language can drastically fail for another language. In this work, we focus on a language very rich in semantics; that is Arabic.
The Arabic language has been used for more than 4000 years. It is one of the main languages written from right towards left. The standard Arabic language has basically 35 phonemes; 6 vowels and 29 consonants. Standard Arabic language phonemes can be classified into two main categories, vowels like ( ) and consonants like ( . . . etc.) [6] . The syllables in Arabic are based on the contrastive components that are contained in its structure. The successive contrastive elements within a syllable boundary are made up of segmental phonemes of the language. Each syllable has a main part that stands out with prominence. This part is referred to here as the ''nucleus'' of the syllable. The remaining components are referred to as 'marginal factors'. The vowel always forms the syllable nucleus while the consonant represents the marginal phonemes in the syllable structure. The number of syllables in a given utterance is identical to the number of vowels [7] . There are 5 different type of syllables in Arabic language: CV like ( ), CVC like ( ), CVV like ( ), CVVC like ( ) and CVCC like ( ). The richness in the semantics of the Arabic language gives its power in pronunciation flexibility, and diversity, but also brings with its some major challenges. This is especially true when reading the Holly Quran (Muslim Holy Book) which includes rhyming and longer than usual vowels. While accurate recitation of the Quran is, fundamentally, based on accurate Arabic pronunciation, it is, in nature, much richer in semantics and in the way it sounds. The concept of combining syllables, stressing others, stopping somewhere else, using long and extra-long vowels, is such a powerful characteristic in highlighting the beauty and the impact of Quran [8] .
Memorization and accurate reading of the Quran are of extreme importance to the majority of the Muslim population. The Quran recitation is taught in special places like mosques, religions institutions... etc. Such institutions tend to be non-profit organizations, hence, have limited access to diverse financial services. To alleviate this problem, several systems have been considered which use speech and audio in PC based interfaces [9] . Some of these have been implemented as web based systems connecting learners to expert reciters, like the OTLOOHA system. Some other systems were developed for learning recitation by listing to sound files from expert reciters, then synchronizing the reading with Quranic text. Such a synchronization task can be very challenging especially when the learners are from a nonArabic background. A model for speech-enabled Computer Aided Pronunciation Learning (CAPL) was developed for teaching Quran recitation rules automatically for non-native speakers, which was called the HAFFS system. A challenging application of the HAFSS system is to teach correct recitation across the 6000 or so verses from the Holy Quran [10] . The study used a state-of-the-art speech recognition system to detect errors in user recitation. To increase accuracy of the system, only most probable pronunciation variants, that cover common types of recitation errors, were tested by the speech decoder. Even with such initiates, however, we should note that the efforts spent in developing human-machine systems that serve Quran learning and recitation are still limited, and have only focused, so far, on the straightforward use of simple techniques, such as storing, listening, browsing,. . . etc, without using advanced machine learning systems for accurate reading and evaluation of Quran recitation.
In this paper, we develop a robust hybrid speech segmentation system based on multiple features and a Genetic Algorithm (GA) based optimization scheme to obtain accurate segment units for especially adapted for Quran recitation. The system starts by a set of initial segmentations using three basic speech features; these are entropy, zero crossings, and energy. The segmentation results, obtained, are then fused using an optimization algorithm. To further enhance the segmentation stage, instead of using basic linear regression, we propose here, to use an optimization approach based on Genetic Algorithms. For our experiments, we used the KACST dataset with manually labelled Quran syllable structures. Our results show an enhanced performance in segmentation of about 20% over that of traditional singlefeature based segmentation techniques.
The paper is structured as follows: in section 2, a literature review of speech segmentation techniques is given. In Section 3, our proposed work is discussed in details. In section 4, we describe performance evaluation of segmentation methods. In section 5 our experimental results are presented, followed by a conclusion in section 6.
II. LITERATURE REVIEW
The basic concept of segmentation is to divide something or some object into discrete entities [11] . Speech Segmentation can be used to divide continuous or connected speech into smaller discrete parts that have different acoustic properties from their neighboring segments [12] . Such discrete segments can be words, syllables or phonemes, depending on the purpose of segmentation. For example, word segmentation is the process of dividing a continuous or connected speech into meaningful words [13] .
Currently, the most accurate speech segmentation can only be obtained manually [14] . However, manual segmentation is time consuming, expensive as there is a need to hire expert humans, and may introduce human subjectivity in carrying the segmentation task [5] , [15] , [14] . Therefore, there is a need for the development of good automatic segmentation techniques. Although many attempts were made in finding a good algorithm for speech segmentation, a technical solution to the segmentation problem that is completely satisfying, from the recognition point of view, has yet to be found [16] .
There are basically two general approaches for speech segmentation, which are implicit and explicit approaches [17] , [18] , also known as blinded and aided approaches [12] . These approaches were implemented using different methods and processes. Some methods used a bottom up process while others used a top down process. Fixed frame size processing, usually used in automatic speech recognition (ASR) algorithms, is based mostly on the traditional hidden Markov models (HMMs), where as non-fixed frame size or sampleby-sample methods are used in some implicit segmentation approaches based on the detection of spectral distortions. The methods developed are also different in terms of their focus in post processing. Some segmentation methods developed for text to speech (TTS) applications, for example, require segmentation up to more granular acoustic model levels, while automatic speech recognition (ASR) applications focus on word level segmentation. Based on the application of interest, the evaluation methods are also different. However, the general evaluation criteria are match or hit, insertion and omission in comparison to reference segmentation points.
A. REVIEW OF SEGMENTATION METHODS
Automatic speech segmentation approaches can be divided into two major categories, which are implicit and explicit segmentations. The explicit segmentation algorithm is linguistically constrained to a known phonetic sequence, while with implicit segmentation, there is no prior knowledge of the corresponding phoneme sequence [17] . Both approaches have their advantages and disadvantages in obtaining segmentation; we will briefly outline previous works carried under both strategies.
1) EXPLICIT SEGMENTATION OF SPEECH
In explicit segmentation, a fixed frame size is used, which forces alignment based on a given transcription sequence leading to nearly no insertion as the number of segmentation mark equals that of the reference marks in the transcription [19] . However, explicit fixed-frame segmentation approaches require training of the acoustic information prior to segmentation. Furthermore, boundaries between phonemes frames require delicate selection processes leading to poor match with small time tolerance. The co-articulation effects occur at the phoneme level making segmentation at the phoneme boundary an impossible task [20] .
Explicit segmentation follows the human bottom up perception where word perception is understood via of combination of phonemes thus segmentation starts with phonemes first. The most popular method for explicit segmentation is based on the traditional hidden Markov model (HMM) [14] , [15] , [19] , [21] - [24] .
The HMM uses fixed size frames of 10 ms to 50 ms duration. Speech is considered statistically stationary within such short time intervals. A fixed-size overlapped window is applied in automatic speech recognition. Heuristically speaking, with framed speech is used in segmentation, there may be a possible gap between the phoneme boundaries and the segmentation point. Since phonemes are small and delicate, boundary selection in carrying the segmentation is a difficult task.
Realizing the weakness of the standard HMM methods in forcing alignment, most improvement methods use fusion with segmentation refinement algorithms. Toledano [22] used Fuzzy logic and Neural Networks for boundary refinement in the HMM. The evaluation of the work was based on the percentage of correct improvement in comparison to manual segmentation based on a given time tolerance, and the segmentation performance was better when the time tolerance is large. Demuynck and Laureys [23] compared segmentation performance of the HMM with different parameter refinement algorithms. They compared the Viterbi and Forward Backward algorithms and concluded that the Forward Backward algorithm with context dependence performs better than the Viterbi algorithm. Sethy and Narayanan [21] refined the HMM detected boundaries using a statistical model to match speech corpora. They used English data of a speaker utterance and achieved a 93% hits. Jarifi et al. [19] compared the VOLUME 6, 2018 standard HMM to the refined HMM using a mixture model (GMM) at each segmented frame boundary. The results of the refined HMM outperformed those of the standard HMM. The accuracy of the refinement HMM was 85% at 20 ms frame size. Runqiang et al. [24] improved the standard HMM segmentation using a nonlinear dynamical method based on time-dependent recurrent trend (TDRT) for phoneme boundary adjustment. The accuracy was 95.7% phoneme hits at 30ms time tolerance.
2) IMPLICIT SEGMENTATION OF SPEECH
Implicit segmentation approaches achieve segmentation without prior knowledge of acoustic information. It basically uses more general properties of a signal in detecting significant spectral changes. According to [18] , implicit segmentation is a fundamental task in human speech development and language acquisition and is considered more accurate as it specifically determines the start and the end of the linguistic unit using no phonetic information [5] . Implicit segmentation is desirable as its implementation gives fewer misdetection or omissions [25] .
Shafran and Rose [26] worked on segmentation for robust speech detection. They used a statistical approach on the smoothed short time Fourier transform (STFT) and nonparametric estimation of background noise. This experiment used speech in noisy environments reached a WER of 24%. In [27] , the focus was on syllables for segmentation. The authors used a minimum phase group delay approach derived from the short-term energy function. The result reported was 85% match at 40ms time tolerance. Sarkar et al. [28] proposed a segmentation method using the average level crossing rate (ALCR) to detect the signal changes in the time domain. The proposed method gave 85% segment match over 100 sentences extracted from the TIMIT (Texas Instruments Massachusetts Institute of Technology) speech corpus. Samad [29] et al. proposed a segmentation method based on the log energy and the Zero Crossing Rate (ZCR) as cue for Malay sentence utterances at different levels of noise. They claimed that nearly 90% of the words can be segmented. The evaluation was based on visual detection and playback. Sudhakar and Raj [30] proposed an algorithm for automatic segmentation of Indian language voiced speech by estimating the entropy of the speech data. The results showed that entropy based methods provide improved performance to that of the energy-based methods.
Researchers have also discussed different statistical approaches for automatic speech segmentation. For example, Andre-Obrecht [31] introduced statistical methods based on sample analysis unlike previous frame-based methods. The authors used, in particular, the Brandt Generalized Likelihood Ratio (GLR), Divergence algorithm, and Pulse Method. The results showed that statistical-based methods are able to detect phonemes with better accuracy for voice and unvoiced speech. Jarifi et al. [19] used the Brandt GLR methods to compare segmentation performance with that of a refined HMM model and concluded that ideal Brandt GLR method gave an improved performance to that of the refined HMM model by 10%. However, on experiments carried on music classification, then the author showed that divergence algorithm performed better than the Brandt GLR algorithm [32] . Jeong and Jeong [33] showed that the statistical methods are sensitive to the threshold value, and tuning such as threshold and the other parameters to reduce insertions would also lead to an increase in omissions.
B. ARABIC SPEECH SEGMENTATION
Given the peculiarities and richness of the Arabic language, we have also seen a number of systems developed specially for Arabic speech segmentation. Tolba et al. [34] proposed an implicit algorithm for Arabic speech consonant and vowel (C/V) segmentation. The proposed algorithm does not need special linguistic information; it is totally dependent upon a basic wavelet transformation, and spectral analysis to detect transients that happen in C/V. They applied the algorithm on 20 Arabic words recorded six times. They achieved 88.3% accuracy or C/V segmentation. Anwar et al. [35] developed an implicit phoneme segmentation algorithm using the Fast Fourier Transform (FFT) spectrogram. They achieved an overall segmentation accuracy of 95.39%. Awais et al. [36] developed a basic speech segmentation for recognition. They used a number of different cues with the best results achieved with the power spectral density (PSD) and the zero crossing rate (ZCR). They achieved 89% accuracy for eight different speakers.
Iqbal et al. [37] provided an algorithm for vowel identification that uses formant frequencies. The investigation was carried based on Holy Quran Tajweed rules. The system showed up to 90% average accuracy on continuous speech files of 1000 vowels. Some researchers also used statistical techniques (borrowed for other languages) to the Arabic. For example, Abdullah and Harfash [38] applied the principles of eigen values and eigenvectors for the first time in segmentation. A success rate of 80% was achieved for a small database of 50 spoken words. Also, Sofya and Al-Obadi [39] evaluated the maxima and minima points of the energy curve and some other statistical measures. The average segmentation accuracy achieved across several speakers was 85.4%.
Lachachi [40] used a supervised Arabic speech segmentation based on the phoneme level. He used the short-time Fourier transform to predict the phoneme boundaries based the locations of main energy changes in frequency over time. The segmentation accuracy result was 81%.
In summary, there are two categories in automatic speech segmentation: Explicit and Implicit segmentations. The main difference between them is the knowledge the transcription of the language before the automatic segmentation. Also we can see that the explicit segmentation mainly depends on the classification algorithms to refine the segmentation parts, but the implicit segmentation depends on the feature extraction algorithms to detect the changes in the speech 
III. THE PROPOSED AUTOMATIC SPEECH SEGMENTATION
In this work, we aim at developing a robust implicit automatic speech segmentation scheme especially dedicated for Quran recitation using a feature fusion technique together with a genetic algorithm. The major challenge is that we don't have a dataset that has a full phoneme transcription for Quran recitation, and also there are several phonemes for Quran not founded in Arabic language. For example, when we say ( ) (disconnected words), in Quran these two words will be read as ( ) (one connected word). This concept is called ( ) and specific for Quran recitation but not found when reading standard Arabic. This is one of the many instances where standard segmentation techniques used for other languages or Arabic doesn't apply Quran recitation. To track such linguistic richness, we propose a robust blind speech segmentation technique in this work. The proposed system is organized around the following steps (see Fig. 1 ): Preprocessing, Feature extraction, Speech Segments Detection, Post Processing of Detected Segments, and Optimization using a Genetic Algorithm. Each of these steps will now be discussed in details.
A. PRE-PROCESSING
Since we are proposing an approach for automatic speech segmentation, mainly focusing on Quran recitation, we have opted to use in our experiment the comprehensive KACST database [41] . The database was developed with full phoneme description of Arabic language. In this database, the acquired speech is sampled at a frequency of 44.1 kHz. Sampled speech is then preprocessed to yield frames of acoustic observations from which features are extracted. In order to the flatten speech spectrum, a pre-emphasis filter of the function (1 − αz −1 ) was used before windowing and further analysis. The filter was then followed by windowing to divide the speech signal into a sequence of frames; each frame has length 1100 samples/frame, so that each frame can be analyzed separately while preserving stationarity.
B. FEATURE EXTRACTION FOR SPEECH SEGMENTATION
The main block of automatic segmentation systems is feature extraction; we need to extract robust features from speech data, which directly reflect the nature of speech and have strong discriminatory power to identify consonant and vowels. The short term energy feature is a very important variable in automatic speech segmentation. It can distinguish between consonant and vowel syllables in speech. The short term zero crossing rate feature is another variable used to distinguish between voiced and unvoiced syllables. Here, we introduce a new feature for Arabic speech. More specifically, we use the entropy feature which mainly characterizes the degree of complexity in speech, and other physiological signals.
In what follows, we will briefly describe these features and their importance with respect to automatic segmentation.
1) THE SHORT-TIME SIGNAL ENERGY FEATURE
The short-term energy is one of the most important features used in automatic speech segmentation [42] . It is an excellent characteristic for discriminating between consonant and vowel syllables, as it has a high value for vowel syllables, and a low value for consonant syllables, as represented with red color in Fig. 2 . The shot-term energy is determined by dividing the signal into frames using windowing, then for each frame, the squares of the sample values are averaged over the frame [43] . The short-time energy function of a given speech frame with length N is defined as:
Where x(m) is the discrete-time audio signal, n is time index of the short-time energy, and w(m) is a window function of length N. In practical setups, the Hamming window is generally used. The energy values for the utterance ( ) are shown as a red color in Fig. 2 . 
2) THE SHORT-TIME AVERAGE ZERO-CROSSING RATE FEATURE
The short-term zero crossing rate is also an important feature in automatic speech segmentation. This feature calculates the number of zero crossing in a given frame. It is an excellent characteristic for discriminating between voiced and unvoiced syllables, as it has a low value for voiced syllables, VOLUME 6, 2018 and a high value for unvoiced syllables as represented with the red color in Fig. 3 . The short-term zero crossing rate also determined by dividing the signal into frames using windowing, then, for each frame, the number of zeros crossing is calculated [44] . The short-time average zero-crossing rate is defined as:
Where, sgn(x(m)) is given by:
The ZCR values for the utterance ( ) are shown as a red color in Fig. 3. 
3) THE ENTROPY FEATURE
The notion of entropy has been used to characterize the degree of complexity or chaos in speech as well as in other physiological signals [45] . The entropy for each frame is computed as follows [46] .
where x i = {x 1 , x 2 , . . . , x N } is a set of random observation, and p(x i ) is a probability of an observation x i . The relation between entropy and signal processing is based on the hypothesis that a noise (white noise) is a projection of a system in thermodynamic equilibrium into a signal. As a result, the noise is supposed to have the highest entropy value while speech sounds (and mainly periodic sounds like e.g. vowels) have significantly lower entropy values as such signals are more organized and require an extra energy (or effort) to be produced in such an organized manner. Recently, speech segmentation using entropy has been included as a robust feature for automatic speech recognition [46] , [47] . It is useful in distinguishing between segment units based on tracking the consonant/vowel sequence in a given segment unit.
The algorithm can be easily implemented online with a unit frame delay; however for clarity of presentation, we assume that we have the entropy profile ξ for the complete speech data available, where
where we assume m to be the total frames in the incoming speech. The entropy values for the utterance ( ) are shown as a red color in Fig. 4 . We notice in Fig. 4 , the entropy in the consonant region has higher value than in the vowel region. 
C. SPEECH SEGMENTS DETECTION
After estimating the different features from the speech signal, a thresholding algorithm is applied in order to detect the speech syllable segments. We used common statistical measures as thresholds such as median [28] , mean [48] , [49] and mode. Each of these statistical measures has its own strengths and weakness. The most traditional results measure is the mean. While it fits well when representing monomodal symmetric data, however, the mean is very sensitive to extreme values and outliers. Another measure related to the mean especially for mono-modal distributions is the mode. This measure fails when the distribution exhibits more than one mode and proven to be theoretically not well founded. Drawing for its power in image enhancement and segmentation, the median is seen as a qualitative average, not affected by outliers. The median exhibits a number of other advantages even though it is computationally more expensive to compute and its statistically modeling is a challenging task [50] . For the sake of completeness, we discuss the performance of all three measures in segmentation (see section on experiment results).
D. POST PROCESSING OF DETECTED SEGMENTS
While the results using simple thresholding are satisfied, we noticed that all features when used with simple thresholding resulted in a non-negligible number of false boundaries. Most transition errors happened because of noise/silence frames, or across two short segment units. To reduce the number of false boundaries, we enhance length of resulting segments. When a given segment is below a certain length, we consider it to be part of the previous segment and add it to that segment. The rationale for such a step is that humans do not generate very small duration sounds (segments) as speech segments have to achieve a certain minimum duration.
Quran recitation, in particular, we have some words that very long like ( ) ( ) . . . . etc. Such words cover at least 4-5 segment units. In general, the length of the most segment units in the Quran, is between 2 to 8 phonemes in one segment unit [51] . Experimentally, the smallest phonemes were found to be stops phonemes like ( , and ) with phoneme length between 7 ms and 10 ms [51] . The longest phoneme in the Arabic language are shown to be the nasal phonemes like ( ) with phoneme lengths of up to 24 ms. In Quran, the longest phonemes are shown to include up to six successive long vowels (V6), which results in segment of 100 ms in length [51] .
According the segment unit criterion in the Quran, we fixed these errors using following rule: If the segment unit is less than a certain minimum number of frames, then this segment unit is merged with the previous segment unit, and so on. The detected speech segments using the energy feature before and after post processing are shown in Fig. 5 (a) . 
E. ROBUST BOUNDARY PREDICTION USING FUSION TECHNIQUES
The block diagram of the proposed regression fusion scheme for combining different segmentation engines is presented in Fig. 6 . This is a general fusion scheme and is independent of the individual segmentation engines used.
Let us define a set of N predicted syllable transition positions, {S i }, where 1 ≤ i ≤ N, as being the outcomes of N different segmentation engines. These engines produce syllable boundary predictions that are independent of each other. As an example of fusion, the individual predictions can be combined using a regression function, f (.), to create a new syllable transition predicted positions where S fus = f(S 1 ,S 2 , . . .S N ). The parameters of the fusion function are adjusted by minimizing an error function between the real and the predicted syllable transition positions over the training dataset. For the true syllable transition positions, we consider the manually annotated labels of the syllable boundaries available in the speech database used for training [17] .
Using a simple regression, however, leds to many errors in the boundaries. To complement the simplicity of the regression formulation, we investigated more advanced approaches. Here, we introduce a new approach for fusion of segmentation results using a new optimization framework based Genetic Algorithms. For the sake of completeness, we will briefly outline the basic fusion approaches with optimization. Then, we discuss the basic regression based approach, followed by our proposed approach.
For basic fusion, we used the initial segmentation results from energy, zero crossing rate, and the entropy features as input to the system. The results are concatenated into a 3-dimensional vector, then in a final segmentation step, a rule based on the minimum number of frames to form a syllable is implemented. In addition to this simplistic approach, a number of more advanced approaches have also been investigated. These include linear regression, neural regression, SVM regression,. . . etc. [17] . In our work, we started by a linear regression on the individual segmentation techniques.
For linear regression, the segmentation results from the individual features are weighted and summed as in the following equation:
Where M is the number of boundary segmentations, N is the number of segmentation engines and w j are estimated using a least squared minimization approach over the training data. S j (i) is determined as:
Where K is the total number of boundaries in each utterance for each automatic segment engine (S j ). VOLUME 6, 2018 While implementing and testing the above regression algorithm, we faced two main challenges. First, we needed to specify the frame size in advance. Second, the minimum number of frames per syllable is also a challenge as it needs to be specified a priori. To handle the two challenges above, we develop here a new optimization architecture that automatically determines the optimal frame size and the minimum number of frames per syllable. The optimization scheme, implemented here, was based on a typical Genetic Algorithm.
F. SEGMENTATION USING GENETIC ALGORITHMS
Genetic algorithms form a special class of optimization schemes. The concept is based on a set of candidate solutions to a given problem where we start with a set of random solutions. Each candidate set is typically an ordered fixedlength array of values (called 'alleles') for different attributes ('genes'). The set of alleles for a given gene is group of possible values that the gene can possibly take. So, in building a GA for a specific problem, the first task is to decide on how to represent possible solutions. Genetic Algorithms are different from other optimization and search methods; as these works with a coding of the parameters, not the parameters themselves. The search in GA depends upon a population of points, not a single one. Also, GA uses the objective function itself, not derivatives or other auxiliary knowledge based on probabilistic/deterministic characterization [52] , [53] .
In Fig. 7 , we briefly outline the flow of steps in a basic Genetic algorithm [54]:
1. Initialization: A set of candidate solutions is randomly generated, and then the algorithm goes through iterations till convergence. 2. Evaluation: Using some predefined problem-specific measure of fitness, a value is allocated to each measure of the solution set. This measure is called the candidate's fitness function. 3. Selection: Select pairs of candidate solutions from the current generation to be used for breeding. This may be achieved in either a random or a stochastic manner. 4. Breeding: Produce new individuals by using genetic operators on the individuals chosen in the selection step. There are two main kinds of operators: Recombination and Mutation [54] . Here, we used mutation. 5. Population update. The set is altered, typically by choosing to remove some or all of the individuals in the existing generation, and replacing these with the individuals produced in the breeding step (step 4). The new population thus produced becomes the current generation, and we start the iterative process again.
For our specific application, the initial population is generated using uniform pdf with a size twice that of the number of segments obtained from the fusion step [55] . To focus on the application of interest, we only discuss here the cost function and leave out the details of the algorithm. The objective function we minimize here is the mean squared error between the real and predicted boundary segmentations based on the 
Where M is the number of segment units, and γ is predicted boundary segmentations from the fusion methods. The details of the F-measure function will be described in the next section.
IV. PERFORMANCE EVALUATION OF SEGMENTATION METHODS USING THE F-MEASURE
For typically pattern classification problems, a number of measures have been introduced to quantify the overall performance of developed algorithms. For classification tasks, the terms true positives, true negatives, false positives, and false negatives are used to summarize the performance of the classifier being evaluated. The terms positive and negative refer to the classifier's prediction, and the terms true and false refer to whether the prediction matches the observation. If we define P as positive instances, and N as negative instances for a given experiment, the precision and the recall measures as becomes:
Where t p is the true positive, f p is the false positive and f n is the false negative. There measures are used to compare 43164 VOLUME 6, 2018 between detected and real change points in the corpus under investigation. The most important measures used, are FD and FR which are calculated as shown in Equations 11, 12 [40] .
FD = number of false detections total amount of detections (11)
FR = number of missed detections total amount of true chage points (12) where, FD (False detections) is number of points which are not real change points in the reference corpus; but, are detected by the system as change points. These points are called False Alarm (FA). Total number of detections is the total number of points detected by the system as change points. The missed detection is number of points which are real change points in the reference corpus but, are not detected by the system as change points. These points are called Missed Detection (MD). Total number of true change points is total number of points correctly detected by the system as change points. To determine the accuracy of segmentation method, F measure is defined as shown in Equation 13 .
In the next section, we will see our experimental results based on the proposed work as mentioned above.
V. THE EXPERIMENTAL RESULTS
To test the performance of the proposed segmentation algorithms, it was necessary to acquire a database that is manually segmented covering Quran recitation. Since an appropriate speech corpus of the Quranic sounds was not available online, we used the Quran database from the Research Center at King Abdulaziz City for Science and Technology (KACST), Saudi Arabia. This database covers speech data from expert reciters memorizing the Quran and includes manual phoneme segmentation of the Arabic language. The sampling frequency of the recorded data is 44.1 kHz, and the total number of sound files is 5935 with an average of about 594 files per reciter, and about 50 minutes of duration per reciter.
In our work, we updated the two reciters from this database by introducing manual syllable segmentation according the Arabic language rules. In Arabic language, there are five types of syllable structures: CV, CVV, CVC, CVVC and CVCC. We resegmented the data according to these syllable structures manually and used these in our experiments. We used the resulting manual syllable segmentations as a reference base, to evaluate our proposed methods for automatic speech segmentation. All of our experiments depend on frame based techniques and the segmentation accuracy was measured in terms of the percentage of predicted boundaries within a tolerance ( ) of zero frame, ± one frame and ± two frames from the manually annotated boundary labels. The zero frame means no difference between manual and predicted automatic segmentation, while one frame means ± one frame error tolerance difference between manual and predicted automatic segmentation. The two frames means ± two frames error tolerance difference between manual and predicted automatic segmentation.
At first, we started with a standard experimental setup. We used 80% of the data for training, and the remaining 20% for testing. The frame width was 25 ms, and the minimum number of frames for any segment unit was set to 4 with the being equal to 2 frames. We used the median method as a threshold over the six following segmentation methods: Energy, Entropy, ZCR, Basic fusion, Majority voting and Linear regression. Basic fusion, here means, we combined all the results from all the individual automatic segmentation engines, then we sorted the combination results as boundaries for each utterance. The results are shown in Table 1 , where Precision (PCR), Recall (RCL), and F-measures are estimated as discussed in section 4 above. We note from the table that the entropy measure provides the best segmentation results compared with other individual measures. Moreover, we see that simple fusion, which is rulebased (basic fusion), provides good results without the need for using linear regression.
From the above, we note two main challenges: the frame width, and the minimum number of frames per segment unit. To consider these challenges, we discuss here two scenarios: a compromise between frame width and number of frames to form a syllable for each segmentation technique, and an enhancement of the segmentation results using optimization techniques.
Under the first scenario, we compared the results of each segmentation algorithm against manual segmentation. We tested different values of frame size with a minimum number of frames of 2 to create a segment unit. The F-measure results are presented in Table 2 . It is clear that the performance changes with the frame size, however, such a change is not monotonic. For instance, with the entropy feature, the F-measure increases with the frame size then decreases again after a certain width. As such, defining a certain frame width is not expected to provide optimal segmentation results. Hence, as we will see below, a sequel optimization step is needed to obtain the best possible segmentation results.
In contrast to the scenario above, we fixed the frame size, and considered different values for the minimum number of frames/segment unit. The results are shown in Table 3 . Once again, it is clear that, the performance changes with the minimum number of frames, in a non-monotonic fashion. Both results in Tables 2 and 3 , show the need to develop VOLUME 6, 2018 optimization techniques with respect to the minimum number of frames/segment unit and the optimal frame width.
To tackle the challenges mentioned above, we propose to use an optimization technique to predict both the frame size and the minimum number of frames/segment unit. Here, we use a genetic algorithm to find the best prediction boundaries over the six segmentation methods. Genetic Algorithms have a different specification than other optimization and search methods; as these works with a coding of the parameter set, not the parameters themselves. Moreover, GAs use the objective function, not its derivatives or other auxiliary knowledge based probabilistic/deterministic characterization. In our work, the genetic algorithms solve a problem by, roughly, generating, changing, and evaluating candidate solutions to the problem of interest. A candidate solution to a problem is called a chromosome, and a chromosome is usually a bit string or some other encoding or representation of a solution. Initially, a random population of such chromosomes is generated. Changing chromosomes is done by mutation and/or crossover operators, while chromosomes (candidate solutions) are evaluated by way of a domain dependent fitness function, which first decodes the chromosome, then evaluates its optimality, as a solution to the particular problem being addressed.
The model parameters of GAs such as population size, reinsertion rate, migration rate, are chosen empirically. The objective function is the mean squared error between the real boundaries and the predicted boundaries for the six methods discussed above.
In our work, the number of observations (utterances) was 1128 (for two reciters), and the setup optimization parameters were as follows: frame size is between 25 ms and 50 ms, and the minimum number of frames/segment unit is between 2 and 10. The GA is applied to obtain the segment unit boundaries. Under this scenario, we consider three main cases:
Case 1: Optimizing the individual segmentations (Energy, Entropy and ZCR), where the optimization parameters are: frame size and the minimum number of frames/segment unit. The F-measure results after applying the optimization technique are shown in Tables 4. For each individual segmentation algorithm, we used different statistical threshold measures (median, mean, and mode) to find the best among these measures. Our results show that the median threshold measure leads to the best results which concurs with previous work [48] . Case 2: Optimizing the rule-based basic fusion segmentation. Here, the parameters are: frame size, minimum number of frames/segment unit for each individual segmentation, and the minimum number of frames/segment units after apply the rule-based basic fusion. The optimization is performed over five parameters. The F-measure results are shown in Table 5 , where we considered three possible values for the frame. We note that, when we optimize the rule-based basic fusion, the result come closer to 100% with an enhancement of at least 16% compared to the individual segmentation methods.
Case 3: Optimizing the linear regression fusion method. In this case, the parameters are: frame size, minimum number of frames/segment unit for each individual segmentation, and the linear regression coefficient parameters corresponding to the individual segmentation methods. We started by considering all the individual segmentation methods (Energy, ZCR and Entropy), with the F-measure results, after applying optimization, displayed in Table 6 . We can see that with the optimal values, we get an accuracy of 89%. We then performed an experiment in which we only considered two individual segmentation methods, namely Energy and Entropy. In this case, we were able to achieve an almost perfect segmentation of 98.7% as shown in Table 6 . The experiments show that the pair (Energy and Entropy) is compatible with linear regression combination and leads to excellent segmentation. Note that when all three individual segmentations are fused and because of diversity in the three approaches, the combination did not achieve perfect accuracy [17] , [56] , [57] .
For a simple visualization of our work, we display in Fig. 8 , the segmentation results for a typical recitation segment, namely '' ''. First, we display the segmentation results using the individual features (Fig. 8.(a, b, c) ), where we note either missing boundaries or false insertions. We see that a reasonable improvement in segmentation accuracy is obtained when the linear regression approach is used (Fig. 8.d) . However, the best results are seen in Fig. 8 .e using our proposed approach which fits well the manual segmentations (here, omitted to make the figures more readable). The accuracy shown above has been noticed across all types of speech segments obtained from Quran recitation. To summarize our findings, we display in Fig.9 , the performance in terms of precision, recall, and F-measure for all the scenarios discussed in our experiments. Few notes can be outlined from the figure. We see that among the individual segmentation techniques, Entropy provides the best results. As we outlined before, to the best of our knowledge, this is the first time that entropy is being used for Arabic speech segmentation. While the linear regression approach provides consistent results, the accuracy is not outstanding compared to the individual segmentation techniques. More importantly, we see that the proposed segmentation technique provides the best results consistently and with respect to all performance measures.
VI. CONCLUSION
In this paper, we propose a new hybrid speech segmentation algorithm using a GA optimization scheme over multiple features. The algorithm uses numerous independent individual segmentation methods, to produce multiple predictions of boundary positions. These predictions are used as input to the proposed fusion method. To optimize the overall system, we considered two main challenges: frame size, and minimum number of frames / segment unit. To handle these challenges, we used a GA to optimize these two parameters together with the combination coefficients, to obtain the final optimal predicted boundaries. The experimental results show significant improvements in segmentation accuracy of the proposed method, when compared to the best performing baseline segmentation technique. The results show an VOLUME 6, 2018 improvement accuracy of 16% over the best performing single feature, and 10% improvement over the linear regression based approach. Overall, an almost perfect accuracy was obtaining with respect to manual segmentation. These results were obtained over the KACST database, but superior results are also expected over other similar databases. The findings for this work are now being used for further classification and quality of recitation/reading tasks, as related to Quran recitation and Arabic language.
