Abstract. Surveillance systems that operate continuously generate large volumes of data. One such system is described here, continuously tracking and storing observations taken from multiple stereo systems. Automated event recognition is one way of annotating track databases for faster search and retrieval. Recognition of complex events in such data sets often requires context for successful disambiguation of apparently similar activities. Conditional random fields permit straightforward incorporation of temporal context into the event recognition task. This paper describes experiments in activity learning, using conditional random fields to learn and recognize composite events that are captured by the observation stream.
Introduction
The sheer volume of video data in surveillance applications presents challenges for search and annotation. Event recognition algorithms offer one approach to the problem of focusing attention on interesting yet tractable subsets of the video stream. Much work has been done to date on the problem of event recognition in video streams [5, 1, 8, 13] . Recent progress in event recognition has led to the development of ontologies for describing composite events in various domains [10] . Ontologies describe composite events in terms of primitive or atomic events. For the purposes of this paper, primitive events are those that represent shortterm changes (often paired to form intervals) in mover state. Composite events (as described in [10] using the VERL formalism) can be defined using a variant of first order logic. While primitive events are usually easy to extract from the data stream (e.g., standing vs. moving), the extraction of composite events requires finding satisfying variable assignments (primitive event instances) for a logical proposition. It is of interest to know whether such instances can be learned (and whether ontologies can be defined or refined through learning).
In this paper, we describe steps toward automatic annotation of video datasets using CRFs (conditional random fields [7] ) to infer composite events from the raw data stream. Some success has been achieved through the use of Markov models for activity recognition [9] . The Markov assumption, however, does not easily permit Markov models to explicitly capture contextual information. To compensate for this, hierarchical Markov and semi-Markov models have been proposed, where model layers capture sequence properties at different time scales [2] . In contrast, CRFs explicitly model conditional dependencies in the input stream, and can therefore directly capture temporal context that is not immediately available to an approach based on Markov models. Context can be crucial for disambiguating actions that are similar in appearance.
CRFs have recently been applied to the problem of activity recognition in a model domain [14] , activity analysis in annotated video [16] and in video motion analysis [11] . These results are promising, and we wished to understand whether CRFs would work well using less constrained data. In contrast to the efforts cited above, no prior annotation is performed here except to provide ground truth for training, and no body part fixturing is required. Subjects were performing natural activities in a familiar environment without regard to the sensors. 
System Overview
The testbed for this work is a multisensor stereo tracking system. Sensors are fixed to the ceiling of an office area and can monitor high-traffic areas such as hallways and document preparation rooms. One of the sensors monitors a hallway containing a restroom and two vending machines, and this area is the environment of interest for this paper. Figure 1 shows an example of data collected from one of the system's sensors. Sensors are fully calibrated and situated within a geospatial site model of the environment. Local environment geometry can be modeled and overlaid on the sensor image, as shown in this figure. All tracks are geolocated and can be analyzed in the context of site geometry, although this data is not used for the experiments described here.
Each sensor delivers stereo and video data to a small dedicated processor that performs plan-view tracking to extract samples of the movers in the scene [4] . The tracker extracts image chips, floor histograms, and position information for each sample. Floor histograms are obtained from the stereo-derived points p that are included in the mover's bounding box. For a given floor histogram bin x, y, let S be the set of points p contained in that bin. Each histogram bin H(x, y) is the sum of z values that fall in that bin:
Thus at each sample in time, the floor histogram encodes information about the posture of the mover. Samples are timestamped and delivered to a central analysis and archive host, where observations can be entered into a database or otherwise saved to disk. Sample rates are typically on the order of 7 to 10 Hz. 
Track Processing
Vending machine purchase events are composite, consisting of several distinct phases. The buyer must first choose the item. In many cases, prospective buyers will simply walk away if items are too expensive or if the desired item is not found. After making a decision, a buyer then needs to insert money into the machine, press the appropriate buttons, and stoop down to retrieve the selected item. Position and velocity alone are therefore insufficient for correct recognition of purchase events. Recognizing a purchase requires an analysis of position and posture over the time course of the purchase event, and the ability to detect all the required components of the event in proper order without being confused by "near misses". To complicate matters, a recycling bin sits next to the vending machines. Stooping motions are observed for both the vending machines and the recycling bins, so this motion by itself is not sufficient to distinguish between recycling and purchasing activities. The context of the action is therefore crucial in correctly identifying purchases.
Conditional Random Fields
The type of CRF used here is a linear-chain conditional random field [12] , which corresponds in structure to a Hidden Markov Model (HMM). Figure 2 illustrates the graphical model corresponding to an HMM. Given a sequence of observations x t and labels (or states) y t , an HMM models the distribution p(x|y), the probability of observation x t given state y t . It is therefore a generative model. Furthermore, the Markov property holds that the probability of a transition to state y t only depends in the immediately prior state y t−1 . HMMs generally require extra machinery to consider temporal context.
In contrast, conditional random fields model the conditional probability p(y|x), the likelihood of label y given the observation x. Typically, the set of labels and observations is structured as an undirected graphical model. This graphical model is not constrained to look solely at observation x t , but can incorporate observations that are arbitrarily far away in time (see Figure 3) . CRFs are discriminative, since they infer the label y from the observation sequence. CRFs are trained by optimizing p(y|x) with respect to sequences with ground truth labels.
CRF Features
The combination of mover position, velocity, and posture are used here for event recognition. Raw postural information is represented by a 16x16 floor histogram. The histogram is a 16x16 array that represents approximately 1 square meter of floor space centered on the mover (see Figure 4 ). To make training over this feature space more tractable, eigenposes [3] are used to reduce the histogram space to a 6-dimensional posture component space. Eigenposes were computed by selecting random floor histograms H from track positions that were evenly distributed throughout the capture volume of the sensor. A total of 48 tracks, most of which were short walks through the capture volume, were used to train this aspect of the system. This yielded approximately 1000 usable floor histograms in H.
Matrix A is constructed by taking the inner products of floor histograms:
After singular value decomposition of A, first six left singular vectors u of A are used as bases for constructing six principal component eigenposes {O k , k = 1...6} derived from the floor histograms. Each singular vector u (k) of A serves as a set of coefficients for a linear combination of the original floor histograms H i to get O k :
The set of operators O can be applied (using an inner product) to each floor histogram in a track to compute six characteristic curves for posture change over the time course of a track. Figure 5 shows the first six normalized eigenposes obtained from the 48 tracks. After computation of the eigenpose basis, each incoming floor histogram can be represented in a six-parameter posture space for further analysis. Figure 6 shows the time course of posture space for a sample track in which the mover is walking through the capture volume. Although the eigenposes are heavily biased toward walking gaits, they are sufficient for capturing the postural changes that occur in vending machine purchases. CRF input features are defined using x, y floor position, x, y velocity, and six posture components. All features were discretized to integer values so that floor position is expressed in tenths of meters, velocity is tenths of meters per second, and each posture component is normalized to the interval [0,100]. Time of day is also represented as a string using 24-hour time (i.e., 17:00 is 5PM). Thus, the input to the CRF can account for the fact that vending machine purchases are more likely to be made at certain times of the day. In the CRF template, temporal features are established with a maximum window size of 0.4 second (4 temporal bins). Bigram features are included to enforce label consistency across time.
Experiments
Using the discretizations and feature templates described above, tracks were transformed into state sequences and supplied as input to the CRF++ package [6] . A training set was gathered from the dataset archive and labeled, consisting of a total of 144 tracks, 20 of which represented true vending machine purchases. The remainder of the training set contained an even mixture of walks through the vending machine area, subjects that were standing (usually in conversation) but not buying, and window shopping. In addition, four tracks were nonpurchase events where the subject apparently needed more money before making a successful purchase. All tracks were ground-truthed by marking events using a timeline browser. The browser allows the user to scroll the timeline to see the time course of tracks. Users can create event descriptions by defining intervals with the mouse. True vending machine purchase events were marked as "BUY" events regardless of which machine was used, while the remaining time was marked as "DEFAULT".
For these experiments, 14 "BUY" tracks were used for testing, and 35 non-BUY examples were tested, including 4 conversations, 5 loiter sequences, 3 reach actions, 4 recycle actions (where objects were tossed into the recycle bin next to the machines), and 20 normal walks through the capture volume. A sequence was marked as a "BUY" event if it contained at least one such label in the output from the CRF classifier (although in no case were fewer than 30 "BUY" labels seen in a positive sequence). All data in the test set was annotated in the same way, as the training data.
The regularization parameter was varied from 6 to 10, and the number of posture bins was varied from 20 to 100. The resulting true and false positive rates as functions of regularization and posture binning are shown in Figure 7 . The maximum false positive rate in this set of experiments was approximately 2%, while the lowest was 0%. The maximum true positive value of 100% is observed over most values of posture binning and regularization. Reach and recycle activities tended to produce the most false positives. These actions have more features in common with vending machine purchases (hand movement and stooping posture, respectively) than activity that consisted solely of walking or standing.
Conclusion
Recognition of vending machine purchase events, and distinguishing these events from similar actions, such as stooping to pick up change, or placing an item into nearby recycling bins, requires analysis of the context of the action. In this case, insertion of change, selection of an item, and retrieval of the item must all occur for a true purchase event to be identified correctly. Since our data is of limited resolution, it is inevitable that some event labelings will be incorrect. Nonetheless, within the confines of this experimental setup, good recognition results were achieved.
Regularization parameters of 8 to 10 in combination with posture binning using 40 to 70 bins per component tended to produce the best results. Within this range, all vending machine purchases in the test set are correctly identified, and generally, only 1 to 3 false positives are found out of 36 true negatives. Extremes of discretization will degrade performance, so care must be taken in finding the best posture discretization for a given eigenpose basis. Other methods for dimensionality reduction [15] may improve the quality of postural features. Characterization of performance as a function of training set size is part of our ongoing work, as is tuning of the feature templates (e.g., the temporal range) for CRFs. The labor required for annotation of observations with ground truth constrained the amount of training and test data available for this study, although with time a larger corpus can be established.
Conditional random fields appear to work well for complex activity recognition. The current study represents ongoing work in characterizing the recognition power of CRFs and the degree to which changing experimental conditions affect the classification competence of the method. Our initial thinking was that CRFs could naturally be applied in a hierarchical context by supplying labels for primitive events, which then supply event label likelihoods to algorithms that can infer the presence of composite events. The current paper is an outgrowth of a feasibility study that indicated CRFs can do well when applied directly to the recognition of composite events. In retrospect, this is not surprising since CRFs can take full advantage of the temporal context present in the raw data stream. A more detailed study is required to directly compare the abilities of CRFs and HMMs in recognizing event sequences of similar complexity.
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