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Abstract
It is shown that for the inclusion of factors (B ⊆ A) := (W∗(S,ω) ⊆ W∗(R,ω)) corresponding to an
inclusion of ergodic discrete measured equivalence relations S ⊆ R, S is normal in R in the sense of
Feldman–Sutherland–Zimmer [J. Feldman, C.E. Sutherland, R.J. Zimmer, Subrelations of ergodic equiva-
lence relations, Ergodic Theory Dynam. Systems 9 (1989) 239–269] if and only if A is generated by the
normalizing groupoid of B. Moreover, we show that there exists the largest intermediate equivalence subre-
lation NR(S) which contains S as a normal subrelation. We further give a definition of “commensurability
groupoid” as a generalization of normality. We show that the commensurability groupoid of B in A gener-
ates A if and only if the inclusion B ⊆ A is discrete in the sense of Izumi–Longo–Popa [M. Izumi, R. Longo,
S. Popa, A Galois correspondence for compact groups of automorphisms of von Neumann algebras with
a generalization to Kac algebras, J. Funct. Anal. 155 (1998) 25–63]. We also show that there exists the
largest equivalence subrelation CommR(S) such that the inclusion B ⊆ W∗(CommR(S),ω) is discrete. It
turns out that the intermediate equivalence subrelations NR(S) and CommR(S) ⊆R thus defined can be
viewed as groupoid-theoretic counterparts of a normalizer subgroup and a commensurability subgroup in
group theory.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let A be a (separable) von Neumann algebra. Feldman and Moore showed in [6, Theorem 1]
that, if A contains a Cartan subalgebra D, then there exist a discrete measured equivalence re-
lation R on a standard probability space (X,μ) and a 2-cocycle ω on R such that the inclusion
D ⊆ A is isomorphic to W ∗(X) ⊆ W ∗(R,ω), where W ∗(R,ω) is sort of the matrix algebra
over R twisted by ω, and W ∗(X) is the subalgebra of diagonal matrices. Thus their result fully
characterizes von Neumann algebras having Cartan subalgebras in terms of discrete equivalence
relations.
In [1, Theorem 1.1], the first author of the present article further strengthened the evidence
linking inclusions D ⊆ A of the type described above with equivalence relations, by showing that
there exists a bijective correspondence between the intermediate subalgebras of D ⊆ A and the
equivalence subrelations. Namely, he proved that every von Neumann subalgebra B satisfying
W ∗(X) ⊆ B ⊆ W ∗(R,ω) must be of the form W ∗(S,ω) for a (unique) equivalence subrelation S
of R.
In the meantime, in [7], Feldman, Sutherland and Zimmer developed the theory of inclusions
of equivalence relations. To every pair of an ergodic discrete equivalence relation R and an
equivalence subrelation S , they associated a very special cocycle σ from R to a permutation
group. The cocycle σ is called the index cocycle for S ⊆R. By using the index cocycle, they
introduced a notion of normality which is a groupoid analogue of normal subgroups in group
theory: they defined for the equivalence subrelation S to be normal in R if S is equal to the
kernel of σ .
Given the results of Feldman–Moore and Aoi mentioned above, we would reasonably infer
that every phenomenon that occurs in equivalence relations can be in principle “translated” into
the one in the framework of operator algebras, and vice versa. Thus a simple question arises: what
is the notion in operator algebras corresponding to the normality? One of the main purposes
of this paper is to give a complete answer to this question in the case where an intermediate
subalgebra is a factor. Namely, we will characterize the normality in the sense of [7] in a purely
operator-algebraic term.
Since normality, by its nature, involves 1-cocycles on equivalence relations, our strategy to
achieve this goal is to study such cocycles in detail. In connection with this, we have already
succeeded to prove in [2] that the 1-cocycles on an equivalence relation bijectively correspond
to the coactions on the corresponding von Neumann algebra which fix the Cartan subalgebra.
Because of this result, we will focus on coactions on von Neumann algebras. As a first step, by
extending the notion of almost periodicity for actions of abelian groups, we give a definition of
an almost periodic coaction (Definition 3.1). We shall show that, if the fixed-point algebra of an
almost periodic coaction is a factor, then it essentially comes from a coaction of a discrete group.
We further define for a 1-cocycle on an equivalence relation to be almost periodic as the
corresponding coaction being almost periodic. We will then show that an ergodic subrelation S
of an ergodic equivalence relation R is normal if and only if there exists an almost periodic
coaction α on W ∗(R,ω) such that its fixed-point algebra W ∗(R,ω)α is equal to W ∗(S,ω).
Moreover, it also turns out to be equivalent to the condition that S is the kernel of an almost
periodic 1-cocycle.
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ent point of view. For this purpose, we consider the normalizing groupoid of an intermediate
subalgebra of D := W ∗(X) ⊆ A := W ∗(R,ω). Here, for a von Neumann subalgebra B with
D ⊆ B ⊆ A, the normalizing groupoid GN (B) of B in A is a family of partial isometries in A
which “normalize” B in the following sense: for each b ∈ B and v ∈ GN (B), vbv∗ and v∗bv
are also in B . We will show that, if α is a minimal coaction on A which fixes the Cartan sub-
algebra D, then α is almost periodic if and only if A is equal to GN (Aα)′′. Moreover, we will
show that an ergodic equivalence subrelation S is normal in R if and only if the corresponding
factor W ∗(R,ω) is generated by GN (W ∗(S,ω)). This enables us to prove that, for every ergodic
subrelation S of R, there always exists the largest intermediate equivalence subrelations NR(S)
which contains S as a normal subrelation. We call it the normalizer of S in R. This terminology
of course originates from normalizers in group theory.
Our next topic of this paper is concerned with discreteness of an inclusion of factors in the
sense of [11].
Let A1 be the basic extension of an inclusion of factors B ⊆ A, and consider the relative
commutant A1 ∩ B ′. By [11], we obtain the decomposition of A1 ∩ B ′ into four algebras A⊕
B1 ⊕ B2 ⊕ C with some properties. If the relative commutant is equal to A, then the inclusion
B ⊆ A is said to be discrete.
Let us now specialize the case in which the inclusion B ⊆ A comes from that of ergodic
equivalence relations S ⊆ R. Then the relative commutant A1 ∩ B ′ is an abelian subalgebra
of L∞(R). By using the results explained so far, we are able to show that S is normal inR if and
only if the associated inclusion B ⊆ A is discrete and of depth 2 (Theorem 5.12). In particular,
the projection χNR(S) belongs to A.
But, in general, the identity of A is not necessarily equal to χNR(S). For example, if the
equivalence relations are derived from outer actions of discrete groups H ⊆ G on an ergodic
equivalence relation, then the identity of A is determined, not by the normalizer of H , but
by the so-called commensurability subgroup CommG(H) of H in G, where CommG(H) :=
{g ∈ G: [H : gHg−1 ∩H ] < ∞, [H : g−1Hg ∩H ] < ∞}.
Hence it is natural to ask what determines discreteness of the inclusion B ⊆ A, i.e., when it is
discrete. In this paper, we will fully answer this question. For this, we introduce the commensura-
bility groupoid CG(B) for any inclusion of factors (Definition 7.1). We will show that the identity
of A is realized as the Jones projection of the intermediate subfactor generated by CG(B). In
particular, we have that B ⊆ A is discrete if and only if A is generated by the commensurability
groupoid CG(B). Moreover, we will prove that there exists the largest intermediate equivalence
subrelation CommR(S) such that the inclusion of factors determined by S ⊆ CommR(S) is
discrete. We call CommR(S) the commensurability subrelation.
The organization of this paper is as follows.
Section 2 is for preparations. We recall the definitions of von Neumann algebras associated to
discrete equivalence relations on standard measure spaces, the index cocycles for inclusions of
equivalence relations and coactions on von Neumann algebras.
In Section 3, we introduce a notion of an almost periodic coaction. We will then give a crite-
rion for a coaction to be almost periodic (Proposition 3.9).
In Section 4, we construct the basic extension of an inclusion of factors B ⊆ A coming from
ergodic equivalence relations S ⊆ R. We prove that the basic extension A1 is determined by
the skew product of R by the index cocycle σ for S ⊆R. (See the comment at the beginning of
Section 4 for this construction.) We observe that every set of choice functions {ψj }j∈J for S ⊆R
determines a mutually orthogonal family of projections {χRj }j∈J in A1. We also show that the
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projection (Proposition 4.5). In particular, we conclude that, if the subrelation S is normal, then
the inclusion B ⊆ A is discrete (Corollary 4.6).
Section 5 is concerned with almost periodic coactions determined by 1-cocycles on equiva-
lence relations. We define the normalizing groupoid for an inclusion of factors, and give charac-
terizations of normality for equivalence relations in terms of operator algebras (Theorems 5.11,
5.12 and 5.16). Moreover, we show that, for each inclusion of ergodic equivalence relations
S ⊆R, there exists the largest intermediate subrelation NR(S) which contains S as a normal
subrelation.
In Sections 6 and 7, we treat the Izumi–Longo–Popa decomposition of the relative commu-
tant A1 ∩ B ′. We give a necessary and sufficient condition for an inclusion of factors B ⊆ A
being discrete. For this, we give a definition of the commensurability groupoid CG(B). We will
show that the inclusion B ⊆ A is discrete if and only if the commensurability groupoid CG(B)
generates A (Theorem 7.11). Hence we conclude that, for each inclusion of ergodic equivalence
relations S ⊆R, there exists the largest intermediate subrelation CommR(S) such that the asso-
ciated inclusion of factors for S ⊆ CommR(S) is discrete.
Section 8 is concerned with the notion of a strongly normal subrelation which was defined by
Feldman, Sutherland and Zimmer. We will show that, if R is ergodic, then any strongly normal
equivalence subrelation of R must be either the diagonal one or R itself.
In Section 9, we give concrete examples of equivalence relations, where we explicitly compute
the intermediate subfactors B ⊆ GN (B)′′ ⊆ CG(B)′′ ⊆ A. These examples justify our terminol-
ogy “commensurability.”
2. Preliminaries
In this section, we collect symbols that will be repeatedly used in the whole of this paper. We
also exhibit basic facts about discrete measured equivalence relations, coactions of groups on
von Neumann algebras and so on which are necessary for our later discussion. The readers are
referred to [5–7,14,16,21] for general references on these materials.
We assume that all von Neumann algebras in this paper have separable preduals. Given a
faithful normal semifinite weight φ on a von Neumann algebra A, we let Jφ , ∇φ , σφ , . . . denote
the modular objects associated to φ.
We also assume that all locally compact groups in this paper are second countable.
For a (separable) Hilbert space H , we let B(H) denote the algebra of all bounded operators
on H .
2.1. Discrete measured equivalence relations
Throughout this paper, we fix a discrete measured equivalence relationR on a standard proba-
bility space (X,B,μ) in which μ is quasi-invariant forR. We denote by ν the (σ -finite) measure
on R given by
ν(E) :=
∫
X
∣∣r−1({x})∩E∣∣dμ(x) (E: Borel subset of R),
where r :R → X is the projection onto the first coordinate, and |S| in general stands for the
cardinality of a (countable) set S. The Radon–Nikodym derivative associated to this measured
equivalence relation will be denoted by δ.
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follows. We then write W ∗(R,ω) for the von Neumann algebra on the Hilbert space L2(R, ν)
obtained by the Feldman–Moore construction from R and ω. Briefly, the construction is as fol-
lows. We first define the subspace AI of L2(R, ν) by
AI :=
{
ξ ∈ L2(R, ν): ξ is δ-bounded and ‖ξ‖I < ∞
}
.
See [8,22] for the definition and properties of AI and for the terminology used above. We then
introduce a product and an involution on AI as follows:
(f ∗ g)(x, z) :=
∑
y∼x
f (x, y)g(y, z)ω(x, y, z), f (x, z) := δ(x, z)−1f (z, x),
where
∑
y∼x stands for the sum taken over all y equivalent to x. By the same argument as
in [8,22], one can show that AI is a left Hilbert algebra (in fact, a Tomita algebra) in L2(R, ν).
The left von Neumann algebra of AI is denoted by W ∗(R,ω). The modular operator ∇ , the
modular conjugation J are given by
∇ξ := δξ, {Jξ}(x, y) = δ(x, y)−1/2ξ(y, x) (ξ ∈ AI ).
The left multiplication of f ∈ AI will be denoted by Lω(f ): Lω(f )ξ := f ∗ ξ . Remark that
every element a ∈ W ∗(R,ω) can be in fact written as a = Lω(f ) for some f ∈ L2(R, ν). More-
over, for each ai := Lω(fi) ∈ A (i = 1,2), we have a∗i = Lω(f i ) and a1a2 = Lω(f1 ∗ f2). The
abelian von Neumann algebra L∞(X,μ) is embedded into W ∗(R,ω) through the representa-
tion f ∈ L∞(X,μ) → f ◦ r . We will always identity L∞(X,μ) with its image D under this
representation. This algebra D is called a Cartan subalgebra of W ∗(R,ω).
We define [R]∗ to be the set of all bimeasurable nonsingular transformations ρ from a
Borel subset Dom(ρ) of X onto a Borel subset Im(ρ) of X satisfying (x,ρ(x)) ∈R for μ-a.e.
x ∈ Dom(ρ). For any ρ ∈ [R]∗, set Γ (ρ) := {(x,ρ(x)): x ∈ Dom(ρ)}. Then, for each measur-
able function g on X of absolute value one, Lω(δ−1/2(g ◦ r)χΓ (ρ−1)) is a partial isometry in
W ∗(R,ω) whose initial and final projections are respectively χDom(ρ) and χIm(ρ). Here χE in
general stands for the characteristic function of a set E. We denote by GN (D) the set all partial
isometries in W ∗(R,ω) obtained in this way from ρ ∈ [R]∗ and call it the normalizing groupoid
of D in W ∗(R,ω). It is known that GN (D) coincides with the set of all partial isometries
v ∈ W ∗(R,ω) satisfying v∗v, vv∗ ∈ D and vDv∗ = Dvv∗.
For a Borel 1-cocycle c from R into a (second countable) locally compact group K ,
the essential range of c is the smallest closed subset σ(c) of K such that c−1(σ (c)) has
complement of measure zero. The asymptotic range r∗(c) of c is by definition
⋂{σ(cB):
B (⊆ X) is Borel and μ(B) > 0}, where cB stands for the restriction of c to the reduction
RB := {(x, y) ∈R: x, y ∈ B}.
From this point on, assume that R is ergodic. Let S be a Borel subrelation of R. By [7], we
may choose a countable family {ϕi}i∈I of Borel maps from X into itself such that:
(i) (x,ϕi(x)) ∈R for all i ∈ I and μ-a.e. x ∈ X;
(ii) for μ-a.e. x ∈ X, {S(ϕi(x))}i∈I is a partition of R(x), where R(x) := {y ∈ X: (x, y) ∈R}.
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we can define the index cocycle σ :R→ Σ(I) of the pair S ⊆R, where Σ(I) denotes the full
permutation group on I , by the following rule:
σ(x, y)(i) = j ⇔ (ϕi(y),ϕj (x)) ∈ S.
We say (see [7, Theorem 2.2]) that S is normal in R if there are choice functions {ϕi}i∈I
for S ⊆R such that (ϕi(x),ϕi(y)) ∈ S for all i ∈ I and a.e. (x, y) ∈ S . According to [7, Theo-
rem 2.2], there are several equivalent definitions for normality. If S is ergodic, then one of them
is phrased in terms of a 1-cocycle as follows: S is normal in R if there exist a discrete group Q,
often denoted by R/S , and a Borel 1-cocycle c :R→ Q such that:
(i) the subrelation Ker(c) := {(x, y) ∈R: c(x, y) = e} coincides with S ;
(ii) the asymptotic range r∗(c) equals Q.
2.2. Group coactions on von Neumann algebras
Let K be a (second countable) locally compact group. We denote by W ∗(K) the group
von Neumann algebra of K , i.e., the von Neumann algebra generated by the left regular rep-
resentation λK of K on L2(K). Remark that W ∗(K) is the left von Neumann algebra of the
left Hilbert algebra Cc(K) of all continuous functions on K with compact support, where we
consider on Cc(K) the usual convolution and involution. The faithful semifinite normal weight
on W ∗(K) associated to the left Hilbert algebra Cc(K) is denoted by ϕK , the Plancherel weight
on W ∗(K). It is well known that the predual A(K) of W ∗(K) has a structure of a commutative
involutive Banach algebra. It is called the Fourier algebra of K (cf. [4,14]).
There is a special unital normal ∗-isomorphism ΔK from W ∗(K) into W ∗(K) ⊗ W ∗(K),
called the coproduct of W ∗(K), defined by
ΔK(x) := WK(1 ⊗ x)W ∗K
(
x ∈ W ∗(K)),
where WK is a unitary on L2(K) ⊗ L2(K) = L2(K × K) given by {WKξ}(g,h) := ξ(hg,h)
(ξ ∈ L2(K ×K)).
A coaction of K on a von Neumann algebra A is a unital normal ∗-isomorphism α from A
into W ∗(K)⊗A satisfying (ΔK ⊗ idA) ◦ α = (idW ∗(K) ⊗ α) ◦ α.
Suppose that α is a coaction of K on a von Neumann algebra A.
(1) For each k ∈ K , we define the subspace Aα(k) to be the set of elements a ∈ A that satisfies
α(a) = λK(k) ⊗ a. We call Aα(k) the spectral subspace of α belonging to k. Note that
Aα := Aα(e), where e is the identity of K , is a von Neumann subalgebra of A. It is called
the fixed-point algebra of α.
(2) The map Tα defined by Tα(a) := (ϕK ⊗ idA)(α(a)) is an operator-valued weight from A
to Aα . The coaction α is said to be integrable if Tα is semifinite.
(3) The crossed product of A by α is the von Neumann algebra Kˆ α A := (α(A) ∪
L∞(K)⊗ C)′′.
(4) We say that α is faithful if {(idW ∗(K) ⊗ φ)(α(a)): a ∈ A, φ ∈ A∗}′′ = W ∗(K).
(5) For each k ∈ K , αˆk := Ad(ρK(k) ⊗ 1)|KˆαA defines a ∗-automorphism of Kˆ αA, where
ρK is the right regular representation of K . We call αˆ the dual action of α.
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∫
K
αˆk(x) dk is an operator-valued weight from Kˆ α A
to α(A). For a normal weight ψ on A, ψ˜ := ψ ◦ α−1 ◦ Tαˆ is a normal weight on Kˆ αA. It
is called the dual weight of ψ .
For the spectral theory for coactions such as the (Arveson) spectrum, the Connes spectrum
and so on, we refer the readers to [14].
2.3. Basic extension
Let B ⊆ A be an inclusion of factors with a faithful normal conditional expectation EB . (In
our situation considered in the following sections, such an expectation always exists uniquely.)
Fix a faithful normal state φ on B and set θ := φ ◦ EB . We denote by Hθ the GNS–Hilbert
space obtained from θ and by Λθ the canonical embedding of A into Hθ . Then the equation
eBΛθ(a) := Λθ(EB(a)) defines a projection eB ∈ B(Hθ) onto [Λθ(B)], where [S] is in general
the closed subspace spanned by a set S. We call eB the Jones projection of the inclusion B ⊆ A.
The basic extension of this inclusion (by EB ) is the factor, denoted by A1, acting on Hθ generated
by A and eB . It is known that A1 = JθB ′Jθ , where Jθ is the modular conjugation of θ .
According to [12] (see also [11, Section 2]), there exists a faithful normal semifinite operator-
valued weight EˆB , called the operator-valued weight dual to EB , from A1 to A. It satisfies
EˆB(eB) = 1 [12, Lemma 3.1], so that AeBA ⊆ mEˆB , where, for an operator-valued weight T
from a von Neumann algebra P to a von Neumann subalgebra Q, we use the following standard
notation:
nT :=
{
x ∈ P : T (x∗x) ∈ Q+
}
, mT := n∗T nT , m+T := mT ∩ P+.
By [11, Proposition 2.8], the relative commutant A1 ∩B ′ admits an important decomposition
into a direct sum
A1 ∩B ′ =A⊕B1 ⊕B2 ⊕ C (2.1)
of four subalgebras A, B1, B2 and C having a certain set of properties. In this paper, we refer to
this decomposition as the ILP decomposition of A1 ∩ B ′. We say (see [11, Definition 3.7]) that
the inclusion B ⊆ A is discrete if B1 = B2 = C = {0} in the ILP decomposition (2.1). Note that
B ⊆ A is discrete if and only if EˆB |A1∩B ′ is semifinite.
3. Almost periodic coactions
In this section, we introduce a notion of almost periodicity for a group coaction on a von
Neumann algebra. This is a natural extension of an almost periodic action of an abelian group to
the non-abelian setting, and will be a key idea when we discuss normality of an ergodic discrete
measured equivalence subrelation in subsequent sections. Our main goal of the present section is
to establish a criterion of when a given coaction becomes almost periodic.
Definition 3.1. We say that a coaction α of a locally compact group K on a von Neumann
algebra A is almost periodic if the following three conditions are satisfied:
(1) α is faithful;
(2) the subspace of A generated by the spectral subspaces {Aα(k)}k∈K is σ -strongly* dense
in A;
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if it satisfies (idW ∗(K) ⊗ φ)(α(a)) = φ(a)1 for all a ∈ A.
Definition 3.2. Let α be a coaction of a locally compact group K on a von Neumann algebra A.
We denote by Spd(α) the set of all k ∈ K satisfying Aα(k) = {0}, and call this subset the discrete
spectrum of α.
As in the preceding section, for a state φ on a C∗-algebra A, Hφ always denotes the GNS-
Hilbert space obtained from φ, and Λφ :A → Hφ denotes the canonical map from A into Hφ .
Proposition 3.3. Let α be an almost periodic coaction of a locally compact group K on a von
Neumann algebra A with a faithful normal α-invariant state θ on A. For each k ∈ Spd(α),
denote by Pk the projection onto the closed subspace Λθ(Aα(k)). Then {Pk}k∈Spd (α) is a mutually
orthogonal family of projections with sum 1. In particular, Spd(α) is a countable set. Moreover,
the canonical implementation Uθ of α associated to θ (in the sense of [21]) is given by
Uθ =
∑
k∈Spd (α)
λK(k)⊗ Pk.
Proof. Put Γ := Spd(α). Let A be the subspace of A generated by {Aα(k)}k∈Γ . By the almost
periodicity of α, A is σ -strongly* dense in A. In particular, Λθ(A) is dense in Hθ . If k ∈ Γ and
a ∈ Aα(k), then (idW ∗(K) ⊗ θ)(α(a)) can be computed in two ways as follows:
(idW ∗(K) ⊗ θ)
(
α(a)
)= (idW ∗(K) ⊗ θ)(λK(k)⊗ a)= θ(a)λK(k),
(idW ∗(K) ⊗ θ)
(
α(a)
)= θ(a)1 (∵ α-invariance of θ).
So we get θ(a) = δk,e . If b ∈ Aα(h), then b∗a ∈ Aα(h−1k). From this, it follows that
{Λθ(Aα(k))}k∈Γ is a mutually orthogonal family of closed subspaces in Hθ . Hence {Pk}k∈Γ
is a mutually orthogonal family and has sum 1, as Λθ(A) is dense in Hθ . Since Hθ is separable
by the separability of A∗, Γ is a countable set.
By the result of the preceding section, the equation
V :=
∑
k∈Γ
λK(k)⊗ Pk
defines a unitary V on L2(K)⊗Hθ . Let k0 ∈ Γ , x ∈ Aα(k0) and ω ∈ A(K). Then we have
(ω ⊗ idB(Hθ ))(V )Λθ(x) =
∑
k∈Γ
ω
(
k−1
)
PkΛθ(x) = ω
(
k−10
)
Λθ(x)
= Λθ
(
(ω ⊗ idB(Hθ ))
(
α(x)
))
.
So we get
(ω ⊗ idB(Hθ ))(V )Λθ(x) = Λθ
(
(ω ⊗ idB(Hθ ))
(
α(x)
))
. (3.1)
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still true for all x ∈ A. By [21, Propositions 2.4, 4.3], V is exactly the canonical implementation
of α associated to θ . 
Lemma 3.4. Let α be an almost periodic coaction of a locally compact group K on a von
Neumann algebra A with a faithful normal α-invariant state θ on A. Then there exists a unique
faithful normal expectation Eα from A onto the fixed-point algebra Aα such that θ ◦Eα = θ .
Proof. Let θ˜ be the dual weight of θ on the crossed product Kˆ α A. By the proof of [21,
Proposition 4.3], the modular operator ∇˜θ of θ˜ is given by ∇˜θ = 1 ⊗ ∇θ . So σ θ˜t is the restriction
of idW ∗(K)⊗σ θt to Kˆ αA. Hence, by [21, Proposition 3.7], we have (idW ∗(K)⊗σ θt )◦α = α◦σ θt
for all t ∈ R. From this, it follows that σ θ leaves Aα globally invariant. By [18], there exists a
conditional expectation with the desired property. 
Proposition 3.5. Let α be an almost periodic coaction of a locally compact group K on a von
Neumann algebra A. Then α is integrable if and only if K is discrete.
Proof. It is clear that α is integrable if K is discrete.
Suppose that α is integrable. Choose a faithful normal α-invariant state θ on A, and let Eα be
the faithful normal conditional expectation from A onto Aα with θ ◦Eα = θ whose existence is
guaranteed by Lemma 3.4. We also consider the canonical implementation Uθ of α associated
to θ . So we have
Uθ =
∑
k∈Spd (α)
λK(k)⊗ Pk,
where {Pk} is the orthogonal family of projections in Proposition 3.3. Denote by A1 the Jones
basic extension of Aα ⊆ A, i.e., A1 := (A ∨ {eα})′′, where eα is the Jones projection of the
inclusion Aα ⊆ A. So we have eα = Pe .
By [21, Theorem 5.3], there exists a normal, surjective ∗-homomorphism from Kˆ α A
onto A1 satisfying
ρ
(
α(a)
)= a (∀a ∈ A),
ρ(ω ⊗ 1) =
∑
k∈Spd (α)
ω(k)Pk
(
ω ∈ A(K)).
By the second identity, we have ρ(ω ⊗ 1)eα = ω(e)eα ∈ Ceα for all ω ∈ A(K). By the nor-
mality of ρ, one has ρ(f ⊗ 1)eα ⊆ Ceα for all f ∈ L∞(K). Hence the map f ∈ L∞(K) →
ρ(f ⊗ 1)eα is a normal character of L∞(K). But L∞(K) admits a normal character exactly
when K is discrete, because any character on a nonatomic masa in B(H) for some (separable)
Hilbert space H must be singular (see [16, Section 10.19]). This completes the proof. 
Thanks to Proposition 3.5, we now know that integrable almost periodic coactions are pre-
cisely faithful discrete group coactions.
Lemma 3.6. Let α be an almost periodic coaction of a locally compact group K on a von
Neumann algebra A. Then the closed subgroup of K generated by Spd(α) equals K .
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⋃
k∈H Aα(k)
spans a σ -strongly* dense subspace S of A. It is easy to see that S is a ∗-subalgebra. If k ∈
Spd(α), then we can choose a non-zero element a of Aα(k). Take a linear functional φ0 ∈ A∗
such that φ0(a) = 1. We then have (idW ∗(K) ⊗ φ0)(α(a)) = λK(k). So
λK(k) belongs to
{
(idW ∗(K) ⊗ φ)
(
α(a)
)
: a ∈ S, φ ∈ A∗
}′′
.
Thus we obtain
λK(H)
′′ ⊆ {(idW ∗(K) ⊗ φ)(α(a)): a ∈ S, φ ∈ A∗}′′.
If a ∈ S , then a has the form a = ∑h∈H a(h), where a(h) belongs to Aα(h) for all h ∈ H
and only finitely many a(h)’s are non-zero. In this case, we have (idW ∗(K) ⊗ φ)(α(a)) =∑
h∈H φ(a(h))λK(h) ∈ λK(H)′′ for any φ ∈ A∗. This means that {(idW ∗(K) ⊗ φ)(α(a)):
a ∈ S, φ ∈ A∗}′′ is contained in λK(H)′′. Therefore, we have {(idW ∗(K) ⊗ φ)(α(a)): a ∈ S,
φ ∈ A∗}′′ = λK(H)′′. Meanwhile, by the faithfulness of α, we find that
λK(K)
′′ = {(idW ∗(K) ⊗ φ)(α(a)): a ∈ S, φ ∈ A∗}′′.
Hence λK(K)′′ = λK(H)′′. From [20, Theorem 6], it follows that K = H . 
Corollary 3.7. Let α be an almost periodic coaction of a locally compact group K on a von
Neumann algebra A such that Aα is a factor. Then the discrete spectrum Spd(α) of α is a dense
countable subgroup of K .
Proof. Thanks to Lemma 3.6, it suffices to show that Spd(α) is a subgroup of K . Since
Aα(k−1) = Aα(k)∗, Spd(α) is closed under the inverse operation. Take any k,h ∈ Spd(α). Sup-
pose that Aα(k)Aα(h) = {0}. This yields Aα(k)∗Aα(k)Aα(h) = {0}. Since Aα(k)∗Aα(k) is a
non-zero two-sided ideal of the factor Aα , it is σ -weakly dense. From this, it follows that
Aα(h) = {0}, a contradiction. So we have {0} = Aα(k)Aα(h) ⊆ Aα(kh). Therefore, kh belongs
to Spd(α). 
In what follows, we fix an almost periodic coaction α of a locally compact group K on a
von Neumann algebra A such that Aα is a factor. Let θ be a faithful normal α-invariant state
on A. Set Γ := Spd(α), which is a dense countable subgroup of K due to Corollary 3.7. We
equip Γ with the discrete topology at the same time. Define A to be the subspace of A generated
by the family {Aα(k)}k∈Γ . Then A is a σ -strongly* dense ∗-subalgebra. Let {Pk}k∈Γ be the
mutually orthogonal family of projections as in Proposition 3.3. We then define an operator V
on 2(Γ )⊗Hθ by
V :=
∑
k∈Γ
λΓ (k)⊗ Pk.
It is easy to check that V is a unitary in W ∗(Γ )⊗B(Hθ) satisfying (ΔΓ ⊗ idB(Hθ ))(V ) = V23V13.
So the equation
β0(T ) := V (1 ⊗ T )V ∗
(
T ∈ B(Hθ)
)
defines a coaction β0 of the discrete group Γ on B(Hθ).
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Proof. Let  ∈ Γ and b ∈ Aα(). Then
PkaPhΛθ(b) = δh,PkaΛθ(b) = δh,PkΛθ(ab) = δh,δk,k0Λθ (ab) = δh,δk,k0haΛθ(b)
= δk,k0haPhΛθ(b).
Since the family {Λθ(Aα())}∈Γ generates Hθ , it follows from the above computation that
PkaPh = δk,k0haPh. 
Let k0 ∈ Γ and a ∈ Aα(k0). By Lemma 3.8, we have
β0(a) = V (1 ⊗ a)V ∗ =
∑
k,h∈Γ
λΓ
(
kh−1
)⊗ PkaPh = ∑
k,h∈Γ
δk,k0hλΓ
(
kh−1
)⊗ aPh
=
∑
h∈Γ
λΓ (k0)⊗ aPh = λΓ (k0)⊗ a.
From this, it follows that, if x =∑h∈Γ xh ∈A, where xh ∈ Aα(h) for all h ∈ Γ , then one has
β0(x) =
∑
h∈Γ
λΓ (h)⊗ xh. (3.2)
Since A is σ -strongly* dense in A, we find that β0(A) ⊆ W ∗(Γ ) ⊗ A. Hence the restriction
of β0 to A induces a coaction of Γ on A, which we denote by β . From the above result, we have
Aα(k) ⊆ Aβ(k) for all k ∈ Γ .
For each k ∈ Γ , let pk be the function on Γ defined by pk(h) := δk,h (∀h ∈ Γ ). With {pk},
define a σ -weakly continuous linear map Ek :A → A by
Ek := (ωp
k−1 ,pe ⊗ idA) ◦ β. (3.3)
It is known (cf. [23, p. 314]) that Ek satisfies Ek ◦Ek = Ek and Ek(A) = Aβ(k).
By Eq. (3.2), we have Ek(x) ∈ Aα(k) for all k ∈ Γ whenever x ∈A. Since A is dense in A
and Ek is normal, it follows that Aβ(k) = Ek(A) ⊆ Aα(k). Therefore, we get Aβ(k) = Aα(k) for
any k ∈ Γ .
Proposition 3.9. Let α be a coaction of a locally compact group K on a von Neumann algebra A
such that Aα is a factor. Then α is almost periodic if and only if the following two conditions are
satisfied:
(1) The discrete spectrum Spd(α) is a dense countable subgroup of K .
(2) Consider Γ := Spd(α) as a discrete group. There exists a coaction β of Γ on A such that
Aβ(k) = Aα(k) for all k ∈ Γ .
Proof. We have already proven one implication. So let us assume that the above two con-
ditions hold true. First, condition (1) implies that α is faithful. Condition (2) implies that
the subspace of A generated by {Aα(k)}k∈K is σ -strongly* dense in A. Since Γ is discrete,
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any faithful normal state ω on Aα and put θ := ω ◦ Eβ . Then it is easy to check that θ is α-
invariant. Therefore, α is almost periodic. 
Now we discuss about one typical way of constructing an almost periodic coaction of a given
group from a coaction of its dense subgroup.
Let K be a locally compact group and Γ be a dense discrete subgroup of K . Suppose that
we are given a coaction β of the discrete group Γ on a von Neumann algebra A satisfying
Spd(β) = Γ . As before, denote by A the σ -strongly* dense ∗-subalgebra of A generated by
{Aβ(k)}k∈Γ . Let θ be a faithful normal state on A constructed as in the proof of Proposition 3.9.
With f ∈ L2(K) and a =∑k∈Γ ak ∈A (ak ∈ Aβ(k)), define an operator U by
U
(
f ⊗Λθ(a)
) :=∑
k∈Γ
λK(k)f ⊗Λθ(ak).
One can show without difficulty that U is a well-defined isometry on L2(K) ⊗ Hθ . If k ∈ Γ ,
a ∈ Aβ(k) and f ∈ L2(K), then, by definition, we have
U
(
λK
(
k−1
)
f ⊗Λθ(a)
)= f ⊗Λθ(a).
This shows that U is surjective. Hence U is a unitary, and we have
U∗
(
f ⊗Λθ(a)
)=∑
k∈Γ
λK(k)
∗f ⊗Λθ(ak)
for any f ∈ L2(K) and any a =∑k∈Γ ak ∈A. The unitary U has another expression as follows.
For each k ∈ Γ , let Ek be the normal linear map from A into itself defined by formula (3.3). We
have Aβ(k) = Ek(A). Each Ek induces a projection Pk characterized by the equation PkΛθ(a) =
Λθ(Ek(a)). Namely, Pk is the projection onto the closed subspace Λθ(Aβ(k)). Note that {Pk}k∈Γ
is a mutually orthogonal family with sum 1. Then we have
U =
∑
k∈Γ
λK(k)⊗ Pk. (3.4)
From this expression, we see that U belongs to W ∗(K)⊗B(Hθ).
Lemma 3.10. Under the situation as above, the equation
α(a) := U(1 ⊗ a)U∗ (a ∈ A)
defines an almost periodic coaction α of K on A satisfying Aα(k) = Aβ(k) for all k ∈ Γ .
Proof. Let f ∈ L2(K), k,h ∈ Γ , a ∈ Aβ(k) and b ∈ Aβ(h). Then we have
U(1 ⊗ a)U∗(f ⊗Λθ(b))= U(1 ⊗ a)(λK(h)∗f ⊗Λθ(b))
= U(λK(h)∗f ⊗Λθ(ab))
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= (λK(k)⊗ a)(f ⊗Λθ(b)).
Thus we get
α(a) = λK(k)⊗ a. (3.5)
Since A is σ -strongly* dense in A, it follows that α(A) ⊆ W ∗(K) ⊗ A. From (3.4), U satisfies
(ΔK ⊗ idB(H0))(U) = U23U13. Consequently, α is a coaction of K on A. By (3.5), we obtain
Aα(k) ⊇ Aβ(k) for all k ∈ Γ .
Let k0 ∈ Γ and x ∈ Aα(k0). So we have α(x) = λK(k0) ⊗ x. This yields U(1 ⊗ x) =
(λK(k0)⊗ x)U , which is in turn equivalent to∑
k∈Γ
λK(k)⊗ Pka =
∑
k∈Γ
λK(k0k)⊗ aPk.
From this, we get Pka = aPk−10 k for all k ∈ Γ . In particular, we have Pk0a = aPe. Hence one has
Λθ
(
Ek0(a)
)= Pk0Λθ(a) = Pk0aΛθ(1) = aPeΛθ(1) = aΛθ(1) = Λθ(a).
So a = Ek0(a) ∈ Aβ(k0). Therefore, we obtain Aα(k0) = Aβ(k0) for all k0 ∈ Γ .
Now we show that α is almost periodic. Since Γ = Spd(β) is dense in K , it results that α
is faithful. By the density of A in A, the linear span of {Aα(k)}k∈K is particularly σ -strongly*
dense in A. Finally, it is easy to see that θ is an α-invariant state. 
4. Basic extension of an inclusion of equivalence relations
This section treats a measured-equivalence-relation counterpart of the basic extension of an
inclusion of factors. The extension (skew-product) of a pair of equivalence relations discussed
below is introduced in [7]. In that paper, they just mention, without proof, that their extension
“fits into” the Jones extension context. This claim of theirs seems to have been verified in [17].
However, the paper [17] has not been available to us yet. So we have decided to provide a com-
plete proof here. We emphasize that our proof presented below is quite different from that of [17].
We should also mention that Hamachi and Kosaki treated this subject in [9]. But they discussed
only the case of the index being finite, while there is no restriction on the index in our argument
below.
In the rest of the paper, we always assume that our discrete measured equivalence relation R
is ergodic.
In this section, we also fix an ergodic Borel subrelation S of R. Choose choice functions
{ψj }j∈J for the pair S ⊆R and consider the associated index cocycle σ . Here J = {0,1, . . . ,N}
(N could be ∞), and we assume that ψ0 = idX .
As in Section 1, we consider the factor A := W ∗(R,ω). Inside A, we have the subfactor
B := W ∗(S,ω) of A corresponding to S . If D designates the diagonal subset {(x, x): x ∈ X}
of R, then χD ∈ L2(R, ν) is a cyclic and separating unit vector for A. We will often simply
write ξ0 for this vector. Denote by θ the faithful vector state on A determined by ξ0, and let us
always identify Hθ with L2(R, ν). We have a (unique) faithful normal θ -invariant conditional
expectation EB from A onto B . As before, let eB be the Jones projection of B ⊆ A.
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R=⋃j∈J Rj (disjoint).
Lemma 4.1. For each j ∈ J , Rj has positive measure.
Proof. Fix any j ∈ J . Note that Rj = {(x, y): x ∈ X, y ∈ S(ψj (x))}. From this, we find that
ν(Rj ) =
∫
X
∣∣S(ψj (x))∣∣dμ(x).
Hence, if ν(Rj ) = 0, then |S(ψj (x))| = 0 for μ-a.e. x ∈ X. But this contradicts the fact that
(i) R(x) =⋃j∈J S(ψj (x)) for μ-a.e. x ∈ X; (ii) ψj is one of the choice functions. 
Denote by J σ× R the discrete measured equivalence relation on J × X defined by
((i, x), (j, y)) ∈ J σ×R if and only if (x, y) ∈R and j = σ(y, x)(i). We call this equivalence
relation the skew-product of R by σ . Note that the 2-cocycle ω on R can be naturally lifted to
the one on J σ×R.
Theorem 4.2. The von Neumann algebra W ∗(J σ× R) of the skew-product of R by σ is
∗-isomorphic to the basic extension A1 of the inclusion B ⊆ A.
Proof. Define a unitary Vσ on 2(J )⊗L2(R) by
{Vσ ξ}
(
j, (x, y)
) := ξ(σ(y, x)(j), (x, y)).
With this Vσ , consider the ∗-homomorphism Π given by
Π(a) := Vσ (1 ⊗ a)V ∗σ (a ∈ A).
If a = Lω(f ) ∈ A, then we have
{
Π(a)ξ
}(
j, (x, z)
)=∑
y∼x
f (x, y)ξ
(
σ(y, x)(j), (y, z)
)
ω(x, y, z) (4.1)
for any ξ ∈ 2(J ) ⊗ L2(R). It is easy to check that W ∗(J σ×R) is generated by Π(A) and
∞(J ) ⊗ C. For any j ∈ J , define a function δj on J by δj (i) := δi,j . Put e := δ0 ⊗ 1 ∈
W ∗(J σ×R). If a = Lω(f ) ∈ A and ξ ∈ 2(J )⊗L2(R), then, by Eq. (4.1), we get
{
eΠ(a)eξ
}(
j, (x, z)
)= δ0,j{Π(a)eξ}(0, (x, z))
= δ0,j
∑
y∼x
f (x, y){eξ}(σ(y, x)(0), (y, z))ω(x, y, z)
= δ0,j
∑
f (x, y)δ0,σ (y,x)(0)ξ
(
0, (y, z)
)
ω(x, y, z).y∼x
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tation continues as follows:{
eΠ(a)eξ
}(
j, (x, z)
)= δ0,j ∑
y∼x
f (x, y)χS(x, y)ξ
(
0, (y, z)
)
ω(x, y, z).
Meanwhile, we have
{
Π
(
EB(a)
)
eξ
}(
j, (x, z)
)=∑
y∼x
f (x, y)χS(x, y)δ0,σ (y,x)(j)ξ
(
0, (y, z)
)
ω(x, y, z)
=
∑
y∼x
f (x, y)χS(x, y)δσ(x,y)(0),j ξ
(
0, (y, z)
)
ω(x, y, z)
=
∑
y∼x
f (x, y)χS(x, y)δ0,j ξ
(
0, (y, z)
)
ω(x, y, z).
Thus we obtain eΠ(a)e = Π(EB(a))e for all a ∈ A. In particular, e belongs to Π(B)′.
Fix an arbitrary j ∈ J \ {0}. As noted in the proof of Lemma 4.1, we have r(Rj ) = X.
Choose a countable group G in the full group of R such that R = {(x, gx): x ∈ X, g ∈ G}.
Let G = {gn}n1 be an enumeration of G, where g1 = idX . For any x ∈ X, put n(x) :=
inf{m ∈ N: (x, gmx) ∈Rj }. It is a routine work to check that x ∈ X → n(x) ∈ N is Borel. For
each n ∈ N, we set Xn := {x ∈ X: n(x) = n}. We have X =⋃∞n=1 Xn (disjoint). For each n ∈ N,
define a partial Borel automorphism ηn ∈ [R]∗ with Dom(ηn) = Xn by
ηn(x) := gnx (x ∈ Xn).
Then define a partial isometry vj,n ∈ A by Lω(δ−1/2χΓ (η−1n )). (Here we agree that vj,n = 0 for
any n with μ(Xn) = 0.) We have v∗j,nvj,n = χXn . A direct calculation shows that
Π
(
v∗j,n
)
eΠ(vj,n) = δj ⊗ χXn.
So we get
∞∑
n=1
Π
(
v∗j,n
)
eΠ(vj,n) = δj ⊗ 1.
It follows that W ∗(J σ×R) is generated by Π(A) and e.
The Radon–Nikodym derivative of the skew-product J σ×R is 1 ⊗ δ. So the modular auto-
morphism group {σt } of the weight θσ determined by the skew-product J σ×R is the restriction
of idW ∗(K) ⊗ σ θt to W ∗(J σ×R). With this fact, it is easy to verify that σt ◦ Π = Π ◦ σ θt . It
follows from this that there exists a (unique) faithful normal semifinite operator-valued weight T
from W ∗(J σ×R) onto Π(A) such that θ ◦ Π−1 ◦ T = θσ . Since A ∩ B ′ = C, T (e) belongs
to the extended positive part of Π(A ∩ B ′) = C. So T (e) = c · 1 for some c ∈ (0,∞]. Note that
θσ (e) = 1. From the identity θσ = θ ◦ Π−1 ◦ T , it follows that c = 1. Hence T (e) = 1. It is
immediate to see that e belongs to the centralizer (W ∗(J σ×R)∩Π(B)′)EB◦T .
From [11, Lemma 2.4], it follows that there exists a ∗-isomorphism Φ from the basic exten-
sion A1 onto W ∗(J σ×R) satisfying
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(ii) Φ(eB) = e;
(iii) T ◦Φ = Φ ◦ EˆB . 
Lemma 4.3. For each j ∈ J , the projection χRj belongs to A1 for all j ∈ J .
Proof. We employ the same notation as in the proof of Theorem 4.2. A direct computation shows
that χRj =
∑∞
n=1 v∗j,neBvj,n for any j ∈ J . This particularly implies that each χRj belongs
to A1. 
Lemma 4.4.
(1) The relative commutant A1 ∩B ′ is contained in L∞(R).
Let E be a Borel subset of R.
(2) The projection χE ∈ L∞(R) on L2(R) is in B ′ if and only if χE satisfies the following:
χE (x, z) = χE (y, z) for a.e. (x, y) ∈ S and ∀z ∈R(x).
(3) The projection χE ∈ L∞(R) on L2(R) is in A1 ∩B ′ if and only if χE satisfies the following:
χE (x, z) = χE (y, z), χE (z, x) = χE (z, y) for a.e. (x, y) ∈ S and ∀z ∈R(x).
Proof. (1) We have
A1 ∩B ′ = JB ′J ∩B ′ ⊆ JD′J ∩D′ = (JDJ ∨D)′ = L∞(R)′ = L∞(R).
Thus (1) has been proven.
(2) For any a = Lω(f ) ∈ A and ξ ∈ L2(R), we have
{χEaξ}(x, z) =
∑
y∼x
f (x, y)χE (x, z)ξ(y, z)ω(x, y, z),
{aχEξ}(x, z) =
∑
y∼x
f (x, y)χE (y, z)ξ(y, z)ω(x, y, z).
So we conclude that χE belongs to B ′ if and only if χE (x, z) = χE (y, z) for a.e. (x, y) ∈ S and
∀z ∈R(x), which implies (2).
(3) The projection χE is in A1 if and only if JχEJ is in B ′. Moreover, note that JχEJ = χE−1 ,
where E−1 = {(x, y) ∈R: (y, x) ∈ E}. Now the conclusion follows from (2). 
Proposition 4.5. The following are equivalent:
(1) The subrelation S is normal.
(2) The projection χRj belongs to A1 ∩B ′ for all j ∈ J .
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for any j ∈ J .
Proof. (1) ⇒ (2). We use the notation introduced in the proof of Theorem 4.2. By assumption,
we may and do assume that the choice functions {ψj }j∈J normalize S , i.e., (ψj (x),ψj (y)) ∈ S
for all j ∈ J whenever (x, y) ∈ S . Let j ∈ J , (x, y) ∈ S and z ∼ x. Then (ψj (x),ψj (y)) ∈ S .
So we have
(x, z) ∈Rj ⇔
(
ψj(x), z
) ∈ S ⇔ (ψj(y), z) ∈ S ⇔ (y, z) ∈Rj .
From this and Lemma 4.4, it follows that χRj belongs to A1 ∩B ′.
Let p ∈ A1 ∩ B ′ be a projection such that p  χRj . Then we have p = χE for some Borel
subset E of R. Consider the Borel function f on X defined by f (x) := χE (x,ψj (x)). By
Lemma 4.4, for a.e. (x, y) ∈ S , we have
f (x) = χE
(
x,ψj (x)
)= χE(y,ψj (x))= χE(y,ψj (y))= f (y).
The last equality is due to (ψj (x),ψj (y)) ∈ S . So f is S-invariant. Hence f = 0 a.e. or f = 1
a.e.. Suppose first that f = 0. If (x, y) ∈Rj , then (ψj (x), y) ∈ S . From this, we get
0 = χE
(
x,ψj (x)
)= χE (x, y).
This means that p = 0. Suppose next that f = 1. By the same argument as above, we have
χE (x, y) = 1 a.e., which implies that p = χRj . Therefore, χRj is minimal in A1 ∩B ′.
(2) ⇒ (1). By Lemma 4.4, (x, z) ∈ Rj if and only if (y, z) ∈ Rj for a.e. (x, y) ∈ S and
all z ∼ x. In other words, (ψj (x), z) ∈ S if and only if (ψj (y), z) ∈ S for a.e. (x, y) ∈ S and
all z ∼ x. From this, it follows that (ψj (x),ψj (y)) ∈ S for a.e. (x, y) ∈ S . Therefore, S is
normal. 
Corollary 4.6. If S is normal, then the inclusion B ⊆ A is discrete.
Proof. By the proof of Theorem 4.2, we have χRj =
∑∞
n=1 v∗j,neBvj,n. Since EˆB(eB) = 1, we
get
EˆB(χRj ) = EˆB
( ∞∑
n=1
v∗j,neBvj,n
)
=
∞∑
n=1
v∗j,nEˆB(eB)vj,n =
∞∑
n=1
v∗j,nvj,n = 1.
Thus χRj belongs to m
+
EˆB
for all j ∈ J . Since ∑j∈J χRj = 1, we find that EˆB |A1∩B ′ is semifi-
nite. Therefore, B ⊆ A is discrete. 
5. Almost periodic 1-cocycles and normality of ergodic subrelations
In [2], we showed that, roughly, the Borel 1-cocycles on R are in bijective correspondence
with the coactions on W ∗(R,ω) leaving the Cartan subalgebra D pointwise fixed. In connection
with the subject in Section 3, one natural question arises as to what kind of Borel 1-cocycles
correspond to almost periodic coactions of the type described above. We will show below that,
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in R. As an application, we deduce an operator-algebraic characterization of normality of an
ergodic subrelation. Moreover, we will prove that, for any ergodic subrelation S of R, there
always exists a largest subrelation containing S as a normal subrelation.
Definition 5.1. Consider a Borel 1-cocycle c from R into a locally compact group K . (The
equivalence relation R does not need to be ergodic in this definition.) By [2, Section 4], we may
construct a coaction αc of K on W ∗(R,ω). We say that the 1-cocycle c is ω-almost periodic if
αc is almost periodic. We simply say that c is almost periodic if it is 1-almost periodic.
Throughout the rest of this section, we fix a Borel 1-cocycle c from R into a locally compact
group K and denote by αc the associated coaction on A := W ∗(R,ω). Also, let θ be the vector
state on A defined in the previous section.
Lemma 5.2. Suppose that the 1-cocycle c is ω-almost periodic. Then the vector state θ can be
always chosen as a faithful normal αc-invariant state.
Proof. This is proven in [2, Lemma 5.3]. 
For any Borel subset S of R, we define a subspace I(S) of W ∗(R,ω) by
I(S) := {Lω(f ) ∈ W ∗(R,ω): ν(supp(f )∩ Sc)= 0}.
According to [2, Proposition 6.7], we have ν(c−1({k})) > 0 and Aαc(k) = I(c−1({k})) for any
k ∈ Spd(αc).
Proposition 5.3. Suppose that the asymptotic range r∗(c) of c is K , and that the subrelation
Ker(c) is ergodic. (In other words, the coaction αc is minimal in the sense of [21].) Then c is
ω-almost periodic if and only if there exists a dense countable subgroup Γ of K such that:
(i) c(x, y) ∈ Γ for ν-a.e. (x, y) ∈R;
(ii) ν(c−1({k})) > 0 for all k ∈ Γ .
Proof. Suppose that c is ω-almost periodic. Set Γ := Spd(αc). By Corollary 3.7, Γ is a dense
countable subgroup of K . Let Uθ and {Pk}k∈Γ be as in Proposition 3.3. In our setting, we have
Pk = χc−1({k}) for all k ∈ Γ . Since
∑
k∈Γ Pk = 1,
⋃
k∈Γ c−1({k}) is conull. Hence c(x, y) ∈ Γ
for ν-a.e. (x, y) ∈R. Moreover, since Aαc(k) = I(c−1({k})), we have ν(c−1({k})) > 0 for all
k ∈ Γ .
Conversely, suppose that there exists a dense countable subgroup Γ of K satisfying the two
conditions (i), (ii). If k ∈ Γ , then we have Aαc(k) = I(c−1({k})) = {0} by (ii). So Γ is contained
in Spd(αc). If k0 ∈ Spd(αc) \ Γ , then ν(c−1({k0})) > 0, because I(c−1({k0})) = Aαc(k0) = {0}.
But, since
⋃
k∈Γ c−1({k}) is conull by (i), this is impossible. So Γ = Spd(αc). It remains to show
that the linear span of {Aαc(k)}k∈Γ is σ -strongly* dense in A. Define B to be the σ -strong* clo-
sure of the linear span of {Aαc(k)}k∈Γ . This is a von Neumann subalgebra of A. Hence, by
[1, Corollary 3.5], there exists a (unique) Borel subrelation S of R such that B = W ∗(S,ω),
i.e., B = I(S). If ν(c−1({k1}) ∩ Sc) > 0 for some k1 ∈ Γ , then we can find an f ∈ L2(R)
such that a := Lω(f ) ∈ A \ {0} and supp(f ) ⊆ c−1({k1}) ∩ Sc. Since supp(f ) ⊆ c−1({k1}),
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ν(supp(f )) > 0. This is a contradiction. So we conclude that ν(c−1({k}) ∩ Sc) = 0 for all
k ∈ Γ . Since ⋃k∈Γ c−1({k}) is conull, we see that R = S (up to a null set). Therefore, we
have A = B . 
Assume that the asymptotic range r∗(c) of c is K , and that the subrelation Ker(c) is ergodic.
There exists a unique faithful normal conditional expectation E from A onto Aαc satisfying
θ ◦ E = θ . Let ec be the associated Jones projection. So we have ec = χKer(c). Put A1 := (A ∨
{ec})′′, the basic extension of Aαc ⊆ A on the Hilbert space L2(R, ν). Thanks to Lemma 4.4, we
have
Lemma 5.4.
A1 ∩
(
Aαc
)′ = {h ∈ L∞(R): h(x, z) = h(y, z), h(z, x) = h(z, y)(
a.e. (x, y) ∈ Ker(c) and all z ∼ x)}.
Proposition 5.5. Let αc be as above. If the inclusion of factors Aαc ⊆ A is discrete, then αc is
almost periodic.
Proof. Let B := Aαc and suppose that the inclusion B ⊆ A is discrete. By using [11, Propo-
sition 2.8], we have that the abelian algebra A1 ∩ B ′ is isomorphic to ∑i∈I Cei , where ei is a
minimal projection in A1 ∩ B ′ for each i ∈ I . So we may assume that there exist Borel subsets
{Si}i∈I such that R =⋃i∈I Si , S0 = S and, for each i ∈ I , the projection ei = χSi is minimal
in A1 ∩ B ′. We claim that for each Si , there exists a γ ∈ K such that ν(Si \ c−1({γ })) = 0. In-
deed, by using Lemma 4.4, for each closed subset E of K , the projection χSi∩c−1(E) is minimal
in A1 ∩ B ′. Since χSi is minimal in A1 ∩ B ′, the projection χSi∩c−1(E) is equal to 0 or χSi . It
follows that there exists a unique γ ∈ K such that χSi = χSi∩c−1({γ }). So, by Proposition 5.3, we
conclude that α is almost periodic. 
Lemma 5.6. For any k ∈ Spd(αc), Aαc(k) contains an isometry or a coisometry.
Proof. Let k ∈ Spd(αc). By passing to polar decomposition, it is plain to see that Aαc(k) contains
a non-zero partial isometry v. Let p := 1 − v∗v and q := 1 − vv∗.
If qAαc(k)p = {0}, then we have
uqu∗Aαc(k)wpw∗ = {0} (5.1)
for all u,w ∈ U(Aαc ). Since Aαc is a factor, the central support of a non-zero projection of Aαc
is 1. So, if both p and q are non-zero, Eq. (5.1) implies Aαc(k) = {0}, a contradiction. Hence, in
this case, v is an isometry or a coisometry, as claimed.
If qAαc(k)p = {0}, take a b ∈ qAαc(k)p \ {0} and consider its polar decomposition b = v′|b|.
Then v′ belongs to Aαc(k) and satisfies v∗v′ = vv′∗ = 0.
Suggested by the previous paragraph, we consider a family of partial isometries {vi}i∈I
in Aαc(k) maximal with respect to the condition that v∗i vl = viv∗l for any i, l ∈ I with i = l.
Put v0 :=∑i∈I vi ∈ Aαc(k). If (1 − v0v∗0)Aαc (k)(1 − v∗0v0) = {0}, then, by the proceeding para-
graph, there is a non-zero partial isometry w0 ∈ Aαc(k) such that v∗i w0 = viw∗0 = 0 for all i ∈ I .
But this contradicts the maximality of {vi}. So we must have (1 − v0v∗)Aαc (k)(1 − v∗v0) = {0}.0 0
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Consider a von Neumann algebra P and a von Neumann subalgebra Q of P . Define
GN (Q) := {v ∈ P : v is partial isometry, v∗v, vv∗ ∈ Q, vQv∗ = vv∗Qvv∗}.
We call this set the normalizing groupoid of Q in P . It is easy to see that a partial isometry v
belongs to GN (Q) if and only if v∗ does. It is also clear that the set PI(Q) of partial isometries
in Q is included in GN (Q).
Proposition 5.7. Let αc be as before. Then the following are equivalent:
(1) The normalizing groupoid GN (Aαc ) generates A, i.e., GN (Aαc )′′ = A.
(2) The coaction αc is almost periodic.
Proof. Before we proceed to the proof, we deduce a general fact. Let v ∈ GN (Aαc ) \ {0}. From
the minimality of αc , it follows that αc(v)(1 ⊗ v∗) belongs to W ∗(K)⊗ Cvv∗. So there exists a
unique element xv ∈ W ∗(K) such that αc(v)(1⊗v∗) = xv ⊗vv∗. Hence we have αc(v) = xv ⊗v.
From this and the identity (ΔK ⊗ idA) ◦ αc = (idW ∗(K) ⊗ αc) ◦ αc, we find that xv is a group-
like element. Hence there is a unique ν(v) ∈ K such that xv = λK(ν(v)). Namely, αc(v) =
λK(ν(v)) ⊗ v, or equivalently, v ∈ Aαc(ν(v)). Note that ν(v) = e exactly when v belongs to
PI(Aαc ). Let h ∈ Spd(αc) and v be a partial isometry in Aαc(h). Then it is easy to see that v
belongs to GN (Aαc ). Hence we obtain
GN (Aαc)= ⋃
k∈Spd (αc)
{
v ∈ Aαc(k): v is partial isometry}. (5.2)
From this, it follows that the range of the mapping ν is exactly the discrete spectrum Spd(αc).
(1) ⇒ (2). By (5.2), ⋃k∈Spd (αc) Aαc(k) generates A. Since Aαc is a factor, Spd(αc) is a count-
able subgroup of K . So it follows that the linear span of
⋃
k∈Spd (αc) A
αc(k) is a σ -strongly* dense
∗-subalgebra of A. Therefore, αc is almost periodic.
(2) ⇒ (1). By assumption, the linear span A of ⋃k∈Spd (αc) Aαc (k) is a σ -strongly* dense∗-subalgebra of A. Let y ∈ GN (Aαc )′. Take any x ∈ A and write x =∑k∈Spd (αc) x(k), where
x(k) ∈ Aαc(k) (∀k ∈ Spd(αc)) and only finitely many x(k)’s are non-zero. If x(k) = v(k)|x(k)|
is the polar decomposition of x(k), then v(k) ∈ GN (Aαc ) and |x(k)| ∈ Aαc . Hence y commutes
with every x(k), which implies that y commutes with x. So y belongs to A′ = A′. Therefore,
GN (Aαc ) generates A. 
Suppose that αc is almost periodic. Put Γ := Spd(αc), a dense countable subgroup of K . For
each k ∈ Γ , let Xk := r(c−1({k})), which is a Borel subset of X. Fix an arbitrary k ∈ Γ .
Lemma 5.8. With the notation as above, Xk is conull.
Proof. Let (x, y) ∈ Ker(c). If x ∈ Xk , then there is a z ∈ X such that (x, z) ∈ c−1({k}). Then we
have
c(y, z) = c(y, x)c(x, z) = e · k = k.
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c(x,w) = c(x, y)c(y,w) = e · k = k.
So x ∈ Xk . Consequently, we have χXk (x) = 1 ⇔ χXk (y) = 1. It follows that χXk is Ker(c)-
invariant. By the ergodicity of Ker(c), χXk is constant. Since Xk is non-null, Xk must be
conull. 
By Lemma 5.8, we may and do assume that Xk = X for all k ∈ Γ . Choose a countable
group G inside of the full group of R so that R = {(x, gx): x ∈ X, g ∈ G}. Let G = {gn}n1
be an enumeration of G, where g1 = idX . For any x ∈ X = Xk , put n(x) := inf{m ∈ N:
c(x, gmx) = k}. Since
{
x ∈ X: n(x) l}= ⋃
ml
{
x ∈ X: c(x, gmx) = k
}∩⋂
p<l
{
x ∈ X: c(x, gpx) = k
}
for any l ∈ N, the function x ∈ X → n(x) ∈ N is Borel. Hence, for any m ∈ N, Xk,m := {x ∈
X: n(x) = m} is also Borel, and we have X =⋃∞m=1 Xk,m (disjoint). We define a Borel map ψk
on X by
ψk(x) := gmx if x ∈ Xk,m.
By construction, we have Γ (ψk) ⊆ c−1({k}).
Lemma 5.9. The Borel transformations {ψk}k∈Γ are choice functions for Ker(c) ⊆R.
Proof. Note that
⋃
k∈Γ c−1({k}) is conull by Proposition 5.3. Take any (x, y) ∈
⋃
k∈Γ c−1({k}).
There is a k0 ∈ Γ such that (x, y) ∈ c−1({k0}). Then we have
c
(
ψk0(x), y
)= c(ψk0(x), x)c(x, y) = k−10 k0 = e,
which means that (ψk0(x), y) ∈ Ker(c). So y belongs to Ker(c)(ψk0(x)).
If y ∈ Ker(c)(ψk(x))∩ Ker(c)(ψh(x)) for some k,h ∈ Γ , then
c
(
ψk(x), y
)= c(ψh(x), y)= e.
So
c
(
ψk(x),ψh(x)
)= c(ψk(x), y)c(y, y)c(y,ψh(x))= e.
From this, we get
e = c(ψk(x),ψh(x))= c(ψk(x), x)c(x, x)c(x,ψh(x))= k−1h.
Thus k = h. Therefore, {Ker(c)(ψk(x)): k ∈ Γ } is a partition of R(x). 
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(x, y) ∈ R, where Lk (k ∈ Γ ) is the transformation on Γ given by Lkh := kh. In partic-
ular, Ker(c) is a normal subrelation of R. One also has (ψk(x),ψk(y)) ∈ Ker(c) whenever
(x, y) ∈ Ker(c).
Proof. Let (x, y) ∈ R. Suppose that (ψk(x),ψh(y)) ∈ Ker(c), i.e., σ(x, y)(h) = k. Then we
have
e = c(ψh(y),ψk(x))= c(ψh(y), y)c(y, x)c(x,ψk(x))= h−1c(x, y)−1k.
This shows that Lc(x,y)h = k. Hence we obtain σ(x, y) = Lc(x,y). Since σ |Ker(c) = idΓ , Ker(c)
is normal in R. The last assertion follows easily. 
Conversely, let us assume that Ker(c) is normal in R. We may then choose choice func-
tions {φq}q∈Q for Ker(c) ⊆ R so that (ψq(x),ψq(y)) ∈ Ker(c) for any q ∈ Q whenever
(x, y) ∈ Ker(c). By the proof of [7, Theorem 2.2], we may assume that Q is a countable
discrete group. We agree that φe = idX for the identity e ∈ Q. For any q ∈ Q, let Rq :=
{(x, y) ∈R: (φq(x), y) ∈ Ker(c)}. We have R=⋃q∈QRq (disjoint).
Let (x, y) ∈ Ker(c) and q ∈ Q. Then we have
c
(
x,φq(x)
)= c(x, y)c(y,φq(y))c(φq(y),φq(x))= c(y,φq(y)).
Since Ker(c) is ergodic, there is a kq ∈ K such that c(x,φq(x)) = kq for a.e. x ∈ X. From this, it
follows that
(x, y) ∈Rq ⇔ c
(
y,φq(x)
)= e ⇔ c(y, x)kq = e ⇔ (x, y) ∈ c−1({kq}).
Thus we get Rq = c−1({kq}). Since ν(Rq) > 0, c−1({kq}) has positive measure, which in turn
implies that Aαc(kq) = {0}. Hence kq ∈ Spd(αc) for all q ∈ Q.
By the proof of [7, Theorem 2.2], the product of Q is defined to hold the following:
(
Ker(c)
)(
φq1q2(x)
)= (Ker(c))(φq1(φq2(x))) for any q1, q2 ∈ Q and x ∈ X.
This means that (φq1q2(x),φq1(φq2(x))) ∈ Ker(c), i.e., c(φq1q2(x),φq1(φq2(x))) = e. So the sub-
set
N ′ := {x ∈ X: c(φq1q2(x),φq1(φq2(x))) = e for some q1, q2 ∈ Q}
has measure zero.
For each q ∈ Q, choose a null set Nq ⊆ X so that c(x,φq(x)) = kq for all x ∈ X \Nq . Since
μ ∼ μ ◦ φ−1q , φ−1q (Nq ′) is also null. Set N :=
⋃
q,q ′∈Q φ−1q (Nq ′).
Take any x ∈ X \ (N ∪N ′) and fix it. Then, for any q1 and q2 ∈ Q, we have
e = c(φq1q2(x),φq1(φq2(x)))= c(φq1q2(x), x)c(x,φq2(x))c(φq2(x),φq1(φq2(x)))
= (kq1q2)−1kq2kq1 .
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π is injective. Since R=⋃q∈QRq =⋃q∈Q c−1({kq}), π is also surjective. It now follows that
the cocycle c satisfies the conditions in Proposition 5.3. Therefore, αc is almost periodic.
We summarize below what we have obtained in the preceding discussions.
Theorem 5.11. Suppose that the asymptotic range r∗(c) of c is K , and that the subrelation Ker(c)
is ergodic. (In other words, the coaction αc is minimal.) Then the following are all equivalent:
(1) The coaction αc is almost periodic.
(2) The normalizing groupoid GN (Aαc ) generates A, i.e., GN (Aαc )′′ = A.
(3) The subrelation Ker(c) is normal.
In Corollary 4.6, we saw that normality of an ergodic subrelation implies discreteness of the
corresponding subfactor. With the help of Theorem 5.11, we can now characterize normality at
purely operator-algebraic level.
Theorem 5.12. Let S be an ergodic Borel subrelation ofR, and B := W ∗(S,ω) be the associated
subfactor of A. Then the following are equivalent:
(1) The subrelation S is normal in R.
(2) The inclusion B ⊆ A is discrete and of depth 2.
Proof. (1) ⇒ (2). Suppose that S is normal. By Corollary 4.6, B ⊆ A is discrete. From [7,
Theorem 2.2], it follows that there exist a discrete group Q and a Borel 1-cocycle ν :R→ Q
such that Ker(ν) = S and r∗(ν) = Q. By [2, Theorem 4.2], we obtain the coaction αν of Q on A
associated to ν so that Aαν = B . So αν is a minimal coaction. It is well known in this case that
Aαν ⊆ A has depth 2.
(2) ⇒ (1). Let A1 be the basic extension of B ⊆ A, and A2 be the basic extension of A ⊆ A1.
Since A1 and A2 has a common Cartan subalgebra, it follows from [1, Theorem 1.1] that there
exists a unique faithful normal conditional expectation from A2 onto A1. In particular, any faith-
ful normal semifinite operator-valued weight from A2 onto A1 must be bounded. So, if B ⊆ A is
discrete, then the unique faithful normal conditional expectation EB from A onto B is regular in
the sense of [3]. From [3, Theorem 11.16], it follows that there exist a locally compact group K
and an outer coaction α of K on A such that (B ⊆ A ⊆ A1) ∼= (C ⊗ Aα ⊆ α(A) ⊆ Kˆ α A).
Since Aα = B , it follows from [2, Theorem 5.8] that there exists a Borel 1-cocycle c :R→ K
such that α = αc. In particular, we have S = Ker(c). Thanks to [21, Corollary 5.6], we find that
α is integrable. By [2, Proposition 9.1], K must be discrete. Hence we conclude that α is almost
periodic. Therefore, by Theorem 5.11, S = Ker(c) must be normal in R. 
In the rest of this section, we will prove existence of the largest intermediate subrelation which
contain a given subrelation as a normal subrelation.
So let us start with an ergodic Borel subrelation S of R and set B := W ∗(S,ω). Then the
normalizing groupoid GN (B) in A generates an intermediate subfactor C of B ⊆ A. Our goal in
the remainder of this section is to analyze this algebra C. For this, we begin with the following
proposition.
320 H. Aoi, T. Yamanouchi / Journal of Functional Analysis 240 (2006) 297–333Proposition 5.13. For each element w ∈ C ∩ GN (D), there exists a countable family {em}m1
of projections in D such that ∑m1 em = ww∗ and emw belongs to GN (B) ∩ GN (D) for all
m 1.
Proof. Since A has the separable predual, we may and do assume that there exists a count-
able subset {vm: m ∈ N ∪ {0}} of GN (B), closed under the ∗-operation, satisfying v0 = 1
and {vm}′′m0 = C. We denote by C0 the unital ∗-subalgebra generated by {vm}m0. So C0
is σ -weakly dense in C. Let {cm}m1 be an enumeration of the set of all non-zero monomi-
als in {vm}m0. Clearly, C0 is the linear span of {cm}m1. Since vm belongs to GN (B), both
vmBv
∗
m and v∗mBvm are contained in B for each m  0. Hence it follows that cmBc∗m ⊆ B and
c∗mBcm ⊆ B for all m 1.
Now we set am := ED(cmw∗)w. By using the same arguments as in [1, Lemma 3.1], each am
belongs to the strong* closure of the convex hull of {u1cmu2: u1, u2 ∈PI(D)}.
By using the property of cm, we have that amBa∗m is also contained in B . Indeed, fix m ∈ N
and choose a sequence {am,k}k1 in the convex hull of {u1cmu2: u1, u2 ∈PI(D)} such that am,k
converges to am in the sense of the strong* operator topology. Take an arbitrary b ∈ B . A direct
computation shows that am,kba∗m,k ∈ B for all k  1. Meanwhile, since {am,k}k1 is bounded,
we easily find that am,kba∗m,k converges strongly to amba∗m. So we conclude that amba∗m belongs
to B . By using the same arguments, we also obtain a∗mbam ⊆ B .
Let fm be the left support of am. Note that fm is also the support projection of |ED(cmw∗)|,
because we have ama∗m = ED(cmw∗)ww∗ED(cmw∗)∗ = |ED(cmw∗)|2. Moreover, since am =
(fmw) · (w∗|ED(cmw∗)|w) can be easily proven to be the polar decomposition of am, we get
am = fmw
(
w∗
∣∣ED(cmw∗)∣∣w)= ∣∣a∗m∣∣(fmw),
where we used the fact that fm ww∗.
We will show that fmw belongs to GN (D)∩GN (B). Firstly, since w is in GN (D) and fm is
a projection in D, we can easily check that fmw is in GN (D). Secondly, let b belong to B . Set
b′ := fmwbw∗fm. By the property of am, we have
∣∣a∗m∣∣EB(b′)∣∣a∗m∣∣= EB(amba∗m)= amba∗m = ∣∣a∗m∣∣b′∣∣a∗m∣∣,
where EB is the faithful normal conditional expectation from A onto B . It follows that |a∗m|(b′ −
EB(b
′))|a∗m| is equal to 0. Let {dm,n}n1 be an increasing sequence of projections in D such that
(i) supn1 dm,n = fm;
(ii) |a∗m|dm,n is invertible in Ddm,n for any n 1.
Since the left and right support projections of b′ −EB(b′) are contained in the support projection
of |a∗m|, it follows that dm,n(b′ −EB(b′))dm,n converges to b′ −EB(b′) in the sense of the strong
operator topology. On the other hands, since |a∗m|dm,n is invertible in Ddm,n, we have dm,n(b′ −
EB(b
′))dm,n = 0. So we conclude that b′ −EB(b′) = 0, i.e., b′ = fmwbw∗fm is in B . Moreover,
since w∗fmw is the right support of am and a∗m = w∗fm|a∗m| = w∗|a∗m|w(w∗fm), we have, by
the same arguments as above, that w∗fmbfmw is also contained in B . Hence we conclude that
fmw belongs to GN (D)∩ GN (B).
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m1 fm is not equal to 0, then e is orthogonal to {fm}m1. So the non-zero element ew ∈
GN (D) satisfies the equation
ED(cmw
∗e)ew = eED(cmw∗)w = eam = 0.
Since the σ -weak closure of the linear span of {cm}m1 is equal to C, the identity obtained above
implies that ew = 0, a contradiction. So ∨m1 fm is equal to ww∗.
By induction, we obtain a countable family of mutually orthogonal projections {em}m1
in D such that em  fm, and
∑
m1 em =
∨
m∈I fm = ww∗. Since emw = emfmwn and
fmw ∈ GN (B) ∩ GN (D), we conclude that emw also belongs to GN (B) ∩ GN (D). So we
complete the proof. 
Corollary 5.14. We have C = (GN (B)∩ GN (D))′′.
Proof. Let {wn}n1 be a countable family in GN (D) which generates C. By Proposition 5.13,
there exists a countable family {en,m}n,m1 of projections in D such that ∑m1 en,m = wnw∗n
for each n 1, and en,mwn belongs to GN (B) ∩ GN (D). Since ∑m1 en,mwn is equal to wn,
we conclude that {en,mwn}n,m1 generates C. Thus we arrive at the conclusion. 
Thanks to [1, Theorem 1.1], we know that there exists an intermediate subrelation T of S ⊆R
such that C = W ∗(T ,ω). With the aid of the previous corollary, we shall prove below that this
subrelation T enjoys a remarkable property.
Proposition 5.15. The subrelation S is normal in T . Furthermore, T is the Borel subrelation
that is the largest, up to a null set, among the Borel subrelations of R containing S as a normal
subrelation.
Proof. By [1, Lemma 2.3], there exist an N ∈ N ∪ {∞} and a countable subset {ρi}i∈I of
[R]∗ such that the subrelation T is equal to the disjoint union of the graphs {Γ (ρi)}i∈I , where
I = {i ∈ N ∪ {0}: i < N} and ρ0 = idX . For each i ∈ I , set vi := Lω(δ−1/2χΓ (ρi)). By us-
ing Proposition 5.13, for each i ∈ I , there exist mutually disjoint projections {ei,m}m1 in D
such that each ei,mvi belongs to GN (B) ∩ GN (D) and ∑m1 ei,m = viv∗i . It follows that there
exists a mutually disjoint Borel subset {Ei,m}i∈I, m1 such that T is a disjoint union of the
graphs {Γ (ρi |Ei,m)}i∈I, m1. By relabeling, we obtain a countable family {ρi}i∈I in [R]∗ such
that ρ0 = idX , T =⋃i∈I Γ (ρi) (disjoint) and vi := Lω(δ−1/2χΓ (ρi)) ∈ GN (B) ∩ GN (D) for
all i ∈ I . It follows that, for each i ∈ I , one has (ρi(x), ρi(y)) ∈ S for a.e. (x, y) ∈ SDom(ρi ).
Since S is ergodic, for each i ∈ I , there exists a Borel map ηi such that Dom(ηi) = X,
Im(ηi) ⊆ Dom(ρi), ηi |Dom(ρi ) = idDom(ρi ) and Γ (ηi) ⊆ S . Set ϕi := ρi ◦ ηi for each i ∈ I . We
have (ϕi(x),ϕi(y)) ∈ S for a.e. (x, y) ∈ S . Moreover, since ϕi |Dom(ρi ) = ρi , we conclude that
T (x) is equal to ⋃i∈I S(ϕi(x)) for a.e. x ∈ X.
Now we claim that there exists a subset J of I such that {ϕi}i∈J are choice functions for
S ⊆R. Indeed, for any pair (i, j) ∈ I × I , define a Borel subset Xi,j of X by
Xi,j :=
{
x ∈ X: (ϕi(x),ϕj (x)) ∈ S}.
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subset J by the following:
J := {0} ∪ {j ∈ I \ {0}: Xi,j is null for all i < j}.
By definition, each {S(ϕj (x))}j∈J are mutually disjoint for a.e. x ∈ X. We will show that, for
a.e. x ∈ X, T (x) is equal to the disjoint union of {S(ϕj (x))}j∈J . Indeed, if there exists a Borel
subset F of X such that μ(F) > 0 and the disjoint union of {S(ϕj (x))}j∈J is not equal to T (x)
for each x ∈ F . Then there exists a Borel function k :F →∈ I \ J such that ϕk(x)(x) is not in⋃
j∈J S(ϕj (x)). Since I is countable, we can choose i ∈ I \ J such that k−1({i}) is of positive
measure. It follows that (ϕj (x),ϕi(x)) is not in S for all j ∈ J and x ∈ k−1({i}). In particular,
the Borel subset Xj,i is not conull for all j ∈ J . So Xj,i must be a null set. It follows that Xj,i is
a null set for all j < i. This contradicts the definition of J . So we conclude that T (x) is a disjoint
union of {S(ϕj (x))}j∈J for a.e. x ∈ X. Hence {ϕj }j∈J are choice functions for S ⊆ T .
Let σ be the index cocycle for S ⊆ T determined by {ϕj }j∈J . Since 0 ∈ J and ϕ0 = idX ,
S contains σ−1({e}). On the other hands, for each j ∈ J and for a.e. (x, y) ∈ S , (ϕj (x),ϕj (y))
is also in S . So we obtain σ−1({e}) = S , and S is normal in T .
By Theorem 5.11, for each Borel subrelation T0 of R which contains S as a normal subrela-
tion, the subfactor W ∗(T0,ω) is generated by the normalizing groupoid of B in this subfactor,
and it is thus contained particularly in GN (B)′′ = W ∗(T ,ω). Hence the subrelation T is the
largest which contains S as a normal subrelation. Therefore, we complete the proof. 
The next theorem is a direct consequence of Proposition 5.15.
Theorem 5.16. Let S be an ergodic Borel subrelation ofR, and B := W ∗(S,ω) be the associated
subfactor of A. Then the following are equivalent:
(1) The subrelation S is normal in R.
(2) The normalizing groupoid of B in A generates A.
We denote the unique Borel subrelation T in Proposition 5.15 by NR(S) and call it the nor-
malizer of S in R.
Remark. We include in this remark the following result (example), which is intended as a satis-
factory justification for the nomenclature “normalizer of a subrelation.”
Suppose that α = αc is a coaction of a discrete group K on A := W ∗(R,ω), where
c :R→ K is a Borel 1-cocycle. Let B be a subfactor of A such that B is equal to Aα(H) =
W ∗(c−1(H),ω) for some subgroup H of K . It is easy to check that the intermediate sub-
factor C := W ∗(NR(c−1(H)),ω) contains Aα(NK(H)) = W ∗(c−1(NK(H)),ω). Here, for a
subgroup L of K , NK(L) in general stands for the normalizer of L in K . On the other hand,
by using the same arguments as in the proof of Proposition 5.15, we may and do assume that
C is generated by the σ -weak closure of the linear span of a countable family {vk,n}k∈K, n0 of
elements in GN (D) such that each vk,n belongs to GN (B)∩Aα(k). So, if α is minimal, then, for
each h ∈ H , the subspace vk,nAα(h)vk,n is not equal to 0 and contained in Aα(khk−1). It follows
that khk−1 must belong to H , and C is equal to Aα(NK(H)), i.e., the normalizer NR(c−1(H))
of the subrelation c−1(H) is equal to c−1(NK(H)).
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As in the preceding section, fix an ergodic Borel subrelation S of R, and put A := W ∗(R,ω)
and B := W ∗(S,ω). Denote by T the normalizer of S in R. So we have GN (B)′′ = W ∗(T ,ω).
The main purpose of this section is to locate the Jones projection χT of the inclusion GN (B)′′ ⊆
A in the ILP decomposition A1 ∩ B ′ = A⊕ B1 ⊕ B2 ⊕ C, where A1 is the basic extension of
B ⊆ A.
By Proposition 5.15, S is normal in T . Hence it follows that there is a Borel 1-cocycle c
from T into the discrete group Q := T /S such that Ker(c) = S and r∗(c) = Q. We can also
choose a set of choice functions {φq}q∈Q for S ⊆ T so that it satisfies φe = idX and
c
(
φq(x), x
)= q (a.e. x ∈ X).
Let {ψi}i∈I be a set of choice functions for T ⊆R, where we assume 0 ∈ J and ψ0 = idX . Then
it is easy to see that {φq ◦ψi}q∈Q, i∈I is a set of choice functions for S ⊆R. Let σ stand for the
associated index cocycle for S ⊆R. As in Section 4, for each pair (q, i) ∈ Q× I , define
R(q,i) :=
{
(x, y) ∈R: σ(x, y)(e,0) = (q, i)}.
Then we have R=⋃(q,i)∈Q×I R(q,i) (disjoint), and T =⋃q∈QR(q,0). Thus
χT =
∑
q∈Q
χR(q,0) .
Lemma 6.1. With the notation introduced above, χR(q,0) is a minimal projection in A1 ∩ B ′ for
all q ∈ Q. In particular, the Jones projection χT of GN (B)′′ ⊆ A is in A1 ∩B ′.
Proof. We already know from Lemma 4.3 that χR(q,0) is in A1.
Let (x, y) ∈ S , z ∈R(x) and q ∈ Q, Since (φq(x),φq(y)) ∈ S , we have
(x, z) ∈R(q,0) ⇔ σ(x, z)(e,0) = (q,0) ⇔
(
φq(x), z
) ∈ S
⇔ (φq(y), z) ∈ S ⇔ σ(y, z)(e,0) = (q,0)
⇔ (y, z) ∈R(q,0).
Hence, by Lemma 4.4, χR(q,0) belongs to B ′. Once we know that χR(q,0) belongs to A1 ∩B ′, we
can deduce from the proof (1) ⇒ (2) of Proposition 4.5 that this projection is minimal. 
Now we consider the ILP decomposition A1 ∩B ′ =A⊕B1 ⊕B2 ⊕C. By Lemma 6.1, we find
that, for each q ∈ Q, χR(q,0) belongs to exactly one of the four algebras in this decomposition.
Lemma 6.2. For any q ∈ Q, the projection χR(q,0) belongs to A in the ILP decomposition of
A1 ∩B ′. In particular, χT is also in A.
Proof. Let q ∈ Q. By the proof of Corollary 4.6, we know that χR(q,0) lies in m+EˆB . Since mEˆB ∩
(B2 ⊕ C) = {0}, χR(q,0) is either in A or in B1. Let (x, y) ∈ R. In the following, let us write
E−1 := {(v,w): (w,v) ∈ E} for a subset E of R. Since φq−1 normalizes S , we have
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⇔ (φq(y), x) ∈ S ⇔ (φq−1(φq(y)), φq−1(x)) ∈ S.
Note that (z,φq−1(φq(z))) ∈ S for a.e. z ∈ X. So, if y satisfies this condition, we get
(
φq−1
(
φq(y)
)
, φq−1(x)
) ∈ S ⇔ (y,φq−1(x)) ∈ S ⇔ σ(x, y)(e,0) = (q−1,0)
⇔ (x, y) ∈R(q−1,0).
Hence we obtain χR−1
(q,0)
 χR
(q−1,0) . From this, it follows that χR−1(q,0) = χR(q−1,0) . But this means
that JχR(q,0)J = χR(q−1,0) . Since JB1J = B2, if χR(q,0) were in B1, then it would also belong
to B2. This is a contradiction. Therefore, χR(q,0) must be in A. 
In the situation considered so far, assume further that the inclusion B ⊆ A is not discrete, and
that S is not normal in R, equivalently, R \ T is of positive measure. According to Lemma 6.2,
the Jones projection χT is always equal to or smaller than the identity of the algebraA in the ILP
decomposition A1 ∩B ′ =A⊕B1 ⊕B2 ⊕ C. Now one question arises. Does it happen that χT is
exactly the identity of the algebra A in the decomposition of A1 ∩B ′? If it does, give a necessary
and sufficient condition, in terms of the subrelation S , that χT should equal the identity of A.
This question leads to the subject treated in the following section.
7. The subfactor generated by the commensurability groupoid
As before, we fix an ergodic Borel subrelation S of R, and put A := W ∗(R,ω) and B :=
W ∗(S,ω). Denote by A1 the basic extension of the inclusion B ⊆ A. We set T := EB ◦ EˆB ,
which is a faithful normal semifinite operator-valued weight from A1 to B . Let ξ0 := χD ∈
L2(R), where D is the diagonal subset {(x, x): x ∈ X}. So ξ0 is a cyclic and separating unit
vector for A. We write θ for the vector state on A given by ξ0. Note that A1 ∩ B ′ is contained
in L∞(R). Since the modular automorphism σ θˆt of the weight θˆ := θ ◦ EˆB is implemented
on L2(R) by δit ∈ L∞(R) (see [11]), the restriction of σ θˆ to A1 ∩ B ′ is the identity. So, in
particular, (A1 ∩B ′)T = A1 ∩B ′.
For a non-zero a ∈ A, consider the closed subspace [BaBξ0]. It is clearly B-invariant. Since
Jxξ0 = σ θ−i/2(x∗)ξ0 (x ∈ A) and B is globally invariant under σ θ , we have, for any b, b1 and
b2 ∈ B:
JbJ (b1ab2ξ0) = b1ab2JbJξ0 = b1ab2σ θ−i/2(b∗)ξ0 ∈ [BaBξ0].
This shows that [BaBξ0] is also JBJ -invariant. Hence the projection za onto [BaBξ0] belongs
to B ′ ∩ (JBJ )′ = A1 ∩B ′.
Definition 7.1. We define CG(B) to be the set of all partial isometries v ∈ A satisfying the fol-
lowing two conditions:
(1) Both v∗v and vv∗ belong to B .
(2) The projections zv and zv∗ belong to m+ .EˆB
H. Aoi, T. Yamanouchi / Journal of Functional Analysis 240 (2006) 297–333 325We call CG(B) the commensurability groupoid of B in A. For justification of this terminology,
refer to Section 9.
Let A1 ∩B ′ =A⊕B1 ⊕B2 ⊕C be the ILP decomposition of A1 ∩B ′. We claim that, for each
v ∈ CG(B), zv belongs to A. Indeed, we get the following.
Lemma 7.2. Let a ∈ A. Then JzaJ = za∗ . Moreover, for any v ∈ CG(B), zv belongs to A in the
ILP decomposition A1 ∩B ′ =A⊕B1 ⊕B2 ⊕ C.
Proof. Take a Borel subset E of R such that za = χE . Also take a function f on R such that
a = Lω(f ). Since zaaξ0 = aξ0, we may and do assume that supp(f ) is contained in E . So
supp(f ) is contained in E−1. Since JzaJ = JχEJ = χE−1 , we have z′aa∗ξ0 = a∗ξ0, where
z′a := JzaJ . From this, we find that za∗  z′a . By applying AdJ to both sides of this inequality,
we get z′a∗  za . Since this inequality is valid for any a ∈ A, we may substitute a∗ for a in the
above inequality. Thus we obtain the desired equality.
Let v ∈ CG(B). Since zv belongs to m+
EˆB
, it follows from [11, Proposition 2.8(iv)] that zv is in
A⊕B1. Hence, by [11, Proposition 2.8(ii)] this time, JzvJ lies in A⊕B2. On the other hand, by
the result of the preceding paragraph, we see that JzvJ is in m+
EˆB
, which implies that it belongs
to A⊕B1. Consequently, JzvJ must be a member of A. Hence zv ∈A, as claimed. 
Lemma 7.3. Suppose that z is a projection in A1 ∩ B ′ which is equal to a sum of a countable
mutually orthogonal minimal projections in A1 ∩B ′. Then there exists v in GN (D) such that zv
coincides with z.
Proof. We assume that there exists N ∈ N ∪ {∞} and mutually orthogonal minimal projections
{zn}n∈I in A1 ∩ B ′ such that z is equal to ∑n∈I zn, where I := {n ∈ N: n < N}. Then there
exist Borel subsets En of R satisfying zn = χEn . For each n ∈ I , choose a partial automorphism
ρn ∈ [R]∗ such that ν(Γ (ρ−1n )) > 0 and Γ (ρ−1n ) ⊆ En.
Take a mutually disjoint non-null Borel subsets {Bn}n∈I of X. Fix an arbitrary n ∈ I . Since
S is ergodic, there is ϕ′n ∈ [S]∗ such that μ(Dom(ϕ′n)) > 0, Dom(ϕ′n) ⊆ Bn and Im(ϕ′n) ⊆
Dom(ρn). Then, by the ergodicity of S again, there is ψn ∈ [S]∗ such that μ(Dom(ψn)) > 0,
Dom(ψn) ⊆ ρn(Im(ϕ′n)) and Im(ψn) ⊆ Bn. Set ϕn := ϕ′n|(ϕ′n)−1(ρ−1n (Dom(ψn))). The put ηn :=
ψn ◦ ρn ◦ ϕn. Since ϕn, ψn ∈ [S]∗ and Γ (ρ−1n ) ⊆ En, one can check that Γ (η−1n ) is still con-
tained in En.
By doing the same arguments as above for other n’s in I , we obtain a family {ηn}n∈I of maps
in [R]∗ satisfying Γ (η−1n ) ⊆ En and Dom(ηn), Im(ηn) ⊆ Bn for all n ∈ I .
Define vn := Lω(δ−1/2χΓ (η−1n )) ∈ GN (D). By construction, we have v∗nvm = vnv∗m = 0 for
any n,m ∈ I with n = m. So v :=∑n∈I vn belongs to GN (D) again. Since znvnξ0 = vnξ0 by
the inclusion Γ (η−1n ) ⊆ En, it follows from the minimality of zn that zn = zvn . It can be now
checked without difficulty that zv equals
∑
n∈I zn = z. 
In what follows, let M denote the set of all elements a ∈ A satisfying za ∈A. By Lemma 7.2,
we know that CG(B) is contained in M .
Lemma 7.4. The linear span of CG(B) is contained in M .
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it suffices to show that u + v is in M . Since [B(u + v)Bξ0] is clearly contained in [BuBξ0] ∨
[BvBξ0], we find that zu+v is majorized by zu ∨ zv . Because both zu and zv are in A, zu ∨ zv
also in A. Hence, zu+v belongs to A. 
Lemma 7.5. The set CG(B)∩ GN (D) is closed under the product operation.
Proof. Take any u,v ∈ CG(B)∩GN (D) with uv = 0. Clearly, uv is in GN (D). Thus it remains
to show that uv belongs to CG(B).
First, one has [BuvBξ0] ⊆ [BuBvBξ0]. Because zvL2(R) = [BvBξ0] by definition, we see
that [BuvBξ0] ⊆ [BuzvL2(R)]. Note that uzv is a partial isometry in A1 whose final projection
is uzvu∗. Hence [BuzvL2(R)] = [Buzvu∗L2(R)].
Claim. The projection onto [Buzvu∗L2(R)] equals ∨w∈U(B) wuzvu∗w∗, where U(B) is the
unitary group of B .
Proof. Let p be the projection onto [Buzvu∗L2(R)] and put q := ∨w∈U(B) wuzvu∗w∗. For
any w ∈ U(B), we have wuzvu∗w∗L2(R) ⊆ [Buzvu∗L2(R)]. So wuzvu∗w∗  p. Thus we get
q  p. Conversely, since q ∈ B ′, for any ξ ∈ L2(R) and b ∈ B , we have buzvu∗ξ = bquzvu∗ξ =
q(buzvu
∗ξ). This shows that p is majorized by q . 
Let p be as above. Note that p belong to A1 ∩ B ′. From Claim and the normality of EˆB , we
have
EˆB(p) = EˆB
( ∨
w∈U(B)
wuzvu
∗w∗
)
=
∨
w∈U(B)
EˆB(wuzvu
∗w∗) =
∨
w∈U(B)
wuEˆB(zv)u
∗w∗
= EˆB(zv)
∨
w∈U(B)
wuu∗w∗.
Since A ∩ B ′ = C and uu∗ ∈ B , the projection ∨w∈U(B) wuu∗w∗ is 1. Hence EˆB(p) =
EˆB(zv) < ∞. Therefore, p belongs to m+
EˆB
. In particular, we obtain EˆB(zuv) EˆB(zv) < ∞.
From the argument in the preceding paragraph, we easily find that EˆB(z(uv)∗) EˆB(zu∗) < ∞.
Therefore, uv belongs to CG(B). 
Lemma 7.6. The subfactor (CG(B) ∩ GN (D))′′ of A is contained in M . Namely, for any a ∈
(CG(B)∩ GN (D))′′, the projection za belongs to A.
Proof. Set Q := (CG(B) ∩ GN (D))′′. By Lemma 7.5, the linear span Q0 of CG(B) ∩ GN (D)
is a unital ∗-subalgebra of A. Hence Q is the σ -strong* closure of Q0.
Let a ∈ Q. Then choose a sequence {an}n1 of Q0 that converges σ -strongly* to a. By
Lemma 7.4, each an belongs to M , i.e., zan is in A. It is then easy to see that [BaBξ0] is con-
tained in
∨∞
n=1[BanBξ0]. This means that za 
∨∞
n=1 zan . Since
∨∞
n=1 zan is inA, it follows that
za too belongs to A. Therefore, a ∈ M . 
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is exactly the identity of A.
Proof. Denote by eQ the Jones projection of Q ⊆ A and by zA the identity of A.
Let z be a finite rank projection in A. Then, by Lemma 7.3, there exists v ∈ GN (D) satis-
fying z = zv . Since z is of finite rank, we see that v belongs to CG(B). Hence v ∈ CG(B) ∩
GN (D) ⊆ Q. From this, it follows that [BvBξ0] is contained in the range of eQ. Thus z  eQ.
Since zA is the supremum of the finite rank projections in A, we obtain zA  eQ.
Conversely, if a ∈ Q, then, by Lemma 7.6, we have zAaξ0 = zAzaaξ0 = zaaξ0 = aξ0. This
shows that [Qξ0] is contained in the range of zA. Hence eQ is majorized by zA. 
Proposition 7.8. Suppose that v ∈ CG(B), w ∈ GN (D), and that e is the support of ED(vw∗).
Then ew belongs to CG(B)∩ GN (D).
Proof. We first claim that [BewBξ0] coincides with [BED(vw∗)wBξ0]. Since B contains D,
it is trivial that [BewBξ0] contains [BED(vw∗)wBξ0]. Conversely, let {en}n0 be a sequence
of projections in D such that en converges to e in the sense of the strong operator topol-
ogy, and each enED(vw∗) is invertible in Den. Then the subspace [BED(vw∗)wBξ0] con-
tains [BenED(vw∗)wBξ0] = [BenwBξ0]. Since [BED(vw∗)wBξ0] is closed, we conclude that
[BED(vw∗)wBξ0] contains b1ewb2ξ0 for all b1 and b2 ∈ B . So our claim has been proven.
On the other hand, a direct computation shows that
[
BED(vw
∗)wBξ0
]⊆ [BDvw∗DwBξ0] ⊆ [BvBξ0].
Hence we obtain zew  zv . It follows that zew belongs to m+
EˆB
. Then, thanks to Lemma 7.2, we
have z(ew)∗ = JzewJ  JzvJ = zv∗ . From this, we deduce that z(ew)∗ also is in m+
EˆB
. Therefore,
ew belongs to CG(B)∩ GN (D). 
Theorem 7.9. The intermediate subfactor CG(B)′′ of B ⊆ A is generated by CG(B) ∩ GN (D).
Moreover, the Jones projection of the inclusion CG(B)′′ ⊆ A is exactly the identity of A in the
ILP decomposition A1 ∩B ′ =A⊕B1 ⊕B2 ⊕ C.
Proof. Let P be an ergodic Borel subrelation of R such that W ∗(P, σ ) = (CG(B)∩ GN (D))′′.
We denote the faithful normal conditional expectation from A onto (CG(B)∩ GN (D))′′ by EP .
By [1, Lemma 2.3], there exist an N ∈ N ∪ {∞} and a countable subset {ρi}i∈I of [R]∗ such that
R is the disjoint union of {Γ (ρi)}i∈I , where I := {i ∈ N ∪ {0}: i < N} and ρ0 = idX . For each
i ∈ I , set wi := Lω(δ−1/2χΓ (ρ−1i )).
Suppose that v is in CG(B). A direct computation shows vξ0 is equal to
∑
i∈I ED(vw∗i )wiξ0
as elements of L2(R). By Proposition 7.8, for each i ∈ I , ED(vw∗i )wiξ0 is in [Deiwiξ0] and eiwi
belongs to CG(B)∩GN (D), where ei is the support of ED(vw∗i ). In particular, all ED(vw∗i )wiξ0
belong to L2(P). So we obtain EP (v)ξ0 = vξ0. Since ξ0 is a separating vector, we conclude
that EP (v) = v, which implies that v is in (CG(B) ∩ GN (D))′′. Hence CG(B)′′ is equal to
(CG(B)∩ GN (D))′′.
The last statement of the theorem follows from the result of the preceding paragraph together
with Corollary 7.7. 
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the intermediate subfactors M of B ⊆ A such that B ⊆ M is discrete.
Proof. Set C := CG(B)′′ and denote by p the Jones projection of the inclusion C ⊆ A. We
already know that p is the identity of A in the ILP decomposition A1 ∩B ′ =A⊕B1 ⊕B2 ⊕ C.
In what follows, we regard C as acting on the Hilbert space pL2(R). So it would be better to
write Cp (the induction of C by p) instead of just C in this case. Note that {Cp,pL2(R)} is a
standard representation: ξ0 ∈ pL2(R) is still a cyclic and separating unit vector for Cp and the
associated modular conjugation JC satisfies JC = pJ = Jp (cf. [18] or [16, Section 10]).
We have the inclusion Bp ⊆ Cp. Since C is a factor and p ∈ C′, the induction ρ :a ∈ C →
ap ∈ Cp is a ∗-isomorphism. In particular, Bp has the trivial relative commutant in Cp. More-
over, T := ρ ◦ E ◦ ρ−1 is the unique faithful normal conditional expectation from Cp onto Bp,
where E is the unique faithful normal conditional expectation from C onto B . Let C1 be the basic
extension of Bp ⊆ Cp. So C1 = JC(Bp)′JC . Since (Bp)′ = pB ′p and JCp = pJ , we have
C1 = JCpB ′pJC = pJB ′Jp = pA1p.
We would like to locate the dual operator-valued weight Tˆ :C1 = pA1p → Cp. For this, first note
that E−1 is a faithful normal semifinite operator-valued weight from B ′ to C′. Since p is in C′,
the restriction F of E−1 to pB ′p is in turn a faithful normal semifinite operator-valued weight
from pB ′p to pC′p. Meanwhile, T −1 is also a faithful normal semifinite operator-valued weight
from (Bp)′ = pB ′p to (Cp)′ = pC′p. By [3, Proposition 11.1], F and T −1 are proportional,
so that there is a c ∈ (0,∞) such that F = cT −1. Since eB  p, we have eB ∈ pA1p = C1.
In fact, eB ∈ B(pL2(R)) is the Jones projection of Bp ⊆ Cp. Hence, from [12, Lemma 3.1],
we have T −1(eB) = p. So F(eB) = c · p. In the meantime, since EB = E ◦EC , it follows from
[12, Section 1.2] that E−1B = E−1C ◦E−1. Since E−1B (eB) = 1 and E−1C (p) = 1, we have
1 = E−1B (eB) = E−1C
(
E−1(eB)
)= E−1C (F(eB))= E−1C (c · p) = c.
Hence we obtain T −1 = F . Thanks to this, one has, for any X ∈ (C1)+:
Tˆ (X) = JCT −1(JCXJC)JC = JCT −1(JCpXpJC)JC = pJE−1(JXJ)Jp = pE˜(X)p,
where E˜ is defined by JE−1(J · J )J (see [12, Section 1.2]).
Now we examine the restriction of the dual operator-valued weight Tˆ to the relative commu-
tant C1 ∩ (Bp)′. First, observe that we have
C1 ∩ (Bp)′ = pA1p ∩ pB ′p = p(A1 ∩B ′)p =A.
As we know, p is a sum of mutually orthogonal minimal projections {zi}i∈I in A1∩B ′ in which zi
belongs to m+
EˆB
for all i ∈ I . Fix any i ∈ I . Then EˆB(zi) = t · 1 for some t ∈ (0,∞). Meanwhile,
since zi ∈ A = C1 ∩ (Bp)′, we have Tˆ (zi) = t ′ · p for some t ′ ∈ (0,∞]. From the result of
the preceding paragraph, we get t ′ · p = Tˆ (zi) = pE˜(zi)p = E˜(zi). Now we remark that EˆB =
EˆC ◦ E˜, which easily follows from E−1B = E−1C ◦E−1. From this, we find that
t · 1 = EˆB(zi) = EˆC
(
E˜(zi)
)= EˆC(t ′ · p) = t ′ · 1.
H. Aoi, T. Yamanouchi / Journal of Functional Analysis 240 (2006) 297–333 329Hence t ′ = t . This shows that zi belongs to m+
Tˆ
. Since p =∑i∈I zi , Tˆ |C1∩(Bp)′ is semifinite.
Therefore, the inclusion B ⊆ C is discrete.
For the last part of the statements of this theorem, note that the results of the second and
third paragraphs of the proof presented above are valid not only for the subfactor C, but also for
any intermediate subfactor M of B ⊆ A. In the discussion below, let us use the same notation
such as p (= eM ), T , E, . . . , etc., for an intermediate subfactor M satisfying B ⊆ M ⊆ A. We
suppose that B ⊆ M is discrete. Hence the relative commutant M1 ∩ (Bp)′ = p(A1 ∩ B ′)p has
only “A-part” of the ILP decomposition. Choose an increasing sequence {pn}n1 of projections
in M1 ∩ (Bp)′ such that supn1 pn = p, and pn, JMpnJM ∈ m+Tˆ .
Fix any n ∈ N. Then Tˆ (pn) = c · p for some c ∈ (0,∞). From this, E˜(pn) = pE˜(pn)p =
Tˆ (pn) = c · p. Note that pn belongs to M1 ∩ (Bp)′ = p(A1 ∩B ′)p ⊆ A1 ∩B ′. Now we obtain
EˆB(pn) = EˆM ◦ E˜(pn) = EˆM(c · p) = cEˆM(p) = c · 1.
Hence pn belongs to m+
EˆB
. Similarly, we get JpnJ ∈ m+
EˆB
. From this, it follows that pn is in A,
where A1 ∩B ′ =A⊕B1 ⊕B2 ⊕C is the ILP decomposition of A1 ∩B ′. Consequently, p belongs
to A. In particular, p = eM is majorized by the identity of A, which is the Jones projection of
CG(B)′′. This means that M is contained in CG(B)′′. Therefore, CG(B)′′ is the largest among the
intermediate subfactors M of B ⊆ A such that B ⊆ M is discrete. 
We denote by CommR(S) the Borel equivalence subrelation associated to the intermediate
subfactor CG(B)′′ in Theorem 7.9 and call it the commensurability subrelation of S in R. By
Theorem 7.10, CommR(S) is the Borel subrelation that is the largest, up to a null set, among the
Borel subrelations T ofR containing S , subject to the condition that the corresponding inclusion
of factors W ∗(S,ω) ⊆ W ∗(T ,ω) is discrete.
Having established the results above, we easily obtain the following result.
Theorem 7.11. Let S be an ergodic Borel subrelation ofR, and B := W ∗(S,ω) be the associated
subfactor of A. Then the following are equivalent:
(1) The commensurability subrelation of S in R is equal to R.
(2) The commensurability groupoid of B in A generates A.
(3) The inclusion B ⊆ A is discrete.
Remark. In this remark, we briefly mention how the two sets GN (B) and CG(B) are re-
lated to each other. For this purpose, let us first recall one basic fact about projections in
A1 ∩ B ′. For a projection z ∈ A1 ∩ B ′ belonging to m+
EˆB
, we may define a faithful normal
conditional expectation Tz from zA1z onto Bz by Tz(x) := T (z)−1T (x)z (see [11]). Then
IndTz = T (z)T −1(z) = EˆB(z)E−1B (z). One can show that, for any v ∈ GN (B) \ {0}, the pro-
jection zv satisfies EˆB(zv) = 1. In fact, it can be verified (cf. [24]) that IndTzv = 1 in this
case. Conversely, it can be proven (cf. [24]) that, if a non-zero partial isometry v ∈ A satisfies
v∗v, vv∗ ∈ B and IndTzv = 1, then v belongs to GN (B). Therefore, we obtain
GN (B) = {v ∈ CG(B): IndTzv = 1}∪ {0}.
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spondence a ∈ A → za ∈ A1 ∩ B ′ is of great use. For example, as an application (see [24]), we
can prove (2) ⇒ (1) of Theorem 5.16 directly by showing that there exists a discrete minimal
coaction on A whose fixed-point algebra coincides with B . Thus this provides another intriguing
proof of Theorem 5.16.
8. Strongly normal relations
In [7, Definition 2.14], Feldman, Sutherland and Zimmer introduced a notion for Borel sub-
relations of R, which is stronger than normality. They say that a Borel subrelation S of R is
strongly normal in R if [R] is contained in the normalizer group N [S]. Here [R] is the set of
all bimeasurable nonsingular transformations φ on X satisfying (x,φ(x)) ∈ R for a.e. x ∈ X,
and N [S] stands for the set of all φ ∈ [R] satisfying φ(S(x)) = S(φ(x)) for a.e. x ∈ X. In [7,
Section 0], they mention that, if a subrelation S is ergodic, then normality and strong normality
coincide. We however prove in the next proposition that, if R is ergodic, then either R itself or
the diagonal relation can only be strongly normal in R.
Proposition 8.1. Suppose that S is a (not necessarily ergodic) Borel subrelation of R. Then S is
strongly normal in R if and only if it equals either R or the diagonal relation D, up to a null set.
Proof. Suppose that S is strongly normal in R, and satisfies ν(R \ S) > 0. We will show below
that ν(S \D) = 0.
Assume contrary that ν(S \ D) > 0. By using the same arguments as in [5, Theorem 1],
there exists a partial Borel transformation ψ : Dom(ψ) → Im(ψ) such that (x,ψ(x)) ∈ S ,
μ(Dom(ψ)) > 0, and Dom(ψ)∩ Im(ψ) = ∅.
Claim. There exists a partial Borel automorphism ϕ0 : Dom(ϕ0) → Im(ϕ0) such that (x,ϕ0(x)) ∈
R \ S , Dom(ϕ0) ⊆ Dom(ψ), μ(Dom(ϕ0)) > 0, and Im(ϕ0) ⊆ X \ (Dom(ϕ0)∪ Im(ψ)).
Proof. If ν(RDom(ψ) \ SDom(ψ)) > 0, then, by the same arguments as in [5, Theorem 1] again,
we can choose ϕ0 so that Dom(ϕ0) ∩ Im(ϕ0) = ∅ and (x,ϕ0(x)) ∈ RDom(ψ) \ SDom(ψ) for all
x ∈ Dom(ϕ0). This ϕ0 can clearly be chosen as a desired map in this case.
It remains to consider the case where ν(RDom(ψ) \ SDom(ψ)) = 0. Since ψ belongs to [S]∗, it
is not difficult to see that RDom(ψ)∪Im(ψ) \ SDom(ψ)∪Im(ψ) is also a ν-null set.
Since ν(RDom(ψ) \ SDom(ψ)) = 0, there exists a null set N1 ⊆ Dom(ψ) such that {y ∈
Dom(ψ): (x, y) ∈R \ S} = ∅ for all x ∈ Dom(ψ) \N1. Put X1 := {x ∈ X: ∃y ∈ Dom(ψ) \N1
such that (x, y) ∈R}. Clearly, X1 contains Dom(ψ) \N1 that has positive measure. Meanwhile,
we easily find that X1 is R-invariant. By the ergodicity of R, X1 is conull. Note that X1 is a
disjoint union of F1 and F2, where
F1 :=
{
x ∈ X1: ∃y ∈ Dom(ψ) \N1 such that (x, y) ∈R \ S
}
,
F2 :=
{
x ∈ X1: ∃y ∈ Dom(ψ) \N1 such that (x, y) ∈ S
}
.
If F1 were a null set, then F2 is conull. In the meantime, we can easily verify that R|F2 =
S|F2 . But this contradicts the assumption ν(R \ S) > 0. Therefore, F1 has positive mea-
sure. Then a routine argument produces a partial Borel automorphism ϕ1 ∈ [R]∗ such that
H. Aoi, T. Yamanouchi / Journal of Functional Analysis 240 (2006) 297–333 331Dom(ϕ1) ⊆ Dom(ψ)\N1 and Γ (ϕ1) ⊆R\S . If μ(Im(ϕ1)∩(Dom(ψ)∪Im(ψ))) > 0, then, with
F0 := ϕ−11 (Im(ϕ1) ∩ (Dom(ψ) ∪ Im(ψ))), the map ϕ2 := ϕ1|F0 satisfies Dom(ϕ2) ⊆ Dom(ψ),
Γ (ϕ2) ⊆R \ S and Im(ϕ2) ⊆ Dom(ψ) ∪ Im(ψ). Hence we obtain Γ (ϕ2) ⊆RDom(ψ)∪Im(ψ) \
SDom(ψ)∪Im(ψ), which contradicts the fact that RDom(ψ)∪Im(ψ) \ SDom(ψ)∪Im(ψ) is null. There-
fore, we must have μ(Im(ϕ1) ∩ (Dom(ψ) ∪ Im(ψ))) = 0. Now we set ϕ0 := ϕ1|E , where
E := ϕ−11 (Im(ϕ1) ∩ (Dom(ψ) ∪ Im(ψ))c). Then ϕ0 has the desired property. Thus our claim
has been proven. 
Now, we define a Borel automorphism ϕ on X by the following:
ϕ(x) :=
{
ϕ0(x) if x ∈ Dom(ϕ0),
ϕ−10 (x) if x ∈ Im(ϕ0),
x otherwise.
Since Dom(ϕ0) and Im(ϕ0) are disjoint, ϕ is well defined. It is in addition straightforward
to check that ϕ actually lies in [R]. Because we are assuming that S is strongly normal,
ϕ belongs to N [S]. So there exists a ν-null subset N ⊆ S such that (ϕ(x),ϕ(y)) ∈ S for all
(x, y) ∈ S \ N . Since ψ belongs to [S]∗ and Dom(ϕ0) (⊆ Dom(ψ)) has positive measure,
Γ (ψ |Dom(ϕ0)) \ N is also of positive measure. Hence there exists a non-null Borel subset E0
of Dom(ϕ0) such that Γ (ψ |E0) ⊆ S \N . For any x ∈ E0, (x,ψ(x)) belongs to S \N , so that we
get (ϕ(x),ϕ(ψ(x))) ∈ S . By the definition of ϕ, we have ϕ(x) = ϕ0(x) and ϕ(ψ(x)) = ψ(x).
Hence (ϕ0(x),ψ(x)) = (ϕ(x),ϕ(ψ(x))) is in S . Since (x,ψ(x)) belongs to S , we finally obtain
(ϕ0(x), x) ∈ S . But this contradicts the fact that Γ (ϕ0) ⊆ R \ S . Therefore, we conclude that
ν(S \D) = 0.
The reverse implication is trivial. 
9. Examples
In this section, we exhibit a few examples in which GN (B)′′ and CG(B)′′ can be explicitly
computed.
(1) First, we take R to be an ergodic type IIIλ (0 < λ < 1) discrete measured equivalence
relation. Put A := W ∗(R) (= W ∗(R,1)). Here we assume that the measure μ on X is admissible
in the sense of [10]. Let [R] be as in Section 8. Then define a subgroup G of [R] by
G := {φ ∈ [R]: μ ◦ φ = μ}.
Since μ is admissible, G is an ergodic subgroup, so that the subrelation
S := {(x,φ(x)): x ∈ X, φ ∈ G}
is ergodic and of type II1. Put B := W ∗(S). By [19], B is singular in the sense that the subfactor
of A generated by the unitaries u ∈ A satisfying uBu∗ = B is B itself. It however follows from
Theorem 5.11 that S is normal in R, equivalently, GN (B)′′ equals A.
(2) Next we consider a situation different from the one illustrated in (1). Let G be an infinite
countable discrete group and H a non-normal infinite subgroup of G. For each g ∈ G, set Ωg :=
{0,1}, and consider the probability measure νg on Ωg given by νg({0}) = νg({1}) = 1/2. Then
we put (Ω,ν) := ⊗g∈G(Ωg, νg). Let G act on Ω by the Bernoulli shift, which is free and
ergodic. Finally, put (X,μ) :=⊗n∈Z(Ω,ν). The integer group Z acts on X by the Bernoulli
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Since the actions of Z and G on X commute, we may regard the product group Γ := Z × G as
acting freely and ergodically on X. Put Γ0 := Z × H . Let R be the ergodic (type II1) discrete
measured equivalence relation on X generated by Γ and S be the ergodic subrelation of R
generated by Γ0. Then set A := W ∗(R) and B := W ∗(S).
(a) We take G and H to be the groups (cf. [15], for example) given by
G :=
{[
1 0
q r
]
: q ∈ Q, r ∈ Q \ {0}
}
, H =
{[
1 0
0 r
]
: r ∈ Q \ {0}
}
.
Then Γ0 satisfies γΓ0γ−1 ∩Γ0 = {e} for any γ ∈ Γ \Γ0. In this case, we have CG(B)′′ = B .
(b) This time, we take G and H to be the ones in [11, Example 3.5(i)]. Put P := W ∗(P), where
P denotes the subrelation generated by the action of Z (⊆ Γ ). Since the actions of Z and
G commute, we have a natural (outer) action of G on P . Then we may naturally identify
A with the crossed product P  G of P by this action of G. The subfactor B is equally
identified with P H . Thus we are in the same situation as the one considered in [11, Ex-
ample 3.5(i)]. In particular, A1 ∩ B ′ is (isomorphic to) ∞(H\G/H). First, with NG(H)
the normalizer of H in G, GN (B)′′ equals P  NG(H), as explained before. To describe
CG(B)′′, let {u(g)}g∈G be the implementing unitaries in the crossed product A = P  G.
Then, with the notation in Section 7, we can easily check that zu(g) is equal to the mini-
mal projection χHgH in A1 ∩B ′ = ∞(H\G/H). By the result of [11, Example 3.5(i)], we
find that zu(g) belongs to A in the ILP decomposition A1 ∩ B ′ = A⊕ B1 ⊕ B2 ⊕ C if and
only if g ∈ G satisfies [H : Hg] < ∞ and [H : Hg−1] < ∞, where Hg := H ∩ gHg−1. Sug-
gested by this observation, we consider the subgroup CommG(H) of G that consists of all
elements g ∈ G satisfying [H : Hg] < ∞ and [H : Hg−1] < ∞. The subgroup CommG(H)
thus defined is called the commensurability subgroup of H in G in theory of discrete sub-
groups of Lie groups or in theory of automorphic forms (cf. [13,25]). Since u(g) ∈ CG(B)
⇔ g ∈ CommG(H), the crossed product P  CommG(H) is contained in CG(B)′′. From
Proposition 7.8, we can deduce the reverse inclusion. Therefore, CG(B)′′ coincides with
P  CommG(H). This justifies our terminology: “the commensurability groupoid” for the
set CG(B) and “the commensurability subrelation” for the set CommR(S).
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