review). NIELS models are based on Drude's microscopic theory of electrical conduction, which presents an emergent picture of electrical conduction. We discuss the epistemic affordances and challenges of Drude's microscopic theory of electrical conduction, specifically in the context of middle and high school learners' development of understanding of electric current as a "rate." We then present a specific NIELS model and show that how it was (re)designed and appropriated to address these challenges for learners 5th, 7th, and 12th grades. Finally, we present the effectiveness of our design approach by showing (a) how learners developed understandings and explanations of electric current in linear circuits by coordinating their intuitive knowledge at the agent level through interacting with the relevant NIELS model(s) and (b) how the same NIELS model lent itself to different curricular constraints and epistemological needs of learners in middle school and high school classrooms.
Theoretical Overview: Electricity and the Micro-Macro Link

Misconceptions in Electricity as "Slippage Between Levels"
The source of students' difficulties in understanding introductory electricity (i.e., macro-level phenomena such as behavior of electric current in electric circuits) has been explained in terms of a "missing macro micro link" between the domains of electrostatics and electrodynamics (Eylon & Ganiel, 1990; Sengupta & Wilensky, 2009; White & Frederiksen, 1998) . This can be explained as follows: Traditional classroom instruction in electricity is typically segregated into two domainselectrostatics and electrodynamics. Electrostatics is the study of how stationary electric charges interact with each other, and electrodynamics is the study of the behavior of moving electric charges in electric and magnetic fields. Studies also show that students find electrostatic interactions between a few charges easy to understand (Cohen et al., 1983; Eylon & Ganiel, 1990; Frederiksen, White, & Gutwill, 1998) . But introductory concepts in electrodynamics such as electric current, resistance, and potential difference are primarily represented in terms of the symbolic, mathematical derivations of Ohm's law, and the connections with electrostatics are not made explicit during instruction (Eylon & Ganiel, 1990; Frederiksen, White, & Gutwill, 1999; Belcher & Olbert, 2003) . Even in laboratory experiments that accompany such theoretical instruction, students typically operate an ammeter and/or a voltmeter (instruments that measure amount of current and voltage, respectively, across a conductor) in a circuit where a wire (resistor) is connected across the two ends of a battery. Therefore, students, after such instruction, are unable to relate behavior of individual charges within the wire at the microscopic level (such as electrons and ions) to the macroscopic level behavior (such as electric current, resistance).
A large body of research has focused on the content and structure of the initial conceptual knowledge of physics novices in the domain of electricity. This work can be summarized as follows: first, research over the past three decades has shown that students at all levels-middle school through college-find basic electricity hard to understand (for a review, see Reiner et al., 2000) ; second, the reason for this difficulty has been predominantly attributed to the incompatibility between naive and expert ontology (Reiner et al., 2000; Slotta & Chi, 2006; Chi, Slotta, & Leauw, 1994) ; and third, although a few researchers have argued for incorporating a microscopic perspective in electromagnetism education, these arguments have been so far limited to advanced high school and college settings and have predominantly used an equation-based approach (Chabay & Sherwood, 2000; Haertel, 1987 Haertel, , 1982 .
Consider, for example, a simple linear circuit shown in Fig. 7 .1. Research shows that most novices typically reason that current coming out of the circuit is less than that going in (Reiner et al., 2000) . That is, when current coming out of the battery meets the resistor, it slows down and/or some of it is "lost" in overcoming the resistance. This type of reasoning has been termed as "current as an agent" model (White & Frederiksen, 1992) , as well as "sequential reasoning" or the "current wearing out model" (Dupin & Joshua, 1987; Hartel, 1982) .
According to Reiner et al. (2000) , these misconceptions indicate that naïve conceptual ecology in the domain of electricity is based on a coherent knowledge structure -object schema -that includes ontological attributes of objects such as "being containable," "being pushable," "storable," "having volume" and "mass," "being colored." They argue that experts think of electrical phenomena in terms of "process schemas" (Chi et al., 1994) or "emergent processes" (Chi, 2005; Slotta & Chi, 2006) , and that naive ontology is incompatible with expert ontology. Based on this, Chi and her colleagues argued it is that only by discarding naive ontology that one can engender expertise in novices. They have argued for direct instruction focused on teaching the "process based" or "emergent ontology" (Chi, et al., 1994; Slotta & Chi, 2006) as the suitable method to teach electricity to novices.
In a recent paper we proposed an alternative cognitive model of naive misconceptions in electricity (Sengupta & Wilensky, 2009) . We argued that commonly noted naive "misconceptions" of electric current and related phenomena can be better understood as behavioral evidences of slippage between levels-i.e., these misconceptions occur when students carry over object-like attributes (e.g., blockage, flow) of the individual agents (e.g., electrons in a wire and charges in battery terminals) to the emergent macro-level phenomena (e.g., current). In that paper, we reported results of a pilot implementation of two earlier versions of NIELS models in an undergraduate physics course. In the first model students investigated electrostatic behaviors of two electric charges, and the second model simulated a continuous flow of electrons resulting form an aggregation of electrostatic attractions and repulsions. After interacting with these models, students were able to develop a deep understanding of electrostatics and electric current by "bootstrapping," rather than "discarding" their existing repertoire of intuitive, object-based knowledge. We found that the same object-based, naive knowledge elements that Chi and her colleagues found to be detrimental to learning electricity and incompatible with expert ontology, were, in fact essential components of learners' correct explanations (in the post-test) about electric current and voltage. But, the important difference was that these knowledge elements, instead of being activated only due to macro-or aggregate-level cues (as was evidenced by the participants' pre-test responses), were activated due to micro-or individual-level cues in the post-test. Furthermore, we also found that participants' post-test explanations that involved process schemas at the aggregate-level of description of the phenomena, often involved several object-schemas at the individual level of description of the same phenomena.
The "Emergent" Approach: The Microscopic Theory of Conduction and Its Affordances
The "emergent" approach toward teaching and learning electricity that we have argued for elsewhere (Sengupta & Wilensky, 2009; under review; Sengupta, 2009) rests on the microscopic theory of electrical conduction. It was first proposed by the physicist Paul Drude (1900) and is now typically taught at undergraduate and graduate levels (Chabay & Sherwood, 2000; Ashcroft & Mermin, 1976) . At the heart of Drude's theory is the notion of free electrons, which are the electrons in the outermost shell of a metallic atom ( Fig. 7. 2). When isolated metallic atoms condense to form a metal, these outermost electrons wander far away from the parent nucleus, and along with other free electrons, form a "sea" or a "gas" of free electrons. The remaining "core" electrons remain bound to the nucleus and form heavy immobile ions. In the absence of an electric field, collisions with these ionic cores give rise to a random motion of the electrons. When an electric field is applied to this "gas" of free electrons, the electrons try to move against the background of heavy immobile ions toward the battery positive. It is the aggregate effect of these electron-ion collisions that give rise to electrical resistance, whereas electric current is the net flow of electrons resulting from the aggregate motion of individual free electrons. The interested reader can find a more detailed qualitative as well as quantitative discussion of Drude's theory in Ashcroft and Mermin (1976; pp. 24-49) .
Let us now consider "n" free electrons in a unit volume of a wire, each moving with a velocity "v". Then, in time t, each electron will advance by a distance v * t in the direction of its velocity. So, in time t, the number of electrons that will cross a Ashcroft & Mermin, 1976) unit area perpendicular to the direction of flow would be equal to n * v * t. Since each electron carries a charge e, the total charge crossing this unit area is equal to n * e * v * t. Therefore, electric current (per unit area) can be expressed as
Equation 1: Equation for Electric Current
Note that this equation indicates that the two cases of 500 electrons moving at 5 miles per hour and 5 electrons moving at 500 miles per hour will result in the same amount (or value) of electric current. That is, according to this theory, electric current is represented as a rate (i.e., number of electrons flowing per unit time), as well as a quantity that can be conserved under the opposing influences of number and speed of electrons.
We believe that such an approach has the following affordances. First, misconceptions researchers have shown that the constancy of electric current throughout the any linear resistive circuit is one of the most challenging phenomena for students to understand. Following Chabay and Sherwood (2000) and Haertel (1987) , we argue that this can be explained using the number-speed balancing mechanism described above. In the circuit shown in Fig. 7 .1, while there is a higher concentration of free electrons in the wire, they are moving slower due to lower voltage; whereas, in the resistor, there are fewer electrons that are moving faster toward the battery positive. This in turn can be understood in terms of inherent properties of conductors and resistors-usually a material with a higher resistance possesses a higher density of obstacles to electron flow, and/or it offers a smaller concentration of free electrons. Both effects normally appear together within a resistor and can cause a dramatic change in mobility for the electrons (Chabay & Sherwood, 2000; Haertel, 1987) . Note that the generativity of this model of electrical conduction lies in the fact that the same mechanism-"balancing" electric current due to the simultaneous and complementary changes in the number and speed of free electrons-can explain why electric current in a series circuit remains constant throughout the circuit, even when the component wires or resistors in the circuit have different amounts of resistance.
Second, we believe that such a mechanism is intuitive for novices and thus can provide them with a sense-of-mechanism for understanding how electric circuits work. The construct "Sense-of-mechanism" (diSessa, 1993) can be understood as schematic knowledge structures, which, upon activation, provide learners with the following capabilities: (a) to assess the likelihood of various events based on generalizations of what does and does not happen; (b) to make predictions and post dictions; and (c) to provide causal descriptions and explanations-for example, once activated, they can justify various proportionalities that are embodied in the representation of the relevant phenomena. diSessa and colleagues (diSessa & Sherin, 1998; diSessa, 1993; Hammer, 1996) argue that a rich system of knowledge elements that are organized only to a limited degree, makes up the naïve physical sense-of-mechanism and are called phenomenological primitives or p-prims. P-prims are hypothetical knowledge structures (such as the "balancing" p-prim: equal and opposing influences cancel each other) and usually abstracted from common experiences (e.g., balancing with seesaws and weights).
We believe that learners' interactions with NIELS models can activate such productive and intuitive knowledge elements in their minds. For example, the effect of voltage on free electrons is represented in the NIELS models in terms of a combination of "push" and "pull"; resistance is represented in terms of "collisions" or "bouncing"; electric current is represented as a "flow" as well as a process of "filling up." Note that each of these actions (push, pull) or mechanisms (e.g., bouncing, collisions) is intuitive and can be easily understood by novices, and they have also been regarded as body syntonic (Papert, 1980) . We believe that based on these simple rules, students can then (a) generate higher level mechanisms that simulate equilibration processes-such as the equality of electric current for complementary sets of values of number and effective speed of electrons toward the battery positive; and (b) explain macro-level observable phenomena such as behaviors of series and parallel circuits, how light bulbs work.
Potential Design Challenges from a Developmental Perspective
A central design challenge for the present study is posed by the differences in the prior learning experiences (primarily curricular) about rates, among fifth and seventh graders on one hand, and 12th graders on the other. In the middle school where NIELS was implemented, "rates" are introduced to students in the latter half of the seventh-grade academic year in their math classes. Therefore, at the time when NIELS was introduced to them, neither fifth nor seventh-grade participants had studied rates before. On the other hand, 12th graders were already very familiar with "rates", as a part of their regular math and science curricula. This suggested that understanding electric current as the "rate" of electron flow might be easy for 12th graders, but might prove to be challenging for fifth and seventh graders.
Furthermore, previous research suggests that novices face difficulty when presented with the task of discriminating between conflicting predictions. For example, Inhelder and Piaget (1958) and Siegler (1976 Siegler ( , 1981 documented such a stage in the development of children's understanding about the balance beam, and they also documented analogous developmental sequences in other domains (e.g., volume conservation). Let us consider a balance beam or a seesaw. If a weight is placed on each side of the fulcrum, the beam will either tilt counterclockwise, tilt clockwise, or not tilt at all. The effectiveness of a weight in causing the beam to tip is determined by the product of the weight (w) and its distance from the fulcrum (d), a construct called the torque associated with the weight. If the total torque associated with the weights on each side of the beam is the same, the beam will balance; otherwise, the beam will tip to the side with the greater torque. This rule has been termed in the literature as the "product-moment rule" (Hardiman, Pollatesk, & Well, 1984) . Piaget found that in reasoning about this task, initially children focus only on weight of the objects placed on either end of the beam. Eventually, Piaget found that by age 14, children develop the ability to coordinate weight and distance in the balance beam problem. In fact, studies have revealed that across several experiments, only 20% of adults have produced responses to balance beam problems consistent with the product-moment rule (Jackson, 1965; Lovell, 1961; Siegler, 1976) .
In a similar sense, we hypothesized that the effect of simultaneous and complementary co-variation in number and speed of electrons may be difficult for younger students (fifth and seventh graders) to understand. This is because focusing on either of the variables (instead of both of them at the same time), under certain conditions, might lead to contradictory predictions. For example, while a higher number of electrons may lead to higher current, lower speed of electrons would lead to lower current. If a situation involves both these conditions occurring at the same time, then students might face challenges in making predictions. However, our goal here is to show specifically how to address this issue through redesigning the NIELS Current in a Wire model.
Lowering the Threshold for Learning: Designing NIELS to Leverage Naïve Intuition
NetLogo: A "Glass-Box" Platform for Learning and Modeling
NetLogo (Wilensky, 1999a) originated in a blend of StarLisp (Lasser & Omohundro, 1986) and Logo (Papert, 1980) . From Logo, NetLogo inherits the protean "turtle." In traditional Logo, the programmer controls a single turtle, while a NetLogo model can have thousands of them. The phrase "glass-box" indicates that the underlying NetLogo code that generates each NetLogo model is always accessible to the learner, and more importantly, the NetLogo programming language is designed specifically so that novices can easily understand and modify it. From the low-threshold side, this enables novices not only to examine and modify the assumptions and rules that generate the model, but also interpret the mechanism(s) depicted in the models in terms of these simple rules of interaction between the agents that are mostly body-synctonic, instead of having to resort to the formalism of equational representations. And on the high-ceiling side, by enabling learners to modify and expand the model that they are provided with, it enables them to dive deeper into the content, as well as explore, investigate, and build models of more advanced phenomena that are typically taught in more advanced levels.
NetLogo is in widespread use in both educational and research contexts, and a variety of curricula have been embedded in the NetLogo environment. Typically, in curricula using multi-agent models (e.g., GasLab (Wilensky, 1999b) , EACH (Centola, McKenzie, & Wilensky, 2000) , Connected Chemistry (Steiff & Wilensky, 2003; Levy & Wilensky, 2009) , BEAGLE (Rand, Novak, & Wilensky, 2007) ), students begin by exploring the behavior of pre-built simulations designed to focus on some target concepts. They make predictions about the behavior of the model under varying model parameters and then test their predictions by exploring model outcomes as they manipulate variables in a simple graphical user interface. Students, however, at any time may open up the "black box" of the dynamic visualization interface and examine as well as modify the underlying rules that control the individual elements of the model. NIELS consists of several such pre-built models designed for teaching target concepts in electromagnetism. Although students can also examine and alter the NetLogo program that governs behavior of the individual agents by opening up the procedures window, and studies have shown that novices and young learners can indeed learn to modify and program NetLogo models (Blikstein & Wilensky, 2008; Wilensky, Hazzard, & Longenecker, 2000) , participants in this study were not required to modify the underlying code.
The core of every NetLogo model is the interface window (see Fig. 7 .3). Typically, the interface contains a graphics window, a plotting window, and several variables in the form of sliders and buttons that students can manipulate. It is here in the interface window that students can observe directly the interaction between the macro-level phenomenon and micro-level agents. The plotting window(s) enables students to observe the effects of their manipulations of the system on macroscopic variables, and the graphics window presents a visualization of the emergent behavior. These sources of feedback enable students to receive instant feedback about their predictions as they interact with the system by modifying system parameters. Each model also contains an information window that contains a description of the content underlying the model, instructions on how to use the interface window, and some suggested extensions or modifications of the NetLogo procedures. 
The Original Model: Electric Current in a Wire
This model (Sengupta & Wilensky, 2008d) illustrates how a steady electric current and resistance emerge from simple interactions between the free electrons and atoms (ionic cores) that constitute the electric circuit. It shows how the proportionality based relationships between current (I), resistance (R), and voltage (V) emerge due to the interactions between individual electrons and atoms in the wire. According to Drude's theory, in the presence of an externally applied electric field, each electron is accelerated till it suffers collisions with an atom. As a result of this collision, in our model, the electron loses its velocity and scatters, and again has to accelerate from a new initial velocity of 0, immediately after the collision.
The variables in this model are total number of free electrons (total electrons), voltage, and number-of-atoms. Additionally, students can also "watch" an individual electron, as well as "hide" the electrons and atoms from their view without affecting the underlying rules of interaction between them, so that they can focus only on the trajectories of individual electrons. The graph displayed in the model plots the instantaneous current vs. time by calculating how many electrons are arriving at the battery positive per unit time.
The Redesigned Model: Electron-Sink Model
This model, shown in Fig. 7 .4, (Sengupta & Wilensky, 2008c ) is a simplified, as well as modified version of the previous model. While the previous model is aimed at focusing the learner's attention on the process of movement of free electrons inside the wire, the goal of this model is to frame the motion of electrons in terms of a process of "Accumulation" inside the battery positive in order to help fifth and seventh graders understand the notion of electric current as a "rate" in an intuitive fashion. Based on the literature in multiplicative reasoning (Thompson, 1994; Kaput & West, 1994) , our hypothesis was that such a reframing would enable students as young as fifth graders to interpret electric current in terms of how fast the electron-sink fills up-a qualitative and comparatively more primitive form of "rate" based understanding, which in turn can be further developed onto a more formal understanding of rate through scaffolding in successive models, as we show later.
In contrast to the Current in a Wire model, the electron-sink model therefore has only two variables: number and speed of electrons. The variables, voltage and resistance, that were present in the first model were condensed into a single variable, represented by the "speed" of electrons toward the battery positive. Another difference is that the atoms are also hidden from view. This was done so that students could focus on understanding the effects of the speed of electrons, as opposed focusing on the factors that control speed.
The battery terminals are represented as "electron-source" and "electron-sink" in the user interface of the models, as well as in the activity sheets. This was done in the hope that students would tap into the semantic schemas of the terms "source" and "sink" and use them to interpret the functions of the battery terminals. Finally, a third variable, "electron-sink capacity", was introduced into the model. The function of this variable is to stop the model once a certain number of electrons reach the battery positive, and a "monitor" (see the right-hand side in Fig. 7 .2) displays the "time taken to fill the electron-sink" (T s ). In terms of situational semantics, together with the "source-sink" metaphor, this creates an overall context of "containment", in which the electron-sink can be conceived of as a reservoir or a container that in which electrons are "building up" in number.
The Study: Setting, Method, and Data
The research design is a mixed method, quasi-experimental study, including both clinical interviews and quantitative analyses. It is important to note that the comparison between groups presented here was not planned a priori as a controlled study. Rather, the goal of the analysis presented here is to highlight some interesting differences in terms of the learning experiences and learning outcomes among different groups of students, when each group of students used somewhat different versions of the same model. One group of students consisted of fifth and seventh graders (one section in each grade) who interacted with the NIELS Current in a Wire model (see Model B in Fig. 7 .5) and is referred to here as the Pilot group. Another group consisted of fifth-and seventh-grade students (one section in each grade), who interacted with the electron-sink model, and are referred to here as the electron-sink group (see Model A in Fig. 7 .5). And finally, the performances of both these groups are compared to another group of 12th-grade students who interacted with the Current In A Wire model (see Model C in Fig. 7 .5). Screenshots of the user interfaces of each model are shown below in Fig. 7 .5, and the differences between the models used by each group are also discussed in a following section. The activities performed by students in the different groups are shown in the Table 7 .1.
It is important to note that in activity D, students in the electron-sink group were presented with a definition of electric current in terms of the activities that had just carried out-i.e., in terms of a process of accumulation of electrons inside the battery positive. In contrast, neither students in the Pilot group (fifth and seventh grade) nor 12th graders were presented with an explicit definition of electric current. Also, the process of electrical conduction depicted in the Current in a Wire model was not explicitly framed in terms of accumulation inside the battery positive. Instead, they constructed their understanding of electric current through reflecting on how each of the individual variables, such as number of electrons, voltage, and number of atoms, were related to the value of electric current.
We present two types of analysis:
(a) First, we present an analysis of explanations of students (fifth and seventh graders) who were part of the NIELS 2008 implementation and interacted with the electron-sink model. After performing the "Balancing Filling-time" activity (see activity C in the table above), students were asked to explain why they think "filling-time" was identical in both cases. The second explanation was solicited immediately after this when participants were asked to explain how they would measure electric current based on the activities they performed thus far (see activity D in the table above). The data presented here consist of (a) semi-clinical interviews conducted with participants in the electron-sink group while they were conducting the "Balancing Filling-time" task (see activity C in Table 7 .1) and (b) their written responses of both the activities. (b) In order to assess the "efficacy" of the electron-sink model, we compared the performance of students in all the groups on a particular task, in which they were asked to predict (and explain) whether electric current would be equal, higher, or lower if twice as many electrons moved twice as slowly (see activity D (Pilot Group) and activity E (electron-sink group) in the table above). The data for this task are entirely based on participant's written responses.
During these implementations, students interacted with the NIELS models in randomly assigned groups of two or three, and the same group composition was Fig. 7 .5 User interface of NIELS models used by different groups maintained throughout the length of the implementation. Each NIELS model is accompanied by activity sheets that contain some relevant content knowledge (such as a multiple-analogy-based introduction to free-electron theory, descriptions of "variables" and other functional features of the model's user interface) as well as instructions to guide students' interactions with the model. Students were also required to log their observations and describe them in detail in these sheets. The activity sheets also contain frequent prompts for reflection in which students are often asked to provide detailed mechanistic reasoning of relevant phenomena. Each section consisted of 20 students. Note that the interventions reported in this chapter lasted one class period in each grade, and each period lasted 45 min. The data for this study comes in two forms-semi-clinical interviews and written explanations. I conducted semi-clinical interviews with randomly selected four students in each class while they were interacting with the models. In these interviews, which were videotaped, students were asked to provide mechanistic explanations of relevant phenomena and I would often ask questions to clarify and/or disambiguate parts of their responses.
Differences Between the Models Used
There are three main differences between the electron-sink model (also referred to as model A in Fig. 7 .5) on one hand, and the two versions of the Current in a Wire model (i.e., models B and C in Fig. 7 .5) on the other. The first difference lies in the "framing" of motion of electrons as a process of accumulation inside the battery positive in model A. While all the models depict motion of electrons inside the wire, model A has additional constraints (e.g., maximum filling-capacity) and linguistic cues (e.g., battery positive is referred to as "electron-sink") that are specifically intended to enable learners to focus on the process of charge accumulation inside the battery positive and to conceive of electric current as how fast the electron-sink is filling up. The second difference among the models pertains to the representation of resistance in both the models. Note that neither model displays "atoms". Model B, however, has a variable "number of atoms", by controlling which one can alter the probability of collisions of electrons with atoms, which effectively alters the speed of each electron toward the battery positive. In model A, students control the speed of electrons toward the battery positive through the variable "speed," and there is no mention of any "mechanism" (such as collisions with atoms) through which the speed is affected. The third difference lies in the fact that electron-sink model does not display the value of electric current or the current vs. time graph, whereas both of these are present in models B and C.
There is also one difference between models B and C. While both these models involve collisions between electrons and atoms as the "mechanism" of resistance, in model C, the atoms that act as hindrances to the electrons are visible to the learner, and the resistance can be controlled by controlling the number of atoms. In model B, the atoms are not visible to the learner; instead by controlling the number-of-atoms, they can control the probability of electrons experiencing collisions as they move toward the battery positive. Note that the learning activities performed by the pilot group students (who interacted with model B) and the 12th graders (who interacted with model C), as listed in Table 7 .1, do not leverage this difference between the models, and we therefore believe that this does not present any significant confound to the study reported in this chapter.
Coding and Analysis
Throughout the studies reported here, we use the following "constructs" in order to classify learners' knowledge: registrations, causal schemas, and phenomenological primitives or p-prims.
Registration
As stated in Sengupta (2009) , and building on Roschelle (1991) and Lee and Sherin (2006) , we define registrations as the representational structures embodied in the user interface of the NIELS models that are made selectively salient and potentially meaningful during the course of an interpretive action by the learner. Registrations, in the sense we use it in this chapter, indicate how learners parse the phenomena represented in the models through focusing on certain model attributes that are salient to them. Typically, registrations were identified in participants' responses to the following interview questions: "what's going on in the model?" or "can you explain to me what you are currently doing?" Similarly, in the activity sheets, participants were often asked to describe what they were observing in the model as a result of changing particular variables in the model, or for particular configurations of the model's variables.
For example, if the movement of electrons register in the learners' minds as a process of accumulation inside the battery positive, learners can then be prompted to think about in the factors on which rate at which the electron-sink is filling up depends on-i.e., both the number and speed of electrons. Learners can then be prompted to think about electric current as how fast the battery positive is filling up with electrons.
Causal Schema
Following Forbus and Gentner (1986) , we define causal schemas as binary relations among variables. It is a weak form of a concept-i.e., the mechanisms represented in causal schemas are often not elaborated. However, the coordination of several different causal schemas can lead to a more detailed explanation or interpretation of a "mechanism" or a "process."
Causal schemas were identified based on learners' written or verbal explanations when participants would often be asked to explain the effect of changing particular variables. An example of a casual schema pertaining to the electron-sink model is "higher speed [of electrons inside the wire] leads to a lower value of the "fillingtime." Here, "higher speed" is the causal agent, and "lower filling-time" is the result, and in such cases, the coding as performed by identifying the relevant causal agents and relationships between them in students' written or verbal responses.
Phenomenological Primitives
P-prims or phenomenological primitives are hypothetical knowledge structures that are abstracted form our early experiences with the physical world. These are more "generalized" and "abstract" than causal schemas (which are rather situationspecific), and are activated upon being recognized due to familiar contextual cues. An example of a p-prim particularly relevant to this study is cancelling (diSessa, 1993) . diSessa points out that this p-prim is activated in situations in which two opposing forces "try" to achieve mutually exclusive results but happen to cancel each other out. diSessa (1993) writes: "Canceling is likely a common abstraction for many cases of joint, although not necessarily simultaneous, application of "equal and opposite" tendencies. For a situation involving dynamic balancing, canceling justifies lack of result" (diSessa, 1993, p. 135) .
Note that the important difference between causal schemas and p-prims is that causal schemas are more directly model-based, whereas p-prims are comparatively more abstract hypothetical knowledge structures. For example, the "blockage" causal schema expresses a relationship between a higher number of atoms and the difficulty of movement of electrons-i.e., more blockage means more travel time for electrons. This is model-based, as it directly expresses a relationship between two entities in the model. On the other hand, the dynamic balance p-prim is comparatively more abstract, in the sense that is domain general-diSessa (1993) argue that this p-prim can be applied to explain several situations across domains that involve the action of two opposing forces or directed influences.
Findings
Mental Models of Students in the Electron-Sink Group (Fifth and Seventh Grade): Understanding Conservation of "Filling-Time"
The data for this section comes from interviews with four students in each grade in the electron-sink group, as they were interacting with the model and performing activity C mentioned in Table 7 .1. As scaffolded by the sequence of activities A and B as listed in section Table 7 .1, students typically started out by observing how number and speed of electrons, when varied separately, affect the value of "fillingtime" (i.e., how long it takes for the sink to fill up). I present here the analysis of two sample interviews that are representative of the entire corpus of eight. Of these, one interview is with a fifth-grade student and the other is with a seventh grader. These interviews reveal how a particular type of registration-i.e., students' mental construal of charge flow as a building-up process inside the battery terminal enabled them to identify a mechanism (e.g., compensation, or balancing) through which both the number and speed of electrons simultaneously affect electric current. These interviews, as evidenced in the sections below, then bring to light how students come to coordinate the number-and speed-based causal schemas in order to explain how the value of filling-time can be conserved, through using the "dynamic balance" or "cancelling" p-prim.
Amber (fifth grade)
This excerpt indicates that the student Amber was able to identify that the fillingtime (T) is inversely proportional to the speed of the electrons. In lines 2 and 4, she explained that her "theory" was that as electrons have higher speed, more of them get into the battery positive and occupy more and more room, which thereby reduces the filing time. Lines 4 and 6, however, also indicate that the learner was changing her spatial perspective from being inside the wire to being inside the electron-sink. For example, the phrase "it is going so fast" in line 5 refers to an electron moving inside the wire, while the phrase "it takes up more and more room" in line 6 refers to how the electrons are filling up the electron-sink by occupying incrementally more "room" inside the battery terminal. So, the motion of electrons, once they enter the positive terminal, registered in the student's mind as a form of accumulation (i.e., a building-up process).
In the following excerpt, Amber explains how she got the value of T to be equal for two different sets of values of the number and speed of electrons. Amber's explanation here is based on the following: (a) causal schemas that involve number and speed of electrons as individual causal agents, individually affecting the value of T; and (b) a coordination of these causal schemas, i.e., simultaneous and mutually compensatory change in both the number of electrons and their speed, that can conserve of the value of T. Amber's observations (as a part of activities A and B as shown in Table 7 .1), in the form of written responses, indicate that she was able to identify that number and speed, when varied individually, affected how fast the sink was filling up. In line 8, she explains how by changing both these causal agents, when simultaneously, results in keeping the value of the filling-time (T) unchanged. To do so, she uses the following metaphor: in order to keep the sum (S) of the two numbers (A and B) constant, if one of the numbers is increased by a certain amount (x), then the other number must be decreased by the same amount (x). That is,
I argue that Amber's explanation is based on a model of "compensatory equivalence." That is, if two causal agents act together to produce a result, then the result can be kept unchanged by altering the effect of both the agents in a mutually compensatory fashion. In this case, the "filling-time" is the result that remains unchanged when the values of both the causal agents (i.e., number and speed) are altered in a mutually compensatory way. This is reflected in line 10, when Amber explains that you had to decrease their number, and umm.. the speed.... umm.. you had to increase, to make up for the time. . .
One could further argue that this explanation is an evidence of the "cancelling" p-prim (diSessa, 1993) . diSessa points out that this p-prim is activated in situations in which two opposing forces "try" to achieve mutually exclusive results but happen to cancel each other out. And, "for a situation involving dynamic balancing, canceling justifies lack of result" (diSessa, 1993, p 135) . In this case, we believe that the equal and opposite tendencies of the higher number and lower speed of electrons (or vice versa), in terms of their effects on the filling-time, result in a dynamic balance scenario, which in turn activates the "cancelling" p-prim.
David (and Sam) (seventh Grade)
The following interview took place when David was performing the balancing time activity. I asked David to explain how they were planning to approach the task, and the following conversation ensued: 6 is going to be too fast (6) I: so can you tell me if the speed is going to be higher or lower? (7) Sam: We just got it.. it is 2.4.. (8) David: Its (Ts) the exact same (9) Sam: Yeah.. we were able to get the exact same (Ts) (10) David (to me): The speed was higher because the number of electrons that were capable of being able to go in to the positive charge at one time was lower David's response in line 10 indicates that the situation at hand registered in his mind as one in which electrons are "going into" the battery positive. It indicates a process of simultaneous "entry" of multiple electrons (going into, at one time), which we argue, in David's mind, plays an important role in determining how fast the electron-sink is filling up. David's written explanation quoted below provides a clearer picture of his mental model of the relationship between "filling-time" and the process of simultaneous entry of electrons:
The filling-time is lower when many electrons go in at the same time, so they fill up quickly. The time is the same if there are more electrons moving with less speed and less electrons but moving faster Figure 7 .6 below is a representation of David's mental model of "filling-time". Each "Time-event", as indicated in Fig. 7 .6, represents a unit of time, during which a certain number of electrons enter the electron-sink. The notion of a timeevent is evidenced in David's statement in line 10 in the above excerpt, where he explicitly mentions that a certain number of electrons "go in at one time." His explanation therefore indicates that the constituents of "filling-time" are a series of these repeated, discrete time-events, each of which involves simultaneous entry of multiple electrons. According to this model, if more electrons are capable of going in "at one time," the filling-time is lower, and vice-versa.
Furthermore, David's written explanation and interview excerpt also indicated that he was able to identify the mutually compensatory role of number and speed of electrons that resulted in conserving the value of filling-time. His interview response (see line 10 in Excerpt 1) indicated that a higher speed can compensate for a lower number of electrons, as it enables more electrons to "go in to the positive charge at one time". And in his written response, he identified that the filling-time is the same if "if there are more electrons moving with less speed, and less electrons but Fig. 7.6 David's mental model of "filling-time" moving faster." We therefore believe that David's responses indicate a dynamic balance schema, in which the number and speed of electrons act as opposing influences that result in keeping the value of filling-time unchanged. As discussed earlier in the previous cases, we believe that this is also an evidence of the "canceling" p-prim.
Written Explanations of the "Balancing Filling-Time" Activity
As indicated in Table 7 .1, after performing the "Balancing Filling-time" activity, students were asked to explain why the electron-sink filled up in the same time (T) in both cases. Students' responses to this question were coded into the following types: number-speed complementarity, filling-capacity-based, and speed-based. Sample responses, along with percentages of responses of each type, are shown in Table 7 .2.
Responses that included a mutually complementary or compensatory change in both number and speed of electrons were coded as Number-Speed Complementarity. It is notable that responses of the majority of the students in each grade (70% in fifth grade and 75% in seventh grade) were of this type. Speed-based responses indicated that the alteration in speed was the reason why the value of time was identical in both cases. Responses of 5% of students in each grade belonged to this category. Finally, responses that were coded as "Filling-capacity-based" indicated that the filling-time was identical in both cases as the same number of electrons (equal to the fillingcapacity of the electron-sink) came into the battery positive. Fifteen percentage of fifth graders' responses and 10% of seventh graders' responses belonged to this 
From "Filling-Time" to Electric Current
This section focuses on how fifth and seventh graders in the electron-sink group related their understanding of "filling-time" to the notion of electric current. The data for this section come from students' written responses in the activity sheet, pertaining to activity D in Table 7 .1 After completing the activity of balancing the value of filling-time discussed in the previous section, students in the electron-sink group were asked to perform the following activity:
Together, the wire and the battery terminals shown in the computer model are called an electric circuit. Electric current in any circuit can be understood as how fast the electronsink (i.e., the battery positive) is filling up. Based on all the activities you have done so far, how would you measure electric current (i.e., how fast the electron-sink is filling up) in the circuit shown in the computer model?
Students' responses were coded as follows: number based, speed based, time based, number-and-speed based, number-and-time based. Figure 7 .7 shows the percentage of responses of each type of students in both fifth and seventh grades, and Table 7 .3 shows sample responses pertaining to each type.
Responses were coded in terms of what model attributes students indicated had to be measured in order to measure electric current in the circuit shown in the model. Number-based responses typically indicated "number of electrons" as the only attribute that would have to be measured in order to measure electric current. Fig. 7.7 Percentage of different types of students' reponses to the "measuring current" activity Number-based "I will count how many electrons are there in the circuit" "If there are more electrons there will be more current" 20 10
Speed-based "You can measure current by the speed slider" "speed of electrons" Twenty percentage of fifth graders and 10% of seventh graders' responses were of this type. Similarly, responses that were coded as Speed-based typically indicated the "speed of electrons" or "how fast electrons are going" as the only attribute to be measured, and responses of 10% of students in both fifth and seventh grades were of this type. Filling-time-based responses indicated that electric current could be measured by "counting" or "measuring" the value of T (or "how long it takes to fill the sink). Twenty percentage of students' responses in each grade were of this category. Note that 30% of fifth graders and 20% of seventh graders mentioned both number and speed of electrons as attributes that would have to be measured in order to measure electric current. These responses were coded as number-and-speed based. Students whose responses were coded as Number-and-time based indicated that they would measure electric current in the circuit by calculating how many electrons are inside the sink and dividing it by the time. This suggests that some students were constructing an understanding of electric current as a particular ratio of number of electrons in the sink and time. 10% of fifth graders' and 25% of seventh graders' responses were of this type.
Students whose responses were coded as travel time based, indicated that they would calculate how much time the electrons take to reach the battery positive in order to measure electric current. Only 10% of seventh graders' responses were of this type.
These responses indicate that even when more than 80% of the students in each class successfully performed the "Balancing time" activity, only 30% of fiftth graders and 20% of seventh graders indicated that electric current could be measured by observing or calculating both the number and speed of electrons. One possible explanation is as follows: factors or attributes that affect electric current, in the students' minds, are not always isomorphic to the factors or attributes that need to be measured in order to measure electric current.
Note that the total percentage of students whose responses were either coded as "Filling-time based" or "Number and speed based" or "number and time based" was 60% in fifth grade and 65% in seventh grade. It is noteworthy that these responses focus on model attributes (or variables) that either explicitly involve number and speed of electrons, or are directly affected by both of them. Therefore, this indicates that majority of the students were able to develop an understanding of electric current based on the effects of both the number and the speed of electrons.
Between-Group Quantitative Comparisons of Post-explanations of "Balancing Current"
Note that after their interaction with the models, participants in both the groups were asked to predict whether electric current would be higher if twice as many electrons moved twice as slowly and select an explanation from a list to justify their selection. Specifically, they were asked to answer the following question: Our analysis reveals that majority of the fifth-and seventh-grade participants in the pilot group were unable to predict (and explain) the correct behavior. In their responses to Q 2, 45% of the students in fifth grade and 50% of students in seventh grade selected either option (a) or (c), indicating the current would be higher when there are more electrons (or lower when there are fewer electrons). Fifty five percent of the students in fifth grade and 44% of seventh graders indicated that current would be higher when the electrons are moving faster (or, lower when the electrons are moving slower). Only 5% of the seventh graders in the pilot group, and 5% of the students in fifth grade selected option (e), indicating that the number and speed of electrons when altered together in a complementary fashion, that ensures the constancy of electric current. On the other hand, 90% of the 12th graders were able to make the correct prediction and identify the compensatory relationship between number and speed of electrons as the cause. In contrast, 92% of fifth grade and 94% of seventh-grade students in the Electron-sink group identified option (e) to indicate their reasoning. This indicates that students were able to identify compensatory effects of number and speed of electrons on electric current. These results are shown in Figs. 7.8 and 7.9 .
Responses of fifth and seventh graders in the electron-sink group were compared to that of 12th graders in the pilot group using one-way ANOVA (F (2, 58) = 0.5241 (p > 0.5)), indicating that there is no significant difference in mean performance between these groups. In other words, the performance of fifth and seveth graders in the electron-sink group is indeed comparable to that of the 12th graders in the pilot group.
Discussion
From the epistemological perspective, the central goal of this chapter was to highlight the epistemic significance of a particular design strategy-framing electrical conduction as a process of accumulation of charges inside the battery positive terminal, using a multi-agent-based approach. Overall, the results reported here suggest that this design strategy was indeed successful, as indicated by the explanations of 5th and 7th graders in the electron-sink group reported in the section "Findings".
Three points are noteworthy in this respect. The first point concerns our proposed theoretical model for analyzing misconceptions in electricity, where we argued that the same naïve knowledge resources that have been found to be responsible for generating misconceptions, can be bootstrapped at the microscopic level to engender a correct and deep understanding of the same phenomena. This corroborates our claim that misconceptions in electricity can indeed be understood as behavioral evidences of "slippage between levels" (Sengupta & Wilensky, 2009 ). For example, earlier in this chapter, we have pointed out that several researchers have observed that novice students often use the "source-sink" model in reasoning about the behavior of electric current in a circuit, and this leads to erroneous predictions that have been noted as "misconceptions". Note that as Reiner et al. (2000) points out, typically, such responses are limited to the macroscopic-level descriptions of the relevant phenomenon. The analysis presented in this chapter suggests that the same source-sink model, when appropriated to describe the behavior of microscopic level objects (agents) such as electrons (instead of electric current, the macro-or aggregate-level phenomenon) can indeed act as a productive epistemic resource for students. It enables them to focus on how fast the sink is filling up, and thereby develop an understanding of the conservation of the "filling-time" (and hence, electric current), based on simultaneous and compensatory changes in the values of number and speed of electrons. The learners are thus able to construct conceptual links between the micro-level agents and their attributes on one hand, and the macrolevel phenomena on the other. This was evident in both the interview responses of the students (which highlight their emergent mental models), as well as their written responses. This is particularly significant, as Eylon and Ganiel (1990) argued that the missing macro-micro link is at the root of students' difficulties in the domain of electromagnetism.
Furthermore, this chapter shows that our design strategy enabled learners as young as fifth graders to develop an understanding of electric current as a "rate" of electron flow by bootstrapping their intuitive knowledge of "building up" (Thompson, 1994) . This leads us to our second point: The ability to bootstrap learners' repertoire of intuitive knowledge is a particularly important affordance of multi-agent-based models, and this strategy has been shown to be effective in alleviating misconceptions of novice learners across several domains: chemistry (Stieff & Wilensky, 2003; Levy & Wilensky, 2005) , biology (Reisman & Wilensky, 2006) , materials science (Blikstein & Wilensky, 2009 ), physics (Sengupta & Wilensky, 2009, under review; Wilensky, 2003) , etc. In this perspective, misconceptions are not resultant from naïve intuitive knowledge that is incompatible with expert ontology; rather, as our work shows, a deep understanding can indeed emerge through bootstrapping naïve intuitive knowledge.
Our third point relates to what Wilensky (2006) and Wilensky and Papert (in progress) termed "restructurations." Wilensky and colleagues defined "structuration" as the way (i.e., the representational infrastructure) in which knowledge is encoded in a discipline. Re-structuration means altering this encoding by changing the representational infrastructure. Wilensky and colleagues argued that when the representational infrastructure in a domain is altered in such a way that it aligns with intuitive knowledge structures of novices, it leverages the "learnability" of the domain. An example of restructuration is the representational system of multi-agentbased models-specifically the NetLogo platform-which enabled us to create a suite of models that are well aligned with naïve intuition, and allowed us to implement our specific design strategy of framing electric current as a process of accumulation. The results reported here enabled much younger students (fifth graders) to develop a deep understanding of electric current. Wilensky (2003) provides another example in which emergent multi-agent computational (NetLogo based) representations enabled middle school students to learn statistical mechanics, which is traditionally taught using equation-based representations in advanced physics courses (college level and beyond). Other examples can be found in Blikstein and Wilensky (2006) , where the authors show how NetLogo-based representations can enable novices to engender an expert-like understanding of key concepts in materials science. Even earlier examples of restructurations that extend beyond physics include Papert and his colleagues' research on fifth graders learning fractions using Logo (Harel & Papert, 1991) and Reisman's (1998 (2006) ) research on restucturating biology using NetLogo models, etc. Each of these studies showed that bootstrapping novices' agent level instuitions can leverage learnability in the domains of physics, mathematics, materials science, and biology. In other words, the new structurations (i.e., computational representations embodied in the designed learning environments) were much more closely aligned with the novices' intuitive knowledge than the corresponding traditional structurations (e.g., equations and other mathematical formalisms) that are difficult for these novices to understand.
Finally, it is noteworthy that our work presented here raises an interesting question: if fifth graders can now learn more advanced content as shown in this chapter, then "what happens next"? That is, what happens when these students advance to higher grades (6th-12th)? Answering this question requires an inherently developmental perspective, as our colleagues Lehrer and Schauble (2006) have argued for. The present chapter focuses on how the same model can be successfully adapted for 12th and 5th graders through reframing the same emergent phenomenon (flow vs. accumulation), thus lowering the learning threshold. Note that on the "high-ceiling" side of the spectrum, although 12th graders in this study performed additional activities such as conducting experiments with the variables in the model, this was not discussed in this chapter; furthermore, we consider this to be only a preliminary exploration of the "high-ceiling" side of this spectrum. Answering this important question is an important component of our current research agenda, and we believe that developing a longer term learning progression will undoubtedly have significant implications for both researchers in Learning Sciences and for the National Science Education Standards.
