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Resumen
Esta l´ınea de investigacio´n busca realizar un relevamien-
to lo ma´s abarcativo posible de los formalismos desa-
rrollados para la representacio´n de conocimiento proba-
bil´ıstico, y sus algoritmos de razonamiento asociados. El
principal desaf´ıo de este trabajo – y por ende la novedad
y utilidad del mismo – yace en la necesidad de reconciliar
desarrollos y estudios realizados en a´reas diferentes, ta-
les como bases de datos, representacio´n de conocimiento
y razonamiento, machine learning, y otras en las que se
desarrollan sistemas aplicados espec´ıﬁcos.
Palabras clave: Representacio´n de conocimiento y ra-
zonamiento, Razonamiento bajo incertidumbre proba-
bil´ıstica, Bases de datos, Lenguajes de ontolog´ıa.
1. Contexto
La presente l´ınea de investigacio´n se encuentra inserta
en el marco del proyecto PRH-2014-0007 “Respuesta de
consultas a bases de conocimiento sociales con incerti-
dumbre utilizando las preferencias de los usuarios”, coor-
dinado por la Agencia Nacional de Promocio´n Cient´ıﬁca
y Tecnolo´gica, Ministerio de Ciencias, Tecnolog´ıa e In-
novacio´n Productiva, y llevado a cabo dentro del Depar-
tamento de Ciencias e Ingenier´ıa de la Computacio´n de
la Universidad Nacional del Sur.
2. Introduccio´n
El razonamiento bajo incertidumbre es una parte cen-
tral de nuestras vidas como agentes razonadores. La in-
certidumbre puede surgir de varios factores: vivimos en
un mundo que cambia constantemente, con informacio´n
frecuentemente contradictoria o incompleta, y que tam-
bie´n contiene elementos inherentemente inciertos como
el clima, el comportamiento de los dema´s agentes, o de
sistemas complejos como la economı´a. Este tipo de razo-
namiento es entonces central para la Inteligencia Artiﬁ-
cial, y su desarrollo y estudio adecuado es esencial para
el avance de la disciplina.
Antecedentes
La lo´gica probabil´ıstica, tambie´n conocida como lo´gica
de probabilidad, tiene una larga historia que se remonta
a la e´poca de Leibniz (ﬁnes del siglo 17, principios del
siglo 18). En su art´ıculo de 1984 [13], Hailperin relata
esta historia con cierto detalle, y tambie´n releva el tra-
bajo de muchos lo´gicos y matema´ticos involucrados en
el desarrollo de lo´gicas de probabilidad que condujeron
a los formalismos de hoy en d´ıa.
De Leibniz a Boole. Tal y como se aﬁrmo´ en [13],
Leibniz ya visualizaba una “nueva clase de lo´gica” que
involucrar´ıa grados de probabilidad. Como el nacimien-
to de la teor´ıa de probabilidad ocurrio´ durante su vida,
esta propuesta no fue clara, pero fue claro que visionaba
un medio para estimar la probabilidad de los valores de
verdad, y una teor´ıa de prueba que so´lo llevo´ a la pro-
babilidad en lugar de a la certeza. No fue hasta el siglo
19 que la lo´gica moderna fue desarrollada y fue Boo-
le [3] quien combino´ por primera vez la lo´gica de “no”,
“y” y “o” con la teor´ıa de probabilidad. Hubo algunas
restricciones (quiza´s innecesarias) en el formalismo pro-
puesto, ya que el conectivo “o” fue interpretado como
excluyente (y entonces las probabilidades de las disyun-
ciones eran el resultado de sumar las probabilidades de
sus componentes), y todos los eventos representados por
proposiciones eran supuestos independientes (y entonces
las probabilidades de las conjunciones eran el produc-
to de las probabilidades de sus componentes). Este fue
ciertamente el primer progreso en lo´gica porbabil´ıstica.
Algu´n tiempo despue´s en el siglo 19, C.S. Peirce tambie´n
mostro´ gran intere´s en este proyecto, pero su tratado de
inferencia probable [30] en realidad no hace un trata-
miento formal de este tipo inferencias. Las lo´gicas multi-
valuadas fueron desarrolladas en la de´cada de 1920, y la
probabilidad fue asociada naturalmente con este nuevo
formalismo. Reichenbach fue uno de los ma´s distingui-
dos partidarios de esta asociacio´n [31]; Tarksi, por otro
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lado, se opuso a la extensio´n de lo´gicas multivaluadas
incorporando probabilidad, y tambie´n manifesto´ que la
lo´gica probabil´ıstica de Reichenbach no era realmente
una lo´gica multivaluada sino un caso especial de lo´gica
bivaluada [39].
Avances modernos. Hailperin [13] desarrollo´ una lo´gi-
ca probabil´ıstica en el nivel proposicional que generaliza
levemente la idea de tabla de verdad. La nocio´n de pro-
babilidad es parte de la sema´ntica, y, de esta manera,
el signiﬁcado de la probabilidad juega el mismo rol que
la verdad en la lo´gica cla´sica. Esta lo´gica no esta´ da-
da sinta´cticamente, sino sema´nticamente a trave´s de la
deﬁnicio´n de consecuencia lo´gica usando la nocio´n de
modelo probabil´ıstico. En la misma direccio´n (y publica-
do con so´lo dos an˜os de diferencia), Nilsson [29] propuso
una generalizacio´n sema´ntica de la lo´gica en la cual los
valores de verdad de las sentencias son valores proba-
bil´ısticos. La generalizacio´n de Nilsson se aplica a cual-
quier sistema lo´gico para el cual la consistencia de un
conjunto ﬁnito de sentencias pueda ser establecida. La
sema´ntica de esta lo´gica probabil´ıstica asigna distribu-
ciones de probabilidad sobre el conjunto de mundos po-
sibles (es decir, subconjuntos de las bases de Herbrand).
Este art´ıculo fue pionero en el desarrollo de lo´gicas pro-
babil´ısticas en varios sentidos. Primero, propuso una in-
terpretacio´n geome´trica para el conjunto de restricciones
lineales inducido por el conjunto de sentencias y sus ano-
taciones probabil´ısticas. Esta interpretacio´n claramente
ilustra los me´todos propuestos por Nilsson para calcular
soluciones al problema intratable de obtener distribucio-
nes de probabilidad que satisfagan las restricciones. Uno
de dichos me´todos para la inferencia probabil´ıstica con-
siste en aproximar el vector de variables asociado con la
fo´rmula de consulta mediante una combinacio´n lineal de
las ﬁlas de la matriz que contiene los coeﬁcientes de los
mundos posibles, dependiendo de las relaciones lo´gicas
entre las fo´rmulas en el conjunto de entrada y la con-
sulta. El otro me´todo propuesto por Nilsson consiste en
calcular la distribucio´n que tiene la ma´xima entrop´ıa;
este enfoque fue adoptado ma´s tarde por otros para su
aplicacio´n en la programacio´n en lo´gica probabil´ıstica,
como discutiremos ma´s adelante.
Durante las u´ltimas dos de´cadas del siglo 20 se con-
tinuo´ con el desarrollo de muchos trabajos en esta di-
reccio´n. Halpern [14] considera dos formas de darle una
sema´ntica a la lo´gica probabil´ıstica de primer orden. La
primera es adecuada para “conocimiento estad´ıstico” o
“escenarios de azar”, y asume la existencia de un mundo
donde las aﬁrmaciones acerca de individuos pueden ser
verdaderas o falsas; de esta manera, no son representa-
bles los grados de creencia. El ejemplo usado por Halpern
para ilustrar esta sema´ntica es la frase “la probabilidad
de que una pa´jaro elegido aleatoriamente vuele es mayor
que 0,9”. El otro tipo de sema´ntica asigna probabilida-
des a los mundos posibles, y, por lo tanto, no esta´n bien
deﬁnidos los escenarios de azar, y esto es ma´s apropia-
do para grados de creencia. En relacio´n con el ejemplo
previo, un ejemplo de esta sema´ntica es la frase “la pro-
babilidad de que Tweety (un pa´jaro en particular) vuele
es mayor que 0,9”. Halpern prueba que ambos enfoques
pueden ser combinados y aborda el problema de proveer
axiomas sanos y completos para caracterizar el razona-
miento probabil´ıstico en los distintos tipos de escenario.
Aunque hay resultados previos de complejidad [1] que
muestran que no es posible una axiomatizacio´n comple-
ta, se establecen axiomas sanos para ambas sema´nticas
que son suﬁcientemente ricos como para realizar razona-
miento probabil´ıstico interesante. Se extrae adema´s un
paralelo entre esta situacio´n y el resultado de incomple-
titud de Go¨del para la axiomatizacio´n de la aritme´tica y
los axiomas sanos (pero no completos) de Peano.
El trabajo de Jaumard et al. [16] es muy interesan-
te ya que es posiblemente el primero en informar sobre
implementaciones de la lo´gica probabil´ıstica. Los auto-
res consideran extensiones de la lo´gica probabil´ıstica de
Nilsson que involucran intervalos de valores de proba-
bilidad, probabilidades condicionadas y un nuevo pro-
blema que implica el ca´lculo de mı´nimas modiﬁcaciones
de anotaciones probabil´ısticas para restablecer la satis-
facibilidad de un conjunto de sentencias. Este trabajo se
centra en una propuesta basada en generacio´n de colum-
nas (column generation, en ingle´s) que permita resolver
exactamente todas estas extensiones. La generacio´n de
columnas [11, 5] es una te´cnica disen˜ada para resolver
eﬁcientemente programas lineales con un gran nu´mero
de variables deja´ndolas impl´ıcitas. Utiliza la teor´ıa de la
dualidad asignando restricciones a las variables y vice-
versa, y extiende el me´todo revisado del s´ımplice para
determinar la columna entera resolviendo un subproble-
ma auxiliar (tambie´n llamado el ora´culo), o el genera-
dor de columnas. Encontrar una columna de este tipo
enumerando todas las posibilidades es intratable, y este
subproblema depende del tipo de problema considerado,
pero es usualmente uno de programacio´n combinatoria.
Resolver el subproblema es por lo general NP-hard; sin
embargo, no es necesario resolverlo exactamente en ca-
da iteracio´n, siempre y cuando se encuentre un costo
reducido negativo. Cuando la heur´ıstica ya no genere ta-
les valores, se debe utilizar un algoritmo exacto, lo cual
es una debilidad del me´todo. Uno de lo resultados ma´s
importantes de [16] es que el problema de la valoracio´n
(encontrar las entradas para el ora´culo) puede ser reduci-
do a una instancia de MAX-SAT con pesos, que implica
que PSAT puede ser resuelto en tiempo polinomial (por
medio del me´todo del elipsoide) para aquellas clases de
fo´rmulas en las cuales MAX-SAT con pesos puede ser
resuelto en tiempo polinomial.
Finalmente, el trabajo de Andersen y Pretolani [2]
apunta a casos tratables de satisfacibilidad probabil´ısti-
ca en fo´rmulas CNF cuyas cla´usulas son anotadas con
probabilidades. Los autores sen˜alan que PSAT es compu-
tacionalmente ma´s dif´ıcil que SAT, ya que se mantiene
dif´ıcil en casos en los cuales SAT no lo hace. Su obje-
tivo es entonces identiﬁcar casos fa´ciles de PSAT en los
cuales es posible dar una representacio´n compacta del
conjunto de asignaciones probabil´ısticas consistentes. Se
consideran dos enfoques diferentes basados en diferentes
representaciones de fo´rmulas CNF. El primero esta´ ba-
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sado en hipergrafos dirigidos; extendiendo una formu-
lacio´n de progamacio´n entera de MAX-SAT, es posible
resolver el caso en el cual el hipergrafo no tiene ciclos.
Si una fo´rmula es representada por hipera´rboles, su ma-
triz asociada es equilibrada, lo cual permite proyectar
restricciones en un espacio n-dimensional, dando lugar
a un programa lineal pequen˜o. El otro enfoque esta´ ba-
sado en grafos de co-ocurrencia, y los autores proveen
una solucio´n para el caso en el que el grafo es un 2-a´rbol
parcial. En este caso, el resultado ma´s importante aﬁr-
ma que PSAT puede ser reducido a resolver un sistema
de O(n) ecuaciones en O(n) variables no negativas para
fo´rmulas representables por 2-a´rboles parciales.
Programacio´n en lo´gica probabil´ıstica. Los forma-
lismos probabil´ısticos basados en programacio´n en lo´gica
fueron introducidos por primera vez por Ng y Subrah-
manian en [26, 27]; estos dos art´ıculos abordan el pro-
blemas de combinar lo´gica probabil´ıstica [21] con teor´ıa
de la probabilidad, adoptando sema´nticas del estilo de
Nilsson y Halpern como discutimos anteriormente. Los
autores sen˜alan que todas las sema´nticas propuestas pa-
ra programacio´n en lo´gica cuantitativa anteriores a su
trabajo hab´ıan sido no probabil´ısticas, de las cuales son
ejemplos [40] y [35]; este enfoque probabil´ıstico tiene co-
mo objetivo el desarrollo de una teor´ıa de modelos pro-
babil´ısticos y una teor´ıa de punto ﬁjo. El tratamiento
lo´gico de probabilidades en programacio´n en lo´gica es
complicado por dos razones: primero, los conectivos no
pueden ser interpretados simplemente como funciones de
valores de verdad tradicionales, y segundo, un conjunto
de sentencias deﬁnidas con forma cercana a cla´usulas y
sin negaciones au´n puede ser inconsistente. La forma ge-
neral de las reglas en su formalismo es:
F0 : µ0 ← F1 : µ1 ∧ . . . ∧ Fn : µn
donde los Fi son fo´rmulas ba´sicas (conjunciones o dis-
yunciones de a´tomos) y los µi son anotaciones proba-
bil´ısticas en forma de intervalos que pueden contener ex-
presiones con variables. En [27], las cabezas de las reglas
esta´n restringidas a a´tomos anotados, donde la negacio´n
se puede representar mediante anotaciones de la forma
[0, 0], pero las probabilidades condicionadas no pueden
ser expresadas. Este formalismo es un marco lo´gico gene-
ral para expresar informacio´n probabil´ıstica, y los auto-
res estudian su sema´ntica y su relacio´n con la teor´ıa de la
probabilidad, la teor´ıa de modelos, la teor´ıa de punto ﬁjo
y la teor´ıa de prueba. Tambie´n desarrollan un procedi-
miento para responder consultas sobre probabilidades de
eventos, que es diferente del procesamiento de consultas
en programacio´n en lo´gica cla´sica ya que los uniﬁcado-
res ma´s generales no son siempre u´nicos y por lo tanto
deben computarse uniﬁcadores maximalmente generales.
En este formalismo, las fo´rmulas ato´micas asignan ran-
gos de probabilidad (intervalos) a los a´tomos y, en base
a e´stas, una funcio´n de fo´rmula determina el rango de
probabilidad para una fo´rmula no ato´mica aplicando ⊕
y ⊗ (siguiendo el principio de la ignorancia). El operador
de punto ﬁjo se deﬁne con estas funciones de fo´rmulas.
La programacio´n en lo´gica probabil´ıstica fue estudiada
ma´s tarde por varios autores: Ngo y Haddawy [28], Lu-
kasiewicz y Kern-Isberner [24], Lakshmanan y Shiri [20],
Dekhtyar y Subrahmanian [7], Damasio et al. [6], entre
otros. Ngo y Haddawy [28] presentan una teor´ıa de mode-
los, una teor´ıa de punto ﬁjo y un procedimiento de prue-
ba para la programacio´n en lo´gica probabil´ıstica con-
dicionada. Lukasiewicz y Kern-Isberner [24] combinan
programacio´n en lo´gica probabil´ıstica (adoptando tam-
bie´n un tratamiento expl´ıcito de probabilidades condi-
cionadas) con ma´xima entrop´ıa, como fue discutido ma´s
arriba en relacio´n al propo´sito original de Nilsson. En un
trabajo estrechamente relacionado, Lukasiewicz [22] pre-
senta una sema´ntica condicionada para programas lo´gi-
cos probabil´ısticos donde cada regla se interpreta especi-
ﬁcando la probabilidad condicionada de la cabeza de la
regla, dado el cuerpo. Lakshmanan y Shiri [20] desarro-
llaron una sema´ntica para programas lo´gicos en la cual
los diferentes me´todos axioma´ticos generales son dados
para calcular probabilidades de conjunciones y disyun-
ciones, y estos son utilizados para deﬁnir una sema´ntica
para programas lo´gicos probabil´ısticos. En [7], Dekhtyar
y Subrahmanian consideran diferentes estrategias para
conjunciones y disyunciones, originalmente introducidas
por Lakshmanan et al. en [19], y permiten una sintaxis
expl´ıcita en programas lo´gicos probabil´ısticos para que
los usuarios puedan expresar sus conocimientos de una
dependencia. Damasio et al. [6] presentan una sema´ntica
bien fundada para programas lo´gicos anotados y mues-
tran co´mo calcularla.
Desarrollos ma´s recientes. En las u´ltimas dos de´ca-
das se ha visto una proliferacio´n de desarrollos en el a´rea
de razonamiento probabil´ıstico con modelos lo´gicos, tal
vez por la combinacio´n de dos factores: (i) el desarro-
llo de hardware ra´pido capaz de correr los algoritmos
complejos asociados con este tipo de modelos, al me-
nos para instancias de taman˜o mediano; y (ii) la explo-
sio´n en la cantidad de datos disponibles en la Web. La
programacio´n en lo´gica probabil´ıstica ha sido explora-
da en sus aplicaciones en el modelado de acciones de
otros agentes [17, 37]; otra l´ınea interesante es el desa-
rrollo de me´todos novedosos para razonar con probabili-
dades inexactas [4, 41], y la investigacio´n de algoritmos
para llevar a cabo abduccio´n en programas lo´gicos pro-
babil´ısticos [36]. Otra l´ınea relevante para este tipo de
programas lo´gicos es la del desarrollo de modelos para
razonamiento temporal [33, 34].
Tambie´n se han estudiado extensamente las bases de
datos probabil´ısticas [9, 8, 38], en las cuales generalmente
se hace una suposicio´n de independencia probabil´ıstica
entre tuplas. Cercanos a las bases de datos esta´n los desa-
rrollos de lenguajes ontolo´gicos probabil´ısticos, en los
cuales se estudia el uso de reglas al estilo de la programa-
cio´n en lo´gica pero buscando lograr una baja complejidad
computacional; en esta l´ınea se destacan las extensiones
de Datalog+/– con anotaciones probabil´ısticas [12] y las
lo´gicas de descripcio´n probabil´ısticas [15, 18, 23, 25]. Por
u´ltimo, otros modelos relacionales probabil´ısticos tales
como la Lo´gica de Markov [32] y PRL [10] han tenido un
gran impacto en los desarrollos del a´rea.
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3. L´ıneas de Investigacio´n,
Desarrollo e Innovacio´n
Dado que el objetivo de la l´ınea de investigacio´n es el de
desarrollar un relevamiento comprensivo de la literatu-
ra sobre formalismos lo´gicos para el razonamiento pro-
babil´ıstico bajo incertidumbre, la metodolog´ıa utilizada
sera´ la de bu´squeda sistema´tica de bibliograf´ıa relacio-
nada en las principales a´reas en las que se han publicado
trabajos pertinentes:
1. Bases de datos
2. Representacio´n de conocimiento y razonamiento
3. Machine learning
4. Sistemas aplicados, investigando aplicaciones en la
pra´ctica e implementaciones disponibles.
En el u´ltimo punto, se buscara´ realizar un relevamiento
de las implementaciones existentes, su disponibilidad al
pu´blico en general, y sacar conclusiones acerca de ma-
durez (sistema prototipo de intere´s acade´mico, sistema
implementado en etapa beta, o sistema maduro). Esto
ayudara´ a completar el panorama del estado actual del
arte, y el resultado a su vez sera´ una gu´ıa u´til para todo
investigador y practicante que este´ interesado en utilizar
estos formalismos.
4. Resultados y objetivos
El objetivo general de esta investigacio´n es el estudio de
los formalismos basados en diferentes formalismos lo´gicos
que se han desarrollado para llevar a cabo razonamiento
bajo incertidumbre probabil´ıstica. Como ya hemos vis-
to, estos formalismos han sido estudiados en una gran
variedad de a´reas de las Ciencias de la Computacio´n y
la Matema´tica, y en la actualidad no hay literatura que
uniﬁque su tratamiento y discusio´n. El objetivo parti-
cular de esta tesis es entonces el de acortar las brechas
entre las a´reas y disciplinas que han abordado este tema,
con el ﬁn de evitar el desarrollo aislado de trabajos que
comparten muchos objetivos.
5. Formacio´n de Recursos
Humanos
Esta l´ınea de investigacio´n corresponde a la tesis de
Magister en Ciencias de la Computacio´n de Natalia Abad
Santos, bajo la direccio´n de Gerardo I. Simari, a desarro-
llarse dentro del Laboratorio de Investigacio´n y Desarro-
llo en Inteligencia Artiﬁcial (LIDIA) de la Universidad
Nacional del Sur. Actualmente, el LIDIA cuenta con in-
vestigadores, becarios y estudiantes de posgrado traba-
jando intensamente en las a´reas de Razonamiento bajo
Incertidumbre e Inconsistencia, Web Sema´ntica, Razo-
namiento sobre Preferencias, Robo´tica Cognitiva, Argu-
mentacio´n Rebatible, Revisio´n de Creencias y Sistemas
Multi-agente. El trabajo propuesto esta´ estrechamente
relacionado con varios proyectos que se esta´n llevando
a cabo en el lugar de trabajo propuesto. El director de
tesis ha sido participante central en diferentes proyectos
de investigacio´n sobre lenguajes ontolo´gicos para razo-
nar bajo incertidumbre, razonamiento en redes comple-
jas, sistemas multi-agente, revisio´n de creencias, robo´tica
cognitiva, y razonamiento acerca del comportamiento de
adversarios en el marco de proyectos de modelamiento
cultural computacional.
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