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EQUIVARIANT VIRTUAL BETTI NUMBERS
GOULWEN FICHOU
Abstract. We define a generalised Euler characteristic for arc-symmetric sets
endowed with a group action. It coincides with the Poincare´ series in equivariant
homology for compact nonsingular sets, but is different in general. We put em-
phasis on the particular case of Z/2Z, and give an application to the study of the
singularities of Nash function germs via an analog of the motivic zeta function of
Denef and Loeser.
1. Introduction
Let G be a finite group. The Grothendieck group K0(VR(R), G) of real algebraic
varieties with a G-action is the abelian group generated by symbols [X,G] where X
represents a G-equivariant isomorphism class of real algebraic varieties endowed with
an algebraic G-action, subject to the relation [X,G] = [Y,G] + [X \ Y,G] if Y is a
closed subvariety of X stable under the G-action on X . We construct a group homo-
morphism βG(·) : K0(VR(R), G) −→ Z[[u
−1]][u], the virtual G-equivariant Poincare´
series (theorem 3.7). For X compact and nonsingular, the coefficients of βG(X) co-
incide with the G-equivariant Betti numbers with coefficients in F2 (cf. [18] for the
definition of equivariant homology, or section 2 below). This G-equivariant virtual
Poincare´ series is the first non-trivial homomorphism defined on K0(VR(R), G). The
particular case of the trivial group gives back the virtual Poincare´ polynomial defined
by McCrory and Parusin´ski [17]. Similarly to the non-equivariant case, we define the
G-equivariant virtual Poincare´ series for the larger Grothendieck group K0(AS, G)
of arc-symmetric sets endowed with a G-action (cf. [16, 7]). Arc-symmetric sets
form a constructible category, i.e. stable under boolean operations, generated af-
ter resolution of singularities by connected components of real algebraic sets (cf.
proposition 3.2 for a more precise statement).
As an application, we introduce equivariant zeta functions with signs for a Nash
function germ, i.e. an analytic germ with semi-algebraic graph, in the spirit of the
motivic zeta function of Denef and Loeser [5]. The motivic zeta function is defined
by considering the motivic measure of some spaces of arcs related to a given function.
This measure takes its values in the Grothendieck group of varieties endowed with
an action of some group of roots of unity. The G-equivariant virtual Poincare´ series
allows us to define real analogs for Nash function germs with G = {1,−1}. It
generalises the preceding “naive” zeta functions, with or without signs, considered
in [13, 7, 8]. The latter are invariants for the blow-Nash equivalence between Nash
function germs. We prove that these new equivariant zeta functions with signs are
again invariants for this blow-Nash equivalence. Moreover, we manage to establish
a relation between the naive zeta function and the equivariant zeta functions with
signs for constant sign germs, solving a problem in [7].
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To deal with this issue in section 5, we construct in section 3 the virtual G-
equivariant Poincare´ series defined on the Grothendieck group of arc-symmetric sets
endowed with an algebraic G-action. This construction is based on some properties
of G-equivariant homology that we recall in section 2, together with resolution of
singularities [11] and the weak factorisation theorem [1]. We prove in particular
that, even if the series is not bounded from below, then it has a finite degree equal
to the dimension of the set. We focus on the particular cases of the trivial and free
actions and give some examples in the interesting case G ≃ Z/2Z. Then we study in
section 4 some properties of the virtual Z/2Z-equivariant Poincare´ series, relating
notably its value to the value of the virtual Poincare´ polynomial of the quotient
(proposition 4.7). We are led in particular to investigate conditions for the exis-
tence, as an arc-symmetric set, of the quotient of an arc-symmetric set (proposition
4.3). We specify also the negative part of the series in terms of the fixed point set
(proposition 4.5), similarly to the case of Z/2Z-equivariant homology [18].
Acknowledgements. The author wish to thank C. Mc Crory, J. Van Hamel and
S. Maugeais for useful discussions.
2. Equivariant homology
In this section, we recall the definition and some properties of equivariant Borel-
Moore homology and equivariant cohomology that will be useful in the sequel (see
[18] for a complete treatment). We do not explain these theories in great generality
but mainly focus on the situation we will be interested in in section 3.
2.1. Cohomology of groups. To begin with, let us recall the definition of the
cohomology of a group G with coefficients in an abelian group M endowed with an
action of G.
Define the integral group ring of G to be Z[G] = {
∑
g∈G ng.g| ng ∈ Z}. An
abelian group M with a G-action is naturally a Z[G]-module. In order to define the
cohomology groups of G with coefficients in M , take a projective resolution (F·, ∂·)
of Z via Z[G]-modules. Then, for n ∈ Z, define the n-th cohomology group of G
with coefficients in M by
Hn(G,M) = Hn(K ·, δ·),
where K · is the chain complex defined by Ki = HomG(Fi,M) and δ
i(u) = (−1)i(u◦
∂i).
Example 2.1. In case G is finite cyclic with generator σ and order d, one can choose
· · · // Z[G]
σ−1 // Z[G]
N // Z[G]
σ−1 // Z // 0
with N =
∑
1≤i≤d σ
i as a projective resolution. Therefore
Hn(G,M) =


ker(M
σ−1
−−→M)
im(M
N−→M)
if n is even, n > 0,
ker(M
N−→M)
im(M
σ−1
−−→M)
if n is odd, n > 0,
ker(M
σ−1
−−→M) if n = 0.
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If G = Z/2Z, then
Hn(G,M) =
{
MG if n = 0,
MG
im(1+σ)
if n > 0.
Note that in case G = Z/2Z and M = F2, the cohomology of Z/2Z with coefficients
in F2 equals
Hn(G,F2) = F2 for n ≥ 0.
2.2. Definition. Let G be a group, A a commutative ring, M an A-module with
a G-action and let X be a topological space with a G-action. Then, for n ∈ Z, we
define the n-th equivariant Borel-Moore homology group with coefficients in M by:
Hn(X ;G,M) = R
−nHomG(RΓcA,M).
Note that in the case of a point, one recovers the cohomology of the group with
coefficients in M : Hn(pt;G,M) = H
−n(G,M).
Remark 2.2. One can give an alternative definition using cellular chain complexes
(see [6]). Let C·(X) be a CW-complex with a G-action on the cells. Let F· be a
projective resolution of Z via Z[G]-modules. Then the n-th equivariant Borel-Moore
homology group of X with coefficients in M is equal to
Hn(X ;G,M) = H
−n(HomG(F·, C· ⊗M)).
The main interest of such a description is to enable computations by using cell
decompositions.
Example 2.3. Consider an action of G = Z/2Z on the sphere Sd with at least one
fixed point. Take A = F2. Then one can choose, as a cell decomposition, the one
composed of a fixed point pt as a 0-cell, and Sd \ pt as a d-cell. Then the action
of G on the cell decomposition does not depend on the action of G on the sphere
(apart from the possible existence of a fixed point).
Remark 2.4.
(1) In the same way, one can define equivariant cohomology groups with coeffi-
cients in M by
Hn(X ;G,M) = RnHomG(RΓA,M).
It admits also an analogous description in terms of cell decompositions.
(2) In case G is trivial, the equivariant Borel-Moore homology groups and the
equivariant cohomology groups coincide with the non-equivariant ones.
(3) Note that this definition of equivariant homology, as a mixture of cohomol-
ogy of groups and homology of varieties, is not the classical one. However,
this definition is the natural dual to equivariant cohomology (see [18]). In
particular, Poincare´ duality holds for M = F2.
2.3. Some properties. In this section, we recall some properties of equivariant
homology without any proof. We refer to [18], [6] for more details.
2.3.1. Long exact sequence of a pair. Let i : Z →֒ X denote the inclusion of a closed
G-invariant subspace Z into a G-space X . Denote by j : U = X \ Z →֒ X the
inclusion of the complement. Then the sequence
· · · // Hn(Z;G,M)
i∗ // Hn(X ;G,M)
j∗ // Hn(U ;G,M) // Hn−1(Z;G,M) // · · ·
is exact.
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2.3.2. Trivial action. In case A is a field and the actions of G on X and on M are
trivial, one recovers the equivariant homology groups of a locally compact space X
of finite cohomological dimension from the homology of X and the cohomology of
G. More precisely, the cap product induces an isomorphism:
⊕p−q=n
(
Hp(X,M)⊗H
q(G,A)
)
−→ Hn(X ;G,M).
Example 2.5. Let us take G = Z/2Z and M = A = F2. The G-equivariant
homology of Sd with trivial action is
Hn(S
d, G,F2) =


F2 if 1 ≤ n ≤ d,
(F2)
2 if n ≤ 0
0 if n > d.
In particular, it follows from example 2.3 that these groups are the equivariant
homology groups of Sd for any G-action which is not free.
2.3.3. Fixed point free action. If the action is free on X and trivial on M , the
equivariant cohomology is directly related to the homology of the quotient via the
isomorphism:
Hn(X ;G,M) ≃ Hn(X/G;M)
for any n ∈ Z.
2.3.4. Ku¨nneth formula. Let G,G′ be finite groups and X, Y be topological spaces
of finite cohomological dimension with respectively a G-action and a G′-action. Let
k be a field with trivial G-action and G′-action. Then, for n ∈ Z, we have isomor-
phisms:
Hn(X × Y ;G×G
′, k) ≃ ⊕p+q=n
(
Hp(X ;G, k)⊗Hq(Y ;G
′, k)
)
.
2.3.5. Poincare´ duality. In order to avoid orientation issues, let us fix M = A = F2.
One can define cup and cap product in the equivariant setting. Moreover, for X
a compact d-dimensional manifold, one can define the G-equivariant fundamental
class µX ∈ Hn(X ;G,F2) of X . Then cap product with µX induces an isomorphism:
Hn(X ;G,F2)
∩µX // Hd−n(X ;G,F2).
2.3.6. Hochschild-Serre spectral sequence. Equivariant (co)homology comes with spec-
tral sequences that make computations possible ([10]). We present below the Hochschild-
Serre spectral sequence.
Proposition 2.6. Let G be a group, X a locally compact space of finite cohomolog-
ical dimension with a G-action and M an A-module with a G-action. Then there
exists a spectral sequence
E2p,q = H
−p(G,Hq(X,M))⇒ Hp+q(X ;G,M)
functorial in X and M .
In the particular case G = Z/2Z, the Hochschild-Serre spectral sequence is greatly
simplified:
E2p,q =
{
Hq(X,M)
G if p = 0,
H1(G,Hq(X,M)) if p ≤ −1.
Moreover, if M = A = F2, the following results guarantee the vanishing of some
differentials under the condition of existence of a fixed point.
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Lemma 2.7. Let X be a smooth compact connected space of finite dimension d
endowed with an action of G = Z/2Z. The differentials of the Hochschild-Serre
spectral sequence
E2p,q = H
−p(G,Hq(X,F2))⇒ Hp+q(X ;G,F2)
(1) having source Erp,0 are trivial for any p ≤ 0, r ≥ 2 if and only if X
G 6= ∅,
(2) having target Erp,d are trivial for any p ≤ 0, r ≥ 2 if and only if X
G 6= ∅.
Example 2.8.
(1) Consider a d-sphere, d ≥ 1, with an action of G = Z/2Z that admits at
least a fixed point. The G-action on the homology of Sd is trivial since the
homology groups of Sd are either F2 or {0}, therefore E
2
p,q = F2 if p ≤ 0 and
q = 0, d whereas E2p,q = 0 otherwise.
In the diagram, only two half-lines are non-zero.
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩⑥
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩⑥
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩
❩⑥
d+1
0F2 F2· · ·· · · F2
-1
F2
-2
0 · · ·· · · 0 00
0 · · ·· · · 0 00
...
...
...
...
F2 · · ·· · · F2 F2F2
0 · · ·· · · 0 00
d
0
Ep,qd+1
Now, the differentials, up to the level 2, all vanish thanks to lemma 2.7,
therefore the Hochschild-Serre spectral sequence degenerates at the level E2.
As a consequence:
Hn(S
d, G,F2) =


F2 if 1 ≤ n ≤ d,
(F2)
2 if n ≤ 0
0 if n ≥ d+ 1.
Note that we recover here the previous results obtained in examples 2.3 and
2.5.
(2) Consider the unit sphere S1 with the action of G = Z/2Z given by the central
symmetry. There is no fixed point, thus at least one of the differentials having
source E2p,0 is not trivial by lemma 2.7. Actually all of these differentials are
the same, therefore the Hochschild-Serre spectral sequence degenerates at
the level E3 and
Hn(S
1, G,F2) =
{
F2 if n ∈ {0, 1},
0 otherwise.
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In particular we recover that Hn(S
1, G,F2) is isomorphic to Hn(S
1/G,F2)
since the action is free (cf. section 2.3.3).
2.3.7. Negative degree in the case G = Z/2Z. Take n < 0. The equivariant homology
group Hn(X ;G,F2) can be computed in terms of the homology of the fixed point
set XG as follows:
Hn(X ;G,F2) ≃ ⊕i≥0Hi(X
G;F2).
3. Equivariant virtual Betti numbers
In this part, we introduce equivariant virtual Betti numbers for arc-symmetric
sets, with action of a finite group G. We put emphasis on the case G = Z/2Z in the
examples.
3.1. Arc-symmetric sets. Arc-symmetric sets have been introduced by K. Kur-
dyka [16] in order to study “rigid components” of real algebraic varieties. The cate-
gory of arc-symmetric sets contains real algebraic varieties and, in some sense, this
category has better behaviour than the category of real algebraic varieties, maybe
closer to complex algebraic varieties (see remark 3.16 below for instance). For a
detailed treatment of arc-symmetric sets, we refer to [16, 7]. Nevertheless, let us
make precise the definition of these sets.
We fix a compactification of Rn, for instance Rn ⊂ Pn(R).
Definition 3.1. Let X ⊂ Pn be a semi-algebraic set. We say that X is arc-
symmetric if, for every real analytic arc γ :]−1, 1[−→ Pn such that γ(]−1, 0[) ⊂ X ,
there exists ǫ > 0 such that γ(]0, ǫ[) ⊂ X .
One can think of arc-symmetric sets as the smallest category, denoted AS, stable
under boolean operations and containing compact real algebraic varieties and their
connected components. Note that by the dimension of an arc-symmetric set, we
mean its dimension as a semi-algebraic set.
Arc-symmetric sets are related to connected components of real algebraic varieties.
The definition of irreducibility for arc-symmetric sets is the classical one.
Proposition 3.2. ([16]) Let X ∈ AS be irreducible. Let Z be a compact real
algebraic variety containing X with dimZ = dimX, and π : Z˜ −→ Z a resolution
of singularities for Z. Denote by Reg(X) the complement in X of the singular points
of Z. Then there exists a unique connected component X˜ of Z˜ such that π(X˜) is
equal to the euclidean closure Reg(X) of Reg(X).
In particular, the following corollary specifies what nonsingular arc-symmetric
sets look like. Note that by an isomorphism between arc-symmetric sets, we mean
a birational map containing the arc-symmetric sets in its support. Moreover, a
nonsingular irreducible arc-symmetric set is an irreducible arc-symmetric set whose
intersection with the singular locus of its Zariski closure is empty.
Corollary 3.3. Compact nonsingular arc-symmetric sets are isomorphic to unions
of connected components of compact nonsingular real algebraic varieties.
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3.1.1. Equivariant Grothendieck group of arc-symmetric sets. Let G be a finite
group. The equivariant Grothendieck group K0(AS, G) of arc-symmetric sets is
defined to be the group generated by the symbols [X,G] for X a G-equivariant iso-
morphism class of arc-symmetric sets endowed with an algebraic G-action, which
means an action of G on X that comes from an algebraic action on the Zariski
closure of X , subject to the relations
• [X,G] = [Y,G]− [X \Y,G] if Y is a closed G-invariant arc-symmetric subset
of X ,
• [V,G]=[An ×X,G] if V −→ X is the restriction to the arc-symmetric set X
of a vector bundle on the Zariski closure X
Z
of X , with a linear G-action
over the action on X
Z
. Here, on the right hand side, the action of G on An
is trivial.
Note that by definition of the G-action, an arc-symmetric set admits an equivariant
compactification X →֒ X , which means there exists a compact arc-symmetric set X
containing X , endowed with a G-action whose restriction to X coincides with the
G-action on X . Note also that the product of varieties, with the diagonal action,
induces a commutative ring structure on K0(AS, G).
There exists a simple presentation of this rather complicated group in terms of
connected components of compact nonsingular real algebraic varieties and blowings-
up (cf. [2, 7]).
For a connected component X of a compact nonsingular real algebraic variety
Z, and C ⊂ Z a closed nonsingular subvariety, we will denote by BlC∩X X the
restriction to X of the blowing-up BlC Z of Z along C, called the blowing-up of X
along C ∩X .
Theorem 3.4. The group K0(AS, G) is the abelian group generated by the iso-
morphism classes of connected components of compact nonsingular affine real alge-
braic varieties with G-action, subject to the relations [∅, G] = 0 and [BlC∩X X,G]−
[E,G] = [X,G] − [C ∩ X,G], where X is a connected component of a compact
nonsingular real algebraic variety Z with G-action, C ⊂ Z is a closed nonsingular
G-invariant subvariety, BlC∩X X is the blowing-up of X along C ∩X and E is the
exceptional divisor of this blowing-up.
Remark 3.5. One can prove the theorem by induction on the dimension of the
varieties. The principle of the proof is to express the class of
(1) a nonsingular arc-symmetric set X in terms of that of an equivariant nonsin-
gular compactification X →֒ X (that exists by [11]) and of its complement
X \ X that has dimension strictly less than that of X . It can be proven
that the class [X ] = [X ] − [X \ X ] does not depend on the choice of the
compactification via the equivariant weak factorisation theorem [1],
(2) a singular arc-symmetric set in terms of the class of nonsingular arc-symmetric
sets via a stratification with nonsingular strata.
3.2. Equivariant virtual Betti numbers. Let us denote by bGi (X) the i-th G-
equivariant Betti number of X , that is the dimension over F2 of the i-th equivariant
homology group with coefficient in F2 of a compact nonsingular arc-symmetric set
with a G-action.
We begin with a useful lemma.
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Lemma 3.6. Let X be a connected component of a compact nonsingular real al-
gebraic variety Z with G-action and C ⊂ Z be a closed nonsingular G-invariant
subvariety. Denote by BlC∩X X the blowing-up of X along C ∩ X and by E the
exceptional divisor of this blowing-up. Then the sequence
0 −→ Hi(E;G,F2) −→ Hi(BlC∩X X ;G,F2)⊕Hi(C∩X ;G,F2) −→ Hi(X ;G,F2) −→ 0
is exact for i ∈ Z.
As in the non-equivariant case ([17]), this is a consequence of Poincare´ duality
and the existence of the long exact sequence of a pair for equivariant homology. We
recall briefly the proof for the convenience of the reader.
Proof. For sake of simplicity, we replace C ∩ X by C in the proof. Note that
πi : Hi(BlC X ;G,F2) −→ Hi(X ;G,F2) is surjective by Poincare´ duality. Indeed, the
diagram
Hd−i(X ;G,F2)
∩µX
≃
//
pid−i

Hi(X ;G,F2)
Hd−i(BlC X ;G,F2) ∩µBlC X
≃ // Hi(BlC X ;G,F2)
pii
OO
is commutative, where d = dimX and π : BlC X −→ X is the blowing-up.
Moreover, the long exact sequences of the pairs (X,C) and (BlC X,E) give rise
to a commutative diagram
· · · // Hi−1(X \ C;G,F2) // Hi(E;G,F2) // Hi(X ;G,F2) // · · ·
· · · // Hi−1((BlC X) \ E;G,F2) //
≃
OO
Hi(C;G,F2) //
OO
Hi(BlC X ;G,F2) //
OO
· · ·
where the vertical arrows are induced by π. We obtain now the announced exact
sequence by straightforward diagram chasing. 
The following theorem is the main result of this paper.
Theorem 3.7. Let G be a finite group. For each integer i ∈ Z there exists a unique
group homomorphism βGi (.) : K
0(AS, G) −→ Z such that βGi (X) = b
G
i (X) for X
compact and nonsingular.
Proof. The construction, invariance and additivity are direct consequences of theo-
rem 3.4 and lemma 3.6 and remain valid even for non-finite groups. The fact that
βGi (V ) = β
G
i (A
n ×X) for a vector bundle V with a linear G-action over the action
of a finite group G on X will follow from proposition 3.13 below. 
We call βGi (X) the i-th equivariant virtual Betti number of X . One may define
the equivariant virtual Poincare´ series of an arc-symmetric set with a G-action to
be the formal power series
βG(X) =
∑
i∈Z
βGi (X)u
i ∈ Z[[u, u−1]].
Denote also by bG(X) the equivariant Poincare´ series of a compact nonsingular arc-
symmetric set X with a G-action.
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Remark 3.8. For G the trivial group, the equivariant virtual Poincare´ series βG is
equal to the virtual Poincare´ polynomial β (cf. [17, 7]).
Similarly to the case of the virtual Poincare´ polynomial (cf. [7]), the equivariant
virtual Poincare´ series remains invariant not only under algebraic isomorphisms be-
tween arc-symmetric sets, but also under Nash isomorphisms. A Nash isomorphism
between arc-symmetric sets X1, X2 ∈ AS is the restriction of an analytic and semi-
algebraic isomorphism between compact semi-algebraic and real analytic sets Y1, Y2
containing X1, X2 respectively.
The proof in the non-equivariant case carries over to the equivariant case.
Theorem 3.9. Let X1, X2 ∈ AS be endowed with a G-action. If there exists a Nash
isomorphism between X1 and X2, equivariant with respect to the G-actions, then the
equivariant virtual Poincare´ series of X1 and X2 coincide.
An important result about the equivariant virtual Poincare´ series of an arc-
symmetric set is that it keeps its dimension. In particular the equivariant virtual
Poincare´ series takes its values in Z[[u−1]][u].
Proposition 3.10. The formal power series βG(X) of an arc-symmetric set X with
a G-action has finite degree equal to the dimension of X.
Proof. We prove the result by induction on the dimension of X . Let us divide the
proof into several steps.
(1) In case X is compact and nonsingular, the equivariant virtual Betti numbers
coincide with the equivariant Betti numbers. Therefore the result is true
because the n-th equivariant homology group Hn(X ;G,F2) is equal to zero
for n strictly greater than the dimension of X whereas it is nonzero when n
equals the dimension of X .
(2) To initiate the induction, note that in dimension zero, the arc-symmetric
sets are compact and nonsingular. So the result is true by (1).
(3) Now, assume X is a nonsingular arc-symmetric set of dimension d, possibly
not compact. Choose a nonsingular equivariant compactification X →֒ X
with dimX \X < dimX (this is possible by [11]). Then
βG(X) = βG(X)− βG(X \X)
by additivity of the equivariant virtual Poincare´ series. So the degree of
βG(X) is finite by (1) and by the inductive assumption.
(4) Finally, in the case of a singular X , we achieve the proof by stratifying X
into nonsingular strata for which the result is true by (3).

Remark 3.11. However the equivariant virtual Poincare´ series does not admit a
finite valuation in general. It particular for G = Z/2Z and X a single point:
βG(pt) =
∑
i≤0
ui =
u
u− 1
.
Example 3.12. In the following examples G = Z/2Z.
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(1) The equivariant virtual Poincare´ series of two points {p, q} that are inverted
by the action is
βG({p, q}) = bG({p, q}) = 1
because such a variety is compact and nonsingular.
(2) In the same way, if we consider the d-sphere with the action given by the
central symmetry, then:
βG(Sd) = bG(Sd) = 1 + ud
thanks to example 2.8.1, whereas when we consider it with a G-action that
admits a fixed point:
βG(Sd) = bG(Sd) = ud + · · ·+ u+ 2
u
u− 1
as we computed in example 2.8.2.
(3) By additivity, the equivariant virtual Poincare´ series of the real affine line
endowed with the trivial G-action is equal to:
βG(A1) = βG(S1)− βG(pt) =
∑
i≤1
ui =
u2
u− 1
,
by example 2.5.
(4) Now, consider the real affine line A1 endowed with any G-action. Again
βG(A1) =
u2
u− 1
.
Actually the G-action on the compactification A1 →֒ S1 admits at least a
fixed point, so the result follows from example 2.8.1. Similarly:
βG(Ad) =
ud+1
u− 1
.
Let us notice that the result of example 3.12.4 can be rewritten in the form
βG(Ad) = udβG(pt).
The following fact consists in a generalisation of this remark. Moreover, it enables
us to complete the proof of theorem 3.7.
Proposition 3.13. Let X be an arc-symmetric set with a G-action, and consider
the affine variety Ad with any G-action. Then
βG(X × Ad) = udβG(X)
where the left hand side is endowed with the diagonal G-action.
Proof. To begin with, let us tackle the compact nonsingular case. Take X compact
and nonsingular, and compactify X ×Ad into X × Sd. Choose as a G-invariant cell
decomposition of X × Sd the product of any G-invariant cell decomposition of X
and of the cell decomposition of Sd made of Ad as a d-cell and of Sd \Ad as a 0-cell.
Now, the action of G on this cell decomposition of X × Sd is the same as the action
of G× {1} on X × Sd since the G-action on the cell decomposition of Sd is trivial.
Therefore
bG(X × Sd) = bG×{1}(X × Sd).
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Now, by the Ku¨nneth formula:
bG×{1}(X × Sd) = bG(X)b{1}(Sd) = (1 + ud)bG(X),
and so
bG(X × Ad) = bG(X × Sd)− bG(X × pt) = (1 + ud)bG(X)− bG(X) = udbG(X).
Now, let us deal with the general case. We prove it by induction on the dimension
of X . We divide the proof into several steps.
(1) In dimension zero, the result is true since 0-dimensional arc-symmetric sets
are compact and nonsingular.
(2) Let X be a n-dimensional nonsingular arc-symmetric set endowed with a
G-action. Compactify X into a nonsingular variety X →֒ X with a G-action
compatible with that of X , and such that the dimension of the complement
X \X is strictly less that n. Then compactify X×Ad into X×Ad →֒ X×Sd.
Note that the G-action on Sd admits a fixed point. So
X × Sd = X × Ad ∪X × pt ∪ (X \X)× Sd
and thus
βG(X × Ad) = βG(X × Sd)− βG(X × pt)− βG((X \X)× Sd).
However
βG(X × Sd) = (1 + ud)βG(X)
because X is compact and nonsingular, and moreover
βG((X \X)× Sd) = (1 + ud)βG(X \X)
by the inductive assumption. Therefore, by additivity of the equivariant
virtual Poincare´ series:
βG(X × Ad) = (1 + ud)
(
βG(X)− βG(X \X)
)
− βG(X)
= (1 + ud)βG(X)− βG(X) = udβG(X).
(3) Finally, for X general, stratify X into nonsingular strata and apply (2).

3.3. Particular actions.
3.3.1. Trivial actions. In case the action is trivial, one can relate the equivariant
virtual Poincare´ series to the virtual Poincare´ polynomial.
Proposition 3.14. If X is an arc-symmetric set endowed with a trivial G-action,
then
βG(X) = β(X)βG(pt).
Proof. Remark first that the result is true if X is compact and nonsingular (cf.
section 2.3.2). Now, let us prove the proposition by induction on the dimension of
X . In dimension zero, the result is true by additivity. Now, take X endowed with
a trivial G-action. One can assume X to be nonsingular, otherwise stratify X into
nonsingular strata and use the additivity to reduce to this case. Then, choose a
nonsingular compactification X of X such that the dimension of X \ X is strictly
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less than that of X , and endow it with the trivial action of G. Therefore we obtain
an equivariant compactification of X and:
βG(X) = βG(X)− βG(X \X)
by additivity. Now by the induction assumption we get:
βG(X \X) = β(X \X)βG(pt).
Thanks to the compact nonsingular case, we obtain:
βG(X) = β(X)βG(pt).
We conclude by additivity of the virtual Poincare´ polynomial. 
3.3.2. Free actions. The equivariant homology of a topological space endowed with
a free action is equal to the cohomology of its quotient (section 2.3.3). The next
result states the analog for the equivariant virtual Poincare´ series in the compact
case. In particular, we prove that the quotient, viewed as a semi-algebraic subset of
the quotient of the Zariski closure (which is itself a semi-algebraic set in general), is
still an arc-symmetric set in this case.
Proposition 3.15. Let X be a compact arc-symmetric set endowed with a free G-
action. Then the quotient X/G is an arc-symmetric set and
βG(X) = β(X/G).
Proof. Let us prove first that the quotient is arc-symmetric. First, the quotient X/G
remains semi-algebraic because so is X . Assume that X/G is a semi-algebraic set
in Rn ⊂ Pn(R). Take γ :]−1, 1[−→ Pn an analytic arc such that γ(]−1, 0[) ⊂ X/G.
Then γ(0) ∈ X/G because X is closed and γ admits an analytic lifting γ˜ :]−1, 0] −→
X since the action is free on X . But X is arc-symmetric, therefore there exists ǫ > 0
such that γ˜ can be extended analytically to ]− 1, ǫ[ with γ˜(]0, ǫ[) ⊂ X . However the
push-forward of γ˜ by π must coincide with γ on ]0, ǫ[, thus γ(]0, ǫ[) ⊂ X/G.
For the second part, we prove the result, once more, by induction on the dimen-
sion. Let π : Y −→ X be an equivariant resolution of the singularities of X . Then
Y is also endowed with a G-action which must be free because so is the G-action
on X . Denote by E the exceptional divisor and by C the centre of the resolution.
Then E and C have a G-action and Y \ E is isomorphic to X \ C via π.
Now βG(E) = β(E/G) and βG(C) = β(C/G) by the induction assumption, and
βG(Y ) = β(Y/G) since Y is compact and nonsingular. Therefore
βG(X) = β(Y/G) + β(C/G)− β(E/G).
On the other hand, the quotient (Y \E)/G is isomorphic to (X \ C)/G so
β((Y \ E)/G) = β((X \ C)/G).
Then by additivity
β(X/G) = β((X \ C)/G) + β(C/G)
and
β(Y/G) = β((Y \ E)/G) + β(E/G).
Finally, once more by additivity
β(X/G) = β((X\C)/G)+β(C/G) = β((Y \E)/G)+β(C/G) = β(Y/G)−β(E/G)+β(C/G).

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Remark 3.16. If X is no longer compact or if the action is no longer free, then
the quotient space is no longer an arc-symmetric set in general. For instance, a
reflexion on a circle gives as quotient a half-circle. Moreover, even if X is a compact
real algebraic variety, then the quotient space is not algebraic in general but only
arc-symmetric. For instance, consider the real algebraic plane curve C given by the
equation:
Y 2 + (X2 − 2)(X2 − 1)(X2 + 1) = 0,
endowed with the action of Z/2Z given by (X, Y ) 7→ (−X, Y ). The curve C consists
of two connected components homeomorphic to S1, that are exchanged under the
action of Z/2Z. The algebraic quotient is the real algebraic irreducible plane curve
C˜:
T 2 + (U − 2)(U − 1)(U + 1) = 0.
It contains the topological quotient of C as a connected component homeomorphic
to S1, and an extra connected component coming from the conjugated complex
points of C.
4. The case G = Z/2Z
The case G = Z/2Z is of great interest with a view to applications in section 5.
We pay particular attention to understanding the negative part of the G-equivariant
virtual Poincare´ series in accordance with the non-virtual case (cf. section 2.3.7).
We concentrate also on necessary and sufficient conditions for the quotient of an
arc-symmetric set to remain arc-symmetric (cf. [12] also).
4.1. Quotient of arc-symmetric sets by Z/2Z-action. We focus on the quo-
tient of an arc-symmetric set by the action of G = Z/2Z. In particular, we give
necessary and sufficient conditions on the action in order that the quotient remains
arc-symmetric.
In general, the quotient space of a real algebraic set is no longer an algebraic
set, but only a semi-algebraic set. More precisely, denote by X a real algebraic
set and by σ : X −→ X an involution. The quotient of the complexification XC
of X by the complexified action σC of σ is a complex algebraic variety Y endowed
with an antiholomorphic involution that commutes with σ. The image of X in Y
is a semi-algebraic subset of the real algebraic set Y (R) of fixed points of Y under
the antiholomorphic involution. By restriction, the same situation holds concerning
arc-symmetric sets with an algebraic action. We are interested in the case when this
quotient remains arc-symmetric.
By the quotient B of an arc-symmetric set A, we mean a surjective map p : A −→
B where p is the restriction of a regular map from the Zariski closure A
Z
of A, with
the property that p(x) = p(y) if and only if y ∈ {x, σ(x)}. In proposition 3.1.1, we
give necessary and sufficient conditions on the action for the semi-algebraic set B
to be arc-symmetric.
In case X is nonsingular (not necessarily compact) but the quotient space is arc-
symmetric, then the action on an equivariant nonsingular compactification must be
free, unless it is trivial on a whole component. Consider first the compact case.
Proposition 4.1. Let X be a compact nonsingular arc-symmetric set endowed with
a G-action. Then the quotient space X/G is arc-symmetric if and only if the action
of G on X is trivial on each irreducible component of X containing a fixed point.
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Proof. One can assume X to be algebraic without loss of generality. Denote by
p the quotient morphism p : X −→ X/G. Denote by pC : XC −→ XC/G its
complexification. Then X/G is a semi-algebraic subset of the real points of the
complex algebraic variety XC/G.
Assume that x ∈ X is a fixed point under the action of G. By lemma 4.2
below, there exists an injective analytic arc δ :] − 1, 1[−→ X with origin at x so
that δ(−t) = σδ(t). Then the analytic arc p(δ) satisfies p(δ)(−t) = p(δ)(t), and
therefore there exists an analytic arc γ so that p(δ)(t) = γ(t2). Remark that γ(]0, 1[)
is included in X/G whereas γ(] − 1, 0[) does not even meet X/G since γ(−t2) =
p(δ)(it) ∈ (XC/G) \ (X/G). This prove that the quotient space X/G can not be
arc-symmetric. 
Let us prove now the intermediate result.
Lemma 4.2. Let X be a nonsingular arc-symmetric set endowed with a nontrivial
involution σ that admits a fixed point x ∈ X. Then there exists an injective analytic
arc δ :]− 1, 1[−→ X with origin at x so that δ(−t) = σδ(t).
Proof. The action of σ on X is locally linearisable around the fixed point x by [4]:
there exist an open neighbourhood U of x in X stable under σ, an open neighbour-
hood V of 0 in RdimX , and an analytic isomorphism f : U −→ V so that f(x) = 0
and the action of σ on U is transported via f in a linear action on V . Now, one can
choose a suitable analytic arc γ on V through 0 that lies in the eigenspace associated
to the eigenvalue −1 to obtain the expected arc δ = f−1(γ) on U . 
If the arc-symmetric set is no longer nonsingular, then the equivalence of propo-
sition 4.1 fails as illustrated by the last example in 4.6.
However for a nonsingular arc-symmetric set X , we obtain a necessary and suffi-
cient condition for the existence of an arc-symmetric quotient of X in terms of the
action on a nonsingular equivariant compactification of X .
Proposition 4.3. Let X be a nonsingular arc-symmetric set endowed with a G-
action. Let X˜ be a nonsingular equivariant compactification of X with X˜ \X com-
pact. Then the quotient space X/G is arc-symmetric if and only if the action of G
on X˜ is trivial on each irreducible component of X˜ containing a fixed point.
Proof. If X/G is arc-symmetric, then the proof of proposition 4.1 implies that the
action of G on X˜ is free, or trivial on some components. Conversely the semi-
algebraic quotient of X by G can be decomposed as the difference between X˜/G
and (X˜ \X)/G. The former quotient is arc-symmetric by proposition 4.1, the latter
by proposition 3.15. Therefore X/G is also arc-symmetric because arc-symmetric
sets are stable under boolean operations. 
4.2. Z/2Z-equivariant virtual Betti numbers. If we can not relate the equi-
variant virtual Poincare´ series of X endowed with a free G-action to the virtual
Poincare´ polynomial of the quotient in general, we can determine the negative part
of the equivariant virtual Poincare´ series in the case G = Z/2.
Lemma 4.4. Let X be an arc-symmetric set endowed with a free G-action. Then
βGn (X) = 0 for n < 0.
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Before beginning with the proof, let us recall that in case X is compact and
nonsingular then so is the fixed point set XG.
Proof. We make an induction on the dimension. Note that one can assume X to
be nonsingular by additivity of the equivariant virtual Poincare´ series. Now, take a
nonsingular equivariant compactification X ⊂ X so that the dimension of X \X is
strictly less than that ofX . The compactification may have fixed points, nevertheless
the fixed points set X
G
is nonsingular. Now
βGn (X) = β
G
n (X)− β
G
n (X \X)
by additivity and
βGn (X) = b
G
n (X) =
∑
i≥0
bi(X
G
)
since X is compact and nonsingular (cf. section 2.3.7). However, by the induction
assumption
βGn (X \X) =
∑
i≥0
βi((X \X)
G).
Since the fixed points sets of X and X \X coincide, the right hand side reduces to∑
i≥0
βi(X
G
).
We complete the proof by recalling that X
G
is compact and nonsingular therefore
βi(X
G
) = bi(X
G
) by definition of the virtual Poincare´ polynomial. 
Recall that the negative equivariant homology groups can be computed in terms
of the homology groups of the fixed points (section 2.3.7) when the group acting is
G = Z/2Z. Similarly we obtain:
Proposition 4.5. Let X be an arc-symmetric set with an action of G = Z/2Z. Take
n < 0. Then βGn (X) is equal to the virtual Poincare´ polynomial of X
G evaluated at
1:
βGn (X) =
∑
i≥0
βi(X
G).
Proof. Note that
βG(X) = βG(XG) + βG(X \XG) = β(XG)βG(pt) + βG(X \XG),
therefore the proof is a direct consequence of lemma 4.4 and of the computation of
βG(pt) in remark 3.11. 
Example 4.6. Consider the curve C given by the equation Y 2 = X2 − X4 in R2
endowed with different actions of Z/2Z. Note that the resolution of the singularities
of C obtained by blowing-up the unique singular point p = (0, 0) is homeomorphic
to S1. The inverse image of this singular point {p} consists of two points, denoted
by {p1, p2}, either fixed or inverted by the action. Therefore by additivity one can
express the G-equivariant virtual Poincare´ series of C by:
βG(C) = βG(S1)− βG({p1, p2}) + β
G({p}).
15
• (X, Y ) 7→ (−X,−Y ). The fixed points of the resolution are exactly p1 and
p2, thus:
βG(C) = u+ 1 +
1
u− 1
.
• (X, Y ) 7→ (X,−Y ). The action inverts the points p1 and p2, but is not free
on the resolution, so:
βG(C) = u+ 2 +
3
u− 1
.
• (X, Y ) 7→ (−X, Y ). The action inverts the points p1 and p2, and is free on
the resolution, therefore by example 3.12.1:
βG(C) = u+ 1 +
1
u− 1
.
Note that in this example the algebraic quotient of C does exist and is given
by the circle defined by Y 2 = X − X2 in R2. Moreover βG(C) 6= β(C/G)
and therefore proposition 3.15 does not hold in case the action is no longer
free.
Proposition 4.7. Let X be a nonsingular arc-symmetric set endowed with an action
of G = Z/2Z so that the quotient space is arc-symmetric. Assume moreover that
the action is not trivial on any irreducible component of X. Then
βG(X) = β(X/G).
Proof. We prove the result by induction on the dimension. Let X˜ be a nonsingular
equivariant compactification of X . Then the G-action on X˜ is free and the quotient
space X˜/G is arc-symmetric by proposition 4.3. By additivity of βG:
βG(X) = βG(X˜)− βG(X˜ \X).
Moreover βG(X˜) = β(X˜/G) by proposition 3.15 whereas βG(X˜\X) = β((X˜\X)/G)
by the induction assumption. Finally
βG(X) = β(X˜/G)− β((X˜ \X)/G) = β(X/G)
by additivity of β. 
5. Application to blow-Nash equivalence
The study of real germs is difficult in general, notably in the choice of a good
equivalence relation between these germs. We focus here on the blow-Nash equiva-
lence between Nash function germs. It is an analog of the blow-analytic equivalence
defined by T.C. Kuo [15] for Nash function germs. Let us mention in particular
that there are no moduli for families with isolated singularities [7]. We know also
invariants that enable us to begin some classification results [9].
As an application of blow-Nash equivalence, we introduce equivariant zeta func-
tions of a Nash function germ defined via the equivariant virtual Poincare´ series.
They generalise the zeta functions introduced in [7] with the virtual Poincare´ poly-
nomial (see also [13]). We prove in particular their rationality (proposition 5.2), and
their invariance under the blow-Nash equivalence between Nash function germs. We
achieve moreover a better understanding of the zeta functions of constant sign Nash
germs.
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5.1. Equivariant Zeta functions. We define the equivariant zeta functions for a
germ of Nash functions in the spirit of [5]. A Nash function germ f : (Rd, 0) −→
(R, 0) is a real analytic germ with semi-algebraic graph.
Denote by L the space of arcs at the origin 0 ∈ Rd, defined by:
L = L(Rd, 0) = {γ : (R, 0) −→ (Rd, 0) : γ formal},
and by Ln the space of truncated arcs at the order n+ 1:
Ln = Ln(R
d, 0) = {γ ∈ L : γ(t) = a1t+ a2t
2 + · · · ant
n, ai ∈ R
d},
for n ≥ 0 an integer.
Consider a Nash function germ f : (Rd, 0) −→ (R, 0). We define the equivariant
zeta functions of f to be the formal power series with coefficients in Z[[u−1]][u]:
ZGf,+(T ) =
∑
n≥1
βG(A+n )u
−ndT n and ZGf,−(T ) =
∑
n≥1
βG(A−n )u
−ndT n,
where
A+n = {γ ∈ Ln : f ◦ γ(t) = +t
n + · · · } and A−n = {γ ∈ Ln : f ◦ γ(t) = −t
n + · · · }
are endowed with the action of G = Z/2Z defined by
• t 7→ t if n is odd,
• t 7→ −t if n is even.
Note that the spaces of truncated arcs A+n and A
−
n for n ≥ 1 are Zariski con-
structible subsets of Rnd for n ≥ 1. In particular they belong to AS and their
equivariant virtual Poincare´ series are well-defined.
Remark 5.1. One recovers the zeta functions with sign introduced in [7] by con-
sidering the action of the trivial group on the arc spaces A+n and A
−
n .
Let f : (Rd, 0) −→ (R, 0) be a Nash function germ. Let h :
(
M,h−1(0)
)
−→
(Rd, 0) be a proper surjective Nash map such that f ◦ h and the Jacobian deter-
minant jach have simultaneous normal crossings. Assume moreover that h is an
isomorphism over the complement of the zero locus of f .
We need some notation in order to express the equivariant zeta functions of f in
terms of the Nash modification h of f . Let (f ◦h)−1(0) = ∪j∈JEj be the decomposi-
tion into irreducible components of (f ◦ h)−1(0), and assume that h−1(0) = ∪k∈KEk
for some K ⊂ J .
Put Ni = multEi f ◦ h and νi = 1 +multEi jach, and for I ⊂ J denote by E
0
I the
set (∩i∈IEi) \ (∪j∈J\IEj).
One defines a covering E˜0,±I of E
0
I , where ± designs either + or −, in the following
way. For U an affine open subset of M such that f ◦ h = u
∏
i∈I y
Ni
i on U , where u
is a Nash unit, we put
R±U = {(x, s) ∈ (E
0
I ∩ U)× R; s
mI = ±
1
u(x)
}
where mI = gcd(Ni). Then the sets R
±
U glue together along the E
0
I ∩ U to define
E˜0,±I .
The covering E˜0,±I is endowed with the trivial G-action in the case mI is odd, and
by the G-action induced by the multiplication by −1 on the variable s in the case
mI is even.
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Now we can state the rationality of the equivariant zeta functions of a Nash
function germ. The formula below is called the Denef and Loeser formula.
Proposition 5.2. The equivariant zeta functions of a Nash function germ are ra-
tional. More precisely, with the assumptions and notations above, the equivariant
zeta functions equals:
ZGf,±(T ) =
∑
I 6=∅
(u− 1)|I|−1βG
(
E˜0,±I ∩ h
−1(0)
)∏
i∈I
u−νiTNi
1− u−νiTNi
.
Proof. Thanks to proposition 3.13 the proof of the Denef and Loeser formula in the
non-equivariant case ([8]) carries over to the equivariant case. In particular, the
G-action introduced on the covering E˜0,±I of E
0
I is actually induced by the G-action
on the arc spaces A±n . 
Example 5.3. Let f : R2 −→ R be defined by f(x, y) = x2 + y4. One can resolve
the singularities of f by two successive blowings-up. The exceptional divisor E has
two irreducible components E1 and E2 with N1 = 2, ν1 = 2, N2 = 4, ν2 = 3.
Moreover E˜0,+{1} and E˜
0,+
{2} are homeomorphic to a circle minus two points and the
G-action has fixed points on the closure. Therefore
ZGf,+(T ) = (u− 1)
u−2T 2
1− u−2T 2
u−3T 4
1− u−3T 4
+ u
u−2T 2
1− u−2T 2
+ u
u−3T 4
1− u−3T 4
.
5.2. Blow-Nash equivalence. Let us state the definition of the blow-Nash equiva-
lence between Nash function germs. It consists of an adaptation of the blow-analytic
equivalence defined by T.-C. Kuo ([15]) to the Nash framework.
Definition 5.4.
(1) Let f : (Rd, 0) −→ (R, 0) be a Nash function germ. A Nash modification
of f is a proper surjective Nash map π :
(
M,π−1(0)
)
−→ (Rd, 0) whose
complexification π∗ is an isomorphism everywhere except on some thin subset
of M∗, and such that f ◦ π has only normal crossings.
(2) Two given germs of Nash functions f, g : (Rd, 0) −→ (R, 0) are said to be
blow-Nash equivalent if there exist two Nash modifications
hf :
(
Mf , h
−1
f (0)
)
−→ (Rd, 0) and hg :
(
Mg, h
−1
g (0)
)
−→ (Rd, 0),
and a Nash isomorphism Φ between semi-algebraic neighbourhoods
(
Mf , h
−1
f (0)
)
and
(
Mg, h
−1
g (0)
)
that preserves the multiplicities of the Jacobian determi-
nant along the exceptional divisors of the Nash modifications hf , hg, and
that induces a homeomorphism φ : (Rd, 0) −→ (Rd, 0) such that the diagram(
Mf , h
−1
f (0)
) Φ //
hf

(
Mg, h
−1
g (0)
)
hg

(Rd, 0)
φ //
f &&MM
MM
MM
MM
MM
(Rd, 0)
g
xxqqq
qq
qq
qq
q
(R, 0)
is commutative.
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Proposition 5.5. Let f, g : (Rd, 0) −→ (R, 0) be blow-Nash equivalent Nash func-
tion germs. Then the equivariant zeta functions of f and g coincide.
The proof is similar to that of the non-equivariant case [7], using propositions 3.9
and 5.2.
5.3. Constant sign Nash function germs. In [7], we introduced zeta functions
with signs, which correspond to the equivariant zeta functions considered with the
trivialG-action as noticed in remark 5.1. We introduced also a “naive” zeta function,
defined by:
Zf(T ) =
∑
n≥1
βG(An)u
−ndT n
where
An = {γ ∈ Ln : f ◦ γ(t) = ct
n + · · · , c 6= 0}.
It was not clear what relations hold between these zeta functions, even in the case
of constant sign Nash germs. For example, compare the positive zeta function of
example 5.3 with the “naive” zeta function:
Zf(T ) = (u− 1)
2 u
−2T 2
1− u−2T 2
u−3T 4
1− u−3T 4
+ (u− 1)u
u−2T 2
1− u−2T 2
+ (u− 1)u
u−3T 4
1− u−3T 4
and the positive non-equivariant zeta functions of [7]:
Z+f (T ) = 2(u− 1)
u−2T 2
1− u−2T 2
u−3T 4
1− u−3T 4
+ (u− 1)
u−2T 2
1− u−2T 2
+ (u− 1)
u−3T 4
1− u−3T 4
.
The equivariant zeta functions solve this issue.
Proposition 5.6. Let f : (Rd, 0) −→ (R, 0) be a nonnegative Nash function germ.
Then
Zf(T ) = (u− 1)Z
G
f,+(T ).
Proof. The expression for the naive zeta functions via its Denef and Loeser formula
is [7]:
Zf(T ) =
∑
I 6=∅
(u− 1)|I|β
(
E0I ∩ h
−1(0)
)∏
i∈I
u−νiTNi
1− u−νiTNi
with the notations of proposition 5.2. Therefore, comparing to the Denef and Loeser
formula for ZGf,+(T ) of proposition 5.2, it suffices to prove that:
βG(R+U ) = β(E
0
I ∩ U)
The result follows from proposition 4.7 since E0I ∩U is the quotient of R
+
U under the
Z/2Z-action. 
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