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We report on the application of an evolutionary algorithm (EA) to enhance performance of an
ultra-cold quantum gas experiment. The production of a 87Rubidium Bose-Einstein condensate
(BEC) can be divided into fundamental cooling steps, specifically magneto optical trapping of cold
atoms, loading of atoms to a far detuned crossed dipole trap and finally the process of evaporative
cooling. The EA is applied separately for each of these steps with a particular definition for the
feedback the so-called fitness. We discuss the principles of an EA and implement an enhancement
called differential evolution. Analyzing the reasons for the EA to improve e.g. , the atomic loading
rates and increase the BEC phase-space density, yields an optimal parameter set for the BEC
production and enables us to reduce the BEC production time significantly. Furthermore, we focus
on how additional information about the experiment and optimization possibilities can be extracted
and how the correlations revealed allow for further improvement. Our results illustrate that EAs
are powerful optimization tools for complex experiments and exemplify that the application yields
useful information on the dependence of these experiments on the optimized parameters.
I. INTRODUCTION
Quantum gases have proven to be versatile model sys-
tems to investigate intriguing phenomena of quantum
physics, including, for example, superfluidity in ultracold
bosonic [1] or fermionic quantum gases [2].
In an experimental realization, quantum gas produc-
tion requires several distinct cooling steps, typically in-
cluding different laser cooling stages, a transfer to a con-
servative trap, and evaporative cooling to the quantum
degenerate regime [3]. While these individual steps and
the underlying physics are well understood, the experi-
mental apparatus usually requires controlling dozens of
parameters. These are normally constrained depending
on the specific experimental scenario, such as maximum
currents or laser powers. Beyond the large number of
parameters, an additional complication arises from the
emergence of correlations between experimental param-
eters which are sometimes unknown and originate from
the particular experimental setup. A simple and well-
known example for such a correlation is the change of
atomic transition frequencies in deep optical traps due
to the AC Stark shift [4, 5], which correlates the detun-
ing of external resonant lasers to the intensity that de-
fines the trap depth. In normal operation, therefore, it
is unclear, if an apparatus is operating at the optimum
of its capabilities. Operating at the optimum, however,
is advantageous for statistics of the measurements, sta-
ble operation over long times and achieving the fastest
possible experimental cycle duration. We show that, in
all cases considered, a manually optimized set of param-
eters can be improved by application of an evolutionary
algorithm.
Evolution is the most natural way of optimization in
a given scenario, which in terms of biology may be as-
sociated with the evolution of genetic material [6]. The
corresponding digitized version in information technology
is called evolutionary algorithm (EA). In fact, EAs are
commonly applied in various fields [7–10] and moreover
have created their own field of research in information
technology that is closely linked to swarm optimization
algorithms, artificial intelligence and self-teaching tech-
nologies [11–13]. The application of such an algorithm
has proven to result in interesting improvements, e.g. the
design of antennas [14]. In general, it is an iterative mod-
ification and selection process that optimizes a so-called
fitness value on a given set of parameters, e.g. selecting
the combination of parameters in our quantum gas ex-
periment that leads to the fastest sequence to produce a
BEC.
We report on the implementation of an evolutionary al-
gorithm which has been shown to operate in systems with
large dimension that exhibit unknown correlations [15].
The application of such algorithms elucidates these cor-
relations and improves, e.g. the performance of quantum
gas production. This technology is applied to the cre-
ation of an all optical BEC of 87Rubidium (Rb), which
in our project is combined with individual 133Caesium
(Cs) atoms. In order to obtain small statistical errors
for measurements on a single atom we require many rep-
etitions and therefore the fastest possible creation cycle
for the BEC. In our setup, approximately 70 parameters
need to be controlled during a single realization of the ex-
periment. Controlling and optimizing this number of pa-
rameters manually is a challenging and demanding task.
Since manual adjustment mostly optimizes each param-
eter separately, it falls short behind the system’s techni-
cal potential. We find that using the EA on computer-
controlled parameters leads to a general improvement of
a pre-defined figure of merit and allows reducing the time
for quantum gas production from eight to four seconds.
Previous work has applied an EA to the creation of ultra
cold quantum gases and increased the mean atom num-
ber of an optical molasses [16] with a three-dimensional
set of parameters or increased the phase-space density
of a four-dimensional problem by improving the radio-
frequencies (RF) and timing of RF-cooling ramps [17].
In a related work the scaling with dimensionality of an
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2EA was analyzed and the introduction of a limited life-
time effectively shown to increase robustness against sig-
nal noise [18]. There are also other techniques such as
machine-learning algorithms applied to the shaping of the
evaporation scheme to increase phase-space density of a
BEC [19]. Here, we do not only describe our implementa-
tion of such an EA but also give examples how to further
enhance the bare EA. We keep focus on the information
that can be obtained from applying such an algorithm re-
vealing important correlations and knowledge about the
experiment.
II. THE EVOLUTIONARY ALGORITHM
The steps of the EA implemented are depicted in Fig-
ure 1(a). In order to quantify the performance of a spe-
cific set of parameter values, referred to as an individual
~νi ∈M out of parameter spaceM, it is assigned a single
real value as fitness F :M→ R during the iteration. All
individuals of a given time step form a populationA (step
1). From the selected individuals of the previous gener-
ation, a new population B is created in a reproduction
step (step 2). For this second step, we have implemented
discrete inheritance ~νi ⊕ ~νj, where the partners ~νi,j are
selected by descending fitness.
Thus the parameters of new individuals match the pa-
rameter values of their parents and cannot leave a dis-
contiguous parameter space. For all applications here the
number of parents was chosen to be two, but in general
can be adjusted freely. The newly created individuals
are subsequently mutated ~cj = M(~νj) (step 3), thus their
parameter values are randomly changed with a certain
probability and within a predefined range. The proba-
bility for a parameter mutation as well as the degree of
mutation are external properties, which have a strong in-
fluence on the convergence of the algorithm. Therefore
their values are adapted to the optimization task.
The correlation
c(X,F ) =
N∑
i=0
(vi − 〈v〉)(Fi − 〈F 〉)√
(vi − 〈v〉)2(Fi − 〈F 〉)2
(1)
yields additional insight in the optimization dynamic and
helps determining proper mutation probabilities. Here,
Fi is the fitness on the basis of a set of N ∈ N measure-
ments X = {vi|i = 1, .., N} with the mean denoted by
〈·〉.
Specifically, the probability to mutate a parameter
should be chosen according to the correlation, since for
small changes it is a measure for linear response. An ab-
solute value |c| = 1 indicates a complete linear relation.
The correct choice of the mutation range is rather diffi-
cult. Ideally, the EA explores the whole parameter space.
However, if in a single step the mutation range spreads
over the whole parameter space, the mutation process
effectively realizes a random parameter generator which
does not necessarily converge on the optimization of the
start
1. populate
2. reproduce
3. mutate
DE linearize
4. select
5. terminate
a group of individuals ai
A = {a1, ...,aµ}
create new individals v˜i
B˜ = an ⊕ am = {v˜1, ..., v˜λ}
slight changes of newly created
B = {vj =M(v˜j)} ∀v˜j ∈ B˜
insert linear optimized along δk
O = {oj,i = vj + i · δk ,vj ∈ B}
sort v ∈ A ∪ B ∪ O by fitness
F (v1) ≥ F (v2) ≥ ... ≥ F (vµ+λ)
survival of the ρ fitest
A′ = {v1, ...,vρ} ⊂ A ∪ B ∪ O
end
ne
xt
ge
ne
ra
ti
on
A′
−→
A
(a)
F = 0
F = 1
F = 2
F = 3
F = 4
F = 5a1
a2
v1
∆F
=
0
∆F = +1
o1
o2
o3
δk
δk
δk
ancestor a
individual v
optimized o
fitness F
(b)
FIG. 1. EA Scheme: (a) The different processes of an EA
(1.-5.) and the integration of differential evolution. The al-
gorithm includes reproduction of a population by combining
individuals of highest fitness (2.), mutation (3.) of individuals
with a certain rate and determination of the fitness. Based
on the results of the preceding generation a subsequent steep-
est descent process adds linearly optimized individuals into
the current population. Finally the individuals with highest
fitness are selected (4.) to become ancestors in the following
time step or the evolution is terminated due to having ful-
filled a termination condition (5.). (b) Example of a steepest
descent optimization based on an artificial fitness landscape
for different fitness values F . The improvement of ∆F = +1
from the individual v to its ancestor a2 creates a weighted
optimization vector δ~k and multiple optimization candidates
o1−3.
fitness. We privilege a small mutation range and hence
we expect a linear dependence on the fitness, resulting
in a vanishing correlation around local maxima. In this
case, the mutation range should be extended by setting
the range anti-proportional to the correlation thus allow-
ing to leave the local maximum and spread for global
optima.
After the mutation step, the fitness of the population,
which comprises the newly created individuals B and
their ancestors A, is determined. Experimentally, this
implies a realization of the experimental cycle for every
parameter set of any individual and measuring all quanti-
ties that compose the fitness, such as the atomic loading
3rate of a magneto-optical trap (MOT), the atom num-
ber in the dipole trap, or the phase-space density of a
BEC. Finally the EA selects those individuals with the
highest fitness as ancestors for the next generation (step
4), or it stops if a termination condition such as maxi-
mum fitness is reached or total duration is exceeded (step
5). While the bare EA randomly explores the parame-
ter space, being rather a stochastical process, there exist
many implementations that combine the power of EAs
to scale with increasing dimension and approach global
optima with other optimization techniques that converge
faster to local maxima.
Differential evolution (DE): A common way of man-
ual optimization is to keep track of important param-
eters and separately tune them to an optimum. The
DE employed in our system (see figure 1(b)) is an
adaption of a steepest descent linear optimization tech-
nique [15], capable of accelerating the convergence to a
local optimum [20]. This step is added to the EA be-
tween determining the fitness of a generation and se-
lecting the fittest individuals. It compares the fitness
of an individual ~vi to the fitness of the population in
the previous generation. If the individual shows an im-
provement ∆Fi,j = F (vi)− F (vj) > 0 compared to the
one of its ancestors ~aj the total optimization vector
δ~k =
∑
j ∆Fi,j(~vi − ~aj)/
∑
j |∆Fi,j | is calculated. There-
fore, we sum over all vectors from ancestor to individ-
ual weighted with the improvement ∆Fi,j . Once such
an optimization vector has been found, new individuals
O = {~ok = ~vi + k · δ~k} following the vector are succes-
sively injected into the EA and their fitness is evaluated.
In order to determine the quality of the DE vector δ~k,
the correlation between the DE step k on the one hand
and the fitness increase on the other hand is chosen. For
small steps δ~k the correlation can be understood as a
measure of a linear gradient, which is expected to vanish
when approaching a local optimum. This allows to define
a pre-selected threshold, that determines whether the EA
further follows this vector or it is rejected. The adaption
of this threshold depending on the signal to noise ra-
tio decreases the sensitivity to measurement noise, thus
increasing the capability to find local optima when opti-
mizing a noisy fitness.
FIG. 2. Exemplary sketches of different measurement signals
that serve as fitness in the steps of the BEC creation to which
we apply the EA. (i) Fluorescence signal from loading of a
MOT. (ii) Absorption image of the atoms loaded to a crossed
FORT. (iii) Absorption Image of a BEC which is optimized
to a maximized phase-space density.
III. APPLICATION OF THE EA TO BEC
PRODUCTION
We apply our EA to the individual steps of our BEC
creation sequence (see figure 2) comprised of (i) laser
cooling of an atomic beam in a two-dimensional (2D)
MOT and subsequent trapping in a three-dimensional
(3D) MOT [21, 22], (ii) transfer of atoms to a crossed
far off resonance trap (FORT) [23], and (iii) evaporation
of the sample in this optical trap [3]. In each step the
EA has been granted full access to important parameters
such as laser detuning, laser intensities, coil currents and
it is able to control the timing of, e.g., laser pulses or in-
tensity ramps. In all cases, we define a proper fitness for
each individual step and extract the correlation between
a parameter and the respective fitness.
(i) MOT optimization: In a first step of the BEC cre-
ation sequence a large number of atoms are laser cooled
and captured in a 3D MOT. The 3D MOT is loaded from
a pre-cooled atomic beam originating from a 2D MOT,
described in [24]. To optimize the 3D MOT loading,
where the atom number of trapped atoms N can be de-
scribed by an exponential N(t) = Nmax · (1− exp{−γt}),
we obtain the loading rate γ from a fit. The parameters
to be optimized thus include the laser detunings and in-
(a)
(b)
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FIG. 3. Optimization of 2D MOT performance. (a) MOT
loading rates being the fitness of optimization for vertically
opposing coil currents. The fitness is encoded in color and
size of the dots. Point IS marks the center-of-mass of all data
points. It is the center of the new coordinate system of the
PCA, shown in (b). Tagged with (G) are the main and the
minor axes, which differ most in correlation. The orthogonal-
ity is due to our geometry rather than a general property of
PCA’s main axes. By choosing this set of axes and keeping
the minor axis fixed almost no information is lost. The set
of axes tagged with (W) exemplifies a case where the correla-
tion to the fitness does not differ and therefore no reduction
in dimension is possible without loosing information.
4FIG. 4. Typical time evolution of the fitness defined as MOT loading rate γ evolving in the EA, starting from randomly
chosen individuals. The reference measurements (R, red triangles), obtained from manual optimization, are not participating
in EA. Generations are separated by vertical lines. In the first generation of the EA a single random choice reaches a significant
loading rate, yet still smaller than the reference set. This individual survives the first generation and is remeasured in the
following iteration, marked as survivor (blue dot). After 60 s the DE is applied for the first time (green diamonds). At (C) in
the fourth generation the recombination resulted in individuals with a fitness exceeding the initial, manual optimization (R).
DE further increases the loading rate from 4.0(1)× 108 atomss to 6.6(1)× 108 atomss at (G). The genealogy of the differential
optimization (G), which is plotted below, increases the power of the cooling laser and correlates up to c = 0.92 with the fitness.
Details of this optimization vector are given in table I.
tensities for the 2D and 3D cooling and repumper lasers,
the intensity and detuning of a push beam which guides
the atoms from the 2D to the 3D MOT region, and the
currents of the magnetic quadrupole fields of the MOT.
In total the dimension of this optimization problem sums
up to 12 parameters. Specifically, the quadrupole fields
for the 2D MOT are produced by four coils, the currents
of which can be independently adjusted. Here, the ratio
of opposing coil currents determines the position of the
2D MOT, while the absolute current determines the size
of the cooling area. The atomic beam emitted from the
2D MOT has to pass a differential pumping tube with a
diameter of 1.8mm. Thus, the ratio of opposing currents
is rather fixed by this constraint, effectively allowing the
parameter space to be reduced. We use a mathematical
tool called principal component analysis (PCA) [25] in or-
der to identify a rotated coordinate system in parameter
space which is more suited for optimization. Specifically,
we aim for finding major axes of the rotated coordinate
system that contain important information of the prob-
lem, while minor axes can be neglected with minimal loss
of information. The amount of information of an axis is
described by the correlation of the fitness to variations
along the axis. We apply a PCA to the fitness values
obtained from the optimization of our 2D MOT coil cur-
rents. The result is depicted in figure 3 for opposing coils
and clearly shows a high correlation on a line close to a
current ratio of unity, with a starting point IS for fur-
ther applications of the EA. The perpendicular axis, in
contrast, only shows a weak correlation. This is an opti-
mal coordinate system for our problem with a major axis
along the high correlation, and we neglect the weakly cor-
related minor axis in the following. This coordinate sys-
tem especially improves the reproduction process since
we use a discrete inheritance which does not necessar-
ily conserve the ratio of parameters, e.g., opposing coil
currents.
Now we add the parameters of the 3D MOT to the EAs
optimization task and improve the loading rate further.
An increase in fitness value will show the progress of the
EA, however, the fitness can also be affected by drifts
of the experimental apparatus. In order to quantify the
progress of the EA independently from these drifts, we
apply reference measurements with a predefined parame-
ter set, representing the best manual optimization. This
parameter set is evaluated at the beginning of each new
generation but it is not taking part in any population of
the EA. Figure 4 compares the evolution of the fitness for
the 3D MOT with such reference measurements. The EA
starts from random initial parameters with initially van-
ishing fitness. The graph demonstrates the typical obser-
vation, where the EA exceeds the fitness of the manually
obtained optimum by a factor of three after 400 s. Impor-
tantly, both components of our algorithm, evolutionary
5strategy as well as differential optimization, contribute
to the total improvement.
The parameter values of the differential optimization
depicted in figure 4 are given in table I. Here, we ob-
serve an increase in loading rate that is highly correlated
(c = 0.93) to the increase of the cooling laser power.
However the expected parameter, i.e. the cooling laser
intensity control value, surprisingly remains unchanged.
This indicates that the EA has found a hidden corre-
lation. Pathologically, a frequency change of our laser
lock setup also affects the intensity of the diffracted laser
beam in the acousto-optical modulators (AOM) that are
used for fast switching of intensities and detuning the
laser frequencies. This is caused by modifying the work-
ing point of the AOM on the non-linear curve of diffrac-
tion efficiency versus frequency. Thus, the AOM output
power depends on the frequency chosen.
(ii) Atom transfer to the FORT: From the MOT, the
atoms are transfered to a crossed FORT at 1064nm for
evaporative cooling to degeneracy. To optimize the initial
conditions for the evaporation, the transfer rate is im-
proved with our EA, choosing the total amount of trans-
ferred atoms as fitness. Here, we add an initial phase
of self evaporation where the laser intensities are kept
constant and an additional compressed-MOT (CMOT)
phase [26, 27], where the cooling laser is far red detuned
leading to a decreased heating from re-emission of pho-
tons. This results in a anti-correlation of c = −0.09
between the cooling laser power and the fitness, which
means that an increase in cooling laser power results in a
lower loading rate. In contrast to the MOT, the repump-
ing laser intensity here is highly anti-correlated with
c ≈ −0.74, since less repumping power allows more atoms
to leave the cooling cycle, which minimizes heating. This
optimization increases the total atom number loaded to
the FORT from 2.6× 105 atoms to 1.05× 106 atoms by a
factor of four and is used as starting point for the follow-
ing evaporation process.
(iii) Optimization of the evaporation: As a last step we
focus on the experimental details and analyze the conse-
quences when applying the EA to optimize the BEC pro-
duction, namely evaporation [27, 28], and improve the
phase space density. The optimization parameters for the
evaporation process include initial and final intensities
as well as the decay times of the exponentially ramped
trapping potentials for both arms of the crossed FORT.
Furthermore we introduce a delay between the start of
both evaporation ramps. In order to estimate the phase
space density we image the atomic sample with a time-
of-flight (TOF) of tTOF = 16ms. We extract the widths
σx,y and the total atom number N = A
[
pi(σ2x + σ
2
y)
]1/2,
where A is the optical peak density integrated over the
z-direction. For the fit of the measured distribution we
use a Gaussian distribution rather than a bimodal fit,
which is numerically unstable when spanning a large pa-
rameter space across the critical point of Bose-Einstein
condensation. Thereby we estimate the temperature
T ∝ (σ2x + σ2y)/tTOF, neglecting the clouds in trap size,
justified by the large TOF. The fitness for the algorithm
is defined as the peak density A/(σ2x + σ2y), which is a coarse
approximation of the phase space density ρ = nλ3dB,
where λdB ∝ T − 1/2 is the thermal De-Broglie wavelength
and n = N/VTrap the atomic density.
The evolution of the evaporation is depicted in figure
5, where additionally to the fitness the absolute atom
number and the temperature are shown. In the region
(A − B) of figure 5, the algorithm increases the atom
number N while in (B − C) it reduces the temperature
T , both leading to an increased phase space density ρ.
By correlating applied changes to measured observ-
ables, we determine the parameters with the strongest
impact. In the region (A − B) the increase of atom
number has a maximum correlation of c = 0.46 to the
CMOT duration. Extending the CMOT duration and
consequently decreasing the duration of the self evapora-
tion in the FORT increases the number of atoms loaded
results in an augmentation of remaining atoms after the
evaporation. On the one hand, the phase space density
is directly proportional to the atom number, hence in-
creasing the CMOT duration is a good optimization vec-
tor. On the other hand, we have limited the time for the
CMOT duration to avoid violation of timing constraints.
At (B) in figure 5 the optimization vector violates tim-
ing constraints and therefore cannot increase the atom
number any further. This results in a positive correla-
tion indicating that further improvement by extending
FIG. 5. Optimization of evaporative cooling to a maxi-
mum phase space density ρ. The color code visualizes the ob-
tained fitness which is directly proportional to the phase space
density. The mean values of the reference measurements are
marked by a black line with its confidence interval (shaded
area). Since the reference parameter set has been readjusted
to new optimum values after each break (dashed vertical line)
it is not continuous. The different regions separated by ver-
tical solid grey lines indicate, where the EA follows different
optimization strategies (A − D). The dotted vertical lines
indicate a break in optimization, the red horizontal line is
the critical temperature. The insets show cold clouds at the
beginning (left inset) and at the end (right inset) of the opti-
mization process, where color coding is the same.
6the CMOT duration is possible.
In region (B − C) we observe that the atomic tem-
perature is decreased from (B) T = 0.29(5) µK to (C)
T = 0.10(5) µK. We find that the evaporation ramp de-
cay time has the highest absolute correlation c ≈ −0.48
which is therefore the main reason for the temperature
drop. Decreasing the decay time results in less time for
the atoms to thermalize and increased loss of atoms dur-
ing the evaporation process, causing the average atom
number to drop from (B) N = 101(28) ·103 atoms to (C)
N = 46(12) · 103 atoms.
Besides yielding information about important param-
eters for the evaporation and FORT loading processes,
the application of the EA resulted in an increased phase
space density which enabled us to reduce the time for the
creation of our BEC from 8 s to 4 s.
IV. CONCLUSION
We have discussed the implementation of an EA en-
hanced with a differential evolution method to optimize
the different steps of BEC production. Particularly, we
introduced the various fitness definitions we applied to
improve these individual trapping steps. We showed that
the parameter space can be reduced by applying a prin-
cipal component analysis and furthermore illustrated the
genealogy of the EA, that reveals non trivial correlations
of the experimental setup. Basically the EA can be ap-
plied to any optimization problem and in our application
resulted in several improvements such as the increase of
magneto-optical trap loading rate by a factor of ≈ 3, an
increase in total atom number loaded into the dipole trap
by a factor of ≈ 4, when starting with already optimized
parameters from the MOT and an increase of the BEC
phase space density by an order of magnitude allowing
for a BEC creation in 4 s. We have shown that, by ap-
plying the EA, we do not only gain long term statistics
that yield information about drifts of devices and optimal
parameter sets, but we also learn about further optimiza-
tion options by analyzing correlations between parame-
ters and fitness and by evaluating the DE optimization
vectors.
Acknowledgement: The project was financially sup-
ported partially by the European Union via the ERC
Starting Grant 278208 and partially by the DFG via
SFB/TR49. D.M. is a recipient of a DFG-fellowship
through the Excellence Initiative by the Graduate School
Materials Science in Mainz (GSC 266), F.S. acknowl-
edges funding by Studienstiftung des deutschen Volkes,
and T.L. acknowledges funding from Carl-Zeiss Stiftung.
[1] R. Desbuquois, L. Chomaz, T. Yefsah, J. Léonard,
J. Beugnon, C. Weitenberg, and J. Dalibard, Nat. Phys.
8, 645 (2012), arXiv:1205.4536.
[2] M. W. Zwierlein, J. R. Abo-Shaeer, A. Schirotzek, C. H.
Schunck, and W. Ketterle, Nature 435, 1047 (2005),
arXiv:0505635 [cond-mat].
[3] W. Ketterle, D. S. Durfee, and D. M. Stamper-Kurn,
in Proc. Int. Sch. Phys. “Enrico Fermi” (1999) p. 67,
arXiv:9904034 [cond-mat].
[4] Z. W. Barber, J. E. Stalnaker, N. D. Lemke, N. Poli,
C. W. Oates, T. M. Fortier, S. A. Diddams, L. Hollberg,
C. W. Hoyt, A. V. Taichenachev, and V. I. Yudin, Phys.
Rev. Lett. 100, 103002 (2008).
[5] P. Rosenbusch, S. Ghezali, V. A. Dzuba, V. V. Flam-
baum, K. Beloy, and A. Derevianko, Phys. Rev. A 79,
13404 (2009).
[6] D. L. Stern, Nat. Rev. Genet. 14, 751 (2013).
[7] T. Baumert, T. Brixner, V. Seyfried, M. Strehle, and
G. Gerber, Appl. Phys. B Lasers Opt. 65, 779 (1997).
[8] B. J. Pearson, J. L. White, T. C. Weinacht, and
P. H. Bucksbaum, Phys. Rev. A 63, 063412 (2001),
arXiv:0008029 [quant-ph].
[9] M. Tsubouchi and T. Momose, Phys. Rev. A 77, 052326
(2008).
[10] J. Roslund and H. Rabitz, Phys. Rev. A 79, 53417 (2009).
[11] D. Picard, A. Revel, and M. Cord, 2008 Int. Work.
Content-Based Multimed. Indexing, CBMI 2008, Conf.
Proc. 10, 439 (2008).
[12] J. Kennedy and R. Eberhart, Neural Networks, 1995.
Proceedings., IEEE Int. Conf. 4, 1942 (1995).
[13] L. J. Fogel, Intelligence Through Simulated Evolution, 1st
ed. (Wiley-Interscience, 1966) p. 162.
[14] G. S. Hornby, J. D. Lohn, and D. S. Linden, Evol. Com-
put. 19, 1 (2011).
[15] K. Price, R. Storn, and J. A. Lampinen, Differential Evo-
lution, 1st ed., edited by S.-V. B. Heidelberg, Natural
Computing Series (Springer-Verlag, Berlin/Heidelberg,
2005) p. 539.
[16] W. Rohringer, R. Buecker, S. Manz, T. Betz, C. Koller,
M. Gobel, A. Perrin, J. Schmiedmayer, and T. Schumm,
Appl. Phys. Lett. 93, 264101 (2008), arXiv:0810.4474.
[17] W. Rohringer, D. Fischer, M. Trupke, T. Schumm, and
J. Schmiedmayer, Stoch. Optim. - Seeing Optim. Uncer-
tain 1 (2011), 10.5772/15480.
[18] I. Geisel, K. Cordes, J. Mahnke, S. Joellenbeck, J. Oster-
mann, J. Arlt, W. Ertmer, and C. Klempt, Appl. Phys.
102, 214105 (2013), arXiv:arXiv:1305.4094v1.
[19] P. B. Wigley, P. J. Everitt, a. V. D. Hengel, J. W. Bas-
tian, M. a. Sooriyabandara, G. D. McDonald, K. S. Hard-
man, C. D. Quinlivan, P. Manju, C. C. N. Kuhn, I. R.
Petersen, A. Luiten, J. J. Hope, N. P. Robins, and M. R.
Hush, arXiv 1507.04964, 1 (2015), arXiv:1507.04964.
[20] S. Das, A. Konar, and U. Chakraborty, in 2005 IEEE
Congr. Evol. Comput., Vol. 2 (IEEE, 2005) pp. 1691–
1698.
[21] A. M. Steane and C. J. Foot, Europhys. Lett. 14, 231
(1991).
[22] H. J. Metcalf and P. van der Straten, Laser Cooling and
Trapping, xvi ed. (Springer, New York, 1999) p. 323.
[23] R. Grimm, M. Weidemüller, and Y. B. Ovchinnikov,
Adv. At. Mol. Opt. Phys. 42, 95 (2000).
[24] M. Hohmann, F. Kindermann, B. Gänger, T. Lausch,
7D. Mayer, F. Schmidt, and A. Widera, EPJ Quantum
Technol. 2, 23 (2015), arXiv:1508.02646.
[25] A. Handl, Multivariate Analysemethoden, 2nd ed., edited
by S.-V. B. Heidelberg (Springer Berlin Heidelberg,
Berlin, Heidelberg, 2010) pp. XVI, 491.
[26] W. Ketterle, K. Davis, M. Joffe, A. Martin, and
D. Pritchard, Phys. Rev. Lett. 70, 2253 (1993).
[27] H. J. Lewandowski, D. M. Harber, D. L. Whitaker, and
E. a. Cornell, J. Low Temp. Phys. 132, 309 (2003).
[28] J. F. Clément, J. P. Brantut, M. Robert-De-Saint-
Vincent, R. a. Nyman, A. Aspect, T. Bourdel, and
P. Bouyer, Phys. Rev. A 79, 061406(R) (2009),
arXiv:0903.2745.
A . SUPPLEMENTARY
TABLE I. Data of the optimization vector (G) depicted in fig-
ure 4 with relevant changes (degree of mutation ν > 1%) and
correlations of observables ( c > 0.7). We observe highest cor-
relation to the 3D cooling laser power (P3D), which is the main
reason for the increase of the loading rate. Pathologically the
intensity control voltage C3D is not changed, thus the reason
of the increase in P3D is a consequence of a non trivial hidden
correlation of our setup. The spectroscopy ωSpec is the first
of two AOMs, that control cooling lasers detuning. In order
to keep the 3D MOT detuning det3D constant the subsequent
AOM compensates the change per linear optimization step of
δ~k(ωSpec) = −2pi ·3.0MHz and thereby optimizes the working
point resulting in an increased P3D.
parameter start δ~k
ωSpec 2pi · 435.7MHz −2pi · 3.0MHz
det2D −2pi · 13.5MHz +2pi · 0.3MHz
observable start change corr.
P3D 118mW +23mW 0.93
P2D 79mW +3.39mW 0.83
PRep 2.58mW +48 µW 0.72
