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Abstract. Modern external-beam cancer radiotherapy applies prescribed
radiation doses to tumor targets while minimally affecting nearby vulner-
able organs-at-risk (OARs). Creating a clinical plan is difficult and time-
consuming with no guarantee of optimality. Knowledge-based planning
(KBP) mitigates this uncertainty by guiding planning with probabilis-
tic models based on populations of prior clinical-quality plans. We have
developed a KBP-inspired planning model that predicts plans as real-
izations of the treatment machine parameters. These are tuples of linear
accelerator (Linac) gantry angles, multi-leaf collimator (MLC) apertures
that shape the beam, and aperture-intensity weights that can be rep-
resented graphically in a coordinate frame isomorphic with projections
(beam’s-eye views) of the patient’s target anatomy. These paired data
train CycleGAN networks that estimate the MLC apertures and weights
for a novel patient, thereby predicting a treatment plan. The dosimetric
properties of the predicted plans agree with clinical plans to within a few
percent, and take far less time to compute. The predicted plans can serve
as lower bounds on plan quality, and as initializations for MLC aperture
shape and weight refinement.
Keywords: Radiotherapy · Deep learning · Plan prediction.
1 Introduction
Cancer radiotherapy is based on two main premises. The first is that tumor cells
are less competent to repair DNA strand breaks due to radiation than nearby
normal cells. The second is that this biological difference is best exploited by ir-
radiating the tumor with (possibly many) shaped beams of radiation performing
a kind of forward tomography, matching the 3D target shape with a 3D dose.
Planning a treatment personalized for each patient requires the physician to bal-
ance tumor dose with inevitable damage to nearby vulnerable OARs. Planning
difficulty is increased by anatomy complexity and by a number of dose con-
straints to individual targets and OARs that may be greater than the number
of structures. Maximizing plan quality by adjusting plan parameters is difficult
as the effects of any change can be difficult to anticipate. Treatment planning
⋆ Supported by Elekta, Inc.
2 L. Hibbard
programs (TPPs) provide accurate models for dose physics, but they do not
provide assurance that any given plan is close to the best possible, or provide
direction to produce a better plan.
To mitigate planning uncertainty, knowledge-based planning (KBP) models
dose properties [1], [2], [3], [4] and dose distributions [5] , [6], [7] by sampling from
probabilistic models learned from populations of clinical plans. The predicted
properties must be converted into Linac/MLC parameters to enable the TPP to
compute a treatment plan.
Here we report a new KBP-inspired approach that learns to predict the
Linac/MLC parameters directly, bypassing intermediate steps, to produce real-
izations of accurate plans.
2 Methods
2.1 Patient Data Preparation and Treatment Planning
This study used 178 prostate datasets, planned identically, each starting with
planning CT images and anatomy contours, to obtain volume modulated arc
therapy (VMAT) plans [8]. The cases were anonymized and the contours were
curated to conform to the RTOG 0815 standard [9]. The anatomy structures
included the prostate, bladder, rectum, femoral heads, anus, penile bulb, sem-
inal vesicles and the patient external contour. The targets are a pair of nested
planning target volumes (PTVs); PTV1 enclosed the prostate plus a margin
and PTV2 enclosed PTV1 and the seminal vesicles plus an additional margin.
We obtained optimal dose fluence maps using the Erasmus-iCycle program [10],
[11] following the prostate objectives and constraints in [12]. The fluence maps
were input to Elekta Monaco (v. 5.11) to obtain clinical, deliverable VMAT
plans, or the ground truth (GT) plans. The 178 cases were divided into training
(138),validation (20), and test (20) sets.
The VMAT treatment is specified by the apertures’ shapes and their intensity
weights at 100 or more discrete linac gantry angles. The MLC creates a 2D beam
profile, normal to the beam direction, by opening gaps between opposing banks of
tungsten leaves. The gantry angles, aperture leaf positions, and intensity weights
are collectively the control points. During treatment the linac gantry revolves
continuously around the patient and the instantaneous linac radiation output
and MLC beam shapes at any real angle are interpolated from the flanking
control points. In this way, the control points or machine parameters constitute
the deliverable treatment plan.
2.2 Data Reformatting for Supervised Learning
The target anatomy and the VMAT control points have fundamentally different
representations–anatomies are rectilinear arrays of intensities and control points
are vectors of real MLC leaf positions, plus scalar aperture weights and gantry
angles. These data domains are connected by matching graphical images of the
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Fig. 1. Anatomy projections (top) and overlayed ground truth apertures (red, bottom)
for a prostate target at four gantry angles. The challenge for radiotherapy is to irradiate
the target volume (prostate (3) and seminal vesicles (4) plus margins) with the pre-
scribed dose while sparing the adjacent organs-at-risk (OARs; bladder (1), rectum (2),
and penile bulb (5)). The red bar length encodes the apertures’ weights. The combined
gantry angles, apertures and aperture weights are sufficient to specify a treatment plan.
The apertures typically sweep back and forth across the target several times during
one 2pi arc to produce a clinical dose distribution. See text for more details.
MLC leaf apertures with beam’s-eye-view projection images of the coresponding
anatomy taken at the same gantry angle, and projected onto the normal plane
containing the treatment isocenter (Fig. 1). The plan isocenter that is the point
on the gantry axis of rotation that is also the perpendicular projection of the
center of the MLC. The isocenter is also a reference point in the target vol-
ume providing a common origin for both the anatomy and treatment machine
coordinate frames.
The CT images and the structure contours were transformed into OAR and
PTV 3D binary masks, weighted, summed, and reformatted to a single 3D 8-bit
image in the original CT frame. They were designed to emphasize the target
volumes’ edges from all directions. These 3D anatomy maps were resampled
as projections using using the forward projection function of the cone beam
CT reconstruction program RTK [13]. Graphical images of the apertures were
created from the MLC leaf positions and aligned with the plan isocenter and
oriented and scaled to match the projections. The projection and aperture images
were created at 128 equi-spaced gantry angles producing one projection and one
aperture image at each angle. Each of these 2D images has dimensions 128x128
pixels (1.5 mm pixel spacing throughout) so the complete data for each patient
consisted of two 1283 volumes–one a stack of the projections and the second a
stack of the aperture graphic images. An example of this data is shown in Fig.
1.
The graphical images also include a bar at the lower left whose length encodes
the weight (cumulative meterset weight) or dose increment for that control point.
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For 100 or more control points, the weights typically range in value from 0.001 to
0.01 and the space alloted for the bar length easily enables weight representation
to within about 1% of a typical weight increment.
Finally, the ground truth plans set the collimator angle to 5◦ but for train-
ing the aperture graphic was depicted at 0◦. After training, the test inferred
apertures’ leaf positions were re-written back into DICOM RT Plan files with
collimator settings at 5◦.
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Fig. 2. Training histories for 3D CycleGAN networks learning MLC apertures and
weights. Plotted here are the mean absolute MLC leaf position differences in millime-
ters (MALD) between GT and CycleGAN plans for the 20 test cases not used in
training. The four histories correspond to four training regimes differing by learning
rate schedule. A network model was saved at every 2 epochs to generate test plans
and leaf position differences. All the training regimes produced minima at or below 2.3
mm. (See Table 1.)
2.3 Deep Learning Network and Training
Generative adversarial networks (GANs) have recently become essential tech-
nologies for data modeling and inference [14], [15]. Here we use a GAN to per-
form voxel-wise binary classification of aperture and weight-bar voxels. That is,
is a voxel in an aperture or weight-bar or not? (Fig. 1.)
The results presented here were obtained with a CycleGAN network [16] but
with paired data conditioned as for the pix2pix conditional GAN [17]. The full
objective function is that used in [16] plus the identity loss. The discriminator
network is a (70, 70, 70) PatchGAN with layer structure C18-C36-C76-C152-
C304-C304 where C is a convolution/instance normalization[18]/LeakyReLU
block with kernel (4, 4, 4) and stride (2, 2, 2), and k equals the number of filters
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for each Ck. The last layer is a convolution to produce a 1D output with mean
squared error loss. The generator is a 3D U-Net [19], [20] with six levels each for
the encoding and decoding branches. The encoding branch layers are E18-E36-
E54-E72-E90-E108 where each Ek contains two convolution/LeakyReLU/batch
normalization [21] blocks with a densenet array of skip connections, kernel (3,
3, 3) and stride (1, 1, 1), and k equals the number of filters. The decoding
branch is likewise D108-D90-D72-D54-D36-D18 where each block Dk contains a
convolution transpose layer and two convolution/LeakyReLU/batch normaliza-
tion blocks with kernel and stride dimensions and densenet skip connections like
those of the encoding branch. The training batch size was a single 3D volume
pair. The four CycleGAN losses were weighted as: adversarial (F), adversarial
(G), cycle consistent, identity = 10:10:5:1. The numbers of filters used were the
largest possible given the available gpu memory. The ADAM optimizer [22] was
used throughout. The network was coded in Keras [23] with TensorFlow [24]
and based partly on a Keras example CycleGAN code [25]. Four studies are
presented here with the training conditions listed in Table 1.
132ö
GT 2 4 8 16
Training Epochs
Fig. 3. Demonstration of the visual agreeement of the inferred apertures with the
corresponding GT aperture. This is the 132◦ aperture from Fig.1, from Study 4, Epoch
16 in Fig.2. The inferred leaf positions are extracted from left and right side boundaries
of the white figures, and those at epoch 16 agree most closely with the ground truth
aperture.
Table 1. Learning Rate (LR) Studies.
Study Generator LR Discriminator LR LR Schedule min-Epoch MALD
1 10−3 10−6 LRs constant all epochs 6 2.31
2 10−4 10−4 LRs constant all epochs 8 2.32
3 10−4 10−4 LRs/4.0 at Epoch 5 14 1.62
4 10−3 10−4 LRs constant all epochs 16 1.65
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The goal result is to input the inferred apertures and weights to a TPP
to calculate the dose distribution and derived plan quality metrics. However,
this is too expensive a calculation to be performed for all the possbile epoch-
interval models. Instead, we computed the mean absolute leaf position differences
(MALD) between the CycleGAN and GT plans, over all control points for all 20
test cases, for each epoch-model. Fig. 2 plots the MALD values for four learning
studies where models were saved at every two epochs. Each of these studies
produced at least one model with a MALD of 2.3 mm or less. Table 1 lists the
minimum-MALD epoch and MALD value for the four studies. Fig. 3 shows the
gradual improvement of the 132◦ aperture from study 4 (Fig. 2) at the epochs
indicated.
3 Results
3.1 Plan Quality Overview Via Dose Volume HIstograms
The cumulative dose volume histogram (DVH) depicts the fraction of a struc-
ture’s voxels receiving dose greater than or equal to the dose on the horizontal
axis. Fig. 4 displays the DVHs for all the targets and OARs for the Study 4,
Epoch 16 model described in Figs. 2 and 3. The OAR DVHs occupy the lower
left of the figure and the target DVH curves are at the upper right. The Cycle-
GAN DVHs are the solid lines and the ground truth plan’s DVHs are the dashed
lines. In Fig. 4 the CycleGAN and ground truth OARs are nearly conincident
while the target DVHs show close agreement. This pattern of OAR and target
DVH agreement was observed for all the low-MALD models.
3.2 Dosimetric Properties of the Inferred Treatment Plans
Fig. 5 presents another view of the Study 4, Epoch 16 inferred doses. Plotted
are the mean absolute %-differences, 1/NΣN
n=1
[100 ∗ |CycleGANn−GTn|/GTn]
for the N=20 test cases, for each of a set of dose metrics, for OARs bladder and
rectum (top) and targets PTV1 and PTV2 (below). (Error bars represent ±1σ.)
Dmean and Dmax are the mean and maximum doses observed for each structure
and V65Gy(%) is the volume percent of a structure receiving a dose of 65 Gray
(Gy). D98% is the largest dose seen by 98% of the lower-dose target voxels and
and D2% is the smallest dose seen by 2% of the highest-dose target voxels. For
comparison, the prescribed dose for the ground truth plans is 78 Gy.
The OAR (upper) plots show most of the dose-comparison measures at or
below 3%. The trends across the series show a declining difference between the
V65Gy and the Dmax and Dmean metrics, and general decline in all the measures
across the four learning studies. The targets’ plots (lower) present a similar
picture with declining differences between Dmax and Dmean within models,
and overall declines in all the measures from studies 1 to 4.
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Fig. 4. Dose-volume histograms (DVHs) depict that fraction of a structure’s voxels
receiving dose greater than or equal to the dose on the horizontal axis. Targets (PTV1,
PTV2) cluster at upper right and OARs occupy the lower left portion of the figure.
Two plans are compared here: a single patient’s CycleGAN (solid) plan from study
4, epoch16 (Fig.2), and the GT plan (dashed). All the OAR DVH-pairs are nearly
co-incident and the target curves agree closely.
3.3 Predicted-Plan v. Predicted-Dose Results
Comparison with published work is problematic since these results and those of
other investigators were obtained under different conditions. Nguyen et al. [7]
presented a dose prediction study using a 2D U-Net on 88 prostate cases (train-
ing(80); test (8)). Models were learned using 10-fold cross-validation; the best
performing model was used for testing. They found [7] Table 1, mean absolute
Dmax and Dmean %-differences of 1.80, 1.09 (PTV), 1.94, 4.22 (bladder), and
1.26, 1.62 (rectum), respectively. The corresponding Dmax, Dmean absolute %-
differences for the Study4, Epoch 16 model are: 2.45, 1.39 (PTV1), 2.26, 1.27
(PTV2), 1.76, 0.69 (bladder), and 1.80, 0.97 (rectum), respectively. At least we
can say that these predicted-plan results are similar to the predicted-dose results
of [7].
4 Summary and Discussion
This is the first report to our knowledge of a deep learning model for radiotherapy
treatment plans realized as Linac/MLC parameters. The 3D CycleGAN network
predicts the parameters for a novel-patient anatomy rendered as a 3D array of
beam’s-eye-view projections, and the resulting apertures and their weights can be
directly input into a TPP for dose calculation and treatment delivery if desired.
In general, the 3D CycleGAN network tends to slightly under-estimate the PTV
doses, but the OAR sparing is very close to that of the training data.
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Fig. 5. Bar plots of mean absolute %-difference (GT - CycleGAN) dosimetric measures
for OARs (upper) and targets (lower) for 20 test cases, for each of four learning studies.
Error bars represent ±1σ. The OAR plots are for bladder and rectum only. V65Gy is
the fraction of a structure receiving a dose greater than or equal to 65Gy, a large
dose since the prescribed target dose is 78Gy. Dmax and Dmean are the maximum
and mean doses for the structure. D98% is the maximum dose seen by target voxels
receiving at least 98% of the lower doses and D2% is the minimum dose seen by 2%
of the higher-dose voxels. Overall, the average absolute differences for both OARs and
targets are mostly 3% of the GT value or less.
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TPPs must provide a heuristic control point initialization to begin VMAT
plan computation, and it would be interesting to know how the CycleGAN pre-
dicted control points compare to the heuristic control points. First, the TPP-
supplied control points always have to be optimized with respect to treatment
objectives requiring 30-60 min for a typical prostate planned using the criteria of
this study. The CycleGAN predictions learned from a population of high quality
plans are already close (on average) to the ground truth plans (see Figure 5) and
because they are re-composed as DICOM RTPlan files, they could potentially be
used for treatment. When refinement is required, the CycleGAN control point
refinement typically takes less time than that of the default TPP initial control
points (data not shown). Studies of this and other properties of the CycleGAN
predicted plans are in progress.
The 3D CycleGAN models can serve several functions. The network infer-
ences provide a lower bound to the plan quality achievable using the plan ob-
jectives and constraints for this particular radiotherapy treatment. Thus, if a
new plan in progress is not as good as the network-predicted plan, the planner
knows at least that a better plan is possible, knowledge not available with cur-
rent technology. Second, these inferences may to input to a TPP (e.g., Elekta
Monaco) for MLC aperture shape and weight refinement for a warm start dose
calculation. Either way, a clinic without deep physics expertise or with very de-
manding treatment throughput requirements could achieve better efficiency and
plan quality.
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