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1. Introduction
In this paper we construct a class of fourth order self-adjoint boundary value problems whose
spectrum is finite and we find amatrix representation of these problems. Such a result was previously
known only for the second order, i.e. Sturm–Liouville case, see [12] for earlier work by Feller and
Krein on these kinds of problems and their relationship to vibrating strings. In the second order case
the construction of the equivalent matrix representations in [9] depends critically on the well known
canonical form of the self-adjoint boundary conditions. Such a form has only very recently been found
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for the fourth order case by Hao et al. [6]. In the second order case there are two basic types of self-
adjoint conditions, separated and coupled, whereas in the fourth order case there are also mixed
conditions consisting of both separated and coupled ones [13].
In [9] theequivalentmatrixproblemsareof Jacobi type for separated conditions andare cyclic Jacobi
(also called periodic Jacobi in the matrix literature) for real coupled conditions. Here, for fourth order
problemswith separated conditions in canonical form, we constructmatrix representations and show
that these are of ‘block’ Jacobi type, i.e. they can be considered Jacobi matrices but with entries which
are 2 × 2 block matrices. We plan to investigate the coupled and mixed conditions in a subsequent
paper.
2. Main result
Consider the fourth order differential equation
(py′′)′′ + qy = λwy, on J = (a, b), (2.1)
where −∞ < a < b < +∞, λ ∈ C, under the conditions
r = 1/p, q,w ∈ L(J,R), (2.2)
where L(J,R) denotes the real valued functions which are Lebesgue integrable on J [16].
We define regular two point boundary conditions (BCs) by
AY(a) + BY(b) = 0, Y =
⎛
⎜⎜⎜⎜⎜⎜⎝
y
y′
py′′
(py′′)′
⎞
⎟⎟⎟⎟⎟⎟⎠
, A, B ∈ M4(C), (2.3)
where M4(C) denotes the set of square matrices of order 4 over the complex numbers C. This BC is
said to be self-adjoint [5,14] if the following two conditions are satisfied:
rank(A : B) = 4 and AEA∗ = BEB∗ (2.4)
with E denoting the symplectic matrix
E =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
. (2.5)
Note that (2.2) guarantees that (2.3) is well defined [11].
We now use a recently found [6] canonical form for separated fourth order self-adjoint boundary
conditions:
cos(α)y(a) − sin(α)(py′′)′(a) = 0,
cos(α)y′(a) − sin(α)(py′′)(a) = 0, 0  α < π;
cos(β)y(b) − sin(β)(py′′)′(b) = 0,
cos(β)y′(b) − sin(β)(py′′)(b) = 0, 0 < β  π. (2.6)
Note that condition (2.2) allows r, q andw tobe identically zeroon subintervals of J = (a, b).Wewill
take advantage of this fact in our construction below. For this reason it is convenient to use the system
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formulation of Eq. (2.1) and to introduce the following quasi-derivatives. For further details of quasi-
derivatives and other related works on ordinary differential operators please see [1–4,7–9,11–16]. Let
u1 = y, u2 = y′, u3 = py′′, u4 = −(py′′)′. Then we have the system representation of Eq. (2.1):
u′1 = u2, u′2 = ru3, u′3 = u4, u′4 = (λw − q)u1 on J. (2.7)
Before we can state our main theorem, we need to give some definitions and introduce additional
notation.
Definition1. A fourthorder differential equation (2.1) is said tobeofAtkinson type if, for somepositive
integer n > 1, there exists a partition of the interval J
a = a0 < b0 < a1 < b1 < · · · < an < bn = b (2.8)
such that
r = 1
p
= 0 on [ak, bk],
∫ bk
ak
w = 0,
∫ bk
ak
w(x)xdx = 0, (2.9)
∫ bk
ak
w(x)x2dx = 0, k = 0, 1, . . . , n;
and
q = w = 0 on [bk−1, ak],
∫ ak
bk−1
r = 0,
∫ ak
bk−1
r(x)xdx = 0, (2.10)
∫ ak
bk−1
r(x)x2dx = 0, k = 0, 1, . . . , n − 1.
Definition 2. We say that the BVP (2.1), (2.6) is of Atkinson type if the Eq. (2.1) is of Atkinson type. A
BVP of Atkinson type is said to be equivalent to a matrix eigenvalue problem if the former has exactly
the same eigenvalues as the latter.
Given (2.8)–(2.10), let
qk =
∫ bk
ak
q(x)dx, qˆk =
∫ bk
ak
q(x)xdx, qˇk =
∫ bk
ak
q(x)x2dx, k = 0, 1, . . . , n; (2.11)
rk =
∫ ak
bk−1
r(x)dx, rˆk =
∫ ak
bk−1
r(x)xdx, rˇk =
∫ ak
bk−1
r(x)x2dx, k = 1, 2, . . . , n; (2.12)
wk =
∫ bk
ak
w(x)dx, wˆk =
∫ bk
ak
w(x)xdx, wˇk =
∫ bk
ak
w(x)x2dx, k = 0, 1, . . . , n. (2.13)
and assume that
θk = rˆ2k − rkrˇk = 0, k = 1, 2, . . . , n. (2.14)
From (2.9) and (2.10) we see that, for any solution u1, u2, u3, u4 of (2.7), u2 is constant and u1 is
linear polynomial associated with u2 on the intervals [ak, bk], k = 0, . . . , n, and also u4 is constant
and u3 is linear polynomial associated with u4 on the intervals [bk−1, ak], k = 1, . . . , n. Let
ck = u2(x), dk = u1(x) − u2(x)x, x ∈ [ak, bk], k = 0, 1, . . . , n; (2.15)
ek = u4(x), fk = u3(x) − u4(x)x, x ∈ [bk−1, ak], k = 1, 2, . . . , n, (2.16)
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and set
e0 = u4(a0) = u4(a), f0 = u3(a0) − u4(a0) · a0 = u3(a) − u4(a) · a; (2.17)
en+1 = u4(bn) = u4(b), fn+1 = u3(bn) − u4(bn) · bn = u3(b) − u4(b) · b. (2.18)
Remark 1. It follows from (2.15) and (2.16) that u1(x) − u2(x)x is constant on each subinterval[ak, bk], k = 0, 1, . . . , n, andu3(x)−u4(x)x is constant oneach subinterval [bk−1, ak], k = 1, . . . , n.
For α, β ∈ (0, π) define an (n + 1) × (n + 1) symmetric tridiagonal block matrix
Pαβ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
P11 P12
P12 P22 P23
P23 P33 P34
· · · · · · · · ·
Pn−1,n Pnn Pn,n+1
Pn,n+1 Pn+1,n+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2.19)
and diagonal block matrices
Qαβ = diag(Q0,Q1, . . . ,Qn), Wαβ = diag(W0,W1, . . . ,Wn), (2.20)
where Pij ’s and Qj, Wj, j = 0, 1, . . . , n, are 2 × 2 matrices given by
P11 =
⎛
⎝ − rˆ1θ1 − acotα − r1θ1 − cotα
− rˇ1
θ1
− (a2 − 1)cotα − rˆ1
θ1
− acotα
⎞
⎠ , (2.21)
Pii =
⎛
⎝−
rˆi−1
θi−1 − rˆiθi −
ri−1
θi−1 − riθi
− rˇi−1
θi−1 − rˇiθi −
rˆi−1
θi−1 − rˆiθi
⎞
⎠ , i = 2, 3, . . . , n, (2.22)
Pn+1,n+1 =
⎛
⎝ − rˆnθn + bcotβ − rnθn + cotβ
− rˇn
θn
+ (b2 − 1)cotβ − rˆn
θn
+ bcotβ
⎞
⎠ , (2.23)
Pi,i+1 =
⎛
⎝ rˆiθi riθi
rˇi
θi
rˆi
θi
⎞
⎠ , i = 1, 2, . . . , n, (2.24)
and
Qj =
⎛
⎝ qˆj qj
qˇj qˆj
⎞
⎠ , Wj =
⎛
⎝ wˆj wj
wˇj wˆj
⎞
⎠ , j = 0, 1, . . . , n. (2.25)
Now we can state our main result:
Theorem 1. Let Pαβ, Qαβ,Wαβ be defined as above and assume that (2.14) holds. Then the boundary
value problem consisting of Eq. (2.1), with boundary condition (2.6) is equivalent to matrix eigenvalue
problem
(Pαβ +Qαβ)U = λWαβU, (2.26)
where the (constant) vector U is given by U = [UT0 ,UT1 , . . . ,UTn ]T with each Ui = [ci, di]T , i =
0, 1, . . . , n. Moreover, all eigenvalues are geometrically simple or double; an eigenfunction y(x) of BVP
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(2.1), (2.6) and the corresponding eigenvector U of the matrix eigenvalue problem (2.26) associated with
the same eigenvalue λ are related by y(x) = u1(x) = ckx + dk, x ∈ [ak, bk], k = 0, . . . , n.
Proof. This is given in the next section. 
Remark 2. Note that (2.26) is a (2n+2)× (2n+2)matrix eigenvalue problem. It is alsoworth noting
that this theoremmakes it possible to ‘transfer’ results from the theory of boundary value problems to
matrix theory. In the second order case this has been done in [10] where some new results in matrix
theory were found by this method.
3. Proof
Before proving the theorem we establish a lemma which is used in the proof.
Lemma 1. Assume Eq. (2.1) is of Atkinson type. Then for any solution y of (2.1) and u1, u2, u3, u4 given
by (2.7) we have
ck − ck−1 = fkrk + ekrˆk, k = 1, 2, . . . , n, (3.1)
dk − dk−1 = −fkrˆk − ekrˇk, k = 1, 2, . . . , n, (3.2)
ek+1 − ek = ck(λwˆk − qˆk) + dk(λwk − qk), k = 0, 1, . . . , n, (3.3)
fk+1 − fk = −ck(λwˇk − qˇk) − dk(λwˆk − qˆk), k = 0, 1, . . . , n. (3.4)
Conversely, for any solution ck, dk, k = 0, 1, . . . , n and ek, fk, k = 0, 1, . . . , n+ 1, of system (3.1)–
(3.4), there is a unique solution y of Eq. (2.1) such that u1, u2, u3, u4 given by (2.7) satisfying (2.15)–(2.18).
Proof. From (2.7) and (2.9), for k = 1, 2, . . . , n, we have
ck − ck−1 = u2(ak) − u2(ak−1) =
∫ ak
ak−1
u′2 =
∫ ak
ak−1
ru3
=
∫ ak
bk−1
ru3 =
∫ ak
bk−1
(fk + ekx)r = fkrk + ekrˆk,
and
dk − dk−1 = [u1(ak) − u2(ak) · ak] − [u1(bk−1) − u2(bk−1) · bk−1]
= u1(ak) − u1(bk−1) − (ckak − ck−1bk−1) =
∫ ak
bk−1
u′1 − (ckak − ck−1bk−1)
=
∫ ak
bk−1
u2 − (ckak − ck−1bk−1) = xu2∣∣akbk−1 −
∫ ak
bk−1
xu′2 − (ckak − ck−1bk−1)
= −
∫ ak
bk−1
xru3 = −
∫ ak
bk−1
x(fk + ekx)r = −fkrˆk − ekrˇk.
This establishes (3.1) and (3.2). Also (3.3) and (3.4) follow similarly from (2.7) and (2.10). On the other
hand, if ck, dk and ek, fk satisfy (3.1)–(3.4), then we define u1, u2, u3, u4 according to (2.15)–(2.18),
thus u1, u2, u3, u4 follow from (2.7), and then extend them continuously to the whole interval J as a
solution of (2.7) by integrating the equations in (2.7) over subintervals. 
Now we can give a proof of the theorem.
Proof of Theorem. Firstly, there is a one-to-one correspondence between the solutions of system
(3.1)–(3.4) and the solutions of the following system:
1
θ1
(rˆ1c1 − rˆ1c0 + r1d1 − r1d0) − e0 = c0(λwˆ0 − qˆ0) + d0(λw0 − q0), (3.5)
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1
θ1
(rˇ1c1 − rˇ1c0 + rˆ1d1 − rˆ1d0) + f0 = c0(λwˇ0 − qˇ0) + d0(λwˆ0 − qˆ0), (3.6)
1
θk+1
(rˆk+1ck+1 − rˆk+1ck + rk+1dk+1 − rk+1dk) − 1
θk
(rˆkck − rˆkck−1 + rkdk − rkdk−1) (3.7)
= ck(λwˆk − qˆk) + dk(λwk − qk), k = 1, 2, . . . , n − 1,
1
θk+1
(rˇk+1ck+1 − rˇk+1ck + rˆk+1dk+1 − rˆk+1dk) − 1
θk
(rˇkck − rˇkck−1 + rˆkdk − rˆkdk−1) (3.8)
= ck(λwˇk − qˇk) + dk(λwˆk − qˆk), k = 1, 2, . . . , n − 1,
en+1 − 1
θn
(rˆncn − rˆncn−1 + rndn − rndn−1) = cn(λwˆn − qˆn) + dn(λwn − qn), (3.9)
−fn+1 − 1
θn
(rˇncn − rˇncn−1 + rˆndn − rˆndn−1) = cn(λwˇn − qˇn) + dn(λwˆn − qˆn), (3.10)
where θk = rˆ2k − rkrˇk = 0, k = 1, 2, . . . , n.
In fact, assume that ck, dk, k = 0, 1, 2, . . . , n and ek, fk, k = 0, 1, 2, . . . , n + 1, is a solution of
system (3.1)–(3.4). Then from (3.1) and (3.2) we have
ek = 1
θk
(rˆkck − rˆkck−1 + rkdk − rkdk−1), k = 1, 2, . . . , n, (3.11)
fk = − 1
θk
(rˇkck − rˇkck−1 + rˆkdk − rˆkdk−1), k = 1, 2, . . . , n, (3.12)
substituting (3.11), (3.12) into (3.3) and (3.4), then (3.5)–(3.10) follow.
On the other hand, assume ck, dk, k = 0, 1, 2, . . . , n is a solution of system (3.5)–(3.10). Then
e0, f0, en+1 and fn+1 are determined by (3.5), (3.6), (3.9) and (3.10), respectively. Let ek, fk, k =
1, 2, . . . , n be defined by (3.11) and (3.12), respectively. Then using (3.5), (3.6) and by induction on
(3.7), (3.8) we obtain (3.3), (3.4), respectively. (3.1) and (3.2) follow from (3.11) and (3.12).
Therefore by Lemma 1, any solution of Eq. (2.7), and hence of (2.1), is uniquely determined by a
solution of system (3.5)–(3.10). Note that from (2.15)–(2.18) we have
u3(a) = f0 + ae0, u1(a) = d0 + ac0, u3(b) = fn+1 + ben+1, u1(b) = dn + bcn,
substitute into the BC (2.6) we have
(ac0 + d0)cosα − e0sinα = 0, c0cosα − (ae0 + f0)sinα = 0, (3.13)
(bcn + dn)cosβ − en+1sinβ = 0, cncosβ − (ben+1 + fn+1)sinβ = 0.
The equivalence follows from (3.5)–(3.10) and (3.13) immediately. 
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