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Abstract
The main goal of this thesis is the development of a new finite element method for
the discretization of elliptic partial differential equations in heterogeneous media.
The efficient numerical modelling of such problems is of fundamental importance
since they arise in many applications such as diffusion in composite materials or
porous media. The challenge of modelling heterogeneous materials is that they
usually have a complex structure. Often they contain complicated and/or tiny in-
clusions which are distributed randomly. Hence, the solution of such problems is in
general non-smooth and for instance it possibly exhibits high oscillations at differ-
ent length scales. Thus piecewise polynomial functions cannot resolve the essential
features of the solution unless the mesh size is chosen small enough. Therefore
classical polynomial-based finite element methods applied to such problems become
prohibitively expensive and are not appropriate. Especially for three-dimensional
problems the computational cost gets too large.
In order to overcome this problem many types of generalized finite element meth-
ods have been developed in recent years. These methods construct trial functions
incorporating the physical behaviour of the solution. Thus the geometric details
of the material do not have to be resolved by the mesh and the problem can be
discretized by a relatively coarse mesh. The aim is the development of methods
preserving the asymptotic convergence rates.
This thesis is concerned with the development of a fully discrete adaptive local
(AL) basis whose construction is based on a partition of unity approach. The com-
putational domain is covered by a finite number of overlapping patches. On each
patch local approximation spaces are set up by employing a discretization of the
local solution operator on a fine mesh. Finally these local approximation spaces
are approximated by applying an L2-orthogonal projection onto low-dimensional
spaces.
A complete error analysis of the method for L∞-coefficients is developed and conver-
gence results are given. It is shown that the linear convergence property is satisfied.
The error analysis is based on some new results concerning the W 1,p-regularity of
the Poisson problem. These results are also presented in this thesis. Bounds for
the gradient of the solution in the Lp-norm are derived and it is shown that they
only depend on the size of the jumps in the coefficients. These regularity results
can also be applied to various other problems.
i

Zusammenfassung
Das Hauptziel der vorliegenden Dissertation ist die Entwicklung einer neuen Finite-
Elemente-Methode zur Diskretisierung von elliptischen partiellen Differentialglei-
chungen in heterogenen Medien. Die effiziente numerische Modellierung solcher
Probleme ist von grosser Bedeutung, da sie in vielen Anwendungen wie z. B. bei der
Diffusion in Verbundwerkstoffen oder porösen Medien auftreten. Die Schwierigkeit
beim Modellieren von heterogenen Materialien besteht darin, dass diese meist eine
komplexe Struktur besitzen. Oft enthalten sie komplizierte und/oder winzige Ein-
schlüsse, die sehr kompliziert verteilt sein können. Die Lösung solcher Probleme
ist also im Allgemeinen nicht glatt und kann beispielsweise starke Oszillationen
auf unterschiedlichen Längenskalen aufweisen. Somit können stückweise Polynome
die wesentlichen Eigenschaften der Lösung nur auflösen, wenn die Maschenweite
klein genug gewählt wird. Deshalb sind klassische polynomiale Finite-Elemente-
Methoden für solche Probleme ausserordentlich teuer und somit nicht geeignet.
Besonders für dreidimensionale Probleme wird der Rechenaufwand zu gross.
Um dieses Problem zu umgehen, wurden in den letzten Jahren viele Arten von ver-
allgemeinerten Finite-Elemente-Methoden entwickelt. Bei diesen Methoden wer-
den Ansatzfunktionen konstruiert, welche das physikalische Verhalten der Lösung
berücksichtigen. Dadurch müssen die geometrischen Details des Materials nicht
vom Gitter aufgelöst werden und das Problem kann auf einem relativ groben Gitter
diskretisiert werden. Ziel ist es, Methoden zu entwickeln, für die die asymptoti-
schen Konvergenzraten bereits für „grobe“ Diskretisierungen sichtbar sind.
Diese Dissertation befasst sich mit der Entwicklung einer volldiskreten adaptiven
lokalen (AL) Basis, deren Konstruktion auf einem Ansatz der Zerlegung der Eins
basiert. Das Rechengebiet wird mit einer endlichen Anzahl von überlappenden
Patchs bedeckt. Auf jedem Patch werden lokale Approximationsräume konstru-
iert, indem der lokale Lösungsoperator auf einem feinen Gitter diskretisiert wird.
Schliesslich werden diese lokalen Approximationsräume mit einer L2-Orthogonal-
projektion auf einen niedrigdimensionalen Raum approximiert.
Es wird eine vollständige Fehleranalyse der Methode für L∞-Koeffizienten entwick-
elt und es werden Konvergenzresultate bewiesen. Es wird gezeigt, dass die lineare
Konvergenzeigenschaft erfüllt ist. Der Fehleranalyse liegen unter anderem neue
W 1,p-Regularitätsresultate des Poissonproblems zugrunde. Diese Resultate werden
ebenfalls in dieser Dissertation präsentiert. Es werden Schranken für den Gradient
der Lösung in der Lp-Norm hergeleitet und es wird gezeigt, dass diese nur von
der Grösse der Sprünge in den Koeffizienten abhängen. Diese Regularitätsresultate
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können auch auf verschiedene andere Probleme angewandt werden.
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Introduction
In this thesis we consider the following elliptic diffusion problem. For a bounded
domain Ω ⊂ Rd (d ∈ {1, 2, 3}) with C1-boundary and a given function f ∈ L2(Ω)
we want to find u ∈ H10 (Ω) such that
a(u, v) :=
∫
Ω
〈A∇u,∇v〉 =
∫
Ω
fv =: F (v) ∀ v ∈ H10 (Ω). (1)
The diffusion matrix A ∈ L∞ (Ω,Rd×dsym) is assumed to be uniformly elliptic, i.e.
0 < α(A,Ω) := ess inf
x∈Ω
inf
v∈Rd\{0}
〈A(x)v, v〉
〈v, v〉
∞ > β(A,Ω) := ess sup
x∈Ω
sup
v∈Rd\{0}
〈A(x)v, v〉
〈v, v〉 .
Our emphasis is on the efficient numerical solution of (1) for cases where A is very
complicated and, possibly, contains a large number of different scales which we al-
low to be highly non-uniformly distributed over the domain. It is well-known that
for such problems standard single scale numerical methods such as conventional
finite element methods (FEM) are usually too costly.
Therefore the development and analysis of efficient methods for the discretization
of partial differential equations in heterogeneous media is a topic of vivid worldwide
research in numerical analysis. In the literature various approaches exist.
If the heterogeneity in the material is distributed periodically over the domain, the
method introduced in [20, 21] which is based on homogenization or the two-scale
FEM proposed in [85] are very efficient.
A general framework for designing multiscale algorithms is the heterogeneous mul-
tiscale method (HMM) which has been introduced in [117]. The method relies on
an efficient coupling between the macroscopic and microscopic models. One of its
main objective is to avoid the precomputation of fine scale shape functions. HMM
is well developed for a large class of problems, see e.g. [4] and the references therein.
Based on the HMM approach a finite difference method has been proposed in [3]
for parabolic multiscale problems. Another method based on the framework of
HMM is the finite element heterogeneous multiscale method (FE-HMM) which is
first discussed in [1, 9, 49] for elliptic problems. FE-HMM has been developed also
for other problem classes, e.g. elasticity problems (cf. [2]), parabolic problems (cf.
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2 INTRODUCTION
[92, 8]) or wave problems (cf. [5, 6, 7]). FE-HMM solves the physical problem by a
macroscopic finite element method. In order to capture the fine scale behaviour of
the solution microscopic problems on sampling domains are solved by a microscopic
solver which is coupled with the macroscopic solver.
An alternative approach is the variational multiscale method (VMM) introduced
in [73, 74] and further developed in [80, 82]. Based on the framework of VMM the
local orthogonal decomposition method (LOD) has been introduced in [81]. The
idea of LOD is to construct a low-dimensional subspace of H10 (Ω) with optimal
approximation properties, i.e. the convergence rates do not depend on the scales
in the coefficient. The construction does not rely on structural assumptions on the
coefficient. It involves two grids and consequently two corresponding finite element
spaces, namely a coarse mesh and coarse space VH as well as a fine mesh and cor-
responding fine scale space Vh. The fine mesh resolves all the fine scale features
from the data functions and thus Vh is a high-dimensional space. Applying a quasi-
interpolation operator it is possible to split Vh into the kernel of this operator and
the orthogonal complement of it in Vh with respect to the energy scalar product. It
turns out that this orthogonal complement is a low-dimensional space with optimal
approximation properties. However, the computation of the exact splitting is very
costly and thus the method must be localized. A first localization strategy has been
proposed in [81] and applied in [83] to eigenvalue problems, in [66] to semilinear
elliptic problems and in [67] to the computation of ground states of Bose–Einstein
condensates. A further localization strategy has been developed in [68].
Another popular method for the discretization of multiscale problems is the mul-
tiscale finite element method (MsFEM) introduced in [70]. The method has been
applied to various problems, e.g. nonlinear elliptic problems in [51] or elliptic in-
terface problems with high constrast in [38]. An overview of the method can be
found in [50] where also a lot of literature is included.
Various approaches (as well as ours) are based on a partition of unity method
(PUM) where the computational domain is partitioned into overlapping patches
which have finite overlap and on each patch a local approximation space is con-
structed which incorporates the fine scale features of the problem. Finally a global
coarse finite element space is constructed by “pasting together” the local approxi-
mation spaces employing a partition of unity. For details about PUM we refer to
[19, 87, 89] as well as to Subsection 2.2 of this thesis where further literature can
be found.
An approach which is also based on PUM and is closely related to our method
is presented in [18]. In this paper the local approximation spaces are constructed
via the solution of eigenvalue problems which are associated with the Kolmogorov
n-width.
Another related approach for the construction and analysis of a multiscale basis
for problems with high contrast is developed in [101].
In [59] a generalized finite element space has been set up as the span of the adap-
tive local (AL) basis. It has been proved that on a regular finite element mesh
with, possibly coarse, mesh size H the number p of basis functions per nodal point
3satisfies p = O((log 1
H
)d+1). Moreover all basis functions have local support and the
accuracy of the arising Galerkin finite element method with respect to the energy
norm is of order O(H) without any structural assumptions on the diffusion matrix
A.
However, the method introduced in [59] is only semidiscrete since the inverse of the
continuous solution operator L is involved in the construction of the basis func-
tions. In [119] this operator is replaced by a discrete operator Lh which is obtained
by a Galerkin discretization with a conforming finite-dimensional space Vh on a
sufficiently fine mesh. It is shown that the error estimates are preserved if the
space Vh satisfies the approximation property
sup
f∈L2(Ω)\{0}
inf
v∈Vh
‖L−1f − v‖H1(Ω)
‖f‖L2(Ω) ≤ CapxH,
where H denotes the coarse mesh width and the constant Capx is independent of
H and f . The operator L−1h is a non-local fine-scale operator and the evaluation
of its inverse is prohibitively expensive from the numerical point of view. In this
thesis we want to develop a localized version of the fully discrete method presented
in [119].
This thesis is structured as follows. Chapter 1 introduces some mathematical tools
which will be employed in this thesis. In Chapter 2 the model problem is described
and some one-dimensional examples show that conventional finite element methods
are not appropriate for the problem class under consideration. Since our method
is based on PUM, the main ideas of PUM are explained in the second part of
Chapter 2. Chapter 3 is devoted to the definition of the adaptive local (AL)
basis. After introducing some notation the construction of the basis functions
is done in several steps. First some high-dimensional local approximation spaces
are set up which are then approximated by applying L2-orthogonal projections
onto some low-dimensional spaces. The approximation is based on the theory
of locally L-harmonic functions. In Chapter 4 some new results concerning the
W 1,p-regularity of the Poisson problem are developed. Bounds for the gradient of
the solution in the Lp-norm are derived and it is proved that these bounds only
depend on the size of the jumps in the coefficients. These results are then applied to
the construction of a suitable cutoff function which is used for the error analysis of
the method. Chapter 5 is devoted to the development of a complete error analysis
of the method. As a main result it is shown that the linear convergence property
holds. Finally some conclusions are given.

Chapter 1
Mathematical Tools
In this chapter we introduce various mathematical concepts which will be employed
in this thesis. The outline of the chapter is as follows. Section 1.1 is devoted
to several function spaces which are commonly used in the framework of partial
differential equations. Then we briefly introduce the variational formulation of
elliptic boundary value problems and finally we present the main concepts of finite
element methods.
The aim of this chapter is just to provide the mathematical tools which will be
used in this thesis. For proofs and further details we will refer to the literature.
1.1 Function Spaces
In this section we introduce various function spaces and collect some well-known
results about them which will be used later. All the spaces are defined over the field
of real numbers. Since we will only work with bounded domains Ω ⊂ Rd (d ∈ N),
some of the results are only formulated for bounded Lipschitz domains.
We start with the definition of the Lp-spaces (p ∈ [1,∞]) and their dual spaces,
then after the introduction of weak derivatives we will introduce Sobolev spaces
(of integer and non-integer order) as well as their dual spaces. Finally, we will
characterize the trace space of W 1,p(Ω) for a bounded Lipschitz domain Ω ⊂ Rd
and 1 ≤ p <∞.
1.1.1 Lp-Spaces
Lp-spaces (sometimes also called Lebesgue spaces) form an important class of Ba-
nach spaces. They are defined using a natural generalization of the p-norm for
finite-dimensional vector spaces.1 After the definition of Lp-spaces we will briefly
1Let x = (x1, . . . , xd) be an element of a d-dimensional vector space. Then the p norm is
defined as
‖x‖p :=

(∑d
i=1 |xi|p
)1/p
if p ∈ [1,∞)
max1≤i≤d xi if p =∞
5
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summarize the most important properties of them. For further details we refer to
standard functional analysis textbooks, e.g. [11, 12, 37, 118].
Definition 1.1.1 (Lp (Ω)-spaces). Let Ω ⊂ Rd, d ∈ N, be a domain and let p
be a positive real number such that 1 ≤ p < ∞. We define the Lp (Ω)-space over
the field of real numbers by
Lp (Ω) :=
u : Ω→ R | u Lebesgue measurable and
∫
Ω
|u|p dx <∞
 .
If p =∞, we set2
L∞ (Ω) :=
{
u : Ω→ R | u Lebesgue measurable and ess sup
x∈Ω
|u (x)| <∞
}
.
For 1 ≤ p <∞ the functional ‖·‖Lp(Ω) given by
‖u‖Lp(Ω) :=

∫
Ω
|u(x)|p dx

1/p
defines a norm on Lp (Ω). For p =∞ we define
‖u‖L∞(Ω) := ess sup
x∈Ω
|u (x)| .
Remark 1.1.2.
a) Lp (Ω) is a Banach space for 1 ≤ p ≤ ∞ (for a proof we refer e.g. to [11,
Theorem 2.16], [12, Satz 1.14], [37, Theorem 4.8], [118, p. 18ff.]).
b) Equipped with the scalar product
〈u, v〉L2(Ω) :=
∫
Ω
u(x)v(x) dx
which induces the norm ‖·‖L2(Ω) the space L2 (Ω) is a Hilbert space (cf. [11,
Corollary 2.18], [12, Satz 1.14], [37, p. 132]).
2If there exists a constant C for which |u (x)| ≤ C almost everywhere on Ω, then u is said to
be essentially bounded on Ω. The largest lower bound of such constants is called the essential
supremum of |u| on Ω and is denoted by ess supx∈Ω |u (x)|.
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Definition 1.1.3 (exponent conjugate to p). Let p be a number such that
1 ≤ p ≤ ∞. Then p′ is defined by
1
p
+
1
p′
= 1.
p′ is called the exponent conjugate to p. We use the convention that 1∞ := 0.
Theorem 1.1.4 (Hölder’s inequality). If 1 ≤ p ≤ ∞ and u ∈ Lp (Ω), v ∈ Lp′ (Ω),
then uv ∈ L1 (Ω) and ∫
Ω
|u(x)v(x)| dx ≤ ‖u‖Lp(Ω) ‖v‖Lp′ (Ω) .
A proof can be found e.g. in [11, Theorem 2.4], [12, Lemma 1.16], [37, Theorem
4.6], [118, Satz I.1.10].
Remark 1.1.5. For u, v ∈ L2 (Ω) Hölder’s inequality implies∣∣〈u, v〉L2(Ω)∣∣ ≤ ‖u‖L2(Ω) ‖v‖L2(Ω) .
This inequality is also called Cauchy–Schwarz inequality.
An extended version of Hölder’s inequality is given in the following theorem.
Theorem 1.1.6 (general Hölder’s inequality). Let m ∈ N and ui ∈ Lpi (Ω)
for i = 1, . . . ,m with pi ∈ [1,∞]. Further let q ∈ [1,∞] be such that
m∑
i=1
1
pi
=
1
q
.
Then the product u1 · · ·um ∈ Lq (Ω) and the inequality∥∥∥∥∥
m∏
i=1
ui
∥∥∥∥∥
Lq(Ω)
≤
m∏
i=1
‖ui‖Lpi (Ω)
holds.
For a proof we refer to [12, Lemma 1.16].
Definition 1.1.7 (continuous and compact embedding). Let (X, ‖ · ‖X) and
(Y, ‖ · ‖Y ) be two normed vector spaces and BX(0, 1) := {x ∈ X : ‖x‖X ≤ 1}.
a) X is continuously embedded in Y if X ⊆ Y and the inclusion map ι : X → Y
is continuous, i.e. there exists a constant C ≥ 0 such that
‖x‖Y ≤ C‖x‖X ∀x ∈ X.
We use the notation X ↪→ Y .
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b) X is compactly embedded in Y if X ⊆ Y and the inclusion map ι : X → Y is
compact.3 For compact embeddings the notation X
c
↪→ Y will be used.
Remark 1.1.8. It holds X
c
↪→ Y =⇒ X ↪→ Y.
Theorem 1.1.9 (embedding for Lp-spaces). Suppose that vol(Ω) =
∫
Ω
1 dx <∞
and 1 ≤ p ≤ q ≤ ∞. If u ∈ Lq(Ω), then u ∈ Lp(Ω) and
‖u‖Lp(Ω) ≤ (vol(Ω))
1
p
− 1
q ‖u‖Lq(Ω).
Hence
Lq(Ω) ↪→ Lp(Ω).
If u ∈ L∞(Ω), then
lim
p→∞
‖u‖Lp(Ω) = ‖u‖L∞(Ω).
Finally, if u ∈ Lp(Ω) for 1 ≤ p <∞ and if there exists a constant K such that for
all such p
‖u‖Lp(Ω) ≤ K,
then u ∈ L∞(Ω) and
‖u‖L∞(Ω) ≤ K.
A proof can be found in [11, Theorem 2.14].
1.1.2 The Dual of Lp(Ω)
Next, we want to introduce the dual space (Lp(Ω))′. Let 1 ≤ p ≤ ∞ and let p′ be
the exponent conjugate to p (cf. Definition 1.1.3) and Ω ⊂ Rd, d ∈ N, a domain.
Each element v ∈ Lp′(Ω) defines a linear functional Lv on Lp(Ω) via
Lv(u) =
∫
Ω
u(x)v(x) dx, u ∈ Lp(Ω).
By Hölder’s inequality |Lv(u)| ≤ ‖u‖Lp(Ω)‖v‖Lp′ (Ω), so that Lv ∈ (Lp(Ω))′ and
‖Lv‖(Lp(Ω))′ ≤ ‖v‖Lp′ (Ω). (1.1)
One can even show that equality holds in (1.1). Moreover, every continuous linear
functional on Lp(Ω) is of the form Lv for some v ∈ Lp′(Ω) provided 1 ≤ p <∞ (cf.
[11, p. 45ff.]).
The following theorem characterizes the dual of Lp(Ω) for p ∈ [1,∞).4
3A linear map F : X → Y is called compact if the image F
(
BX(0, 1)
)
of the closure of the
unit ball is compact in Y .
4Note that by Definition 1.1.3 we have p′ :=∞ if p = 1.
1.1 Function Spaces 9
Theorem 1.1.10 (Riesz representation theorem for Lp(Ω), p ∈ [1,∞)).
Let 1 ≤ p <∞ and let L ∈ (Lp(Ω))′. Then there exists a unique function v ∈ Lp′(Ω)
such that
L(u) =
∫
Ω
u(x)v(x) dx ∀u ∈ Lp(Ω).
Moreover, ‖v‖Lp′ (Ω) = ‖L‖(Lp(Ω))′. Thus (Lp(Ω))′ ∼= Lp′(Ω), i.e. (Lp(Ω))′ is isomet-
rically isomorphic to Lp′(Ω).
A proof can be found in [11, Theorems 2.44 and 2.45], [37, Theorems 4.11 and
4.14], [118, Satz II.2.4].
In summary, we have the following table:
space dual space
Lp(Ω), 1 < p <∞ Lp′(Ω)
L1(Ω) L∞(Ω)
L∞(Ω) strictly larger than L1(Ω)
It is important to observe that the dual space of L∞(Ω) does not coincide with
L1(Ω). In general, it is much larger than L1(Ω). (L∞(Ω))′ can be identified with the
space of real-valued Radon measures on K, where K is some compact topological
space. For details we refer to [37, 122].
1.1.3 Sobolev Spaces of Integer Order
Sobolev spaces play an important role in the context of partial differential equa-
tions since their solutions are naturally found in these spaces. After weakening
the notion of partial derivatives we will define Sobolev spaces of integer order and
mention some of their properties which will be used in this thesis. For further
details we refer e.g. to [11, 12, 37, 86].
If α = (α1, . . . , αd) ∈ Nd0 is a d-tuple of nonnegative integers αj, we call α a
multiindex and set |α| = ∑dj=1 αj. Moreover, if Dj = ∂/∂xj,
Dα = Dα11 · · ·Dαdd
denotes a differential operator of order |α|.
Definition 1.1.11 (continuous functions and test functions). Let Ω ⊂ Rd,
d ∈ N, be such that there exist compact sets Ki ⊂ Rd satisfying
Ω =
⋃
i∈N
Ki and ∅ 6= Ki ⊂ Ki+1 ⊂ Ω for i ∈ N
x ∈ Ω =⇒ B(x, δ) ∩ Ω ⊂ Ki for a δ > 0 and an i ∈ N.
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We set
C0(Ω) := {u : Ω→ R | u is continuous on Ω}
Ck(Ω) := {u : Ω→ R | Dαu exists and Dαu ∈ C0(Ω) ∀ |α| ≤ k}
C∞(Ω) := {u : Ω→ R | Dαu exists and Dαu ∈ C0(Ω)∀ |α| ∈ N0}
C∞0 (Ω) := {u ∈ C∞(Ω) | suppu ⊂⊂ Ω},
where suppu := {x ∈ Ω : u(x) 6= 0} is the support of u and K ⊂⊂ Ω :⇐⇒ K is a
compact subset of Ω.
Definition 1.1.12 (weak derivative). Let u ∈ L1(Ω) and α ∈ Nd0. If there exists
a function vα ∈ L1(Ω) such that∫
Ω
u(x)Dαφ(x) dx = (−1)|α|
∫
Ω
vα(x)φ(x) dx ∀φ ∈ C∞0 (Ω), (1.2)
then vα is called αth-weak partial derivative of u and is denoted by vα := Dαu.
Remark 1.1.13.
a) If vα ∈ L1(Ω) exists such that (1.2) holds, then it is unique up to a set of
measure zero (cf. [11, p. 22], [12, p. 63]).
b) If u ∈ C |α|(Ω), then the weak partial derivative of u and the partial derivative
in the classical sense are the same (cf. [11, p. 22], [12, p. 63], [37, Remark 2
on p. 264]).
Definition 1.1.14 (Sobolev spaces of integer order). Let Ω ⊂ Rd, d ∈ N, be
a domain. For k ∈ N0 and p ∈ [1,∞] the Sobolev space W k,p(Ω) is given by
W k,p(Ω) := {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω) ∀ |α| ≤ k} .
The functional
‖u‖Wk,p(Ω) :=
∑|α|≤k ‖Dαu‖pLp(Ω)

1/p
defines a norm on W k,p(Ω). The seminorm on W k,p(Ω) is given by
|u|Wk,p(Ω) :=
∑|α|=k ‖Dαu‖pLp(Ω)

1/p
.
The space of functions denoted by W k,p0 (Ω) is the closure of C∞0 (Ω) with respect
to the norm ‖ · ‖Wk,p(Ω).
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Remark 1.1.15.
a) If p = 2, we use the notation Hk(Ω) for W k,p(Ω) and Hk0 (Ω) for W
k,p
0 (Ω).
Hk(Ω) is a Hilbert space with scalar product
〈u, v〉Hk(Ω) :=
∑
|α|≤k
∫
Ω
Dαu(x)Dαv(x) dx
(cf. [11, Theorem 3.6], [37, p. 271], [118, Satz V.1.13]).
b) Clearly it holds W 0,p(Ω) = Lp(Ω) for every p ∈ [1,∞] and W 0,p0 (Ω) = Lp(Ω)
if 1 ≤ p <∞ because C∞0 (Ω) is dense in Lp(Ω).
Theorem 1.1.16. W k,p(Ω) is a Banach space for k ∈ N0 and p ∈ [1,∞].
For a proof we refer to [11, Theorem 3.3].
Remark 1.1.17. Let Ω ⊂ Rd, d ∈ N, be a bounded domain.
a) For any k, we have the obvious chain of embeddings
W k,p0 (Ω) ↪→ W k,p(Ω) ↪→ Lp(Ω)
(cf. [11, p. 60]).
b) Let k and m be nonnegative integers satisfying k ≤ m, and p is any real
number satisfying 1 ≤ p ≤ ∞. Then by the definition of Sobolev spaces it
follows that Wm,p(Ω) ↪→ W k,p(Ω).
c) Let k be a nonnegative integer and let p, q be real numbers which sat-
isfy 1 ≤ p ≤ q ≤ ∞. Then as a consequence of the embedding theorem for
Lp-spaces (cf. Theorem 1.1.9) we have W k,q(Ω) ↪→ W k,p(Ω).
Definition 1.1.18 (Lipschitz boundary). We say a domain Ω ⊂ Rd, d ∈ N,
has a Lipschitz boundary or Ω is a Lipschitz domain if there exist M ∈ N and a
collection of open sets O1, . . . , OM ⊂ Rd with the following two properties:
a) ∂Ω ⊂ ⋃Mi=1Oi
b) ∂Ω ∩ Oi can be represented as graph of a Lipschitz continuous function for
all 1 ≤ i ≤M .
In the study of partial differential equations embeddings of Sobolev spaces are of
fundamental importance. The most relevant results concerning Lipschitz domains
are collected in the following theorems.
Theorem 1.1.19 (Sobolev embedding theorem). Let Ω ⊂ Rd, d ∈ N, be a
Lipschitz domain. Let j ≥ 0 and k ≥ 0 be integers and p ∈ [1,∞).
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a) Let k > d
p
, then
W k,p(Ω)
c
↪→ C`(Ω) ∀ ` ∈ N0 with 0 ≤ ` < k − d
p
.
b) If either k > d
p
or k = d and p = 1, then
W j+k,p(Ω) ↪→ W j,q(Ω) for p ≤ q ≤ ∞.
In particular,
W k,p(Ω) ↪→ Lq(Ω) for p ≤ q ≤ ∞.
c) If k = d
p
, then
W j+k,p(Ω) ↪→ W j,q(Ω) for p ≤ q <∞
and in particular
W k,p(Ω) ↪→ Lq(Ω) for p ≤ q <∞.
d) If k < d
p
, then
W j+k,p(Ω) ↪→ W j,q(Ω) for p ≤ q ≤ dp
d− kp
and in particular
W k,p(Ω) ↪→ Lq(Ω) for p ≤ q ≤ dp
d− kp.
e) For arbitrary open, bounded sets Ω ⊂ Rd statements a) – d) are still valid if
we replace the W -spaces by the W0-spaces.
A proof can be found in [11, Theorem 4.12].
Theorem 1.1.20 (Rellich–Kondrachov theorem). Let Ω ⊂ Rd, d ∈ N, be a
bounded Lipschitz domain.
a) If p < d, then
W 1,p(Ω)
c
↪→ Lq(Ω) for 1 ≤ q < dp
d− p.
b) If p ≥ d, then
W 1,p(Ω)
c
↪→ Lq(Ω) for 1 ≤ q <∞.
For a proof we refer to [11, Theorem 6.3].
Remark 1.1.21. Note that W 1,p(Ω)
c
↪→ Lp(Ω) for all 1 ≤ p <∞, since dp
d−p > p if
p < d.
1.1 Function Spaces 13
Theorem 1.1.22 (Friedrichs’ inequality). Let Ω ⊂ Rd, d ∈ N, be a bounded
domain which is contained in a d-dimensional cube with side-length s. Then we
have
‖u‖L2(Ω) ≤ s|u|H1(Ω) ∀u ∈ H10 (Ω).
A proof can be found in [12, p. 171], [35, p. 29], [118, p. 231].
Theorem 1.1.23 (Poincaré’s inequality). Let Ω ⊂ Rd, d ∈ N, be a bounded
Lipschitz domain, 1 ≤ p <∞ and let u¯ be the average of u over Ω, i.e.
u¯ :=
1
vol(Ω)
∫
Ω
u dx,
where vol(Ω) =
∫
Ω
1 dx denotes the volume of Ω. Then there exists a constant C,
depending only on d, p and Ω such that
‖u− u¯‖Lp(Ω) ≤ C‖∇u‖Lp(Ω)
for each function u ∈ W 1,p(Ω).
For a proof we refer to [53, Section 5.8, Theorem 1].5
Remark 1.1.24. Poincaré’s inequality is frequently employed in applications re-
lated to partial differential equations, e.g. in the error analysis of finite element
methods. Therefore it would be interesting to know the exact value or at least a
sharp bound of Poincaré’s constant. Unfortunately it is not clear in general how
the constant depends on the geometry of the domain. In the famous paper [102]
it is stated that in any dimension for a convex domain D and p = 2 this constant
is diam(D)/pi. The proof for d ≥ 3 can be found in [29]. For convex domains D
Poincaré’s constant is known to be diam(D)/2 for p = 1 and ≤ 2 diam(D)(p/2)1/p
for 1 < p < ∞ (see [10, 39]). For p = 2 Poincaré’s constant for a bounded Lip-
schitz domain is known to be the second eigenvalue of the Neumann problem (cf.
[41, p. 927]).
For star-shaped domains Poincaré’s constant can be arbitralily large as the exam-
ples constructed in [116, Section 3.4] show. In [116] several possibilities to derive
explicit and reasonably sharp upper bounds for star-shaped polyhedral domains
D are presented. These bounds depend on geometric properties of D and include
some parameters which measure the lack of convexity.
5In [53] the boundary ∂Ω is assumed to be of class C1 (cf. Definition 2.1.1). This assumption
is due to the fact that in the proof the compact embedding W 1,p(Ω)
c
↪→ Lp(Ω) is used which in
[53] is proven to be valid under the condition that ∂Ω ∈ C1. However, Theorem 1.1.20 shows
that this embedding is also compact if Ω is a bounded Lipschitz domain (cf. also Remark 1.1.21)
and therefore the proof given in [53] works also under this weaker assumption on the boundary
of the domain.
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1.1.4 Sobolev–Slobodeckij Spaces
In the last subsection we introduced Sobolev spaces of integer order. However, it
turns out that in order to measure the smoothness of solutions of partial differential
equations an integer scale is too coarse. Therefore we extend the notion of Sobolev
spaces of integer order to fractional order spaces, i.e. we introduce Sobolev spaces
of non-integer order. Here we only give a definition of these spaces and for details
we refer to [108, 115].
Definition 1.1.25 (Sobolev–Slobodeckij spaces). Let Ω ⊂ Rd, d ∈ N, be a
domain. For a non-integer s = k + σ ∈ (0,∞), k ∈ N0, σ ∈ (0, 1) and p ∈ (1,∞)
the Sobolev–Slobodeckij space W s,p(Ω) is given by
W s,p(Ω) :=
u ∈ W k,p(Ω) :
∫
Ω
∫
Ω
|Dαf(x)−Dαf(y)|p
|x− y|d+σp dx dy <∞ for |α| = k
 .
We define a norm on W s,p(Ω) by
‖u‖W s,p(Ω) :=
‖u‖pWk,p(Ω) + ∑|α|=k
∫
Ω
∫
Ω
|Dαf(x)−Dαf(y)|p
|x− y|d+σp dx dy

1
p
.
Remark 1.1.26.
a) Note that we restrict to p ∈ (1,∞). For the limit cases p = 1 and p =∞ we
refer to [115].
b) If 0 ≤ t ≤ s <∞ and 1 < p ≤ q <∞, we have the embedding
W s,p(Ω) ↪→ W t,q(Ω) for s− d
p
≥ t− d
q
for an arbitrary domain Ω ⊂ Rd. For a proof we refer to [115, p. 328].
1.1.5 Dual Sobolev Spaces
Next, we introduce the dual Sobolev spaces. We only give a definition and for
further details we refer to [11, 86].
Definition 1.1.27 (dual space). Let (X, ‖ · ‖X) be a normed vector space over
the field R. Then the set of continuous linear functionals
X ′ := {T : X → R | T is continuous and linear}
is said to be the dual space of X. Equipped with the dual norm
‖T‖X′ := sup
v∈X\{0}
|T (v)|
‖v‖X
X ′ is also a normed space.
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Definition 1.1.28 (dual Sobolev spaces). Let s ∈ (0,∞), 1 ≤ p < ∞ and p′
the exponent conjugate to p. We define the dual Sobolev space by
W−s,p
′
(Ω) := (W s,p0 (Ω))
′ .
1.1.6 Traces of W 1,p(Ω)
The existence of traces, i.e. boundary values, is an important property of func-
tions belonging to Sobolev spaces. Observing that the d-dimensional measure of
the boundary is zero, it is not immediately clear that for this class of functions
boundary values can be well-defined.
In this thesis we limit ourselves to define traces of functions belonging to W 1,p(Ω)
for 1 ≤ p < ∞, since we only need this trace space. The characterization of this
space goes back to Gagliardo [56]. For the definition and properties of traces of
higher order Sobolev spaces we refer e.g. to [11, 60, 84], for the special case p = 2
we also refer to [121].
Clearly, if the function is continuous on Ω, then these boundary values can be
defined as the restriction of the function to ∂Ω. However, functions belonging to
Sobolev spaces are in general not continuous and moreover they are defined only
almost everywhere in Ω.
For W 1,p(Ω) we have the following theorem whose proof can be found in [11, The-
orem 5.36], [12, p. 265].
Theorem 1.1.29. Let Ω ⊂ Rd, d ∈ N, be a bounded Lipschitz domain and
1 ≤ p ≤ ∞. Then there exists a bounded linear operator T : W 1,p(Ω) → Lp(∂Ω)
such that
Tu = u|∂Ω u ∈ W 1,p(Ω) ∩ C0(Ω)
‖Tu‖Lp(∂Ω) ≤ C‖u‖W 1,p(Ω) u ∈ W 1,p(Ω)
with a constant C depending on p and Ω.
T is called the trace operator and Tu the trace of u.
For the investigation of partial differential equations it is of great importance to
know the kernel and the image of T . Both are characterized e.g. in [79, 97, 115]
under the assumption that Ω is sufficiently smooth. In [84] it is shown that these
results also hold under more relaxed regularity assumptions on the domain.
The next theorems characterize the kernel and the image of T if Ω is a bounded
Lipschitz domain.
Theorem 1.1.30. Let Ω ⊂ Rd, d ∈ N, be a bounded Lipschitz domain and
1 ≤ p <∞. It holds
W 1,p0 (Ω) = {u ∈ W 1,p(Ω) : Tu = 0}
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with T as in Theorem 1.1.29.
A proof can be found e.g. in [11, Theorem 5.37], [12, Lemma A6.10].
Theorem 1.1.31. Let Ω ⊂ Rd, d ∈ N, be a bounded Lipschitz domain, 1 < p <∞
and T as in Theorem 1.1.29. Then Tu ∈ W 1−1/p,p(∂Ω) and there exists a constant
C such that
‖Tu‖W 1−1/p,p(∂Ω) ≤ C‖u‖W 1,p(Ω).
Conversely, if Tu ∈ W 1−1/p,p(∂Ω), then there exists u ∈ W 1,p(Ω) such that Tu = u
and
‖u‖W 1,p(Ω) ≤ C‖Tu‖W 1−1/p,p(∂Ω)
for some constant C.
For a proof we refer to [11, Theorem 7.39], [56, Teorema 1.I], [79, Theorems 6.8.13
and 6.9.2], [84, Theorem 2].
Theorem 1.1.32. Let Ω ⊂ Rd, d ∈ N, be a bounded Lipschitz domain, p = 1 and
T as in Theorem 1.1.29. Then Tu ∈ L1(∂Ω) and there exists a constant C such
that
‖Tu‖L1(∂Ω) ≤ C‖u‖W 1,1(Ω)
and vice versa if Tu ∈ L1(∂Ω), then there exists u ∈ W 1,1(Ω) such that Tu = u
and
‖u‖W 1,1(Ω) ≤ C‖Tu‖L1(∂Ω)
for some constant C.
A proof can be found in [56, Teorema 1.II], [93, Theorem 26].
1.2 Variational Formulation of Elliptic Boundary
Value Problems
For the numerical approximation of elliptic boundary value problems it is conve-
nient to write the problem in variational (or weak) formulation. Another advantage
of this formulation is the introduction of weak solutions which allows to remove
some smoothness requirements.
The variational formulation is obtained by associating to the problem of interest a
bilinear form a(·, ·) and a linear functional F (·). Both a(·, ·) and F (·) have to be
defined on properly chosen linear spaces V andW , i.e. a : V ×W → R, F : W → R.
In addition a(·, ·) and F (·) have to be continuous (cf. Definition 1.2.2). Then the
variational formulation is given as: find u ∈ V such that
a(u, v) = F (v) ∀ v ∈ W.
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V is called trial space and W test space. Since we will only consider symmetric
problems, we assume V = W from now on.
As an illustration we look at the following example.
Example 1.2.1. For a bounded Lipschitz domain Ω ⊂ Rd, d ∈ N, we consider the
equation
− div(A∇u) = f on Ω (1.3)
u = 0 on ∂Ω
with f ∈ C0(Ω) and A ∈ C1(Ω,Rd×dsym) satisfying
0 < α(A,Ω) := ess inf
x∈Ω
inf
v∈Rd\{0}
〈A(x)v, v〉
〈v, v〉
∞ > β(A,Ω) := ess sup
x∈Ω
sup
v∈Rd\{0}
〈A(x)v, v〉
〈v, v〉 .
A classical solution of the above problem is a function u ∈ C2(Ω) ∩ C0(Ω) which
fullfills equation (1.3) and the homogeneous Dirichlet boundary condition. Multi-
plying (1.3) by v ∈ C∞0 (Ω), integrating over Ω and integrating by parts yields∫
Ω
〈A∇u,∇v〉 =
∫
Ω
fv. (1.4)
Since C∞0 (Ω) is dense in H10 (Ω), we can take any v ∈ H10 (Ω) as test function.
Equation (1.4) makes sense for f ∈ L2(Ω) and A ∈ L∞(Ω,Rd×dsym). Hence, the
variational formulation of (1.3) is: find u ∈ H10 (Ω) such that∫
Ω
〈A∇u,∇v〉 =
∫
Ω
fv ∀ v ∈ H10 (Ω)
with f ∈ L2(Ω) and A ∈ L∞(Ω,Rd×dsym).
Definition 1.2.2 (bounded and coercive bilinear form). Let V be a normed
linear space and a(·, ·) : V × V → R a bilinear form.
a) a is bounded (or continuous) if there exists C <∞ such that
|a(v, w)| ≤ C‖v‖V ‖w‖V ∀ v, w ∈ V. (1.5)
b) a is coercive on V if there exists γ > 0 such that
a(v, v) ≥ γ‖v‖2V ∀ v ∈ V. (1.6)
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The existence and uniqueness of solutions of boundary value problems is charac-
terized by the following well-known theorem.
Theorem 1.2.3 (Lax–Milgram). Let V be a Hilbert space, a(·, ·) : V × V → R
a continuous, coercive bilinear form, and let F : V → R be a continuous linear
functional. Then the abstract variational problem: Find an element u ∈ V such
that
a(u, v) = F (v) ∀ v ∈ V
has a unique solution.
A proof can be found e.g. in [36, Theorem 2.7.7], [40, Theorem 1.1.3].
1.3 The Finite Element Method (FEM)
The finite element method (FEM) is a powerful numerical technique to solve partial
differential equations which arise in the mathematical modelling of many physical,
chemical and biological phenomena. FEM is widely used in engineering design and
analysis. In this section we will introduce the main aspects of conforming FEM, in
particular the Galerkin approximation. Details about FEM can be found in various
textbooks, e.g. in [35, 36, 40, 64, 105].
1.3.1 The Basic Concepts
FEM is based on the variational formulation of the problem of interest. Let V
be a Hilbert space. Given a continuous bilinear form a : V × V → R and some
continuous linear form F : V → R we want to find u ∈ V such that
a(u, v) = F (v) ∀ v ∈ V. (1.7)
One way to approximate the function u is to construct a finite-dimensional subspace
Vh ⊂ V and solve the discrete problem: find uh ∈ Vh such that
a(uh, v) = F (v) ∀ v ∈ Vh. (1.8)
This method is called Galerkin method.
In many applications the abstract variational problem (1.7) corresponds to a second
order boundary value problem posed over a Lipschitz domain Ω ⊂ Rd, d ∈ N, and
the Hilbert space V is typically a space such as H1(Ω), H10 (Ω), etc.
If the bilinear form a(·, ·) is coercive on V , then uh is unique by Lax–Milgram (cf.
Theorem 1.2.3). In order to compute uh we need a basis of Vh. Let {b1, . . . , bn} be
a basis of Vh, i.e.
Vh = span{b1, . . . , bn}.
Then (1.8) is equivalent to
Find uh ∈ Vh such that a(uh, bi) = F (bi) ∀ i = 1, . . . , n.
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Setting
Li,j := a(bj, bi) i, j = 1, . . . , n
fi := F (bi) i = 1, . . . , n
leads to a system of linear equations
Lu = f. (1.9)
If u solves (1.9), then uh :=
∑n
i=1 uibi is a solution of (1.8) and vice versa. The
matrix L is often called stiffness matrix and the vector f load vector. If the bilinear
form a(·, ·) is coercive, then L is positive definite.
In general, solving a system of linear equations as (1.9) costs O(n3) operations.
Hence, the basis functions should be chosen such that the stiffness matrix is sparse,
i.e. they should have small supports.
1.3.2 The Triangulation
Assume we want to solve a boundary value problem posed over a Lipschitz domain
Ω ⊂ Rd, d ∈ N, which is given in variational form as (1.7) with V = H1(Ω). Before
we can construct a basis of the finite-dimensional space Vh as in (1.8) we first have
to set up a triangulation T over Ω, i.e. Ω is partitioned into a finite number of
simplices τ such that the following properties are satisfied [40]:
a) Ω =
⋃
τ∈T
τ .
b) For each τ ∈ T , the set τ is closed and the interior int(τ)6 is not empty.
c) For each distinct τ1, τ2 ∈ T one has int(τ1) ∩ int(τ2) = ∅.
d) For each τ ∈ T the boundary ∂τ is Lipschitz continuous.
e) Any face of any simplex τ1 in the triangulation is either a subset of the
boundary ∂Ω or a face of another simplex τ2 in the triangulation.
Definition 1.3.1 (conforming finite element mesh). Let Ω ⊂ Rd, d ∈ {1, 2, 3},
be a bounded domain. A conforming finite element mesh T on Ω is a partition of
Ω into d-dimensional simplices satisfying the following properties:
a) For any two elements τ1, τ2 ∈ T with τ1 6= τ2 the intersection τ1 ∩ τ2 is either
empty, a common vertex (an interval endpoint if d = 1), a common edge (for
d ≥ 2), or a common face (for d = 3).
b) Ω¯ =
⋃
τ∈T
τ .
6int(M) denotes the open interior of a set M ⊂ Rd.
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Figure 1.1: Two triangulations: The one on the left is conforming, whereas the
one on the right is not due to a hanging node.
Definition 1.3.2 (mesh width). Let T := {τi : 1 ≤ i ≤ N} be a finite element
mesh on the domain Ω ⊂ Rd, d ∈ {1, 2, 3}. The mesh width is given by
H := max
1≤i≤N
{diam(τi) : τi ∈ T },
where diam(τi) denotes the diameter of an element τi ∈ T .
Definition 1.3.3 (shape-regular, uniform mesh). Let T := {τi : 1 ≤ i ≤ N}
be a finite element mesh on Ω ⊂ Rd, d ∈ {1, 2, 3}.
a) T is said to be shape-regular if there exists a constant C > 0 such that
diam(τ)
ρτ
≤ C ∀ τ ∈ T ,
where ρτ is the diameter of the maximal inscribed ball in τ .
b) T is called uniform if there exists a constant C > 0 such that
max
1≤i≤N
{diam(τi)} ≤ Cρτ ∀ τ ∈ T . (1.10)
Remark 1.3.4. The shape-regularity of a finite element mesh T is described by
the constant
κ := max
{
diam(τ)
ρτ
: τ ∈ T
}
. (1.11)
The constant κ is always bounded, since T consists of finitely many elements. Note
that κ becomes large if the simplices are degenerated (e.g. if they are flat or needle-
shaped). Moreover we observe that for a uniform mesh T there exists a positive
constant C depending only on κ and C in (1.10) such that
min
τ∈T
ρτ ≥ C max
1≤i≤N
diam(τi) = CH.
1.3.3 Construction of Conforming FEM Spaces Vh
Given a triangulation T we associate in a natural way a finite element space Vh
which is finite-dimensional and contains functions defined over the set Ω. Usually
Vh consists of continuous piecewise polynomials of fixed degree. Its construction
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is based on the choice of finite elements. A list of possible choices can be found
e.g. in [35, 36, 40]. In order to illustrate the process of setting up Vh we give as an
example the construction based on C0-triangular finite elements, i.e. we construct
Vh ⊂ H10 (Ω). Before we write down this procedure, we have to introduce some
notation and state a theorem.
Given a finite element space Xh we define
Pτ := {v|τ : v ∈ Xh}.
Theorem 1.3.5. Assume that the inclusions Pτ ⊂ H1(τ) for all τ ∈ T and
Xh ⊂ C0(Ω) hold. Then we have the inclusions
Xh ⊂ H1(Ω) and Xh,0 = {v ∈ Xh : v = 0 on ∂Ω} ⊂ H10 (Ω).
For a proof we refer to [40, Theorem 2.1.1.].
Let Ω ⊂ Rd (d ∈ {1, 2, 3}) be a polytopal domain. The construction of a finite-
dimensional space Vh ⊂ H10 (Ω) using C0-triangular finite elements works as follows:
1. Define a conforming finite element mesh T (cf. Definition 1.3.1) on the com-
putational domain Ω consisting of intervals (in 1d), triangles (in 2d) or tetra-
hedra (in 3d).
2. Let k ∈ N and define
m :=
1
d!
d∏
j=1
(k + j)
nodal points on each element and denote them by x1, . . . , xm. The points
have to be chosen such that every edge contains k + 1 of them (if d ≥ 2)
and every face contains (k + 1)(k + 2)/2 of them (if d = 3). If τ1 6= τ2 and
τ1 ∩ τ2 6= ∅, then the nodal points on τ1 ∩ τ2 must coincide.
3. Let N denote the number of all inner nodal points. Construct Lagrange
polynomials bi ∈ Pk, 1 ≤ i ≤ N , such that
bi(xj) = δij i, j = 1, . . . N,
where δij is the Kronecker delta.
4. Finally, the finite element space is given by
Vh = span{b1, . . . , bN} = {v ∈ C0(Ω) : v|τ ∈ Pk ∀ τ ∈ T }. (1.12)
By Theorem 1.3.5 we have the inclusion Vh ⊂ H1(Ω).
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Remark 1.3.6.
a) A polynomial b ∈ Pk in d dimensions has exactly m = 1d!
∏d
j=1(k + j) coef-
ficients and thus it is uniquely defined by m properly chosen pairs of values.
Therefore given a function f ∈ C0(τ) the interpolation problem: find b ∈ Pk
such that
b(xi) = f(xi) i = 1, . . . ,m,
is uniquely solvable.
b) Note that the polynomials constructed in step 3 are continuous across edges
and faces, since for d ≥ 2 a polynomial of degree ≤ k restricted to an edge is
uniquely determined by k + 1 nodal points on that edge, whereas for d = 3
a polynomial of degree ≤ k restricted to a face is uniquely determined by
(k + 1)(k + 2)/2 nodal points. Hence, they are globally continuous.
Definition 1.3.7 (nodal basis). Let N := dimVh and Vh = span{b1, . . . , bN}.
The basis {b1, . . . , bN} is called nodal basis if
bi(xj) = δij i, j = 1, . . . ,m.
For the construction of FEM spaces it is convenient if every element of the trian-
gulation can be derived from a reference element τˆ , i.e. for all τ ∈ T there exists
an affine bijective map
Fτ : τˆ → τ
xˆ 7→ Fτ (xˆ) = Bτ xˆ+ bτ
with a nonsingular matrix Bτ ∈ Rd×d and bτ ∈ Rd. The FEM space Vh of (1.12)
can then be defined as
Vh := {v ∈ H10 (Ω) : v|τ ◦ Fτ ∈ Pk ∀ τ ∈ T }.
1.3.4 h-, p- and hp-Finite Element Methods
There are three versions of the finite element method. Among them the h-version
is the standard one, where the polynomial degree p is kept fixed on each element
(typically p = 1, 2, 3) and the desired accuracy is attained by repeatedly refining
the mesh, i.e. by decreasing the mesh width h. The p-version fixes the mesh and
the approximations are improved by increasing the polynomial degree p on each
element. The hp-method is a combination of both, i.e. mesh refinement and in-
creasing the polynomial degree is suitably combined. Details about h-FEM can be
found in many textbooks, e.g. in [35, 36, 40, 64], for the p-version we refer e.g. to
[28, 27, 105, 114] and the theory of hp-FEM is covered e.g. in [27, 105, 114].
All three versions allow for adaptivity which means that one starts the computation
with a coarse mesh and low polynomial degrees and then in order to improve the
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accuracy of the approximation an error indicator is employed to get information
about the distribution of the error.7 All the elements where the error is too large
are marked. Based on this information the dimension of the finite element space
will be increased. Whereas in the h-version this enlargement is done by refining
the marked elements, in the p-version one increases the polynomial degree of the
marked elements. In the hp-version the situation is more complicated. For every
marked element one has to decide whether one should refine the element or to in-
crease the polynomial degree. The right decision is important to get an exponential
convergence rate for a large class of problems (cf. the error analysis in [62, 63]).
Standard results show that the approximability of a function by piecewise poly-
nomials is closely related to its local regularity (cf. e.g. [40]). Therefore in areas
where the solution of the problem under consideration is smooth high polynomial
degrees on relatively large elements should be used. On the other hand in regions
of low regularity it is advantageous to refine the mesh and use low polynomial de-
grees. There are several hp-adaptive strategies which mainly differ in the way they
decide between h- and p-refinement (for an overview we refer to [94]). In [90] this
decision is based on comparing the current estimated error with a prediction from
a previous step of the adaptive algorithm. Another approach is to measure the
local Sobolev regularity of the solution. This can be done e.g. by investigating the
decay of the Legendre coefficients of the solution as in [71, 72], by estimating the
decay of the expansion coefficients when the solution is expanded in L2-orthogonal
polynomials as in [52], or by testing the smoothness of a function by means of
suitable continuous Sobolev embeddings as in [120, 55].
1.3.5 Error Estimates
An essential tool for the error analysis of finite element methods is the following
lemma.
Lemma 1.3.8 (Céa’s lemma). Let V be a Hilbert space and Vh ⊂ V be a finite-
dimensional subspace. Furthermore, let a(·, ·) : V ×V → R be a continuous, coercive
bilinear form and F : V → R a continuous linear functional. Assume u solves the
variational problem (1.7). Then the solution uh of (1.8) satisfies the error estimate
‖u− uh‖V ≤ c
γ
inf
v∈Vh
‖u− v‖V ,
where c is the continuity constant (cf. (1.5)) and γ is the coercivity constant (cf.
(1.6)) of a(·, ·) on V .
A proof can be found in [35, p. 53], [36, Theorem 2.8.1], [40, Theorem 2.4.1].
Céa’s lemma shows that the approximation error is proportional to the best ap-
proximation of u in Vh. Therefore the space Vh has to be chosen properly such
7A detailed introduction to the theory of adaptive finite element methods can be found in [98].
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that u can be approximated well in Vh. The choice of Vh depends strongly on the
smoothness of the solution, because for a given function the quality of its approxi-
mation by piecewise polynomials is related to the local regularity of the function.
In order to obtain the classical form of the error estimate for the h-version, we
replace the term infv∈Vh ‖u− v‖V by some interpolation error. Let Vh be the space
of piecewise polynomials of degree ≤ k which are globally continuous (cf. (1.12)).
We define the interpolation operator Ih : Hk+1(Ω)→ Vh by
Ih(u) :=
N∑
i=1
u(xi)bi, (1.13)
where xi are the nodal points, bi is the nodal basis (cf. Definition 1.3.7) and
N := dimVh. Note that by the Sobolev embedding theorem (cf. Theorem 1.1.19)
it holds that Hk+1
c
↪→ C0(Ω) for all k ∈ N provided that d ≤ 3.
Theorem 1.3.9. Let Ω ⊂ Rd, d ∈ {1, 2, 3}, be a bounded domain, k ∈ N and T a
shape-regular finite element mesh on Ω of width h (cf. Definitions 1.3.3 and 1.3.2).
Then for all u ∈ Hk+1(Ω) we have the interpolation estimates
‖u− Ihu‖Hm(Ω) ≤ Chk+1−m|u|Hk+1(Ω) m = 0, 1
with Ih as in (1.13). The constant C depends on Ω, k and the shape-regularity
constant κ (cf. (1.11)).
For a proof we refer to [35, Satz 6.4], [40, Theorem 3.1.6], [61, Satz 4.1].
Theorem 1.3.10. Let V := H10 (Ω) and assume that the solution u of (1.7) sat-
isfies u ∈ V ∩Hk+1(Ω) for some k ≥ 1. Let the assumptions of Theorem 1.3.9 be
satisfied. Then the discrete problem (1.8) has a unique solution uh ∈ Vh and the
estimate
‖u− uh‖H1(Ω) ≤ Chk|u|Hk+1(Ω)
holds with a constant C > 0.
A proof can be found in [40, Theorem 3.2.2], [61, Korollar 4.1], [64, Satz 8.5.1].
Until now we have considered error estimates for the h-version of the finite ele-
ment method. To get explicit estimates for the hp-version one has to construct an
hp-interpolation operator which is done in [26] and [96].
Theorem 1.3.11. Let T be a shape-regular mesh of width h and k ≥ 0 if d = 2
respectively k ≥ 2 if d = 3. Further let
ν :=
{
0 k = 2 ∧ d = 3
1− k otherwise.
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Then for all p ∈ N there exists an interpolation operator Ih,p : Hk(τ)→ Pp(τ) such
that
‖u− Ih,pu‖H1(τ) ≤ Cpνhµ−1‖u‖Hk(τ) ∀ τ ∈ T , u ∈ Hk(τ)
where µ = min{p+1, k} and C is a constant depending on k and the shape-regularity
constant κ as in (1.11) but independent of p, h and u.
For a proof we refer to [26, Lemma 4.5], [96, Lemma 17].
Based on the interpolation error estimate of Theorem 1.3.11, the error estimate
‖u− uh‖H1(Ω) ≤ Chmin{p+1,k}−1p1−k‖u‖Hk(Ω) ∀u ∈ Hk(Ω)
with k > 1 for d = 2 and k > 2 for d = 3 has been derived in [26, Theorem 4.8]
respectively [96, Theorem 2].
1.4 Finite Elements for Curved Boundaries
Due to the triangulation of the computational domain the FEM as introduced in
Section 1.3 requires that the domain is polytopal. However, in many applications
the boundary of the domain is curved. Therefore one uses curved elements at the
boundary, whereas the ones in the interior of the domain have straight edges (in
2d) respectively plane faces (in 3d).
As in the polytopal case it is suitable if every element of the triangulation can
be derived from a reference element τˆ . However, due to the metric distortion at
the boundary the element maps are no longer affine, but they can be written as a
composition of two functions, i.e. for all τ ∈ T there exists a map Fτ = Rτ ◦ Aτ ,
where Aτ is an affine, bijective map and Rτ is invertible. Every (possibly curved)
element τ can be mapped back to a polytopal element τ˜ which is mapped back to
the reference element τˆ (cf. Figure 1.2).
τˆ
τ˜ τ
Aτ Rτ
Fτ = Rτ ◦ Aτ
Figure 1.2: The element map Fτ for d = 2.
In order to get reasonable error estimates one needs some additional assumptions
on the element maps Fτ . In this thesis we assume the following:
Assumption 1.4.1. Each element map Fτ can be written as Fτ = Rτ ◦Aτ , where
Aτ is an affine map (corresponding to the scaling diam τ of the simplex τ) and
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Rτ is an analytic map which corresponds to the metric distortion at the possibly
curved boundary and is independent of diam τ . Let τ˜ := Aτ (τˆ). The maps Rτ
and Aτ satisfy for shape regularity constants Caffine, Cmetric, γ > 0 independent
of diam τ :
‖A′τ‖L∞(τˆ) ≤ Caffine diam τ, ‖(A′τ )−1‖L∞(τ˜) ≤ Caffine(diam τ)−1
‖(R′τ )−1‖L∞(τ) ≤ Cmetric, ‖∇nRτ‖L∞(τ˜) ≤ Cmetricγnn! ∀n ∈ N0.
Chapter 2
Model Problem
In this chapter we first introduce a model problem and show that for the problem
class under consideration P1-finite elements are not appropriate. Afterwards we
will present the main ideas of a partition of unity finite element method (PUM),
since the method we will define in Chapter 3 is based on PUM.
2.1 Problem Formulation
Definition 2.1.1 (C1-boundary). Let Ω ⊂ Rd, d ∈ N, be a bounded domain.
We say that Ω has a C1-boundary ∂Ω if Ω = int(Ω¯)8 and if for each x0 ∈ ∂Ω there
exists an open subset U ⊂ Rd with x0 ∈ U and a C1-function ψ : U → R such that
a) Ω¯ ∩ U = {x ∈ U : ψ(x) ≤ 0}
b) ∇ψ(x) 6= 0 ∀x ∈ U.
Let Ω ⊂ Rd, d ∈ {1, 2, 3}, be a bounded domain with ∂Ω ∈ C1. We consider the
following problem in variational form: Given f ∈ L2(Ω), we are seeking u ∈ H10 (Ω)
such that
a(u, v) :=
∫
Ω
〈A∇u,∇v〉 =
∫
Ω
fv =: F (v) ∀ v ∈ H10 (Ω). (2.1)
The diffusion matrix A ∈ L∞ (Ω,Rd×dsym) is assumed to be uniformly elliptic, i.e.
0 < α(A,Ω) := ess inf
x∈Ω
inf
v∈Rd\{0}
〈A(x)v, v〉
〈v, v〉
∞ > β(A,Ω) := ess sup
x∈Ω
sup
v∈Rd\{0}
〈A(x)v, v〉
〈v, v〉 .
(2.2)
8The condition Ω = int(Ω¯) is necessary in order to exclude punctured balls Ω = B(0, 1)\{0}
or domains such as Ω = B(0, 1)\{x ∈ B(0, 1) : x1 ≥ 0}. The equality Ω = int(Ω¯) ensures that
∂Ω = ∂Ω.
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Remark 2.1.2. Assumption (2.2) on the diffusion matrix A implies that the bi-
linear form a(·, ·) is bounded, i.e. it holds
a(u, u) ≥ Cα‖u‖2H1(Ω) ∀u ∈ H10 (Ω)
with a constant C depending on Friedrichs’ constant. Moreover we have
|a(u, v)| ≤ β‖u‖H1(Ω)‖v‖H1(Ω) ∀u, v ∈ H10 (Ω),
i.e. a(·, ·) is coercive. For a proof of both statements we refer to [119]. Hence,
the Lax–Milgram theorem (cf. Theorem 1.2.3) implies the existence of a unique
solution u ∈ H10 (Ω) such that (2.1) holds.
Let D ⊂ Ω be a subdomain. Note that the above statements also hold for the
localized variational form aD(u, v) :=
∫
D
〈A∇u,∇v〉.
We want to discretize equation (2.1) by a conforming Galerkin finite element
method. For this let G be a conforming finite element mesh in the sense of Ciarlet
[40] (cf. Subsection 1.3.2) consisting of closed simplices τ which are the images of
the reference element τˆ , i.e. the reference interval (in 1d), the reference triangle
(in 2d) or the reference tetrahedron (in 3d), under the element map Fτ : τˆ → τ .
We assume – as is standard – that the element maps of elements sharing an edge
or a face induce the same parametrization on that edge or face. Additionally, the
element maps Fτ : τˆ → τ satisfy Assumption 1.4.1.
The space of continuous, piecewise linear finite elements for the mesh G is given by
S :=
{
u ∈ H10 (Ω) : u|τ ◦ Fτ ∈ P1 ∀ τ ∈ G
}
, (2.3)
where P1 is the space of polynomials of degree ≤ 1. Furthermore, let (bi)ni=1 denote
the usual local nodal basis of S (“hat functions”), i.e. bi(xj) = δij. We denote their
support by
ωi := supp bi. (2.4)
xi−1 xi xi+1
ωi
bi
1
0
(a) d=1.
ωi
xi
1
bi
(b) d=2.
Figure 2.1: “Hat function” bi and its support ωi for d = 1, 2.
Since S ⊂ H10 (Ω) is a finite-dimensional subspace, the abstract conforming Galerkin
method to problem (2.1) can be formulated as: Find uS ∈ S such that
a(uS, v) = F (v) ∀ v ∈ S (2.5)
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with a(·, ·) and F (·) as in (2.1).
If the diffusion coefficient A, the right-hand side f as well as the domain Ω of
(2.1) are sufficiently smooth such that the problem is H2-regular9, then the unique
solution uS of (2.5) satisfies the error estimate
‖u− uS‖H1(Ω) ≤ CH‖f‖L2(Ω)
(cf. Subsection 1.3.5 and the literature cited there). This estimate states linear
convergence of the P1-finite element method as the mesh width H tends to zero.
However, the regularity assumption is not realistic for the problem class under
consideration. It is well known that as long as the mesh G does not resolve the
discontinuities and oscillations of A, the convergence rates of linear finite element
methods are substantially reduced (cf. e.g. [54]).
In order to illustrate this we consider two one-dimensional problems with smooth
but oscillating coefficients. The coefficient of the first example is periodic whereas
the one of the second example is non-periodic.
Example 2.1.3 (periodic coefficient). Let Ω = (0, 1), f = 1 and let the diffu-
sion coeffient A be given as
A(x) :=
(
2 + cos
(
2pi
x

))−1
(2.6)
for some small parameter  > 0. We want to find an approximation of u ∈ H10 (Ω)
such that
1∫
0
Au
′
v
′ dx =
1∫
0
fv dx ∀ v ∈ H10 (Ω). (2.7)
The coefficient A oscillates periodically with two separated characteristic length
scales, namely 1 for the amplitude and  for the period (cf. Figure 2.2). The exact
solution is given by
u = x− x2 + 
2
4pi2
(
1− cos
(
2pi
x

))
+ 
1− 2x
4pi
sin
(
2pi
x

)
.
We employ a Galerkin approximation with conforming linear finite elements and
we divide our interval into subintervals of equal length H = 1
N
for some N ∈ N,
i.e. the mesh is defined as
TH = {[(j − 1)H, jH] : j = 1, . . . , H−1}.
9We follow [35] and call the problem (2.1) H2-regular if for every f ∈ L2(Ω) there exists a
solution u ∈ H2(Ω) and a constant c depending on Ω such that
‖u‖H2(Ω) ≤ c‖f‖L2(Ω).
For the Dirichlet problem with zero boundary conditions results concerning the regularity can be
found e.g. in [57].
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Figure 2.2: The periodic coefficient
A(x) defined in (2.6) for  = 2−4.
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Figure 2.3: Exact solution of (2.7)
with A as in Figure 2.2 and its ap-
proximation for H =  = 2−4.
10−4 10−3 10−2 10−1 100
10−4
10−3
10−2
10−1
100
 
 
H=ε
H=ε2
ε
Figure 2.4: The error ‖u − u,H‖H1(Ω) versus  for H =  and H = 2.
The Galerkin approximation of u based on TH is denoted by u,H . For our nu-
merical experiment we set  = 2−k, k ∈ {0, 1, . . . , 12}, and H =  respectively
H = 2. Figure 2.3 shows the exact solution u and its approximation u,H for
H =  = 2−4. One observes that u,H fails to approximate the exact solution u.
Figure 2.4 depicts the error ‖u−u,H‖H1(Ω) as a function of  and one can see that
the convergence rates are as predicted in [85].10 For the choice H =  the error
equals some constant of order 1 independent of  and for H = 2 the error behaves
as . However, while the computational cost of the first choice is of order −1, it
10In [85] the case of smooth periodic coefficients was analyzed and for an hp-finite element
discretization the error estimate
‖u − u,H‖H1(Ω) ≤ C min
{
1,
(
H

)p}
was presented. C is a constant which does not depend on  and H.
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grows like −2 if H is chosen as 2. This high computational cost is the reason why
the values for H = 2−22 respectively 2−24 are missing.
Example 2.1.4 (nonperiodic coefficient). We consider again problem (2.7)
with Ω = (0, 1), f = 1 and the coefficient
A(x) :=
(
2 + cos
(
2pi
x2

)
− cos(x)
)−1
. (2.8)
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Figure 2.5: The nonperiodic co-
efficient A(x) defined in (2.8) for
 = 0.05.
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Figure 2.6: Exact solution of (2.7)
with A as in Figure 2.5 and its approx-
imation for H = 2−4 and  = 0.05.
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Figure 2.7: The error ‖u − u,h‖H1(Ω) versus number of degrees of freedom n.
Figure 2.5 shows that the coefficient A varies over the whole domain and contains
many different length scales. In Figure 2.6 the exact solution of (2.7) with A as in
Figure 2.5 and its Galerkin approximation u,H based on a uniform mesh consisting
of intervalls of equal length H = 2−4 is depicted. As in the periodic case one can
see that the approximation u,H fails to approximate the exact solution. Figure 2.7
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illustrates the error ‖u − u,H‖H1(Ω) as a function of the number of degrees of
freedom, denoted by n. For our numerical experiment we have chosen n = 2k − 1
with k ∈ {1, 2, . . . , 12}. One observes that as long as the mesh does not resolve
the smallest scale in the coefficient, the convergence rate is substantially reduced.
If the mesh size is chosen small enough, then the H1-error is of order n−1.
The above examples showed that conventional linear finite elements are not appro-
priate for highly oscillatory problems since the computational cost in order to get
reasonable convergence rates grows like −2 where  denotes the smallest scale in
the coefficient.
In [24] one-dimensional elliptic boundary value problems with nearly constant but
non-smooth coefficients are constructed whose standard finite element approxi-
mations converge arbitrarily slowly in the energy norm. Even adaptive methods
cannot improve the convergence.
In order to overcome these difficulties there are several different approaches (see the
literature cited in the Introduction). In [59] a set of basis functions bi,j ∈ H10 (Ω),
1 ≤ j ≤ s, 1 ≤ i ≤ n := dim(S) with S as in (2.3) is constructed such that
supp bi,j ⊂ ωi,
where ωi is defined in (2.4). Moreover, it is shown that by choosing the number s in
(2.9) proportionally to O(log 1
H
)d+1) the linear convergence property (cf. Definition
2.1.5) holds.
Definition 2.1.5 (linear convergence property). Let a(·, ·) be as in (2.1) and
S be as in (2.3) with supports ωi of basis functions as in (2.4). Let S˜ ⊂ H10 (Ω)
be the finite-dimensional subspace given by the span of some linearly independent
functions bi,j ∈ H10 (Ω)
S˜ = span {bi,j : 1 ≤ j ≤ s, 1 ≤ i ≤ n and supp bi,j ⊂ ωi} . (2.9)
S˜ has the linear convergence property if, for any f ∈ L2(Ω), the solution to the
problem of finding uS˜ ∈ S˜ such that
a(uS˜, v) =
∫
Ω
fv ∀ v ∈ S˜
satisfies the error estimate
‖u− uS˜‖H1(Ω) ≤ CH‖f‖L2(Ω),
where C only depends on α and β (cf. (2.2)).
However, the construction of the basis functions presented in [59] is only semidis-
crete. Let L : H10 (Ω) → H−1(Ω) be the differential operator associated with the
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bilinear form a(·, ·) defined in (2.1). The essential step in the construction of bi,j is
the definition of the intermediate spaces
V ALi := span{biL−1(bj) : 1 ≤ j ≤ n}
and then to approximate V ALi by a low-dimensional space. The continuous inverse
operator is still involved in the construction. In [119] a fully discrete method has
been introduced by replacing L−1 by a discrete solution operator L−1h which is
computed by a Galerkin discretization with a conforming finite-dimensional space
Vh ⊂ H10 (Ω) on a sufficiently fine mesh Th. It is proven that the linear convergence
rate is preserved under the assumption that the space Vh satisfies the following
approximation property:
sup
f∈L2(Ω)\{0}
inf
v∈Vh
‖L−1f − v‖H1(Ω)
‖f‖L2(Ω) ≤ CapxH,
where the constant Capx is independent of H and f . The operator L−1h is a non-
local fine-scale operator and the evaluation of its inverse is prohibitively expensive
from the numerical point of view. In this thesis we want to develop a localized
version of the fully discrete method presented in [119].
2.2 The Partition of Unity Finite Element Method
(PUM)
Our method which we will define in Chapter 3 is based on the partition of unity
finite element method (PUM). This approach was first used in [16] for the solution
of second order elliptic equations with rough coefficients. The method in [16] was
called special finite element method. It has been further elaborated in [19, 87, 89]
where it was referred to as the partition of unity finite element method. Later (in
[15, 109, 110, 111]) it was called generalized finite element method (GFEM), since
the method can be seen as a generalization of the classical FEM.11 The partition
of unity approach is widely used. Oden and Duarte [43, 44, 45] presented a mesh-
less construction of the PUM called the hp cloud method (hpCM). Other methods
which are based on the same idea as PUM are the extended finite element method
(X-FEM) [95, 107, 113] or the method of finite spheres [42] to mention only a few.
The PUM constructs conforming finite element spaces and is able to include a priori
knowledge of the solution directly in the construction of these spaces. Therefore the
method can be applied to problems where the classical finite element method fails
or is too costly which is e.g. the case for problems where the solution is rough or
highly oscillatory. To this category belong heterogeneous problems, the Helmholtz
problem or the elasticity equations for laminated materials.
11Note that the notion GFEM already appears in the papers [17, 23]. However, in these two
works there is no specific relation to PUM: ‘This method covers practically all modifications of
the FEM which lead to a sparse system matrix.’
34 CHAPTER 2. MODEL PROBLEM
Moreover the method is able to set up finite element spaces of any desired regularity
(e.g. subspaces of Hk(Ω), k ≥ 1, or subspaces of W k,p(Ω), k ≥ 1, p ≥ 2). Thus it
can also be used to solve higher order problems, e.g. biharmonic or polyharmonic
problems.
Another important aspect of PUM is the fact that the method belongs to the class
of “meshless” methods. A mesh in the classical sense does not have to be created,
i.e. the method works with domain independent meshes and hence the method can
be applied to problems where the domain is so complicated that creating a mesh by
a mesh generator is either not feasible or not efficient. In this context the method
has been successfully used in [111, 112].
The main idea of PUM is the following: In a first step one covers the computa-
tional domain Ω with a finite collection of overlapping patches Oi. Then on each
patch Oi a local approximation space Vi is constructed which incorporates the lo-
cal behaviour of the solution. The computation of these local spaces can be done
in parallel. Finally, the global approximation space V is obtained by “pasting to-
gether” the functions in Vi using a partition of unity which ensures the conformity
of the finite element space.
In this section we first introduce the method by restricting the construction to con-
forming subspaces of H1(Ω). Afterwards we discuss the most important aspects
concerning the choice of appropriate local approximation spaces and the selection
of the partition of unity.
2.2.1 The Method in General
We follow the work in [89] and, as an example, we explain how one can construct
conforming finite element spaces which are subspaces of H1(Ω) using PUM. These
subspaces are important in many applications. However, as already mentioned the
method can also be used to construct spaces of any desired regularity.
We first introduce the important notion of a partition of unity as well as the concept
of local approximation spaces and of a PUM space.
Definition 2.2.1 (partition of unity). Let Ω ⊂ Rd, d ∈ N, be an open set, {Oi}
be an open cover of Ω satisfying a pointwise overlap condition
∃M ∈ N ∀x ∈ Ω #{i : x ∈ Oi} ≤M.
Let {ϕi} be a Lipschitz partition of unity subordinate to the cover {Oi} satisfying
suppϕi ⊂ Oi ∀ i∑
i
ϕi = 1 on Ω
‖ϕi‖L∞(Rd) ≤ C∞
‖∇ϕi‖L∞(Rd) ≤
CG
diam(Oi) ,
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where C∞, CG are two constants. Then {ϕi} is called a (M,C∞, CG) partition of
unity subordinate to the cover {Oi}. The partition of unity {ϕi} is said to be of
degree m ∈ N0 if {ϕi} ⊂ Cm(Rd). The covering sets {Oi} are called patches.
Remark 2.2.2. The usual piecewise linear hat basis functions on a triangular
mesh in two dimensions satisfying the minimal angle condition12 form a Lipschitz
partition of unity subordinate to their supports ωi as in (2.4). In fact, it is easy
to verify that M = 3, C∞ = 1 and the constant CG depends on the minimal angle
condition.
Definition 2.2.3 (PUM space). Let {Oi} be an open cover of Ω ⊂ Rd, d ∈ N,
and let {ϕi} be a (M,C∞, CG) partition of unity subordinate to {Oi}. Further let
Wi ⊂ H1(Oi ∩ Ω) be given. Then the space
W :=
∑
i
ϕiWi =
{∑
i
ϕiwi : wi ∈ Wi
}
⊂ H1(Ω)
is called PUM space or global approximation space. The PUM space W is said to
be of degree m ∈ N if W ⊂ Cm(Ω). The spaces Wi are referred to as the local
approximation spaces.
The PUM is now defined to be the Galerkin method (1.8) with Vh = W . We denote
the approximate solution by uap.
Definition 2.2.3 shows that the local approximation is ensured by the appropriate
choice of the local approximation spaces Wi whereas the multiplication by the
partition of unity guarantees the pasting together and the conformity of the finite
element space. Relevant aspects concerning the selection of local approximation
spaces and the partition of unity will be discussed later.
The following theorem states the main error estimate of PUM. It shows that the
global approximation error can be controlled by the local approximation error.
Theorem 2.2.4. Let Ω ⊂ Rd, d ∈ N, be given. Let {Oi}, {ϕi}, and {Wi} be as
in Definitions 2.2.1 and 2.2.3. Let u ∈ H1(Ω) be the function to be approximated.
Assume that the local approximation spaces Wi have the following approximation
12This condition says that the angles of any triangle (independent of its size) in the triangulation
should not be too small, i.e. given a triangulation G there exists γ > 0 such that
min
τ∈G
( min
1≤i≤3
ατi ) ≥ γ,
where ατi denotes the ith interior angle of the triangle τ . This condition is equivalent to the
aspect ratio condition
κτ =
diam(τ)
ρτ
≤ max
τ
κτ =: κ <∞,
where ρτ is the diameter of the maximal inscribed ball in τ (cf. [25]). Hence, a large aspect ratio
is equivalent to a small angle in the triangle.
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properties: On each patch Oi ∩ Ω, u can be approximated by a function wi ∈ Wi
such that
‖u− wi‖L2(Oi∩Ω) ≤ 1(i),
‖∇(u− wi)‖L2(Oi∩Ω) ≤ 2(i).
Then the function
uap =
∑
i
ϕiwi ∈ W ⊂ H1(Ω)
satisfies
‖u− uap‖L2(Ω) ≤
√
MC∞
(∑
i
21(i)
)1/2
,
‖∇(u− uap)‖L2(Ω) ≤
√
2M
(∑
i
(
CG
diam(Oi)
)2
21(i) + C
2
∞
2
2(i)
)1/2
(2.10)
with M , C∞, and CG as in Definition 2.2.1.
A proof can be found in [15, Theorem 3.2], [19, Theorem 1], [89, Theorem 2.1].
Remark 2.2.5.
a) Typically 2(i) is proportional to 1(i)/ diam(Oi), so that the terms in (2.10)
are in some sense balanced (cf. [15, 89]).
b) The PUM can be understood as a generalization of the h and p version of
the classical finite element method if the local approximation spaces Wi are
chosen to be polynomial spaces. The method behaves like the h version if
the local approximation spaces consist of polynomials of fixed degree p and
the appproximability is achieved by the smallness of the patches Oi. On the
other hand, if the size of the patches is kept fixed and the approximation
is achieved by increasing the polynomial degree p of the spaces Wi, then
the method behaves like the p version. For further details we refer to the
examples given in [15, 19].
c) If the partition of unity {ϕi} is of degree m and the local approximation
spaces Wi are sufficiently smooth, then the PUM space W is also of degree
m. In order to solve 2mth order boundary value problems, where the bilinear
form includes derivatives of orders up tom, one needs to control the L∞-norm
of the derivatives of order m of the partition of unity {ϕi}, i.e. one has to
require that
‖Dαϕi‖L∞(Rd) ≤
CG
(diamOi)m
holds with α = (α1, . . . , αd) ∈ Nd0 such that |α| = m.
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2.2.2 Choice of Local Approximation Spaces
Theorem 2.2.4 shows that the error of the global approximation uap can be con-
trolled by the local approximation error. Hence, the choice of appropriate local
approximation spaces Wi is essential for the accuracy of the method. Apparently
they should be selected in such a way that 1(i) and 2(i) are as small as possible.
However, the construction of Wi should not be too costly. In the following we
discuss several choices of local approximation spaces based on the theory presented
in [18, 19, 89].
Examples of Local Approximation Spaces
The selection of effective local approximation spaces depends very much on the
available information of the solution. Typically we only know that the solution is
included in some function space or in a family of function spaces.
E.g. if we only know that the solution u lies in the Sobolev space Hm(Oi) and
‖u‖Hm(Oi) ≤ K(m)i m ≥ 0, i = 1, . . . , N, (2.11)
then as it is shown in [14] the space of polynomials of degree ≤ p on Oi is a good
choice for Wi. Then, for m ≥ 1,
2(i) ≤ CK(m)i
h
min{p,m−1}
i
pm−1
,
where hi = diam(Oi) and C is independent of u, hi, p and m (cf. [15]).
Often we know more than in the previous example. Assume that u is the solution
of Laplace’s equation, i.e.
−∆u = 0 on Ω,
where Ω ⊂ R2 is a bounded Lipschitz domain. In this case u is a harmonic function.
Therefore we choose Wi as the space of harmonic polynomials of degree ≤ p on
Oi. Suppose Oi is star-shaped with respect to a ball and ∂Oi is piecewise analytic
with internal angles αi = βipi, with 0 < βi < 2 − λ, λ > 0. Then, if the local
approximation space Wi is chosen to be the space of harmonic polynomials of
degree ≤ p on Oi, it is known (see [19, 87]) that
2(i) ≤ CK(m)i hm−1i
(
log p
p
)(2−λ)(m−1)
, p ≥ m− 1, m ≥ 1, (2.12)
where K(m)i is as in (2.11) and C is independent of u, but it does depend on the
shape of Oi.
Remark 2.2.6. Note that one gets a similar error estimate as (2.12) using the
full space of polynomials in the sense that the dependence on p is essentially the
same. But the dimension of the space of harmonic polynomials of degree p is 2p+1,
whereas the standard polynomial space of degree p has dimension (p+1)(p+2)
2
. Thus
using harmonic polynomials one obtains asymptotically a better approximation in
terms of error versus degrees of freedom.
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Optimal Local Approximation Spaces
An interesting question concerned with the choice of local approximation spaces
is whether one can find optimal spaces. Optimality can be measured in terms
of n-width which was introduced in 1936 by Kolmogorov [78]. For details about
n-widths we refer to [104].
Given two Hilbert spaces (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) such that X ⊂ Y , we want to
approximate some function u ∈ X by some function v which is an element of an
n-dimensional space Yn ⊂ Y . The n-width of the closed X-unit ball in Y measures
how well one can approximate the closure of the X-unit ball by an n-dimensional
subspace Yn ⊂ Y . It is given by13
dn(BX(0, 1), Y ) = inf
Yn⊂Y
dimYn=n
sup
u∈X
‖u‖X≤1
inf
v∈Yn
‖u− v‖Y .
An n-dimensional space is said to be optimal if
dn(BX(0, 1), Y ) = sup
u∈X
‖u‖X≤1
inf
v∈Yn
‖u− v‖Y . (2.13)
It is obvious that the error of the best approximation can be estimated by
inf
v∈Yn
‖u− v‖Y ≤ dn(BX(0, 1), Y )‖u‖X ∀u ∈ X
provided that Yn is an optimal space. Sharp bounds for the n-width of solution
sets of elliptic partial differential equations with rough coefficients can be found in
[88].
Using the notion of n-width optimal local approximation spaces have been con-
structed in [18] via the solution of certain eigenvalue problems.
However, the n-width depends on the dimension n, the norm ‖·‖Y and the function
class X. Usually the available information about the solution is vague. Therefore
we might not know with respect to which class of functions we should optimize.14
In practice, we want to construct robust optimal or nearly optimal local approxi-
mation spaces which are optimal for a large class of functions. In general optimal
local approximation spaces are not explicitly known.
Another idea to obtain effective local approximation spaces and which is closely re-
lated to the notion of n-width is the sup-inf condition introduced in [14]. Let X, Y
be as above and u ∈ X the function to be approximated. Assume Φ = {φ1, φ2, . . . }
is a basis of Y . Set
S(Φ, n) := span{φ1, . . . , φn}
13The following example shows that for the consideration of the n-width of X in Y it is im-
portant that ‖u‖X is bounded. Let u0 ∈ X and set δ := infv∈Yn ‖u0 − v‖Y . Since X is a vector
space, we know that ut := tu0 ∈ X for all t ∈ R. Thus it holds
sup
u∈X
inf
v∈Yn
‖u− v‖Y ≥ sup
t>0
inf
v∈Yn
‖ut − v‖Y = sup
t>0
tδ =∞.
14This problem is adressed in [13] using the example of a universal quadrature formula.
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and define
Ψ(Φ, n, BX(0, 1), Y ) := sup
u∈X
‖u‖≤1
inf
φ∈S(Φ,n)
‖u− φ‖Y .
Ψ measures the approximability of the “worst element” contained in BX(0, 1) using
the n-dimensional space S(Φ, n).
In order to measure the approximability properties of Φ we consider the ratio
Λ(Φ, n,X, Y ) :=
Ψ(Φ, n, BX(0, 1), Y )
dn(BX(0, 1), Y )
,
where dn(BX(0, 1), Y ) denotes the n-width as in (2.13). Λ compares Φ with the
optimal basis and thus Λ ≥ 1. If Λ is bounded in n, then the space S(Φ, n) has
similar approximation properties as the optimal space. In this case we would use
S(Φ, n) since the optimal approximation space is not explicitly known in general.
On the other hand, if Λ(Φ, n,X, Y )→∞ as n→∞, then S(Φ, n) has suboptimal
approximation properties compared to the optimal space.
Remark 2.2.7. The system of harmonic polynomials is optimal in the sense of
n-width for the approximation of rotationally invariant spaces of harmonic func-
tions on discs (see [19]).
The Change of Variables Technique
Another approach for the construction of functions having good local approxima-
tion properties is the change of variables technique. If the change of variables
x 7→ x˜ maps the exact solution u onto some function u˜ which can be approximated
well by polynomials, then the mapped polynomials also have good approximation
properties. This concept has been investigated in [16] for a model problem with
unidirectionally rough coefficients.
The same idea is used in [22] where the method of auxiliary mapping is introduced.
This method has been successfully applied in [99, 100] for elasticity problems con-
taining singularities and problems with interface singularities. Using a conformal
map the rough solution is transformed locally into a smoother or even analytic func-
tion which can be approximated well by polynomials. Mapping the polynomials
back under this conformal map leads to the functions used for the approximation
of the original problem. For a discussion about conformal maps we refer to [77].
2.2.3 Choice of Partition of Unity
The partition of unity is responsible for pasting together the local approximation
spaces and ensures the conformity of the global PUM space. In theory, any parti-
tion of unity satisfying the conditions of Definition 2.2.1 will suffice (cf. [15, 19, 89]).
However, the selection of the patches {Oi} and the associated partition of unity has
great influences on the implementation of the PUM, mainly on the construction of
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the stiffness matrix and the solution of the linear system (cf. [15]).
Typically setting up the stiffness matrix needs numerical integration over all sets
Oi∩Oj 6= ∅. In order to ensure that these integrals can be evaluated efficiently it is
fundamental to choose the sets {Oi} such that numerical integration on {Oi ∩Oj}
can be performed efficiently. Moreover the numerical integration depends on the
smoothness of the partition of unity functions {ϕi} and their derivatives {∇ϕi} (cf.
[15]).
The pointwise overlap condition (cf. Definition 2.2.1) affects the number of nonzero
entries of the stiffness matrix and hence also the computational cost of the method.
Note that the patches have to overlap because the functions ϕi are supposed to
form a sufficiently regular partition of unity.
In addition, the choice of the partition of unity can also influence the linear system.
If {wi,j : j = 1, 2, . . . , dim(Wi)} is a basis of Wi, then the set {ϕiwi,j} is not nec-
essarily linearly independent. Therefore depending on the choice of the partition
of unity the linear system can be singular or non-singular. In the latter case the
condition number of the stiffness matrix depends on the selection of the partition
of unity. In both cases the partition of unity affects the choice of the linear solver
(cf. [15, 89]).
In [109] the following iterative scheme is proposed for solving severely ill-conditioned
linear systems Ax = b and successfully used. The matrix A is assumed to be pos-
itive semidefinite. Let A = A + I, where  > 0 is small and I is the identity
matrix. Then A is positive definite and thus nonsingular. We compute
c0 = A
−1
 b
r0 = b− Ac0
z0 = A
−1
 r0
v0 = Az0.
Then for i = 1, 2, . . . we compute
ci = c0 +
i−1∑
j=0
zj
ri = r0 −
i−1∑
j=0
vj
zi = A
−1
 ri
vi = Azi
until the ratio
|zTi Azi|
|cTi Aci|
is sufficiently small. The numerical experiments of [109] indicate that this ratio
becomes small enough in one or two steps.
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Also the direct method of multi-frontal sparse Gaussian elimination for symmet-
ric, indefinite systems that was developed in [46] and implemented in the Harwell
Subroutine Library (subroutines MA47 [48] and MA48 [47]) was successfully used
in [109]. Compared to the above iterative scheme this method is preferred since it
is fast and avoids the need of any iterations.

Chapter 3
Definition of the Adaptive Local
(AL) Basis
Based on the PUM approach introduced in Section 2.2 we will define a generalized
finite element method for the discretization of elliptic partial differential equations
in heterogeneous media. In [59] a method has been introduced to set up an adap-
tive local finite element basis (AL basis) on a coarse mesh with mesh size H which,
typically, does not resolve the matrix of the media while the textbook finite element
convergence rates are preserved. This method requires O(log( 1
H
)d+1) basis func-
tions per mesh point where d denotes the spatial dimension of the computational
domain. Since the continuous differential operator is involved in the construction,
the method presented in [59] is only semidiscrete. In this chapter, we will present a
fully discrete version of the method, where the AL basis is constructed by solving
finite-dimensional localized problems.
3.1 Notation
Before we can explain the construction of the localized AL basis we have to in-
troduce some notation. Recall that we have made the convention that simplices
are closed sets. We assume that G is a conforming finite element mesh which is
shape-regular (cf. Definition 1.3.3) and satisfies Assumption 1.4.1.
1) Simplex layers around ωi and corresponding meshes:
We define recursively
ωi,0 := ωi
ωi,j+1 :=
⋃
{τ : τ ∈ G and ωi,j ∩ τ 6= ∅} , j = 0, 1, 2, . . .
(3.1)
Finally, we set
Gi,j := {τ ∈ G : τ ⊂ ωi,j} .
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2) Local neighbourhoods around the triangle patch ωi,1:
We set
Gfari := Gi,2\Gi,1 and ωfari := int(ωi,2\ωi,1). (3.2)
xi
(a) ωi,2 in the interior of Ω
xi
(b) ωi,2 at the bound-
ary ∂Ω
Figure 3.1: The case d = 2. Simplex layers around the patch ωi whose boundary is
depicted by a green solid line. The boundary of the patch ωi,1 is represented by the
blue dash-dotted line and ∂ωi,2 by the red dashed line. The shaded region corresponds
to the domain ωfari .
3) Local mesh width:
We set
Hi := max
τ∈Gi,2
diam(τ). (3.3)
Since the mesh is assumed to be shape-regular and the number of layers is
bounded by 2, we can conclude that there exist positive constants c, C and
C# such that
min
τ∈Gi,2
ρτ ≥ cHi diamωi,2 ≤ CHi (3.4)
dist(ωi,1, ∂ωi,2\∂Ω) = δi ≥ cHi #Gi,2 ≤ C#
holds.
4) Refinement operator:
Let T macro be a fixed triangulation (with possibly curved elements at the
boundary) with element maps satisfying Assumption 1.4.1. We introduce a
refinement operator R1(·). The input is a conforming finite element mesh
T where every element is marked for refinement and the output is a new
conforming finite element mesh R1(T ). Recursively we define for t ≥ 2 the
iterated refinement operator
Rt(T ) := R1(Rt−1(T )). (3.5)
We require that the meshes are nested.
In order to ensure that the refined mesh Rt(T ) is still shape-regular one can
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use e.g. red refinement. In 2d, if the triangulation Tˆ is obtained by connecting
the edge midpoints of the reference triangle τˆ and the mesh R1(T macro) is
obtained by mapping the subdivisions of the reference element with the macro
element maps, then R1(T macro) is a refinement of T macro and the element
maps satisfy Assumption 1.4.1. The case d = 2 is illustrated in Figure 3.2.
One can see that every refinement step splits every triangle into four triangles
of similar shape. The mesh width decreases by a factor of 2−1 after one
refinement.
τˆ
Fτ τ
Figure 3.2: The case d = 2. Red refinement of a triangle τ ∈ T macro.
4×
+
1×
(a) Cut off the corners.
(b) Cut the inner octahedron into 4
tetrahedra.
Figure 3.3: The case d = 3. Red refinement of the reference tetrahedron.
Red refinement has a canonical generalization in 3d. It subdivides the refer-
ence tetrahedron into eight subtetrahedra of equal volume (see Figure 3.3).
First we connect the edge midpoints of each face triangle of the reference
tetrahedron. Afterwards we cut off four subtetrahedra at the corners. The
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remaining octahedron can be subdivided in three different ways correspond-
ing to the three interior diagonals into four subtetrahedra. The choice of the
diagonal has great influence on the shape regularity of the refined mesh. The
details can be found in [31, 32, 123]. As in the 2d case the mesh R1(T macro)
is obtained by mapping the subtetrahedra of the reference tetrahedron with
the macro element maps.
5) Local solution operator:
For a subdomain D ⊂ Ω, let L−1D : L2(D) → H10 (D) denote the solution
operator associated with the localized variational form: Given g ∈ L2(D),
find w ∈ H10 (D) such that
aD(w, v) :=
∫
D
〈A∇w,∇v〉 =
∫
D
gv =: G(v) ∀ v ∈ H10 (D). (3.6)
Remark 3.1.1. Note that the patches ωi,j, 0 ≤ j ≤ 2, have finite overlap. For
every τ ∈ G there exists mτ,j ∈ N such that
#{i : τ ∈ ωi,j} = mτ,j, 0 ≤ j ≤ 2.
We set
Mj := max
τ
mτ,j, 0 ≤ j ≤ 2. (3.7)
3.2 Construction of the Localized AL Basis
This section is devoted to the explicit construction of the AL basis. We will first
set up a high-dimensional generalized finite element space which will then be ap-
proximated by a low-dimensional space. A key tool for this approximation is the
space of locally L-harmonic functions.
3.2.1 Construction of Local Approximation Spaces
Idea
xi
ωi,2
Figure 3.4: The patch ωi,2 for d = 2. The blue
dashed triangles belong to Gi,1 and the red ones
are elements of the refined mesh Rt(Gfari ).
In order to construct the AL basis
functions we want to set up two low-
dimensional local approximation spaces
on each patch ωi,2 (1 ≤ i ≤ n). The space
V neari which corresponds to the nearfield
part is constructed using sources within
the coarse mesh Gi,1. By sources we mean
local right-hand sides which are mapped
back by the localized and approximated
solution operator. Since the right-hand
3.2 Construction of the Localized AL Basis 47
side is assumed to be in L2(Ω) we take the characteristic functions as sources.15
For the farfield part we first set up an intermediate space Xfari using sources within
the refined mesh Rt(Gfari ) with t = dlb 1Hi e. X
far
i is the high-dimensional space of
locally L-harmonic functions and can be approximated by a low-dimensional space
V neari .
Construction in Detail
Let G be a conforming finite element mesh satisfying Assumption 1.4.1. Fix
i ∈ I := {1, . . . , n}. The construction of the space V neari respectively Xfari goes as
follows. Using the notation from the previous section we set
S0(G) := span {χτ : τ ∈ G} , (3.8)
where χτ : Ω→ R is the characteristic function for the simplex τ ∈ G and H is the
global mesh width (cf. Definition 1.3.2). S0(G) is the space of piecewise constant
functions on G. Furthermore we define the space
Si,2 := {u|ωi,2 : u ∈ Sfine ∧ suppu ⊂ ωi,2}, (3.9)
where Sfine is some finite-dimensional fine-scale space satisfying
Sfine ⊂ H1(Ω).
In the error analysis it will turn out that in order to get a linear convergence rate
in the H1-norm the space Sfine has to be chosen such that
sup
f∈L2(ωi,2)\{0}
inf
v∈Si,2
∥∥∥L−1ωi,2f − v∥∥∥
H1(ωi,2)
‖f‖L2(ωi,2)
≤ CapxH2i
holds, where Hi is the local mesh width (cf. (3.3)) and the constant Capx is inde-
pendent of Hi and f .
The local approximation spaces are constructed by solving conventional finite el-
ement problems. For the nearfield part, i.e. τ ∈ Gi,1, we want to find B˜i,τ ∈ Si,2
such that ∫
ωi,2
〈A∇B˜i,τ ,∇v〉 =
∫
ωi,2
χτv ∀ v ∈ Si,2. (3.10)
Then we set
Bi,τ := biB˜i,τ
and finally our local approximation space for the nearfield part can be defined as
V neari := span{Bi,τ : τ ∈ Gi,1}.
15Note that the space of piecewise constant functions is dense in L2 (cf. [69, p. 146]).
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The construction of the local approximation space for the farfield part can be done
analogously, but the error analysis shows that for preserving the linear convergence
rate of the method we have to refine the mesh Gfari . Thus for τ ∈ Rt(Gfari ) we are
seeking B˜i,τ ∈ Si,2 such that∫
ωi,2
〈A∇B˜i,τ ,∇v〉 =
∫
ωi,2
χτv ∀ v ∈ Si,2.
The error analysis will show that the refinement parameter t has to be chosen as
t = dlb 1
Hi
e (cf. Chapter 5). We set
Xfari := span{B˜i,τ |ωi,1 : τ ∈ Rt(Gfari )}.
The space Xfari is high-dimensional and consists of locally L-harmonic functions
(cf. Remark 3.2.10). It can be approximated by a space of much smaller dimension.
Remark 3.2.1. Note that the construction of V neari and X
far
i also works if ωi,2
touches the boundary of Ω, i.e. if ∂ωi,2 ∩ ∂Ω 6= ∅. This is true since Si,2 ⊂ H10 (Ω).
In order to illustrate how the functions B˜i,τ may look like, we consider again the
one-dimensional case of a periodic coefficient as in Example 2.1.3.
Example 3.2.2. Let Ω = (0, 1), f = 1 and let the diffusion coeffient A be given
by
A(x) :=
(
2 + cos
(
2pi
x

))−1
for some small parameter  > 0. We set  = 2−4 and define
G := {τi : i = 1, . . . , 8}
with τi :=
[
i−1
8
, i
8
]
. We choose
Sfine := {u ∈ H1(Ω) : u|τ ∈ P1 ∀ τ ∈ Gfine}
with
Gfine := {[(j − 1)2, j2] : j = 1, ..., −2}.
As an example we compute the functions B˜i,τ for i = 4, i.e. we calculate the
functions corresponding to the node 1
2
. The mesh G4,1 is given by
G4,1 = {τi : i = 3, . . . , 6}
and ω4,2 =
[
1
8
, 7
8
]
. Moreover we have
S4,2 :=
{
u|[ 18 , 78 ] : u ∈ Sfine ∧ suppu ⊂
[
1
8
,
7
8
]}
.
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We define B˜i := B˜4,τi and Bi := biB˜i. For the construction of V near4 we have to
solve the following finite element problems: Find B˜i ∈ S4,2 such that
7
8∫
1
8
AB˜
′
iv
′ dx =
i
8∫
i−1
8
v dx ∀ v ∈ S4,2, i = 3, . . . , 6.
We solved these problems by linear finite elements. Figure 3.5 depicts the func-
tions B˜i having global support in
[
1
8
, 7
8
]
as well as the basis functions of V near4
with support
[
3
8
, 5
8
]
. Since we are dealing with a periodic coefficient the functions
corresponding to i = 3, 6 respectively i = 4, 5 are symmetric with respect to the
axis x = 1
2
. One can see that the fine-scale features of the problem, namely the
oscillations are incorporated in the basis functions.
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(a) The functions B˜i for i = 3, . . . , 6.
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(b) The basis functions of V near4 .
Figure 3.5: The basis functions for the nearfield part using a periodic coefficient.
In a next step we construct the basis functions of Xfar4 . In our example we have
chosen Hi = 18 and thus we have t = dlb 8e = 3. Hence the refined mesh is given
by
R3(Gfari ) := {σi : i = 1, . . . , 16}
with
σi :=
{[
1
8
+ i−1
64
, 1
8
+ i
64
]
i = 1, . . . , 8[
3
4
+ i−1
64
, 3
4
+ i
64
]
i = 9, . . . , 16.
For the construction ofXnear4 we have to solve the following finite element problems:
Find B˜i := B˜i,σi ∈ S4,2 such that
7
8∫
1
8
AB˜
′
iv
′ dx =
∫
σi
v dx ∀ v ∈ S4,2, i = 1, . . . , 16.
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We solved these problems again by linear finite elements. Figure 3.6 illustrates
the functions B˜i as well as the corresponding functions of Xfar4 . They have global
support in
[
1
8
, 7
8
]
respectively
[
1
4
, 3
4
]
. As for the nearfield part one observes that
the oscillations of A are incorporated in the basis functions of Xfar4 .
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(a) The basis functions B˜i for i = 1, . . . , 8.
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(b) The basis functions B˜i for i = 9, . . . , 16.
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(c) The basis functions of Xfar4 corre-
sponding to i = 1, . . . , 8.
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(d) The basis functions of Xfar4 corre-
sponding to i = 9, . . . , 16.
Figure 3.6: The basis functions for the farfield part using a periodic coefficient.
3.2.2 Locally L-harmonic Functions
Before we give an explicit construction for the approximation of Xfari we first in-
troduce the class of locally L-harmonic functions and summarize some important
properties of these functions.
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Let D be a domain intersecting Ω. We set
DΩ := D ∩ Ω. (3.11)
The boundary ∂DΩ consists of two parts
Γ0(D) := D ∩ ∂Ω, Γ1(D) := ∂DΩ\Γ0(D). (3.12)
Note that Γ0(D) = ∅ if D ⊂ Ω whereas Γ1(D) = ∅ if D ⊃ Ω. The latter case is of
no interest for us.
Ω
D
Γ0
Γ1
(a) General
situation.
Ω D
Γ1
(b) D ⊂ Ω
Ω
D
Γ0
(c) D ⊃ Ω
Figure 3.7: A domain D intersecting Ω and the corresponding boundary parts Γ0
(green, dashed line) and Γ1 (red, dash-dotted line).
Now, we can introduce the space of locally L-harmonic functions.
Definition 3.2.3 (locally L-harmonic functions). Let D ⊆ Rd, d ∈ {1, 2, 3},
be a domain (that may be unrelated to Ω), a(·, ·) as in (2.1) and Γ1(D) as in
(3.12). A function u ∈ L2(D) is called locally L-harmonic on D if for all K ⊆ D
with dist(K,Γ1(D)) > 0 the following conditions hold:
u|K ∈ H1(K),
a(v, u|Ω) = 0 ∀ v ∈ H10 (Ω) with supp v ⊆ K ∩ Ω,
u|D\Ω = 0.
The space of all locally L-harmonic functions on D is denoted by X(D).
Remark 3.2.4. Let D′ ⊂ D be two domains intersecting Ω. Note that functions
from X(D) and X(D′) vanish in D\Ω and D′\Ω. Hence, as long as DΩ = D′Ω (cf.
(3.11)) and Γ0 = Γ′0 holds, differences in D\Ω and D′\Ω are not relevant.
The following lemma shows that for any function u ∈ X(D) and for any domain
K ⊂ D with dist(K,Γ1(D)) > 0 we can bound ‖∇u‖L2(K∩Ω) in terms of the
L2-norm over DΩ (cf. [30, Lemma 2.4] and [34, Lemma 1]). It is important to note
that K is not allowed to touch Γ1(D) but K may contain parts of Γ0(D).
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Lemma 3.2.5 (Caccioppoli inequality). Let u ∈ X(D), Γ1(D) as in (3.12) and
let K ⊆ D be a domain with dist(K,Γ1(D)) > 0. Then we have u|K∩Ω ∈ H1(K∩Ω)
and
‖∇u‖L2(K∩Ω) ≤
√
β
α
4
dist(K,Γ1(D))
‖u‖L2(DΩ)
with α, β as in (2.2) and DΩ as in (3.11).
The proof can be found in [30, Lemma 2.4].
Using the previous lemma the following important property of X(D) can be shown.
Lemma 3.2.6. The space X(D) is closed in L2(D).
For a proof we refer to [30, Lemma 2.2].
The basic approximation result is as follows.
Lemma 3.2.7 (finite-dimensional approximation I). Let D ⊂ Rd, d ∈ {1, 2, 3},
be a convex domain and X a closed subspace of L2(D). Then for any k ∈ N there
is a subspace Vk ⊂ X satisfying dimVk ≤ k such that
inf
v∈Vk
‖u− v‖L2(D) ≤ capprdiam(D)d√k ‖∇u‖L2(D) ∀u ∈ X ∩H
1(D),
with cappr = 2
d√2
pi
.
The proof can be found in [30, Lemma 2.1].
The following lemma tells us a sufficient condition for the dimension of a finite-
dimensional subspace to approximate a function from X(D) in a subdomain D2 of
D up to a certain error.
Lemma 3.2.8 (finite-dimensional approximation II). Let D, Γ1(D), DΩ and
X(D) be as in Lemma 3.2.5 and assume that D2 ⊂ D is a convex domain such
that
dist(D2, ∂D) ≥ η diam(D2) > 0
for some constant η (cf. Remark 3.2.9). Then for any M > 1 there is a subspace
W ⊂ X(D2) so that
inf
w∈W
‖u− w‖L2(D2) ≤
1
M
‖u‖L2(DΩ) ∀u ∈ X(D)
and
dimW ≤ cdηdlogMed+1 + dlogMe, cη = 4ecappr
√
β
α
1 + 2η
η
, (3.13)
with cappr as in Lemma 3.2.7.
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The proof can be found in [30, Lemma 2.6].
Remark 3.2.9.
a) As already mentioned in [30, p. 6] the restriction to convex domains D in
Lemma 3.2.7 and Lemma 3.2.8 is due to the application of the convex version
of Poincaré’s inequality in the proof. However, Poincaré’s inequality holds
whenever the embedding W 1,p(D) ↪→ Lp(D) is compact (cf. Theorem 1.1.23,
Footnote 5 and Remark 1.1.24).
b) The factor 1+2η
η
in (3.13) shows that η should be of order O(1).
Remark 3.2.10. The functions in Xfari are locally L-harmonic on int(ωi,1), i.e.
any v ∈ Xfari satisfies∫
ωi,1
〈A∇v,∇w〉 = 0 ∀w ∈ Si,1 := {w|ωi,1 : w ∈ Sfine ∧ suppw ⊂ ωi,1}.
Hence, it can be approximated by a low-dimensional space.
3.2.3 Approximation of Xfari
Our goal is to approximate the space Xfari by a low-dimensional space V
far
i . For
this purpose we use the construction which has been suggested in [30, proofs of
Lemma 2.1 and Lemma 2.6]. We distinguish two cases. First we consider the case
ωi ∩ ∂Ω = ∅ and afterwards we explain the construction for ωi ∩ ∂Ω 6= ∅.
Construction for ωi in the interior of Ω
Let ωi, ωi,1 as in (3.1). We introduce intermediate layers between ωi and ωi,1.
Therefore we set ri,1 := dist(ωi, ∂ωi,1) and
ri,j :=
(
1− j − 1
`− 1
)
ri,1, 2 ≤ j ≤ `,
where ` will be fixed later. It holds ri,1 > ri,2 > · · · > ri,` = 0. The intermediate
layers are given by
Di,0 := ωi,1
Di,j := {x ∈ ωi,1 : dist(x, ωi) ≤ ri,j} , 1 ≤ j ≤ `,
and satisfy ωi = Di,` ⊂ Di,`−1 ⊂ · · · ⊂ Di,1 ⊂ Di,0 = ωi,1 (see Figure 3.8). If ωi
and ωi,1 are convex, then also the domains Di,j are convex for all 0 ≤ j ≤ `. Since
X(Di,j) is closed in L2(Di,j) (see Lemma 3.2.6), we know by Lemma 3.2.7 (cf. also
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Figure 3.8: The intermediate layers be-
tween ωi (solid green line) and ωi,1 (solid
blue line) for ` = 4. The dashed line corre-
sponds to Di,1, the dotted one to Di,2 and
the dash-dotted one represents Di,3.
xi
Remark 3.2.9 a)) that for any κj ∈ N there exists a subspace Vκj ⊂ X(Di,j) such
that dimVκj ≤ κj and the estimate
inf
v∈Vκj
‖u− v‖L2(Di,j) ≤ C
diam(Di,j)
d
√
κj
‖∇u‖L2(Di,j)
is satisfied.16 In order to construct these subspaces Vκj =: V˜
far
i,j for 1 ≤ j ≤ ` we
use L2-orthogonal projections onto Xfari (cf. [30, proof of Lemma 2.1]).
Figure 3.9: The intersection of a layer
Di,j with a Cartesian tensor mesh Gρ.
The dashed red line corresponds to Di,j
for some j ∈ {1, 2, . . . , `}. All elements
which are contained in the shaded region
belong to the mesh G˜i,j.
xi
We set κj =: kd, where k ∈ N will be fixed later. For ρ > 0 let Gρ denote a Cartesian
tensor mesh on Rd, d ∈ {1, 2, 3}, which consists of d-dimensional elements with side
length ρ. Then define
G˜i,j :=
{
Di,j ∩ τ : τ ∈ Gρ with ρ := diam(Di,j)
k
}
, 1 ≤ j ≤ `
(see Figure 3.9) and
V˜ fari,j := span
{
(Piχt)|ωi : t ∈ G˜i,j
}
,
16Note that the constant C depends on Poincaré’s constant and hence on the shape of Di,j . If
Di,j is convex, then C = cappr (cf. Lemma 3.2.7).
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where Pi : L2(ωi,2)→ Xfari is the L2-orthogonal projection. We set
V˜ fari := V˜
far
i,1 + V˜
far
i,2 + · · ·+ V˜ fari,` (3.14)
and finally,
V fari :=
{
biv : v ∈ V˜ fari
}
.
Construction for ωi touching the boundary ∂Ω
We set ri,1 := dist(ωi, ∂ωi,1\∂Ω) and as above
ri,j :=
(
1− j − 1
`− 1
)
ri,1, 2 ≤ j ≤ `,
where ` will be fixed later. It holds ri,1 > ri,2 > · · · > ri,` = 0. The intermediate
layers are given by
Di,0 := ωi,1 ∪ {x ∈ Rd : dist(x, ωi) ≤ ri,1}
Di,j :=
{
x ∈ Rd : dist(x, ωi) ≤ ri,j
}
, 1 ≤ j ≤ `,
and satisfy ωi = Di,` ⊂ Di,`−1 ⊂ · · · ⊂ Di,1 ⊂ Di,0 (see Figure 3.10).
The remaining part of the construction is exactly the same as in the previous case.
xi
Figure 3.10: The layers Di,j for
` = 4. The dashed line corresponds
to Di,1, the dotted one to Di,2 and the
dash-dotted one represents Di,3. The
solid red line represents ∂Ω.
Remark 3.2.11. It would be advantageous to construct convex setsDi,j, 0 ≤ j ≤ `
(cf. Remark 3.2.9). If the geometry of ωi,1 and ωi is such that
conv(ωi) ∩ (Ω \ ωi) = ∅
conv(ωi,1) ∩ (Ω \ ωi,1) = ∅,
where conv(M) denotes the convex hull of a set M ⊂ Rd, then one can define the
layers Di,j as follows:
Di,0 := conv(ωi,1 ∪ {x ∈ Rd : dist(x, conv(ωi)) ≤ ri,1})
Di,j := {x ∈ Rd : dist(x, conv(ωi)) ≤ ri,j}
(cf. Figure 3.11).
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Figure 3.11: Convex layers Di,j for
` = 4. The dashed line corresponds
to Di,1, the dotted one to Di,2, the
dash-dotted one represents Di,3 and
the solid green line Di,4 = conv(ωi).
The solid red line represents ∂Ω.
xi
3.2.4 Definition of the AL Basis
Remark 3.2.12. Since bi ∈ W 1,∞0 (ωi) and Xfari ⊂ H1(ωi,1) we conclude that
biv ∈ H10 (ωi) for all v ∈ V˜ fari . Thus, we can identify biv by its extension by zero to
a function (again denoted by biv) in H10 (Ω). In this sense we have
V fari ⊂ H10 (Ω), dimV fari ≤
∑`
j=1
#G˜i,j ≤
∑`
j=1
kd = `kd.
Definition 3.2.13 (AL basis). For any support ωi (cf. (2.4)) the set of AL basis
functions consists of
V neari := span
{
biB˜i,τ : τ ∈ Gi,1
}
where B˜i,τ is the solution of problem (3.10) and of
V fari :=
{
biv : v ∈ V˜ fari
}
.
The general notation is bi,j, 1 ≤ j ≤ si, 1 ≤ i ≤ n, where si := dim(V neari + V fari ).
The corresponding generalized finite element space VAL is given by
VAL :=
(
V near1 + V
far
1
)
+
(
V near2 + V
far
2
)
+ · · ·+ (V nearn + V farn ) . (3.15)
Remark 3.2.14. In the error analysis it will turn out that si should be chosen of
order O(log( 1
Hi
)d+1) (cf. Chapter 5).
The Galerkin discretization for the generalized finite element space VAL is given by
seeking uGALAL ∈ VAL such that
a(uGALAL , v) = F (v) ∀ v ∈ VAL. (3.16)
Problem (3.16) has a unique solution and is equivalent to a system of linear equa-
tions of the form
n∑
i=1
si∑
j=1
a(bk,`, bi,j)ci,j = F (bk,`), 1 ≤ ` ≤ si, 1 ≤ k ≤ n (3.17)
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or
Bc = F
where B is the stiffness matrix, whose elements are
B(`, k; j, i) := a(bk,`, bi,j) =
∫
ωi∩ωk
〈A∇bk,`,∇bi,j〉
and F is the load vector which is defined as
F (k; `) :=
∫
ωk
fbk,`.
If c := {ci,j} is a solution of (3.17), then uGALAL can be written as
uGALAL =
n∑
i=1
si∑
j=1
ci,jbi,j.
3.2.5 Algorithmic Realization and Computational Cost
Algorithm
For every i ∈ {1, . . . , n} we have to compute the following:
1. For every τ ∈ Gi,1 solve the finite element problem: Find B˜i,τ ∈ Si,2 such that∫
ωi,2
〈A∇B˜i,τ ,∇v〉 =
∫
ωi,2
χτv ∀ v ∈ Si,2. (3.18)
2. Set V neari := span{biB˜i,τ : τ ∈ Gi,1}.
3. For every τ ∈ Rt(Gfari ) with t = dlb 1Hi e solve the finite element problem:
Find B˜i,τ ∈ Si,2 such that∫
ωi,2
〈A∇B˜i,τ ,∇v〉 =
∫
ωi,2
χτv ∀ v ∈ Si,2.
Define Xfari := span{B˜i,τ |ωi,1 : τ ∈ Rt(Gfari )}.
4. Calculate the Gramian matrix Mi of the L2-orthogonal projection Pi which
maps L2(ωi,2) onto Xfari . The entries of Mi are given by
mi,τ,σ = 〈B˜i,τ , B˜i,σ〉L2(ωi,1) τ, σ ∈ Rt(Gfari ).
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5. Construct V˜ fari,j for 1 ≤ j ≤ `: For every s ∈ G˜i,j solve a system of linear
equations of the form∑
τ∈Rt(Gfari )
cs,τmi,τ,σ = 〈χs, B˜i,σ〉L2(ωi) σ ∈ Rt(Gfari ) (3.19)
and define V˜ fari,j := span{vi,j : vi,j =
∑
τ∈Rt(Gfari ) cs,τ B˜i,τ , s ∈ G˜i,j}.
6. Set V˜ fari := V˜
far
i,1 + V˜
far
i,2 + · · ·+ V˜ fari,` .
7. Set V fari := span{bivi,j : vi,j =
∑
τ∈Rt(Gfari ) cs,τ B˜i,τ , s ∈ G˜i,j}.
Finally we set VAL := (V near1 + V
far
1 ) + (V
near
2 + V
far
2 ) + · · · + (V nearn + V farn ) and
solve the system of linear equations (3.17). Note that the computation of the
local approximation spaces V neari respectively V
far
i can be done in parallel for each
subdomain ωi,2.
Remark 3.2.15. It can happen that the functions B˜i,τ |ωi,1 , τ ∈ Rt(Gfari ) are
nearly linearly dependent which leads to severely ill-conditioned linear systems
(3.19). In this case we recommend to apply a singular value decomposition (SVD)
to the matrixMi and to drop away all the basis functions corresponding to singular
values which are “almost zero”. Since we are only interested in the singular values
ofMi and do not need the orthogonal matrices of the SVD, the computational cost
of the SVD is 8/3(#(Rt(Gfari )))3 operations according to [58].
Moreover it can also happen that the functions biB˜i,τ with τ ∈ Gi,1, 1 ≤ i ≤ n,
respectively bivi,j with vi,j =
∑
τ∈Rt(Gfari ) cs,τ B˜i,τ and s ∈ G˜i,j, 1 ≤ j ≤ `, 1 ≤ i ≤ n
are nearly linearly dependent which results in an ill-conditioned stiffness matrix
B in (3.17). In this case we recommend to apply a SVD to B and to drop away
all the columns and rows of B corresponding to singular values which are “almost
zero”. The computational cost of the SVD is 8/3(
∑n
i=1 si)
3 operations (see [58]).
Alternatively one can use a specialized direct solver based on elimination or an
iterative solver. For further details we refer to Subsection 2.2.3 and the literature
cited there.
Computational Cost
Define Ni,2 := dimSi,2. The cost for setting up the stiffness matrix for prob-
lem (3.18) is of order O(Ni,2). Hence the numerical cost of the construction of
{B˜i,τ : τ ∈ Gi,1} is of order O(#Gi,1 · Ni,2). The space Si,2 depends on the space
Sfine which has to be chosen such that the assumption
sup
f∈L2(ωi,2)\{0}
inf
v∈Si,2
∥∥∥L−1ωi,2f − v∥∥∥
H1(ωi,2)
‖f‖L2(ωi,2)
≤ CapxH2i ,
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holds (cf. Chapter 5). This assumption strongly depends on the structure of the
coefficient A. If A is smooth but highly oscillatory, i.e.
‖∇A‖L∞(Ω) ≤ C−1
for some small  > 0 and the coarse mesh width satisfies H <∼ , then the results
in [103] show that Sfine can be chosen as the continuous, piecewise linear finite
element space on a refined mesh of mesh width h = H2. Instead of refining the
local mesh one could increase the polynomial degree of the finite elements. In
certain situations (cf. [103]) the cost then grows only algebraically in log 1
H
.
Analogously to step 1 we get a cost of O(#Rt(Gfari ) ·Ni,2) for the construction of
Xfari . Since t = dlb 1Hi e we have
#Rt(Gfari ) = 2dt#Gfari = H−di #Gfari
and thus the computational cost for setting up Xfari is of order O(H
−d
i #Gfari ·Ni,2).
For the approximation of Xfari we need to calculate the Gramian matrix Mi of
the L2-orthogonal projection Pi. The computation of each entry needs O(Ni,2)
operations. Therefore the computational complexity to get the whole matrix is
O(Ni,2 · (#Rt(Gfari ))2) = O(Ni,2 · H−2di (#Gfari )2). Note that the functions B˜i,τ
usually have global support in ωi,1 and thus Mi is a dense matrix.
For the construction of V˜ fari,j one has to solve #G˜i,j systems of linear equations
(3.19). Note that #G˜i,j ≤ kd with k as in Remark 3.2.16. Solving (3.19) with
standard techniques results in a cost of O((#Rt(Gfari ))3) = O(H−3di (#Gfari )3) and
thus the computation of V˜ fari,j costs approximately O(kdH
−3d
i (#Gfari )3) operations,
which is very costly. Another possibility is to use H-matrix techniques. Results
about the approximation of the inverse Gramian matrix can be found in [30].
For j1 6= j2 the construction of V˜i,j1 is independent of the computation of V˜i,j2 and
hence V˜i,j can be computed in parallel for each j. Moreover observe that ` is as in
Remark 3.2.16.
Remark 3.2.16. In the error analysis it will turn out that ` should be chosen as
` := max
{
2,
⌈
2
log 2
log
1
Hi
⌉}
with Hi := maxτ∈Gi,2 hτ and k as
k :=
⌈
2c0`
2
(`− 1)
⌉
for some c0 = O(1). In Figure 3.12 the parameters ` and k are depicted as functions
of Hi.
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Figure 3.12: On the x-axis the mesh width Hi is depicted and the y-axis shows
the corresponding ` and k. We have set c0 = 1.
Chapter 4
Tools from Functional Analysis
In this chapter we introduce two key tools for the error analysis of our method.
First we investigate the regularity of the Poisson problem with L∞-coefficient and
in the second part we construct an appropriate cutoff function χi.
4.1 W 1,p-Regularity of the Poisson Problem with
L∞-Coefficient
For the error analysis of our method which has been introduced in Chapter 3 we
need some regularity assumptions on the solution of (2.1) if the spatial dimension
d ≥ 2. More precisely, we need that ∇u is in Lq(Ω) (2 < q < ∞), where u is
the solution of (2.1). Therefore we first discuss which conditions are sufficient for
∇u to be in Lq(Ω) combining the results of [106] and [33]. In the second part of
this section we investigate the regularity of the solution of a homogeneous Poisson
problem. These results are based on the theory of [106] and [91] and will be used
for the construction of an appropriate cutoff function χi (cf. Section 4.2) which is
a key tool in our error analysis.
4.1.1 The Inhomogeneous Case
Let u be the solution of the elliptic partial differential equation (2.1). We want to
investigate the following question: What are sufficient conditions on A, Ω and the
right-hand side F for ∇u ∈ Lq(Ω) for some 2 < q <∞?
First we discuss Laplace’s equation, i.e. the case A = I. Thus consider the following
problem in variational form: Find w ∈ H10 (Ω) such that∫
Ω
〈∇w,∇v〉 = F (v) ∀ v ∈ H10 (Ω), (4.1)
where F ∈ W−1,q(Ω). In [106] the following theorems can be found which state
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that the solution of (4.1) is in W 1,q0 (Ω) provided that F ∈ W−1,q(Ω), 1 < q < ∞
and Ω is a bounded domain with C1-boundary.
Theorem 4.1.1. Let Ω ⊂ Rd (d ≥ 2) be a bounded domain and let ∂Ω ∈ C1. Let
1 < q <∞ and q′ = q/(q − 1). Then there exists a constant Cq > 0 such that
‖∇ψ‖Lq(Ω) ≤ Cq sup
06=φ∈W 1,q′0 (Ω)
∣∣∫
Ω
〈∇ψ,∇φ〉∣∣
‖∇φ‖Lq′ (Ω)
holds for all ψ ∈ W 1,q0 (Ω).
The proof can be found in [106, p. 64ff.].
Theorem 4.1.2 ([106]). Let Ω ⊂ Rd (d ≥ 2) be a bounded domain and let
∂Ω ∈ C1. Let 1 < q < ∞ and q′ = q/(q − 1). Then for every F ∈ W−1,q(Ω)
there exists a unique ψ ∈ W 1,q0 (Ω) such that
F (φ) =
∫
Ω
〈∇ψ,∇φ〉 ∀φ ∈ W 1,q′0 (Ω).
Moreover with Cq as in Theorem 4.1.1 it holds that
C−1q ‖∇ψ‖Lq(Ω) ≤ ‖F‖W−1,q(Ω) ≤ ‖∇ψ‖Lq(Ω) (4.2)
with
‖F‖W−1,q(Ω) := sup
φ∈W 1,q′0 (Ω)
‖φ‖
W1,q
′
(Ω)
≤1
∣∣∣∣∣∣
∫
Ω
〈∇ψ,∇φ〉
∣∣∣∣∣∣ .
Remark 4.1.3.
a) Dividing inequality (4.2) by ‖∇ψ‖Lq(Ω) yields C−1q ≤ 1 and thus Cq ≥ 1.
b) In [75, Theorem 1.2] it is shown that for any d ≥ 2 there exists a domain
Ω ⊂ Rd with ∂Ω ∈ C1 and a right-hand side F ∈ W−1+1/q,q(Ω) such that
the solution u does not belong to W 1+1/q,q0 (Ω) for all q, 1 < q < ∞. This
counterexample proves that the estimate of Theorem 4.1.1 is sharp.
Before we can give analogous results for the solution of (2.1) with uniformly elliptic
A ∈ L∞(Ω,Rd×dsym), we have to introduce some notation.
Let 2 < Q <∞ be fixed. By Theorems 4.1.1 and 4.1.2 (cf. Remark 4.1.3) we know
that for a bounded domain Ω with ∂Ω ∈ C1 there exists a constant KQ ≥ 1 such
that the solution of (4.1) satisfies
‖∇w‖LQ(Ω) ≤ KQ‖F‖W−1,Q(Ω). (4.3)
4.1 W 1,p-Regularity of the Poisson Problem with L∞-Coefficient 63
KQ depends only on Ω and Q. It can be defined as
1
KQ
= inf
w∈W 1,Q0 (Ω)
‖w‖
W1,Q(Ω)
=1
sup
φ∈W 1,Q′0 (Ω)
‖φ‖
W1,Q
′
(Ω)
=1
∣∣∣∣∣∣
∫
Ω
〈∇w,∇φ〉
∣∣∣∣∣∣ .
K2 = 1 and for Q > 2 it is non-decreasing and continuous in Q (cf. [91]).
For 2 ≤ q ≤ Q we define
η(q) :=
1/2− 1/q
1/2− 1/Q.
2 Q
0
1
(a) The function η(q) for 2 ≤ q ≤ Q.
2 Q
0
KQ
−1
1
(b) The function K−η(q)Q for 2 ≤ q ≤ Q.
0 1−KQ
−1 1
2
Q
(c) The function q∗(t) for 0 ≤ t ≤ 1.
Figure 4.1: The functions η(q), K−η(q)Q and q
∗(t).
It can be seen in Figure 4.1 that η(q) increases from the value zero at q = 2 to the
value one at q = Q. Furthermore for any t ∈ [0, 1], we set
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q∗(t) := arg max
{
K
−η(q)
Q ≥ 1− t : 2 ≤ q ≤ Q
}
. (4.4)
Figure 4.1 illustrates that the function K−η(q)Q decreases from the value 1 at q = 2
to the value 1/KQ at q = Q. The function q∗(t) takes the value 2 at t = 0, increases
then to the value Q at t = 1− 1/KQ and remains constant for t ∈ [1− 1/KQ, 1].
Writing A as a perturbation of the identity and deducing the Lq-bound of ∇u from
the Lq-bound for the solution of Laplace’s equation we obtain the following result
for a general L∞-coefficient A (see [33] and [91]):
Theorem 4.1.4. Assume that F and Ω are such that for some Q > 2 and some
constant KQ, the solution u ∈ H10 (Ω) of problem (4.1) satisfies (4.3) whenever
F ∈ W−1,Q(Ω). If (2.2) is valid for A ∈ L∞ (Ω,Rd×dsym), then the solution u ∈ H10 (Ω)
of (2.1) satisfies
‖∇u‖Lq(Ω) ≤ C‖F‖W−1,q(Ω)
provided 2 ≤ q < q∗(α/β) with q∗ as in (4.4) and C := 1
β
K
η(q)
Q
1−Kη(q)Q (1−αβ )
.
The proof can be found in [33, Proposition 1] and [91, Theorem 1].
Corollary 4.1.5. Let Ω ⊂ Rd (d ≥ 2) be a bounded domain and let ∂Ω ∈ C1. If
A ∈ L∞ (Ω,Rd×dsym) satisfies (2.2) and F ∈ W−1,Q(Ω) for some Q > 2, then for the
solution u ∈ H10 (Ω) of (2.1) the estimate
‖∇u‖Lq(Ω) ≤ C‖F‖W−1,q(Ω)
holds provided 2 ≤ q < q∗(α/β) with q∗ as in (4.4) and C := 1
β
K
η(q)
Q
1−Kη(q)Q (1−αβ )
.
Proof. By Theorem 4.1.2 we know that for a bounded domain Ω with ∂Ω ∈ C1
inequality (4.3) holds for any 1 < Q < ∞. Hence, by Theorem 4.1.4 the claim
follows immediately.
Remark 4.1.6. Let Q ∈ (2,∞) be fixed and KQ as in (4.3). If the coefficient A
is such that α/β ∈ [1 − 1/KQ, 1] and F ∈ W−1,Q(Ω), then the solution of (2.1)
satisfies the estimate
‖∇u‖Lq(Ω) ≤ C‖F‖W−1,q(Ω), C = 1
β
K
η(q)
Q
1−Kη(q)Q
(
1− α
β
)
for 2 ≤ q < Q = q∗(α/β) with q∗ as in (4.4). This is due to the fact that the
function q∗ takes the value Q at 1 − 1/KQ and remains constant in the interval
[1− 1/KQ, 1] (cf. Figure 4.1).
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Note that for a given coefficient A ∈ L∞ (Ω,Rd×dsym) one can always determine a
Q > 2 such that α/β ∈ [1 − 1/KQ, 1]. The Q depends only on the size of the
jumps in the coefficient. For constant coefficients Q can be chosen arbitrarily close
to infinity, whereas for coefficients with large jumps Q is close to 2. This can be
illustrated by the following two-dimensional example from [65] which was originally
introduced in [76].
Example 4.1.7 (Kellogg problem). Let Ω be the unit disk and β > 1. Further
we define γ := arctan(β−1)/(pi/4) and
g(θ) :=

− cos(γ(pi/4− θ))/β θ ∈ [0, pi/2)
− sin(γ(3pi/4− θ)) θ ∈ [pi/2, pi)
cos(γ(5pi/4− θ))/β θ ∈ [pi, 3pi/2)
sin(γ(7pi/4− θ)) θ ∈ [3pi/2, 2pi).
We consider problem (2.1) with f = (4− γ2)Ag and
A(θ) :=
{
β2 θ ∈ [0, pi/2) ∪ [pi, 3pi/2)
1 θ ∈ [pi/2, pi) ∪ [3pi/2, 2pi).
The solution is given by
u = (rγ − r2)g(θ)
and satisfies u ∈ H1+γ−(Ω) for any  > 0. γ depends on the size of the jumps in
the coefficient. By increasing β it can be made as small as we like.
A = β2A = 1
A = β2 A = 1
Figure 4.2: The Kellogg problem.
If γ tends to zero, we have u ∈ H1(Ω), but u /∈ W 1,Q(Ω) for any Q > 2. This can
be seen as follows. We assume that there exists Q > 2 such that u ∈ W 1,Q(Ω).
Then we have γQ−Q + 2 > 0 and it follows that γQ > Q− 2 > 0. This leads to
0 > Q− 2 > 0 for γ → 0 which is a contradiction.
Remark 4.1.8. According to [75] the following result holds for a bounded Lip-
schitz domain Ω ⊂ Rd: There is an exponent Q > 4 when d = 2 and Q > 3 when
d ≥ 3 such that the solution u of problem (4.1) satisfies u ∈ W 1,Q0 (Ω) and
‖∇u‖LQ(Ω) ≤ KQ‖F‖W−1,Q(Ω)
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for all F ∈ W−1,Q(Ω). Hence, the results obtained in this section also hold for
bounded Lipschitz domains. However, it is important to note that for bounded
C1-domains the exponent Q can be arbitrarily close to infinity, whereas for bounded
Lipschitz domains this is not the case. Since in Section 4.2 we will employ the the-
ory developed in this section for the construction of an appropriate cutoff function
for d ∈ {2, 3} where Q should be as close as possible to infinity, we formulated all
the results only for C1-domains.
4.1.2 The Homogeneous Case
Next, we want to derive similar estimates for the homogeneous Poisson problem as
we did in the previous subsection for the inhomogeneous one. We will use these
results in Section 4.2 in order to construct an appropriate cutoff function χi. First
we formulate two preparatory lemmas.
Lemma 4.1.9. Let Ω ⊂ Rd (d ≥ 2) be a bounded domain and let ∂Ω ∈ C1. Assume
that A ∈ L∞ (Ω,Rd×dsym) satisfies (2.2). Let Q ∈ (2,∞) be fixed, Q′ = Q/(Q − 1)
and 2 ≤ q < q∗(α/β) with q∗ as in (4.4). Then for all φ ∈ W 1,Q0 (Ω) there exists
ψ ∈ W 1,q0 (Ω) such that∫
Ω
〈∇ψ,∇v〉 =
∫
Ω
〈A−1∇φ,∇v〉 ∀v ∈ W 1,Q′0 (Ω). (4.5)
Proof. Let φ ∈ W 1,Q0 (Ω). In order to prove the existence of a solution ψ ∈ W 1,q0 (Ω)
of problem (4.5) with 2 ≤ q < q∗(α/β) we show the existence of a solution to the
following problem: Find ψ ∈ W 1,q0 (Ω) such that∫
Ω
〈A∇ψ,∇v〉 =
∫
Ω
〈∇φ,∇v〉 =: Φ(v) ∀ v ∈ W 1,Q′0 (Ω).
Using the definition of the W−1,Q(Ω)-norm and by Hölder’s inequality we obtain
‖Φ‖W−1,Q(Ω) = sup
v∈W 1,Q′0 (Ω)
‖v‖
W1,Q
′
(Ω)
≤1
∣∣∣∣∣∣
∫
Ω
〈∇φ,∇v〉
∣∣∣∣∣∣
≤ sup
v∈W 1,Q′0 (Ω)
‖v‖
W1,Q
′
(Ω)
≤1
‖∇φ‖LQ(Ω)‖∇v‖LQ′ (Ω)
≤ ‖∇φ‖LQ(Ω)
<∞
which shows that Φ ∈ W−1,Q(Ω). The last inequality follows since φ ∈ W 1,Q0 (Ω).
Corollary 4.1.5 implies ψ ∈ W 1,q0 (Ω) with 2 ≤ q < q∗(α/β).
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Now, we consider the equation
div (A∇v) = div f in Ω
v = 0 on ∂Ω,
(4.6)
where f ∈ Lp(Ω) and A ∈ L∞ (Ω,Rd×dsym) satisfies the uniform ellipticity condition
(2.2).
In [91] the following Lp-bound on the gradient of the solution of (4.6) is presented.
Lemma 4.1.10. Assume that for A and the domain Ω the condition
inf
ϕ∈W 1,q′0 (Ω)
‖∇ϕ‖
Lq
′
(Ω)
=1
sup
w∈W 1,q0 (Ω)
‖∇w‖Lq(Ω)=1
∫
Ω
〈A∇w,∇ϕ〉 ≥ 1
K˜q
> 0
holds for some fixed q with 2 < q <∞ and a positive constant K˜q. Then equation
(4.6) is uniquely solvable in W 1,p0 (Ω) for each f ∈ Lp(Ω), q′ ≤ p ≤ q, and the
solution satisfies
‖∇v‖Lp(Ω) ≤ K˜q ‖f‖Lp(Ω) .
A proof can be found in [91, p. 196f.].
Remark 4.1.11. Let Ω ⊂ Rd (d ≥ 2) be a bounded domain with ∂Ω ∈ C1. By
Theorem 4.1.1 we know that there exists a constant Cq′ such that
inf
ϕ∈W 1,q′0 (Ω)
‖∇ϕ‖
Lq
′
(Ω)
=1
sup
w∈W 1,q0 (Ω)
‖∇w‖Lq(Ω)=1
∫
Ω
〈∇w,∇ϕ〉 ≥ 1
Cq′
holds for some fixed q with 2 < q < ∞. Hence Lemma 4.1.10 holds for A = I,
where q can be chosen arbitrary close to infinity and K˜q = Cq′ .
Lemma 4.1.12. Let Ω ⊂ Rd (d ≥ 2) be a bounded domain and let ∂Ω ∈ C1.
Further let Q ∈ (2,∞) be fixed and Q′ = Q/(Q−1). Assume that A ∈ L∞ (Ω,Rd×dsym)
satisfies (2.2) and α/β ∈ [1 − 1/KQ, 1] with KQ as in (4.3). Then for some fixed
q with Q′ < q′ ≤ q < Q there exists a constant Cq′ such that
inf
ϕ∈W 1,q′0 (Ω)
‖∇ϕ‖
Lq
′
(Ω)
=1
sup
w∈W 1,q0 (Ω)
‖∇w‖Lq(Ω)=1
∫
Ω
〈A∇w,∇ϕ〉 ≥ α
Cq′KQ′(vol(Ω))
1
q
− 1
Q
> 0. (4.7)
Proof. By Theorem 4.1.1 there exists a constant KQ′ such that the inequality
inf
ϕ∈W 1,Q′0 (Ω)
‖∇ϕ‖
LQ
′
(Ω)
=1
sup
φ∈W 1,Q0 (Ω)
‖∇φ‖
LQ(Ω)
=1
∫
Ω
〈∇ϕ,∇φ〉 ≥ 1
KQ′
(4.8)
68 CHAPTER 4. TOOLS FROM FUNCTIONAL ANALYSIS
holds for 1 < Q < ∞, Q′ = Q/(Q − 1). For ϕ ∈ W 1,Q′0 (Ω) with ‖∇ϕ‖LQ′ (Ω) = 1
let φ ∈ W 1,Q0 (Ω) denote the “supremizer” in (4.8). By Lemma 4.1.9 we know that
for φ ∈ W 1,Q0 (Ω) there exists ψ ∈ W 1,q0 (Ω) with 2 ≤ q < q∗(α/β) and q∗ as in (4.4)
such that ∫
Ω
〈∇ψ,∇v〉 =
∫
Ω
〈A−1∇φ,∇v〉 ∀v ∈ W 1,Q′0 (Ω). (4.9)
The assumption α/β ∈ [1− 1/KQ, 1] implies q∗(α/β) = Q (cf. Figure 4.1). Hence,
ψ ∈ W 1,q0 (Ω) for 2 ≤ q < Q. By Lemma 4.1.10 (cf. Remark 4.1.11) we obtain
‖∇ψ‖Lq(Ω) ≤ KQ′‖A−1∇φ‖Lq(Ω) 2 ≤ q < Q. (4.10)
Moreover due to Theorem 1.1.9, by Hölder’s inequality, by (2.2) and using that
‖∇φ‖LQ(Ω) = 1 we obtain for 2 ≤ q < Q
‖A−1∇φ‖Lq(Ω) ≤ (vol(Ω))
1
q
− 1
Q‖A−1‖L∞(Ω)‖∇φ‖LQ(Ω) ≤ (vol(Ω))
1
q
− 1
Q
α
. (4.11)
Hence, we get by (4.9), (4.10), (4.11) and (4.8)
sup
w∈W 1,q0 (Ω)
∫
Ω
〈A∇ϕ,∇w〉
‖∇w‖Lq(Ω) ≥
∫
Ω
〈A∇ϕ,∇ψ〉
‖∇ψ‖Lq(Ω)
≥
∫
Ω
〈∇ϕ,∇φ〉
KQ′‖A−1∇φ‖Lq(Ω)
≥ α
KQ′(vol(Ω))
1
q
− 1
Q
∫
Ω
〈∇ϕ,∇φ〉
≥ α
Cq′KQ′(vol(Ω))
1
q
− 1
Q
.
Finally, we look at the homogeneous Poisson problem: Find u ∈ H1(Ω) such that
div (A∇u) = 0 in Ω
u = h on ∂Ω
(4.12)
with h ∈ W 1−1/p,p(∂Ω) for some 2 ≤ p < ∞. Based on Lemma 4.1.12 as well as
Lemma 4.1.10 we get the following Lp-estimate for the gradient of the solution u
of (4.12):
Theorem 4.1.13. Let Ω ⊂ Rd (d ≥ 2) be a bounded domain and let ∂Ω ∈ C1.
Further let Q ∈ (2,∞) be fixed and Q′ = Q/(Q−1). Assume that A ∈ L∞ (Ω,Rd×dsym)
satisfies (2.2) and α/β ∈ [1− 1/KQ, 1] with KQ as in (4.3). Then equation (4.12)
is uniquely solvable in W 1,p(Ω) for each h ∈ W 1−1/p,p(∂Ω) with Q′ < p < Q and
the solution satisfies
‖∇u‖Lp(Ω) ≤ C ‖h‖W 1−1/p,p(∂Ω)
with a constant C depending on β, p, and the domain Ω.
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Proof. By Lemma 4.1.12 we know that for some fixed p with Q′ < p < Q there
exists a constant Cp′ such that
inf
ϕ∈W 1,p′0 (Ω)
‖∇ϕ‖
Lp
′
(Ω)
=1
sup
w∈W 1,p0 (Ω)
‖∇w‖Lp(Ω)=1
∫
Ω
〈A∇w,∇ϕ〉 ≥ α
Cp′KQ′(vol(Ω))
1
p
− 1
Q
> 0.
holds. In order to use Lemma 4.1.10 we need to rewrite the partial differential equa-
tion (4.12) into a nonhomogeneous Poisson problem with zero boundary conditions.
Since h ∈ W 1−1/p,p(∂Ω) the trace theory ensures that there exists a continuous trace
lift Zh : W 1−1/p,p(∂Ω) → W 1,p(Ω) such that Zhh = zh (see Theorem 1.1.31). We
set u0 := u− zh. Then (4.12) is equivalent to: Find u0 ∈ H10 (Ω) such that
− div (A∇u0) = div (A∇zh) in Ω
u0 = 0 on ∂Ω.
Since zh ∈ W 1,p(Ω) it follows that ∇zh ∈ Lp(Ω). By assumption we know that
A ∈ L∞ (Ω,Rd×dsym) and therefore A∇zh ∈ Lp(Ω). Applying Lemma 4.1.10, Hölder’s
inequality and because of (2.2) we get for some fixed p with Q′ < p < Q
‖∇u0‖Lp(Ω) ≤ K˜p ‖A∇zh‖Lp(Ω)
≤ K˜p ‖A‖L∞(Ω) ‖∇zh‖Lp(Ω)
≤ K˜pβC˜ ‖h‖W 1−1/p,p(∂Ω)
with β as in (2.2). Hence, for some fixed p with Q′ < p < Q we have
‖∇u‖Lp(Ω) ≤ ‖∇u0‖Lp(Ω) + ‖∇zh‖Lp(Ω) ≤ C ‖h‖W 1−1/p,p(∂Ω)
with a constant C depending on β, p, and the domain Ω.
4.2 The Cutoff Function χi
For the error analysis which will be presented in the next chapter we need to
construct an appropriate cutoff function χi on each annular domain ωfari . This
function can be extended to Ω by setting χi|ωi,1 = 1 and χi|Ω\ωi,2 = 0. It will
turn out in the error analysis that it would be desirable to have χi ∈ W 1,∞(Ω)
as well as div(A∇χi) ∈ L∞(Ω). Therefore we distinguish between two cases,
the one-dimensional case and the case d ∈ {2, 3}. This distinction is necessary
since for d = 1 we are able to construct a suitable cutoff function which satisfies
χi ∈ W 1,∞(Ω) and div(A∇χi) ∈ L∞(Ω) by solving either a biharmonic problem or
a homogeneous Dirichlet problem. For d ∈ {2, 3} we construct the desired cutoff
function by solving homogeneous Dirichlet problems. Based on the theory devel-
oped in the last section we will prove that for d ∈ {2, 3} we have χi ∈ W 1,q(Ω) and
div(A∇χi) ∈ Lq(Ω) for Q′3 < q < Q3 with Q ∈ (2,∞).
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4.2.1 The One-Dimensional Case
Let Ω ⊂ R be a bounded interval. For 1 ≤ i ≤ n we want to construct a cutoff
function χi : Ω→ R such that the following properties are satisfied.
(i) ‖χi‖L∞(ωfari ) ≤ C
(ii) ‖Aχ′i‖L∞(ωfari ) ≤
C
Hi
(iii) ‖(Aχ′i)′‖L∞(ωfari ) ≤
C
H2i
(iv) χi|ωi,1 = 1
(v) χi|Ω\ωi,2 = 0.
The local patches ωi,1, ωi,2 and ωfari are as defined in (3.1), (3.2) and Hi denotes
the local mesh width of our initial coarse triangulation (cf. (3.3)).
We first set up the desired cutoff function on the reference interval Iˆ := (0, 1)
and afterwards we transform it by an affine, linear map onto an arbitrary interval
I := (a, b) with a < b ∈ R. The construction works as follows.
Let A be the diffusion coefficient of problem (2.1) which satisfies (2.2) and let Aˆ
be the image of A under the affine, linear transformation
ψ(x) :=
x− a
b− a ∀x ∈ I (4.13)
which maps an arbitrary interval I onto the reference interval Iˆ. Since ψ is an
affine, linear map and due to (2.2) we have Aˆ ∈ L∞(Iˆ ,R) is uniformly elliptic, i.e.
0 < α(Aˆ, Iˆ) := ess inf
x∈Iˆ
Aˆ(x) ≤ ess sup
x∈Iˆ
Aˆ(x) =: β(Aˆ, Iˆ) <∞. (4.14)
We define the differential operator LAˆ in the distributional sense by
LAˆχˆ = (Aˆχˆ′)′.
Our goal is to solve the biharmonic problem
L2
Aˆ
χˆ = 0 (4.15)
subject to the boundary conditions χˆ(0) = χˆ′(0) = χˆ′(1) = 0 and χˆ(1) = 1. The
general solution of (4.15) is given by
χˆ(x) = C0
x∫
0
Aˆ−1(z) z∫
0
 t∫
0
Aˆ−1(s) ds
 dt
 dz + x∫
0
(C1z + C2) Aˆ
−1(z) dz + C3.
The boundary conditions χˆ(0) = χˆ′(0) = 0 lead to
C2 = C3 = 0.
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Moreover by χˆ′(1) = 0 it follows that
C1 = −C0
1∫
0
 t∫
0
Aˆ−1(s) ds
 dt.
Setting
χ˜(x) :=
x∫
0
Aˆ−1(z) z∫
0
 t∫
0
Aˆ−1(s) ds
 dt
 dz
−
1∫
0
 t∫
0
Aˆ−1(s) ds
 dt x∫
0
zAˆ−1(z) dz (4.16)
and using that χˆ(1) = 1 we obtain
C0 =
1
χ˜(1)
.
Hence the solution of (4.15) which fulfills the boundary conditions χˆ(0) = χˆ′(0) =
χˆ′(1) = 0 and χˆ(1) = 1 is given by
χˆ(x) =
χ˜(x)
χ˜(1)
. (4.17)
Theorem 4.2.1. Let Iˆ = (0, 1) and let A be the diffusion coefficient of problem
(2.1) satisfying (2.2). Further let Aˆ be the image of A under the map ψ as in
(4.13). Then there exists a function χˆ ∈ W 1,∞(Iˆ) which satisfies (Aˆχˆ′)′ ∈ L∞(Iˆ)
and χˆ(0) = χˆ′(0) = χˆ′(1) = 0 as well as χˆ(1) = 1. Moreover the estimates
‖χˆ‖L∞(Iˆ) ≤ 1, ‖Aˆχˆ′‖L∞(Iˆ) ≤
3β2
2α
, ‖(Aˆχˆ′)′‖L∞(Iˆ) ≤ 6
β2
α
hold.
Proof. We show that χˆ defined in (4.17) satisfies the desired error estimates. For
this we first rewrite χ˜ which is given in (4.16) as
χ˜(x) =
x∫
0
(
Aˆ−1(z)
z∫
0
(
z∫
s
Aˆ−1(s) dt
)
ds
)
dz −
1∫
0
( 1∫
s
Aˆ−1(s) dt
)
ds
x∫
0
zAˆ−1(z) dz
=
x∫
0
(
Aˆ−1(z)
z∫
0
(z − s) Aˆ−1(s) ds
)
dz −
1∫
0
(1− s) Aˆ−1(s) ds
x∫
0
zAˆ−1(z) dz
=
x∫
0
(
Aˆ−1(z)
(
z∫
0
(z − s)Aˆ−1(s) ds− z
z∫
0
(1− s)Aˆ−1(s) ds− z
1∫
z
(1− s)Aˆ−1(s) ds
))
dz
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=
x∫
0
Aˆ−1(z)
(
z∫
0
s(z − 1)Aˆ−1(s) ds+
1∫
z
z(s− 1)Aˆ−1(s) ds
)
dz
=
x∫
0
Aˆ−1(z)
(
1∫
0
k(s, z)Aˆ−1(s) ds
)
dz
with the kernel function
k(s, z) :=
{
s(z − 1) s ≤ z
z(s− 1) s > z.
Due to the positivity of Aˆ and the monotonicity of the integral we have
|χ˜(x)| ≤ |χ˜(1)|
and therefore we obtain
‖χˆ‖L∞(Iˆ) ≤ 1.
Since the kernel function is non-positive we get
|χ˜(1)| ≥ −β−2
1∫
0
 z∫
0
s(z − 1) ds+
1∫
z
z(s− 1) ds
 dz = 1
12β2
.
The flux of χ˜ is given by
Aˆ(x)χ˜′(x) =
1∫
0
k(s, x)Aˆ−1(s) ds
and from the non-positivity of k it follows that
|Aˆ(x)χ˜′(x)| ≤ −α−1
 x∫
0
s(x− 1) ds+
1∫
x
x(s− 1) ds
 = x(1− x)
2α
≤ 1
8α
which leads to
‖Aˆχˆ′‖L∞(Iˆ) = ess sup
x∈Iˆ
|Aˆ(x)χ˜′(x)|
|χ˜(1)| ≤
3β2
2α
.
Since k(s, ·) ∈ W 1,∞(Iˆ), we get
|(Aˆχ˜′)′(x)| =
∣∣∣∣∣∣
1∫
0
∂2k(s, x)Aˆ
−1(s) ds
∣∣∣∣∣∣
≤ −α−1
 x∫
0
s ds+
1∫
x
(s− 1) ds

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=
1− 2x
2α
≤ 1
2α
and finally
‖(Aˆχˆ′)′‖L∞(Iˆ) = ess sup
x∈Iˆ
|(Aˆχ˜′)′(x)|
|χ˜(1)| ≤ 6
β2
α
.
Remark 4.2.2. Note that in the case of a constant coefficient Aˆ(x) := C for some
C > 0, we obtain due to (4.16) and (4.17)
‖χˆ(x)‖L∞(Iˆ) = ‖x2(3− 2x)‖L∞(Iˆ) = 1
‖Cχˆ′(x)‖L∞(Iˆ) = ‖6C(x− x2)‖L∞(Iˆ) =
3
2
C
‖Cχˆ′′‖L∞(Iˆ) = ‖6C(1− 2x)‖L∞(Iˆ) = 6C.
Since α = β = C, one recognises immediately that the estimates of Theorem 4.2.1
are sharp for constant coefficients. The function χˆ as well as its first and second
derivative are depicted in Figure 4.3.
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(a) χˆ
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(b) χˆ′
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(c) χˆ′′
Figure 4.3: The functions χˆ, χˆ′ and χˆ′′ using a constant coefficient.
In order to illustrate how χˆ may look like if Aˆ is not constant, we consider as an
example the case of a highly oscillating periodic coefficient. We take again the
same coefficient as in Example 2.1.3.
Example 4.2.3 (periodic coefficient). Let
Aˆ(x) :=
(
2 + cos
(
2pi
x

))−1
(4.18)
for some small parameter  > 0.
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Then by (4.16) we get
χ˜(x) =
2
3
x3 +
[

2pi
sin
(
2pi
x

)
− 1 + 
2
4pi2
(
cos
(
2pi

)
− 1
)]
x2
+
[
2
2pi2
(
1 + cos
(
2pi
x

))
− 
2
8pi2
− 
2pi
sin
(
2pi
x

)
+
3
8pi3
sin
(
2pi
x

)(
cos
(
2pi

)
− 1
)]
x
−
[(
33
8pi3
+
3
16pi3
cos
(
2pi
x

))
sin
(
2pi
x

)
+
(
2
4pi2
+
4
16pi4
)
cos
(
2pi
x

)
−
(
4
16pi4
cos
(
2pi
x

)
− 
4
16pi4
)
cos
(
2pi

)
− 
2
4pi2
− 
4
16pi4
]
and χˆ is given by (4.17). Further one can compute that we have
α =
1
3
and β = 1.
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Figure 4.4: The functions χˆ, Aˆχˆ′ and (Aˆχˆ′)′ with A as in (4.18) and  = 2−4.
Note that α as well as β do not depend on . Hence, by Theorem 4.2.1 we obtain
for all  > 0 the bounds
‖χˆ‖L∞(Iˆ) ≤ 1, ‖Aˆχˆ′‖L∞(Iˆ) ≤
9
2
, ‖(Aˆχˆ′)′‖L∞(Iˆ) ≤ 18.
Figure 4.4 depicts the functions χˆ, Aˆχˆ′ as well as (Aˆχˆ′)′ for  = 2−4. One observes
that the estimates of Theorem 4.2.1 containing derivatives of χˆ are quite pessimistic.
Theorem 4.2.4. Let I := (a, b) with a < b ∈ R. The function
χ := χˆ ◦ ψ
with χˆ as in Theorem 4.2.1 and ψ as in (4.13) satisfies χ(a) = 0 as well as χ(b) = 1
Moreover the estimates
‖χ‖L∞(I) ≤ 1 (4.19)
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‖Aχ′‖L∞(I) ≤ 3
2(b− a) ·
β2
α
(4.20)
‖(Aχ′)′‖L∞(I) ≤ 6
(b− a)2 ·
β2
α
(4.21)
hold.
Proof. We have
χ(a) = χˆ(ψ(a)) = χˆ(0) = 0 and χ(b) = χˆ(ψ(b)) = χˆ(1) = 1
which proves the first statement of the theorem. For x ∈ I we set y := ψ(x). By
the definition of χ and due to Theorem 4.2.1 it holds
‖χ‖L∞(I) = max
x∈I
|χˆ(ψ(x))| = max
y∈Iˆ
|χˆ(y)| ≤ 1.
By simple calculations we obtain
χ′(x) = χˆ(ψ(x))′ = χˆ′(ψ(x)) · ψ′(x) = 1
b− a · χˆ
′(y)
and therefore we get by the above computations and using Theorem 4.2.1
‖Aχ′‖L∞(I) = ess sup
x∈I
|A(x)χ′(x)| = 1
b− a ess supy∈Iˆ
|Aˆ(y)χˆ′(y)| ≤ 3
2(b− a) ·
β2
α
.
Some computations and observing that ψ′′(x) = 0 yields
(Aχ′)′(x) = (A(x)χˆ(ψ(x))′)′ = (A(x)χˆ′(ψ(x)) · ψ′(x))′
= (A(x)χˆ′(ψ(x)))′ · ψ′(x) + A(x)χˆ′(ψ(x)) · ψ′′(x)
= (Aˆ(y)χˆ′(y))′ · 1
(b− a)2 .
From this and Theorem 4.2.1 we conclude that
‖(Aχ′)′‖L∞(I) = ess sup
x∈I
|(A(x)χ′(x))′|
=
1
(b− a)2 ess supy∈Iˆ
|(Aˆ(y)χˆ′(y))′|
≤ 6
(b− a)2 ·
β2
α
.
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Remark 4.2.5.
a) In the one-dimensional case ωfari defined in (3.2) consists either of one interval
(if between xi and the boundary ∂Ω are less than two elements) or of two
intervals. Possible situations are depicted in Figure 4.5.
We set χi := χ with χ as in Theorem 4.2.4 and a = xi+3 respectively xi−3,
b = xi+2 respectively xi−2. Theorem 4.2.4 and the observation that the local
mesh width satisfies 1
Hi
≥ c|b−a| with c as in (3.4) show that the cutoff function
χi fulfills the properties (i)–(iii) stated at the beginning of this subsection.
Due to the boundary conditions χ(a) = 0 and χ(b) = 1 we can extend χi to
Ω by setting χi|ωi,1 = 1 and χi|Ω\ωi,2 = 0.
b) Alternatively one can construct χˆ as in the higher dimensional case by solving
a homogeneous Dirichlet problem on the unit interval. Compared to the
result obtained in Theorem 4.2.1 the estimate of ‖Aˆχˆ‖L∞(Iˆ) in Theorem A.0.2
does only depend on β, whereas the other estimates remain the same (cf.
Appendix).
xi xi+2 xi+3
(a) ωfari consisting of one interval.
xi xi+2 xi+3
(b) ωfari consisting of one interval.
xixi−3 xi−2 xi+2 xi+3
(c) ωfari consisting of two intervals.
Figure 4.5: The solid red lines correspond to ωfari .
4.2.2 The Case d ∈ {2, 3}
Let Q ∈ (2,∞) be fixed and Ω ⊂ Rd, d ∈ {2, 3} be a bounded domain with
∂Ω ∈ C1. For 1 ≤ i ≤ n we want to construct a cutoff function χi : Ω → R such
that the following properties are satisfied for Q
′
3
< q < Q
3
.
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(i) ‖χi‖Lq(ωfari ) ≤ CH
d
q
i
(ii) ‖∇χi‖Lq(ωfari ) ≤
C
Hi
H
d
q
i = CH
d
q
−1
i
(iii) ‖ div(A∇χi)‖Lq(ωfari ) ≤
C
H2i
H
d
q
i = CH
d
q
−2
i
(iv) χi|ωi,1 = 1
(v) χi|Ω\ωi,2 = 0.
The local patches ωi,1, ωi,2 and ωfari are as defined in (3.1), (3.2) and Hi denotes
the local mesh width of our initial coarse triangulation (cf. (3.3)).
Notation
Before we can construct our desired cutoff function, we have to introduce some
notation. For all i ∈ {1, . . . , n} we define domains ω˜i,1 and ω˜i,2 having the following
properties:
a) ω˜i,1, ω˜i,2 have C1-boundary ∂ω˜i,1, ∂ω˜i,2
b) ωi,1 ⊆ ω˜i,1 with diam ω˜i,1 = diamωi,1
c) ω˜i,2 ⊂ (ωi,2 ∪ Rd\Ω)
Assumption 4.2.6. For all 1 ≤ i ≤ n there exist domains ω˜i,1, ω˜i,2 satisfying a),
b) and c). Furthermore there exist positive constants C1, C2 such that
C1 diam ω˜i,2 ≤ diamωi,2 ≤ C2 diam ω˜i,2.
Next, we introduce affine, linear transformations ψi (1 ≤ i ≤ n) which are given by
ψi(x) :=
x
diam ω˜i,2
∀x ∈ ω˜i,2 (4.22)
and define the following domains (cf. Figure 4.6)
ωˆi,1 := {ψi(x) : x ∈ ω˜i,1}
ωˆi,2 := {ψi(x) : x ∈ ω˜i,2}
ωˆfari := int(ωˆi,2\ωˆi,1)
ω˜fari := int(ω˜i,2\ω˜i,1).
Construction of χi
For every i we first construct our cutoff function on the reference domain ωˆfari (with
C1-boundary) having a diameter which does not depend on Hi and afterwards we
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xi
ψi
xˆi
Figure 4.6: The blue dash-dotted line corresponds to ∂ω˜i,1 respectively ∂ωˆi,1,
whereas the red dashed line represents the boundary of ω˜i,2 respectively ωˆi,2. The
shaded region depicts ω˜fari respectively ωˆ
far
i .
transform it by the affine, linear map ψi (cf. (4.22)) onto the domain ω˜fari of diam-
eter Hi which is contained in the polytopal domain ωfari (cf. Figure 4.6).
The construction of the desired cutoff function on the reference domain ωˆfari goes as
follows. We define Γˆ0 := ∂ωˆi,2 and Γˆ1 := ∂ωˆi,1. Let ηˆi ∈ H1(ωˆfari ) be the function
which satisfies
div
(
Aˆ∇ηˆi
)
= 0 in ωˆfari
ηˆi = g on Γˆ0 ∪ Γˆ1,
(4.23)
where Aˆ is the image of A under the affine, linear transformation ψi (cf. (4.22))
and the function g is defined as
g :=
{
0 on Γˆ0
1 on Γˆ1.
Our goal is to smoothen the function ηˆi such that the co-normal derivatives vanish
on the boundary ∂ωˆfari = Γˆ0 ∪ Γˆ1.
We define
χˆi := ϕ ◦ ηˆi (4.24)
with some mollifier ϕ (t) := t2 (3− 2t) for all t ∈ R. Since ϕ(0) = 0 and ϕ(1) = 1,
we obviously have
χˆi (xˆ) = 0 ∀ xˆ ∈ Γˆ0
and
χˆi (xˆ) = 1 ∀ xˆ ∈ Γˆ1.
Moreover, it holds
〈Aˆn,∇χˆi〉 = 6ηˆi∇ηˆi (1− ηˆi) · Aˆn,
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where n is the outward-pointing normal. Therefore we have
〈Aˆn,∇χˆi〉 = 0 ∀ xˆ ∈ ∂ωˆfari .
We set
χ˜i(x) := (χˆi ◦ ψi)(x) ∀x ∈ ω˜fari .
Finally, the desired cutoff function can be defined as the restriction of χ˜i to Ω∩ω˜fari ,
i.e.
χi := χ˜i|Ω∩ω˜fari .
Remark 4.2.7.
a) Note that the function χi can be extended to a function (again denoted by
χi) defined in Ω in the following way:
χi = 1 in ω˜i,1 ∩ Ω and χi = 0 in Ω\ω˜i,2.
b) The condition
〈Aˆn,∇χˆi〉 = 0 ∀ xˆ ∈ ∂ωˆfari
ensures that div(A∇χi) is globally in L2(Ω).
W 1,q-estimates of χi
In order to prove the required estimates (i), (ii) and (iii) stated at the beginning of
this subsection we need that ∇ηˆi ∈ Lp(ωˆfari ) for p := 3q. Based on Theorem 4.1.13
we get the following result:
Corollary 4.2.8. Let Q ∈ (2,∞) be fixed. Assume that A satisfies (2.2) and
α/β ∈ [1− 1/KQ, 1] with KQ as in (4.3). Then for the solution of problem (4.23)
the estimate
‖∇ηˆi‖Lp(ωˆfari ) ≤ C˜ ‖g‖W 1−1/p,p(∂ωˆfari ) ≤ C‖g‖W 1,∞(∂ωˆfari ) = C
holds for Q′ < p < Q.
Proof. By definition we have g ∈ W 1,∞(∂ωˆfari ) and thus g ∈ W 1−1/p,p(∂ωˆfari ) for
every 1 ≤ p ≤ ∞. Applying Theorem 4.1.13 yields the estimate
‖∇ηˆi‖Lp(ωˆfari ) ≤ C˜ ‖g‖W 1−1/p,p(∂ωˆfari ) ∀Q
′ < p < Q.
Due to the embedding W 1,∞(∂ωˆfari ) ↪→ W 1,p(∂ωˆfari ) ↪→ W 1−1/p,p(∂ωˆfari ) (cf. Re-
mark 1.1.17 c) and Remark 1.1.26 b)) and the definition of g we obtain
‖∇ηˆi‖Lp(ωˆfari ) ≤ C‖g‖W 1,∞(∂ωˆfari ) = C ∀Q
′ < p < Q.
Finally, we can state the main result concerning the W 1,q-estimates of χi.
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Theorem 4.2.9. Let Q ∈ (2,∞) be fixed and Q′ = Q/(Q − 1). Further assume
that A ∈ L∞ (Ω,Rd×dsym) satisfies (2.2) and α/β ∈ [1−1/KQ, 1] with KQ as in (4.3).
Let χˆi be as in (4.24) and ψi as in (4.22). Then for χi : Ω→ R with χi := χˆi ◦ ψi
it holds χi|Γ0 = 0 and χi|Γ1 = 1 with Γ0 := ∂ω˜i,2 and Γ1 := ∂ω˜i,1. Moreover χi
satisfies the estimates
‖χi‖Lq(ω˜fari ) ≤ CH
d
q
i (4.25)
‖∇χi‖Lq(ω˜fari ) ≤
C
Hi
H
d
q
i = CH
d
q
−1
i (4.26)
‖ div(A∇χi)‖Lq(ω˜fari ) ≤
C
H2i
H
d
q
i = CH
d
q
−2
i (4.27)
for Q
′
3
< q < Q
3
.
Proof. Since χˆi|Γˆ0 = χˆi|∂ωˆi,2 = 0 and χˆi|Γˆ1 = χˆi|∂ωˆi,1 = 1 by construction and ψi is
an isomorphism between ω˜i,2 and ωˆi,2 it is clear that χi|Γ0 = 0 and χi|Γ1 = 1.
Let Q
′
3
< q < Q
3
. Due to the change of variables formula it holds
‖χi‖Lq(ω˜fari ) =
 ∫
ω˜fari
|χi|q dx

1
q
=
 ∫
ωˆfari
∣∣χi ◦ ψ−1i ∣∣q (diam ω˜i,2)d dxˆ

1
q
= (diam ω˜i,2)
d
q ‖χˆi‖Lq(ωˆfari ) . (4.28)
Applying Hölder’s inequality and since by Corollary 4.2.8 we have ηˆi ∈ Lp(ωˆfari )
for p := 3q, we obtain
‖χˆi‖Lq(ωˆfari ) = ‖ϕ ◦ ηˆi‖Lq(ωˆfari ) =
∥∥ηˆ2i (3− 2ηˆi)∥∥Lq(ωˆfari )
≤ ‖ηˆi‖2Lp(ωˆfari ) ‖3− 2ηˆi‖Lp(ωˆfari ) ≤ C.
Hence, by (4.28), by Assumption 4.2.6 and since diamωi,2 ≤ CHi (cf. (3.4)) we get
‖χi‖Lq(ω˜fari ) = (diam ω˜i,2)
d
q ‖χˆi‖Lq(ωˆfari ) ≤ C (diamωi,2)
d
q ≤ CH
d
q
i .
Thus (4.25) is valid.
Next, we want to show (4.26). Easy calculations show that
∇χi ◦ ψ−1i = (diam ω˜i,2)−1∇χˆi.
Therefore applying the change of variables formula we have
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‖∇χi‖Lq(ω˜fari ) =
 ∫
ω˜fari
|∇χi|q dx

1
q
=
 ∫
ωˆfari
∣∣∇χi ◦ ψ−1i ∣∣q (diam ω˜i,2)d dxˆ

1
q
=
 ∫
ωˆfari
(diam ω˜i,2)
−q |∇χˆi|q (diam ω˜i,2)d dxˆ

1
q
= (diam ω˜i,2)
−1 (diam ω˜i,2)
d
q ‖∇χˆi‖Lq(ωˆfari ) . (4.29)
Hölder’s inequality and Corollary 4.2.8 yield for p := 3q
‖∇χˆi‖Lq(ωˆfari ) = ‖∇ (ϕ ◦ ηˆi)‖Lq(ωˆfari ) = ‖(ϕ
′ ◦ ηˆi)∇ηˆi‖Lq(ωˆfari )
= ‖6ηˆi (1− ηˆi)∇ηˆi‖Lq(ωˆfari )
≤ 6 ‖ηˆi‖Lp(ωˆfari ) ‖1− ηˆi‖Lp(ωˆfari ) ‖∇ηˆi‖Lp(ωˆfari )
≤ C.
Using (4.29), Assumption 4.2.6 and diamωi,2 ≤ CHi (cf. (3.4)) we get the desired
estimate
‖∇χi‖Lq(ω˜fari ) = (diam ω˜i,2)
−1 (diam ω˜i,2)
d
q ‖∇χˆi‖Lq(ωˆfari ) ≤ CH
−1
i H
d
q
i .
It remains to prove (4.27). Some computations show that
div (A∇χi) ◦ ψ−1i = (diam ω˜i,2)−2 div
(
Aˆ∇χˆi
)
.
Hence, due to the change of variables formula we get
‖div (A∇χi)‖Lq(ω˜fari ) =
 ∫
ω˜fari
|div (A∇χi)|q dx

1
q
=
 ∫
ωˆfari
∣∣div (A∇χi) ◦ ψ−1i ∣∣q (diam ω˜i,2)d dxˆ

1
q
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=
 ∫
ωˆfari
(diam ω˜i,2)
−2q
∣∣∣div (Aˆ∇χˆi)∣∣∣q (diam ω˜i,2)d dxˆ

1
q
= (diam ω˜i,2)
−2 (diam ω˜i,2)
d
q
∥∥∥div (Aˆ∇χˆi)∥∥∥
Lq(ωˆfari )
. (4.30)
Moreover, by the construction of ηˆi (cf. (4.23)) we obtain
div
(
Aˆ∇χˆi
)
= div
(
Aˆ (ϕ′ ◦ ηˆi)∇ηˆi
)
= (ϕ′ ◦ ηˆi) div
(
Aˆ∇ηˆi
)
+ 〈∇ (ϕ′ ◦ ηˆi) , Aˆ∇ηˆi〉
= (ϕ′′ ◦ ηˆi) 〈∇ηˆi, Aˆ∇ηˆi〉 = 6(1− 2ηˆi)〈∇ηˆi, Aˆ∇ηˆi〉.
Thus applying Hölder’s inequality and Corollary 4.2.8 we get for p := 3q∥∥∥div (Aˆ∇χˆi)∥∥∥
Lq(ωˆfari )
≤ ‖6 (1− 2ηˆi)‖Lp(ωˆfari ) ‖∇ηˆi‖Lp(ωˆfari ) ‖Aˆ‖L∞(ωˆfari ) ‖∇ηˆi‖Lp(ωˆfari )
≤ C. (4.31)
The combination of (4.30), (4.31), Assumption 4.2.6 and diamωi,2 ≤ CHi (cf.
(3.4)) yields the desired estimate (4.27).
Remark 4.2.10. Since (ω˜fari ∩ Ω) ⊂ ωfari and χi = 1 on ω˜i,1 ∩ ωfari as well as
χi = 0 on ωfari \ω˜i,2, the estimates of Theorem 4.2.9 also hold for ω˜fari replaced by
ωfari .
Chapter 5
Error Analysis
This chapter is devoted to the error analysis of the method which has been intro-
duced in Chapter 3. It is based on the theory of locally L-harmonic functions and
the functional analysis tools developed in Chapter 4.
5.1 Setting
Let ωi,1, ωi,2 and ωfari as defined in (3.1) and (3.2). Further let L−1ωi,2 be the local
solution operator as in (3.6) and S0(G) be the space of piecewise constant functions
on G as in (3.8). Let Sfine be some finite-dimensional fine-scale space satisfying
S0(G) ⊂ Sfine. For the error analysis it is supposed that the space Sfine in the
definition of Si,2 is chosen such that
Assumption 5.1.1.
sup
f∈L2(ωi,2)\{0}
inf
v∈Si,2
∥∥∥L−1ωi,2f − v∥∥∥
H1(ωi,2)
‖f‖L2(ωi,2)
≤ CapxH2i ,
where Si,2 is as defined in (3.9), Hi is the mesh width of Gi,2 (cf. (3.2) and (3.3))
and the constant Capx is independent of Hi and f .
Notation 5.1.2. Let L˜−1ωi,2 : L
2(int(ωi,2))→ Si,2 denote the discrete local solution
operator: Given g ∈ L2(int(ωi,2)) find B˜i,τ ∈ Si,2 such that∫
ωi,2
〈A∇B˜i,τ ,∇v〉 =
∫
ωi,2
gv ∀ v ∈ Si,2.
Corollary 5.1.3. Céa’s lemma and Assumption 5.1.1 imply∥∥∥L−1ωi,2f − L˜−1ωi,2f∥∥∥
H1(ωi,2)
≤ β
α
CH2i ‖f‖L2(ωi,2) , (5.1)
where L˜−1ωi,2 is the discrete local solution operator and α, β are the constants from
(2.2). C depends on Capx (cf. Assumption 5.1.1) and on Friedrichs’ constant.
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Proof. By Céa’s lemma we get∥∥∥L−1ωi,2f − L˜−1ωi,2f∥∥∥
H1(ωi,2)
≤ c
γ
inf
v∈Si,2
∥∥∥L−1ωi,2f − v∥∥∥
H1(ωi,2)
,
where c is the continuity constant and γ is the coercivity constant of the localized
bilinear form aωi,2(·, ·). Remark 2.1.2 and Assumption 5.1.1 imply∥∥∥L−1ωi,2f − L˜−1ωi,2f∥∥∥
H1(ωi,2)
≤ β
α
C sup
f∈L2(ωi,2)\{0}
inf
v∈Si,2
∥∥∥L−1ωi,2f − v∥∥∥
H1(ωi,2)
≤ β
α
CH2i ‖f‖L2(ωi,2)
with a constant C depending on Friedrichs’ constant and Capx.
Remark 5.1.4.
a) The assumptions on A (cf. (2.2)) imply
‖L−1‖H10 (Ω)←H−1(Ω) ≤
C
α
and also
‖L−1ω ‖H10 (ω)←H−1(ω) ≤
C
α
for every subdomain ω ⊂ Ω with α as in (2.2).
b) The ellipticity of L−1ωi,2 , the assumption (2.2) on the coefficient A, and the
conformity of the finite element space Si,2 imply that the approximation L˜−1ωi,2
is elliptic and ∥∥∥L˜−1ωi,2∥∥∥
H10 (ωi,2)←H−1(ωi,2)
≤ C
α
, (5.2)
where α is defined in (2.2).
c) If f ∈ Lp(Ω) for some p ∈ (2,∞], then the linear functional F defined in (2.1)
is an element of W−1,p(Ω) since
‖F‖W−1,p(Ω) = sup
v∈W 1,p′0 (Ω)
‖v‖W 1,p′ (Ω)≤1
∣∣∣∣∣∣
∫
Ω
fv
∣∣∣∣∣∣
≤ sup
v∈W 1,p′0 (Ω)
‖v‖W 1,p′ (Ω)≤1
‖f‖Lp(Ω) ‖v‖Lp′ (Ω)
≤ ‖f‖Lp(Ω) . (5.3)
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Lemma 5.1.5. Let G be a conforming finite element mesh which satisfies Assump-
tion 1.4.1. Further let gi ∈ L2(ωi,2) and denote by Pi the L2-orthogonal projection
of L2(ωi,2) onto S0(G) (cf. (3.8)). Then
‖gi − Pigi‖H−1(ωi,2) ≤ CH‖gi‖L2(ωi,2),
where H denotes the mesh width of G.
Proof. Using Hölder’s inequality and Friedrichs’ inequality we get for ψi ∈ H10 (ωi,2)
|〈gi − Pigi, ψi〉L2(ωi,2)| ≤ ‖gi − Pigi‖L2(ωi,2)‖ψi‖L2(ωi,2)
≤ CH‖gi‖L2(ωi,2)‖ψi‖H1(ωi,2). (5.4)
By the definition of the H−1-norm and (5.4) we obtain
‖gi − Pigi‖H−1(ωi,2) = sup
v∈H10 (ωi,2)
|〈gi − Pigi, v〉L2(ωi,2)|
‖v‖H1(ωi,2)
≤ CH‖gi‖L2(ωi,2).
Theorem 5.1.6. Let Ω and Ωˆ be two bounded open subsets of Rd such that Ω = F (Ωˆ),
where F is a sufficiently smooth one-to-one mapping with a sufficiently smooth in-
verse F−1 : Ω→ Ωˆ.
Then if a function vˆ : Ωˆ→ R belongs to the space W k,p(Ωˆ) for some integer k ≥ 0
and some number p ∈ [1,∞], the function v = vˆ ◦F−1 : Ω→ R belongs to the space
W k,p(Ω) and, in addition, there exists a constant C such that
‖v‖Lp(Ω) ≤ ‖ detF ′‖1/pL∞(Ωˆ)‖vˆ‖Lp(Ωˆ) ∀ vˆ ∈ Lp(Ωˆ),
‖∇v‖Lp(Ω) ≤ C‖ detF ′‖1/pL∞(Ωˆ)‖(F ′)−1‖L∞(Ω)‖∇vˆ‖Lp(Ωˆ) ∀ vˆ ∈ W 1,p(Ωˆ),
where F ′ denotes the Jacobian of F .
A proof can be found in [40, Theorem 4.3.2].
Remark 5.1.7. Let G be a conforming finite element mesh which fulfills As-
sumption 1.4.1. Further let (bi)ni=1 denote the usual nodal basis of the space
of continuous, piecewise linear finite elements (cf. (2.3)). We fix some element
τ ⊂ ωi := supp bi and set bˆi|τˆ := bi|τ ◦Fτ where τˆ is the reference element and Fτ is
the element map as in Assumption 1.4.1. Since bi|τ ∈ W 1,∞(τ) we get by Theorem
5.1.6 the following estimates
‖bi‖L∞(ωi) =
∑
τ∈Gi
‖bi‖L∞(τ) ≤
∑
τ∈Gi
‖bˆi‖L∞(F−1τ (τ)) = #Gi
and
‖∇bi‖L∞(ωi) =
∑
τ∈Gi
‖∇bi‖L∞(τ) ≤ C
∑
τ∈Gi
‖(F ′τ )−1‖L∞(τ)‖∇bˆi‖L∞(F−1τ (τ))
≤ C
Hi
,
where Gi := {τ ∈ G : τ ⊂ ωi} and Hi is the mesh width of Gi. The last inequality
holds due to Assumption 1.4.1.
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5.2 Main Result
Let f ∈ Lp(Ω) (p ∈ [2,∞]) be given and define u := L−1f . We set ui := χi(u− u¯i)
where χi is the cutoff function of Theorem 4.2.4 (cf. also Remark 4.2.5) for d = 1
respectively Theorem 4.2.9 for d ≥ 2. Further we define
u¯i :=

1
vol(ωfari )
∫
ωfari
u in ωfari
0 otherwise.
We observe that
ui = L
−1
ωi,2
(gi)
with17
gi =
{
f in ωi,1
χif − 2〈A∇χi,∇u〉 − (u− u¯i) div (A∇χi) in ωfari .
We set
gneari :=
{
f in ωi,1
0 in ωfari
(5.5)
and
gfari :=
{
0 in ωi,1
χif − 2〈A∇χi,∇u〉 − (u− u¯i) div (A∇χi) in ωfari .
(5.6)
This allows us to introduce
ui = u
near
i + u
far
i := L
−1
ωi,2
(gneari ) + L
−1
ωi,2
(gfari ). (5.7)
Define
u˜neari := L˜
−1
ωi,2
(Pig
near
i ) (5.8)
and
u˜fari := L˜
−1
ωi,2
(P ti g
far
i ), (5.9)
where Pi denotes the L2-orthogonal projection of L2(ωi,1) onto S0(Gi,1) (cf. (3.8))
and P ti is the L2-orthogonal projection of L2(ω
far
i ) onto S0(Rt(Gfari )) which is the
space of piecewise constant functions on the t-times refined mesh (t will be fixed
later).
The following lemma is a slight modification of a result presented in [34, 59].
Lemma 5.2.1. Let u˜fari as in (5.9) and V˜
far
i as in (3.14). There exists uˆ
far
i ∈ V˜ fari
such that
‖u˜fari − uˆfari ‖Hm(ωi) ≤ CH3−mi ‖∇u˜fari ‖L2(ωi,1) m = 0, 1
with Hi as in (3.3).
17Note that div(A∇χi) ∈ L2(Ω) (cf. Remark 4.2.7) which ensures that gi ∈ L2(int(ωi,2)).
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Proof. Set
` := max
{
2,
⌈ 2
log 2
log
1
Hi
⌉}
and k :=
⌈ 2c0`2
(`− 1)
⌉
for some c0 = O(1). Choosing p← `, `← k, i← `, c← c0, and δ ← O(Hi) in the
second estimate of [34, p. 172] yields
‖u˜fari − uˆfari ‖L2(ωi) ≤ C2Hi
(
c0
`
k
)`
‖∇u˜fari ‖L2(ωi,1). (5.10)
Similarly, choosing p ← `, ` ← k, and c ← c0 in the second last estimate of [34,
p. 172] we get
‖∇(u˜fari − uˆfari )‖L2(ωi) ≤
(
c0
`
k
)`
‖∇u˜fari ‖L2(ωi,1). (5.11)
According to the definition of ` we have to distinguish the following two cases:
• Case 1:
⌈
2
log 2
log 1
Hi
⌉
≤ 2
By definition of ` we know that ` = 2 and after some simple calculations we
see that Hi ≥ 12 . Therefore we obtain by the definition of k(
c0
`
k
)`
=
(`− 1
2`
)`
=
1
16
<
1
4
≤ H2i . (5.12)
• Case 2:
⌈
2
log 2
log 1
Hi
⌉
> 2
Set α := 2
log 2
. Then ` = d−α logHie ≥ −α logHi and furthermore we have(
c0
`
k
)`
=
(`− 1
2`
)`
≤ 2−` = e−` log 2
= e−d−α logHie log 2 ≤ Hα log 2i = H2i . (5.13)
The assertion follows by combining (5.10), (5.11), (5.12), and (5.13).
Lemma 5.2.2. Define dneari := uneari − u˜neari with uneari as in (5.7) and u˜neari as in
(5.8). Set
vnear :=
n∑
i=1
bid
near
i .
Then the estimate
‖∇vnear‖2L2(Ω) ≤ 2M0
n∑
i=1
(
‖∇dneari ‖2L2(ωi) +
C2
H2i
‖dneari ‖2L2(ωi)
)
holds with M0 as in (3.7) and Hi as in (3.3).
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Proof. Applying Cauchy–Schwarz inequality, using the Leibniz rule for products
and due to Remark 5.1.7 we obtain the estimate
‖∇vnear‖2L2(Ω) = 〈∇vnear,∇vnear〉L2(Ω) =
n∑
i=1
〈∇ (bidneari ) ,∇vnear〉L2(Ω)
≤
n∑
i=1
‖∇ (bidneari )‖L2(ωi) ‖∇vnear‖L2(ωi)
≤
n∑
i=1
(
‖∇dneari ‖L2(ωi) +
C
Hi
‖dneari ‖L2(ωi)
)
‖∇vnear‖L2(ωi) .
A Young’s inequality leads to
‖∇vnear‖2L2(Ω) ≤
n∑
i=1
2
2
(
‖∇dneari ‖L2(ωi) +
C
Hi
‖dneari ‖L2(ωi)
)2
+
1
22
n∑
i=1
‖∇vnear‖2L2(ωi) .
The choice 2 = M0 (cf. Remark 3.1.1) yields
‖∇vnear‖2L2(Ω) ≤
n∑
i=1
M0
2
(
‖∇dneari ‖L2(ωi) +
C
Hi
‖dneari ‖L2(ωi)
)2
+
1
2M0
n∑
i=1
‖∇vnear‖2L2(ωi)
≤
n∑
i=1
M0
2
(
‖∇dneari ‖L2(ωi) +
C
Hi
‖dneari ‖L2(ωi)
)2
+
1
2
‖∇vnear‖2L2(Ω) . (5.14)
Hence, by (5.14) and a triangle inequality we get
‖∇vnear‖2L2(Ω) ≤M0
n∑
i=1
(
‖∇dneari ‖L2(ωi) +
C
Hi
‖dneari ‖L2(ωi)
)2
≤ 2M0
n∑
i=1
(
‖∇dneari ‖2L2(ωi) +
C2
H2i
‖dneari ‖2L2(ωi)
)
.
Lemma 5.2.3. We define dfari := u
far
i − uˆfari with ufari as in (5.7) and uˆfari as in
Lemma 5.2.1. Further set
vfar :=
n∑
i=1
bid
far
i .
Then the estimate
‖∇vfar‖2L2(Ω) ≤ 2M0
n∑
i=1
(∥∥∥∇dfari ∥∥∥2
L2(ωi)
+
C2
H2i
∥∥∥dfari ∥∥∥2
L2(ωi)
)
holds with M0 as in (3.7) and Hi as in (3.3).
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The proof is verbatim the same as the one of Lemma 5.2.2.
Lemma 5.2.4. Let dneari as in Lemma 5.2.2. If Assumption 5.1.1 holds, then
‖∇dneari ‖L2(ωi) ≤ C
(
H2i +Hi
) ‖f‖L2(ωi,1)
and
‖dneari ‖L2(ωi) ≤ C
(
H3i +H
2
i
) ‖f‖L2(ωi,1)
with Hi as in (3.3) and constants C which depend on α, β (cf. (2.2)).
Proof. (5.7), (5.8) and a triangle inequality yield
‖∇dneari ‖L2(ωi,2) =
∥∥∥∇(L−1ωi,2(gneari )− L˜−1ωi,2(Pigneari ))∥∥∥
L2(ωi,2)
≤
∥∥∥∇(L−1ωi,2(gneari )− L˜−1ωi,2(gneari ))∥∥∥
L2(ωi,2)
+
∥∥∥∇(L˜−1ωi,2(gneari − Pigneari ))∥∥∥
L2(ωi,2)
, (5.15)
where Pi is the L2-orthogonal projection of L2(ωi,1) onto S0(Gi,1). In order to
estimate the second term of (5.15) we use (5.2) and Lemma 5.1.5. This leads to∥∥∥∇(L˜−1ωi,2(gneari − Pigneari ))∥∥∥
L2(ωi,2)
≤ C
α
‖gneari − Pigneari ‖H−1(ωi,2)
≤ CHi
α
‖gneari ‖L2(ωi,2). (5.16)
By (5.15), (5.1), (5.16) and the definition of gneari (cf. (5.5)) we obtain
‖∇dneari ‖L2(ωi,2) ≤
β
α
CH2i ‖gneari ‖L2(ωi,2) + C
Hi
α
‖gneari ‖L2(ωi,2)
≤ C (H2i +Hi) ‖f‖L2(ωi,1) .
Since ωi ⊂ ωi,2 we also have
‖∇dneari ‖L2(ωi) ≤ C
(
H2i +Hi
) ‖f‖L2(ωi,1) .
By (5.7), (5.8), a triangle inequality and Friedrichs’ inequality we get
‖dneari ‖L2(ωi) =
∥∥∥L−1ωi,2(gneari )− L˜−1ωi,2(Pigneari )∥∥∥
L2(ωi)
≤
∥∥∥L−1ωi,2(gneari )− L˜−1ωi,2(gneari )∥∥∥
L2(ωi)
+
∥∥∥L˜−1ωi,2(gneari − Pigneari )∥∥∥
L2(ωi)
≤ CHi
(∥∥∥∇(L−1ωi,2(gneari )− L˜−1ωi,2(gneari ))∥∥∥
L2(ωi,2)
+
∥∥∥∇(L˜−1ωi,2(gneari − Pigneari ))∥∥∥
L2(ωi,2)
)
. (5.17)
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The combination of (5.17), (5.1) and (5.16) leads to
‖dneari ‖L2(ωi) ≤ C
β
α
H3i ‖gneari ‖L2(ωi,2) + C
H2i
α
‖gneari ‖L2(ωi,2)
≤ C (H3i +H2i ) ‖f‖L2(ωi,1) .
In the last step we used the definition of gneari (cf. (5.5)).
Lemma 5.2.5. Let dfari as in Lemma 5.2.3. If Assumption 5.1.1 holds, then
‖∇dfari ‖L2(ωi) ≤ C
(
H2i + hi
) ‖gfari ‖L2(ωfari )
and
‖dfari ‖L2(ωi) ≤ C
(
H3i +Hihi
) ‖gfari ‖L2(ωfari )
with Hi as in (3.3) and hi is the mesh width of the refined mesh Rt(Gfari ) (cf. (3.2)
and (3.5)). The constants C depend on α, β (cf. (2.2)).
Proof. By the definition of dfari , (5.7) and two triangle inequalities we get
‖∇dfari ‖L2(ωi) =
∥∥∥∇(L−1ωi,2(gfari )− uˆfari )∥∥∥
L2(ωi)
≤
∥∥∥∇(L−1ωi,2(gfari )− L˜−1ωi,2(P ti gfari ))∥∥∥
L2(ωi)
+ ‖∇(u˜fari − uˆfari )‖L2(ωi)
≤
∥∥∥∇(L−1ωi,2(gfari )− L˜−1ωi,2(gfari ))∥∥∥
L2(ωi)
+
∥∥∥∇(L˜−1ωi,2(gfari − P ti gfari ))∥∥∥
L2(ωi)
+‖∇(u˜fari − uˆfari )‖L2(ωi), (5.18)
where P ti denotes the L2-orthogonal projection of L2(ω
far
i ) onto S0(Rt(Gfari )) and
u˜fari is as in (5.9).
For the first term of (5.18) we can use that ωi ⊂ ωi,2 and (5.1). This leads to∥∥∥∇(L−1ωi,2(gfari )− L˜−1ωi,2(gfari ))∥∥∥
L2(ωi)
≤
∥∥∥∇(L−1ωi,2(gfari )− L˜−1ωi,2(gfari ))∥∥∥
L2(ωi,2)
≤ β
α
CH2i ‖gfari ‖L2(ωi,2). (5.19)
In order to get an estimate for the second term of (5.18) we use ωi ⊂ ωi,2 , (5.2)
and Lemma 5.1.5. This yields∥∥∥∇(L˜−1ωi,2(gfari − P ti gfari ))∥∥∥
L2(ωi)
≤
∥∥∥∇(L˜−1ωi,2(gfari − P ti gfari ))∥∥∥
L2(ωi,2)
≤ C
α
‖gfari − P ti gfari ‖H−1(ωi,2)
≤ Chi
α
‖gfari ‖L2(ωi,2). (5.20)
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The third term of (5.18) can be estimated by Lemma 5.2.1, (5.9), using that
ωi,1 ⊂ ωi,2, (5.2) and Friedrichs’ inequality. Thus we have
‖∇(u˜fari − uˆfari )‖L2(ωi) ≤ CH2i ‖∇u˜fari ‖L2(ωi,1)
≤ CH2i
∥∥∥∇L˜−1ωi,2(P ti gfari )∥∥∥
L2(ωi,2)
≤ C
α
H2i ‖P ti gfari ‖H−1(ωi,2)
≤ C
α
H2i ‖gfari ‖L2(ωi,2). (5.21)
Hence, the combination of (5.18), (5.19), (5.20), (5.21) and recalling that gfari |ωi,1 = 0
yields
‖∇dfari ‖L2(ωi) ≤
(
β
α
CH2i + C
hi
α
+
C
α
H2i
)
‖gfari ‖L2(ωfari )
≤ C(H2i + hi)‖gfari ‖L2(ωfari ).
The estimate for the L2-norm of dfari can be obtained similarly. By triangle in-
equalities, Friedrichs’ inequality, Lemma 5.2.1, (5.1), (5.2) and Lemma 5.1.5 we
get
‖dfari ‖L2(ωi) =
∥∥∥L−1ωi,2(gfari )− uˆfari ∥∥∥
L2(ωi)
≤
∥∥∥L−1ωi,2(gfari )− L˜−1ωi,2(gfari )∥∥∥
L2(ωi)
+
∥∥∥L˜−1ωi,2(gfari − P ti gfari )∥∥∥
L2(ωi)
+‖u˜fari − uˆfari ‖L2(ωi)
≤ CHi
∥∥∥∇(L−1ωi,2(gfari )− L˜−1ωi,2(gfari ))∥∥∥
L2(ωi,2)
+CHi
∥∥∥∇(L˜−1ωi,2(gfari − P ti gfari ))∥∥∥
L2(ωi,2)
+ CH3i ‖∇u˜fari ‖L2(ωi,1)
≤
(
C
β
α
H3i + CHi
hi
α
+
C
α
H3i
)
‖gfari ‖L2(ωfari )
≤ C(H3i +Hihi)‖gfari ‖L2(ωfari ).
Now, we prove the first part of our main result, namely the linear convergence in
the one-dimensional case.
Theorem 5.2.6 (d = 1). Let Ω ⊂ R be a bounded open interval and let Assump-
tion 5.1.1 be satisfied. Let u denote the solution of (2.1) and uGALAL its approxima-
tion given by (3.16). Let the parameters ` and k in the definition of the farfield
part of VAL be chosen according to
` := max
{
2,
⌈
2
log 2
log
1
Hi
⌉}
and k :=
⌈
2c0`
2
(`− 1)
⌉
(5.22)
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for some c0 = O(1), where Hi := maxτ∈Gi,2 hτ . Further let χi : Ω → R be as in
Theorem 4.2.4. Let H := max1≤i≤nHi and assume that there exists a constant
C > 0 such that n ≤ CH−1 holds. Let h := max1≤i≤n hi, where hi denotes the
mesh width of the refined mesh Rt(Gfari ). If t is chosen according to
t :=
⌈
lb
1
H
⌉
,
then the error estimate∥∥∇(u− uGALAL )∥∥L2(Ω) ≤ CH ‖f‖L2(Ω)
holds. For the dimension we have
dimVAL ≤ Cn`2 ≤ CH−1 log2 1
H
. (5.23)
Proof. Let f ∈ L2(Ω) and set u := L−1f . Let uGALAL ∈ VAL be the Galerkin
approximation of u given by (3.16). By the Galerkin orthogonality we obtain for
any uAL ∈ VAL
‖∇(u− uGALAL )‖2L2(Ω) = a(u− uGALAL , u− uGALAL )
= a(u− uGALAL , u− uAL)
≤ ‖∇(u− uGALAL )‖L2(Ω)‖∇(u− uAL)‖L2(Ω).
Hence,
‖∇(u− uGALAL )‖L2(Ω) ≤ ‖∇(u− uAL)‖L2(Ω) ∀ uAL ∈ VAL.
Further let uneari and u
far
i as in (5.7). Then it holds that
u =
n∑
i=1
bi(u
near
i + u
far
i ).
Let u˜neari as in (5.8) and u˜
far
i as in (5.9). We choose uˆ
far
i as in Lemma 5.2.1 and
uAL ∈ VAL by
uAL =
n∑
i=1
bi(u˜
near
i + uˆ
far
i ).
Using this notation we have
u− uAL =
n∑
i=1
bi(u
near
i − u˜neari ) +
n∑
i=1
bi(u
far
i − uˆfari ).
First we consider the nearfield part. Let dneari := uneari − u˜neari and set
vnear :=
n∑
i=1
bid
near
i .
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By Lemma 5.2.2 we know that
‖∇vnear‖2L2(Ω) ≤ 2M0
n∑
i=1
(
‖∇dneari ‖2L2(ωi) +
C2
H2i
‖dneari ‖2L2(ωi)
)
. (5.24)
Moreover, by Lemma 5.2.4 and since every simplex τ is contained in at most M1
domains ωi,1 (cf. (3.7)) we obtain
‖∇vnear‖L2(Ω) ≤ C
√√√√ n∑
i=1
(H4i +H
2
i ) ‖f‖2L2(ωi,1)
≤ C (H2 +H) ‖f‖L2(Ω) .
Next we consider the farfield part. Let dfari := u
far
i − uˆfari and set
vfar :=
n∑
i=1
bid
far
i .
Lemma 5.2.3 yields
‖∇vfar‖2L2(Ω) ≤ 2M0
n∑
i=1
(
‖∇dfari ‖2L2(ωi) +
C2
H2i
‖dfari ‖2L2(ωi)
)
.
Due to Lemma 5.2.5 we finally get with a constant C depending on the mesh
regularity
‖∇vfar‖L2(Ω) ≤ C
√√√√ n∑
i=1
(H4i + h
2
i ) ‖gfari ‖2L2(ωfari ). (5.25)
By the definition of gfari (cf. (5.6)) we have
‖gfari ‖L2(ωfari ) ≤ ‖χif‖L2(ωfari ) + 2‖A∇χi∇u‖L2(ωfari )
+‖(u− u¯i) div(A∇χi)‖L2(ωfari ).
Applying Hölder’s inequality, using the properties (i)–(v) of the cutoff function χi
(see at the beginning of Subsection 4.2.1) and applying Poincaré’s inequality on
the third term of gfari we conclude that
‖gfari ‖L2(ωfari ) ≤ ‖χi‖L∞(ωfari )‖f‖L2(ωfari ) + 2‖A∇χi‖L∞(ωfari )‖∇u‖L2(ωfari )
+‖(u− u¯i)‖L2(ωfari )‖ div(A∇χi)‖L∞(ωfari )
≤ C‖f‖L2(ωfari ) + 2C
β
Hi
‖∇u‖L2(ωfari ) +
C
Hi
‖∇u‖L2(ωfari ). (5.26)
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The combination of (5.25) and (5.26) yields
‖∇vfar‖L2(Ω) ≤ C max
1≤i≤n
(H2i + hi)‖f‖L2(Ω) + C max
1≤i≤n
(
Hi +
hi
Hi
)
‖∇u‖L2(Ω)
≤ C
(
H2 + h+H +
h
H
)
‖f‖L2(Ω).
We choose h ≤ CH2 so that
‖∇vfar‖L2(Ω) ≤ C
(
H2 + h+H +
h
H
)
‖f‖L2(Ω) ≤ CH.
The small mesh size h arises by t-fold refinement of the local coarse grid so that
h ≤ CH2−t. (5.27)
By choosing
t =
⌈
lb
1
H
⌉
in (5.27), h satisfies h ≤ CH2.
Estimate (5.23) can be seen as follows: From the definition of VAL (cf. (3.15)) it is
clear that
dimVAL ≤ n(dimV neari + dimV fari )
holds. The choice k :=
⌈
2c0`2
(`−1)
⌉
yields
k ≤ 2c0`
2
`− 1 + 1
=
2c0`(`− 1)
`− 1 +
2c0(`− 1)
`− 1 +
2c0
`− 1 + 1
= 2c0`+ 2c0 +
2c0
`− 1 + 1
≤ 2c0`+ 4c0 + 1
≤ `
(
4c0 +
1
2
)
.
In the last inequality we used that ` ≥ 2. Remark 3.2.12 and the above computation
show that
dimV fari ≤ `k ≤
(
4c0 +
1
2
)
`2.
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Obviously we have dimV neari = O(1). Hence,
dimVAL ≤ Cn`2 ≤ CH−1 log2 1
H
.
The last inequality follows by the assumption that there exists a constant C > 0
such that n ≤ CH−1 and the choice of `.
Theorem 5.2.7 (d ≥ 2). Let Ω ⊂ Rd be a bounded domain with ∂Ω ∈ C1 and
let Assumption 5.1.1 be satisfied. Let u denote the solution of (2.1) and uGALAL its
approximation given by (3.16). Let the parameters ` and k in the definition of the
farfield part of VAL be chosen according to
` := max
{
2,
⌈
2
log 2
log
1
Hi
⌉}
and k :=
⌈
2c0`
2
(`− 1)
⌉
(5.28)
for some c0 = O(1), where Hi := maxτ∈Gi,2 hτ . Moreover let Q ∈ (6,∞) and
P ∈ (2Q/(Q−6),∞) be fixed and Q′ = Q/(Q−1). Assume that A satisfies (2.2) as
well as α/β ∈ [max{1− 1/KQ, 1− 1/KP}, 1] with KQ and KP as in (4.3). Further
let f ∈ LP (Ω) and χi : Ω → R be as in Theorem 4.2.9. Let H := max1≤i≤nHi
and assume that there exists a constant C > 0 such that n ≤ CH−d holds. Let
h := max1≤i≤n hi, where hi denotes the mesh width of the refined mesh Rt(Gfari ).
If t is chosen according to
t :=
⌈
lb
1
H
⌉
,
then the error estimate∥∥∇(u− uGALAL )∥∥L2(Ω) ≤ CH ‖f‖Lp(Ω)
holds for any p ∈ (2Q/(Q − 6), P ] with p = 2q/(q − 2) for some 2 < q < Q
3
. The
constant C depends on α, β and p.
For the dimension we have
dimVAL ≤ Cn`d+1 ≤ CH−d logd+1 1
H
. (5.29)
Proof. Let f ∈ LP (Ω) and set u := L−1f . Let uGALAL ∈ VAL be the Galerkin
approximation of u given by (3.16). By the Galerkin orthogonality we obtain for
any uAL ∈ VAL
‖∇(u− uGALAL )‖2L2(Ω) = a(u− uGALAL , u− uGALAL )
= a(u− uGALAL , u− uAL)
≤ ‖∇(u− uGALAL )‖L2(Ω)‖∇(u− uAL)‖L2(Ω).
Hence,
‖∇(u− uGALAL )‖L2(Ω) ≤ ‖∇(u− uAL)‖L2(Ω) ∀ uAL ∈ VAL.
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Further let uneari and u
far
i as in (5.7). Then it holds that
u =
n∑
i=1
bi(u
near
i + u
far
i ).
Let u˜neari as in (5.8) and u˜
far
i as in (5.9). We choose uˆ
far
i as in Lemma 5.2.1 and
uAL ∈ VAL by
uAL =
n∑
i=1
bi(u˜
near
i + uˆ
far
i ).
Using this notation we have
u− uAL =
n∑
i=1
bi(u
near
i − u˜neari ) +
n∑
i=1
bi(u
far
i − uˆfari ).
First we consider the nearfield part. Let dneari := uneari − u˜neari and set
vnear :=
n∑
i=1
bid
near
i .
As in the proof of Theorem 5.2.6 we obtain
‖∇vnear‖L2(Ω) ≤ C
√√√√ n∑
i=1
(H4i +H
2
i ) ‖f‖2L2(ωi,1)
≤ C (H2 +H) ‖f‖L2(Ω) .
Since by Theorem 1.1.9 we know that the embedding Lp(Ω) ↪→ L2(Ω) is continuous
for any p ≥ 2, we have
‖∇vnear‖L2(Ω) ≤ C
(
H2 +H
) ‖f‖Lp(Ω)
for any p ≥ 2.
Next we consider the farfield part. Let dfari := u
far
i − uˆfari and set
vfar :=
n∑
i=1
bid
far
i .
As in the proof of Theorem 5.2.6 we get with a constant C depending on the mesh
regularity
‖∇vfar‖L2(Ω) ≤ C
√√√√ n∑
i=1
(H4i + h
2
i ) ‖gfari ‖2L2(ωfari ). (5.30)
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By the definition of gfari (cf. (5.6)) we have
‖gfari ‖L2(ωfari ) ≤ ‖χif‖L2(ωfari ) + 2‖A∇χi∇u‖L2(ωfari )
+‖(u− u¯i) div(A∇χi)‖L2(ωfari ). (5.31)
Applying general Hölder’s inequality (cf. Theorem 1.1.6) on the first term of (5.31)
and by (4.25) we obtain for any 2 < q < Q/3 and any p ∈ (2Q/(Q − 6), P ] such
that 2/q + 2/p = 1 the estimate
‖χif‖L2(ωfari ) ≤ ‖χi‖Lq(ωfari )‖f‖Lp(ωfari )
≤ CH
d
q
i ‖f‖Lp(ωfari )
= CH
d
2
− d
p
i ‖f‖Lp(ωfari ). (5.32)
To get an estimate of the second term of (5.31) we use general Hölder’s inequality,
(2.2) and (4.26). For 2 < q < Q/3 and any p ∈ (2Q/(Q − 6), P ] such that
2/q + 2/p = 1 it holds
‖A∇χi∇u‖L2(ωfari ) ≤ ‖A‖L∞(ωfari )‖∇χi‖Lq(ωfari )‖∇u‖Lp(ωfari )
≤ CβH
d
2
− d
p
−1
i ‖∇u‖Lp(ωfari ). (5.33)
For the third term of (5.31) we obtain by general Hölder’s inequality, using (4.27)
and by Poincaré’s inequality for 2 < q < Q/3 and any p ∈ (2Q/(Q − 6), P ] such
that 2/q + 2/p = 1
‖(u− u¯i) div(A∇χi)‖L2(ωfari ) ≤ ‖ div(A∇χi)‖Lq(ωfari )‖u− u¯i‖Lp(ωfari )
≤ CH
d
2
− d
p
−1
i ‖∇u‖Lp(ωfari ). (5.34)
Next, we want to estimate the square root of
∑n
i=1 h
2
i ‖χif‖2L2(ωfari ). For this we set
γi := h
2
iH
d−2d/p
i and δi := ‖f‖2Lp(ωfari ). By (5.32) we get√√√√ n∑
i=1
h2i ‖χif‖2L2(ωfari ) ≤ C
√√√√ n∑
i=1
h2iH
d− 2d
p
i ‖f‖2Lp(ωfari )
= C
√√√√ n∑
i=1
γiδi.
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Applying a discrete Hölder’s inequality with r := p/2 and r′ = r/(r−1) = p/(p−2)
yields
√√√√ n∑
i=1
h2i ‖χif‖2L2(ωfari ) ≤ C
√
‖γi‖`r′‖δi‖`r
= C
√√√√( n∑
i=1
γr
′
i
) 1
r′
(
n∑
i=1
δri
) 1
r
= C
(
n∑
i=1
h
2p
p−2
i H
d
i
) p−2
2p
(
n∑
i=1
‖f‖p
Lp(ωfari )
) 1
p
.
Since ωfari ⊂ ωi,2 and every simplex τ is contained in at most M2 domains ωi,2 (cf.
(3.7)) we obtain
√√√√ n∑
i=1
h2i ‖χif‖2L2(ωfari ) ≤ C
(
n max
1≤i≤n
h
2p
p−2
i H
d
i
) p−2
2p
(
n∑
i=1
‖f‖pLp(ωi,2)
) 1
p
≤ Ch‖f‖Lp(Ω). (5.35)
The last inequality follows due to the assumption that n ≤ CH−d.
Now, we want to estimate the square root of
∑n
i=1 h
2
i ‖A∇χi∇u‖2L2(ωfari ) in a similar
way. By (5.33) and using a discrete Hölder’s inequality with r, r′, γi as before and
δi := H
−2
i ‖∇u‖2Lp(ωfari ) we get
√√√√ n∑
i=1
h2i ‖A∇χi∇u‖2L2(ωfari ) ≤ Cβ
√√√√ n∑
i=1
h2iH
d− 2d
p
−2
i ‖∇u‖2Lp(ωfari )
≤ Cβ
√
‖γi‖`r′‖δi‖`r
≤ Cβh
(
n∑
i=1
H−pi ‖∇u‖pLp(ωfari )
) 1
p
≤ Cβh
(
max
1≤i≤n
H−pi
n∑
i=1
‖∇u‖pLp(ωi,2)
) 1
p
≤ Cβ h
H
‖∇u‖Lp(Ω).
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Corollary 4.1.5 and (5.3) yield√√√√ n∑
i=1
h2i ‖A∇χi∇u‖2L2(ωfari ) ≤ Cβ
h
H
‖F‖W−1,p(Ω)
≤ Cβ h
H
‖f‖Lp(Ω). (5.36)
Using (5.34) and a discrete Hölder’s inequality with r, r′, γi and δi as before as well
as applying Corollary 4.1.5 and (5.3) we obtain
√√√√ n∑
i=1
h2i ‖(u− u¯i) div(A∇χi)‖2L2(ωfari ) ≤ C
√√√√ n∑
i=1
h2iH
d− 2d
p
−2
i ‖∇u‖2Lp(ωfari )
≤ C h
H
‖f‖Lp(Ω). (5.37)
In order to get an L2-estimate for ∇vfari , it remains to estimate the square root
of
∑n
i=1 H
4
i ‖gfari ‖2L2(ωfari ). First we consider the term (
∑n
i=1H
4
i ‖χif‖2L2(ωfari ))
1/2.
Using (5.32) and applying a discrete Hölder’s inequality with r := p/2, r′ = p/p−2,
γi := H
4+d−2d/p
i and δi := ‖f‖2Lp(ωfari ) yields√√√√ n∑
i=1
H4i ‖χif‖2L2(ωfari ) ≤ C
√√√√ n∑
i=1
H
4+d− 2d
p
i ‖f‖2Lp(ωfari )
≤ C
√
‖γi‖`r′‖δi‖`r
≤ C
(
n∑
i=1
H
4p
p−2 +d
i
) p−2
2p
(
n∑
i=1
‖f‖p
Lp(ωfari )
) 1
p
≤ C
(
n max
1≤i≤n
H
4p
p−2 +d
i
) p−2
2p
‖f‖Lp(Ω)
≤ CH2‖f‖Lp(Ω). (5.38)
The last inequality holds since n ≤ CH−d by assumption.
In an analogous way we get by (5.33) and with γi := H
2+d−2d/p
i and δi := ‖∇u‖2Lp(ωfari )
the estimate √√√√ n∑
i=1
H4i ‖A∇χi∇u‖2L2(ωfari ) ≤ CβH‖∇u‖Lp(Ω).
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Corollary 4.1.5 and (5.3) yield√√√√ n∑
i=1
H4i ‖A∇χi∇u‖2L2(ωfari ) ≤ CβH‖F‖W−1,p(Ω)
≤ CβH‖f‖Lp(Ω). (5.39)
Analogously we obtain by (5.34)√√√√ n∑
i=1
H4i ‖(u− u¯i) div(A∇χi)‖2L2(ωfari ) ≤ C
√√√√ n∑
i=1
H
2+d− 2d
p
i ‖∇u‖2Lp(ωfari )
≤ CH‖f‖Lp(Ω). (5.40)
The combination of (5.30), (5.31), (5.35), (5.36), (5.37) (5.38), (5.39) and (5.40)
yields
‖∇vfar‖L2(Ω) ≤ C
(
h+
h
H
+H2 +H
)
‖f‖Lp(Ω)
for any p ∈ (2Q/(Q − 6), P ] such that 2/q + 2/p = 1 for some 2 < q < Q/3. The
constant C depends on α, β and p. Hence, if we choose h such that
h ≤ CH2, (5.41)
it holds
‖∇vfar‖L2(Ω) ≤ C
(
h+
h
H
+H2 +H
)
‖f‖Lp(Ω) ≤ CH.
The small mesh size h arises by t-fold refinement of the local coarse grid so that
h ≤ CH2−t. (5.42)
By choosing
t =
⌈
lb
1
H
⌉
in (5.42) h satisfies (5.41).
Estimate (5.29) can be proven as in Theorem 5.2.6. From the definition of VAL (cf.
(3.15)) it is clear that
dimVAL ≤ n(dimV neari + dimV fari )
holds. The choice k :=
⌈
2c0`2
(`−1)
⌉
yields
k ≤ `
(
4c0 +
1
2
)
.
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By Remark 3.2.12 we get
dimV fari ≤ `kd ≤
(
4c0 +
1
2
)d
`d+1.
Obviously we have dimV neari = O(1). Hence,
dimVAL ≤ Cn`d+1 ≤ CH−d logd+1 1
H
.
The last inequality follows by the assumption that there exists a constant C > 0
such that n ≤ CH−d and the choice of `.
Remark 5.2.8. For Q > P we have max{1 − 1/KQ, 1 − 1/KP} = 1 − 1/KQ,
whereas for Q < P we have max{1 − 1/KQ, 1 − 1/KP} = 1 − 1/KP . Note that
2Q/(Q− 6) gets smaller for increasing values of Q. Moreover for the choice Q = 8
we have 2Q/(Q−6) = 8. Hence, if we choose Q arbitrary close to infinity, P can be
chosen arbitrary close to 2. However, since KQ is non-decreasing and continuous
in Q the constant 1 − 1/KQ can be arbitrary close to 1, which implies that the
coefficient has to be almost constant in that case. If we choose Q arbitrary close
to 6, P is arbitrary close to infinity and thus A has to be almost constant.
In general, if A ∈ L∞(Ω,Rd×dsym) is such that α/β ∈ [1− 1/K8, 1] the control param-
eters P and Q in the AL-basis can be chosen in such a way that the estimate
‖u− uAL‖H1(Ω) ≤ CH‖f‖LP (Ω)
holds. The constant K8 depends only on the domain Ω.
Since our theory is based on a perturbation argument, we don’t expect that the
bounds in Theorem 5.2.7 are sharp.

Conclusions
We developed a generalized finite element method for the solution of elliptic prob-
lems in heterogenous media. In [59] a generalized finite element space has been
set up as the span of the AL basis and it is proven that the arising Galerkin fi-
nite element method converges linearly with respect to the energy norm. However,
since the continuous inverse elliptic operator is employed in the construction of
the AL basis, the method proposed in [59] is only semidiscrete. In [119] a fully
discrete version of the AL basis has been developed by approximating the continu-
ous operator by a discrete one which is still non-local. Based on [59] and [119] we
introduced a localized version of the inverse of the fully discrete elliptic solution
operator. Hence, the computation of the AL basis becomes feasible.
Moreover a complete error analysis for the AL basis has been developed which
proves the linear convergence property. The analysis is based on Caccioppoli’s in-
equality and the construction of a local cutoff function χ in an annular domain.
This theory is quite involved. It turned out that for d ≥ 2 a cutoff function satis-
fying div(A∇χ) ∈ L∞(Ω) is hard to find. We were able to construct χ such that
div(A∇χ) ∈ Lq(Ω) is satisfied with Q′/3 < q < Q/3 for some fixed Q > 2 and Q′
denotes the exponent conjugate to Q. We derived bounds for Q depending only on
the size of the jumps in the coefficient A.
Future research will be focused on the implementation of the method and numerical
experiments which have the aim to understand in more detail the computational
cost of the algorithm as well as its convergence behaviour. This also requires to
find a set of experiments which are most critical for the method in order to inves-
tigate the sharpness of our estimates numerically. It is by no means obvious how a
diffusion matrix which is most critical for our method can be constructed.
Furthermore the construction of the AL basis requires the evaluation of L2-ortho-
gonal projections onto some low-dimensional space. Since the Gramian matrices
of these projections are dense, the computation of their inverses by standard tech-
niques is quite expensive. Thus an efficient algorithm for the evaluation of these
L2-orthogonal projections needs to be developed.
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Appendix A
Alternative Construction of χi for
d = 1
Let Iˆ := (0, 1) and A is the diffusion coefficient of (2.1) satisfying (2.2). The con-
struction of the cutoff function on the unit interval goes as follows. Let ηˆ ∈ H1(Iˆ)
be the function which satisfies
(Aˆηˆ′)′ = 0 in Iˆ (A.1)
subject to the boundary conditions ηˆ(0) = 0 and ηˆ(1) = 1. Aˆ is the image of A
under the affine, linear transformation ψ as in (4.13). Note that there exist α, β
such that (4.14) holds.
The general solution of (A.1) is given by
ηˆ(x) = C0
x∫
0
Aˆ−1(z) dz + C1.
Due to the boundary conditions we obtain
C1 = 0, C0 =
1∫ 1
0
Aˆ−1(z) dz
and therefore we finally get
ηˆ(x) =
∫ x
0
Aˆ−1(z) dz∫ 1
0
Aˆ−1(z) dz
. (A.2)
Our goal is to smoothen the function ηˆ such that the derivatives vanish on the
boundary, i.e. ηˆ′(0) = ηˆ′(1) = 0. We define
χˆ := ϕ ◦ ηˆ
where ϕ is the mollifying function
ϕ(t) := t2(3− 2t) t ∈ R.
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Due to the boundary conditions ηˆ(0) = 0 and ηˆ(1) = 1 we obviously have
χˆ(0) = 0 and χˆ(1) = 1
as well as
χˆ′(0) = χˆ′(1) = 0.
Remark A.0.1. Note that
ηˆ′(x) =
Aˆ−1(x)∫ 1
0
Aˆ−1(z) dz
∈ L∞(Iˆ)
and hence we have ηˆ ∈ W 1,∞(Ω).
Theorem A.0.2. Let Iˆ = (0, 1) and let A be the diffusion coefficient of problem
(2.1) satisfying (2.2). Further let Aˆ be the image of A under the map ψ as in
(4.13). Then there exists a function χˆ ∈ W 1,∞(Iˆ) which satisfies (Aˆχˆ′)′ ∈ L∞(Iˆ)
and χˆ(0) = χˆ′(0) = χˆ′(1) = 0 as well as χˆ(1) = 1. Moreover the estimates
‖χˆ‖L∞(Iˆ) ≤ 1
‖Aˆχˆ′‖L∞(Iˆ) ≤ 6β
‖(Aˆχˆ′)′‖L∞(Iˆ) ≤ 6
β2
α
hold.
Proof. Due to the positivity of Aˆ and the monotonicity of the integral we obtain
‖ηˆ‖L∞(Iˆ) ≤ 1
and thus
‖χˆ‖L∞(Iˆ) = ‖ηˆ2(3− 2ηˆ)‖L∞(Iˆ) ≤ 1.
Moreover using (4.14) we have
‖ηˆ′‖L∞(Iˆ) ≤
β
α
and ‖Aˆηˆ′‖L∞(Iˆ) ≤ β
which leads to
‖Aˆχˆ‖L∞(Iˆ) = 6‖Aˆηˆηˆ′(1− ηˆ)‖L∞(Iˆ) ≤ 6β.
By the definition of χˆ and (A.1) we get
(Aˆχˆ′)′ = (ϕ′ ◦ ηˆ)(Aˆηˆ′)′ + (ϕ′ ◦ ηˆ)′Aˆηˆ′
= (ϕ′′ ◦ ηˆ)Aˆ(ηˆ′)2.
Hence,
‖(Aˆχˆ′)′‖L∞(Iˆ) = 6‖Aˆ(1− 2ηˆ)(ηˆ′)2‖L∞(Iˆ) ≤ 6
β2
α
.
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