We propose a new genome-wide association test for mixed binary and continuous phenotypes that uses an efficient numerical method to estimate the empirical distribution of the Fisher's combination statistic under the null hypothesis. Our simulation study shows that the proposed method controls the type I error rate and also maintains its power at the level of the permutation method. More importantly, the computational efficiency of the proposed method is much higher than the one of the permutation method. The simulation results also indicate that the power of the test increases when the genetic effect increases, the minor allele frequency increases, and the correlation between responses decreases. The statistical analysis on the database of the Study of Addiction: Genetics and Environment demonstrates that the proposed method combining multiple phenotypes can increase the power of identifying markers that may not be, otherwise, chosen using marginal tests.
Introduction
For complex diseases such as substance use disorders, a gene is usually expressed in multiple traits that tend to be correlated with each other. In most situations, the effect of the gene on each marginal trait is small. If we evaluate the association between the gene and each marginal trait separately, we may not have enough power to detect the association. Thus, statistical methods that can be used to analyze the gene effect on multiple traits jointly are highly desirable.
In studies involving multivariate outcomes (e.g. multiple traits), the outcomes may be non-commensurate. That is, they are measured in different scales. For example, the early onset use of a substance (binary outcome) and the lifetime exposure to a substance (continuous outcome) are both important traits in substance abuse research. 1 The challenge of testing the association between a gene and non-commensurate outcomes is the nonexistence of obvious multivariate distribution to model the mixed outcomes. In this study, we focus on mixed binary and continuous phenotypic traits because they are the most common measurement scales in genetic association studies. Although many diseases are classified into binary categories for clinical purposes (e.g. normal vs. abnormal), a lot of biological and psychological measurements collected in clinical or research settings are continuous variables, which may contain more detailed information about the disease severity or progression. If we could analyze these two types of variables together as multivariate traits, we could greatly increase the information in the outcome and hence heighten the chance of finding the genes associated with the disease.
Teixeira-Pinto and Normand 2 conducted a comprehensive review of various methods for mixed binary and continuous outcomes and categorized them into two approaches. The first approach is to factor the joint distribution into the product of conditional and marginal distributions. 3 The advantage of this approach is that the conditional and marginal distributions can be modeled using appropriate distributions. However, it is difficult to extend it to a more general setting that involves more than two outcomes. The other approach involves a latent variable and assumes that the observed outcomes conditioned on the latent variable are independent. Hence, one can write the joint distribution as the product of the two conditional distributions. Yet, one critical issue of the latent variable approach is that the parameters are not identifiable as demonstrated in the example in TeixeiraPinto and Normand. 2 Thus, some constraints in the model are warranted. Zheng et al. 4 developed an alternative method for testing the association between a gene and mixed binary and continuous outcomes using the Fisher's combination function. Specifically, they proposed to use the trend test statistic for the association between the gene and the binary outcome and the F-test statistic for the association between the gene and the continuous outcome. The p-values from these two test statistics are later combined into a new statistic, say J, using the Fisher's combination function. If the two test statistics are independent, then J follows a 2 -distribution with four degrees of freedom. However, in this case, the two test statistics are dependent, because the two outcomes tend to be dependent and the same gene is used for the testing. Thus, the gamma (scaled 2 )-distribution is more appropriate for inferring the null distribution of J. They conducted a simulation study to estimate the scale and shape parameters of the gamma distribution using the Bootstrap method. Their simulation study showed that the gamma distribution with the estimates of 3.1 for the scale parameter and 1.3 for the shape parameter is a good approximation for the null distribution of J for various values of minor allele frequencies and correlation coefficients between outcomes (Table II of Zheng et al.  4 ). Yet, this approach has two disadvantages. First, their estimated null distribution is only applicable for the specific setting involving the trend test statistic and the F-test statistic. Second, based on our simulation study (see the details in Section 3.2), their association test based on the specific gamma distribution tends to have low power.
In this study, we propose a new method to estimate the empirical distribution of the Fisher's combination statistic under the null hypothesis. Instead of using a computationally intensive method (e.g. the permutation or bootstrap method) to estimate the null distribution of the test statistic, we show that the distribution is actually a function of the correlation between the continuous and binary outcomes. By estimating the correlation using the observed outcomes, we can greatly improve the efficiency of estimating the null distribution. The proposed method has two advantages. First, unlike the methods reviewed in Teixeira-Pinto and Normand, 2 the proposed method has a great potential to be extended to more than two outcomes with mixed measurement scales. Second, the proposed method has the same level of computational efficiency as the method of Zheng et al. 4 and yet is more powerful.
This article is organized as follows. In Section 2, we define the statistical model of mixed outcomes and describe the proposed method in detail. We also show that our proposed method controls the type I error rate. In Section 3, we conduct a simulation study to evaluate the performance of the proposed method in comparison to alternative methods under various genetic models. Section 4 presents the results of statistical analysis on the Study of Addiction: Genetics and Environment (SAGE) data to demonstrate the applications in the substance abuse field. Discussion and concluding remarks are presented in Section 5.
Methods
We first define the notations used in this article. For the candidate SNP, let Z i ð¼ 0, 1, 2Þ be the number of reference alleles for individual i, ði ¼ 1, . . . , nÞ and let ðX i , W i Þ 0 be the bivariate continuous response variables. Suppose Y i is a dichotomous variable derived from W i through a cut-off value C:
Without loss of generality, we assume C ¼ 0 in this study. When there is no ambiguity, we drop the subscript i to simplify the notation.
Our purpose is to test the association between the candidate SNP and the bivariate responses. In Section 2.1, we review the test statistic for bivariate outcomes X and W using the Fisher combination function. In Section 2.2, we derive the test statistic for the mixed outcome X and Y. Our method is based on the Fisher combination function because of its flexibility in designing test statistic and asymptotic optimality. 
Bivariate normal responses
The Fisher combination method is based on two components: marginal tests and a combination function. The marginal test needs to be unbiased and the combination function is a continuous, nonincreasing real function. To apply the Fisher combination method for the GWAS study on bivariate normal outcomes ðX, WÞ 0 , a simple regression is used to test the association between the SNP Z and each marginal outcome. Let p x and p w be the corresponding marginal p-values. The Fisher combination function is, thus, written as
Under the null hypothesis of no association between the SNP and the bivariate outcomes, the distribution of T 1 follows a gamma (scaled chi-squared) distribution. 7, 8 Note that for the gamma distribution with the shape parameter k and the scale parameter s, the mean is ks and the variance is ks 2 . In practice, the values of k and s are unknown. One way to avoid estimating k and s is using the permutation method to approximate the null distribution of T 1 statistic. Yet, the computational time of the permutation method increases exponentially as the sample size increases. Since GWAS usually involves a million of association tests, the permutation test is not practically feasible.
An alternative approach is to estimate the shape parameter k and the scale parameter s of the gamma distribution, using the method of moments. We need the first two moments to estimate the two unknown parameters. Under the null hypothesis, the p-values, p x and p w , both follow an uniform distribution. Hence, T 1 is the sum of two chi-squared (two degrees of freedom) random variables. Therefore, the mean of T 1 is
Yang et al. 9 showed that cov½À2 logð p x Þ, À 2 logð p w Þ can be accurately estimated using the correlation between X and W, xw , as follows: . When the true value of xw is known, this estimation is very close to the true covariance. However, in real life situations, the value of xw is unknown and can be estimated using the sample correlation coefficient of X and W: xw . Let the right hand side of equation (2) be ð xw Þ. Under the null hypothesis, the mean of T 1 is 4 and the variance of T 1 can be efficiently calculated as 8 þ 2ð xw Þ. Thus, using the method of moments, we can estimate the shape parameter k and the scale parameter s using the following two equations:
That is, the null distribution of T 1 is the gamma distribution with the shape parameter k ¼ 8=ð4 þ ð xw ÞÞ and the scale parameter s ¼ 2 þ ð xw Þ=2.
Mixed continuous and binary responses
When the responses are continuous and binary (i.e. X and Y), the Fisher combination function can still be applicable to test the association between the SNP (i.e. Z) and the responses. Let p x be the p-value for the test statistic of the association between Z and X; and p y be the p-value corresponding to the association between Z and Y. Using the Fisher combination function, we define the test statistic for the association between Z and ðX, YÞ 0 as
Since T 2 is the sum of two chi-squared statistics, it follows a gamma distribution. Similar to T 1 in the previous section, the mean of T 2 is
and the variance of T 2 is
Unlike the case of bivariate normal responses, the covariance here is, however, not tractable. When the responses are independent, cov½À2 logð p x Þ, À 2 logð p y Þ ¼ 0, and therefore the null distribution of T 2 follows a chi-squared distribution with four degrees of freedom and the variance of T 2 being 8. Yet, when the responses are correlated, Yang 8 has showed that this approach is too liberal and thus tends to inflate the type I error rate. On the other hand, using the Cauchy-Schwarz inequality, we can derive the following result:
Hence, the maximum of the variance of T 2 is 16. If we adopt this value, the test would be too conservative and thus tend to have low power. Therefore, our goal is to find a good trade-off between these two extreme values of Var½T 2 (i.e. 8 and 16).
According to Section 2.1, if we observe bivariate continuous responses X and W, we would use the sample correlation coefficient xw to estimate the variance of the test statistic through equation (2) . However, when we only observe mixed continuous and binary responses X and Y, we may assume that Y is derived from a latent variable W through equation (1). Pearson 10 and Tate 11, 12 proposed the sample biserial correlation, which is a consistent estimate of xw . It is defined as xw ¼r xy S y ðÈ À1 ð1 À " yÞÞ where and È are the standard Gaussian density and distribution functions, respectively; "
yÞ=n; andr xy ¼ S xy =ðS x S y Þ is the sample correlation coefficient between X and Y (see Appendix 1.2 for the detailed derivation of the biserial correlation).
We propose to plug xy (which is a consistent estimate of xw ) in equation (2) and use the resulting estimate of cov½À2 logð p x Þ, À 2 logð p w Þ to estimate cov½À2 logð p x Þ, À 2 logð p y Þ. Although this approach tends to slightly overestimate Var½T 2 (see Section 3.1), it is a better estimate than the lower bound (8) or the upper bound (16).
Simulation studies 3.1 Accuracy of variance estimation
To evaluate the relative accuracy of the proposed variance estimation method in Section 2.2, we conducted a simulation study. The simulation was based on 1000 simulated individuals. Given the correlation , we simulated bivariate random variables of ðX, WÞ 0 for each individual. The random variable Y was derived from W using equation (1) with C ¼ 0. We also independently simulated genotypes Z of all individuals with the minor allele frequency 0.5. We used a simple linear regression to test the association between Z and X and derived the p-value: p x ; in a similar way, we derived the p-value for the association between Z and W: p w . For the binary response Y, we used the Cochran-Armitage trend statistic to test the association between Z and Y and derived the corresponding p-value: p y . The process was repeated 100,000 times, so that we have 100,000 pairs of (p x , p w ) and (p x , p y ). Based on these simulated p-values, we can calculate cov½À2 logð p x Þ, À 2 logð p w Þ and cov½À2 logð p x Þ, À 2 logð p y Þ. By varying the value of , we can investigate the relationship between and the covariance.
The simulation results are shown in Figure 1 . The solid curve corresponds to the estimates of cov½À2 logð p x Þ, À 2 logð p w Þ based on the simulated bivariate normal responses. The estimates of cov½À2 logð p x Þ, À 2 logð p y Þ based on the simulated mixed continuous and binary responses are, on the other hand, delineated by the dash curve. The differences between these two curves show that: (a) the difference in the two covariance estimates reaches 0 at ¼ 0; (b) the difference increases when the absolute value of increases; and (c) the covariance corresponding to mixed responses is smaller than the covariance corresponding to bivariate continuous responses for every value of . The finding in (c) indicates that our proposed method, which uses an estimate of cov½À2 logð p x Þ, À 2 logð p w Þ tends to slightly over-estimate cov½À2 logð p x Þ, À 2 logð p y Þ. For example, when ¼ 0:5, our estimate of Var½T 2 is 9.96, which over-estimates the target value (9.22) by 8%. Nevertheless, this approach conservatively estimates the variance of T 2 so that the resulting type I error rate is controlled.
Performance of the proposed method
3.2.1 Simulation design. We conducted a Monte Carlo simulation study to compare the proposed method with the method of Zheng et al. 4 and the permutation method, in terms of the type I error rate and statistical power. For each subject, the genotype Z ¼ ð0, 1, 2Þ representing the total number of reference allele was generated based on the minor allele frequency (MAF) . That is, the genotype coded as the number of reference allele was simulated from the multinomial distribution with probabilities ðð1 À Þ 2 , 2ð1 À Þ, 2 Þ. Given the genotype, we generated the responses for various values of using the following model: Note that the values of x and w represent the genetic effect, which was defined as follows:
where l ¼ x or w. The parameter controlled whether the genetic effect was recessive ( ¼ 0), additive ( ¼ 1=2), or dominant ( ¼ 1). 13 The value of Y was then derived using equation (1) .
We compared the proposed method with three competing methods: (a) the method proposed by Zheng et al. 4 that employs the Gamma distribution with the scale parameter ¼ 3.1 and the shape parameter ¼ 1.3 as the reference null distribution; (b) the permutation method for testing the association between Z and ðX, YÞ 0 ; and (c) the permutation method for testing the association between Z and ðX, WÞ 0 . Since the values of the latent variable W were observed in the simulation, the third method was carried out to serve as the upper bound among all the competing methods.
For Methods 2 and 3, 1000 permutations were conducted to calculate the p-values of the test statistic. Under the null hypothesis (e x ¼ e w ¼ 0), we repeated the simulation 10,000 times to have enough precision for comparing type I errors. Under the alternative hypotheses, we repeated the simulation 2500 times so that the simulation standard error (10 À2 ) is sufficient for comparing powers. Based on the data of 10,000 and 2500 replications, the empirical type I error rate and power were calculated as the proportion of p-values less than 0.05, respectively.
Simulation results.
The empirical Type I error rates at 0.05 level for the four methods are listed in Table 1 . For 10,000 replications, the standard deviation of the empirical Type I error rate is 0.005. As demonstrated in the table, all the four methods control the type I error for various values of MAF and correlations between responses.
The empirical powers at the significance level of 0.05 for the recessive, additive, and dominant genetic effect models are listed in Tables 2 to 4 , respectively. For 2500 replications, the standard deviation of the simulated power is 0.01. The findings are summarized as follows:
(1) The comparison of test performance across the three genetic effect models shows that the tests have the highest power under the dominant model, whereas the power under the recessive model is the lowest. (2) Among the four competing methods, the Zheng's method has the lowest power. (3) The power of all tests increases as the genetic effects, e x or e w , increase. 
The power of all tests increases as MAF increases for the recessive and additive genetic models, while the statistical power under the dominant effect model does not increase with MAF. (5) The power of all tests decreases as the correlation between responses, , increases. This is expected since a large value decreases the information contained in bivariate responses. (6) The power of the proposed method is very close to the permutation method for mixed responses. Yet, the computational efficiency of the proposed method is much higher. For example, in our simulation study, the proposed method is 1000 times more efficient than the permutation method. More importantly, when the sample size is large, the computational time for exact permutation becomes intractable, whereas the proposed method is not affected in terms of computational efficiency. In fact, the accuracy of correlation estimation for the proposed method improves as the sample size increases. (7) If we can observe the latent variable W, the power of the test using X and W is generally higher than the one using the mixed responses X and Y. (8) When both e x and e w are nonzero, the power of the tests is higher than the power in the setting with only e x or e w being nonzero. Furthermore, when one of e x and e w is zero (i.e. has no effect), the reduction in power is more severe in the setting of e x ¼ 0, because the continuous response X contains more information than the binary response Y. For example, in the setting of MAF ¼ 0.3 and ¼ 0:4, the proposed test has the power of 0.776 when e x ¼ e w ¼ 0:4. However, when e w ¼ 0 (i.e. the binary response Y is not associated with the genotype), the power of the proposed test is reduced to 0.549; when e x ¼ 0 (i.e. the continuous response X is not associated with the genotype), the power of the proposed test is further reduced to 0.361. 
Real data analysis
We conducted real data analysis using the database from the SAGE, http://www.ncbi.nlm.nih.gov/projects/ gap/cgi-bin/study.cgi?study_id ¼ phs000092.v1.p1. The SAGE is a case-control study that gathered data from three large scale studies in the substance abuse field: the Collaborative Study on the Genetics of Alcoholism (COGA), the Family Study of Cocaine Dependence (FSCD), and the Collaborative Genetic Study of Nicotine Dependence (COGEND). The total number of individuals with individual level data available is 4121. Each individual was genotyped using the Illumina Human 1 M-Duo beadchip, which contains over one million SNP markers. We chose unrelated individuals with SNPs that were restricted to 22 autosomes and passed the quality control measures according to the procedures in Anderson et al. 14 In addition, individuals were removed if their phenotypes were missing. The final number of unrelated individuals included in the analysis was 3409 (1653 male and 1756 female). The total number of SNP markers that passed the quality control was 726,247.
Although the number of alcohol symptoms has been commonly adopted as a measure of the phenotype of alcohol use disorder (AUD), early onset of alcohol use has been found to be associated with risky trajectories of progression to AUD. 15 Thus, to identify the gene that contributes to susceptibility to alcohol addiction, we may need to consider both of these phenotypes together. Following the alcohol research literature, 15 we defined early onset of regular drinking (i.e. drinking once a month for 6 months or more) as the onset age of 14 or younger (coded as 1; as 2 otherwise). Figure 2 shows the distributions of the two phenotype variables used in the analysis. The two variables, number of alcohol symptoms and early onset of regular drink, are correlated with the biserial correlation coefficient being À0.4761. The negative correlation indicates that early onset drinkers tend to have more alcohol symptoms. Since the study samples are from different ethnic groups, the differences in allele frequency across ethnic groups are likely to produce false positive association. 16 To evaluate and adjust for population stratification, we conducted principal components analysis. 17 The results showed that the first three principal components are sufficient to adjust for population stratification.
The proposed combination method is a two-step procedure. In the first step, we conducted marginal genomewide association tests for each phenotypic outcome variable. The simple linear regression was used for the number of alcohol symptoms (continuous variable), whereas the logistic regression was employed for the early onset status of regular drinking (binary variable). The first three principal components were added as covariates to adjust for population stratification. The second step involved using the biserial correlation between the mixed phenotypes as well as the marginal p-values derived from Step 1 to calculate the p-values of the genome-wide association tests on the mixed continuous and binary outcomes. Figure 3 displays the QQ-plot of the p-values for the association between the early onset of regular drink and SNPs. The QQ-plot of the number of alcohol symptoms and SNPs are shown in Figure 4 . The fact that the p-values lie on the diagonal lines in both figures indicates that the model assumptions of our marginal analysis are adequate. The QQ-plot of the p-values for the association between the mixed phenotypes and SNPs is depicted in Figure 5 . In this figure, the majority of p-values are on the diagonal line but, unlike Figures 3 and 4 , about 10 smallest p-values are above the diagonal line. This difference indicates that our proposed method identifies more significant SNPs than the marginal tests. To evaluate the accuracy of the proposed method, we employed the permutation method based on the Fisher combination function. We conducted 1000 permutations so the standard deviation of the Monte Carlo p-value is 0.0158. The procedure of the permutation method is as follows. We first calculated the observed statistic, T 0 , using equation (3) . The labels of bivariate phenotype variables were then randomly permuted to form the permuted data sets. The vector of the bivariate phenotypes instead of the individual phenotype was permuted to preserve the correlation between the two phenotype variables. For the i th permuted data set, we calculated T i using equation (3), ði ¼ 1, . . . , 1, 000Þ. The p-value of each SNP was, thus, computed as the proportion of T i being greater than or equal to T 0 .
The differences in p-values between the proposed method and the permutation method are plotted in Figure 6 . The figure shows that the differences between these two methods are less than 0.1 for all the 726,247 SNPs and they are within the variation among the resulting estimates based on 1000 permutations. On the other hand, the computational time is dramatically different between the two methods. The Plink software 18 was adopted to calculate the marginal p-values because of its well-known efficiency. Using our workstation with 2.53 GHz Intel(R) Xeon(R) CPU and 64 GB RAM, it took only 5 min to calculate all statistics using the proposed method. However, it took more than 64 h to conduct simulations for the permutation method as well as more than 500 GB of storage to deposit the resulting 1000 sets of statistics.
To identify the SNPs associated with susceptibility to alcohol addiction, we set the reduced type I error rate at 10 À6 . Based on the marginal p-values, we identified one SNP (rs8019635, p ¼ 9:03 Â 10 À7 ) to be associated with the number of alcohol symptoms and one SNP (rs6800626, p ¼ 3:71 Â 10 À7 ) with the early onset of regular drinking. On the other hand, using the proposed method, we identified two SNPs (rs6800626, p ¼ 9:75 Â 10 À7 and rs17427389, p ¼ 7:60 Â 10 À7 ) to be associated with both phenotype variables. Although rs6800626 was also identified using the marginal test based on the early onset of regular drinking, rs17427389 was not detected by either marginal tests. Yet, the literature has found rs17427389 in the PLEKHG1 region to be associated with alcohol dependence. 19, 20 This demonstrates that combining multiple phenotypes can increase the power of identifying markers that may not be, otherwise, chosen using marginal tests. In addition, marginal tests may identify those SNPs that only contribute to a particular phenotype. Therefore, if our goal is to identify the genes that contribute to the common liability to alcohol addiction, the proposed method is a better approach than marginal tests.
Discussions
In this study, we propose a new genome-wide association test for mixed binary and continuous phenotypes that uses an efficient numerical method to estimate the empirical distribution of the Fisher's combination statistic under the null hypothesis. The simulation shows that the proposed method controls the type I error rate and also maintains its power at the level of the permutation method. More importantly, the computational efficiency of the proposed method is much higher than the one of the permutation method. The comparison of test performance across three genetic effect models (recessive, additive, and dominant) shows that the tests have the highest power under the dominant model and the lowest power under the recessive model. Furthermore, the power of all competing methods based on the Fisher's combination statistic increases when the genetic effects increase, the minor allele frequency increases, and the correlation between responses decreases. Our real data analysis using the SAGE database shows that the p-values estimated by the proposed method are very close to the ones by the permutation method. More importantly, the computational efficiency of the proposed method is much higher than the permutation method. The results of our analysis also demonstrate that combining multiple phenotypes can increase the power of identifying markers that may not be, otherwise, chosen using marginal tests. Thus, the proposed method is a better approach than marginal tests to identify the genes that contribute to the common liability to complex diseases such as alcohol use disorder.
In this study, we only considered mixed binary and continuous phenotypic traits because they are the most common measurement scales in genetic association studies. However, in many fields such as the substance abuse field, ordinal outcomes are also very common. 21 The proposed method has a great potential to be extended to a more general setting that involves multivariate responses with continuous, binary, and ordinal responses.
The derived values can, thus, be used to calculate covðÀ2 logð p x Þ, À 2 logð p y ÞÞ. That is, 
where is the standard normal density function. Using equation (8) and equation (9), we can obtain the following result:
xw ¼ xy y ðCÞ ð10Þ
Therefore, to estimate xw from the random samples ðx i , y i Þ, i ¼ 1, . . . , n, we need to calculate the following sample statistics: " x ¼ P n i¼1 x i =n; " y ¼ P n i¼1 y i =n; S 2 x ¼ P n i¼1 ðx i À " xÞ 2 =n; S 2 y ¼ P n i¼1 ð y i À " yÞ 2 =n;
S xy ¼ P n i¼1 ðx i À " xÞð y i À " yÞ=n; andr xy ¼ S xy =ðS x S y Þ: The cut-off value C is estimated byĈ ¼ È À1 ð1 À " yÞ. Plugging these statistics into equation (10), we can derive the sample biserial correlation xw ¼r xy S y ðÈ À1 ð1 À " yÞÞ
