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Abstract
A non-zero-approaching adaptive learning rate is proposed to guarantee the global convergence of Oja’s principal component
analysis (PCA) learning algorithm. Most of the existing adaptive learning rates for Oja’s PCA learning algorithm are required to
approach zero as the learning step increases. However, this is not practical in many applications due to the computational round-off
limitations and tracking requirements. The proposed adaptive learning rate overcomes this shortcoming. The learning rate converges
to a positive constant, thus it increases the evolution rate as the learning step increases. This is different from learning rates which
approach zero which slow the convergence considerably and increasingly with time. Rigorous mathematical proofs for global
convergence of Oja’s algorithm with the proposed learning rate are given in detail via studying the convergence of an equivalent
deterministic discrete time (DDT) system. Extensive simulations are carried out to illustrate and verify the theory derived. Simulation
results show that this adaptive learning rate is more suitable for Oja’s PCA algorithm to be used in an online learning situation.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Basedon thewell-knownHebbian learning rule,Oja proposed aprincipal component analysis (PCA) algorithm for on-
line computing of the principal component from input data [16]. Suppose the input sequence {x(k)|x(k) ∈ Rn (k = 0, 1,
2, . . .)} is a zeromean stationary stochastic process. TheOja’s PCA learning algorithmcan be described by the following
stochastic difference equation:
w(k + 1) = w(k) + (k)[Ckw(k) − wT(k)Ckw(k)w(k)], (1)
where (k) > 0 is the learning rate, and Ck = x(k)xT(k) is an online observation of the correlation matrix
deﬁned by C = E [x(k)xT(k)]. In order to afford the tracking capability of the adaptive algorithm, Ck can also be
 This work was supported by National Science Foundation of China under Grant 60471055 and Specialized Research Fund for the Doctoral
Program of Higher Education under Grant 20040614017.
∗ Corresponding author. Tel.: +86 28 83208191.
E-mail address: zhangyi@uestc.edu.cn (Z. Yi).
0304-3975/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2006.07.012
J. Cheng Lv et al. / Theoretical Computer Science 367 (2006) 286–307 287
taken as [4–6]:
Ck = Ck−1 + 1
k
(
x(k)xT(k) − Ck−1
)
,
where  is the forgetting factor, which ensures that the past data samples are down-weighted. The Oja’s PCA learn-
ing algorithm has found many applications, especially for online feature extraction, dimensionality reduction and
data compression [1,11]. Stemming from Oja’s algorithm, many generalized versions have been proposed [3,8,9,13–15,
19,20,27].
The Oja’s algorithm as well as the generalized versions are described by stochastic discrete time (SDT) systems.
Convergence of these algorithms is important for practical applications. It is very difﬁcult to study the dynamical
behaviors of the SDT models directly [27]. To study the convergence, traditionally, the SDT systems are transformed
into corresponding deterministic continuous time (DCT) systems by using stochastic approximation theorem, called
the DCT method, see for example, [7,10,12,17,18,21–24,26,28–30]. However, in order to relate the SDT model to a
DCT system, some restrictive conditions must be satisﬁed. One of these conditions is that
(k) > 0,
∑
k
(k) = ∞, ∑
k
((k))2 < ∞.
This condition implies that the learning rate (k)must converge to zero. However, it is not practical inmany applications,
due to computational round-off limitations and tracking requirements, whenever the step increases considerably, small
but non-zero constant values of learning rate have to be employed [31]. If the learning rate approaches zero, clearly,
it could slow down the convergent speed of the algorithm considerably. In addition, the learning rate cannot approach
zero too fast, otherwise, the algorithm will stop before it converges to the right direction. More discussions can be
found in [2,25,27]. Thus, the condition above is unrealistic in practical applications.
Recently, in [31], Zuﬁria proposed an method to study the dynamical behavior of Oja’s algorithm via a de-
terministic discrete time (DDT) system. The DDT method does not require the restrictive conditions as that in
DCT method. The DDT method transforms the algorithm (1) into a corresponding DDT system. Taking the con-
ditional expectation E{w(k + 1)/w(0), w(i), i < k} to both sides of (1), the corresponding DDT system is given as
follows:
w(k + 1) = w(k) + (k)(Cw(k) − w(k)TCw(k)w(k)), (2)
for k0, where C = E[x(k)xT(k)] is the correlation matrix. Clearly, the DDT system characterizes the averaging
evolution of the original algorithm. The DDT system preserves the discrete time form of the original algorithm and
gathers a more realistic behavior of the learning gain [31]. It seems that DDT method is more suitable for studying the
convergence of Oja’s algorithm than that of DCT method. The convergence of Oja’s algorithm with constant learning
rate has been recently studied via DDT method, it has been shown that the Oja’s algorithm is not globally convergent
and even became chaotic [25,31].
In this paper, an non-zero-approaching adaptive learning rate will be proposed for the algorithm (1). This adaptive
learning rate approaches a positive constant. The convergence of (1) with the proposed learning rate will be studied
by using the DDT method. It will be shown that (1) with the proposed learning rate is globally convergent. By global
convergence, the selection of the initial vector of (1) will be quite simple, in fact, any non-zero vector can be taken
as the initial vector. Moreover, the learning procedure will be speeded up as the learning rate converges to a non-zero
constant. Experimental results will further conﬁrm that the algorithm (1), with the proposed non-zero-approaching
learning rate, offers a high level of performance with an online observation sequence.
This rest of this paper is organized as follows. In Section 2, a non-zero-approaching adaptive learning rate is proposed
and the problem formulation and preliminaries are described. In Section 3, the convergence results are obtained. The
lower and upper bounds of the weight evolution are found. The global convergence is proven in detail. Simulations are
carried out in Section 4. Conclusions are drawn in Section 5. For convenience and ease of presentation, proofs of some
lemmas are given in the Appendix.
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Fig. 1. Converge to an incorrect direction with (k) = 1/(2k + 1).
2. Formulation and preliminaries
2.1. Adaptive learning rate
Before we propose the non-zero-approaching adaptive learning rate, let us use a simple example to see how a
zero-approaching learning rate affects the convergence of (1).
As for theDDT system (2), the learning rate (k) not only affects its evolution rate but also determines its convergence
[5,6]. Consider the following simple example:
w(k + 1) = w(k)
(
1 + (k)(1 − w(k)2)
)
, (3)
for k0. If we choose (k) = 1/(k + 1), then ‖ w(k+1) ‖→ ∞ as ‖ w(0) ‖> 2 [31]. If we choose (k) = 1/(2k + 1)
and the initial weight vector w(0) = [0.0053408, 0.0072711, 0.0030929]T, the algorithm (3) converges to an incorrect
vector w∗ = [0.0066514, 0.0088333, 0.0045339]T in six iterations with ‖w∗‖ = 0.0120, see Fig. 1.
The example shows that the zero-approaching learning rate is not practical in applications. On the other hand, if the
learning rate (k) is a constant, the global convergence of (1) cannot be guaranteed [25,31].
In this paper we will propose an adaptive learning rate which does not approach zero and can also guarantee the
global convergence of (1). The proposed adaptive learning rate is given as follows:
(k) = 
wT(k)Ckw(k)
, k0, (4)
where Ck is an online observation of C, and  is a constant with 0 <  < 0.8. Then, the algorithm (1) with this adaptive
learning rate can be rewritten as:
w(k + 1) = w(k) + 
w(k)TCkw(k)
(Ckw(k) − w(k)TCkw(k)w(k)). (5)
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2.2. The DDT formulation
We will use DDT method to indirectly study the convergence of (5). The DDT system characterizes the averaging
evolution of the original one [31]. Following Zuﬁria’s method, the corresponding DDT system of (5) can be formulated
as follows:
w(k + 1) = w(k) + 
w(k)TCw(k)
(Cw(k) − w(k)TCw(k)w(k)), (6)
for k0, where 0 <  < 0.8. We will prove that (6) is globally convergent.
Next, we give some preliminaries and notations. The correlation matrix C is a symmetric non-negative deﬁnite
matrix. Let 1, 2, . . . , n be all the eigenvalues of the matrix C ordered by 12 · · · n0. Let vi denote the unit
eigenvector of C associated with i , then {vi |i = 1, . . . , n} forms an orthonormal base in Rn. Suppose the multiplicity
of the largest eigenvalue (denoted by  ) of C is m(1mn), i.e.,
 = 1 = · · · = m.
The eigensubspace associated with the largest eigenvalue  is denoted by
V = span{v1, . . . , vm}.
Denoting by V ⊥ the subspace which is perpendicular to V,
V ⊥ = span{vm+1, . . . , vn}.
Since the vector set {v1, . . . , vn} is an orthonormal basis of Rn, for k0, w(k) ∈ Rn can be represented as
w(k) =
n∑
i=1
zi(k)vi, (7)
where zi(k)(i = 1, . . . , n) are some coefﬁcients. It follows that
Cw(k) =
n∑
i=1
izi(k)vi, (8)
and
wT(k)Cw(k) =
n∑
i=1
iz
2
i (k)0. (9)
Substitute (7) into (6), we have
zi(k + 1) =
[
1 + 
(
i
wT(k)Cw(k)
− 1
)]
zi(k), (10)
for k0, where 0 <  < 0.8.
Next, a lemma is presented that will be used for the subsequent algorithm analysis. Its proof can be found in the
Appendix.
Lemma 1. It holds that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[
1 + 
(
s
− 1
)]2
s4(1 − ) for s > 0,
[
1 + 
(
s
− 1
)]2
s max
{
,
[
1 + 
(

s∗
− 1
)]2
s∗
}
for s ∈ [s∗, ],
where 0 <  < 0.8 and s∗ > 0 is a constant.
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3. Convergence analysis
In this section, details associated with a convergence analysis of the proposed learning algorithm will be provided
systematically.
3.1. Boundedness
Firstly, we will analyze the boundedness of the system (6). The lower and upper bounds of the system evolution will
be given in the following theorems.
Lemma 2. Suppose that 0 <  < 0.8, if 0 < wT(k)Cw(k) < p, then wT(k)Cw(k) is increasing.
See the Appendix for the proof.
Theorem 1. If w(0) /∈ V ⊥ , it holds that
wT(k + 1)Cw(k + 1)4(1 − )p > 0,
for all k0, where 0 <  < 0.8.
Proof. It can be checked that[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2

[
1 + 
(
p
wT(k)Cw(k)
− 1
)]2
> 0,
for k0. From (6), (7) and (10), it follows that
wT(k + 1)Cw(k + 1) =
n∑
i=1
iz
2
i (k + 1)
=
p∑
i=1
iz
2
i (k + 1)
=
p∑
i=1
[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2
iz
2
i (k)

[
1 + 
(
p
wT(k)Cw(k)
− 1
)]2
· wT(k)Cw(k)
 min
s>0
{[
1 + 
(
p
s
− 1
)]2
· s
}
for k0. By Lemma 1, it holds that
wT(k + 1)Cw(k + 1)4(1 − )p,
for k0. This completes the proof. 
The above theorem shows that if w(0) = 0, the trajectory starting from w(0) is lower bounded, then it will never
converge to zero. Clearly, the zero vector must be an unstable equilibrium of (6).
Theorem 2. There exists a constant H > 0 such that wT(k)Cw(k)H for all k0.
Proof. If wT(0)Cw(0) = 0, then wT(k)Cw(k) = 0 for all k0. Clearly, wT(k)Cw(k)H .
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Next, assume that wT(0)Cw(0) = 0. Deﬁne
H¯ = max
{
,
[
1 + 
(

p
− 1
)]2
p,
[
1 + 
(

wT(0)Cw(0)
− 1
)]2
wT(0)Cw(0)
}
.
Given any positive constant H such that HH¯ , we will prove that for any k0
0wT(k)Cw(k)H
implies that
0wT(k + 1)Cw(k + 1)H.
Two steps will be used to complete the proof.
Case 1: wT(k)Cw(k)H . Then,[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2
1, (i = 1, . . . , p).
It follows that
wT(k + 1)Cw(k + 1) =
n∑
i=1
iz
2
i (k + 1)
=
p∑
i=1
iz
2
i (k + 1)
=
p∑
i=1
i
[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2
z2i (k)

p∑
i=1
iz
2
i (k)
= wT(k)Cw(k)
 H.
Case 2: 0wT(k)Cw(k). It can be checked that[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2

[
1 + 
(

wT(k)Cw(k)
− 1
)]2
,
for i = 1, . . . , n. It follows that
wT(k + 1)Cw(k + 1) =
p∑
i=1
i
[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2
z2i (k)

p∑
i=1
i
[
1 + 
(

wT(k)Cw(k)
− 1
)]2
z2i (k)
=
[
1 + 
(

wT(k)Cw(k)
− 1
)]2
· wT(k)Cw(k)
 max
0 s
{[
1 + 
s
(− s)
]2
s
}
.
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If
p > s
∗ = 
1 −  ,
by Lemmas 1 and 2, it follows that
wT(k + 1)Cw(k + 1)
⎧⎪⎨
⎪⎩
 if s∗ < s < ,

[
1 + 
(

wT(0)Cw(0)
− 1
)]2
wT(0)Cw(0) if 0 < s < s∗.
If p < s∗, by Lemmas 1 and 2,
wT(k + 1)Cw(k + 1)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
 if p < s < ,

[
1 + 
(

p
− 1
)]2
p if p < s < s∗,

[
1 + 
(

wT(0)Cw(0)
− 1
)]2
wT(0)Cw(0) if 0 < s < p.
Then,
wT(k + 1)Cw(k + 1)H.
The proof is completed. 
3.2. Global convergence
Consider the same one-dimensional equation example of Section 2 with our non-zero-approaching learning rate. We
have
w(k + 1) = w(k)
(
1 + 
w2(k)
(1 − w(k)2)
)
, (11)
for k0, where 0 <  < 0.8. Obviously, a set {0,−1, 1} is equilibrium points of system (11). If |w(k)| < 1 then
|w(k + 1)| increases and if |w(k)| > 1, |w(k + 1)| decreases. Clearly, in the whole interval, the weight will converge
to −1 or 1 and 0 is an unstable point. And then, we will rigorously prove the global convergence of (6).
Given any H > 0, we deﬁne
S(H) =
{
w
∣∣∣wTCwH } .
Lemma 3. Given any HH¯ , if w(0) ∈ S(H) and w(0) /∈ V ⊥ , then there exists constants 1 > 0 and 10 such
that
n∑
j=m+1
z2j (k)1 · e−1k,
for all k0, where
1 = ln
(
+ (1 − )H
m+1 + (1 − )H
)2
> 0.
Proof. Since w(0) /∈ V ⊥ , there must exist some i(1 im) such that zi(0) = 0. Without loss of generality, assume
that z1(0) = 0.
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From (10), it follows that
zi(k + 1) =
[
1 + 
(

wT(k)Cw(k)
− 1
)]
zi(k), 1 im (12)
and
zj (k + 1) =
[
1 + 
(
j
wT(k)Cw(k)
− 1
)]
zj (k), m + 1jn, (13)
for k0.
By Theorem 2, it follows that w(k) ∈ S(H) for all k0. Given any i(1 in), it holds that
1 + 
(
i
wT(k)Cw(k)
− 1
)
= 1 − + 
(
i
wT(k)Cw(k)
)
(1 − ) > 0,
for k1. Then, from (12) and (13), for each j (m + 1jn), it follows that
[
zj (k + 1)
z1(k + 1)
]2
=
⎡
⎢⎢⎣
1 + 
(
j
wT(k)Cw(k)
− 1
)
1 + 
(

wT(k)Cw(k)
− 1
)
⎤
⎥⎥⎦
2
·
[
zj (k)
z1(k)
]2
=
[
wT(k)Cw(k) + (j − wT(k)Cw(k))
wT(k)Cw(k) + (− wT(k)Cw(k))
]2
·
[
zj (k)
z1(k)
]2

[
j + (1 − )H
+ (1 − )H
]2
·
[
zj (k)
z1(k)
]2

[
m+1 + (1 − )H
+ (1 − )H
]2
·
[
zj (k)
z1(k)
]2
=
[
zj (0)
z1(0)
]2
· e−1(k+1),
for all k1.
Since w(k) ∈ S(H), z1(k) must be bounded, i.e., there exists a constant d > 0 such that z21(k)d for all k0. Then,
n∑
j=m+1
z2j (k) =
n∑
j=m+1
[
zj (k)
z1(k)
]2
· z21(k)1e−1k,
for k0, where
1 = d
n∑
j=m+1
[
zj (0)
z1(0)
]2
0.
This completes the proof. 
Next, for convenience, denote
P(k) =
[
1 + 
(

wT(k)Cw(k)
− 1
)]2
wT(k)Cw(k) (14)
and
Q(k) =
n∑
i=m+1
i
[
2(1 − ) + (i + )
wT(k)Cw(k)
] [
(− i )
wT(k)Cw(k)
]
z2i (k), (15)
for all k0. Clearly, P(k)0 and Q(k)0 for all k0.
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Lemma 4. It holds that
wT(k + 1)Cw(k + 1) = P(k) − Q(k)
for k0.
See the Appendix for the proof.
Lemma 5. If w(0) /∈ V ⊥ , it holds that
P(k − 1)4(1 − ),
for k1.
See the Appendix for the proof.
Lemma 6. There exists a positive constant 2 > 0 such that
Q(k)2 · e−1k,
for k0.
See the Appendix for the proof.
Lemma 7. Given any HH¯ , if w(0) ∈ S(H) and w(0) /∈ V ⊥ , then there exists constants 2 > 0 and 5 > 0 such
that ∣∣∣− wT(k + 1)Cw(k + 1)∣∣∣ k ·5 · [e−2(k+1) + max {e−2k, e−1k}] ,
for all k1, where⎧⎪⎨
⎪⎩
2 = − ln ,
 = max
{
(1 − )2 , 
4(1 − )
}
,
and 0 <  < 0.8, 0 <  < 1.
Proof. From (14), (15) and Lemma 4, it follows that
− wT(k + 1)Cw(k + 1)
= − P(k) + Q(k)
= −
[
1 + 
(

wT(k)Cw(k)
− 1
)]2
wT(k)Cw(k) + Q(k)
=
(
− wT(k)Cw(k)
)[
(1 − )2 − 
2
wT(k)Cw(k)
]
+ Q(k)
=
(
− wT(k)Cw(k)
)[
(1 − )2 − 
2
P(k − 1) − Q(k − 1)
]
+ Q(k)
=
(
− wT(k)Cw(k)
)[
(1 − )2 − 
2
P(k − 1)
]
−
(
− wT(k)Cw(k)) 2Q(k − 1)
P (k − 1) (P (k − 1) − Q(k − 1)) + Q(k)
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=
(
− wT(k)Cw(k)
)[
(1 − )2 − 
2
P(k − 1)
]
−
(
− wT(k)Cw(k)) 2
P(k − 1)wT(k)Cw(k) Q(k − 1) + Q(k)
=
(
− wT(k)Cw(k)
)[
(1 − )2 − 
2
P(k − 1)
]
− 2
[

wT(k)Cw(k)
− 1
]
Q(k − 1)
P (k − 1) + Q(k)
for k1.
Denote
V (k) =
∣∣∣− wT(k)Cw(k)∣∣∣ ,
for k1. It follows that,
V (k + 1)  V (k) ·
∣∣∣∣∣(1 − )2 − 
2
P(k − 1)
∣∣∣∣∣+ 2
[

wT(k)Cw(k)
+ 1
]
Q(k − 1)
P (k − 1) + Q(k)
 max
{
(1 − )2 , 
2
P(k − 1)
}
· V (k) + 2
[

wT(k)Cw(k)
+ 1
]
Q(k − 1)
P (k − 1) + Q(k)
for k1. By Lemma 5, it holds that
V (k + 1) max
{
(1 − )2 , 
4(1 − )
}
· V (k) + 
4(1 − )
[

wT(k)Cw(k)
+ 1
]
Q(k − 1) + Q(k),
for k1. Denote
 = max
{
(1 − )2, 
4(1 − )
}
.
Clearly, if 0 <  < 0.8, 0 <  < 1. Then,
V (k + 1) · V (k) + 
4(1 − )
[

wT(k)Cw(k)
+ 1
]
Q(k − 1) + Q(k), k1.
Denote
3 = 4(1 − ) ·
[

4(1 − )p + 1
]
.
By Theorem 1 and Lemma 6,
V (k + 1)   · V (k) +3 · Q(k − 1) + Q(k)
  · V (k) +4 · e−1k,
where
4 = 2 ·
(
3e
1 + 1
)
.
Then,
V (k + 1)  k+1V (0) +4
k∑
r=0
re−1(k−r)
 k+1V (0) +4
k∑
r=0
(
e1
)r
e−1k
 k+1V (0) + k4 · max
{
k, e−1k
}
 k ·5 ·
[
e−2(k+1) + max
{
e−2k, e−1k
}]
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where 2 = − ln  > 0, and
5 = max
{∣∣∣− wT(0)Cw(0)∣∣∣ ,4} > 0.
The proof is completed. 
Lemma 8. Suppose there exists constants  > 0 and  > 0 such that

wT(k)Cw(k)
∣∣∣(− wT(k)Cw(k)) zi(k)∣∣∣ k ·e−k (i = 1, . . . , m)
for k1. Then,
lim
k→+∞ zi(k) = z
∗
i (i = 1, . . . , m),
where z∗i (i = 1, . . . , m) are constants.
Proof. Given any 	 > 0, there exists a K1 such that
Ke−K(
1 − e−)2 	.
For any k1 > k2K , it follows that
|zi(k1) − zi(k2)| =
∣∣∣∣∣
k1−1∑
r=k2
[zi(r + 1) − zi(r)]
∣∣∣∣∣

k1−1∑
r=k2

wT(r)Cw(r)
∣∣∣(− wT(r)Cw(r)) zi(r)∣∣∣
 
k1−1∑
r=k2
re−r
 
+∞∑
r=K
re−r
 Ke−K ·
+∞∑
r=0
r
(
e−
)r−1
= Ke
−K(
1 − e−)2
 	 (i = 1, . . . , m).
This shows that each sequence {zi(k)} is a Cauchy sequence. By Cauchy Convergence Principle, there must exist
constants z∗i (i = 1, . . . , m) such that
lim
k→+∞ zi(k) = z
∗
i (i = 1, . . . , m).
This completes the proof. 
Theorem 3. Suppose that 0 <  < 0.8, if w(0) ∈ S and w(0) /∈ V ⊥ , then the trajectory of (6) starting from w(0)
will converge to a unit eigenvector associated with the largest eigenvalue of the correlation matrix C.
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Proof. By Lemma 3, there exists constants 1 > 0 and 10 such that
n∑
j=m+1
z2j (k)1e−1k,
for all k0. By Lemma 7, there exists constants 2 > 0 and 5 > 0 such that∣∣∣− wT(k + 1)Cw(k + 1)∣∣∣ k ·5 · [e−2(k+1) + max {e−2k, e−1k}]
for all k0.
Obviously, there exists constants  > 0 and  > 0 such that

wT(k)Cw(k)
∣∣∣(− wT(k)Cw(k)) zi(k)∣∣∣ k ·e−k (i = 1, . . . , m)
for k0.
Using Lemmas 3 and 8, it follows that⎧⎨
⎩
lim
t→+∞ zi(k) = z
∗
i (i = 1, . . . , m),
lim
t→+∞ zi(k) = 0 (i = m + 1, . . . , n).
Then,
lim
t→+∞ w(k) =
m∑
i=1
z∗i vi ∈ V. (16)
From (6), after the system becomes stable, it follows that
lim
k→∞Cw(k) = limk→∞ w
T(k)Cw(k)w(k). (17)
Substituting (16) into (17), we get
m∑
i=1
z∗i vi =
m∑
i=1
(z∗i )2
m∑
i=1
z∗i vi .
It is easy to see that
m∑
i=1
(
z∗i
)2 = 1.
The proof is completed. 
The above theorem shows that almost all trajectories starting from S(H) will converge to an eigenvector associated
with the largest eigenvalue of the correlation matrix of C. w(0) could be chosen arbitrarily except for the subspace V ⊥ .
Clearly, the condition is easy to meet in practical applications.
4. Simulation and discussions
Three simulation examples will be provided in this section to illustrate the proposed theory.
Example 1. Consider the simple example (11), Fig. 2 gives the result that six trajectories of (11) starting from different
points converge to the unit vector with precision 	 = 0.00001 and  = 0.5. The six initial vectors arbitrarily generated
are as follows.
The norm of initial vector
0.41289 0.6404 1.8768 3.9806 6.241 9.2531
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Fig. 2. The weights converge to the unit one (left) and the learning rates converge to 0.5 (right) with six different initial values.
The left picture in Fig. 2 presents the norm evolution of the weight. The learning rates evolution is shown in right
one, respectively. It is clear that learning rates converge to 0.5 and the evolution rates are also very fast. Fig. 3 shows
the components of the weight with two different initial vectors converge to the unit vector, which is just an equilibrium
point of (11). In the left picture in Fig. 3, the initial vector
w(0) = [0.03218, 0.020258, 0.0084304, 0.046076, 0.021929]T
converges to the unit vector
w∗ = [0.5013, 0.31557, 0.13133, 0.71776, 0.34161]T .
In the right one in Fig. 3, the initial vector
w(0) = [15.866, 21.48, 3.9579, 27.996, 19.861]T
converges to the unit vector
w∗ = [0.36332, 0.49188, 0.090632, 0.64109, 0.45479]T .
In fact, the initial vector may be arbitrary except for the origin. However, the ﬁgure cannot clearly present it if the norm
is very large or very small.
Example 2. Example 2 will illustrate the convergence of (6). First, consider a positive deﬁnitive matrix in R2 that
C =
[
5 1
3 3
]
.
The unit eigenvectors associated with the largest eigenvalue are ±[√2/2,√2/2]T, which are just equilibrium points
of system (6). Fig. 4 shows that the trajectories starting from the points randomly generated in R2 converge to the
equilibrium points with the precision 	 = 0.00001 and  = 0.5. From the results, it is apparent that all trajectories
converge to the right direction associated with the largest eigenvalue of the matrix.
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Fig. 3. Convergence of (11) with the distinct initial vectors.
Next, consider a high-dimensional space. The correlation matrix is randomly generated as
C =
⎡
⎢⎢⎢⎢⎢⎢⎣
0.1712 0.1538 0.097645 0.036741 0.07963 0.12897
0.1538 0.13855 0.087349 0.033022 0.072609 0.11643
0.097645 0.087349 0.067461 0.032506 0.043641 0.070849
0.036741 0.033022 0.032506 0.019761 0.016771 0.025661
0.07963 0.072609 0.043641 0.016771 0.041089 0.062108
0.12897 0.11643 0.070849 0.025661 0.062108 0.098575
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Wepick three different initial vectors. The components of theweight are updated independently. Figs. 5–7 give evolution
results. The evolution of the weight is presented in the left pictures and the evolution of learning rate is presented in
the right ones, respectively. In Fig. 5, an initial vector
w(0) = [0.0092415 0.087626, 0.028077, 0.062914, 0.085038, 0.0037035]T
converges to the vector
w∗ = [0.57784, 0.52033, 0.33672, 0.13286, 0.27259, 0.43592]T .
Its learning rate converges to constant 0.98059. In Fig. 6, the initial vector
w(0) = [0.37343, 0.20917, 0.51432, 0.068015, 0.49641, 0.21005]T
converges to the vector
w∗ = [0.57784, 0.52033, 0.33672, 0.13285, 0.27259, 0.43592]T .
Its learning rate converges to constant 0.98059. And then, Fig. 7 presents that the initial vector
w(0) = [3340.5, 1380.1, 2416.5, 4045, 495.74, 4675.6]T
converges to the vector
w∗ = [0.57784, 0.52033, 0.33671, 0.13286, 0.27259, 0.43592]T .
Its learning rate converges to constant 0.98059.
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Fig. 4. Global convergence of (6) with small initial vectors (left) and the large ones (right).
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Fig. 5. Convergence of (6) (left) and learning rate converge to 0.98059 (right).
Through a number of experiments, theory can be further conﬁrmed that system (6) is globally convergent and the
learning rate approaches a constant, showing that the convergent rate achieved is very fast.
Example 3. By a numerical discretization procedure, the algorithm (6) can be written as (5). This algorithm (5) is more
suitable for online learning with high performance. In this section, an image compression example will be provided to
illustrate this aspect of the approach.
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Fig. 6. Convergence of (6) (left) and learning rate converge to 0.98059 (right).
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Fig. 7. Convergence of (6) (left) and learning rate converge to 0.98059 (right).
The 512×512 pixel gray picture for Lenna in Fig. 12 (left) is split into 4096 vectors with 64 dimensions. The online
observation sequence{
Ck = Ck−1 + 1
k
(
x(k)xT(k) − Ck−1
)}
will be used to training the system [4–6]. The convergent precision ε can be determined easily according to the
practical requirement. In the following simulations, let ε = 0.00001. As for the parameter , the large  will speed up
convergence, but it also causes oscillation at the beginning phase of the training. A small  will make the evolution
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Fig. 8. Convergence of (5) with  = 0.7 (left) and  = 0.01 (right).
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Fig. 9. Convergence of (5) with a small initial vector (norm = 0.2495).
smoother with a relatively low convergent rate. Fig. 8 shows that evolution trajectories of the same initial vector with
the different  converging along the correct direction.
In the following simulation, to observe the evolution trajectories clearly, let  = 0.01. Three distinct initial vectors
are generated randomly. In Figs. 9–11, the eight components trajectories in the weight vector are shown in the left
pictures and the right ones present the learning rate evolution, respectively. It can be observed that the weight vectors
with different initial values converge fast to the principal component direction as the learning rates trend to a constant.
Clearly, convergent rates derived are very fast.
Next, let  = 0.5 and we will further study the global convergence and convergent rate of (5). The eight arbitrarily
initial values are selected apart from the origin, and each is repeatedly tested 20 times. The average results are shown
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Fig. 10. Convergence of (5) with a middle initial vector (norm = 2.5005).
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Fig. 11. Convergence of (5) with a large initial vector (norm = 244.7259).
in the following table. It is clear that arbitrary initial weight vector always converges along the correct direction with
100% success rate and the learning rate (k) converges to a constant such that the evolution rate derived does not
become slower and slower. At the same time, the ﬁrst principal component is extracted and the image is reconstructed.
The average SNR has also been presented in the table. In Fig. 12, the right one is a reconstructed image with an initial
value of 2.3083e + 011 and SNR of 35.7643.
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Fig. 12. The original image (left) and the reconstructed image (right).
Ini.value (k) SNR Iter. num. Con.value Suc. rate (%)
2.0538e − 008 0.0541 35.9727 997.5500 1.0000 100
2.1899e − 004 0.0535 36.1848 933.7500 1.0000 100
0.2238 0.0532 35.7743 858.5500 1.0000 100
4.3269 0.0531 35.8841 1.0529e+003 1.0000 100
243.4699 0.0535 35.2856 992.1000 1.0000 100
2.3382e + 004 0.0535 35.8815 977.2500 1.0000 100
2.3601e + 006 0.0533 36.0921 961.2500 1.0000 100
2.0855e + 011 0.0537 35.9520 975.5500 1.0000 100
5. Conclusions
Anon-zero-approaching adaptive learning rate is proposed to guarantee the global convergence of theOja’s algorithm.
Using the DDT method, the global convergence of the corresponding DDT system is studied. Since the learning rate
converges to a constant globally, learning procedure would become faster with time and the choice of the learning
parameter is simpliﬁed. Extensive experiments have conﬁrmed that Oja’s PCA algorithm with this non-approaching
adaptive learning rate is suitable for online learningwith high performance. Clearly, this non-zero-approaching adaptive
learning rate could be generalized to other PCA algorithms.
Appendix
Proof of Lemma 1. Deﬁne a differentiable function
f (s) =
[
1 + 
s
(− s)
]2
s
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for s > 0. It follows that
f˙ (s) =
[
1 + 
s
(− s)
]
·
[
1 − 
s
(+ s)
]
for s > 0. Denote
s∗ = 
1 −  .
Then,
f˙ (s)
⎧⎪⎪⎨
⎪⎪⎩
< 0 if 0 < ss∗,
= 0 if s = s∗,
> 0 if s∗s.
So, it shows that s∗ must be the minimum point of the function f (s) on the interval (0,+∞). Then, it holds that
[
1 + 
s
(− s)
]2
s4(1 − ),
for s > 0. And, it holds that
[
1 + 
s
(− s)
]2
s max
{
,
[
1 + 
(

s∗
− 1
)]2
s∗
}
for all s ∈ [s∗, ]. 
Proof of Lemma 2. If wT(k)Cw(k)p, it can be checked that[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2

[
1 + 
(
p
wT(k)Cw(k)
− 1
)]2
1,
for k0. Then, from (6), (8) and (10), we have
wT(k + 1)Cw(k + 1) =
p∑
i=1
[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2
iz
2
i (k)

[
1 + 
(
p
wT(k)Cw(k)
− 1
)]2
· wT(k)Cw(k)
 wT(k)Cw(k)
for k0. The proof is completed. 
Proof of Lemma 4. From (9) and (10), it follows that
wT(k + 1)Cw(k + 1) =
n∑
i=1
i
[
1 + 
(
i
wT(k)Cw(k)
− 1
)]2
z2i (k)
=
n∑
i=1
i
[
1 + 
(

wT(k)Cw(k)
− 1
)]2
z2i (k)
−
n∑
i=m+1
i
[
2(1 − ) + (i + )
wT(k)Cw(k)
] [
(− i )
wT(k)Cw(k)
]
z2i (k)
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=
[
1 + 
(

wT(k)Cw(k)
− 1
)]2
wT(k)Cw(k)
−
n∑
i=m+1
i
[
2(1 − ) + (i + )
wT(k)Cw(k)
] [
(− i )
wT(k)Cw(k)
]
z2i (k)
= P(k) − Q(k).
The proof is completed. 
Proof of Lemma 5. From (14), it follows that
P(k − 1) =
[
1 + 
(

wT(k − 1)Cw(k − 1) − 1
)]2
wT(k − 1)Cw(k − 1)
 min
s>0
{[
1 + 
(
s
− 1
)]2
s
}
for k1. By lemma (1), it holds that
P(k − 1)4(1 − ), k1.
The proof is completed. 
Proof of Lemma 6. From (15),
Q(k) =
n∑
i=m+1
i
[
2(1 − ) + (i + )
wT(k)Cw(k)
] [
(− i )
wT(k)Cw(k)
]
z2i (k)

n∑
i=m+1
i
[
2 + 2
wT(k)Cw(k)
] [

wT(k)Cw(k)
]
z2i (k)
 2
[
1 + 
wT(k)Cw(k)
] [

wT(k)Cw(k)
]
·
n∑
i=m+1
iz
2
i (k)
for k0. By Theorem 1 and Lemma 3,
Q(k)  2
[
1 + 
4(1 − )p
] [

4(1 − )p
]
n∑
i=m+1
iz
2
i (k)
 21 ·
[
1 + 
4(1 − )p
] [

4(1 − )p
]
e−1k
 2e−1k
for k0, where
2 = 21 ·
[
1 + 
4(1 − )p
] [

4(1 − )p
]
.
The proof is completed. 
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