Abstract. For any real numbers b, c ∈ R, we form the sequence of polynomials {Hm(z)} ∞ m=0
Introduction
Consider the sequence of polynomials {H m (z)} ∞ m=0 satisfying a finite recurrence
where a k (z), 1 ≤ k ≤ n, are complex polynomials. With certain initial conditions, one may ask for the locations of the zeros of H m (z) on the complex plane. There are two common approaches: asymptotic location and exact location. The first direction asks for a curve where the zeros of H m (z) approach as m → ∞, and the second direction aims at a curve where the zeros of H m (z) lie exactly on for all m (or at least for all large m). Recent works in the first direction include [1, 2, 3, 5, 6] . Results in this first direction are useful to prove the necessary condition for the reality of zeros of H m (z) that we will see in Section 3. It is not an easy problem to find an explicit curve (if such exists) where the zeros of all H m (z) lie for a general recurrence in (1.1). For three-term recurrences with degree two and appropriate initial conditions, the curve containing zeros is given in [10] . The corresponding curve for a three-term recurrence with degree n is given in [11] . Among all possible curves containing the zeros of the H m (z)s, the real line plays an important role. We say that a polynomial is hyperbolic if all of its zeros are real. There are a lot of recent works on hyperbolic polynomials and on linear operators preserving hyperbolicity of polynomials, see for example [4, 7] . In some cases, we could find the curve on the plane containing the zeros of a sequence of polynomials by claiming certain polynomials are hyperbolic, see for example [8] .
The main result of this paper is the identification of necessary and sufficient conditions on b, c ∈ R under which the zeros of the sequence of polynomials H m (z) satisfying the recurrence Moreover, in the first case with b > 0,
In the second case,
Our paper is organized as follow. In Section 2, we prove the sufficient condition for the reality of the zeros of all H m (z) in the case c = 0. The case c = 0 follows from similar arguments whose key differences will be mentioned in Section 3. Finally, in Section 4, we prove the necessary condition for the reality of the zeros of H m (z).
The case c
We write the sequence H m (z) in (1.2) using its generating function
From (2.1), if we make the substitutions t → t/c, b/c 2 → a, and z/c 3 → z, it suffices to prove the following form of the theorem.
Theorem 2. Consider the sequence of polynomials
where a ∈ R. If −1 ≤ a ≤ 1/3 then the zeros of H m (z) lie on the real interval
We will see later that the density of the union of zeros on I a follows naturally from the proof that Z(H m ) ⊂ I a and thus we focus on proving this claim. We note that each value of a ∈ [−1, 1/3] generates a sequence of polynomials H m (z, a). The lemma below asserts that it suffices to prove that Z(H m (z, a)) ⊂ I a for all a in a dense subset of [−1, 1/3]. 
Proof. Let a * ∈ [−1, 1/3] be given. By the density of S in [−1, 1/3], we can find a sequence {a n } in S such that a n → a * . For any z * / ∈ I a * , we will show that H m (z * , a * ) = 0. We note that the zeros of H m (z, a n ) lie on the interval I an whose right endpoint approaches the right endpoint of I a * as n → ∞. If we let z
where γ (n) is the lead coefficient of H m (z, a n ). We will see in the next lemma that deg H m (z, a n ) is at most ⌊m/3⌋. From this finite product and the assumption that z * / ∈ I a , we conclude that there is a fixed (independent of n) δ > 0 so that |H m (z * , a n )| > δ, for all large n. Since H m (z * , a) is a polynomial in a for any fixed z * , we conclude that
and the lemma follows.
Lemma 3 allows us to ignore some special values of a. In particular, we may assume a = 0. In our main approach, we count the number of zeros of H m (z) on the interval I a in (2.3) and show that this number of zeros is at least the degree of H m (z). To count the number of zeros of H m (z) on I a , we write z = z(θ) as a strictly increasing function of a variable θ on the interval (2π/3, π). Then we construct a function g m (θ) on (2π/3, π) with the property that θ is a zero of g m (θ) on (2π/3, π) if and only if z(θ) is a zero of H m (z) on I a . From this construction, we count the number of zeros of g m (θ) on (2π/3, π) which will be the same as the number of zeros of H m (z) on I a by the monotonicity of the function z(θ). We first obtain an upper bound for the degree of H m (z) and provide heuristic arguments for the formulas of z(θ) and g m (θ). Proof. We rewrite (2.2) as
By equating the coefficients in t of both sides, we see that the sequence {H m (z)} ∞ m=0 satisfies the recurrence
The lemma follows from induction.
2.1. Heuristic arguments. We now provide heuristic arguments to motivate the formulas for two special functions z(θ) and g m (θ) on (2π/3, π). Let t 0 = t 0 (z), t 1 = t 1 (z), and t 2 = t 2 (z) be the three zeros of the denominator 1 + t + at 2 + zt 3 . We will show rigorously in Section 2.2 that t 0 , t 1 , t 2 are nonzero and distinct with t 0 = t 1 . We let q = t 1 /t 0 = e 2iθ , θ = 0, π. We have
.
We apply partial fractions to rewrite the generating functions 1/z(t − t 0 )(t − t 1 )(t − t 2 ) as
which can be expanded as a series in t below
From this expression, we deduce that z is a zero of H m (z) if and only if
After multiplying the left side of (2.5) by t m+3 0 we obtain the equality
Setting ζ = t 2 /t 0 e iθ , we rewrite the left side as
We multiply this expression by (ζ − e −iθ )(ζ − e iθ )e i(m+3)θ and set the summation to 0 and rewrite (2.5) as
The last expression will serve as the definition of g m (θ).
We next provide a motivation for the specific form of z(θ). Since t 0 , t 1 , and t 2 are the zeros of D(t, z) = 1 + t + at 2 + zt 3 , they satisfy the three identities
If we divide the first equation by t 0 , the second by t 2 0 , and the third by t 3 0 then these identities become
, and (2.8)
We next divide the first identity by second, and the second by the third to obtain 1 + e 2iθ + ζe iθ e 2iθ + ζe iθ + ζe 3iθ = −at 0 , and
from which we deduce that
This equation is equivalent to
Lemma 5. For any a ∈ [−1, 1/3] and θ ∈ (2π/3, π), the zeros in ζ of the polynomial
are real and distinct.
Proof. We consider the discriminant of the above polynomial in ζ:
There are three possible cases depending on the value of a.
It follows that the zeros of (2.10) are real and distinct for any a ∈ [−1, 1/3] and θ ∈ (2π/3, π).
To obtain the formula z(θ), we multiply both sides of (2.7) and (2.8) 
Lemma 6. Let ζ(θ) be defined as in (2.12). Then |ζ(θ)| > 1 for every a ∈ (−1, 1/3) and every θ ∈ (2π/3, π) with 1 − 4a cos 2 θ = 0.
Proof. From (2.10), we note that ζ + := ζ(θ) and
Note that
If θ ∈ (2π/3, π) and a ∈ (−1, 1/3), this product is negative since
Thus exactly one of the zeros of the quadratic function f (ζ) lies outside the interval [−1, 1]. The claim follows from the fact that |ζ + | > |ζ − |.
Although one can prove Lemma 6 for the extreme value a = −1 or a = 1/3, that will not be necessary by Lemma 3. Next we define the real function z(θ) by (2.14)
on (2π/3, π). From Lemma 6, 1 + 2ζ cos θ = 0 and so does 2 cos θ + ζ by (2.10). Dividing the numerator and the denominator by ζ 2 (θ) and combining with the fact that 1/ζ(θ) is continuous on (2π/3, π), we conclude that the possible discontinuity of z(θ) in (2.13) is removable. Finally, motivated by (2.6), we define the function g m (θ) by which has the same vertical asymptote as that of ζ(θ) in (2.13) when 1/4 < a ≤ 1/3.
From Lemma 6, we see that the sign of the function g m (θ) alternates at values of θ where cos(m + 1)θ = ±1. Thus by the Intermediate Value Theorem the function g m (θ) has at least one root on each subinterval whose endpoints are the solution of cos(m + 1) = ±1. However, in the case 1/4 ≤ a ≤ 1/3, one of the subintervals will contain a vertical asymptote given in (2.13). The lemma below counts the number of zeros of g m (θ) on such a subinterval.
Lemma 7.
Let g m (θ) be defined as in (2.15). Suppose 1/4 < a ≤ 1/3 and m ≥ 6. Then there exists h ∈ N such that
the function g(θ) has at least two zeros on the interval
whenever h is at most m, and at least one zero when h is m + 1.
Proof. Suppose a ∈ [1/4, 1/3]. Since the function cos
is decreasing on the interval [1/4, 1/3], we conclude that
Then the existence of h comes directly from the inequality
The vertical asympote at cos −1 (−1/2 √ a) of g m (θ) divides the interval J h in (2.17) into two subintervals. We will show that each subinterval contains at least a zero of g m (θ) if h ≤ m. In the case h = m + 1, only the subinterval on the left contains at least zero of g m (θ). We analyze these two subintervals in the two cases below.
We consider the first case when θ ∈ I h and θ < cos −1 (−1/2 √ a). By Lemma 6 and (2.15) we see that the sign of g m (θ h−1 ) is (−1)
h . We now show that the sign of g m (θ) is (−1) h−1 when θ → cos −1 (−1/2 √ a). From (2.12), we observe that ζ(θ) → +∞ as θ → cos −1 (−1/2 √ a). Since θ ∈ I h , the sign of sin(m + 1)θ is (−1) h−1 and consequently the sign of g m (θ) is (−1) h−1 when θ → cos −1 (−1/2 √ a) by (2.15). By the Intermediate Value Theorem, we obtain at least one zero of g m (θ) in this case.
Next we consider the case when θ ∈ I h and θ > cos
. By the Intermediate Value Theorem, we obtain at least one zero of g m (θ) in this case and h ≤ m.
Note that we may assume (2.16) by Lemma3. From the fact that the sign of g m (θ) in (2.15) alternates when cos(m + 1)θ = ±1, we can find a lower bound for the number of zeros of g m (θ) on (2π/3, π) by the Intermediate Value Theorem. We will relate the zeros of g m (θ) to the zeros of H m (z) by (2.6). However to ensure that the partial fractions procedure preceding equation (2.6) is rigorous, we need the lemma below. Proof. We first note that
where ζ is a root of the quadratic equation (2 cos θ + ζ)ζ − a(1 + 2ζ cos θ) 2 = 0. We apply the following identities
to conclude that P (t 0 ) = 0. Similarly, we have 
As a consequence of Lemma 8, if θ ∈ (2π/3, π), then the zeros of 1 + t + at 2 + z(θ)t 3 will be distinct and t 1 = t 0 since ζ ∈ R by Lemma 5. Thus we can apply partial fractions given in the beginning of Section 2.1. From this partial fraction decomposition, we conclude that if θ is a zero of g m (θ), then z(θ) will be a zero of H m (z). In fact, we claim that each distinct zero of g m (θ) on (2π/3, π) produces a distinct zero of H m (z) on I a . This is the content of the following two lemmas.
Lemma 9. Let ζ(θ) be defined as in (2.12). The function z(θ) defined as in (2.14) is increasing on θ ∈ (2π/3, π).
Proof. Lemma 8 gives
We differentiate the three terms and obtain
where
If we set
, and consequently f (t 0 )f (t 1 ) ≥ 0. Thus (2.19) implies that
After solving this equation for dt 0 and substituting it into (2.19), we obtain
With t 0 = τ e −iθ , τ ∈ R, we have
We now substitute 3 = −3t 0 − 3at
. In the formula of t 0 in Lemma 8, we substitute τ = −1/ζ − 2 cos θ and obtain
2it 0 e 2iθ = 2 sin θ τ 4 (− cos θ + a/ζ + 2a cos θ) .
We finish this lemma by showing that − cos θ + a/ζ + 2a cos θ > 0, which implies f (t 0 ) = f (t 1 ) = 0 and and the lemma will follow from (2.20). We expand and divide both sides of (2.10) by ζ to get
Finally, using the definition of ζ in (2.12) and Lemma 5, we note that
The proof is complete.
Lemma 10. The function z(θ) as defined in (2.14) maps the interval (2π/3, π) onto the interior of I a .
Proof. Since z(θ) is a continuous increasing function on (2π/3, π), we only need to evaluate the limits of z(θ) at the endpoints. Since |ζ| > 1 by Lemma 6, the formula of ζ(θ) in (2.12) implies that ζ(θ) → 1 + as θ → (2π/3) + . Consequently, (2.18) gives
Finally, from the fact that
and (2.14), we have
where we obtain (2.21) by multiply and divide the fraction by −1 + 6a
Before making final arguments to connect all results in this section, we check the sign of g m (θ) at one of the endpoints.
Proof. Since −1 ≤ a < 1/4, one can check that
The result then follows directly from (2.15) and the fact that With all the lemmas at our disposal, we produce the final arguments to finish the proof of Theorem 2. We consider the function g m (θ) at the points
We note that the number of such values of h is
where the equality can be checked by considering m congruent to 0,1, or 2 modulus 3. From the formula of g m (θ) in (2.15) and Lemma 6, the sign of g m (θ h ) is (−1) h−1 . By the Intermediate Value Theorem and Lemma 7, there are at least ⌊m/3⌋ − 1 zeros of g m (θ) on (2π/3, π). In fact, we claim that there are at least ⌊m/3⌋ zeros of g m (θ) on (2π/3, π). In the case −1 ≤ a < 1/4, we obtain one more zero of g m (θ) from Lemma 11. On the other hand, if 1/4 < a ≤ 1/3, then we obtain another zero of g m (θ) by Lemma 7. From Lemmas 9 and 10, we obtain at least ⌊m/3⌋ zeros of H m (z) on I a . Since the degree of H m (z) is at most ⌊m/3⌋ by Lemma 4, all the zeros of H m (z) lie on I a . Recall that we can ignore the case a = 1/4 by Lemma 3. The density of The proof of Theorem 12 follows from a similar procedure seen in Section 2. We will point out some key differences. The following lemma comes directly from the recurrence relation on the interval (π/3, π/2). The proof of the lemma below is similar to that of Lemma 8. We leave the detailed computations to the reader. Lemma 14. Suppose θ ∈ (π/3, π/2), ζ = ζ(θ), and z = z(θ) defined by (3.2) . The three zeros of 1 + t 2 + z(θ)t 3 are
z(2 cos θ + ζ) , t 1 = t 0 e 2iθ , t 2 /t 0 = ζe iθ .
Looking at z ′ (θ), one can check that z(θ) is strictly decreasing on the interval (π/3, π/2). By the partial fraction decomposition of H m (z)t m = 1 1 + t 2 + zt 3 = 1 z(t − t 0 )(t − t 1 )(t − t 2 ) similar to the previous section, we conclude that for each zero of g m (θ) on the interval (π/3, π/2) we obtain two zeros ±z(θ) of H m (z). We can also check by induction that z = 0 is a simple zero of H m (z) if m is odd, and z = 0 is not a zero of H m (z) when m is even. The formula of g m (θ) implies that the sign of this function alternates when cos(m + 1)θ = ±1, that is, (m + 1)θ = kπ, m + 1 3 < k < m + 1 2 .
Since g m (θ) is continuous on (π/3, π/2), we may apply the Intermediate Value Theorem to compute the number of zeros of g m (θ) on (π/3, π/2) and correspond to the number of zeros of H m (z) on (−∞, ∞). We will see that this number is equal to the degree of H m (z) and Theorem 12 follows. We quickly summarize in the six cases below where θ * denotes the smallest solution (m + 1)θ = kπ on the interval (π/3, π/2). where we can easily check that √ 4a 2 − a 1 − 2a > 1, a > 1/3.
Thus if cos θ * = β + then 0 < θ * < π/2, |ζ(θ * | > 1, and |ζ(θ * )| / ∈ R where the last statement comes from (2.12) and the inequality (1 − 4a) cos 2 θ * + a < 0. With 0 < θ * < π/2, |ζ(θ * | > 1, and |ζ(θ * )| / ∈ R, we apply the same arguments given in the previous case to complete this section.
