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Abstract
In rural Australia, concentrating solar power at sub 10 MWe scale is a candidate technology to dis-
place current fossil fuel based technologies [1]. For concentrating solar power to be competitive for
this application, coupling with an advanced power cycle is essential. A candidate is the supercrit-
ical CO2 Brayton cycle, which is suitable for higher turbine inlet temperature operation, and has the
potential to exceed the efficiency of the steam Rankine cycle. Furthermore, due to lower volumetric
flow variation over the cycle, simpler turbomachinery may be used, which enables the cycle to be
downscaled while maintaining turbomachinery and cycle efficiency.
Of the constituent components in the cycle, turbine efficiency has the greatest impact on cycle
efficiency [2]. Radial turbomachinery is a key technology for energy conversion in the supercritical
CO2 Brayton cycle at small scales (i.e. below 30 MW shaft power).
While the design of efficient turbines for the supercritical CO2 Brayton cycle is critical to realising
efficient concentrating solar power plants, only a limited number of prototypes have been tested, and
none at representative inlet conditions. Radial inflow supercritical CO2 turbines are characterised
by small dimensional scale and high shaft speeds. Prototype turbine designs are characterised by
low expansion ratio and medium specific speed to accommodate mechanical restrictions on shaft
speed. Medium specific speed designs are selected for prototypes designs due to their implied optimal
efficiency. Demonstration test facilities have utilised multiple stages, or lower expansion ratio cycles
in order to accommodate designs of this specific speed without exceeding mechanical limits.
Increasing inlet conditions to representative cycle conditions for concentrating solar power ap-
plications will require higher shaft speeds, or additional stages if specific speed of the stage is to be
maintained. Alternatively, the use of single stage low specific speed designs may pose a feasible al-
ternative, however these designs are generally disregarded owing to the implied efficiency penalties
shown on gas turbine derived architecture selection charts. Better understanding of loss characterist-
ics of low specific speed supercritical CO2 turbomachinery is required in order to make an assessment
on the feasibility of single stage expansions.
Further to sizing of the stator and rotor, stage design also includes components upstream and
downstream of the rotor. The broadest challenge for supercritical CO2 turbomachinery is designing
components within a system for high pressure, high density, high temperature, and high shaft speed
operation. These constraints may have significant impact on the geometry of these hot gas path
features. Details of these features are not clearly detailed in published prototype designs.
Considering the knowledge gap for supercritical CO2 turbines, one key aim of this thesis is to
quantify the performance of low specific speed radial inflow turbines using numerical methods. A
further aim is to investigate the hot gas path design of radial inflow turbines for supercritical CO2
Brayton cycle applications below 10 MWe.
Using numerical methods, rotor designs subject to cycle and mechanical constraints are investig-
ated in the shaft power range 0.1 MW to 30 MW. Results indicate that purely radial inflow turbines
with degree of reaction 0.5 for representative supercritical CO2 power cycles are subsonic machines
and that specific speed is the primary scaling mechanism. For candidate applications, an investigation
of losses for low specific speed designs reveals that rotor losses are not prohibitive.
To better quantify low specific speed designs, RANS and URANS simulations are used to elu-
cidate loss mechanisms within a stage for a selected rating. Results indicate that losses, particularly
losses within the stator, are higher than anticipated using preliminary methods. With modifications to
the stator - rotor interspace gap, stator blade profile, and the incorporation of rotor splitter blades, the
efficiency of the stage (stator + rotor) was enhanced to approximately 80 %, a value similar in mag-
nitude to that originally predicted by preliminary design. Rotor tip clearance remains a significant
source of loss in the stage. Shrouded rotors should be used where possible, or appropriate measures
sought to minimise mechanical clearance.
As part of the stage hot gas path design, components external to the bladed components within
the stage, namely inlet delivery systems and exhaust diffusers are considered. RANS CFD is used to
conduct a component level comparison of a novel plenum inlet against a conventional volute. This
comparison revealed that plenums with four inlet pipes were necessary to achieve sufficiently uniform
outflow for losses to be minimised. Stage losses were marginally greater for the best performing
plenum than the volute. Scaling of the plenum was considered, with key advantages for multiple
inlets identified for multiple MW shaft power applications.
Given pressure casing constraints, a novel annular-radial diffuser design was investigated using
entire stage URANS CFD calculations. Subject to geometric constraints, a ranger of parametric
designs were investigated. Assessment of diffuser inlet conditions, and off-design performance ana-
lysis revealed that the diffuser design was performance robust to adverse inlet conditions including
high swirl, high inlet blockage, and highly non-uniform mass flux distribution. The fully coupled
simulation approach ensured that non-uniform nature of the flow and cross coupling are correctly
accounted for. The investigated diffuser design is found to enhance stage total to static efficiency
for low specific speed turbines, with further key applications identified. Key geometric features are
identified and recommendations for suitable geometries are made.
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Chapter 1
Introduction and thesis aims
1.1 Concentrating solar power in regional Australia
It is widely recognised that there is a need for scalable base load power generation provided from
renewable sources. In regional Australia, current off-grid base load energy needs are often met by
Diesel generation at a 1 MW to 10 MWe scale [3]. This form of generation is expensive, and has
environmental impacts with attendant NOx, SOx, particulates, CO2 and other gases with significant
global warming potential or contribution to air pollution. The high cost of generation in these areas
acts as a barrier to opportunities for regional development in these areas. Alternatively, this scenario
can be viewed as offering lower barriers to entry for new technologies. A form of renewable power
generation that delivers the potential for base load power is concentrating solar power (CSP) coupled
with thermal energy storage. Fortuitously, candidate off-grid areas in Australia receive some of the
highest and most consistent direct normal irradiation globally, rendering CSP favourable for these
locations.
CSP uses optical devices to collect and concentrate sunlight to generate heat. This generated heat
can be directly deployed for conversion in a heat engine, or stored for later use. Heat engines used in
CSP plants generally consist of a closed loop thermal power cycle and employ a turbine as the work
extraction mechanism.
To maximise energy conversion efficiency of a CSP it is desirable to operate with high work-
ing temperatures [4]. Solar power tower plants are of recent interest for scales suitable for regional
Australia, and can readily achieve concentration ratios that yield receiver temperatures in excess of
1500 ◦C. This is well in excess of the 565 ◦C limitation on turbine inlet temperature of the steam Rank-
ine cycle. In order to fully unlock the plant efficiency benefits of these high temperatures, coupling
with an advanced closed loop thermal power cycle such as the supercritical CO2 (sCO2) power cycle
is essential. For the CSP application, the sCO2 Brayton cycle has additional benefits over other com-
peting cycles. These benefits include compact machinery, minimal performance degradation with dry
cooling, availability and low toxicity of working fluid, and the ability to also utilise CO2 for thermal
storage or heat transfer [5].
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1.2 Supercritical CO2 power cycle
Historical interest in supercritical cycles utilising CO2 dates back to the late 1960’s [6, 7, 8, 9] as
a means to overcome limitations in both of the steam Rankine and Brayton cycles. In recent years,
interest in CO2 as a working fluid for supercritical Brayton cycles has increased, with interest in the
fields of CSP, nuclear power, waste heat recovery and direct fuelled fossil fuel cycles [2]. Critically,
since the cycle was first studied in the late 1960’s, no significant changes have materialised in either
operational envelope or favoured cycle layouts. In terms of temperature and pressure, 450 ◦C to 750 ◦C
and 20 MPa to 30 MPa appear to be the realm of current exploration for turbine inlet conditions
[5, 10, 11, 12].
Supercritical CO2 cycle characteristics suggest that irreversibilities in heat transfer can be ad-
dressed through modifications to cycle layout. This leaves turbomachinery as a major area for cycle
efficiency improvement for the sCO2 Brayton cycle. Whilst operation near the critical point for the
compressor may seem to pose the most difficult design problem, they are an arguably lower techno-
logy risk than turbines given that they have been developed for similar operating ranges for oil and gas
and process applications [13, 14]. A further consideration is the impact on cycle performance - state
of the art and historical studies both suggest that cycle efficiency is more sensitive to turbine efficiency
than compressor efficiency [2]. Based on the immaturity of turbine technology for the sCO2 Brayton
cycle, and the significant ability for the turbine to influence cycle performance, turbine design will
form the core of this thesis.
1.3 Supercritical CO2 turbines
Turbines used in embodiments of Rankine and Brayton power cycles generally consist of multiple
stage axial flow turbines, however operational characteristics of the sCO2 Brayton cycle may favour
other architectures. Inspection of existing sCO2 turbomachinery designs reveals that both axial flow
and radial inflow turbines are candidate architectures for the cycle [2, 12, 13]. Radial inflow turbines
are the preferred architecture for smaller shaft powers, with the notional architecture change-over
point placed in the range 10 MWe, up to 30 MWe [2, 13]. Owing to the scale of interest for the CSP
application in regional Australia, the radial inflow turbine architecture is investigated further in this
thesis.
Numerous radial inflow turbine prototypes for the sCO2 Brayton cycle have been tested in demon-
stration scale test facilities. These prototypes illustrate the compact turbomachinery dictated by the
high fluid densities, which requires high shaft speeds to achieve acceptable aerodynamic perform-
ance. Prototype designs also highlight the challenge of designing components for operation within a
suitable pressure casing. The impact of these features on turbine prototypes is shown in Figure 1.1.
Prototype radial inflow turbine designs are characterised by specific speed of ns ≈ 0.4 and low ex-
pansion ratios. Subject to constraints on shaft speed, prototypes have used multiple stages, or lower
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expansion ratio cycles in order to accommodate designs of this specific speed.
Figure 1.1: Sectional view of a demonstration scale sCO2 compressor and turbine. Figure reproduced from
[15].
Increasing inlet conditions to representative cycle conditions for CSP applications will require
higher shaft speeds, or additional stages if specific speed of the stage is to be maintained at pre-
scribed levels. Alternatively, low specific speed designs may pose a feasible alternative, however they
are generally disregarded owing to the implied efficiency penalties shown on architecture selection
charts. As architecture selection charts were developed for gas turbines, it is uncertain as to whether
characteristics which yield performance curves translate across working fluids.
1.4 Knowledge gap for supercritical CO2 turbines
While sizing turbine stages in the region of maximum efficiency (medium specific speed) will max-
imise stage efficiency, the use of additional turbine stages will incur additional interstage duct losses
and windage losses. Single stage, low specific speed machines have the potential to yield higher tur-
bine system efficiencies. With present focus on medium specific speed radial inflow turbine designs,
single stage expansions characterised by low specific speed have seen little analysis and it remains
uncertain as to what the aerodynamic loss penalty is for selecting such a design, and whether they can
outperform multiple stage turbine systems.
Further to sizing of the stator and rotor, stage design also includes components upstream and
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downstream of the rotor, namely an inlet delivery system and exit diffuser. The broadest challenge for
sCO2 turbomachinery is designing components within a system for high pressure, high density, high
temperature, and high shaft speed operation. These constraints may have significant impact on the
geometry of these hot gas path features. Furthermore, details of these features are not clearly detailed
in published prototype designs.
Further developments in gas turbine design for turbocharging applications have raised the per-
formance of high specific speed designs beyond those presented in architecture selection charts, im-
plying that the similar improvements can be achieved for low specific speed machines through design
effort.
However the question remains, is it possible to design an efficient low specific speed radial inflow
turbine for operation with sCO2?
1.5 Thesis aims
Considering the knowledge gap for sCO2 turbines, one key aim of this thesis is ascertain the feasibility
of low specific speed radial inflow turbines for the sCO2 Brayton cycle applications in the range
0.1 MW to 10 MWe for CSP applications. Specifically, the objectives of this thesis are:
• Understand how losses are distributed within low specific speed supercritical CO2 radial
inflow turbines at 1 MW to 10 MWe scale, how this differs from other applications, and
determine key geometric and performance attributes of this application
• Develop hot gas path component designs and design approaches that account for the chal-
lenges of supercritical CO2 operation
While experimental investigations provide an excellent means to highlight many of mechanical
design challenges in realising a turbine system, aerodynamic investigations in this thesis are conduc-
ted using numerical methods. There are several motivating factors for this. Firstly, the high tem-
perature and pressure of sCO2 stages means that construction of these turbines is expensive. While
testing at reduced inlet conditions is possible, further limitations are encountered in instrumentation
at the scale of interest. Given the low design maturity of sCO2 turbine systems, the ability to elucidate
relevant geometric and performance characteristics using system level experiments is questionable.
By contrast, numerical investigations are a powerful tool for investigating system level effects and
identifying key trends and loss mechanisms, and thus act to inform future experiments.
1.6 Thesis outline
Chapter 2 provides a review of relevant literature on the CSP application, sCO2 power cycles, and
sCO2 turbines. In Chapter 3, an overview of modelling approaches and modelling segregation as used
in the remainder of the thesis is provided. Relevant theory for radial inflow turbines and an overview
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of notation is also provided. In Chapter 4, geometric and loss characteristics of single stage expansion
designs are investigated for rotors with shaft powers in the range 0.1 MW to 10 MW using a meanline
design tool. The rotor loss investigation is subject to constraints of representative cycle conditions
and limitations on shaft speed. The study in Chapter 4 indicates that stage efficiencies greater than
75% are attainable for a single stage radial inflow turbine operating in the considered cycles and shaft
power range.
Detailed design of both stator and rotor for a low specific speed radial inflow stage are investig-
ated in Chapter 5 using RANS and URANS CFD for a single rating. Based on elucidated loss char-
acteristics, new geometric correlations are proposed for low specific speed sCO2 geometries. Key
findings include that viscous losses in the stator-rotor interspace, and secondary flow losses within
the rotor passage are the two most significant loss mechanisms that can be addressed through design.
Through modifications such as reducing the stator-rotor interspace size, and the inclusion of rotor
splitter blades, stage efficiency can be increased beyond 80%.
While Chapter 4 and 5 investigate the performance of low specific speed for the main components
within the stage, i.e. stator and rotor, Chapter 6 and Chapter 7 investigate hot gas path design for
key surrounding components. In Chapter 6, a plenum inlet delivery system is proposed. Geometric
characteristics of the new plenum design are investigated using RANS CFD at component level, and
loss characteristics compared to a volute inlet. The performance penalty for selecting a plenum over
a volute design is shown to be small, with both having losses less than 1 percentage point of stage
efficiency. Given piping considerations, a plenum style geometry may provide additional benefits at
larger shaft powers.
In Chapter 7, a compact annular radial diffuser geometry is investigated. To elucidate diffuser
performance characteristics, URANS CFD of stator, rotor, and diffuser is conducted. Results show
that an annular-radial transition into a parallel walled radial section is an effective diffuser geometry
where axial space constraints and performance robustness to swirl are key. An investigation into
different radial spacings showed that the design was insensitive to radail spacing for the application
considered.
Representative component geometries as investigated in Chapter 5 to 7 are shown in Figure 1.2.
Concluding remarks and a summary of future work is provided in Chapter 8.
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Figure 1.2: Sectional view of hot gas path components in proposed sCO2 turbine stage.
Chapter 2
Literature review
The purpose of this chapter is to provide the requisite background for radial inflow turbines for use
in the sCO2 power cycle as applied to CSP applications. Characteristics of CSP for application to
regional Australia are reviewed. As will be examined in this chapter, one of the most significant
opportunities to enhance the overall efficiency of a CSP plant is through coupling with an advanced
power conversion cycle such as the sCO2 Brayton cycle. The sCO2 Brayton cycle offers efficiency,
scale, and other operational advantages over the widely used steam Rankine cycle for CSP applica-
tions.
Given the significance of the sCO2 Brayton cycle, a review covering historical and state of the art
cycles is presented. Turbomachinery characteristics and sizing are then reviewed, which shows that
at scales less than 30 MWe [2], radial inflow turbines are a competitive method for work extraction in
the sCO2 Brayton cycle. Given the applicability of radial inflow turbines for the sCO2 Brayton cycle
at similar output scales to candidate CSP applications in Australia, a review of sCO2 radial inflow
turbines is presented, including a review of prototypes, design methodologies and design challenges.
From this review, the knowledge gap in radial sCO2 radial inflow turbine design is defined.
2.1 Background: Renewable energy
It is widely recognised that there is a need to further explore and develop renewable energy sources.
The bulk of current global electricity generation relies on the combustion of fossil fuels in conjunction
with steam Rankine cycle or Brayton cycle power conversion systems in thermal power plants. Not
only are fossil fuels a finite resource, but their combustion in power generation releases to the atmo-
sphere significant amounts of NOx, SOx, particulates, CO2 and other gases with significant global
warming potential or contribution to air pollution.
Traditional coal and gas fired power plants are of the scale of hundreds of MW. Steam Rankine
cycles used in conjunction with these plants are mature technologies. Consequently turbomachinery
and heat exchanger layouts associated with these cycles are highly complex and specialised in order
to attain maximum efficiency [9].
To date, many renewable energy conversion methods have not made significant penetration into
the utility market due to their lack of stable base load generation capability (i.e. the ability to sat-
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isfy the minimum demand on a grid over a fixed time period), ability to scale, or ability to match
generation with demand [16]. Plants that utilise stored heat from renewable sources may provide an
opportunity to overcome this obstacle [16]. One significant form of this is CSP, with several major
government programs targeted to develop this form of energy generation. In the USA, the present
focus is on developing low cost, dispatchable solar power tower based systems at utility scale under
the Department of Energy’s Sunshot initiative [16, 17]. In Australia, the Australian Solar Thermal
Research Institute (ASTRI) is a research consortium that has been in operation since 2012 with the
goal of reducing the cost of solar thermal technologies [1] at smaller scale for off grid, and fringe of
grid applications. Programs of similar scope have been undertaken in Spain, and others are ongoing
in North Africa [17].
Exploring the scenario further in Australia, in addition to environmental aspects of renewable
power generation, there is a significant case for renewable energy sources in delivering a reliable
supply of electricity to remote areas to aid in regional development. In northern Australia, electricity
network coverage is sparse, and not connected to Australia’s national electricity market grid [3, 18].
Communities outside the main grid run on stand alone power systems relying chiefly on diesel fuel,
which is expensive and has limited capacity [18, 19]. Typically these power systems fall in the range
of 0.1 MW to 10 MWe [3] as illustrated in Figure 2.1. The scale of off-grid generation highlighted in
Figure 2.1 is the key motivation for the development of small scale CSP technology in Australia.
CSP offers a suitable means to supplant diesel generation in remote Australia owing to the gen-
erally high Direct Normal Irradiation (DNI) in these regions of Australia. The present high cost of
diesel fuel reduces the barrier to entry of competing technologies. DNI for these regions is illustrated
in Figure 2.2. A limitation on the deployment of CSP in such an application is the lack of availabil-
ity of efficient steam Rankine cycle machinery at small scale (0.1 MW to 10 MWe) [19]. Further to
this, many of these regions are arid, where access to cooling water is limited. Consequently power
cycles that can operate efficiently with dry cooling are advantageous [20]. Development of efficient
turbomachinery and suitable power cycles for such scales are a key enabler for CSP in these settings.
While there are other notable applications of the sCO2 Brayton cycle, the application of CSP will
be the primary focus of this thesis and the source for many of the boundary conditions in the design
of turbomachinery and components. Operational information from other applications of the sCO2
Brayton cycle will be drawn upon in the later chapters as required.
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Figure 2.1: Grid and Diesel generation coverage of Australia, compiled by QGECE with data from [3].
Figure 2.2: Contour plot of Direct Normal Irradiation for Australia (yearly average), figure compiled from
[21].
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2.2 Concentrating Solar Power
The purpose of this section is to provide background on the CSP application in order to give the
necessary context for the matching of power cycles to the application, and hence the design envelope
for the requisite turbomachinery. CSP uses optical devices to collect and concentrate sunlight to
generate heat. This process is illustrated in Figure 2.3 for a solar power tower (SPT) plant. The heat
generated in a CSP plant can be directly deployed to a power block for conversion in a heat engine, or
stored for later use. Heat engines used in CSP plants generally consist of a closed loop thermal power
cycle and employ a turbine as the work extraction mechanism [4]. Thermal energy storage (TES)
is critical for wide-scale deployment of CSP plants, as it enables power output from such a plant to
be smoothed to account for shading and for the plant to continue power generation beyond daylight
hours, or be dispatched as required to supplement intermittent sources within the grid [2, 4, 22]. A
schematic layout of a plant incorporating TES is illustrated in Figure 2.4. Various plant architectures
are possible, however prior to comparing these, it is insightful to consider performance characteristics
of the plant and constituent components. [23]
Figure 2.3: Optical concentration of sunlight illustrated for a solar power tower plant, figure reproduced from
[23].
2.2.1 CSP plant efficiency characteristics
In determining plant efficiency, efficiency of components must be concurrently optimised in order
to realise a global optimum for efficiency [22]. Plant efficiency can be described as the product of
subsystem efficiencies:
ηplant = ηoptical × ηreceiver × ηconversion × ηpower block (2.1)
Where ηoptical refers to the collection and concentration process in the collector field and concentrator;
ηreceiver refers to the conversion of concentrated solar radiation to heat in the receiver; ηconversion refers
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Figure 2.4: Schematic layout of a CSP plant using thermal energy storage showing energy flows.
to the transport of heat between subsystems; and ηpowerblock refers the conversion of heat to electricity
in the power block.
ηconversion accounts for irreversibilities in heat transfer between respective fluids and sub-systems
used in the plant, which depends on the plant embodiment. ηconversion is maximised when energy is
available for exchange at higher temperature at each conversion [22].
In practice, the power block of a CSP plant can be considered a heat engine [4], where ηpower block
can be described in terms of the idealised heat engine:
ηpower block ∝ ηCarnot (2.2)
Where ηCarnot corresponds to the second law limiting efficiency of a heat engine, defined as:
ηCarnot = 1− TC
TH
(2.3)
In order to maximise ηCarnot, a larger temperature difference between hot and cold sources over which
the heat engine operates is desired. In the case of a CSP plant, the low side is governed by ambient
conditions imposed by plant siting, whilst the the hot side is dictated by receiver or storage tem-
perature and losses in conversion. Hot side temperature can be maximised through higher receiver
temperatures and high conversion efficiencies between the receiver, power block, and intermediate
components. In order to maximise ηpower block, i.e. such that ηpower block ≈ ηCarnot, irreversibilities within
the power block should be minimised. Considering the plant in it’s entirety, the heat engine hot side
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temperature governs the maximum attainable heat engine efficiency. The hot side temperature also
dictates receiver and optical design. While it may then seem intuitive to maximise heat engine hot
side temperature, additional factors such as irreversibilities in heat engine, conversion, and material
limitations restrict this. Considering the overall impact of the power block on the plant, a recent study
noted that the Heat engine within the power block is the component that has the single largest impact
on overall system efficiency [4].
Another significant constituent efficiency within ηplant is ηoptical [24]. ηoptical is a function of in-
coming solar radiation characteristics, optical cleanliness, and collector geometry, i.e. the selected
architecture. In terms of plant design, in Figure 2.4, this corresponds to the concentrator. One study
concluded that while optical losses constitute the largest single source of losses within a plant, it is
not possible to design out many of the causal factors [24]. It would appear that plant architecture
selection and siting offers the greatest means to maximise ηoptical.
Following on from optical efficiency, consideration also needs to be made to ηreceiver. The char-
acteristics of the receiver should match power cycle and optical characteristics in order to maximise
ηreceiver [22]. In a qualitative sense, ηreceiver is primarily a function of concentration and receiver tem-
perature. When heat transfer to the Heat Transfer Fluid (HTF) and heat loss to surroundings are
considered, the highest efficiency is attained at lower temperatures for a given concentration. As
concentration is increased, efficiency can be maintained at higher temperatures [22]. Considering
other components within the plant, higher receiver temperatures are beneficial for both ηconversion and
ηpower block, yet this comes at the penalty of increased re-radiation losses from the receiver. To realise
the benefits of higher receiver temperature for downstream systems whilst maintaining ηreceiver, con-
centration must also correspondingly increase. This reduces the required receiver surface area and
limits re-radiation losses [22], however this is limited by materials and heat transfer.
Of the reviewed CSP plant components, the power block offers the greatest potential impact for
improvement in overall plant efficiency [22]. The efficiency of the heat engine within the power
block can be increased through both increasing the high side temperature and through minimising
irreversibilities. To deliver a hotter high side temperature whilst maintaining the efficiency of other
components, it is desirable to utilise a plant architecture that maximises solar concentration, and
operates with a high receiver temperature. Heat engine irreversibilities can be minimised through
selection of a power cycle appropriately matched to plant characteristics. Plant architectures and
power cycles are reviewed in Sections 2.2.2 and 2.2.3
2.2.2 CSP plant architectures
There are several embodiments for CSP plants, each of which generally dictate concentration and
other operating characteristics of the plant. The four main styles of CSP collector are; parabolic
trough, linear Fresnel, solar power tower, and parabolic dish. Key differences between respective
collector embodiments are illustrated in Figure 2.5 with characteristics summarised in Table 2.1.
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Technologies are compared on the basis of receiver temperature, as this directly relates to optical
concentration and the potential thermodynamic efficiency of the power block (ηpower block). Further to
the efficiency advantages from higher working temperatures, it is also desirable for an optical field
to be able to track the sun in multiple dimensions, this enables design conditions at the receiver
to be maintained over a larger operating range and time duration, i.e. ηoptical ≈ constant. These
characteristics all have a significant influence on the overall plant efficiency described in Equation 2.1.
(a) Parabolic trough. (b) Linear Fresnel.
(c) Solar power tower. (d) Parabolic dish.
Figure 2.5: Schematic diagram of collectors for CSP technologies, figures reproduced from Barlev [23].
Table 2.1: Characteristics of key CSP technologies, data derived from Barlev [23].
Type Tracking Receiver temperature (◦C) Relative cost
Parabolic trough 1-D 50-400 Low
Linear Fresnel 1-D 50-300 Very low
Solar power tower 2-D 300-2000 High
Parabolic dish 2-D 150-1500 Very High
Considering the ability to track in two dimensions, high working temperatures, and ability to scale,
the solar power towers architecture is of most interest for stable, high efficiency base load generation
[17, 23, 25, 26], and will form the basis for power cycles and turbomachinery investigated in this
thesis.
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2.2.3 Power cycles for CSP
Gas and phase change closed loop thermal power cycles are a practical means of energy conversion
in conjunction with CSP [22]. At appreciable scale, i.e. larger than purely demonstration, turbines
are used for work extraction [4]. For the CSP application there are several candidate power cycles. In
order of increasing turbine inlet temperature, they are as follows:
• Organic Rankine Cycle
• Steam Rankine cycle
• sCO2 Brayton cycle
• Brayton cycle
• Combined cycle
For smaller scales and lower turbine inlet temperatures, the Organic Rankine Cycle (ORC) offers
both efficiency and scaling benefits [22]. ORC working fluids can be matched to the cycle, enabling
higher efficiencies for a given turbine inlet temperature. Further benefits can be obtained if fluids
with a small volumetric flow ratios over the turbine are selected, enabling simple (and therefore more
readily scalable) turbomachinery. A key drawback regarding ORC is the restrictions on turbine inlet
temperature arising due to thermal degradation of the working fluid. Maximum working temperatures
of ORCs are typically less than the steam Rankine cycle [22].
All present utility scale CSP SPT plants utilise the steam Rankine cycle [4]. Heat input can be
accomplished directly at the receiver, or indirectly with the use of a separate HTF, such as current
generation parabolic trough CSP plants [23]. Plants using oil HTF are limited to a maximum tem-
perature of 400 ◦C [23], whereas direct heated steam Rankine cycles are restricted to a turbine inlet
temperature of 565 ◦C [11] due to condensation at the turbine exit. Steam Rankine cycles are a ma-
ture technology, and are specialised in both scale and application. In terms of scale, steam Rankine
cycles are most favourable at multiple hundreds of MWe scale owing to favourable unit cost scaling
with net shaft power. Furthermore, cost effective, highly efficient steam Rankine cycle machinery is
not available at small scale, i.e. less than 1 MWe [19]. With current competitive market offerings
(i.e. multiple hundred MWe) of steam Rankine cycle machinery and optimal SPT optical design, it
would be necessary to aggregate HTF from multiple collection fields to deliver sufficient power to
the power block [4]. This would result in larger losses in transporting HTF than with a single field
collector arrangement. Additionally, the resultant plant would be larger than the desired CSP plant
size in Australia of less than 10 MWe outlined in Section 2.1. The unfavourable scaling of steam
turbines results from the high complexity of the turbomachinery, which consists of many stages in
order to accommodate the high volumetric flow ratio of the cycle. Further to down scaling to the
CSP application, the CSP application dictates diurnal heating, which differs from the constant load in
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coal, gas or nuclear fuelled close loop thermal power cycles for which current steam Rankine cycles
are optimised [4]. For fossil fuel and nuclear applications, machinery efficiency has been priorit-
ised over the ability to conduct rapid thermal transients encountered in start-up or shut-down events.
Overall, scaling, temperature, and transient characteristics of the steam Rankine cycle are not well
suited to the CSP application. It appears that the steam Rankine cycle finds widespread use as it is
a mature, well understood technology for which components can be readily sourced or adapted from
other applications.
Considering the efficiency characteristics of the power block reviewed in Section 2.2.1, the thermal
limits of both ORC and steam Rankine cycle limits the potential efficiency of the power block and
CSP plant. As outlined in Section 2.2.2, sufficient solar concentration to exceed receiver temperatures
of 1500 ◦C can be readily achieved by CSP plants [4]. Thus, the limits on turbine inlet temperature
are from materials, fluids (HTF), and power cycles [4]. Without the present thermal limitations of
HTF or power conversion cycle, it is possible to unlock additional power block and plant efficiency
improvements. Variants of the Brayton cycle (both supercritical and gas phase) do not have inherent
thermal limitations associated with the working fluid.
While gas Brayton cycles are not inherently thermally limited, they require higher turbine inlet
temperatures to achieve the same cycle efficiency as the steam Rankine cycle [5, 7]. By contrast,
variants of the sCO2 Brayton cycle are predicted to have a similar efficiency to the steam Rankine
cycle [5, 11] at limiting turbine inlet temperatures for the steam Rankine cycle. Another competitive
cycle that offers efficiency improvements over both Rankine cycle and Brayton cycle in isolation is
the combined cycle, i.e. a Brayton cycle in conjunction with a Rankine cycle as the bottoming cycle.
While combined cycles are a mature technology characterised by a high efficiency, they are a highly
complex making them costly [2]. As CSP is already a costly technology, a key consideration for the
future market penetration of such plants is the cost of associated cycle plant and equipment. While not
a mature technology, the supercritical CO2 Brayton cycle has the potential to be a cheaper alternative
than combined cycle arrangements due to its greater simplicity [2].
In addition to efficiency and potential cost benefits of the sCO2 Brayton cycle, further advantages
for the CSP application are favourable performance with dry cooling, and the possibility to use CO2
in other sub systems of a CSP plant outside the power block [27]. For application to dry cooling some
cycle studies for sCO2 and SPT have determined that power cycle efficiencies exceeding 50 % are
possible, only a minor penalty to cycle performance compared to the steam Rankine cycle operating
under the same conditions [10, 20, 25]. The favourable performance with dry cooling is critical for
CSP applications, as plants are often sited in arid areas where cooling water is scarce while incident
solar flux is high and consistent [25].
Considering the potential for an advanced power cycle to enhance overall CSP plant efficiency,
and the favourable characteristics of the sCO2 Brayton cycle for the CSP application, a brief historical
overview of the sCO2 Brayton cycle is presented in Section 2.3.
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2.3 Historical background of CO2 to power cycles
Historical interest in supercritical cycles utilising CO2 dates back to the late 1960’s and was mainly
centred on supercritical condensing cycles [6, 7, 8, 9] as a means to overcome limitations in both of
the steam Rankine and Brayton cycles for temperature and pressure ratios. The idea appears to have
been developed independently by both Feher and Angelino [6, 7]. Owing to the high temperature
capability, both authors identified probable applications as nuclear.
The limitations in incumbent cycles that were sought to be addressed by these early authors are
summarised as follows. The steam Rankine cycle is thermally and pressure limited due to condensa-
tion in the turbine stage. This is typically overcome with additional re-heat stages and their inherent
complexity. The steam Rankine cycle exhibits a characteristically high pressure ratio ( ≈ 3000),
necessitating many turbine stages, and large variation in volumetric flow rate [7]. By contrast, gas
Brayton cycles are characteristically simpler than the steam Rankine cycle, but exhibit lower effi-
ciency. Brayton cycles require a high degree of recuperation in order to remain competitive. This
is an inefficient process due to the poor heat transfer properties of the gas phase on either side of
the recuperator. Brayton cycle efficiency is also penalised by the large amount of compressor work
required as a fraction of gross turbine work [7].
The supercritical cycle with condensing and a high degree of recuperation as outlined by Angelino
[7, 8] overcomes limitations of both these cycles, as it exhibits:
• Compression in the liquid phase, as with the steam Rankine cycle, dictating low compression
work.
• Expansion away from the saturated phase, as with the Brayton cycle, removing the risk of
condensing in the turbine stage.
• A characteristically low pressure ratio and low volumetric flow ratio, as with the Brayton cycle,
thus limiting the number of turbine stages.
• Matched fluid heat transfer properties, enabling more efficient recuperation.
• High cycle pressure, which yields more compact and efficient heat exchangers.
The supercritical cycle is not theoretically limited in the selection of working fluid, and can be
generalised due to the principle of corresponding states. There are however advantages to utilising
CO2 for these cycles compared with other candidate gases. Advantages of CO2 working fluid were
identified by early authors as:
• Well characterised thermodynamic and transport properties in the region of interest.
• A lack of susceptibility to degradation in properties or chemical break down at elevated tem-
peratures.
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• Abundance (low cost) and low toxicity (non degrading, non corrosive, and non flammable).
Later identified as low global warming potential and ozone depletion potential.
• A relatively low critical pressure of 7.39 MPa, rendering a cycle feasible within the constraints
of allowable stress in pipework and vessels.
• Proven compatibility with nuclear reactors for direct cooling [9]
While early works proposed condensing cycles for CO2, both Feher and Angelino identified the
severe limitation for terrestrial applications posed by the requirement for ambient temperature to be
sufficiently less than the critical temperature of the working fluid ( 31.1 ◦C) [6, 8]. As a solution to
this, the entirely supercritical CO2 Brayton cycle was foreseen as a solution by the same authors,
however it was recognised that there would be significant non-ideal gas effects in the compression
region [6, 7]. Angelino later identified how these effects manifested, and how they could be utilised
in a beneficial manner. Given the typical candidate locations of CSP plants, the entirely supercritical
cycle is of most relevance.
Non-ideal gas effects were identified to manifest mechanically through a reduction in specific
volume ratio, leading to a potential reduction in compression work. Thermally, non-ideal gas effects
manifest in non-linear changes in specific heat, which can lead to large irreversibilities in heat transfer
[9]. Angelino noted in these cycle studies [7] that with ideal gas fluid treatment that the condensing
supercritical Brayton cycle possessed a similar efficiency to Brayton or steam Rankine cycles, and
that the cycle only surpassed the incumbent cycles when realistic component efficiencies (i.e. those
due to non-ideal gas effects) were considered [7]. Angelino placed the notional break-even point of
a sCO2 Brayton cycle with the steam Rankine cycle at 620 ◦C [9]. Later authors have placed this as
low as 500 ◦C [5].
Considering the cycle implications due to non-ideal gas manifestations, Angelino investigated
cycle layouts, and sources of losses for sCO2 in several studies. In a cycle loss breakdown study
[9], losses were categorised as either fluid dynamic (occurring in turbomachinery) or irreversible
heat transfer (occurring in heat exchangers). As a general observation from this study, losses arising
from irreversible heat transfer can be rectified through cycle layout as well as through heat exchanger
architecture and internal layout [9]. Cycle layouts are detailed in Section 2.4 with the addition of
information from state of the art studies. For the more efficient sCO2 cycle embodiments considered,
losses were distributed amongst components, compared with the steam Rankine cycle where losses are
dominated by the heater. This distribution, along with the impact of layout would tend to suggest that
losses in the cycle can best be addressed through selecting an effective layout, or through improving
turbomachinery efficiency. Other key features of the cycle were identified in studies by Feher and
Angelino [6, 7, 8] including:
• Small cycle sensitivity to pressure loss in the heat exchangers, due to the high absolute pressure
of the cycle compared to the Brayton cycle.
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• Small cycle sensitivity to compressor efficiency, owing to the small change in compressor outlet
state
• Peak cycle efficiencies with cycle pressure ratio between 2.0 and 3.5
• The largest cycle efficiency sensitivity (for a single modelled component) was turbine compon-
ent efficiency
Critical to the feasibility of the sCO2 Brayton cycle, Feher and Angelino both identified that there
were no major technical barriers for these cycles, as there was historical precedence for the anticipated
turbomachinery loading and speeds in rocket turbopumps [6, 8]. It appears as though development
for these cycles did not occur, owing to the restricted turbine inlet temperatures of fossil fuels and
Gen III or older nuclear reactors [5].
The sCO2 power cycle regained interest at MIT with the PhD thesis of Dostal in 2004 [5], which
investigated the cycle for application for Gen IV nuclear reactors. This work considered other ad-
vanced Brayton cycles, with focus on the Helium Brayton cycle. Critically, this work identified the
sCO2 Brayton cycle as advantageous by comparison to the Helium Brayton cycle owing to scarcity of
working fluid (cost), and the requirement for multiple reheat and intercooling stages for the cycle to
have a comparable performance to steam Rankine cycles [5]. Furthermore, it was identified that since
helium exhibits ideal gas behaviour for compression, compression work for this cycle will be greater
than for sCO2. Calculations presented showed that for Helium to yield a similar performance to sCO2,
Turbine inlet temperature and pressure are 850 ◦C and 8 MPa respectively compared with 550 ◦C and
20 MPa for sCO2 [5]. The requisite higher temperatures of such cycles lead to a substantially higher
material cost, and greater thermal and radiation losses from components.
Further to comparing candidate cycles for Gen IV nuclear, Dostal also confirmed the work of
Angelino through cycle analysis, determining that the sCO2 Brayton cycle was neither sensitive to
pressure drops in components or to compressor efficiency due to the large magnitude of operating
pressures and low overall compressor work respectively when compared to other Brayton cycles [5].
Overall, these earlier works identified key applications, and the operational envelope of the sCO2
power cycle. With renewed interest in this cycle for many applications, not least of which is CSP, a
brief overview of current research into the power cycle is given.
2.4 Current investigations for supercritical CO2 power cycles
Recent interest in CO2 as a working fluid for supercritical Brayton cycles has been in the fields of
concentrating solar power, nuclear power (in conjunction with liquid metal heat transfer fluids), as
well as in waste heat recovery [27]. Additional interest in CO2 as a working fluid has occurred due
to the potential of power cycles using the fluid to operate with dry cooling; since the fluid does not
undergo a phase change, heat transfer is not limited by working fluid saturation temperature [10].
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Several preliminary studies have been conducted on cycle performance for the sCO2 Brayton
cycle [5, 10, 11, 12]. In terms of operating temperature and pressure, 450 ◦C to 750 ◦C and 20 MPa
to 30 MPa appear to be the realm of current exploration for turbine inlet conditions [5, 12]. Several
authors suggest that there is little advantage in employing pressures over 30 MPa to 35 MPa [2, 10].
This is consistent with the earlier works of Feher and Angelino [6, 7, 9]. These maximum pressures
combined with a low side pressure sufficiently above the critical pressure dictate turbine expansion
ratios less than 5.0, which is less than for both the steam Rankine cycle (≈ 3000) and Gas Brayton
cycle (≈ 60) [28]. This low expansion ratio is achievable in a single stage with radial inflow machines
[29]. Further benefits are the compactness and simplicity of the machinery owing to high working
fluid density [5, 7, 30]. The compactness and simplicity of machinery may lead to a lower overall
cycle cost, rendering the cycle attractive for applications where there may not necessarily be an ef-
ficiency benefit over the steam Rankine cycle, such as waste heat recovery [2]. Further to outright
cycle efficiency considerations, supercritical Brayton cycles enable more efficient heat transfer by
maintaining a more consistent ∆T between hot and cold streams within heat exchangers. This leads
to improved efficiency in heat transfer, and denser fluid leads to reduced sizing of heat exchangers,
and consequently lower capital cost in the power block [31].
As with other closed loop Brayton cycles, the supercritical cycle is also typically heavily recu-
perated in order to minimise heat rejection [12]. The amount of recuperation was determined in one
cycle performance study to be more significant than high side pressure on cycle performance [10]. In-
tercooling and reheating were considered by some authors, although gains were marginal [5]. Whilst
typically advantageous in a supercritical Brayton cycle, recuperation may be omitted in favour of the
simple (non recuperated) supercritical Brayton cycle for applications that require more aggressive
thermal gradients for heat transfer from a HTF [11]. A schematic diagram and T-s diagram of the
simple cycle are shown in Figure 2.6. For comparison, the recuperated Brayton cycle is illustrated in
Figure 2.7.
A further enhancement to the recuperated Brayton cycle is the recompression cycle. The recom-
pression Brayton cycle is shown in Figure 2.8, and was first introduced by Angelino as a means to
match heat capacities of the respective streams [8, 9], and overcome pinching. Pinching occurs when
there is no temperature difference between the hot and cold streams of a fluid at a point within the heat
exchanger, and is often encountered due to one stream being composed of a saturated vapour. Pinch-
ing was later identified as a problem for recuperators with high side pressure greater than 21 MPa and
dry cooling discharge temperatures due to non-ideal gas properties [5]. Therefore the recompression
cycle is the most appropriate for source temperatures over 500 ◦C and 21 MPa [5, 11, 32].
In terms of fluid behaviour in a supercritical cycle, CO2 can be considered to exhibit near ideal
gas characteristics in the region of the turbine for cycles with turbine inlet pressure less than 20 MPa
[5]. The same is not true for the compressor, due to the large change in properties in the vicinity of
the critical point [30]. These property changes are advantageous if the compressor is sited near to the
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critical point where these non-ideal gas effects lead to low compressibility, and hence low net work
requirement [5, 27, 30]. A discussion of fluid property treatment for the calculations in this thesis is
presented in Chapter 3.
While not explicitly illustrated in Figure 2.6 - 2.8, an important consideration in realising cycles
is the shaft configuration and layout of turbomachinery. For typical Brayton cycles, the net power
generated is only a small fraction of the gross power, owing to the high compression work in the cycle.
Owing to this, Brayton cycles generally favour inline layouts where the compressor is directly driven
from the turbine. Considering the reduction in compression work experienced in sCO2 cycles, the
compressor and turbine may be decoupled without as significant penalty (as with the steam Rankine
cycle), enabling other layouts which may be favoured. A further consideration for decoupling of
machinery is the split in cycle mass flow on the compressor side of the recompression cycle. A
brief inspection of experimental loops summarised in [2] shows that multiple shaft layouts have been
considered, with system start-up and control being a key concern [33, 34, 35].
Overall, the sCO2 power cycle appears to be a practical embodiment of the supercritical Brayton
cycle with a wide range of potential applications. Critically, it is well suited to the temperatures
available with solar power towers, and well suited to the application with the potential for dry cooling.
Since the cycle was first studied in the late 1960’s, no significant changes have materialised in either
operational envelope or favoured cycle layouts.
(a) Cycle layout. (b) T-s diagram.
Figure 2.6: Supercritical CO2 Brayton cycle.
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(a) Cycle layout. (b) T-s diagram.
Figure 2.7: Supercritical CO2 Brayton cycle with recuperation.
(a) Cycle layout. (b) T-s diagram.
Figure 2.8: Supercritical CO2 Brayton cycle with recuperation and recompression.
22 Chapter 2 Literature review
2.5 sCO2 turbomachines
Cycle characteristics reviewed in Section 2.3 showed that irreversibilities in heat transfer can be ad-
dressed though cycle layout. This leaves turbomachinery, which consists of a turbine and compressor,
as a major area for cycle efficiency improvement for the sCO2 Brayton cycle. Whilst operation near
the critical point for the compressor may seem to pose the most difficult design problem, they are
an arguably lower technology risk than turbines owing to the fact that they have been developed for
similar operating ranges for oil and gas and process applications [13, 14]. A further consideration
to design risk of respective turbomachines is the impact on cycle performance. In Section 2.3, cycle
efficiency was identified as being more sensitive to turbine efficiency than compressor efficiency.
This was quantified in recent cycle analysis [2] which determined that cycle efficiency scales linearly
with both compressor and turbine efficiency, with turbine efficiency having approximately twice the
influence. The relationship between turbine and cycle efficiency was determined as 2.3 points of
turbine efficiency to 1 point of cycle efficiency. Based on the immaturity of turbine technology for
the sCO2 Brayton cycle, and the significant ability for the turbine to influence cycle performance,
turbines warrant further investigation.
Turbines used in embodiments of Rankine and Brayton power cycles generally consist of multiple
stage axial flow turbines, however operational characteristics of a cycle may favour other architec-
tures. A frequently used architecture selection methodology for turbomachinery is the specific speed
based architecture charts published by Balje in 1981 [36]. An example of these charts is shown in
Figure 2.9. Specific speed, ns, is defined as:
ns =
ω
√
Qout
∆h0, s
0.75 (2.4)
Where Qout is the volumetric flow rate at the exit of the turbine stage and ∆h0, s is the change in
isentropic specific total enthalpy over the stage. Inspection of Figure 2.9 reveals that the highest
efficiencies are achieved by axial and radial turbines. Sectional schematics of each architecture are
shown in Figure 2.10, with a 3-D render of a radial inflow turbine rotor shown in Figure 2.11. The
review of sCO2 turbomachinery designs presented in reference [2] suggests that specific speed used in
conjunction with architecture charts is the preferred method for turbomachinery selection and sizing
for sCO2. Specific speed finds use for this purpose, as no knowledge of turbine internal features is
required [2]. The turbomachinery review in reference [2] also confirms the observation of the higher
efficiencies offered by axial and radial turbines in Figure 2.9, with only these architectures considered
for the sCO2 Brayton cycle at scale.
Detailed examination of Figure 2.9 reveals optimal values for both axial and radial architectures
(peak attained at ns ≈ 0.4) [36]. Considering representative values of ∆h0, s and Qout derived from
the previously reviewed cycle conditions combined with optimal values for ns, this results in higher
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Figure 2.9: Maximum efficiency as a function of specific speed (non-dimensional) for compressible flow
turbines. Figure reproduced from Balje, 1981 [36].
shaft speeds than for steam Rankine and Gas Brayton turbines if Equation 2.4 is used for sizing with
the assumption of a single stage. Sizing methods and rationale for these are investigated in more
detail in Chapter 4, however several additional characteristics may generally favour an axial or radial
architecture over the other. Radial inflow turbines are characterised by their high specific work output
enabled by the change in radius over the rotor passage. This high specific work enables the same
amount of work to be extracted from a given power cycle over a smaller number of stages when
compared to an axial architecture [29, 37]. Furthermore, as machine scale is reduced, viscous losses
within radial turbines do not increase as significantly as they do in axial machines [29]. Radial inflow
turbines are also generally of a simpler construction than axial machines [37]. Considering these
factors, radial inflow turbines are a potential architecture for smaller scale embodiments (i.e. in the
range 0.1 MW to 10 MWe power ratings) of the sCO2 Brayton cycle.
2.5.1 Radial inflow turbine prototypes
A comprehensive review of sCO2 prototypes and designs can be found in reference [2]. A key ob-
servation from this review is the shaft power rating at which the preferred turbine architecture shifts
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(a) Axial flow turbine. (b) Radial inflow turbine.
Figure 2.10: Turbine architectures.
Figure 2.11: 3-D render of a radial inflow turbine rotor.
from radial inflow to axial. This is placed in the range 10 MWe, up to 30 MWe [2, 13]. Owing to the
scale of interest set at 0.1 MW to 10 MWe for the off-grid CSP application defined in Section. 2.1,
the radial inflow turbine architecture forms the core focus of this thesis.
Key efforts in constructing radial inflow machines have been in the USA, Japan, and Korea. In the
USA, two small scale demonstration test loops at the 100 kWe scale have been constructed by San-
dia National Laboratories (SNL) and Bechtel Marine Propulsion Corporation (BMPC) in the early
2010’s. The SNL loop is constructed for the purpose of testing cycle configurations, with radial tur-
bomachinery sourced from Barber Nichols Inc. (BNI) [15, 38]. BMPC in conjunction with Bettis
Atomic Power Laboratory and Knolls Atomic Power Laboratory (KAPL) has tested sCO2 machinery
[32, 39] in the Integrated System Test (IST) loop. Given the demands of the application of nuclear
shipboard power, the IST was designed to demonstrate operational, control and performance charac-
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teristics of a sCO2 Brayton power cycle over a wide range of conditions at the smallest practical scale
[32]. Turbomachinery for the IST is sourced from BNI and is of the radial architecture [32]. While
test objectives and cycle layouts are difference between the SNL and IST loops, both loops utilise
turbomachinery of a similar size and layout.
In Korea, several research institutes (also with interest stemming from a nuclear energy back-
ground) are participating in the testing and development of sCO2 hardware for testing in the Su-
percritical CO2 Integral Experiment Loop (SCIEL) [33] located at Korea Atomic Energy Research
Institute (KAERI). The facility is of a 10 kWe scale. Further demonstration units of smaller scale
have been tested by Korea Institute of Energy Research (KIER) [40, 41]. A demonstration facility of
a 10 kWe scale exists in Japan at Tokyo Institute of Technology (TIT) with the involvement of several
other research institutes [42].
Key characteristics of sCO2 radial inflow turbine prototypes used in the above summarised facilit-
ies are shown in Table 2.2.Values denoted by * in Table 2.2 are not explicitly given in references, and
are determined based on other available information.
Table 2.2: Prototype radial inflow turbines for sCO2.
Facility P0,in/Pout T0,in N ns W˙ (rotor) Din
[MPa/MPa] [K] [krpm] [kW] [mm]
SNL main [2, 15] 13.6/8.3 811 75 0.4* 152* 68.1
SNL recomp [2, 15] 13.7/8.3 811 75 0.4* 181* 68.3
IST PT [2, 39] 16.5/9.6 572 75 0.45* 119* 53
IST [2, 39] 16.5/9.6 572 75 0.45* 105* 53
TIT [42] 11.9 / 8.23 550 100 0.4-0.5* 10 35
SCIEL HPT [33] 19.7/12.96 773 68 0.42 238 -
SCIEL LPT [33] 12.96/8.08 725 75 0.55 238 -
KIER 10kWe [40] 13 / 8.125 453 70 0.51 83 48.6
A key observation regarding power cycle experiments is that loop design conditions do not ne-
cessarily correspond with turbine design conditions or experimental conditions. Conditions quoted
in Table 2.2 are Loop design conditions. As a general comment it appears that experiments have
not achieved design conditions for loop operation. Further to this, net power generated by these
experiments has been lower than predicted, as additional parasitic losses were encountered. Of the
prototype designs summarised in Table 2.2, positive net power has been produced in experiment for
the IST, SNL, and TIT facilities [39, 42, 43] .
In addition to the prototypes summarised in Table 2.2, there are several other significant designs.
In addition to the 10 kWe turbomachinery, KIER has also constructed a smaller 1 kWe test loop. For
this rating, a medium to high specific speed radial inflow turbine rotor was used, however owing
to shaft speed limits, it was operated with partial stator admission to allow for operation at a lower
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shaft speed [41]. Additional radial inflow machines, constructed by Echogen and Korea Institute of
Machinery & Material (KIMM) are summarised in [2], however no detailed geometry or performance
information is available for inclusion in the present comparison. A key difference is the 10 kWe KIER
machine in Table 2.2, which is a purely radial machine.
Observation of machine ratings, shaft speeds and diameters in Table 2.2 confirms the trend that
the high fluid densities of sCO2 produce compact turbomachinery, which favours high shaft speeds
to achieve optimal aerodynamic performance [44]. Furthermore, the trend amongst all the tabulated
designs is for designers to explicitly select a medium specific speed turbine of ns ≈ 0.4. Subject
to constraints on shaft speed, prototypes have used multiple stages, or lower expansion ratio cycles
in order to accommodate designs of this specific speed. Of the cycle conditions in Table 2.2, none
exceed a pressure ratio of 2.0, with all inlet pressures below 20 MPa, and the majority of inlet temper-
atures below the minimum notional break-even point of 500 ◦C. These cycles are not representative
of commercially competitive cycles, however have utilised more conservative conditions to enable
cheaper construction.
An important observation with the prototypes summarised in Table 2.2 is that turbine shaft power
does not exceed 250 kW for any of the designs. A further observation was noted by one of the
prototype experimenters [33] whereby efficiency of prototype designs was low owing to the small
scale. They noted that efficiency of sCO2 turbines is anticipated to scale favourable with shaft power,
for which there is strong precedent in gas turbines [33]. One causal factor for this is the small blade
heights characteristic of smaller machinery which lead to relatively large tip gaps, and accompanying
tip clearance losses [40].
Critically, these kWe scale loops are distinct from MWe loops, i.e. sunshot [45] in inlet conditions
(i.e. T0,in>700 ◦C, P0,in>20.0 MPa) , pressure ratio, and scale. To scale up turbomachinery designs,
Hanwha Techwin and South West Research Institute have developed a 5 MW to 25 MW modular
turbomachinery concept utilising multiple stage radial turbomachinery connected via a gearbox to a
low speed generator [46]. The concept leverages integrally geared compander technology developed
for gas compression in the oil and gas industry, which enables turbomachinery to operate at optimum
(high) shaft speeds while facilitating input (output in the case of a power cycle) at synchronous speeds.
Published designs for their 20 MW scale turbomachinery indicate that turbines are designed with ns
0.35 to 0.45 [46].
A key future development following the development from kW scale test facilities is scaling up
these facilities in order to test larger scale turbomachinery and other power cycle components of a util-
ity representative scale. One such facility is the combined US Department of Energy (DOE), Southw-
est Research Institute, Gas Technology Institute and GE 10 MWe pilot plant planned for construction
on Southwest’s campus under the DOE’s Supercritical Transformational Electric Power (STEP) Pro-
gram [47, 48].This pilot plant is based around a sCO2 recompression cycle, with a 700 ◦C turbine inlet
temperature and 24 MPa turbine inlet pressure [49]. The facility is of a modular design, with the goal
sCO2 turbomachines Section 2.5 27
of attracting additional private investment for component testing [47, 48, 49]. Commissioning is due
around 2020.
A key consideration in scaling relevant to turbine sizing is specific speed scaling as used in the
present design methodology of radial inflow turbines. Inspection of Equation 2.4 reveals that more
aggressive cycles (i.e. greater values of ∆h0, s over the turbine stage) would dictate higher shaft
speeds (or multiple stages in the case of the Hanwha concept) in order to maintain ns, or lower values
of ns if shaft speeds are to be constrained. A key absence in existing prototypes is turbines of a low
specific speed, which may enable the use of single stage expansions for cycle conditions suitable for
CSP applications. Single stage designs offer advantages in rotordynamics, system simplicity, and
reduced secondary losses due to passage losses in ducting and windage.
2.5.2 Design challenges for sCO2 turbines
The mechanics regarding the application of dense working fluids such as sCO2 to turbomachinery is
not well understood or modelled [12, 50]. As with any new application of technology, the challenges
in realising a successful design are numerous. The broadest challenges for sCO2 turbomachinery is
designing turbomachinery systems for operation in a high pressure, high density, high temperature
environment with the requirement of high shaft speeds. Casings need to be designed for pressure
containment and the sealing of rotating components at temperature, while for the rotor system con-
sideration needs to be given to rotordynamics and speed limits on respective components [2].
Inlet pressures experienced by sCO2 turbines are comparable to steam turbines, however as re-
viewed in Section 2.4 it may be advantageous for cycle performance to increase inlet temperature
beyond those used in state of the art steam turbines. This combined high temperature, high pressure
load case is also more severe than experienced by state of the art gas turbines, which experience inlet
pressures of 6 MPa inlet temperature of ≈ 1500 ◦C [28]. With respect to pressure containment, the
specification of higher inlet temperatures leads to a reduction in allowable stress within the pressure
casing due to a reduction in material properties at elevated temperature [2]. This is accounted for
in design through thicker casing walls, or the use of advanced alloys which do not suffer the same
degradation in properties at elevated temperature. The need for exotic materials, and features with
significant wall thickness has a large impact on cost [51, 52]. Aside from pressure containment, an-
other significant challenge for casing and piping materials is validation of corrosion performance [2].
Further to materials, there may be challenges in sourcing stock components such as piping and as-
sociated connectors in the desired nominal size, schedule or material. Additional challenges may be
encountered in forming complex internal geometries with the requisite wall thickness for containment
[2, 13, 45]. These factors may have significant impact on the geometry of features such as the turbine
inlet, inlet delivery system, and exhaust, as seen in early prototypes [13].
As part of maintaining high cycle pressures, effective shaft sealing systems within turbomachines
are essential. Owing to the large magnitude of pressure in the system, parasitic losses incurred through
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the compression of any make-up fluid will be high. Thus, it is desirable to limit leakage. For medium
scale applications, i.e. those with a shaft diameter 100 mm to 350 mm corresponding to 1 MW to
100 MW shaft power, effective dry gas seals may be adapted from oil and gas applications which
operate in a similar environment [2]. For applications outside this range, dry gas seals may need to
be further developed, or alternative sealing architectures may need to be employed.
A further challenge associated with high operational pressures is thrust loading on rotating com-
ponents. Cycle operating conditions reviewed in the previous sections indicates that the pressure
ratio that the turbine operates at is of similar magnitude to that of single stage radial inflow gas tur-
bines. While the pressure ratio may be comparable, the absolute pressure difference remains large
for sCO2 power cycles. This results in a large thrust loading [12, 44] over the rotors of turboma-
chines. Whilst this load scenario is experienced in Rankine cycle axial machines, load balance can be
achieved through symmetrical stage layouts. In the case of early experimental campaigns involving
single stage radial inflow sCO2 turbomachinery at SNL, thrust loadings were observed to be larger
than predicted, and scalloping modifications to the turbine rotor were necessary to tune thrust loading
[15, 44]. Other experimental designs have sought to address thrust through utilising thrust matched
compressors and turbines on the same shaft [40]. Considering the potential magnitude of net thrust
on rotor systems, an understanding of rotor thrust loadings at the preliminary design stage is vital.
An additional significant consideration for rotating machinery operating in a high density envir-
onment is windage. Windage power loss on rotating discs is proportional to fluid density, disc radius,
and peripheral speed as outlined in Equation 2.5 [50, 53]. Similarly, for a cylindrical surface, windage
power loss is described in Equation 2.6 [54].
∆W˙windage, disc ∝ kf ρω3 r5 (2.5)
∆W˙windage, cylinder ∝ kf ρω3 r4 L (2.6)
where kf is a flow regime dependent friction coefficient, and L is the lenght of the cylindrical sur-
face. Machines operating with sCO2 operate with inlet fluid density many times that of gas turbine
machines (approximately 120 kg m−3 vs <10 kg m−3). As noted in the previous section, shaft speeds
of sCO2 turbines are high - often at limiting values imposed by mechanical constraints within the
rotor system. Considering shaft speed and working fluid density characteristics, windage has the
potential to be a significant factor for rotating machinery operating with sCO2 working fluid. The
significance has been experimentally observed, with small scale prototypes suffering large amounts
of parasitic losses due to windage in testing on both the SNL and IST loops [15, 34]. Considering the
detrimental influence of windage on performance, the number of stages, shaft layout, and shape of
turbomachinery should be carefully assessed.
Considering other loads on the turbine rotor, sCO2 turbines are characterised by a relatively low
peripheral velocity (U ) compared to gas turbine applications [12, 44]. The lower peripheral speeds
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characteristic of sCO2 results in low disc stress. Barber Nichols also noted that consideration of
blade stress is more critical than for gas turbines, as contributions to blade loading are approximately
equally split between centrifugal and fluid components, compared to gas turbines where the loading
is dominated by centrifugal forces [12]. A further impact of the lower peripheral speeds and cent-
rifugal loading is the possibility of shrouded rotors, which have been employed on KIER prototype
machinery [40]. The small scale of sCO2 turbomachinery typically leads to rotor tip clearances ac-
counting for a relatively large proportion of the blade passage, this leads to larger tip clearance losses.
Shrouded rotors are a desirable abatement measure for tip clearance leakage losses.
2.6 Knowledge gap
Given the immaturity of radial inflow turbine prototype designs, there remains an opportunity to
explore and define the aerodynamic design space. Considering specific speed sizing per Equation. 2.4,
typical sCO2 loop conditions lead to smaller values of
√
Qout
∆h0, s
0.75 over the cycle than steam Rankine
cycle or gas turbines. This leads to a requirement for fewer turbine stages. Subject to limitations on
shaft speed, this leads multiple low pressure ratio turbine stages characterised by medium specific
speed, or a single low specific speed turbines stage. Current prototypes have been designed with a
medium specific speed, and have manipulated loop conditions or used multiple stages in order to meet
this requirement. Single stage expansions characterised by low specific speed turbine designs remain
to be investigated.
The use of multiple stage machines may not be the most effective solution for the turbine system.
While sizing turbine stages in the region of maximum efficiency will maximise stage efficiency, the
use of additional turbine stages will incur additional interstage duct losses and windage losses. Using
specific speed sizing, a large performance penalty to stage efficiency is implied in selecting designs
of lower specific speed than the optimum. Considering Figure 2.9, the curve for radial inflow turbine
performance was constructed from experimental data from an early radial inflow turbine design of
fixed geometry operated with air as the working fluid [55, 56]. Further developments in gas turbine
design for turbocharging applications have raised the performance of high specific speed designs
beyond those presented in Figure 2.9 [37], implying that the stage efficiency penalty for selecting
a specific speed away from the optimal value can be reduced through design effort. Furthermore,
it is uncertain as to whether the same internal characteristics which yield this curve translate across
working fluids. To this end, the performance characteristics of low specific speed sCO2 radial inflow
turbines are investigated in Chapter 4 and 5.
Further to sizing of the stator and rotor, stage design also includes components upstream and
downstream of the rotor, namely an inlet delivery system and exit diffuser. Previously highlighted
challenges in pressure containment may drive alternative geometries for these components than presently
employed in gas turbines. Furthermore, details of these features are not clearly detailed in the existing
prototypes reviewed in Section 2.5.1. Inlet delivery systems and exhaust diffusers are investigated in
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Chapter 6 and 7 respectively.
2.7 Summary
For regional Australia CSP is a key future renewable energy technology offering cost and operational
benefits over present distributed generation technologies. In considering overall CSP plant, the effi-
ciency of the heat engine used to convert thermal energy has the greatest potential impact on plant
efficiency and cost. Heat engine efficiency can be maximised through increasing hot side operating
temperature and minimising irreversibilities within the power cycle. In practice this can be achieved
through selecting a CSP plant architecture that enables higher operating temperatures, matched with
an advanced power cycle suitable for high temperature operation. Solar power tower plants used in
conjunction with the sCO2 Brayton cycle fulfils these requirements. Additional efficiency benefits
are achieved through use of the sCO2 Brayton cycle in lieu of gas Brayton cycles for the same inlet
temperature. A further benefit for the CSP application is the minimal cycle efficiency penalty for the
use of dry cooling.
Interest in the sCO2 Brayton cycle is not limited to CSP, other key applications include nuclear,
direct and indirect fired fossil fuel, and waste heat recovery. The cycle remains of interest for a variety
of applications owing to the low cost, low toxicity working fluid; high cycle efficiency; and compact
machinery.
Of the constituent components in the cycle, the efficiency of the turbine has the greatest impact on
cycle efficiency. Whilst there are many embodiments of the cycle, variation in the operational envel-
ope for the turbine remains small. Turbine inlet temperature and pressure range from 450 ◦C to 750 ◦C
and 20 MPa to 35 MPa. Cycle pressure ratio and turbine volumetric flow ratio is characteristically
small, leading to few turbine stages. The low number of turbine stages leads to the possibility of cost
effective downsizing, and the possibility of single stage expansions in conjunction with radial inflow
turbines for smaller cycles (i.e. under 10 MW to 30 MW shaft power).
Turbines for the sCO2 Brayton cycle are characterised by high shaft speed, and small scale. Radial
inflow turbines prototypes for sCO2 Brayton cycle have been constructed, and a comparison of designs
reveals that they are all characterised by medium specific speed. Subject to constraints on shaft
speed, prototypes have used multiple stages, or lower expansion ratio cycles in order to accommodate
designs of this specific speed. Critically, no designs of low specific speed have been considered.
Designs characterised by low specific speed are a key enabler for single stage expansions for CSP
representative cycles.
Supercritical CO2 represents a challenging new application for the design of thermal turbines,
owing in large part to the combined high temperature, high pressure operating environment. The
aerodynamic design space for these turbines exists outside the domain of experience due to a high
stage Reynolds number and small dimensional scale. With this in mind, assumptions that are typically
relied upon for design of gas turbines may not read across in entirety to the sCO2 application. As
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such, the aerodynamic design of radial inflow turbines for application to sCO2 power cycles with
consideration to application limitations is the key focus of this thesis.
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Chapter 3
Turbine system modelling overview
The purpose of this chapter is to provide background radial inflow turbine theory and notation as used
in this thesis. Furthermore, an overview of modelling tools as used in the remainder of this thesis is
provided.
3.1 Notation
Notation within the turbine stage is defined as follows. For aerodynamic analysis, stations (or ref-
erence locations) are generally defined at the limits of blading, a component change, or a reference
frame change as in [29, 37]. For this thesis stations are defined according to Figure 3.1 with descrip-
tions in Table 3.1. Blading is addressed through additional subscripts, L.E. for leading edge, and T.E.
for trailing edge.
Table 3.1: Radial inflow turbine reference stations.
Station Description Reference frame
0 Volute inlet stationary
1 Stator inlet / Volute exit Stationary
2 Stator exit Stationary
3 Rotor inlet Rotating
4 Rotor exit Rotating
5 Diffuser inlet Stationary
6 Diffuser exit Stationary
3.2 Radial inflow turbomachinery theory
In its most basic form, the efficiency of a turbine can be described as the ratio of work extracted to
the isentropic work, i.e.
η =
Wout
∆h0, s
(3.1)
where subscript S denotes the outlet state achieved with an isentropic expansion. If the flow within
the stage is treated as adiabatic, the work extracted from the fluid is equivalent to its change in total
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Figure 3.1: Radial inflow turbine stage stations.
enthalpy, i.e.:
η =
∆h0
∆h0, s
(3.2)
Note that the outlet state in Equation 3.1 and 3.2 can be either static or total, depending on application,
and this definition typically depends on the application. Total to static efficiency is defined as:
ηt,s =
h0, in − h0, out
h0, in − hout s (3.3)
While total to total efficiency is defined as:
ηt,t =
h0, in − h0, out
h0, in − h0, out s (3.4)
Where subscripts in and out denote either side of the stage, and 0 denotes total conditions. Total to
total efficiency is used in applications where useful kinetic energy may be recovered downstream, i.e.
in multiple stage turbines, hence this measure is often used for axial machines. By contrast total to
static efficiency is used in applications where useful kinetic energy is not typically utilised, i.e. in
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single stage turbines, hence this measure is often used for radial inflow machines.
Design and off design performance of a turbine in its most simple for is described as a function of
jet speed ratio, ν [29, 37, 57], defined as:
ν =
U
C0
(3.5)
where U is the turbine peripheral velocity, and C0 is the isentropic spouting velocity, defined as:
C0 =
√
2 ∆h0, s (3.6)
Where ∆h0, s is the isentropic change in specific enthalpy over the stage. Typically νopt ≈ 0.7
for radial inflow turbines, with small variations due to the specific speed and design of the stage
[37, 58]. Considering this, a preliminary estimate of tip velocity can be determined given cycle
operating conditions, i.e. ∆h0 s. In general gas turbine theory it is common for Equation. 3.6 to
be defined in terms of inlet temperature and pressure ratio, however as non-ideal gas effects may
manifest in the turbomachinery for the applications considered in this thesis, it is more convenient to
work with the enthalpy based definition.
A useful parameter for stage analysis is the degree of reaction, defined in Equation 3.7, where φ
is static enthalpy, pressure, or temperature depending on convention [37]. For radial inflow turbines
with purely radial blading at the inlet (i.e. normal to the axis of rotation), and operating at design
conditions, degree of reaction (Λ) is equal to 0.5 [59]. While there are multiple definitions of degree
of reaction according to the selected property, the variation in properties estimated using differing
definitions is placed at 5 % to 10 % [37].
Λ =
φ2 − φ5
φ0 − φ5 (3.7)
3.3 Aerodynamic design process
A typical work flow for the aerodynamic design of turbomachinery stages involves utilising analysis
methods of progressive complexity. These methods move from preliminary correlations and scaling,
to meanline, throughflow, then to 3-D computational fluid dynamics (CFD). Typically the first step in
CFD is a steady state solution provided through numerically solving the Reynolds-averaged Navier-
Stokes (RANS) equations. An enhancement of this is Unsteady RANS, or URANS. Further levels
of detail may be simulated, however these are not typically done at the component or stage level in
turbomachinery. A key intermediate step is throughflow calculations, which find use where bench-
marking is limited, or where rapid calculations of sufficient fidelity are required for optimisation or
parameter studies. For these reasons, throughflow calculations find widespread use in axial flow ma-
chines. However there are two important considerations that limit their applicability for the present
application. Firstly, the flow within a radial inflow turbine is highly three dimensional [60], meaning
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that phenomena internal to the rotor cannot be readily captured through 2-D modelling. 3D phenom-
ena are accounted for to some extent within codes through empirical correlations [61, 62]. Given that
sCO2 is a new application, there is further uncertainty as to the reliability of such corrections. The
second consideration limiting the value of 2-D throughflow methods for the present application is the
speed of CFD calculations, which has increased dramatically in the last few decades. While the speed
advantage for 2-D throughflow methods can be placed at two orders of magnitude faster than CFD
[63], the overall time to complete a CFD RANS calculation for a single stage geometry (composed of
stator and rotor) is no longer excessive, at approximately 40 minutes on a contemporary work station.
Clearly the solving time advantage of throughflow methods finds use elsewhere, where speed is a ma-
jor advantage, such as optimisation of multiple stage axial turbomachines [63]. Given the limitations
of throughflow codes for the present application, the work flow for this thesis utilises preliminary
correlations and scaling, meanline and CFD calculations (RANS and URANS) only. These methods
are shown in sequence as a work flow in Figure 3.2 ranging from low to high fidelity. Naturally,
the aerodynamic design process is iterative, and results from higher fidelity methods may be used to
iterate designs through informing lower fidelity methods. Designs may be iterated at multiple levels
and multiple times, hence for clarity the iterative nature of the process is not shown in Figure 3.2. The
selection of Meanline and CFD tools is discussed in Section 3.4.1 and 3.4.2.
Whilst a turbine stage consists of inlet delivery system, stator, rotor, and diffuser, it is not practical
to model all of these components together. While Figure 3.2 provides insight into the design process
in terms of progressive detail, it does not consider modelling segregation, or appropriate ways in
which to divide the stage for analysis. Component modelling segregation as used in this thesis is
outlined in Section 3.5.
In assessing performance and comparing losses, this has traditionally been achieved through com-
parison of loss coefficients derived from directly measurable variables, i.e. temperature and pressure.
With the use of numerical methods, losses may be more directly compared in terms of entropy gen-
eration. This is particularly useful for turbomachinery, as entropy is reference frame invariant. For
component loss comparisons in this thesis, comparisons are made in terms of entropy where possible.
For a discussion on the applicability of loss coefficients in turbomachinery, the interested reader is
referred to the discussion in Whitfield and Baines [29].
3.4 Fluid property treatment
Compressible flows can be classified as ideal or non-ideal according to whether the ideal gas equation
of state holds true. For non-ideal flows, Pv 6= RT . Considering this definition it is convenient to
use compressibility factor (Z) as an indicator of the required fluid treatment, defined in Equation 3.8,
and plotted in Figure 3.3 over the representative region of turbine temperature and pressure for sCO2
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Figure 3.2: Aerodynamic design and analysis methods in order of increasing fidelity for radial inflow turbine
design.
cycles.
Z =
Pv
RT
(3.8)
Turbine operation bounds for two candidate cycles are over plotted for comparison. Figure 3.3
indicates values of Z>1.0 for the turbine inlet region, especially for cycles with higher turbine inlet
temperature and pressure, i.e more advanced cycles.
While no hard guidelines exist for selection of a gas model based on correlation with Z, it is clear
that for turbines operating with the present conditions that an alternative approach to ideal gas treat-
ment is preferred. Historically, non-ideal gas treatment is addressed through utilising more complex
equations of state. These equations of state typically contain additional terms, and require an iterative
solution procedure, both of which can significantly increase computational time when incorporated
in a time marching numerical routine, as is the case with CFD. For sCO2 the preferred equation of
state [2] is the Span-Wagner equation of state [64], as it is specific to the working fluid (CO2), and
has been fitted to an extensive array of experimental data. Whilst the fit of the equation is within
experimental uncertainty [64], one short coming for application to sCO2 turbines is that experimental
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Figure 3.3: Contour plot of compressibility factor (Z) as a function of temperature and pressure for repres-
entative turbine operating conditions. Cycle 1 bounded by T0,in = 560 ◦C, P0,in = 20MPa, expansion ratio
= 2.2; Cycle 2 bounded by T0,in = 650 ◦C, P0,in = 30MPa, expansion ratio = 4.0. See Chapter 4 for cycle
derivations.
data is not available at the temperatures at which the turbine operates, hence the fit of the equation is
extrapolated in this region.
An alternative, faster approach to utilising an equation of state is a set of numerically consistent
lookup tables. Lookup tables are populated a priori using the selected equation of state at an appro-
priate resolution, and interpolated within the solver. A further advantage to utilising lookup tables is
that transport properties can be addressed in an analogous manner to thermodynamic properties.
For this thesis, the open source property library CoolProp [65] is used throughout, with thermo-
dynamic and transport properties for CO2 obtained according to the models presented in references
[64, 66, 67]. Coolprop is used for simple calculations; incorporation in meanline codes; and for the
generation of lookup tables for use with CFD according to the requirements of the modelled geometry.
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3.4.1 Meanline tools
Meanline analysis is a preliminary method (pseudo 1-D) used to provide preliminary performance
estimates of machinery or components in turbo machinery. Meanline analysis balances continuity,
momentum, and energy equations over a modelled passage subject to losses, which are accounted
for through either physics based or empirical loss models [68]. Geometry is accounted for based on
the geometrical envelope of the component, not on internal features. Meanline analysis is typically
applied to the most performance critical components, i.e. the bladed components within the stage,
composed of rotor and stator [29].
When considering a new application such as sCO2, the applicability of meanline tools needs to be
assessed, as uncertainty in loss models may introduce errors in geometry determination. Some loss
methods may not be applicable, empirical loss correlations for other fluids may or may not translate
[30, 69], and previously neglected phenomena may be significant and require modelling. With this in
mind, it can be inferred that for new applications better performance estimates (and hence geometry)
can be obtained if physics based loss models are employed in the meanline design code. While there
is some uncertainty surrounding meanline tool performance predictions, there is some precedent for
application of meanline codes to the design of radial inflow turbines for sCO2 [30, 50, 53].
For this thesis, the preliminary turbine design tool TOPGEN is used [53, 70, 71]. TOPGEN is a
University of Queensland in-house meanline design code for radial inflow turbines [71] that determ-
ines feasible geometries using a brute-force design space exploration, i.e where all designs within a
pre-defined space are evaluated without the use of optimisation. TOPGEN is selected based on the
ability to make changes to source code, disclosure and inclusion of well established loss models, non-
ideal fluid modelling, and design space exploration capability. Further details on the code, and how
the code is modified for sCO2 is given in Chapter 4.
3.4.2 CFD solver
In general, CFD solvers numerically solve the three dimensional Navier-Stokes equations using a
finite volume discretisation. The Navier-Stokes equations when combined with an equation of state
form a system of partial differential equations. However, this is not a closed system of equations
due to the existence of unknown viscous fluxes arising due to turbulence. This is known as the
closure problem. For most Engineering applications, the closure problem is solved through modelling.
Of the possible modelling assumptions, the Reynolds-averaged Navier-Stokes (RANS) modelling
approach is commonly used in turbomachinery due to its relatively low computational cost. The
RANS approach uses Reynolds decomposition to represent flow variables as the sum of time averaged
amd fluctuating components. This leaves Reynolds stresses to be modelled, which is done using
turbulence modelling.
While it is desirable to utilise open source tools for research where possible, there are several key
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requirements for the present application that may be limiting factors. Key modelling requirements for
the present application are:
• Ability to physically model rotating reference frames and change of reference frame
• Ability to move between RANS and URANS calculations with rotating machinery and
multiple reference frames
• Fluid property lookup table capability - As reviewed in Section 3.4, the use of lookup tables
is a rapid and effective means to account for non-ideal fluid properties
• Ability to utilise wall functions - Given the flow characteristics of machinery in sCO2 cycles,
first layer heights within meshes are very small. Utilising wall functions can significantly re-
duce the impact of this requirement on overall mesh size. Additional detail is presented in the
following section
• Ability to rapidly solve low Mach number flows - Components at the inlet and outlet of the
stage are characterised by slow flows (i.e. M<0.1) than those in the rotor or stator. The relative
velocity within the passage of low specific speed turbine rotors is also low. If a density based
solver is selected, solving times are much greater than for a pressure based solver.
While there are no doubt multiple solvers that fulfil at least several of the above requirements, a
solver fulfils all of the requirements is the pressure based commercial solver, ANSYS CFX, which is
selected for CFD calculations in this thesis. The set of equations solved by ANSYS CFX are the three
dimensional unsteady Navier-Stokes equations in their conservation form [72]. The solver is based
on a combined finite volume/ finite element algorithm and uses a collocated pressure based method.
3.4.3 Turbulence modelling
Two key modelling differences for sCO2 compared to gas turbines are near wall meshing and tur-
bulence modelling. Turbulent transition is a key modelling challenge in turbomachinery [73], as it
usually occurs within the regions of interest. Typically this is not addressed, with the flow prescribed
as fully turbulent at the inlet of the modelled geometries. Fortunately for sCO2, flows in the turbine
are characterised by very high Reynolds numbers. For the smallest geometry considered in this thesis,
inlet pipe flow and stage Reynolds numbers areRe = 1.1× 106 , 3× 106 respectively, putting the flow
firmly in the turbulent regime. Considering this, all geometries in this thesis are modelled with flow
prescribed as fully turbulent from the inlet.
While flow for the present CFD investigations can be modelled as fully turbulent, a further con-
sideration is turbulence modelling. While it is possible to make detailed comparisons of turbulence
models, and many prior studies have done so, for RANS calculations in the present work the SST k−ω
turbulence model is selected owing to its ability to model a wide range of turbulent length scales [74]
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and its widespread industrial use in turbomachinery applications. Similarly, the related SST k − ω
SAS turbulence mode [75, 76] is used for URANS calculations in Chapter 7, with motivation for its
selection given in the respective chapter.
3.4.4 Wall functions
For near wall meshing, first cell height (y) is set according to the criteria in Equation 3.9, where ν is
kinematic viscosity, U∞ is the freestream velocity, y+ is the non-dimensional wall spacing, and Cf is
the skin friction coefficient.
y =
y+ ν√
Cf
1
2
U2∞
(3.9)
Equation 3.9 can be used to compare mesh characteristics between sCO2 and relevant gas turbines.
Non-dimensional wall spacing, y+ is set according to the requirements of turbulence model and geo-
metry, so can be assumed to be invariant between simulations of the same nature. For appreciable
Reynolds number (i.e. Rex> 106 ), the variation in skin friction coefficient with Reynolds number
reduces, hence variation in skin friction coefficient between the sCO2 and gas turbine cases is also
assumed to be negligible. For identical freestream velocity, y is then purely a function of kinematic
viscosity. Considering representative inlet conditions for a sCO2 turbine and an advanced radial in-
flow gas turbine (i.e. a single stage APU discharging to atmosphere), conditions are P0,in = 20 MPa,
T0,in = 833 K for the sCO2 turbine and P0,in = 500 kPa, T0,in = 1200 K for the gas turbine. These
conditions lead to a kinematic viscosity two orders of magnitude smaller for sCO2 than air. Therefore
the required first layer height in sCO2 turbine meshes is 2 orders of magnitude smaller than for gas
turbines.
The requirement for a smaller first layer height in meshes has significant impacts on the overall
mesh sizing. Given an edge length ratio of 1.2, this results in an additional 25 layers in the sCO2 mesh
in place of a single layer for gas turbine mesh. However, this is only considering the direction normal
to the wall. To ensure mesh quality, an appropriate cell aspect ratio also needs to be maintained,
leading to further increases in cell number. For the present solver and turbulence model, wall functions
are available such that non-dimensional spacing can be set in the range y+ = 30 to 300 [72]. This
range is consistent with capturing the log linear region of the near wall velocity profile according
to the law of the wall. Setting y+ in this range renders meshes of a similar overall size to those of
radial inflow gas turbines where a condition of y+ = 1.0 is imposed. A key limitation of utilising
wall functions is the prediction of flow separation, hence the use of wall functions in this thesis is
confined to geometries with a favourable pressure gradient, and results checked where appropriate
against simulations utilising finer meshes with y+ = 1.0.
Whilst it is acknowledged that there are gas turbine applications with similar first layer require-
ments (i.e. high pressure turbine rotor and stator in axial machines) to the present sCO2 case, these are
of a simpler passage geometry. Furthermore, meshing topologies developed for radial inflow turbines
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are designed for the aforementioned radial inflow gas turbine applications, and become unsuitable at
smaller first layer heights with meshing issues such as negative volume and excessive element length
ratios.
Overall, whilst not immediately apparent, the selection of a CFD solver with wall function capab-
ilities is critical for obtaining meshes of a reasonable size and quality for sCO2 geometries.
3.5 Modelling segregation
Whilst a turbine stage consists of inlet delivery system, stator, rotor, and diffuser, it is not practical to
model all of these components together. Firstly, not all components within the stage possess rotational
symmetry, hence it is not possible to reduce the domain through symmetry, which would necessitate
a 360° model. Additionally, the large variation in velocity and length scales in such a domain would
further add to solving time. As such, studies usually focus on inlet delivery system and diffuser in
isolation, with stator and rotor considered together.
To further justify such modelling segregation for application to the present turbine, loss distri-
bution and interaction with components external to the stator and rotor are considered. In general,
losses within the stage are concentrated in high velocity regions, typically the stator or rotor [29].
Considering this, the majority of CFD based turbomachinery studies focus on stator and rotor. These
components are typically modelled as a single passage owing to the rotational symmetry of these
components. As the stator and rotor are the most performance critical components within the stage,
their design envelope needs to be established prior to the design of external components. Preliminary
design of the rotor is considered in Chapter 4 for multiple ratings. For a representative rating, detailed
design of stator and rotor are considered and losses assessed in Chapter 5 using RANS and URANS
CFD for both a single passage and a 360° model. Two key modelling assumptions are used to account
for the influence of external components. At the inlet to the stator, it is assumed that the delivery
system delivers a fully matched flow to stator blading. At the exit of the rotor, the exit kinetic energy
is low for low specific speed turbines [58], thus the influence of a diffuser on rotor exit static pressure
can be neglected as a first approximation, with rotor exit static pressure estimated as cycle condenser
pressure. additional detail regarding this assumption is presented in Chapter 7.
For the turbines considered in this thesis, flow acceleration prior to the rotor is principally ac-
complished by the stator. This minimises the potential for viscous losses in the inlet delivery system.
Otherwise, the principle loss mechanism incurred due to the inlet delivery system will be incidence
loss on stator blading. This loss mechanism can be addressed if the inlet delivery system is designed
to suit stator geometry, for which design of the stator needs to be established prior. While there are
numerous works (e.g. [77]) that indicate that inlet delivery systems can induce flow uniformities that
influence stage performance, the assessment of these requires a well characterised system to model
accurately. Furthermore, the simulation framework to model these is significant. Given the maturity
of sCO2 systems, a comparative component level investigation of inlet system performance is made
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in Chapter 6.
Contrasting the inlet delivery system, interactions between components are significant in determ-
ining performance and optimum geometry of the diffuser. Recent studies [78, 79, 80, 81, 82] indicate
that rotor - diffuser interactions are significant, and that fully coupled, URANS stage simulations
are necessary to resolve diffuser component performance. The use of such a modelling framework
leads to more compact, higher performing diffuser geometries than would otherwise be designed had
the interactions not been accounted for. Consequently, URANS calculations of a stage (composed of
stator, rotor, and diffuser) are used in the performance assessment and design of diffusers in Chapter 7
of this thesis.
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Chapter 4
Preliminary design
4.1 Overview
The review of turbomachinery for sCO2 in Chapter 2 revealed that radial inflow turbines are a candid-
ate architecture for small to medium power cycles, i.e. maximum shaft power ≈ 10 MW to 30 MW.
The review also revealed that designs are based on a rigidly prescribed specific speed, resulting in
expansion across multiple stages, or selection of more conservative cycle conditions when limits of
shaft speed are imposed.
Critically amongst prior designs, the use of single stage expansion for power cycle representative
conditions and shaft speeds has not been considered. As will be shown in the following sections,
single stage designs subject to cycle and shaft speed constraints will be characterised by low specific
speed, for which prior gas turbine designs indicate a deterioration in stage efficiency away from the
optimum value. For sCO2 it remains uncertain as to what the aerodynamic performance impacts
are, and if low specific speed turbines of acceptable efficiency can be designed. The advantages
of utilising a single stage machine are numerous and include; improved rotordynamic performance;
improved thermal transient capability; reduced rotor clearances due to enhanced thermal transient and
rotordynamic performance; and potentially reduced windage losses. Aside from system performance,
a simpler turbine system may also yield reduced cost and increased reliability through a reduction in
complexity.
The aim of this chapter is to make a preliminary assessment of the aerodynamic feasibility of
single stage radial inflow turbine expansions for sCO2 cycles. A design space exploration for singe
stage radial inflow turbines with shaft powers in the range 0.1 MW to 30 MW subject to constraints of
shaft speed and cycle conditions is conducted. The aim of this design space exploration is to elucidate
trends across different ratings, and ascertain how these scale. Two candidate cycles representative of
both conservative and advanced sCO2 power cycles for CSP applications are considered. Specific
speed sizing is first utilised, with results compared with a more detailed meanline method.
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4.2 sCO2 cycle limitations
To assess turbine designs, it is necessary to derive turbine operating conditions from cycle operat-
ing conditions. Two candidate cycles are defined as representative of the extremities of technical
feasibility. The first cycle, Cycle 1, is representative of a modest level of technology development,
bounded by competitiveness against the incumbent steam Rankine cycle, whilst Cycle 2 is taken to be
representative of an advanced power cycle operating towards the limits of material, cost, and stable
compressor operation. These two limiting cases form the basis of boundary conditions for the turbines
and components considered in this chapter and elsewhere in this thesis.
Whilst an understanding of cycles is important for deriving operational limits placed on turbines,
turbine operation typically remains decoupled from choice of cycle architecture, and in a steady op-
eration scenario is only influenced by turbine inlet total pressure and temperature, and expansion
ratio.
For Cycle 1, inlet pressure is set at 20 MPa, as with previous conservative sCO2 cycles proposed
by Dostal [5] and Johnson [11]. Both Dostal and Johnson cite 550 ◦C as the turbine inlet temperature
for their conservative cycles. Johnson offers this temperature limit on the basis that his cycle ana-
lysis shows this as the temperature at which the efficiency of the sCO2 cycle can exceed the steam
Rankine cycle. For the present cycle, an inlet temperature of 560 ◦C is selected on the same basis.
Furthermore, Techno-economic analysis for SCO2 power blocks for CSP applications shows turbine
inlet temperature of 560 ◦C to be suitable in terms of technology readiness and capital expenditure
[51]. For the low pressure side of the cycle, operation of components such as cold side heat ex-
changers, recuperators, and pump or compressor is critical. For experimental development of cycles
at the University of Queensland a condenser pressure of 9.0 MPa is selected to allow operation of
these components sufficiently above the critical point of the working fluids [83, 84]. Considering this
condenser pressure, this yields a turbine expansion ratio of approximately 2.2.
For Cycle 2, material limitations are considered as one of the main limiting factors in setting
turbine inlet temperature and pressure. If inlet temperature is limited to 650 ◦C, construction of cycle
hot side components with Austenitic stainless steels is possible. This class of steels is an order of
magnitude cheaper than Nickel based alloys, which would otherwise be necessary to increase inlet
temperatures beyond 650 ◦C [2, 51]. The additional cost associated with material change would be
significant, as there is a high volume of hot side components for the sCO2 Brayton cycle, as with any
closed loop power cycle. Further to cost, data for material properties and compatibility with sCO2
is not readily available for temperatures exceeding 650 ◦C [2]. Considering these factors, the turbine
inlet temperature is set at 650 ◦C for Cycle 2.
Material cost is also a significant consideration in setting cycle maximum pressure, as an increase
in pressure demands a corresponding increase in wall thickness for vessels and piping. Candidate
sCO2 Brayton cycles tend to have a high side pressure in the range 20 MPa to 30 MPa as summarised
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in Chapter 2 . Considering this, the turbine inlet pressure is set at 30 MPa for Cycle 2.
Compressor operation is set as the limiting factor for the low side pressure of Cycle 2. Numerous
experimental campaigns such as those at Sandia [15] and KAIST [85] have focused on achieving a
compressor inlet pressure of 7.5 MPa. This pressure, just above the critical pressure, is selected in
order to realise cycle performance benefits through a reduction in compressor work by exploiting non-
linearity of thermodynamic properties near the critical point. Considering that the relative magnitude
of pressure losses in heat exchangers is small [7], the cold side of the cycle is approximated as isobaric,
and the turbine outlet pressure is assumed to be equal to the compressor inlet pressure. Consequently
the turbine outlet pressure of 7.5 MPa is selected for Cycle 2, leading to an expansion ratio of 4.0.
Boundary conditions for Cycle 1 and Cycle 2 are summarised in Table. 4.1.
Table 4.1: sCO2 Cycle parameters for turbine design.
Cycle 1 Cycle 2
T0,in [◦C] 560 650
P0,in [MPa] 20 30
ER [-] 2.2 4.0
4.3 Turbomachinery sizing
From the review of sCO2 prototypes in Chapter 2, It is clear that specific speed sizing is the preferred
methodology for preliminary sizing and design of turbomachinery for sCO2 cycles, however this is
not the only method possible for this purpose. While this may be the case, more generally, two non-
dimensional parameters are required to select a suitable architecture and geometry for operation with
a compressible, ideal gas [12, 29, 36].
One of the earliest attempts to generalise turbine architecture selection using specific speed was
presented by Balje in 1962 [55]. These results were subsequently updated and generalised in 1981
[36]. With the assumption of machines operating on ideal, compressible fluid, Balje identified that
5 non-dimensional groups were necessary for similarity considerations to describe machine perform-
ance. These were two characteristic velocity ratios, stage Reynolds number, and stage Mach number
in conjunction with specific heat ratio. As with subsequent studies on the subject of dimensional ana-
lysis, the two characteristic velocity ratios are taken as representative of machine sizing and design
point performance, with stage Reynolds number, stage Mach number, and specific heat ratio given
limited consideration. Later reviews suggest that turbine performance is only a weak function of
stage Mach number [29].
In Balje’s analysis, the characteristic velocity ratios are represented by specific speed (ns, defined
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in Equation 4.1) and specific diameter (Ds, defined in Equation 4.2).
ns =
ω
√
Qout
∆h0, s
0.75 (4.1)
Ds =
D∆h0, s
0.25
√
Qout
(4.2)
The reasoning behind this selection of parameters was that Ds is representative of machine size.
Specific speed, whilst originally intended to be representative of shaft speed, has become more readily
accepted as representative of machine shape [29, 37]. This can be graphically visualised by considered
the shape of the optimal geometries as a function of specific speed as proposed by Rohlik, reproduced
in Figure 4.1 [58].
Figure 4.1: Optimal turbine shape as a function of ns. Figure reproduced from Rohlik [58].
The dimensions of specific speed are typically denoted through the use of capitals for dimensional
(Ns), i.e. N [rpm] instead of ω [rad s−1] in Equation 4.1, and lower case for non-dimensional (ns).
Machine efficiency as a function of Ns and Ds for multiple architectures are shown in Figure 4.2a.
These results are simplified in Figure 4.2b, with maximum attainable efficiencies as a function of ns.
An experimentally backed analytical relationship drawn out by later authors between ns and Ds was
determined, and is shown in Equation 4.3 for an ideal radial inflow turbine, i.e. η ≈ 1.0 [37].
nsDs = 2.0 (4.3)
From Figure 4.2b, inspection would imply that radial inflow turbines can be designed efficiently over a
smaller specific speed range than axial flow turbines. It is however important to note in the definitions
of Equation 4.1 and Equation 4.2 that volumetric flow rate can be modified by adjusting both machine
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diameter ratio and inlet blade angles [36] for a radial inflow turbine. Thus specific speed can be
manipulated independent of shaft speed, thereby increasing the design space for such an architecture.
Critically, the data presented in both 1962 and 1981 by Balje for radial machines is derived from
experimental data of a fixed diameter ratio and a purely radial inflow turbine studied in 1952 [56].
The 1962 study was published with the caveat that results were to be considered preliminary [55],
and with no consideration to Reynolds number or Mach number impact, nor off-design performance.
Interestingly, there have been few subsequent attempts to revise this, and these charts prove to be a
sufficient starting point for preliminary machine selection, including widespread use for the sizing
of sCO2 machinery [12, 50]. Specific speed finds use for this purpose, as no knowledge of turbine
internal features is required [2].
An alternative approach for dimensional analysis to the method presented by Balje is that used
by authors such as Baines and Whitfield [29, 37]. This method uses alternative characteristic velo-
city ratio definitions to describe machine on-design performance. These two non-dimensional groups
are defined as flow coefficient (φ, defined in Equation 4.5) and head coefficient (ψ, defined in Equa-
tion 4.4). These velocity ratios are analogous to those used in the Smith chart for axial machines [37].
The approximation in Equation 4.4 can be made if tangential velocity is assumed negligible at the
rotor outlet.
ψ =
∆h0
Uin
2 ≈
Cθ,in
Uin
(4.4)
φ =
CM,out
Uin
(4.5)
It can be shown that these two groups are directly related to ns and Ds, for which a derivation is given
in reference [37]. The selection chart for radial inflow turbines using these non-dimensional groups
is shown in Figure 4.2c. Results shown in Figure 4.2c are empirically derived from gas turbines, with
many sourced from high specific speed applications such as turbochargers [37]. Unlike Figure 4.2a,
the diameter ratios of the machines used to complete the chart vary, and thus there is a greater spread
of volumetric flow rates for a given diameter. Using these two non-dimensional groups for machine
selection is less informative than the approach of Balje, however this approach is advantageous for
preliminary design and design space exploration, and will be used later in this chapter for preliminary
design, as these velocity ratios form the basis of geometry determination in the meanline design tool
TOPGEN [53, 70, 71].
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(a) Ns Ds (Imperial units) Chart for compressible flow turbines. Reproduced from Balje, 1981 [36].
(b) Maximum efficiency as a function of specific speed (non-dimensional) for compressible flow turbines. Reproduced
from Balje, 1981 [36].
(c) Contour plot of radial inflow turbine efficiency as a function of stage loading (head) and flow coefficient. Data from
Chen and Baines [86], reproduced from [37].
Figure 4.2: Turbomachinery architecture selection charts.
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4.4 Specific speed sizing of radial inflow turbines for candidate
cycles
For application to the sCO2 power cycles considered in section 4.1, The selection chart compiled
by Balje in 1981 (shown in Figure 4.2b) can be used to obtain an indicative size and shaft speed of
candidate radial inflow turbines.
The comparison of prototype designs in Chapter 2 showed that sCO2 turbines are characterised by
small dimensional scale and high shaft speeds. Using specific speed sizing, a quantitative comparison
can be made between a well described radial inflow gas turbine design and single stage sCO2 turbines
for each candidate power cycle. An exemplary gas turbine is the auxiliary power unit (APU) stage
design presented by Jones in 1996 [87], which had a design shaft power of 56 kW and is characterised
by ns = 0.5 and η ≈ 85%. The specific speed and efficiency of this design is in good agreement with
the optimum as shown in Figure 4.2b. For comparison, two sCO2 turbines are sized using the same
parameters, and cycle conditions from Section 4.2. Calculated values of shaft speed and diameter for
these turbines is shown in Table 4.2, determined from Equation 4.1 and 4.2 respectively. Comparison
of these parameters reveals that the sCO2 turbines are characterised by a shaft speed approximately 3
to 6 times greater, and a diameter 0.1 to 0.2 times the size of a comparable gas turbine for the same
shaft power. Turbine impeller tip velocity (Uin) is also lower for the sCO2 cases as a consequence of
cycle conditions. Tip velocity for sCO2 designs is expected to remain approximately constant due to
the linear relationship between size and speed in Equation 4.2, 4.1, & 4.3.
Table 4.2: Speed and size comparison of candidate CO2 turbines with a gas turbine presented by Jones (1996)
[87]. ns = 0.5, Shaft power = 56 kW, η = 85%.
Gas turbine Cycle 1 Cycle 2
P0,in [MPa] 0.581 20 30
T0,in [◦C] 976 560 650
Expansion ratio [-] 5.73 2.2 4.0
N [krpm] 106 327 646
Din [mm] 116 20.1 13.9
Uin [m s−1] 650 344 470
Table 4.2 highlights that shaft speeds for single stage sCO2 expansions are significant, which is in
agreement with observations in Chapter 2 that shaft speed is a key limiting factor for designs. While
the expansion ratio of both sCO2 cycles is readily achievable in a single stage, an alternative means to
realise single stage expansions subject to shaft speed constraints is to investigate lower specific speed
designs. While shaft speed is recognised as a general constraint, the feasibility and development
of rotor system technologies varies with shaft power [12]. To conduct a broader comparison using
specific speed sizing, additional shaft power ratings are considered from 0.1 MW to 30 MW for a
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range of specific speeds, and compared to feasible shaft speeds.
In considering power ratings, it is critical to note that cycles will often dictate multiple shaft and
stage configurations with differing work splits. This is due to the different drive configurations that
may be necessary to drive pumps, compressors, recompressors, and balance of plant in addition to
power generation. For a review of potential turbomachinery shaft layouts, the interested reader is
referred to Kalra et al. [13]. For the present section, and the remainder of the thesis, power rating
refers to the shaft power extracted from the turbine stage without the inclusion of windage or other
rotor system losses.
For specific speed sizing in the shaft power range 0.1 MW to 30 MW, η = 70% is taken as an
acceptable lower limit. For η = 70% Figure 4.2b shows specific speed in the range ns = 0.2 to 0.9
for radial inflow turbines. Using ns = 0.2 to 0.9 and cycle limits from section 4.2, limiting contours
for specific speed are plotted in Figure 4.3. In the construction of contours in Figure 4.3, specific
speed will remain almost constant with efficiency, as specific speed is only weakly proportional to
efficiency due to the influence of efficiency on rotor exit density, and hence volumetric flow rate, Qout
(see Equation 4.1). Of greater importance to contours in Figure 4.3 is the specific speed range of
interest, defined by the threshold value of η = 70%. Whilst the present specific speed range is derived
from Figure 4.2b, further support for the selected lower limit is obtained from the loss breakdown of
Rohlik [58] shown in Figure 4.5, which shows that for lower specific speeds all losses increase relative
to the optimum specific speed aside from exit kinetic energy loss. The limits imposed on specific
speed range due to asymptotic efficiency trends shown in Figure 4.2b & 4.5 may be increased if it
is observed that designs with acceptable efficiencies can be a achieved at extremities of the specific
speed range. Shaft speeds achieved by existing prototypes summarised in Brun et.al [2] are also
plotted in Figure 4.3. Further to these, gearbox speed limits based on a design law presented in
[88] are also plotted. Rated speeds of these prototypes and gearboxes are taken as indicative of the
limitations in the entire rotor system - i.e. the combined limitations of bearings, seals, and reduction
gears (if used).These shaft speed limits are used to qualify the feasibility of expansion with an single
stage. Further to shaft speed, indicative machine size is determined using the optimal relationship
between ns and Ds defined in Equation 4.3. Calculated rotor diameters are shown in Figure 4.4.
From Figure 4.3 & 4.4, several observations can be made:
• Gearbox limiting speeds follow trends in specific speed, corresponding to ns 0.32 for Cycle 1
and ns = 0.16 for Cycle 2.
• Rotor system technologies may limit turbine designs to low specific speeds (i.e. ns <0.4) in
general for Cycle 2.
• Rotor system technologies may limit turbine designs to ns <0.2 for both cycles for shaft powers
less than 1 MW.
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• There are a multitude of different speeds at the 10MW power range, enabling a range of specific
speed turbine designs.
• There is some overlap in design space between cycles, which suggests that supporting techno-
logies, such as bearings and shaft sealing systems may be able to be developed and validated
on a conservative cycle such as Cycle 1, then later applied to a more aggressive cycle. More
specifically to turbine design, applications of similar specific speed (i.e. ns ≈ 0.2) are seen at
low shaft powers for Cycle 1, and high shaft powers for Cycle 2 suggesting that designs may
be able to be scaled.
• Cycle 2 requires shaft speeds higher than limiting values for gearbox technologies, hence it may
be necessary to investigate the efficiency of designs characterised by lower specific speeds (i.e.
ns ≈ 0.16 or utilise multiple stage expansions.
As a means to enhance prediction of turbine performance and trends, a meanline design tool is
used to generate candidate designs.
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(a) 0.1MW to 30MW.
(b) Close up for less than 1MW.
Figure 4.3: Turbine speed bounds as a function of shaft power for both a conservative and aggressive sCO2
cycle. Contours constructed with an assumed machine efficiency of η = 70% at limits of ns =0.2 & 0.9.
Predicted shaft speeds compared with existing applications [2], and predicted gearbox limiting speeds [88].
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Figure 4.4: Turbine size (inlet diameter) as a function of shaft power for both a conservative and aggressive
sCO2 cycle. Contours constructed with an assumed machine efficiency of η = 70%. at limits of ns =0.2 &
0.9.
Figure 4.5: Stage loss breakdown as a function of ns, Figure reproduced from Rohlik [58].
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4.5 Preliminary design
For assessment of sCO2 designs, the University of Queensland in-house quasi-one-dimensional pre-
liminary turbine design tool TOPGEN is used [53, 70, 71]. As discussed in Chapter 3, this tool is
chosen based on the ability to make changes to source code, disclosure of loss models, non-ideal fluid
modelling, and design space exploration capability. TOPGEN is an automated preliminary design
code for determination of optimal preliminary geometry for a given machine operating point, with
built-in geometry generation and feasibility checks. By contrast, typical meanline codes are not auto-
mated, and rely on the designer to manually prescribe geometric features for a single geometry, and
then manually check the feasibility of the design for the intended application. This approach relies
heavily on the experience of the designer.
With TOPGEN, cycle conditions are used as the boundary conditions for geometry determination
of a single stage radial inflow turbine, with additional geometric and operational constraints optional.
Given cycle boundary conditions, a range of geometries is assessed using a brute-force design space
exploration defined by a range of shaft speed (N ) and velocity ratios ψ and φ, defined in Equation 4.4
and 4.5 respectively. For each geometry, continuity, energy, and momentum equations are satisfied
at the inlet and outlet of the rotor passage, subject to an estimate of loss. Geometry is iteratively re-
calculated using well established gas turbine loss models for an estimate of loss, until stage efficiency
is converged. Once efficiency is converged for a single geometry, the feasibility of the geometry is
evaluated according to pre-determined constraints. Feasible geometries are output as a tabulated list
of characteristics.
4.5.1 Candidate design ratings
Preliminary designs are explored for a range of shaft power ratings for Cycle 1 and Cycle 2. Shaft
powers in the range 0.1 MW to 10 MW are investigated, with shaft speeds benchmarked on prior
applications summarised in Figure 4.3. To allow for mechanical design margin and assess low specific
speed rotor designs, shaft speeds are selected at the lower end of the range for current prototype
designs. Shaft power, speed, and cycle parameters for preliminary turbine design are summarised
in Table 4.3. Specific speed values shown in Table 4.3 are revised estimates from peak efficiency
TOPGEN designs at each rating.
Geometries for the first two ratings in Table 4.3 and Cycle 1 are selected based on prior design
space studies. The 100 kW turbine is selected from Qi et. al [53] , whilst the 300 kW turbine is as
used for the loss breakdown study presented in Chapter 5 and is of similar characteristics to the design
presented by Jahn [84]. Owing to limitations in achievable shaft speed, designs at these ratings are
not considered for Cycle 2 due to prohibitively low specific speed as indicated on Figure 4.3.
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Table 4.3: sCO2 Shaft power, speed, and cycle parameters for preliminary turbine design.
W˙ [MW] N [krpm] ns [-]
Cycle 1 Cycle 2
0.1 120 0.26 -
0.3 50 0.19 -
1 25 0.17 0.09
5 20 0.30 0.16
10 10 0.22 0.11
10 20 0.43 0.22
4.5.2 Boundary conditions
For the present studies, several additional modifications are made to TOPGEN to enhance both accur-
acy and stability of calculations. Modifications are as follows:
• Thermodynamic property determination - for thermodynamic state calculations, the thermo-
dynamic property database CoolProp is used [65].
• Geometry calculations - only the results for the rotor are utilised. TOPGEN, as with many
meanline design tools [29] assumes loss free operation of the stator. Given that stator geometry
is readily determined on the basis of desired rotor inlet conditions, and no additional insight to
losses is provided in TOPGEN, stators are not considered.
• Rotor inlet blading - rotor inlet blading is assumed to be purely radial. This assumption is
made on the basis that this geometry effectively designs out blade root stress due to centrifugal
loading. Furthermore, aerodynamic incidence and secondary flow effects are well quantified
for purely radial blades.
• Rotor blade number and optimal incidence angle - a limitation with low specific speed
turbines is packaging blades at the exit of the rotor due to the highly tangential exit flow [37],
otherwise known as exducer crowding. It is therefore advantageous to fix the number of blades
at a lower value than those calculated through the existing correlation in TOPGEN. For all
simulations, the value of at Zr=16 is selected. Inlet induced secondary flow losses within
the rotor are primarily a function of blade number and inlet velocity. In preliminary design,
inlet induced secondary flow losses are accounted for as incidence losses at the rotor inlet.
Whitfield (1990) [89] presented correlations showing optimal incidence angle as a function of
blade number, with Zr=16 yielding β3,opt = - 25°. This value is prescribed as an input for the
present simulations as TOPGEN has the capability to model incidence losses, but no means to
determine the optimal value of β3,opt [71].
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• Tip clearance losses - rotor tip clearance losses in TOGPEN are determined through setting
blade clearances as a fraction of local blade height then calculating losses based on relative
clearance. These calculated blade clearances are not representative of mechanical constraints
(such as thermal growth or shaft motion) on a sCO2 turbine rotor and casing. Furthermore, if
representative clearances are considered, the relative clearance at the inlet of low specific speed
rotors will be greater than the permissible limit for the included tip clearance loss models. As
an alternative, tip clearance is accounted for as a fixed penalty to overall machine performance.
For 1 MW ratings tip clearance loss is set to ∆ η = 15 %. For higher ratings ∆ η = 10 %. Pre-
vious numerical simulations for 300 kW turbines revealed tip gaps set according to mechanical
constraints resulted in a 10 % penalty [90, 91], hence the above estimates are conservative. Tip
clearance loss is further analysed in Chapter 5.
• Rotor windage losses - rotor back face windage losses are a strong function of mechanical
clearance, which is constrained by factors external to rotor aerodynamic design. Windage losses
were investigated for a range of representative values of rotor back face clearance for the 1 MW
rating operating with Cycle 1 conditions. Result show the windage loss penalty to the stage
efficiency to be no greater than 0.1 percentage points, hence it is not included in preliminary
design.
• Rotor radius ratio - rotor shape is generated in TOPGEN through a prescribed radius ratio, i.e.
R4,H/R3 = 0.3. While this relationship yields optimal designs for turbines in the region ns=0.5,
Rohlik [58] suggests that the exit radii of the turbine must reduce with ns as a consequence of
the Euler turbomachinery equation. Furthermore, in Rohlik the radius ratio is defined from the
blade tip at the outlet as R4,S/R3, with optimal values as a function of ns shown in Figure 4.6.
From Figure 4.6, turbines operating in the low specific speed range (i.e. ns = 0.2 to 0.4),
radius ratio (R4,S/R3) lies in the range 0.2 to 0.3. In order for turbines described according
to TOPGEN geometry definitions to achieve this, input values of R4,H/R3 = 0.05 to 0.3 are
assessed.
Losses modelled in TOPGEN are summarised in Equations 4.6 - 4.8
∆hinc. =
1
2
W3
2 sin(β3 − β3,opt)2 (4.6)
∆hpass. = f(geom, flow regime,
1
2
W
2
) (4.7)
∆hexit =
1
2
C5
2 (4.8)
TOPGEN also utilises feasibility checks based on established designs to cull non-feasible designs.
For use with sCO2 many of these checks are not relevant, hence automated feasibility criteria are
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Figure 4.6: Optimal turbine radius ratio as a function of ns. Values from Rohlik (1968) [58].
disabled for the initial geometry determination. The motivation for removing each of the checks is as
follows:
• Blade height - designs featuring a high blade height are not characteristic of low specific
speed geometries [58] (see Figure 4.1), however designs with prohibitively large or small blade
heights can be manually addressed through limiting flow angles such that β4,RMS <65° and α3
<85°.
• Blade vibration - blade natural frequency is expected to be high due to the characteristically
low blade heights of low specific speed turbines. However, if blade vibration is an issue, natural
frequency can be addressed at the detailed design phase through local blade geometry modific-
ation (i.e. through fillet radii at the base of the blade). Excitation frequency can also be readily
shifted through altering the number of stator blades.
• Rotor disc stress - Disc stress is proportional to Uin2, and as sCO2 turbines are characterised
by lower Uin2 and temperature than gas turbines the disc stress will be lower, and the allowable
disc stress will be higher (see Table 4.2, and reviewed applications in Chapter 2 for sCO2 tip
velocity characteristics).
The initial head and flow coefficient search space for TOPGEN is typically derived from the range
defined in Figure 4.2c of 0.4 <ψ <1.2 and 0.1 <φ <0.5, generally corresponding to medium specific
speed designs. As candidate designs are of low specific speed, there is uncertainty regarding where
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efficient designs for sCO2 will fall within this design space, an enhanced range of 0.5 <ψ <3.0 and
0.05 <φ <0.5 is used. Initial simulations showed that efficient turbines are bracketed by the extended
range.
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4.5.3 Results
For ratings greater than 1 MW described in Table 4.3, 5 values of radius ratio (R4,H/R3) in the
range 0.05 to 0.3 are trialled, with approximately 50 combinations of φ and ψ, giving a total of
approximately 250 designs.
To elucidate geometry and performance trends for each rating, parallel coordinate plots are used
to for data visualisation. In the present parallel coordinate plots, a series of parallel axes are construc-
ted, each corresponding to to a geometric or performance attribute. For the present visualisation, all
variables aside from efficiency are normalised. Each geometry is summarised by a poly-line, with
vertices on parallel axes, corresponding to the normalised value of the attribute. To enhance visual-
isation of geometric and performance trends of efficient designs, designs with η = 70% are coloured
by efficiency. Results are summarised in Figure 4.7, from which the following observations can be
made:
• Efficient turbine designs are spanned by the prescribed ranges of ψ, φ, and R4,H/R3. This
implies that the optimal search space is bracketed through the input values
• Geometric and performance parameters display the same characteristics trends in parallel co-
ordinate plots, with closer similarities between turbines of similar specific speed. Three par-
ticular ratings with close similarities are characterised by ns ≈ 0.15, shown in Figure 4.7a,
4.8a,4.8d.
• Efficient turbines tend to maximise α3. This reduces relative velocity (W ) in the rotor passage,
minimising rotor friction losses (see Equation 4.7).
• β4,RMS and inlet absolute Mach number appear coupled. Efficient turbines possess a paired
combination of these paired low and high respectively.
• A greater number of efficient designs is found for ratings characterised by higher specific speed.
This implies that there are a greater number of combinations of geometric parameters in this
region that yield acceptable performance, i.e. the design of medium specific speed turbines is
not as rigidly geometrically constrained in order to achieve acceptable efficiencies.
• Considering losses, efficient designs foremost minimise passage loss across all ratings con-
sidered, even at the expense of other additional losses. This implies that passage loss is the
most critical to rotor performance.
In addition to observations made from parallel coordinate plots, the same efficiency criteria can
be applied to assess the geometry of candidate designs. Geometric outlines for rotors plotted in
Figure 4.9, with geometries represented as a section view of inlet and outlet sections.
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(a) 1MW Cycle 1, ns = 0.17.
(b) 1MW Cycle 2, ns = 0.09.
(c) 5MW Cycle 1, ns = 0.30.
(d) 5MW Cycle 2, ns = 0.16.
Figure 4.7: Parallel coordinate plots of candidate designs coloured by η >75%.
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(a) 10MW Cycle 1, N=10krpm, ns = 0.22.
(b) 10MW Cycle 2, N=10krpm, ns = 0.11.
(c) 10MW Cycle 1, N=20krpm, ns = 0.43.
(d) 10MW Cycle 2, N=20krpm, ns = 0.22.
Figure 4.8: Parallel coordinate plot of candidate designs coloured by η >75% (continued).
64 Chapter 4 Preliminary design
(a) 1MW Cycle 1, ns = 0.17. (b) 1MW Cycle 2, ns = 0.09.
(c) 5MW Cycle 1, ns = 0.30. (d) 5MW Cycle 2, ns = 0.16.
(e) 10MW Cycle 1, N=10krpm, ns = 0.22. (f) 10MW Cycle 2, N=10krpm, ns = 0.11.
(g) 10MW Cycle 1, N=20krpm, ns = 0.43. (h) 10MW Cycle 2, N=20krpm, ns = 0.22.
Figure 4.9: Meridional outline of candidate designs coloured by η >75%.
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For the sizing of turbines, rotor geometries shown in Figure 4.9 are sized consistent with the
estimates plotted in Figure 4.4. This suggests that reasonable size estimates may be obtained with
specific speed sizing. Figure 4.9 illustrates a clear trend in geometries, with those of lower specific
speed characterised by lower radius ratio (R4,H/R3), and smaller inlet blade heights. These trends
are consistent with the geometric characteristics of optimal geometries as highlighted by Rohlik [58]
(See Figure 4.1 & 4.6). For the trialled ratings there is a large spread in rotor size amongst efficient
designs. While the difference in rotor efficiency remains small, there may be additional considerations
for larger rotors such as rotordynamics, and the need for larger rotor clearances, which will increase
tip clearance and windage losses.
Both parallel coordinate and geometric outline plots highlight a correlation between specific speed
and both geometric and performance characteristics. To confirm trends flow properties and efficiency
losses are plotted as a function of specific speed in Figure 4.10 for the most efficient design of each
rating trialled. Additionally, data from previously tabulated 100 kW and 300 kW TOPGEN designs
are included.
Figure 4.10 shows losses to be dominated by passage losses at 6 to 8 percentage points of stage
efficiency. Passage losses show no clear trend with specific speed, while both incidence and exit
kinetic energy loss increase proportionally with specific speed. The increase in exit kinetic energy
loss with specific speed is consistent with the optimal loss breakdown shown in Figure 4.5. A likely
cause for the increase in incidence losses with specific speed is that a small increase in incidence loss
is traded for a larger decrease in passage loss for optimal geometries. Tip clearances are not included
in this comparison, as they are prescribed as a simulation input, and do not directly influence the
determination of other losses.
Investigating flow characteristics as a function of specific speed, Figure 4.11a shows that inlet
absolute flow angle (α3) reduces proportionally with increasing specific speed. This trend, and the
magnitude of observed values is consistent with Rohlik as shown in Figure 4.1. Trends in relative flow
angles at rotor inlet and outlet (β3, β4,RMS respectively) illustrated in Figure 4.11a both show greater
variation with specific speed than inlet absolute flow angle (α3). Inlet relative flow angle shows a
general increase with specific speed, consistent with the observed increase in incidence losses with
specific speed. Investigating losses further, both passage loss and incidence loss are proportional
to relative velocity in the rotor passage (W ) [71], see Equation 4.6 & 4.7. Differences arise in the
respective multiplying factors, which are approximately constant for passage loss, whereas values and
variation remain small for incidence loss over the range of−30°<β3 − β3,opt<30°.
Considering rotor loss characteristics, TOPGEN results imply that efficient low specific speed
designs (i.e. ns<0.15) are possible. However, there are additional significant losses for these designs
that are not captured by TOPGEN. Figure 4.5 indicates that both windage and stator losses increase
for low specific speed designs. The present ns<0.15 designs are characterised by larger rotor size
(see Figure 4.9) and a highly tangential rotor inlet flow (see Figure 4.11). These geometric factors
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lead to additional windage losses due to the larger rotor disc, and increased stator losses due to the
larger mean free path travelled in the stator.
Examining Inlet absolute Mach number in Figure 4.11b, no clear trend is shown with specific
speed, however all efficient geometries are characterised by a low Mach number, less than 1.0. This
is consistent with the overall low pressure ratio of the candidate cycles, and is a likely characteristic
of sCO2 radial inflow turbines. Higher Mach number designs in Figure 4.11b are seen for Cycle 2 as
a consequence of the higher expansion ratio.
Figure 4.10: Turbine losses as a function of specific speed for optimal designs.
Thrust loading
Analysis flow characteristics further, inlet absolute Mach number is related to head coefficient (ψ),
which determines rotor inlet velocity, which in turn determines the static pressure acting at the stator-
rotor interface, and hence the pressure acting on the back face of the rotor. The narrow range of
head coefficient and inlet absolute Mach number for efficient designs (even between cycles) implies
that static pressure acting at the stator-rotor interface, and hence the back face of the rotor will be
approximately constant across the design space. TOPGEN simulations conducted for a previous
300 kW design [84] showed that near neutral thrust loading could be achieved for head coefficient
in the range 1.0 <ψ less 1.3 for ns = 0.15 subject to an assumed shaft diameter. This same space is
generally coincident with the highest efficiencies for the present calculations across all ratings. Given
that turbine shape is a function of ns, and assuming that shaft size scales with rotor size, it is likely
that trends in thrust will scale to other geometries for similar ns
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(a) Flow angles. (b) Rotor inlet absolute Mach number.
Figure 4.11: Geometric and flow characteristics of optimal designs as a function of specific speed.
4.5.4 Scaling of designs
A key consideration regarding the observation that loss characteristics tend to scale with specific
speed, as shown in Figure 4.10, is the variation in Reynolds number between cycles and shaft power
ratings. As noted in Section 4.3, Reynolds number scaling is not typically considered, as it cannot
be readily isolated in studies, and it’s impact on performance is typically small. Some authors have
considered it’s impact, [14, 57, 92, 93], with increased stage performance observed at higher Reynolds
number due to a reduction in viscous effects. While there have been attempts to correlate for Reynolds
number in radial turbomachinery through various definitions of stage Reynolds number, all show a
weak inverse proportionality. Using the NASA definition of stage Reynolds number [29], defined in
Equation 4.9, the lowest Reynolds of any investigated stage is Re ≈ 3× 106
Re =
m˙
µRin
(4.9)
(4.10)
While there is not good agreement in the literature about how to address Reynolds scaling, there is
some agreement that for values in excess of Re = 4× 105 , Reynolds effects cease to be of scaling rel-
evance [37]. Considering this limit and the magnitude of inlet conditions for the presently investigated
geometries, it is likely that the differences attributable to Reynolds number effects can be neglected,
hence the similarity in losses with shaft power and cycle as seen in Figure 4.10.
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4.6 Summary
Comparing specific speed sizing and meanline design methods reveals that specific speed sizing,
particularly when used graphically as in Figure 4.3 and Figure 4.4, can rapidly highlight design feas-
ibility and machine size, subject to constraint of speed and cycle conditions. Key in constructing
these figures is the specific speed threshold at which acceptable efficiency can be achieved. Meanline
calculations suggest that the present range of ns =0.2 to 0.9, derived from gas turbine designs, may
be extended with a reduction of the lower limit.
Using preliminary designs methods subject to cycle and rotor system constraints, single stage
radial inflow turbine rotors can be designed with acceptable efficiency (i.e. η>75 %) in the range
0.1 MW to 10 MW shaft power for candidate sCO2 power cycles. To achieve peak efficiencies, mean-
line design shows these turbines must be low specific speed, subsonic machines. Meanline design also
reveals that trends in geometry, flow, and loss characteristics scale with specific speed across the tri-
alled ratings. This observation is consistent with the high Reynolds number of the considered stages,
and the theoretical independence of stage performance to Reynolds number effects. Loss character-
istics of optimal designs as a function of specific speed reveal that while losses increase away from
optimal specific speed (ns = 0.4), trends are not as severely asymptotic as suggested by prior gas
turbine loss breakdown studies.
While meanline rotor designs indicate that η>75 % is possible for the considered ratings, this is
with the caveat that tip clearance losses are modelled conservatively large, and under the assumption
of loss free stator. Efficiency estimates obtained from CFD in Chapter 5 of a 300 kW ns=0.19 turbine
stage are in reasonable agreement with preliminary estimates for the rotor. CFD estimated losses of
the stator are however of similar magnitude to the rotor. Stator losses will be higher for lower specific
speed (i.e. ns<0.15) designs. Considering this, lower specific speed designs as investigated in this
chapter will incur greater penalties when the entire stage is considered.
Considering scaling and loss characteristics of rotor preliminary designs, the concept of single
stage radial inflow turbine expansions for sCO2 power cycles may not only be viable for a conservative
cycle (Cycle 1), but may be viable for use in an advanced cycle (Cycle 2).
Chapter 5
Stator and rotor loss investigation
In Chapter 4, preliminary methods indicated that radial inflow turbines characterised by a low specific
speed may be a candidate architecture for work extraction in sC02 cycles for up to 10 MW shaft
power. Furthermore, these preliminary methods suggest that low specific speed sCO2 turbines are
characterised by lower losses than estimated for low specific speed gas turbines. To verify efficiency
estimates of preliminary methods and to provide geometric recommendations, RANS and URANS
CFD simulations are conducted in this chapter for a representative 300 kW low specific speed design.
Two recent studies [94, 95] used steady-state and transient CFD calculations to elucidate loss
mechanisms for radial inflow Organic Rankine cycle (ORC) turbine stages. Results of these two
studies are presented as a loss breakdown as a function of stage efficiency. These studies provide
insight into key loss mechanisms for the respective turbines studied, and act as a guide for future work.
Both studies highlighted discrepancies between CFD calculations and preliminary design methods,
particularly in the proportional loss split between stator and rotor, and the importance of stator trailing
edge effects.
Whilst the turbines of previous numerical studies on ORC turbines operate with similarly dense
fluids and operate at a similar scale and specific speed to those of sCO2, some key differences are that
ORC machines operate with fluids with low speed of sound, high volumetric flow variation and higher
pressure ratios. Hence, these turbines cannot be considered similar according to similitude theory as
presented by White and Sayma [93].
Preliminary designs assessed in Chapter 4 provide some insight into losses for sCO2, and suggest
that passage loss within the rotor is the dominant mechanism. Passage loss, as determined for these
designs is calculated using physics based friction models and should provide satisfactory results with
a change in fluid. A key consideration not fully accounted for in passage loss determination is how
passage shape variation and length are accounted for in low specific speed geometries. Furthermore,
others losses and geometric relations such as clearance between components and incidence loss are
empirically derived and may not translate. Additionally, stator loss remains unaccounted for, this is
despite higher Mach number flows experienced in the stator than the rotor.
Given that prior loss breakdown studies for ORC turbines cannot be considered similar, and that
there is uncertainty regarding application of gas turbine derived geometric relations and loss models
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to sCO2, a numerical loss breakdown study is performed for a low specific speed 300kW sCO2 radial
inflow turbine. The purpose of this loss breakdown is twofold. Firstly, to verify efficiency estimates of
preliminary methods and elucidate key loss mechanisms in low specific speed sCO2 stages. Secondly,
to propose new geometric relations to inform future preliminary design methods and hence enable the
design of efficient machines.
5.1 Methodology
The present turbine design is based on a conservative sCO2 cycle, per Cycle 1 as defined in Chapter 4
with a target shaft power of 300 kW. Design point conditions are summarised in Table 5.1. Based
on these cycle constraints, preliminary radial inflow turbine designs are assessed using TOPGEN
meanline design software [53, 70, 71], with a search space defined by non-dimensional head (ψ)
and flow (φ) coefficients. The ranges used are ψ = 0.1 to 0.55 and φ = 0.5 to 2.5. In addition to
operating constraints, both tip clearance and incidence loss models are modified. Details are given in
the following paragraphs.
Table 5.1: Turbine design point conditions.
P0,in [MPa] T0,in[K] P0,in/Pexit [-] N [krpm]
20.0 833.0 2.2 50
Tip clearance loss models used in meanline codes typically account for losses based on relative
tip clearance as a fraction of blade height, i.e. 
h
, at both inlet and outlet of the rotor. Tip clearance
loss models, such as those derived from the experimental results of Futral and Holeski [96], as used
in TOPGEN [53] are based on values of relative clearance less than 10 %, with similar values for
both inlet and outlet of the rotor passage. As the present design is of low specific speed, it is known
that the inlet blade height will be much smaller than that at the exit (see Figure5.2a). The low inlet
blade height in conjunction with a fixed inlet absolute tip clearance leads to an inlet relative clearance
that exceeds the validity limits of the tip clearance loss model implemented within TOPGEN. As
an alternative, tip clearance loss is modelled in TOPGEN as a fixed 10 % penalty to total to static
efficiency based on benchmarking of CFD results of a sCO2 stage with similar size, flow conditions,
and tip clearance dimensions [91].
The number of rotor blades (Zr) is set to 16 based on packaging constraints at the rotor exit,
i.e. exducer crowding, and is lower than proposed by empirical correlations. Incidence losses are
modelled with β3,opt = −25° according to the relationship with blade number presented by Whitfield
and Baines [29, 89]. Rotor blading is constrained to a purely radial inlet. In addition to the above
modelling assumptions, rotor radius ratio and meridional velocity ratio were tuned to reduce the exit
flow angle. Rotor radius ratio is set at R4,H/R3 = 0.2 and meridional velocity ratio is prescribed as
CM,3/CM,4 = 1.5 according to the recommended values for the selected specific speed [97].
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Based on TOPGEN results, the selected design has flow coefficient, stage loading coefficient and
a predicted efficiency of φ = 0.1, ψ = 1.0 and ηt,s = 83.61 % respectively. The jet speed ratio (ν)
approximately corresponds to that of maximum total to static efficiency for the given specific speed
presented by Rohlik [58]. Additional parameters are summarised in Table 5.2.
Table 5.2: Preliminary turbine performance and geometric parameters.
ns Λ ν R3 b3 R4,H R4,S α3 β4 Zs Zr
[-] [-] [-] [mm] [mm] [mm] [mm] [°] [°] [-] [-]
0.19 0.58 0.64 60.19 1.85 12.04 26.39 81.5 -73.64 21 16
To fully define a three dimensional geometry, the geometric parameters in Table 5.2 need to be
translated into fully defined blade profiles for both stator and rotor. As a general comment regarding
the design procedure utilised in this chapter, in order to arrive at the simplest effective solution for
component geometry, geometries of the simplest possible configuration are initially utilised, with
complexity added according to loss penalty determined through CFD.
5.1.1 Stator design
Given subsonic stator exit flow, monotonic converging, un-cambered blading is used with circular
trailing and leading edges. Blade solidity (C/S) and radial spacing (R2,T.E.
R3
) is defined using the
values proposed by Simpson et al. [98]. Subject to a fixed flow angle (α3), blade setting angle (αb2) is
determined iteratively using a design tool [99]. The flow angle (α3) is determined using the modified
cosine rule defined in Equation 5.1 for radial inflow blading proposed by Hiett and Johnston [57].
Stator geometry is summarised in Figure 5.1 and Table 5.3.
α3 = cos
−1(
O
S
) (5.1)
Table 5.3: Stator geometric parameters.
tL.E. tT.E. C/S
R2,T.E.
R3
αb2
[mm] [mm] [-] [-] [°]
4.0 0.5 1.25 1.175 84.5
5.1.2 Rotor design
The rotor geometry is defined through shroud and hub curves in conjunction with blade wrap angle at
the hub, subject to a purely radial inlet (no sweep or lean) and pre-defined outlet blade angle.
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Figure 5.1: Stator geometry definition.
The meridional passage definition follows a similar approach to Glassman [100], whereby the
shroud and hub lines are defined by circular and elliptical sections respectively. For the present
case, the shroud line is extended in the axial direction with a 10 mm linear section. The meridional
passage is shown in Figure 5.2a. Blade angle is defined through wrap angle definition at the hub.
The blade exit angle is constrained to the value predicted by the deviation model within TOPGEN
as β4,bH = −63.4°. Wrap angle is benchmarked from an early NASA study [101] on the influence of
turbine specific speed on turbine performance, where high wrap angles were characteristic of rotor
geometries designed for low specific speed operation. The use of a large wrap angle has the desirable
effect of smoothing the passage quasi-orthogonal area distribution (see Figure 5.2b) when highly
tangential exit flows are required, as with the present application. A value of 100° is selected for wrap
angle, while wrap angle distribution is set visually similar to turbines in the same NASA study [101]
subject to blading constraints. The wrap angle distribution for the hub of the turbine is illustrated
in Figure 5.2c. While it would be desirable to select a more modern case for benchmarking, low
specific speed turbines have not had the same industrial drive to develop efficient machines as has
been experienced in the development of high specific speed turbines for use in turbochargers [37].
Consequently there has been little research interest in this class of turbine in recent years. Blading
thickness is set at a constant 1.0 mm, with a rounded trailing edge and square leading edge. Tip
clearance is set to 0.3 mm for both axial and radial clearance on the shroud of the impeller based
on minimum values proposed by TOPGEN [70], and checked against anticipated tolerance stack-up.
This absolute value of clearance gives fractional axial and radial clearances of ( 
h
)ax = 16 % , ( h)r =
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2 % respectively.
(a) Meridional passage
definition.
(b) Quasti-orthogonal passage area sched-
ule. (c) Blade wrap angle distribution.
Figure 5.2: Geometry definition of rotor.
5.1.3 Numerical model
The turbine Stage is modelled as single passage for the stator and rotor. Geometries are constructed
using ANSYS BladeGen, with hexahedral meshes created using ANSYS TurboGrid. Steady-state,
transient blade row, and transient stage simulations are conducted using the ANSYS CFX 18.1 solver
[72]. The Reynolds-averaged Navier-Stokes (RANS) equations are closed with the SST k − ω turbu-
lence model [74].
All simulations are conducted at design point operating conditions summarised in Table 5.1 unless
otherwise noted. Boundary conditions are posed as total conditions at the inlet and static pressure in
the stationary frame at the exit of the domain. The inlet flow to the stator is modelled with a flow
angle to match stator blading. The inlet flow is assumed to be fully turbulent, and modelled with a
turbulence intensity of 5 %. For steady state simulations, rotor and stator domains are coupled using
a mixing plane interface based on stage average velocity. Second order numerical schemes are used
for turbulence and advection. Solutions were deemed to be converged when RMS residuals for mass,
momentum, and turbulence had reduced by at least 5 orders of magnitude.
Rotor blading is modelled from the rotor inlet radius (R3), with a gap of 1 % of the rotor inlet
radius between the start of the rotating domain and the start of blading. Shroud tip clearance is
modelled, with the gap between the rotor blade and shroud surface meshed with equal spacing to the
shroud and blade boundary. The shroud surface is modelled as non-rotating. An exit block of 10 mm
axial length is added to the rotor mesh to minimise the influence of boundary conditions on the region
of interest.
sCO2 specific thermodynamic and transport properties are incorporated into the CFD solver through
the use of a user generated lookup table for CO2, with properties sourced from CoolProp [65]. The
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lookup table is sized at 200×200 and spans the range of 7.5 < P < 22.0 MPa and 700 < T < 950 K.
First layers within the mesh are sized to retain y+ in the desired range of 30 < y+ < 300 for the
wall functions used by the selected turbulence model [72]. This range is consistent with capturing
the log linear region of the near wall velocity profile according to the law of the wall. While it is
acknowledged that y+ = 1.0 meshes are desirable for the prediction of flow separation, this results
in very large meshes for sCO2. Given anticipated mesh sizes, appropriate mesh density is determined
using meshes sized to use wall functions, with the solution checked against a mesh with refined
boundaries sized to give y+ = 1.0.
Grid dependence of the solution is assessed with a grid expansion factor of approximately 1.2
using steady state simulations based on total to static expansion efficiency of the stage. Three grids
are assessed, with total to static expansion efficiency for each shown in Table 5.4. Based on the
less than 0.05 percentage points difference between the medium and fine meshes, the medium mesh
is selected for further calculations. The selected mesh is composed of approximately 619 thousand
nodes in the rotor, and 265 thousand nodes in the stator.
The influence of wall functions on performance prediction is also assessed. For this comparison
the rotor tip gap clearance is not modelled. Stator and rotor meshes with first layers sized such that
y+ = 1.0 are sized at 5 million nodes for the stator and 20 million nodes for the rotor. The discrepancy
in stage total to static efficiency is less than 0.1 percentage points. Based on this efficiency difference
and the significant reduction in mesh size possible through the use of wall functions, meshes with
wall functions are used for the remainder of the calculations presented in this chapter.
Table 5.4: Total to static efficiency for different mesh sizes.
Nodes [×103] 497 884 1707
ηt,s [%] 73.11 73.50 73.58
Table 5.5: Time step study for unsteady simulations. Efficiency compared to nominal steady state solution.
Model / time steps per blade pass ∆ηt,s (Percentage points)
Single passage / 10 -0.26
Single passage / 30 -0.13
Single passage / 100 -0.22
360° / 30 -0.16
For transient calculations, a time step study is conducted for a single blade passage, matching all
other relevant parameters with the steady state case. Results are presented in Table 5.5. The medium
value of time step is set at 30 time steps per blade pass, similar to that selected in several recent
studies for subsonic stages using the same solver [93, 98]. Solution convergence is assessed based on
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blade torque, where solutions are considered converged when variation in torque between subsequent
blade passes is less than 0.05 %. Once converged, solutions for each time step value are compared on
the basis of total to static machine efficiency computed from time and flux averaged quantities time
averaged for one rotor revolution. Further to transient calculations for a single passage, a full stage
(i.e. 360°) is also considered for the medium time step. Results for the time step study are shown in
Table 5.5. Owing to the small variation between time steps, and the full stage simulation, a single
blade passage with time step corresponding to 30 time steps per blade pass is selected for transient
calculations.
5.2 Baseline stage performance
Figure 5.3: Contour plot of baseline stage, coloured by static entropy.
To investigate stage perforamnce, entropy contours are plotted on the stage in Figure 5.3, which
shows endwalls in the stator-rotor interspace as a significant source of entropy rise in the stage. To
quantitatively assess performance of the turbine stage, a loss breakdown study is performed. CFD
losses are calculated based on proportional entropy rise and presented as an efficiency deficit in Fig-
ure 5.4. Entropy losses are determined following the method of Wheeler and Ong [94] as follows.
Profile and trailing edge loss is determined as the entropy rise over each component due to the blade
boundary layer and trailing edge losses, in the absence of endwall shear (i.e. through setting a slip-
wall boundary condition on the shroud and hub surfaces). Endwall and secondary flow losses are
determined as the proportional entropy rise over each component resulting from viscous endwall
effects and induced secondary flow. Tip clearance loss calculated using CFD is determined as the
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Figure 5.4: Breakdown of loss contributions to efficiency.
proportional entropy rise over the rotor due to tip clearance effects. Mixing loss is determined from
the entropy rise across the mixing plane in steady-state calculations. Stator-rotor interaction is de-
termined as the difference in efficiency between unsteady and steady calculations. For the present
geometry this difference is small at less than 0.2 percentage points. For clarity stator-rotor interaction
losses are not shown in Figure 5.4. More detail is given on this in the following section on stator
loss breakdown. The above separation of losses assumes that the interaction between loss sources is
small [102]. While it is acknowledged that there will be some interactions between sources in this
case owing to the highly three dimensional flow field of radial inflow turbines, this does not exclude
the method from being useful in refining the geometry to account for dominant loss mechanisms.
Comparing CFD predicted losses with those estimated with the meanline design method (TOP-
GEN), the total losses predicted by the meanline method are too low. A clear discrepancy is the stator,
which is not included in the loss calculation of TOPGEN, as with many other preliminary methods
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(a) Rotor inlet. (b) Rotor outlet.
Figure 5.5: Rotor velocity triangles for CFD and TOPGEN.
for use in gas turbine design [37]. For typical gas turbine applications the loss incurred in the stator
is typically small, and does not impact stator outlet velocity, and hence rotor performance estimation.
Rotor losses are overestimated by TOPGEN compared to CFD. Tip clearances losses are in good
agreement between CFD and TOPGEN, as TOPGEN estimates are derived from prior CFD. Further
comparison is made with data presented by Rohlik [58] for a ns = 0.19 radial inflow gas turbine.
Compared to this case, the split between stator and rotor losses shifts significantly towards the stator
for CFD estimates of the sCO2 turbine. Not all of this difference can be attributed to a change in
working fluid, with some attributable to the differences in stator and tip clearance dimensions.
Discrepancies in prediction are further investigated in turbine velocity triangles at inlet and outlet
in Figure 5.5. Figure 5.5 shows the CFD determined absolute velocity entering the rotor to be less
tangential than design requirement, implying angular momentum loss in the stator, or inappropriate
methods for setting stator blade angle. Examining outlet of the rotor, CFD predictions of both mag-
nitude and direction of the outflow show discrepancies with design. The increased magnitude of the
relative flow can be attributed to the higher losses than accounted for in the design process; prelimin-
ary estimates of losses are used to set the rotor outlet area in the design process. A further discrepancy
is in the relative flow angle at the rotor exit, which can most likely be account for through the exit flow
deviation model being used beyond its intended scope. While there is clear deviation in the relative
frame, differences in the absolute frame are minor.
5.3 Stator
As observed in Figure 5.5, the absolute flow angle at the rotor inlet is not sufficiently tangential.
To investigate the source of this discrepancy, flux averaged absolute flow angle is plotted against
normalised radial distance in the stator-rotor interspace in Figure 5.6.
Figure 5.6 shows the flow angle initially exceeds the design requirement, then the flow turns
radially inwards. The inward turning of the flow over the interspace as illustrated in Figure 5.6 can be
attributed to angular momentum losses due to viscous effects acting in the tangential direction. The
influence of viscous effects is investigated further through a streamwise plot of flux averaged entropy
rise in Figure 5.7. The two sources of entropy rise are determined in the same manner as for the
78 Chapter 5 Stator rotor
Figure 5.6: CFD calculated absolute flow angle as a function of radial location in stator-rotor interspace.
efficiency based loss breakdown for the stage.
Examining entropy generation due to profile and trailing edge mixing, entropy rise occurs early
in the stator domain, and plateaus almost immediately following the blade trailing edge (located at
1.175) . This suggests that the profile loss is more significant than trailing edge mixing losses. For
the current work, an un-optimised straight blade profile is used, and the profile losses account for
approximately 20 % of the entropy rise within the stator, making this a major area for improvement.
Losses due to blade profile are however overshadowed by endwall losses, which are approximately
three times greater. Figure 5.7 shows that endwall losses start to increase as the flow enters the blading
and continues to grow in the interspace beyond blading. As there is little endwall induced secondary
flow within the stator, the entropy increase between stator blading and the rotor can be attributed
to viscous friction on the endwalls. This is further shown in Figure 5.3, where entropy rise on the
endwalls overshadows the core flow. There are several causal factors for the strong viscous effects
seen in the interspace. Geometrically, the hydraulic diameter of the passage is small due to the low
blade height at the rotor inlet, while the hydraulic length is large due to the highly tangential flow angle
(see Figure 5.6). Both of these geometric factors are characteristic of low specific speed. Furthermore,
the interspace region is subject to a higher Mach number flow than elsewhere in the stage. As trailing
edge losses in the stator, and mixing losses between stator and rotor (see Figure 5.4) are low, reducing
the size of the interspace is an effective way to increase performance.
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Figure 5.7: Stator entropy rise as a function of streamwise distance from inlet.
5.3.1 Stator-rotor interspace sizing
To assess the impact of modifying the stator-rotor interspace, performance is assessed in terms of
stator entropy rise (the sum of endwall and profile + trailing edge losses) and stator-rotor interaction
(composed of mixing and unsteady interaction). The stage efficiency impact of stator-rotor interaction
is determined as the difference in total to static stage efficiency between steady-state and transient
simulations, as in the study of Wheeler and Ong [94].
The original stator geometry spacing of R2,T.E.
R3
= 1.175 is sized based on a recent gas turbine study
of Simpson et al. [98]. Earlier experimental studies, as summarised in that study, and in Moustapha et
al. [37], detail efficient designs of a more compact geometry, some with R2,T.E.
R3
≈ 1.04. To determine
if stator losses can be minimised through reducing stator-rotor interspace, designs with R2,T.E.
R3
= 1.05
and 1.02 are assessed.
Figure 5.8 shows a comparative loss breakdown for the three designs. For the R2,T.E.
R3
= 1.02
geometry, the unsteady simulation yields a higher efficiency than the steady state simulation. This
difference implies an overestimation of mixing losses by the mixing plane interface used in steady
state calculations for the 1.02 case. For the 1.02 case, combined mixing and stator-rotor interaction
losses determined from unsteady calculations are represented by the red hatched region in Fig. 5.8.
The entire red region for the 1.02 case represents mixing losses calculated from the steady state
solution.
From the breakdown in Figure 5.8, it appears that more compact stator designs are beneficial for
stage aerodynamic performance due to the significant reduction in entropy rise over the stator, and
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Figure 5.8: Comparative loss breakdown of stator designs by interspace (R2,T.E.R3 ) size.
small increase in mixing and stator-rotor interaction. Figure 5.9 shows a comparison of entropy rise
for the different interspace geometries. As flow acceleration is delayed for R2,T.E.
R3
= 1.05 and 1.02, the
endwall entropy generation is equally delayed. Hence the contribution of endwall losses is reduced
as interspace size is reduced. There is however a proportionally small increase in entropy rise due
trailing edge losses for more compact interspaces.
The R2,T.E.
R3
= 1.05 case is within the range of previously successful gas turbine designs. Fur-
thermore, total to static machine efficiency (assessed with steady state simulations) improves by 3.9
percentage points over the baseline case. This benefit diminishes with a reduction from R2,T.E.
R3
= 1.05
to 1.02.
While not explicitly illustrated, both R2,T.E.
R3
= 1.05 & 1.02 cases deliver flow at the inlet to rotor
blading very close to the required value of α3, implying that in the absence of excessive angular
momentum losses in the interspace, the cosine rule provides a reasonable estimate of flow angle.
5.3.2 Discussion of stator-rotor interspace sizing
It would appear beneficial from an efficiency standpoint to reduce interspace sizing to R2,T.E.
R3
= 1.02,
however it is prudent to also examine the underlying root causal factors. The geometry parametrisa-
tion used in the present work defines the stator blade trailing edge location relative to rotor size, i.e.
R2,T.E.
R3
is fixed. This approach follows that used in TOPGEN [70] and that of Simpson [98]. Simpson
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Figure 5.9: Stator entropy rise as a function of streamwise distance from inlet for various interspace sizings,
R2,T.E.
R3
.
determined interspace sizing experimentally using a gas turbine of a similar size and stator blade
angle to the present case, see Table 5.6, operating with a nominal expansion ratio 3.3. By contrast,
the earlier comprehensive experimental study into stator blading and interspace sizing of Maki and
Mori [103] utilises an absolute value (ζ) for interspace sizing, and was conducted with a larger tur-
bine rotor. A key recommendation of the Maki and Mori study was that further work was needed to
generalise optimal interspace sizing. While the Simpson study provides additional insight into a more
specific application, it is not sufficiently general for the results to read across applications or fluids,
as it does not identify root cause phenomena. Furthermore, geometries and flow regimes across these
prior studies and those summarised in [37] are not consistent, and do not allow the isolation of phe-
nomena. Optimal interspace sizing is a trade-off between viscous losses on endwalls (which increase
Table 5.6: Geometric characteristics of stators from interspace studies.
Study αb2 [°] tT.E. [mm] R3 [mm] ζ [mm]
Maki and Mori [103] 60 1.0 105 5
Simpson [98] 77 0.75 67.5 10
Present (R2,T.E.
R3
= 1.05) 84.5 0.5 60.19 3
with interspace sizing) and stator-rotor interactions due to stator blade trailing edge wakes (which mix
out, i.e. reduce with increasing interspace sizing).
Results of the present work indicate that viscous losses on endwalls are dominant over stator-rotor
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interactions due to stator blade trailing edge wakes. High viscous losses can be in part attributed to
the small hydraulic diameter (i.e. large wetted area) of the interspace passage. This is compounded
by the larger path travelled by the flow in the interspace, with the more tangential blade angle of the
present geometry leading to a larger path for the flow to travel as it traverses the interspace for a given
radial size. This larger distance traversed by the flow in the interspace enables greater mixing out of
stator blade trailing edge prior to the rotor. The small hydraulic diameter of the passage and the larger
path travelled in the interspace due to the highly tangential blade angles is a feature that is common
to low specific speed designs. This implies that optimal interspace size (using either fixed spacing or
radius ratio) for low specific speed designs will be smaller than for medium or high specific speed
designs.
While there are ample loss calculation methods to account for the magnitude of stator blade trail-
ing edge wake losses (e.g. [28, 102]), these methods are typically control volume approaches and
do not provide information as to how the wake dissipates. Considering the impact of different work-
ing fluids on downstream wake intensity, general theory of turbulent wakes can provide insight. For
the following paragraphs nomenclature consistent with boundary layer theory is utilised. For a self
preserving flow, the wake sufficiently downstream of a wake generator can be described by a char-
acteristics velocity (u0) and length (L0), for which u0 can be taken as representative of momentum
deficit of the wake. The summary of experimental investigations presented by Wygnanski et.al. [104]
showed that u0 was proportional to non-dimensional distance, x, according to the relationship in
Equation 5.2. Small variations in this linear relationship were observed and attributed to free-stream
turbulence. Non-dimensional distance (x) is defined in Equation 5.3, with x0 the virtual origin of the
wake, and θ the momentum thickness of the boundary layer on the wake generator.
x ∝ U
2
∞
u20
(5.2)
x =
x− x0
θ
(5.3)
Considering the case of two sets of stator blades of identical geometry, but operating with different
fluids and inlet conditions, a key difference is momentum thickness, θ on the blades. Momentum
thickness on stator blades is not only influenced by blade geometry and upstream flow conditions, but
is also a function of the pressure gradient on the blade due to passage area reduction over the stator
in radial inflow turbines. This geometric complication makes determining a general analytical solu-
tion for momentum thickness difficult however, at sufficiently large Reynolds numbers, the impact of
pressure gradient on momentum layer thickness becomes negligible [105]. Neglecting pressure gradi-
ent, flat plate boundary layer theory for turbulent flow can provide comparative insight. Momentum
thickness of turbulent flat plate boundary layers is proportional to local Reynolds number (based on
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length) according to Equation 5.4.
θ ∝ 1
ReL
1
7
(5.4)
The Reynolds number comparison of gas turbines with sCO2 with gas turbines in Chapter 3 places
kinematic viscosity (ν) for typical sCO2 applications at ≈ 100 times less than air for representative
inlet conditions of respective applications. Using this result, momentum thickness for a flat plate
geometry can be compared using Equation 5.4, which indicates a momentum thickness half as great
for the sCO2 case compared to air for equivalent geometries. Using this result in Equation 5.2, and
assuming similar wake geometries (i.e. the virtual origin is co-located for both fluids, as θ  t), for
the same distance downstream, u0 for sCO2 will be 0.7 times the value of air.
Further to theoretical considerations of turbulent wakes which imply a reduced wake intensity at
the stator-rotor interface when using sCO2 as a working fluid, a recent study into supersonic stator
trailing edge losses for ORC turbines [106] observed that RANS CFD typically over predicts total
pressure loss due to trailing edge wakes for both supersonic flat plates and stator blades when com-
pared to experiment and LES.
Overall, the highly tangential flow, and low momentum thickness of boundary layers on stator
blades, suggest that the intensity of sCO2 wakes in low specific speed designs at the rotor inlet are
lower than would be expected in typical radial inflow gas turbine applications. Even then, it remains
to be verified whether wake intensity is over predicted by RANS calculations.
5.3.3 Scaling of stator-rotor interspace sizing
While the stator trailing edge wake intensity of the present sCO2 turbine is low, further questions
remain as to how optimal interspace sizing should scale with machine size (shaft power), for which
a key consideration is whether to scale according to radius ratio (R2,T.E.
R3
) or utilise an absolute spa-
cing (ζ). This question was raised in part by the Maki and Mori study [103], which concluded that
further work was needed to generalise optimal interspace sizing. However, it appears as though the
industrial need to determine a solution for gas turbines was limited. For radial inflow gas turbines
there are few applications (i.e some turbochargers, and APU) that utilise fixed vaned stators. These
applications only span a small power and specific speed scale. Given the limited range of specific
speed and shaft power scale of these applications, it is likely that design laws using fixed spacing
or radius ratio spacing may be relied upon to design efficient stages for these applications without a
comprehensive understanding of root cause interspace flow phenomena. Considering sCO2, the size
range of candidate applications is larger. In Chapter 4, Figure 4.4 indicates that rotor inlet diameter
varies by 2 orders of magnitude over the shaft power range 0.1 MW to 10 MW, with larger rotors
sized 1 order of magnitude larger than typical radial inflow gas turbines.
If stator blade solidity (C/S) and blade number (Zs) are both fixed, a larger machine leads to
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blading with a larger chord length (C), i.e stator chord will scale with machine size. For the con-
sidered shaft power range of 0.1 MW to 10 MW for sCO2 radial inflow applications, rotor diameter
and hence stage Reynolds number will vary by 2 orders of magnitude. Considering Equation 5.4, the
change in momentum thickness with length based Reynolds number (ReL) will scale with machine
Reynolds number, and the resultant momentum thickness of the highest rated applications will be 0.5
times the value of the present 300 kW application. For larger machines, pressure gradient over the
chord length of the blade will however reduce with increasing machine size owing to the same mag-
nitude in pressure drop over a larger chord length. Pressure gradient effects will however reduce for
larger machines, as the impact of pressure gradient on momentum thickness decreases with increasing
Reynolds number [105].
Secondary effects, such as, changing the number of blades or solidity in the stator, and trailing
edge thickness may also influence wake characteristics and the magnitude of wake losses. Whilst
it is clearly desirable to minimise trailing edge thickness, its minimum thickness is set according to
manufacturing limits and blade structural considerations. Thus far, the assumption in applying results
from general turbulent wake theory is that the location of interest (i.e. the stator blade trailing edge
wake within the rotor) is sufficiently downstream from wake generator. Scaling arguments presented
for wakes may change if blade trailing edge thickness is significant.
While much attention has been given to the blade wake, it is also important to consider how
viscous effects due to endwalls scale. Endwall viscous effects are primarily influenced by passage
length, therefore it is likely that a fixed spacing (ζ) for a given class of turbine is the appropriate
scaling measure for these effects. Based on the arguments presented in prior paragraphs, it is likely
that stator blade wake intensity will reduce with increasing machine size. Considering for the present
application that endwall viscous characteristics were dominant, for a given working fluid and specific
speed (Stator exit absolute flow angle), a fixed spacing (ζ) is likely the appropriate scaling mechanism.
5.3.4 Stator blading
As an alternative to further reductions in interspace size, the impact of stator blade profile is invest-
igated. The combined losses in the stator for the R2,T.E.
R3
= 1.05 case are appreciable at approximately
30 % of total machine losses, and Figure 5.9 indicates that approximately half of those within the
stator can be attributed to the blade profile and trailing edge wake.
In contrast to the simple linear profile used for prior calculations, a NACA-0015 blade profile
is investigated, as commonly used for subsonic and transonic stators [28, 87]. To assess the impact
of this blade design, performance is compared for the R2,T.E.
R3
= 1.05 stator interspace size, whilst
retaining solidity and setting angle.
For comparison, entropy rise over the stator is investigated in Figure 5.10, which shows a signific-
ant difference in entropy rise beyond the trailing edge. Further to entropy rise, pressure distribution
over the blade surface is shown in Figure 5.11. The new NACA-0015 blade geometry demonstrates
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Figure 5.10: Stator entropy rise as a function of streamwise distance from inlet for different blade designs,
both with R2,T.E.R3 = 1.05.
a much smoother pressure distribution, particularly on the suction side of the blade. Furthermore, the
pressure distribution of the NACA-0015 blade profile conforms to the design guidelines suggested
by Schobeiri, which prescribe an almost zero pressure gradient with no sign change over the first
60 % to 70 % of the blade chord, followed by a strong acceleration over the remainder of the blade
[28]. Considering total to static machine efficiency, the use of a NACA-0015 blade profile results
in an additional 1.2 percentage point increase in performance. As a further comment on this blade
profile, visual comparison with production turbines indicates that this blade design (or very similar)
is commonly used. One such application being the APU turbine presented by Jones [87].
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Figure 5.11: Pressure distribution of stator blades.
5.4 Rotor
Overall, losses within the rotor passage (i.e. excluding tip clearance losses) predicted by CFD account
for approximately 3 points performance penalty to the stage, which is less than the baseline stator (see
Figure 5.4). A potential causal factor for this is that the relative velocity within the passage remains
low up to 60 % meridional distance, as shown in Figure 5.12. Further examining Figure 5.12, the flow
accelerates towards the exit of the passage. This flow acceleration is consistent with the prescribed
velocity ratio (i.e. CM,3/CM,4 = 1.5), and the subsequent passage area schedule (see Figure 5.2b).
The peak in passage area schedule followed by the decrease towards the exit is a direct result of the
highly tangential exit flow blade angle used in conjunction with circular / elliptical endwalls. Two
recent studies into ORC turbine geometries [94, 95] presented rotor design comparisons that shifted
from a rotors with circular / elliptical endwall definitions, to those with locally modified endwalls.
The likely result of these shifts is a smoothed passage quasi-orthogonal area schedule, leading to a
smoother acceleration in relative flow velocity along the passage, minimising risk of flow separation.
Considering the discrepancy in passage loss prediction between TOPGEN and CFD, a potential
causal factor for overestimation of viscous losses within the passage by TOPGEN is the geometric
correlations for determining friction factors. These are developed for rotors with shorter passages,
and with passages of a similar aspect ratio at the inlet and outlet [37].
Blade loading, as illustrated in Figure 5.13, which shows a higher pressure difference over blades
at the inlet. Lower pressure differences at the shroud surface indicate that work extraction at this
location is reduced due to the influence of tip clearance effects.
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Figure 5.12: Plot of flux averaged rotor relative Mach number along rotor passage.
While it is clear that there is opportunity to improve the rotor quasi-orthogonal area schedule for
the passage through variation in hub contour and wrap angle distribution, the overall contribution of
rotor internal losses to stage efficiency remains relatively small compared to tip clearance losses at
approximately 3 percentage points to the overall stage efficiency. Furthermore, inlet induced second-
ary flow effects are considered in this loss, and may be addressed through changing the number of
blades in the rotor. This is investigated in Section 5.4.2.
5.4.1 Rotor tip clearance
The relatively high loss due to tip clearance is anticipated owing to the large relative clearance at the
inlet of the rotor of 16 % compared to 2 % at the outlet. As discussed in Section 5.1.2, the relative
clearance for the proposed design exceeds classical models for tip clearance loss used in preliminary
design tools. The combined influence of mechanical considerations (i.e. the requirement for non zero
) and low blade height characteristic of low specific speed geometry lead to a large relative clearance
( 
h
).
Investigating the source of tip clearance losses further, the entropy rise along the rotor passage
attributed to tip clearance flows is plotted in Figure 5.14, which indicates that the majority of the
entropy rise occurs prior to 30 % streamwise distance. This result is counter to prior experimental
results [96, 107], which show tip clearance losses in radial turbines to be dominated by flows in the
tip gap towards the exit of the rotor. A clear difference is in the geometries used for those experiments,
characterised by similar clearances at the inlet and the outlet of the rotor, compared to the large inlet
clearance of the present turbine. A further key difference is the density of the working fluid, which
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Figure 5.13: Rotor blade pressure loading. Hub and shroud taken as 0.1 and 0.85 span respectively.
leads to higher Coriolis and centripetal forces on the fluid in the rotor passage. Furthermore, owing
to the large radius ratio of the rotor (characteristic of low specific speed), the split between Coriolis
and centripetal forces changes more significantly over the passage. Given that the tip clearance losses
can be largely attributed to the large relative clearance at the inlet of the rotor, it may be attractive to
address this in future designs through either local minimisation of this clearance, or through the use
of shrouding.
For the present design, the initial tip clearance loss estimate utilised for preliminary design is
based on a turbine of the same power rating and relative clearances ( 
h
), yet of different geometry and
degree of reaction [91]. The similarity in tip clearance loss suggests that benchmarking turbines of
similar tip gap geometries and shape is a viable technique for tip clearance loss estimation in absence
of correlated models spanning high relative clearances at the inlet.
5.4.2 Rotor blade count
While losses internal to the rotor are proportionally small, profile and trailing edge losses (indicated
on Figure 5.4) are the most significant of these. CFD determined rotor inlet incidence losses are
accounted for within profile and trailing edge losses. These losses are a function of the inlet relative
flow angle (β3 ), the number of rotor blades (Zr), and shaft speed.
In preliminary design, these losses are accounted for with the correlated value of β3,opt according
to the number of rotor blades, with a loss penalty added for operation away from the optimal angle.
In Chapter 4, these losses are observed to be smaller than passage viscous losses over a large range of
inlet flow angles (β3). This is consistent with radial inflow turbine off-design performance, with peak
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Figure 5.14: Rotor tip clearance contribution to entropy rise as a function of streamwise distance from inlet.
efficiency maintained over a large range of jet speed ratio (ν) [57] and incidence. While the influence
of inlet induced secondary flow on the jet speed ratio at which peak efficiency occurs is accounted
for with this model, it does not account for the impact of secondary flows on the magnitude of peak
efficiency. To properly assess inlet induced secondary flow losses, off-design operation is considered
for the nominal rotor, and rotors of different blade count.
The present rotor is constrained to Zr = 16 due to exducer crowding. Early methods set minimum
rotor blade number according to the limit of inlet flow recirculation based on incompressible flow and
an assumed velocity profile. Using the Jamieson relation (summarised by Whitfield and Baines [29]),
the optimum number of blades for the present inlet conditions is Zr = 42. This method typically
leads to an overestimation for gas turbines due to higher viscous losses associated with the greater
wetted area of more blades [29]. In light of these constraints, one of the earlier updated criteria for gas
turbines was proposed by Glassman, which for the present design yields Zr = 20 [100]. While there
are more recent correlations available that also favour fewer blades, the motivation for developing
these has come from high specific speed turbines, where viscous losses are a more significant loss
mechanism. Hence, the use of such correlations may be limited for the present low specific speed
application.
While exducer crowding is a key constraint, an alternative means to increase blading at the rotor
inlet is the use of splitter blades. To assess the impact of the number of rotor blades on stage per-
formance, two additional geometries are considered which employ splitter blades. Splitter blades are
situated mid pitch between main blades, extending to 65 % of the meridional passage, and follow the
90 Chapter 5 Stator rotor
wrap angle definition of the main blades. The same leading and trailing edge geometries are used for
the splitter blades as the main blades. The two geometries are Zr = 12, and Zr = 16, both with a
matching set of splitter blades, corresponding approximately to the Glassman case of Zr = 20, and
the limiting geometric case respectively. Off-design efficiency characteristics of these geometries are
compared with the nominal 16 blade rotor geometry in Figure 5.15. Rotors are used in conjunction
with the R2,T.E.
R3
= 1.05 linear thickness profile bladed stator. Identical mesh density is used for the new
geometries, with additional cells used to mesh the splitter blade surfaces. Steady-state calculations
are used to determine the trend in total to static efficiency for off-design operation in the range ν =
0.3 to 0.9.
Figure 5.15: Total to static efficiency as a function of jet speed ratio (ν) for different rotor geometries, R2,T.E.R3
= 1.05, straight blade stator.
Figure 5.15 shows the predicted efficiency trends for the three turbine geometries. Both geomet-
ries utilising splitter blades show an efficiency improvement over the original rotor geometry at the
design speed. Performance improvements are 1.2 and 2.4 percentage points for the 12 and 16 blade ro-
tors with splitter blades respectively. Of the points trialled, peak efficiency occurs close to the design
jet speed velocity ratio (ν) for all geometries. All three turbines feature similar off-design perform-
ance, which is in line with that presented in the early study of Hiett and Johnston [57]. The principal
difference is observed at high shaft speed (corresponding to high ν), where rotors with higher blade
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Figure 5.16: Rotor entropy rise as a function of streamwise distance from inlet.
counts suffer larger losses. This trend is anticipated due to the increased wetted area of higher blade
count rotors, and higher viscous effects due to the higher passage velocities encountered at higher
shaft speeds.
A likely reason for the observed correlation between efficiency at design conditions and blade
number, is the reduction of inlet induced secondary flows due to reduced span between blades. To
verify this, entropy rise over the rotor passage is compared for the 16 blade geometries with and
without splitter blades in Figure 5.16. This shows that the primary difference in entropy rise between
the two geometries occurs at less than 0.5 streamwise distance from the rotor inlet. This implies
that for the current design, inlet induced secondary flows, as experienced by low blade count rotors,
are more significant than increased viscous losses incurred through addition of splitter blades at the
design speed. Regarding the higher performance of the Zr = 16 rotor with splitter blades over the Zr
= 12 rotor with splitter blades close to the design point, this implies that for low specific speed sCO2
turbines that the criteria proposed by Glassman (i.e. Zropt = 20), and similar criteria developed for
high specific speed gas turbines do not hold.
Considering off-design performance in the context of cycle performance requirements, a cycle
modelling study utilising representative turbine efficiency trends [108] shows that the most effective
way to reduce cycle power is through a reduction in turbine inlet pressure whilst maintaining shaft
speed, turbine inlet temperature, and cycle cold side conditions. This de-rate strategy is consistent
with other closed loop thermal power cycles such as the steam Rankine cycle. Results of this study
show that turndown of 50 % could be achieved through lowering turbine inlet pressure to 16.5 MPa
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for the cycle conditions considered in this chapter. Considering this in the context of Figure 5.15, jet
speed ratio (ν) shifts from the design value of ν = 0.65 to ν = 0.75. This shift to ν = 0.75 has a
minimal impact on turbine efficiency, with the higher blade count rotors still favoured.
5.5 Summary
In this chapter, a numerical loss breakdown study into a low specific speed radial inflow turbine
operating on sCO2 is presented. Progressive refinements are made to the baseline geometry to arrive
at a refined geometry. A comparative loss breakdown of the two geometries is shown in Figure 5.17,
with entropy contour plots of stage geometries shown in Figure 5.18. The loss breakdown of the initial
geometry reveals higher than anticipated losses within the stator and interspace. Through numerical
analysis it is shown that these losses are attributed to endwall viscous losses within the interspace.
Evaluating geometries with different interspace sizing using unsteady CFD calculations reveals that
these losses can be reduced by reducing the extent of the interspace to R2,T.E.
R3
= 1.05 without significant
impact on stator-rotor interactions. A further, but smaller improvement is observed for reducing the
interspace to 1.02. Further investigation of wakes in the interspace region reveals that geometric and
flow characteristics of the sCO2 application lead to reduced wake intensity when compared to prior
gas turbine studies.
While wake intensity and stator rotor interspace scaling as investigated in this chapter suggest
that an interspace defined by a fixed value should be appropriate for a given fluid and specific speed,
this trend should be verified with appropriate numerical experiments, and ideally with experimental
validation.
Profile losses within the stator are of similar magnitude to rotor internal losses, at approximately
3 points efficiency penalty to the stage. The use a NACA-0015 thickness profile for stator blades
halves these losses, suggesting that this profile should be used in lieu of a linear thickness profile.
Analysis of the rotor inlet absolute flow angle shows that the cosine rule appropriately accounts for
flow deviation and provides a suitable estimate for blade setting angle when the interspace is sizes
such that viscous losses are small.
Examination of the rotor shows losses to be dominated by tip clearance losses (see Figure 5.17),
with these concentrated towards the inlet of the passage. This can be attributed to the large relative
clearance in this region, which is characteristic of low specific speed turbines. Future mechanical
designs should work on locally minimising clearance. Alternatively, due to the low tip velocity of
the application, it may be attractive to utilise rotor shrouding to reduce this loss. If an open rotor is
required, further work is needed to quantify the impact of dense gas on tip leakage flows.
Internal rotor losses are smaller and are dominated by inlet induced secondary flow losses. To
minimise inlet induced secondary flow losses, more blading should be employed than suggested by
criteria developed for high specific speed turbines (i.e. [100]). With blade number limited due to
exducer crowding, the use of splitter blades at the rotor inlet provides additional flow guidance at the
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Figure 5.17: Breakdown of loss contributions to efficiency for proposed design..
rotor inlet to reduce inlet induced secondary flow losses. This trends is observed for both design point
and turndown operation.
Given the small magnitude of rotor profile losses and the smooth relative velocity within the
passage (see Figure 5.12), it can be inferred that the baseline rotor geometry with it’s large wrap
angle is well suited to low specific speed operation. This suggests that passage shape benchmarking
and prescription of CM,3/CM,4 = 1.5 provides a reasonable starting geometry, and that while there is
some opportunity for passage shape optimisation, it is unlikely that complex geometry parametrisation
methods are necessary.
Overall, steady and unsteady CFD calculations presented in this chapter reveal that modifications
to the interspace gap, stator blade profile, and rotor blade number are effective steps to enhance the
performance of sCO2 turbines designed for low specific speed operation. For the investigated 300 kW
turbine, with a design specific speed, ns= 0.19, using the investigated modifications summarised in
Table 5.7, stage performance is improved by approximately 7.5 points, compared to a baseline design.
With the inclusion of the above geometric modifications, stage efficiencies in excess of 81 % are
attained, a value similar in magnitude to that originally predicted by preliminary design. This suggests
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that with the incorporation of geometric relations that yield more compact geometries, preliminary
design methods may be relied upon to design efficient, low specific speed sCO2 radial inflow turbine
stages.
The differences in loss break-down, highlighting the respective improvements between the refined
and baseline designs are summarised in Figure 5.17. Characteristics of the two designs are shown in
Table 5.7. Analysis of off-design performance in context of cycle turn-down still favours the refined
geometry.
Table 5.7: Geometric characteristics of baseline and refined designs.
Rotor splitter blades Stator blade type R2,T.E.
R3
Baseline No Linear reducing 1.175
Refined Yes NACA-0015 1.05
5.5.1 Recommendations for preliminary design
To streamline the design process, meanline tools need to adequately determine stage geometry and
predict performance. Based on the present work, the following changes are suggested for gas turbine
derived design methodologies for application to low specific speed sCO2 turbines:
1. The stator-rotor interspace should be sized with R2,T.E.
R3
= 1.05 or less.
2. For the stator, the cosine rule should be implemented to predict stator blade setting angle, owing
to the large deviation between setting and flow angles.
3. With small interspace sizing and the use of a NACA-0015 blade profile, losses in the stator are
such that they do not influence rotor geometry determination. However, to accurately predict
stage performance stator losses should be modelled.
4. Rotor blade number should be maximised in an automated manner subject to the constraint of
exducer crowding. Main blades should be used in conjunction with splitter blades.
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(a) Baseline.
(b) Refined.
Figure 5.18: Contour plot of stage, coloured by static entropy.
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Chapter 6
Inlet delivery system
For the effective operation of a radial inflow turbine, high total enthalpy inlet conditions need to be
converted into a high velocity, highly tangential flow that matches rotor inlet requirements. More
specifically, the aerodynamic objective of a fluid delivery system is to deliver a uniform flow (i.e.
minimal variation in total pressure and flow angle) to the stator inlet with minimal losses (i.e. minim-
ised entropy rise over the component). To achieve this, fluid can be delivered using either a plenum
(as in Figure 6.2) or a volute (as in Figure 6.1). Where flow is delivered to the stage via piping, radial
inflow turbines typically utilise volutes to distribute flow to the stator inlet.
While established design guidelines exist for volutes, these are developed for gas turbine applic-
ations with Reynolds number of order 105− 106 Candidate CO2 radial inflow turbines sized for a
conservative cycle (i.e. Cycle 1, defined in Chapter 4) operate in the region of Reynolds number of
order 106− 107 Furthermore, rotor inlet Mach number in the absolute frame for gas turbine applic-
ations is typically transonic, whereas preliminary sizing in Chapter 4 indicates that subsonic stages
are the preferred means for sCO2 expansion due to the low pressure ratio of candidate cycles. Owing
to higher Reynolds number and low Mach number flows of the present application, it is unclear how
loss mechanisms scale with volute design.
Further to outright aerodynamic performance, there are significant structural and packaging con-
siderations for the sCO2 application. In contrast to typical gas turbine applications, the combined
high temperature and pressure at the stage inlet of the sCO2 application requires the turbine to be
both thermally and pressure contained. The additional need for pressure containment may favour a
geometrically simpler plenum inlet delivery system geometries over a volute, however it is not known
what the performance penalty is for selecting such a design. Without prior detailed component level
design studies for similar applications, it is unclear as to the performance of such a design. In this
chapter, a numerical comparison is presented between a newly developed plenum fluid delivery sys-
tem and conventional volute for a sCO2 radial inflow turbine. Performance trade-offs of the respective
designs are determined and component performance contextualise with respect to the stage. Follow-
ing comparison of the two designs, the hybrid plenum design is further investigated. Both the impact
of number of inlet pipes and the plenum body geometry parametrisation is considered.
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Figure 6.1: Turbocharger volute, section view.
Figure 6.2: APU plenum, section view showing
integrated plenum and combustion chamber.
6.1 Background
6.1.1 Volute applications
Volutes are the most common fluid delivery system for radial inflow turbines [29], and consist of a
scroll of reducing sectional area as scroll passes around the machine axis. The most notable applica-
tion of which is turbocharger turbines, as illustrated in Figure 6.1. Volutes may be used in conjunction
with a vaneless stator as the primary means to accelerate flow prior to the rotor, as illustrated in Fig-
ure 6.1, or in conjunction with a bladed stator, to further accelerate and turn the flow prior to the rotor.
For clarity in the remainder of this chapter, stator refers to the entire component downstream of the
delivery system of which stator blades are an internal component.
One attribute to consider when determining whether a vaned or vaneless stator downstream of
a volute is appropriate is the inlet Mach number. If flow is presented to the stage with an already
appreciable Mach number (one author has suggested M = 0.3 as the lower limit for inlet flow [29]), a
geometrically feasible volute may be designed and used with a vaneless stator. This case corresponds
to typical turbocharger applications. If the flow is slower, as is typically the case for the exit of
gas turbine combustors [29], or as is desired in closed loop thermal power systems [109, 110], it
is not practical to design a volute as the sole means of accelerating the flow. This would dictate a
prohibitively large inlet radius and high viscous losses [29].
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A further consideration for volute architecture selection is the additional control mechanisms pos-
sible with the inclusion of stator blades in the stage. Stator blades present a fixed geometric throat
within the stage, by contrast for vaneless volutes this throat most likely occurs within the rotor, which
will be shaft speed dependent [29]. With the geometric throat constrained to the exit of blading in
the stator, stage performance can be better predicted, designed, and controlled. In the case of closed
loop thermal power cycles, stator blades within the turbine can be used to the same effect resulting
in simplified control and performance prediction for the loop. Further to these considerations, vari-
able angle or variable sectional area stator blades may be used as a means to control turbine stage
performance where inlet conditions or shaft speed deviate from design point conditions.
In terms of overall stage performance, there is generally not good agreement among authors as to
whether a volute in conjunction with a vaneless stator, or a volute in conjunction with stator blades
leads to higher stage efficiency. Simpson et.al. [111] provides a thorough review on this subject
for turbocharger turbines. Whilst there is not agreement about sufficiently generalised quantitative
impacts on stage efficiency, the phenomena behind losses appear to be well identified.
Given the reducing sectional area of the volute around the machine axis, a volute scroll is charac-
terised by a sectional area discontinuity between the start and end of the scroll, known as the tongue,
which introduces flow disturbances and an azimuthal discontinuity in total pressure. In the case of
a vaneless stator, this discontinuity is transmitted directly to the rotor, whereas a volute utilised in
conjunction a vaned stator has some means to smooth the tongue induced flow disturbances prior to
the rotor. The action of this discontinuity can potentially have vibration impacts on the rotor if not
properly accounted for. Furthermore, circumferential non-uniformity induced by the volute tongue
can negatively impact rotor torque [77], and hence overall performance.
Overall, the use of stator blades comes at the penalty of profile losses due to increased wetted
area and trailing edge wakes (as identified in Chapter 5), and the potential for incidence losses at the
entrance of blading. From the summary presented by Simpson et.al. [111], it appears that designs
of both architectures can be competitive in terms of efficiency for turbocharger applications if the
underlying phenomena are accounted for in the design process. Whilst efficiency is one consideration
in the design of the turbine stage of turbochargers, component cost and thermal fatigue performance
may render a vaneless stator more suitable.
For the present application of closed loop thermal power with it’s low volute inlet Mach number,
it is unlikely that a vaneless volute would be able to efficiently provide flow acceleration prior to
the rotor. To accelerate the flow to the required rotor inlet Mach number, the flow can be further
accelerated before or after the volute. If the flow acceleration is done prior to the volute, this would
come at the penalty of increased viscous losses due to a larger wetted area exposed to high Mach
number flows. It follows logically then that accelerating the flow using blading after the volute is the
preferred solution to minimise viscous losses. Hence a volute in conjunction with a bladed stator is
the preferred architecture for power generation and will form the basis of the reference volute design
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considered in this chapter.
6.1.2 Plenum applications
Plenum delivery systems are used in both axial and radial inflow turbines in conjunction with a vaned
stator to deliver fluid. Delivery can be from either pipe work, in the case of closed loop thermal power
cycle turbines, or a combustor in the case of gas turbines and direct fired systems.
For steam turbines, where an axial architecture is used, flow enters the plenum radially and is
turned in the axial direction prior to entering the stator. This flow turning has the desirable effect of
aiding the distribution of the flow between the inlet pipe and plenum annulus. In the case of axial
gas turbines, flow is presented to a plenum in an almost axial direction from multiple combustors
with an almost constant sectional area. A closely related application of radial inflow turbine is the
APU, which similarly has an almost constant sectional area plenum, but with greater flow turning.
Such a plenum is shown in Figure 6.2. Critically, all of these designs feature a means to spread flow
and avoid the problem of jet impingement, whereby a high momentum stream of fluid at the inlet is
introduced into a quiescent body (i.e. the plenum annulus).
New embodiments of plenum delivery systems in closed loop thermal power cycles are seen in
ORC and sCO2 applications for both axial and radial inflow turbines, e.g. [109, 110, 112]. While
several turbomachinery system designs featuring this delivery system have been presented, no detailed
information is provided regarding design of the plenum. For axial flow applications it is possible that
features can be scaled from steam turbines. For radial inflow turbines no such parallels may be drawn,
however a plenum may be preferable owing to the ability to employ a fluid delivery system of constant
sectional profile, allowing simplified manufacture and assembly within a high pressure turbine casing.
The case for such a delivery system is further enhanced for applications which rely on stator blades
to accelerate and turn the flow.
6.1.3 Performance characterisation
For performance assessment of inlet delivery systems, two key parameters are nozzle efficiency (ηN )
and total pressure loss coefficient (ζ) [29], described as follows:
ηN =
h0,1 − h1
h0,1 − h1,s (6.1)
ζ =
P0,0 − P0,1
P0,0
(6.2)
Stations are defined as 0 for component inlet and 1 for component outlet, as per definitions in
Chapter 3. Both kinetic energy losses and internal energy losses are accounted for in nozzle effi-
ciency, whilst total pressure loss coefficient accounts for momentum losses.
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Table 6.1: Turbine operating conditions and stator inlet design constraints.
Operating Conditions Value Parameter Value
Power 100 kW r1 32.40 mm
P0,in 20 MPa Z1 1.25 mm
T0,in 833 K α1 700
m˙ 1 kg s−1
6.2 Methodology
The present study is a comparison between a newly designed plenum and a conventional volute
design, both sized for a 100 kW sCO2 turbine. Total inlet conditions and delivery system outlet
constraints are derived from a meanline design presented by Qi et.al. [53] and listed in Table 6.1.
The cycle conditions for this design represent a conservative lower limit for sCO2 candidate cycles
and correspond to Cycle 1 in Chapter 4. Furthermore, the selected turbine design is of low specific
speed, ns = 0.26. This dictates a highly tangential flow at both the stator inlet and outlet [58], which
presents a challenging design case for a delivery system.
6.2.1 Volute design
(a) Plan view. (b) Section view.
Figure 6.3: Volute design.
The volute is required to deliver flow at a fixed flow angle and of circumferentially uniform mass
flow rate distribution to the stage. Considering flow angle, for preliminary design purposes, the flow
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within a volute can be approximated as a free vortex flow [29], i.e.
r Vθ = Constant (6.3)
r0 V0,θ = r1 V1,θ (6.4)
With a fully tangential inlet (V0 = V0,θ) this can be simplified to:
r0 V0 = r1 V1,θ (6.5)
With additional consideration for continuity and outlet velocity vectors, the following relationships
exist for outlet flow angle [29]. Considering continuity:
m˙ =
∫
ρ ~V · ~n ds = Constant (6.6)
ρ0A0 V0 = ρ1A1 V1,r (6.7)
Considering outlet flow velocity:
tanα1 =
V1,θ
V1,r
(6.8)
Substituting the results from Equation 6.5 and 6.7:
tanα1 =
ρ1(A1/r1)
ρ0(A0/r0)
(6.9)
Considering mass flow rate, the following relationship describes mass flow rate distribution within
the volute [37] such that a circumferentially uniform mass flow rate is delivered to the stage.
Aθ
rθ
=
m˙
Cρθ
(
1− θ
2pi
)
(6.10)
Where C is a constant. Using these governing equations the volute geometry can be constructed. The
geometry is defined starting at the stator inlet with the inter space between the inner edge of the scroll
and the stator is set using design guidelines presented in Aungier [59], to be greater than 1.05 r1 (see
Figure 6.3a). This interspace reduces non-uniformities introduced by the area discontinuity in the
volute scroll prior to stator blading.
As the present application has a low Mach number inlet flow, to maximise flow acceleration
achieved by the volute, an external scroll architecture is chosen [29, 59], i.e. one where the inlet to
the scroll is at a greater radius from the machine axis than the exit of the scroll . The inlet and outlet
of the edges of the scroll are separated in the radial direction by a tongue with finite thickness (t) to
limit thermal loads and fatigue.
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Considering the governing equations and the choice of an external scroll, the scroll geometry is
then defined. By inspection of Equation 6.10, for a constant mass flux delivered to the stator stage a
linear decrease in Aθ/rθ with θ is required. Using the approximation of constant scroll radius (rθ) this
gives a linear reduction in volute sectional area (Aθ) with θ. Observing Equation 6.9, and assuming
constant density within the volute, A0 is set based on stator inlet geometry, volute outlet flow angle
(α1), and scroll inlet radius (r0). The resultant scroll of the volute as illustrated in Figure 6.3a is then
mathematically described by multiple logarithmic spirals. Other dimensions are listed in Table 6.2.
Further consideration is given in determining the sectional profile.
To avoid the development of opposing toroidal vortices, which increase losses, the volute outlet
is offset from the scroll and uses a circular cross-section as illustrated in Figure 6.3b. Volutes for
turbochargers use more complex sectional profiles of a smoothed trapezoidal shape to address the
same issue [113, 114]. The main purpose to this symmetrical geometry in turbocharger applications
is that it allows the design to be modified with a divider wall for engine applications that utilise
pulse tuning. As this is not a requirement for the present application, an offset circular cross-section
presents the simplest means to minimise secondary flows.
The above methodology assumes constant density within the volute and neglects losses. Many
authors suggest that this method can be used to deliver a reasonable preliminary design [29, 37, 59,
113], with some discrepancies in predicting volute outlet Mach number and outflow angle (α1) [113].
One proposed means to account for outflow angle in the design process is to assume a decay in angular
momentum in the volute between inlet and outlet through modification of Equation 6.3, i.e.
r0 V0 = S( r1 V1,θ) (6.11)
Substituting the results from Equation 6.11 and considering outlet velocity as in Equation 6.9 results
in
tanα1 =
(A1/r1)
(A0/r0)
S (6.12)
S is limited to 0.0 < S < 1.0 with gas turbine volutes using a typical value of S = 0.85−0.95 [37,
113]. Other corrections have been proposed, including local modification of the free vortex equation,
and accounting for energy losses in order to enhance estimates for outlet Mach number [113]. For
the present preliminary design, the magnitude of angular momentum loss remains uncertain. To
ascertain the potential impact of losses on outlet flow angle, S was varied from 0.85 to 1 for the
present geometry. This estimates the potential discrepancy as 3.2°, which is within the incidence that
can be accommodated by stator blades. As such angular momentum loss is not accounted for, but
rather the outlet angle is observed and a correction proposed if necessary.
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(a) Plan view. (b) Section view.
Figure 6.4: Plenum design.
6.2.2 Plenum design
As an alternative to a volute, a hybrid plenum geometry utilising offset inlet pipes is investigated,
as shown in Figure 6.4. Motivation for the included design features and dimensions is as follows.
An important consideration with a plenum is jet impingement from inlet pipe outlets into the main
quiescent body of fluid within the annulus of the plenum. Such a scenario leads to entropy generation
due to turbulent mixing between high and low momentum fluids. As a means to avoid this, twin offset
inlet pipes are proposed for the present design, shown in figure 6.4a. This configuration has the added
benefit of inducing a tangential flow in the plenum, as with a volute. An offset plenum cross-section
is used in order to prevent toroidal vortices from establishing, as with the volute design. The plenum
cross section is of rotational symmetry, and the simplest geometry satisfying these requirements,
shown in Figure 6.4b. Feature sizes of the plenum design are minimised in order to limit system
volume for pressure containment purposes, and are listed in Table 6.2. To design for the tangential
exit flow as specified in Table 6.1, conversation of angular momentum within the plenum is assumed,
and Equation 6.9 is applied to determine inlet pipe total sectional area and offset (r0). As with volute
design, constant density within the geometry, and no loss in angular momentum are applied in the
preliminary design of the plenum. Given the need for compact dimensions, and the need to satisfy
Equation 6.9 for a highly tangential flow, offset (r0) is maximised with respect to the other sectional
dimensions in Table 6.1, and total inlet sectional area set accordingly. The height of the plenum body
(Z0) is matched to the diameter of the inlet pipes. The parametric definition of plenum cross-section
is investigated in Section 6.5.
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Table 6.2: Geometric parameters of delivery systems.
Volute feature Value Plenum feature Value
r0 45 mm Z0 10.44 mm
t 4 mm L0 20 mm
L1 5 mm
r0 60 mm
γ 400
Table 6.3: Boundary conditions for CFD simulations.
Surface Type Value
Inlet total pressure 20.0 MPa
Inlet total temperature 833.0 K
Outlet mass flow rate 1.0 kgs (total)
Upper and lower no-slip wall N/A
Edges rotational periodicity N/A
6.2.3 Numerical model
Both geometries are modelled in three dimensions. Inlet pipes to each geometry are modelled with
a length greater than five times the inlet diameter to minimise inlet effects on the area of interest.
Steady-state, component simulations are conducted using the ANSYS CFX 18.1 solver [72]. The
Reynolds-averaged Navier-Stokes (RANS) equations are closed with the SST k−ω turbulence model
[74].
Recall from Figure 3.3 that the inlet regions of the turbine are more susceptible to non-ideal gas ef-
fects. With this in mind, thermodynamic and transport properties are incorporate into the CFD solver
through the use of a user generated lookup table for CO2, with properties sourced from CoolProp
[65]. The lookup table is sized at 200 x 200 and spans the range of 14.0 < P < 22.0 MPa and 450
< T < 850 K. The size and range of this table exceeds the needs of accuracy, however the solving
speed penalty is small, and sizing tables in this manner avoids extrapolation issues with the solver
exceeding the bounds of the tables.
Boundary conditions are derived from the 100 kW sCO2 design described in Table 6.1, and are
specified in Table 6.3. Flow is modelled as fully turbulent with a prescribed 5 % turbulence intensity
at the inlet.
The volute geometry is determined using a python script following the design process described
in section 6.2.1. Logarithmic spirals defining the extent of the scroll geometry are then imported
into a CAD program, and a three dimensional representation constructed. This geometry is then
meshed with an unstructured mesh using ANSYS meshing 17.0. Clustering is employed in regions of
106 Chapter 6 Inlet delivery system
Table 6.4: Grid study results for volute geometry.
Coarse Medium Fine
Nodes [thousand] 219 404 923
∆s [J kg−1 K−1] 0.83 0.86 0.85
Table 6.5: Grid study results for plenum geometry, refinement ratio 2.0
Coarse Medium Fine
Nodes [thousand] 51 278 2140
ηN [%] 70.28 67.32 67.62
ζ [%] 1.23 1.27 1.29
anticipated flow separation and high pressure gradients using the automated functions within ANSYS
meshing based on proximity to, and curvature of faces within the geometry. All meshes include near
wall refinements with 20 inflation layers to resolve boundary layer flows. First layer thickness is
selected to maintain y+ values within the solver recommended y+ range for the turbulence model of
30 < y+ < 300 [72].
Grid dependence for the volute is assessed in terms of entropy rise, with results shown in Table 6.4.
The difference in entropy rise between the fine and medium meshes is deemed small, with the medium
mesh sizing selected for further simulations.
A hybrid mesh is employed for the plenum geometry, composed of an unstructured mesh for the
inlet pipes and a structured mesh for the main plenum annulus. This configuration was selected to
ensure appropriate rotational symmetry. The inlet pipes are modelled using CAD and meshed using
ANSYS meshing 17.0 with an unstructured mesh. The inlet pipe mesh is sized in a similar manner to
inlet pipe of the volute. The body of the plenum is meshed with a structured mesh using Pointwise.
Meshes are coupled using a conservative general grid interface [72]. Owing to rotational symmetry,
the plenum is modelled as a 180° section and periodic boundary conditions are used. The validity of
periodic boundary conditions were assessed through comparison with a geometry of 360° extent. No
qualitative or quantitaitve differences could be discerned over the 180° model.
A grid study for the plenum is conducted using a refinement ratio of 2.0 Grid dependence for the
plenum is assessed in terms of nozzle efficiency and total pressure loss coefficient (see Equation 6.1
and 6.2). Results from this study are shown in Table 6.5. The difference in ηN of 0.3 percentage points
between the fine and medium meshes is deemed acceptable, with the medium mesh sizing selected
for further simulations.
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6.3 Plenum and volute design comparison
Overall performance is assessed based on nozzle efficiency and total pressure loss coefficient, defined
in Equation 6.1 and 6.2 respectively, as well as entropy rise. These parameters are calculated for both
geometries based on flux averaged quantities at inlet and outlet, and are shown in Table 6.6 along with
mean values for outlet flow angle.
Comparison between the geometries reveals that the volute out performs the plenum, with ap-
proximately 1
3
the entropy rise. Total pressure loss coefficient is small for both geometries, however
follows the trend in entropy, which is anticipated due to the low Mach number flow regime of the geo-
metries. Nozzle efficiency of the volute is 16 points higher than the plenum. Both geometries show a
similar average value of outlet flow angle, indicating that angular momentum losses are similar across
the geometries.
A further consideration for determining component performance parameters is the locations used
for calculation. Performance parameters in Table 6.6 are calculated from the inlet of geometries (i.e.
including a section of inlet pipe upstream), while a more appropriate measure is to utilise the inlet
to the region of interest in respective geometries. For both volute and plenum the additional penalty
of including inlet sections is 1 percentage point for ηN . Given the small discrepancy and consistency
between geometries, the inlet pipes are included in calculations of performance parameters for the
remainder of this chapter.
While component performance parameters are useful comparative measures, they do not provide
insight into overall turbine stage performance [29] or account for all loss mechanisms. To contextual-
ise component performance, a comparison of entropy rise is made with the loss breakdown figures in
Chapter 5 (see Figure 5.17 and Figure 5.10). These plots show entropy rise due to stator profile losses
at approximately 3 J kg−1 K−1. Table 6.6 shows plenum entropy rise to be of a similar magnitude.
Hence stage losses due to plenum entropy rise would account for approximately 2.5 points in stage
efficiency. Stage losses for the volute are smaller at approximately 0.85 points in stage efficiency.
To identify the source of losses in the geometries, streamline plots are generated for each geo-
metry. Streamlines are coloured by entropy gradient, with plots shown in Figure 6.5 and 6.6. Both
geometries show losses dominated by viscous friction in the high velocity regions of the domain, i.e.
in the region of the stator inlet and to a lesser extent near the inlet pipe walls. Further regions of
loss generation are observed in the transition from the inlet pipe to the plenum body in the plenum
geometry, and in the region of the tongue in the volute geometry.
Aside from component level entropy rise, two additional factors need to be considered in com-
paring geometries. Firstly, the uniformity and magnitude of flow angle at the exit of the respective
delivery systems, as this can have a negative impact on stator performance due to incidence losses
on stator blading [28]. Secondly, flow non-uniformities generated in the inlet delivery system may
persist into the stator and rotor, and impact stage performance [77]. Neither of these effects are ac-
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Table 6.6: Delivery system performance parameters.
Volute Plenum
ηN [%] 83.28 67.32
ζ [%] 0.44 1.27
∆s [J kg−1 K−1] 0.86 2.52
α1 [°] 64.37 64.17
Figure 6.5: Streamline plot coloured by entropy
gradient for nominal plenum design.
Figure 6.6: Streamline plot coloured by entropy
gradient for nominal volute design.
counted for in the loss breakdown presented in Chapter 5, with stator inlet modelled as uniform with
a constant, blade matched flow angle. Instead, inlet delivery system exit flow angle characteristics are
investigated in this chapter, with the intent that they are minimised as part of the inlet delivery system
design.
To quantitatively assess delivery system outflow conditions, outlet velocity components and ab-
solute flow angle (both calculated at the mid-span) are plotted in Figure 6.7 and 6.8 respectively. The
volute delivers a mid span average value of α1 = 69.35° with a standard deviation of 5.44°, compared
to the design requirement of α1 = 70°. Inspection of Figure 6.8 shows that this is maintained within 5°
in the region 120° < θ < 260°, with a discontinuity at approximately θ= 20° induced by the tongue.
The plenum also delivers close to the design requirement, with a mid span average value of α1 =
70.42° and larger standard deviation of 9.61°. Figure 6.8 shows two smooth peaks corresponding to
the two inlet pipes, which approach the limit of α1 =90°.
Further examining the outlet flow, uniformity can be characterised by angular variation in total
pressure, as shown in Figure 6.9 at mid-span. Figure 6.9 shows similar characteristics in total pressure
as for absolute flow angle in Figure 6.8 for the two geometries. Whilst the trends remain similar, the
discontinuity at the tongue of the volute is more pronounced.
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Figure 6.7: Angular variation of mid-span velo-
city components at the plenum and volute out-
let.
Figure 6.8: Angular variation in mid-span flow
angle at the plenum and volute outlet.
Figure 6.9: Angular variation in mid-span total pressure at the plenum and volute outlet.
Considering stator performance impacts, subsonic and transonic blading used in stators (as con-
sidered in Chapter 5) is usually of a symmetric NACA four digit foil design [28]. These foils experi-
ence noticeable performance degradation at incidence angles beyond 10° [28] when used in isolation.
Considering the present plenum design, the variation in outlet flow angle may adversely impact stator
performance due to incidence losses. Plenum geometry variation is assessed in Section 6.4 and 6.5 as
a means to smooth the variation in outlet angle.
6.4 Four plenum inlets
To assess the impact of additional inlet pipes, a new geometry is modelled with the same mesh density
as the twin inlet design. Inlet pipes are of reduced diameter and sized to match the inlet pipe total
sectional area (A0) with the previous geometry.
The performance of two and four inlet design plenums is compared in Table 6.7, which shows that
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Figure 6.10: Angular variation of mid-span velo-
city components at plenum outlet.
Figure 6.11: Angular variation in mid-span flow
angle at plenum outlet.
the variation in overall performance between the two plenum designs is small. The four inlet design
delivers closer to the design value of flow angle with a lower entropy rise. As with the comparison in
the previous section, the two plenum designs are compared for velocity, flow angle, and total pressure
at the outlet in Figure 6.10 - 6.12. Variation in these parameters is much reduced for the four inlet
design, most notably for mid plane flow angle, which shows a standard deviation of 0.95° compared
to 9.61° for the twin inlet design.
The reduced variation in outflow conditions for a four inlet design as illustrated in Figure 6.10 -
6.12, whilst maintaining comparable performance (see Table 6.7) indicates that a four inlet design is
the preferred solution of the two plenum designs considered thus far.
Table 6.7: Plenum performance parameters for inlet variation.
Twin inlet Four inlet
ηN [%] 67.32 67.07
ζ [%] 1.26 1.17
∆s [J kg−1 K−1] 2.52 2.31
α1 [°] 64.17 67.89
Further to favourable performance, multiple inlet pipes may be a desirable feature for turbines of
larger ratings. To maintain piping losses at an acceptable level, some authors have proposed a design
guideline limit of 30 m s−1 for pipe velocities [109, 110]. Considering stock pipe sizes capable of
pressure containment for sCO2 in conjunction with the desire to minimise piping losses, other authors
have proposed parallel runs of piping on the hot side of the cycle for utility scale applications [11].
Considering the favourable mechanical design characteristics for parallel pipe runs between hot
side heat exchanger and turbine for larger applications, the four inlet design warrants further invest-
Plenum geometry variation Section 6.5 111
Figure 6.12: Angular variation in mid-span total pressure at plenum outlet.
igation.
6.5 Plenum geometry variation
In the initial design, the body of the plenum was sized based on a specific application while minim-
ising system volume. The parametrisation of the design has not been checked, nor a design space
established. Furthermore, the entropy rise is of the present four inlet design is still higher than the
volute, and it is uncertain if this is a result of the current parametrisation. Examining mid-span values
for outlet flow angle in previous sections, particularly Figure 6.11, there is good agreement between
plenum outflow angle and that predicted by Equation 6.9. This suggests that Equation 6.9 is suitable
for the design of this style of inlet delivery system. In Equation 6.9, geometric parameters of the
outlet (A1 and r1) are defined by stator design, and outlet flow angle is constrained in order to main-
tain stage performance. To satisfy these three requirements, either A0 or r0 are free variables, i.e. a
plenum can be designed with low velocity inlet pipes with a large offset from the machine axis, or
with high velocity inlet pipes with a small offset.
To assess the impact of variation in r0 on performance, it is necessary to generalise the paramet-
risation of the plenum sectional geometry. For this, a new parametrisation in terms of r1 and r0 is
used, as illustrated in Figure 6.13. Using this sectional parametrisation the impact of variation in r0
on sectional geometry shape is shown in Figure 6.14. For the geometries considered in this section r0
is defined as a function of r1.
Using the parametrisation in Figure 6.13, four geometries in the range 1.25 < r0/r1 < 3.0 are
analysed, each with four inlet pipes. Geometries are first compared for entropy rise in Figure 6.15,
which shows a clear performance benefit to maximising r0/r1, and consequently r0. Nozzle efficiency
and total pressure loss coefficient are shown in Figure 6.16, which indicates that entropy rise is more
sensitive to total pressure loss than internal energy loss, as with the prior comparison between volute
and twin inlet plenum. This indicates that turbulent mixing within the plenum, characteristics of small
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Figure 6.13: Revised plenum section view.
Figure 6.14: Sketch of plenum sectional geo-
metry variation as a function of inlet pipe offset
(r0). Red outline showing small offset (r0/r1),
black outline showing large offset.
r0/r1, is a more significant loss mechanism than viscous friction.
While overall performance favours larger values of r0/r1 (i.e. larger plenums), the effect on total
pressure and exit flow angle at the plenum exit is also investigated for limiting cases of r0/r1 in
Figure 6.17 and 6.18 respectively. From these two figures, it is clear that a larger offset (r0/r1) is
beneficial for smoothing total pressure and flow angle distributions at the outlet of the stator. Fig-
ure 6.18 shows differing mean values for outlet flow angle at the mid span. Further investigation of
flux averaged flow angles for each geometries in Figure 6.19 shows a linear relationship with flow
angle and r0/r1. The lower value of flow angle observed for the geometry r0/r1 = 3.0 can be attrib-
uted to greater angular momentum losses in that geometry. For the geometry r0/r1 = 1.25 the flux
average of outlet flow angle is greater than that predicted by Equation 6.9. This can be attributed to
the inlet effective area being smaller than the geometric area due to higher pipe velocities (and vis-
cous effects) experienced by compact geometries. Mid plane velocities for the same two geometries
are compared in Figure 6.20, which reveals good agreement between the geometries for the radial
component of velocity, with only small circumferential variations, implying a uniform mass flux is
delivered to the stator. Figure 6.20 shows differences in the tangential component of velocity, with
a larger tangential component with larger circumferential variation for the more compact geometry.
The variation observed in outlet flow angle (as seen in Figure 6.18) for this geometry is similar to the
previous case of r0/r1 = 2.0 (as seen in Figure 6.11).
A comparison of overall entropy rise reveals that the best performing plenum geometry has ap-
proximately twice the entropy rise of a comparable volute, and that large r0/r1 plenums perform
best. In the context of stage performance, the penalty to stage performance of the best (r0/r1 = 3.0)
plenum geometry is approximately 1 % if interactions between the inlet system and downstream com-
ponents can be neglected. Considering downstream interactions, large r0/r1 plenums also deliver
more uniform flow, thus minimising incidence on stator blading.
6.6 Angular momentum correction
Across the designs considered thus far, there is some variation in flux averaged outlet flow angle.
This can be attributed to a variation in angular momentum loss across geometries. Considering this,
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Figure 6.15: Plenum entropy rise as a function of
r0/r1.
Figure 6.16: Plenum nozzle efficiency and total
pressure loss coefficient as a function of r0/r1.
Figure 6.17: Angular variation in mid-span total
pressure at plenum outlet for selected r0/r1. Figure 6.18: Angular variation in mid-span flow
angle at plenum outlet for selected r0/r1.
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Figure 6.19: Plenum average flow angle as a
function of r0/r1.
Figure 6.20: Angular variation of mid-span ve-
locity components at plenum outlet for selected
r0/r1.
Equation 6.12 may be more appropriate for the design of both plenum and volute. Comparing the
mass flow averaged flow angle of the twin inlet plenum and the volute with the design requirement,
and considering Equation 6.12, this leads to an angular momentum correction factor of S = 0.75 for
both these geometries.
For the four inlet designs, Figure 6.19 and 6.20 shows variation in flow angle attributable to
differing angular momentum losses between geometries. Angular momentum correction factor is cal-
culated for these geometries and shown in Figure 6.21, which indicates an almost linear relationship.
This relationship indicates that angular momentum loss can be attributed to the larger vortex path
travelled by the fluid in larger offset plenum designs.
Figure 6.21: Angular momentum correction factor as a function of r0/r1.
Comparing values of angular momentum correction factor to those reviewed in Section 6.2.1, the
lower values of the twin inlet plenum and volute imply that both designs have larger than typical
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angular momentum losses. These geometries all have comparable outflow requirements, with typical
vaneless volutes designed for an outflow angle of 70°, which is similar to the present application.
Potential causal factors for the higher losses in the present volute are both the high Reynolds number
of sCO2 flows, and the maturity of the design. It is recognised that the present design is not optimised,
with design considerations such as modifications to the free vortex equation (as noted by Whitfield and
Baines [113]), and more careful consideration to the tongue design likely leading to a superior design.
For the present volute exit flow angle remains relatively constant in the region 120° < θ < 260°,
comparing this with a mature gas turbine design presented by Simpson et.al [111], this region is
larger at 120° < θ < 320°. It is likely that this is the result of localised modifications to the free
vortex equation. For the present case, modifications such as these were not considered in order to
allow comparison of geometries on a similar level of design maturity.
6.7 Scaling and similarity
Turbine characteristics for different ratings examined in Chapter 4 indicate that across the ratings
considered, geometric and performance characteristics scale with specific speed, with stage Reynolds
numbers exceeding those at which Reynolds effects are significant. A similar Reynolds number scal-
ing argument holds for the inlet pipes, where Re = 1.1× 106 , and scaling effects are often neglected
for Re > 1× 106 flows [115]. The present application represents the lower limit for a sCO2 stage
Reynolds numbers, owing to the small geometric scale and conservative inlet conditions.
Considering that Reynolds number effects are not significant in scaling up designs, and the ap-
plicability of specific speed scaling as investigated in Chapter 4, the present design may be scaled up
to higher ratings where parallel hot side pipe runs may be more attractive for realising the cycle. Two
such applications are the 10 MW ratings considered in Chapter 4 of similar specific speed.
Examination of outflow conditions of hybrid plenum geometries considered thus far reveal that
architecture conforms to volute governing equations, i.e. Equation 6.12 holds true. As this relation
is purely geometric, it is likely that the impact of plenum performance variation due to off-design
conditions will be small compared to the remainder of the stage, particularly the rotor. Considering
this, off-design performance is not assessed.
Further to specific speed scaling, the present application for which the plenum and volute were
designed requires a highly tangential outflow (α1=70°), which is characteristic of a low specific speed
(ns = 0.26). Turbines with specific speed closer to those optimal for gas turbines (ns = 0.5) will
dictate a less tangential outflow angle [58]. It is likely that less aggressive outflow angles are achiev-
able with the present plenum design, with potentially lower entropy rise due to the lower angular
momentum requirement (see Equation 6.9). Furthermore, frictional losses at the delivery system exit
(see Figure 6.5) would correspondingly reduce due to a reduction in tangential velocity (see Equa-
tion 6.7 and 6.8 ).
116 Chapter 6 Inlet delivery system
6.8 Summary
In this chapter a numerical design space exploration of a hybrid plenum inlet delivery system is
conducted. The design space comparison reveals that the preliminary design methodology employed
in the design of volutes is transferable to the present plenum geometry.
A comparison of overall entropy rise reveals that the best performing plenum geometry has ap-
proximately twice the entropy rise of a comparable volute. In the context of stage performance, the
penalty to stage performance of this plenum geometry is approximately 1 %. A comparison of plenum
outflow conditions reveals more uniform outflow conditions for a four inlet design than twin inlet
designs, or the volute geometry considered. Studies on gas turbines reveal that flow non-uniformities
introduced upstream of the stage can have a significant impact on torque on rotor blades [77]. While
not evaluated in this work, the more uniform flow field that results from a four inlet hybrid plenum
may render its performance greater than a volute when interactions are considered for the entire stage.
An investigation of loss mechanisms for the hybrid plenum geometry reveals that the primary loss
mechanism is turbulent mixing. Accounting for this, larger geometries with lower flow velocities
are favoured if losses are to be minimised. This is at the expense of angular momentum losses,
which can be accounted for. For integration within a turbine pressure casing the efficiency benefit
offered through a larger plenum geometry needs to be evaluated against the additional space claim
and component volume.
While lower in overall net component performance, it is clear that the four inlet plenum archi-
tecture has benefits in simplicity of pressure casing construction and the reduction of total pressure
and flow angle discontinuities present in the volute design. For the present 100 kW application (mass
flow rate of 1.0 kg/s), parallel runs of pipework are unlikely to be necessary, and the mechanical
advantages of a simpler casing will need to be assessed against more complex pipework. For larger
applications, specific speed and Reynolds number considerations suggest that the presented method-
ology will deliver designs that deliver comparable losses. Here the mechanical design advantages for
cycle construction in utilising a turbine housing design with multiple inlets will be more pronounced.
Considering the demanding requirements for highly tangential flow for the present case, and that
losses in the plenum are due to turbulent mixing, it is likely that a hybrid plenum can be designed with
lower losses for applications with less tangential flow, i.e. those of moderate specific speed. A key
application of interest is ORC turbines, which are also characterised by a radial inflow configuration,
operation within a pressure casing, and rely on the stator to accelerate the flow prior to the rotor.
Chapter 7
Diffuser
The inclusion of a suitable diffuser in a turbine stage is essential for the efficient operation of the
turbine stage as an integral part of the turbine system and power cycle. Historically, exhaust diffusers
have been of interest in radial inflow turbines operating in open cycles due to the ability of the diffuser
to raise the stage total to static efficiency. This is achieved through reducing the rotor exit pressure,
thereby increasing the stage pressure ratio, and thus increasing work extracted in the stage [116].
Considering the present application of a closed loop cycle, a well-designed diffuser enables a turbine
stage to perform to its maximum potential by not adversely influencing turbine flow characteristics.
Additionally, an efficiently designed diffuser has the benefit of reducing additional work input or heat
discharge from the cycle on the cold side.
Aerodynamic components within turbomachinery need to be functionally separated from bearing
chambers. For supercritical CO2 turbines at the 0.1 MW to 5 MW shaft power there is a lack of
effective shaft sealing technologies [15], consequently current generation test loops utilise ineffective
sealing on turbomachinery, relying on make-up of working fluid. Due to the high operating pressures
of the cycle significant parasitic losses can be incurred when providing make up fluid [15]. Future
designs at this scale may utilise dry gas seals, however, these must be accompanied by substantial
auxiliary systems.
For typical radial inflow turbine systems, the rotor is supported from the rear in a cantilevered
arrangement as shown in Figure 7.1a. If the rotor layout is inverted such that the rotor exit is facing
the bearing system as in Figure 7.1b, the conditions for the sealing system are improved due to lower
static pressure and density at the seal inlet. While sealing conditions will improve, depending on the
design this can lead to less favourable rotordynamics and thrust loads. These factors may be addressed
through design and established secondary systems.
For cycle conditions corresponding to turbine inlet conditions of 20.0 MPa and 560 ◦C and a
turbine operating with an expansion ratio of 2.2 and an assumed turbine efficiency of η = 75 %, this
gives a leakage mass flow rate 1.6 times higher for configuration (a) using the calculation method
described in Appendix A. If higher stage enthalpy drops are utilised (i.e. more advanced power
cycles), as with Cycle 2, leakage mass flow rate becomes 2.4 times higher for configuration a).
Considering leakage characteristics and the associated parasitic losses, an inverted cantilever ro-
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(a) Conventional arrangement. (b) The proposed arrangement.
Figure 7.1: Cantilevered rotor layouts.
tor as shown in Figure 7.1b warrants further investigation, and may be a key enabler for single stage
radial inflow turbines for sCO2 power cycles in the 0.1 MW to 5 MW shaft power range. One key
consideration for the inverted cantilever rotor is the aerodynamic design and efficient packaging of
the diffuser and exhaust system, which must remain compact to minimise rotordynamic impacts. An
annular-radial diffuser discharging into a collector is a compact geometry that fulfils these require-
ments.
This chapter presents a design methodology for a combined annular-radial diffuser for a 100 kW
sCO2 radial inflow turbine stage. Diffuser geometry variation and performance are evaluated numer-
ically and assessed in the context of component and stage performance.
7.1 Theory
In isolation, the aim of a diffuser is to convert kinetic energy into a rise in static pressure. Diffuser
performance is typically described by the pressure rise coefficient, Cp defined in Equation 7.1. Where
subscripts in and out refer to diffuser inlet and outlet respectively. While this definition accounts for
static pressure rise, it does not provide any insight into kinetic energy at the diffuser outlet. Thus, it
is also convenient to calculate the total pressure loss coefficient, K described in Equation 7.2. The
denominator in both Equation 7.1 and 7.2 can refer to either the inlet of the diffuser, or an appropriate
location upstream. For the present work, all pressure rises and losses are normalised by diffuser inlet
values.
Cp =
Pout − Pin
P0, in − Pin (7.1)
K =
P0, in − P0, out
P0, in − Pin (7.2)
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Figure 7.2: A diffuser with arbitrary annular geo-
metry.
Figure 7.3: Sectional view of proposed geometry
for analysis.
For a diffuser of an arbitrary annular geometry as depicted in Figure 7.2, the ideal pressure rise
coefficient is defined according to Equation 7.3 [116].
Cp,i = 1− ( rin
rout
)2
tan2 αin + (
h2in
h2out
)
tan2 αin + 1
(7.3)
Where αin is the swirl angle at the diffuser inlet. For a diffuser without swirl, this reduces to Equa-
tion 7.4.
Cp,i = 1− 1(
Aout
Ain
)2 (7.4)
A key parameter of influence for diffusers is aerodynamic blockage [116], which is defined ac-
cording to the effective inlet area of the diffuser. Effective inlet area and blockage are determined
as follows. The general form of mass flux through a general surface is defined in vector form in
Equation 7.5. In scalar form for the diffuser inlet, this reduces to Equation 7.6. Equation 7.6 can be
used to determine Ain, eff, and hence aerodynamic blockage (B) can then be calculated according to
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Equation 7.7.
m˙ = Σi ρi(Ai · ~vi) (7.5)
m˙ = ρ(Ain, eff vin, ax) (7.6)
B = 1− Ain, eff
Ain
(7.7)
7.2 Background
It is recognised by several authors, summarised by Japikse [116], that multiple aerodynamic para-
meters influence the performance of a general diffuser. Parameters of highest influence are inlet
aerodynamic blockage (due to boundary layer thickness, or upstream blading, see Equation 7.7), dif-
fuser inlet velocity distribution, diffuser inlet swirl (αin), and inlet turbulence. Contrasting earlier
studies, Japikse and Baines identified that the influence of inlet Mach number and Reynolds number
are not typically appreciable for applications operating in a fully turbulent regime.
A key study into annular diffusers was that of Sovran and Klomp in the 1960’s [117]. This study
identified annular diffusers as industrially significant for turbomachinery applications, and invest-
igated performance of straight walled geometries. However, this study did not considered curved
end-walls or a transition to radial flow. Curved end-walls were considered by Moller [118] in a study
into a combined axial and radial diffuser, however, this study did not consider annular inlets.
Diffuser inlet swirl is anticipated in operation of turbines due to off-design operation and local
variations in the rotor outlet velocity at the on-design condition. Hence, any diffuser considered
for such an application should be swirl robust. Inspection of Equation 7.3 provides insight into the
relationship between geometry and the effect of swirl on pressure recovery. Considering this, there are
two simple cases that are swirl robust. First, purely axial flow (r=constant), which dictates no change
in passage area, and hence limits diffusion, as diffusion is primarily area governed [116]. Secondly,
purely radial flow (h=constant), where passage area increases with mean radius, leading to diffusion.
A hybrid annular-radial geometry combining the above characteristics was considered for the
present application in a preliminary study [119], with geometry schematically shown in Figure 7.3.
A fixed radial section spacing was used, and variations on annular inlet and bend were analysed with
steady state CFD calculations for the diffuser in isolation to the stage. As will be revealed later in
this section, these calculations were not of sufficient fidelity to adequately quantify the performance
of this geometry.
A similar hybrid annular-radial geometry was experimentally investigated by Japikse for a space
constrained turbine exhaust application in the late 1970’s [37, 116, 120, 121]. Results were sub-
sequently published in 2000 [121], which confirmed this geometry as swirl robust. With regards to
design of the inlet bend, the author noted that the length of the inlet bend should be short and of high
curvature to turn flow with minimal losses whilst boundary layers are small within the diffuser [121].
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Whilst the authors present general guidelines, no detailed geometric information regarding the design
of inlet bend of this diffuser is available. It does, however, appear from the illustrations presented
that the diffuser is designed with no change in passage area over the inlet bend. Further candidate
applications for such diffusers are in interstage ducting in multiple stage turbomachinery, such as the
multiple stage radial turbine expansion described at the beginning of this chapter. Further potential
applications in axial turbomachinery include interstage passages for intercooling on compressors, or
re-heating on turbines, however, detailed designs or design methodologies are not available.
Without a design methodology available for constructing a bend geometry from rotor outlet to the
radial section of an annular-radial diffuser, it is necessary to look to other applications. Moller [118]
presented a design method for an axial-radial transition with no change in passage area along the flow
path in the 1960’s. This method is modified for use with an annular inlet and used in the present work.
Axial-radial studies in the 1960’s and 1970’s also considered end wall contouring and spacing
of the radial section of the diffuser. An experimental study into wall taper in a radial diffuser by
Yingkang and Sjolander [122] showed that parallel walled diffusers produced the most consistent
pressure recovery coefficient with varying swirl angle. In considering the passage width of the parallel
radial section of an axial-radial diffuser, Moller [118] tested geometries scaled using a passage width
(h) as a ratio of inlet diameter (d) with non-dimensional size, a = h/d between 0.1 and 0.2. He
analytically determined the optimum as a = 0.143. In a review of axial-radial diffuser performance
presented by Japikse and Baines [37], experimental results of De Kranski and Sarpal show the optimal
as a = 0.15.
Whilst industrial effort in the 1950’s through 70’s was focused on characterising diffuser per-
formance as a function of geometry and flow regime, present efforts in the last decade have focused
on quantifying performance of diffuser geometries with consideration of realistic turbomachinery
outflow conditions and correlating experimental and numerical performance with URANS CFD cal-
culations.
A key study into the impact of an upstream turbine on diffuser performance was published by
Kluss et al. [78]. A key finding in this work is that when considering of inlet flow distortions,
diffuser efficiency as a function of normalised length shifts to smaller lengths than suggested by
design charts such as those of Sovran and Klomp [117]. The Kluss study demonstrated through
comparison with experiment that URANS CFD calculations simulating an upstream rotor, coupled
with an anisotropic turbulence model are necessary to provide a reasonable prediction of turbine
exhaust diffuser performance. Further efforts [79] on the same test rig confirmed the need for URANS
calculations and anisotropic turbulence modelling, and revealed that turbine rotor tip clearance flows
are a key feature in diffuser performance. Additional momentum close to the shroud surface, afforded
by the tip gap, supports the boundary layer against the adverse pressure gradient within the diffuser
and enables efficient operation of a more compact diffuser. Further studies [80, 81, 82] have also
highlighted the need for anisotropic turbulence modelling, and full stage URANS calculations in order
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to adequately model diffuser inlet flow distortions and hence reasonably predict diffuser performance.
Based on the reviewed characteristics of diffusers, a combined annular-radial diffuser is invest-
igated in this chapter using URANS CFD calculations for a single blade passage of an entire radial
inflow turbine stage. These calculations are also compared against RANS CFD for a single blade
passage, and URANS for the entire stage.
7.3 Methodology
7.3.1 Diffuser design
A range of diffuser geometries are created based on the layout shown in Figure 7.3, with the diffuser
inlet matched to the turbine rotor exhaust, and a range of passage widths (h) considered.
A review of geometric characteristics and prior geometries in Section 7.2 reveals that a short
diffuser inlet is desired in order to limit the adverse impact of boundary layer growth on performance
when turning the flow. The review of ideal pressure recovery characteristics in Section 7.1, and past
geometries [118, 119] reveals that it is desirable to maintain constant passage area on the inlet bend.
In the radial section of the diffuser, parallel walls are desirable, with radial section spacing scaled
according to the inlet.
Geometric relations for determining passage width h in Figure 7.3 are adapted from the meth-
odology of Moller [118], which are based on the diameter of a cylindrical inlet. Given that diffuser
performance is largely area governed, axial-radial relations are transferred to an annular inlet using
an equivalent diameter (deq) based on the inlet area, defined in Equation 7.8.
deq = 2
√
r2s − r2h (7.8)
The passage width of the radial section of the diffuser can be scaled to the equivalent inlet diameter
according to Equation 7.9
a =
h
deq
(7.9)
For the transition from annular to radial, a constant passage area is prescribed. The shroud curve is
prescribed first, with the hub curve numerically evaluated to maintain constant passage area. This
order of defining surfaces enables manufacturing of a more complex curve on a larger surface (the
hub). For simplicity, the shroud curve is prescribed as an elliptical section, defined by radii ra and rb
as shown in Figure 7.3. To maintain passage area as constant over the bend, ra is fixed according to
Equation 7.10.
ra =
deq
8 a
− rs (7.10)
The baseline geometry is defined with spacing in the radial section set at a = 0.15 based on prior
studies reviewed in Section 7.2. To fully define the diffuser geometry, it is necessary to size the inlet
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of the diffuser to match the exhaust of the turbine rotor. Design of the stator and rotor is detailed in
the following section.
7.3.2 Stage design
The selected stage geometry is characterised by low specific speed and is designed for a sCO2 cycle
with 20 MPa and 560 ◦C inlet conditions, an expansion ratio of 2.2, and a target shaft power of
100 kW. Whilst diffuser design is generally more critical for high specific speed stages (i.e. ns >
0.7), where rotor exit kinetic energy is appreciable [116], kinetic energy leaving the rotor is still
significant for low specific speed stages, at the equivalent of approximately 2 to 3 percentage points
total to static stage efficiency [58].
The stage geometry selected as the basis for the present diffuser study is the 100 kW preliminary
design presented by Qi et al. [53]. Geometry and operational characteristics are described in Table 7.1.
The detailed design of the rotor geometry, specifically the hub and shroud curves and blade angle
distribution follows the procedure defined in Chapter 5.
Table 7.1: Geometric characteristics of stage.
ns R3 b3 R4,H R4,S α3 αb2 β4 Zr Zs N
[-] [mm] [mm] [mm] [mm] [°] [°] [°] [-] [-] [krpm]
0.26 25.53 1.25 7.66 12.32 -68.28 80.91 85.90 16 21 120
Rotor blade thickness varies linearly from 1.0 mm to 0.5 mm from leading to trailing edge, with
no variation between hub and shroud. Shroud tip clearance is set to 0.3 mm for both axial and radial
clearance of the impeller based on minimum values proposed for the 300 kW turbine in Chapter 5.
The stator is designed using the recommended methodology and parameters form Chapter 5, how-
ever, utilises a linear thickness profile with thickness decreasing from 1.0 mm to 0.2 mm between
leading and trailing edge. Solidity (C/S) is set to 1.25, and interspace is sized such that R2,T.E.
R3
=
1.05, and blade angle αb2 is set using a deviation model according to the required value of α3.
The area ratio of the diffuser is set according to the desired velocity in downstream piping. To
obtain an estimate for the area ratio of the diffuser, flow within the diffuser can be approximated
as inviscid and incompressible. Previous studies on pipework for sCO2 revealed the importance of
setting a design velocity to size pipes such that viscous losses were minimised, and proposed a limit of
30 m s−1 [109]. For the present rotor, a diffuser inlet velocity of 50 m s−1 is predicted by the meanline
design. Considering continuity and conservation of angular momentum, an area ratio of 2.0 delivers
an estimated diffuser exit velocity of 25 m s−1.
While it is clear from Section 7.2 that a spacing of a ≈ 0.15 results in optimal diffuser geometries
for axial-radial diffusers operating with air, it is uncertain if this transfers to the present scenario of an
annular-radial geometry operating with sCO2. In order to test this, geometries with a range of values
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of a are considered within the limits of feasible bend geometries, imposed by constant sectional area
over the bend (see Equation 7.10) and turbine exhaust passage dimensions (see Table 7.1). Feasible
geometries lie in the range a = 0.075 to 0.175. Geometries with values of a in this range incremented
by 0.025 are trialled. For this geometry variation study ro and rb are held constant, with both taking
values defined from the nominal case. rb is set equal to ra for the nominal geometry. Section views of
the inlets of the resultant geometries are illustrated in Figure 7.4. Diffuser geometries are defined with
a fixed area ratio of 2.0, with differing radial extent (ro) owing to the parametrisation of the geometry
(see Equation 7.10).
Figure 7.4: Section view of diffuser geometries.
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7.3.3 Numerical model
Given the influence of rotor exit conditions on diffuser performance in prior studies, the entire turbine
Stage is modelled as a single passage for the stator and rotor, and diffuser. Stator and rotor geometry
are constructed using ANSYS BladeGen, with a hexahedral mesh created using ANSYS TurboGrid.
The diffuser geometry is generated utilising a python script, with meshing performed using Pointwise.
Simulations are conducted using the ANSYS CFX 18.1 solver [72]. RANS calculations are used
to determine appropriate mesh density and to initialise URANS calculations, whilst URANS calcula-
tions are used for performance calculations. RANS equations are closed with the SST k-ω turbulence
model [74], whilst the anisotropic SAS SST turbulence model is used for URANS cases [75, 76], as
used in prior numerical diffuser studies [80, 81, 82].
To enable faster time averaging for URANS calculations, the stator geometry is transformed to
match the pitch of the rotor, i.e. through setting Zr = Zs = 16. The diffuser is defined to match the
circumferential extent of the stator and rotor at 22.5°. The stator geometry as specified in Table 7.1 is
transformed to the pitch matched case through maintaining design solidity (C/S), and setting blade
angle such that the desired flow angle (α3) is achieved. This manipulation of stator geometry follows
the approach of a prior numerical study on stator-rotor interactions [98], which manipulated blade
count (whilst maintaining stator solidity and throat geometry) in either stator or rotor to allow for
faster time averaging of URANS calculations. While this approach requires fewer blade passes to
determine time averaged parameters, it also dictates that lower frequency stator-rotor interactions are
not resolved. Prior studies indicated that these interactions are not a primary parameter of influence
on stage aerodynamic performance for radial inflow turbines [93, 98]. For diffuser performance, these
interactions are likely to be less important, due to the distance of the stator-rotor interface from region
of interest. Given these considerations, URANS calculations with a pitch matched geometry are used
to conduct performance comparisons for a range of diffuser geometries, with results compared to a
higher fidelity approach of a full 360° stage in Section 7.8.
For all simulations, the inlet flow to the stator is modelled with a flow angle to match stator
blading. Boundary conditions for the stage are summarised in Table. 7.2. Walls are all modelled
as adiabatic, non-slip walls. The inlet flow is assumed to be fully turbulent, and modelled with
a turbulence intensity of 5 %. For steady state simulations, rotor, stator, and diffuser domains are
coupled using a frozen rotor interface. This interface allows for circumferentially non-uniform flow at
the diffuser inlet, which has been shown by prior numerical and experimental studies to be necessary
in replicating representative diffuser inlet conditions [78]. The use of frozen rotor interfaces also has
the benefit of increased numerical stability compared to mixing plane interfaces [72]. For URANS
calculations, domains are coupled using the transient stator-rotor interface in CFX.
The diffuser domain is extended with the inclusion of an artificial exit plenum as not to impose
the influence of exit boundary conditions upon the region of interest. The flow field calculated in the
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artificial exit plenum is not used in stage or diffuser performance calculations, with these calculated
prior to the diffuser exit. The artificial exit plenum consists of a diverging section that increases
in width from the diffuser outlet width to 13 mm over a radial distance of 20 mm. Following the
diverging section, a straight section of 10 mm is included. The diffuser inlet section mesh is matched
to the exit of the rotor. A sectional view of a typical mesh is shown in Figure 7.5.
Figure 7.5: Section view of a typical diffuser mesh.
Table 7.2: Boundary conditions for diffuser stage simulations.
Boundary Type Value
Inlet total pressure 20.0 MPa
Inlet total temperature 833.0 K
Outlet static pressure 9.09 MPa
sCO2 specific thermodynamic and transport properties are incorporated into the CFD solver through
the use of a user generated lookup table for CO2, with properties sourced from CoolProp [65]. The
lookup table is sized at 200×200 and spans the range of 6.0 < P < 22.0 MPa and 450 < T < 950 K.
A temperature and pressure range significantly exceeding anticipated values in the domain is selected
for numerical stability.
Second order numerical schemes are used for turbulence and advection. Solutions are deemed
to be converged when RMS residuals for mass, momentum, and turbulence are reduced by at least 5
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Table 7.3: Pressure rise coefficient for different mesh sizes
Coarse Medium Fine
Diffuser nodes [×106] 0.6 1.2 2.4
Cp [-] 0.492 0.486 0.483
orders of magnitude.
To maintain meshes of an appropriate size, wall functions are used where possible. This is a signi-
ficant consideration for sCO2 working fluid, as the resultant first cell height is 2 orders of magnitude
smaller than a comparable gas turbine (i.e. an APU or Turbocharger) for the same y+ [123]. A smal-
ler first cell height necessitates additional grid refinement in order to maintain an appropriate volume
ratio between neighbouring cells.
First layers within the stator and rotor mesh are sized to retain y+ in the desired range of 30
< y+ < 300 for the wall functions used by the selected turbulence model [72]. The diffuser mesh is
constructed with y+ less than 1.0 in order to accurately predict regions of separation. The impact of
the discontinuity in y+ at the rotor – diffuser interface is assessed through inspection of wall shear at
the interface, which is observed to be qualitatively continuous.
Grid dependence of the solution is assessed through steady state simulations on the basis of pres-
sure rise coefficient of the diffuser. Rotor and stator domains are sized consistent with Chapter 5,
and are composed of 462 thousand nodes in the stator and 1.2 million nodes in the rotor. For the dif-
fuser three grids are assessed with a refinement ratio of approximately 1.2, with performance of each
reported in Table 7.3. Based on these results, the medium mesh is selected for further calculations.
Grid dependence of the solution is assessed using steady state simulations based on total to static
expansion efficiency of the stage. Three grids are assessed, with total to static expansion efficiency
for each shown in Table 7.3. Grids are sized with a refinement ratio of approximately 1.2. Table 7.3
shows close agreement between the coarse and nominal grids with a difference of 0.03 percentage
points to stage performance. The difference between the nominal and fine grids is greater at 0.4
percentage points. The key causal factor for this discrepancy is numerically induced flow separation
at both the rotor trailing and leading edges. Further refinement of the fine mesh used in the grid study
results in an increasingly unstable solution in this region. As a consequence of the rotor mesh blocking
structure employed, selective refinement is not possible. Owing to the observed flow separation and
instabilities in finer meshes, the nominal mesh is selected for further calculations. The selected mesh
is composed of 462 thousand nodes in the stator, 1.2 million nodes in the rotor, and 596 thousand
nodes in the diffuser. The selected mesh density of rotor and stator domains is consistent with the
study in Chapter 5 for a turbine of similar specific speed and geometry.
For transient calculations, a time step study is conducted. Previous studies have used stage ef-
ficiency, calculated using time averaged parameters, to determine an appropriate time step [93, 98].
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These studies have however noted a general insensitivity of stage efficiency to the selected time step.
For the present work, diffuser inlet static pressure is used instead, as it provides an indication of blade
pass induced pressure variations within the diffuser. Time step values of 15, 30, 60, and 120 time steps
per blade pass are compared. Results are shown in Figure 7.6, with all calculations initialised from
the same steady state solution. Qualitative comparison of flux averaged inlet pressure (P5) reveals
that values obtained with time step values of 30, 60, and 120 are qualitatively similar. On this basis,
the time step value of 30 time steps per blade pass is selected for further calculations. This time step
is similar to that selected in several recent studies for subsonic stages using the same solver [93, 98].
Figure 7.6: Mass flow averaged diffuser inlet pressure versus number of blade passes for different time step
values.
Solutions are considered converged when variation in diffuser inlet pressure is less than 0.05 %
between successive blade passes and integer multiples of blade pass. Once deemed converged, the
time averaging interval for performance parameters is determined. Time averaged values of a general
flow field parameter (φ(xi)) are determined according to Equation 7.11, where N is the number of
time steps used for the averaging interval.
φ¯(xi) =
ΣNj=1 φ(xi, t)j
N
(7.11)
To determine a suitable averaging period, time and flux weighted averages of diffuser inlet pressure,
are compared for different averaging periods corresponding to integer values of blade passes in Fig-
ure 7.7. Based on the results shown, a time averaging period of 6 blade passes is selected.
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Figure 7.7: Average diffuser inlet pressure versus number of blade passes for the selected time step value.
7.4 Characterisation of inlet flow
Recall in Section 7.2 that diffuser inlet swirl (αin) and inlet blockage (B) are key parameters of
influence for diffuser performance. For the nominal diffuser geometry, the flux and time averaged
inlet flow angle equals 52°. For other geometries values of inlet flow angle are within 5° of the
nominal diffuser geometry. Whilst not per the design intent of the stage, the high level of swirl at the
diffuser inlet provides a suitable operating scenario to test swirl robustness of the diffuser design.
Investigating diffuser inlet swirl further, high swirl results from a higher than anticipated rotor exit
relative velocity, for which there are two main causes. First, geometric blockage remains unaccounted
for in the meanline design of Qi et al. [53]. Second, this is compounded by a discrepancy in the
predicted efficiency of 89 % from the meanline design, compared with 73 % estimated from steady
state calculations. The net effect of the blockage and efficiency discrepancy is that flow exits the
turbine with higher relative velocity.
Aerodynamic blockage (see Equation 7.7) is 26 % for the nominal geometry. Geometric blockage
due to blading in the rotor passage, calculated using the passage area at the trailing edge of blading as
an estimate of A5, eff gives values very close to the aerodynamic blockage. This suggests that diffuser
inlet aerodynamic blockage can be attributed to rotor passage geometric blockage at the exit. This
result is anticipated, as the boundary layer thickness of sCO2 flows is characteristically small due to
the high Reynolds number.
In addition to the diffuser operating with high inlet swirl and high aerodynamic blockage, the 3-D
calculations also reveal a significant shift in mass flux distribution towards the shroud surface with
approximately 20 % of the mass flux of the entire rotor outlet within the shroud tip gap. This result is
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highlighted in diffuser inlet streamwise velocity profiles, shown in Figure 7.8. Figure 7.8 shows that
geometries with lower values of a are characterised by larger tip gap velocities, and more uniform
streamwise velocities in the remainder of the passage. Variation in diffuser inlet velocity across
geometries indicates cross coupling between the rotor and diffuser. This is assessed in a Section 7.5.
Figure 7.8: Diffuser inlet streamwise velocity for selected geometries.
The combined influence of mass flux distribution, inlet aerodynamic blockage, and swirl reveal
that the diffuser is operating in an exceptionally challenging environment. The combined influence of
these parameters cannot to be accurately modelled with the diffuser considered in isolation. Therefore
a coupled (i.e. the inclusion of a rotor upstream of the diffuser) simulation is essential in order to
adequately resolve the underlying phenomena and adequately predict diffuser performance. This
observation is consistent with the prior studies reviewed in Section 7.2.
7.5 Diffuser performance at nominal flow conditions
Overall performance of geometry variants at the on-design condition is compared in Figure 7.9 for
pressure rise coefficient (Cp) and total pressure loss coefficient (K). Peak overall performance is
observed for the geometry of a = 0.1 with Cp = 0.49, with little variation in overall performance
from geometries a = 0.075 to 0.15. For the geometry a = 0.175 performance decays sharply, with
a reduction in 0.1 of Cp. To examine the differences between geometries, section views of the time
averaged static pressure fields are compared in Figure 7.10. Figure 7.10 indicates similar pressure
rises over the radial section, with key differences arising in the bend. Geometries characterised by
larger a show more accentuated regions of high pressure on the hub and low pressure on the shroud of
the bend. for the geometry a = 0.175 the flow separates at the transition from bend to radial section,
with re-attachment occurring in the radial section.
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To ascertain the source of losses in geometries, Cp andK are also evaluated for the bend and radial
portions of the diffuser separately (see Figure 7.3 for locations). Values of Cp and K are calculated
using values at the inlet of the diffuser to normalise; hence values determined for adjacent sections in
the geometry will be additive.
Examining the performance of the bend, Figure 7.9a shows the performance over the bend to
be approximately constant, aside from geometry a = 0.175. Figure 7.9b shows that total pressure
losses in the bend decrease with increasing a. This trend in losses is anticipated, as geometries with
small a are characterised by a larger bend passage length, illustrated in Figure 7.4. Pressure rise (Cp)
across the bend is not consistent with Equation 7.3, as by geometry definition there is no change in
passage area along the bend. This trend has however been observed experimentally [121] in similar
geometries. This rise in mean pressure over the bend can be accounted for due to the bend equalising
the highly non-uniform flow at the rotor exit [121].
The pressures rise, Cp, in the radial section increases slightly with a, whilst total pressure loss,
K, is approximately constant for geometries a = 0.075 to 0.15. Performance then reduces for a =
0.175 due to flow separation at the transition from the bend to radial section, a result of the localised
gradient in the bend as a consequence of the geometry parametrisation (see Figure 7.4). This could
be addressed by setting rb = ra.
Comparing characteristics of the radial section with the bend, the pressure rise coefficient is con-
sistently higher for the bend than the radial section. This does not follow the design intent, however,
suggests that the bend is a key feature in rendering the turbine exhaust flow more uniform.
(a) Cp versus a. (b) K versus a.
Figure 7.9: Diffuser on-design performance as a function of geometry.
To further investigate performance of the geometries, Cp and K are plotted along hub, shroud,
and meridional surfaces in Figure 7.11. Figure 7.11 shows Cp to be characteristically similar between
geometries for the radial sections of each geometry (denoted B-C in Figure 7.11 and shown schemat-
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ically in Figure 7.3). The prior observed effectiveness of the bend in converting the flow to a uniform
static pressure is confirmed in Figure 7.11, which show near identical values between surfaces for Cp
and K after station B, implying that the flow is nearly all mixed out after the bend.
Examining Cp for the bend in Figure 7.11, a key difference between geometries is the pressure rise
along the hub surface, where geometries with a larger value of a exhibit a larger pressure rise along
the hub surface. Cp of the shroud surface is characterised by peaks which shift in location and sign
according to geometry. For a = 0.075 and 0.175, the peak is negative. For the geometry a = 0.175
this results in a sharp drop in pressure on the shroud surface at the inlet of the radial section, leading
to a reduction in overall performance. Examining K, losses are higher along the shroud surface on
the bend of geometries. This can be attributed to the higher velocities and mass flux in this region,
generated by the high momentum flow in the tip gap.
Considering the radial section of geometries, the rate of increase in Cp is observed to be higher
at the start of the radial section (shown by a steeper gradient in Cp vs. normalised length) than at
the end. A corresponding trend is observed in K with increasing a, however, losses are smaller at
the end of geometries. The decrease in performance between inlet and outlet of the radial sections
can be attributed to boundary layer growth along the diffuser and it’s well known adverse impact on
aerodynamic blockage and radial diffuser performance [116].
Investigating differences between geometries, Cp along the bend is characterised by local peaks,
which shift in location according to geometry. For a = 0.1 the peak in shroud Cp is located close to
the bend inlet. This peak moves towards the radial section as a increases.
Diffuser performance can also be investigated through plots of the streamwise velocity profile,
shown in Figure 7.12. Figure 7.12 reveals that all diffusers have characteristically similar velocity
profiles, and that by the exit of the bend all geometries have rendered the flow more uniform. The
more uniform velocities seen at the end of the bend in diffuser geometries is consistent with prior
observed trends in Cp and K. Diffuser streamwise exit velocity of all geometries is close to the
design value of 25 m s−1 as prescribed in Section 7.3.2.
Investigation of component performance reveals that the investigated geometries are characterised
by similar performance, with a maximum difference in Cp of 0.007 between geometries in the range
a = 0.075 to 0.15. In each of the geometries, the bend equalises non-uniform pressure and velocity
fields present at the rotor exit. Key differences arise in the bend due to the present parametrisation
and end wall contouring, leaving opportunity to improve bend geometry definition.
Diffuser performance at nominal flow conditions Section 7.5 133
(a) a = 0.075. (b) a = 0.1.
(c) a = 0.15. (d) a = 0.175.
Figure 7.10: Contour plots of time averaged static pressure in diffuser passage for selected geometries.
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(a) Cp, a = 0.075. (b) K, a = 0.075.
(c) Cp, a = 0.1. (d) K, a = 0.1.
(e) Cp, a = 0.15. (f) K, a = 0.15.
(g) Cp, a = 0.175. (h) K, a = 0.175.
Figure 7.11: Diffuser pressure rise coefficient (Cp) and total pressure loss coefficient (K) along diffuser pas-
sage for selected geometries.
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(a) a = 0.075. (b) a = 0.1.
(c) a = 0.15. (d) a = 0.175.
Figure 7.12: Diffuser streamwise velocity (hub to shroud) at inlet (A), start of radial section (B), and end (C)
for selected geometries. Stations shown in Figure 7.3.
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7.6 Off-nominal performance
Investigation of component performance and examination of diffuser inlet flow conditions reveals that
all the considered diffuser geometries deliver adequate performance when subjected to adverse inlet
conditions of high swirl, blockage, and non-uniform mass flux. Whilst not per the design intent of the
stage, the high level of swirl at the diffuser inlet and corresponding observed component performance
suggests that the design is swirl tolerant, and should be robust to off-design operation. Diffusers
selected for operation in conjunction with turbomachinery should be performance robust, as a variety
of expansion ratios and inlet swirl angles are anticipated due to the need for turndown in operation.
Two additional off-design points are assessed for geometry a = 0.15 to determine the impact off
design turbine operation on diffuser performance.
In Section 7.4, nominal performance of the diffuser reveals effective operation with a high degree
of inlet swirl. To assess the operation of the diffuser at lower inlet swirl, shaft speed is increased
to 150 % of nominal, referred to as case OD 1. A further consideration for off-design operation is
turndown.
A previous study into turndown for sCO2 power cycles [108] revealed that reducing turbine inlet
pressure offered the lowest penalty to cycle and turbine stage efficiency for turndown operation. To
assess turndown operation of the diffuser, turbine inlet total pressure is reduced to 16.5 MPa, referred
to as case OD 2, and follows the 50 % turndown point of a cycle performance study [108]. Boundary
conditions for the two off-design cases are shown in Table 7.4.
Swirl angles are −26° and 63° for cases OD 1 and OD 2 respectively. Overall performance is
compared in Figure 7.13, which reveals an overall decline in diffuser pressure rise coefficient of
approximately Cp = 0.05 for both off-design operating points. This discrepancy can be attributed to
increased losses in the bend at off-design, whilst performance of the radial section remains almost
constant. The resultant negative and more extreme swirl angles of these cases adversely influences
bend performance. Overall however, the decline in performance is small given the high swirl, and
suggests that the a = 0.15 geometry is swirl robust. Given that all other geometries are defined in the
same manner with respect to swirl characteristics, it is likely that they will possess similar off-design
performance characteristics.
Table 7.4: Boundary conditions for diffuser off-design simulations.
Case Inlet pressure Shaft speed (N )
Nominal 20.0 MPa 120 krpm
OD 1 20.0 MPa 180 krpm
OD 2 16.5 MPa 120 krpm
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(a) Cp. (b) K.
Figure 7.13: Diffuser off-design performance for geometry a = 0.15.
7.7 Stage performance.
In evaluating diffuser performance, it is important to contextualise component performance with stage
performance. Figure 7.14 shows the trend in total to static and total to total stage efficiency as a
function of diffuser geometry, with efficiency measured at different locations within the diffuser.
Pressure ratio, mass flow rate, and Specific total enthalpy drop over the rotor is approximately constant
between diffuser geometries, indicated by the almost constant total to total efficiency as measured at
the rotor exit (station A). Differences in total to static efficiency arise due to diffuser performance and
how rotor exhaust total energy is distributed.
Total to static efficiency evaluated at the exit of the diffuser geometry (station C) is maximised
for the geometry a = 0.15, with a maximum difference in ηt,s of 0.89 percentage points between
geometries. Total to total efficiency at the exit of the diffuser geometry (station C) is maximised
for the geometry a = 0.125, with a maximum difference in ηt,t of 0.28 percentage points between
geometries in the range a = 0.075 to 0.15. While geometry a = 0.175 has a lower component
performance, the impact on the stage total to total efficiency is small, with a penalty in ηt,t of 0.55
percentage points compared to the best performing geometry.
For the present application, the most appropriate measure of efficiency for the stage is total to
total efficiency as measured at the diffuser exit (station C). Considering this, geometries a = 0.075
to 0.15 deliver very close performance, with a maximum of 0.28 percentage points difference in stage
efficiency between them. A further important mechanical consideration aside from axial space claim
for the diffuser is radial extent. sCO2 turbines require a thick pressure casing, with designs character-
ised by a common thermal and pressure barrier, as with steam turbines [2]. The preferred method to
secure these casings axially is with the use of tie bolts. In order to minimise forces on tie bolts, and
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Figure 7.14: Turbine stage efficiency at nominal flow conditions as a function of geometry, measured at loca-
tions shown in Figure 7.3.
thus maintain tie bolts at an acceptable size, it is desirable to minimise the radial extent of pressurised
passages within the casing. Minimising radial extent of passages has the added benefit of reducing
overall thermal mass of the casing, and thus improving the ability of the turbine to accommodate
thermal transient events. Radial extent (ro) of the investigated diffuser geometries is governed by
Equation 7.10 and rs, resulting in a greater radial extent for lower values of a. Radial extent of the
investigated geometries is shown in Table 7.5. Table 7.5 shows a significant size penalty in shifting
from a = 0.15 to a = 0.125, with approximately 1.5 times the radial extent. Considering that the radial
extent is similar or smaller than the stator inlet, the a = 0.15 and a = 0.175 geometries are favourable
designs for the present application from a mechanical design standpoint.
Table 7.5: Radial extent of diffuser geometries
a [-] 0.075 0.1 0.125 0.15 0.175
ro [mm] 64.84 48.34 38.68 30.0 27.64
7.8 Comparison of simulation approaches
The purpose of this section is to compare performance predictions for different simulation approaches.
Thus far, results presented are from URANS calculations for a single, pitch matched blade passage of
the turbine stage. As reviewed in Section 7.2, this appears to be the preferred level of simulation com-
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plexity for assessing diffuser performance under influence of rotor exit conditions, however, results
can be obtained much more rapidly from steady state (RANS) calculations. By contrast, if stator-
rotor interactions persist into the rotor as suggested by some recent experimental campaigns [82], it
may be necessary to model a non pitch matched stator and rotor, i.e. Zs = 21, Zr = 16. Non pitch
matched simulations rely on a profile transform at component boundaries, which may not accurately
replicate the problem. To this end, a full stage URANS simulation of 360° is conducted. Simulation
approaches and bulk performance characteristics (overall Cp andK) are summarised in Table 7.6, and
are further compared on the basis of pressure rise along diffuser passage in Figure 7.15b, and velocity
profiles in Figure 7.15a.
Table 7.6: Summary of simulation approaches
Case name RANS URANS 360
Zs 16 16 21
Zr 16 16 16
Passages modelled 1 1 All
Simulation Type RANS URANS URANS
Cp [-] 0.486 0.479 0.458
K [-] 0.407 0.403 0.418
(a) Diffuser streamwise velocity. (b) Diffuser pressure rise coefficient (Cp.)
Figure 7.15: Diffuser performance comparison for geometry a = 0.15 by simulation type. Performance
calculated at inlet (A), start of radial section (B), and end (C).
Cp and K as summarised in Table 7.6 indicate that differences in component performance are
minor between simulations. Investigating in more detail, Figure 7.15a shows that the core flow ve-
locity is a key difference between RANS and URANS cases. By contrast, inlet streamwise velocity
near the hub and shroud surfaces are similar between RANS and URANS cases. Results of the 360
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case are also plotted, which shows a core flow similar to the URANS case. Figure 7.15b shows that
URANS calculations predict a higher pressure rise earlier in the passage. The pressure along the hub
surface is in close agreement for both URANS calculations, with greater discrepancies between all
three calculations on the shroud surface. Whilst the discrepancies are greater on the shroud surface,
pressure rise is qualitatively similar between simulations.
Overall, results from the URANS single passage and 360° calculations are in close agreement,
which implies that stator-rotor interactions (captured only in the 360° case) are not significant to the
performance of the diffuser. The relative close agreement across all simulation types is in contrast
to previous modelling comparisons [78], which showed large discrepancies, and significant improve-
ments in performance estimates when URANS calculations in conjunction with the SST-SAS turbu-
lence model are used. A key difference to previous work [78] is the lower Mach number flows of the
present application.
7.9 Summary
In this chapter, a range of annular-radial diffuser geometries parametrised by passage spacing ratio
(a), and of equivalent area ratio are investigated for application to radial inflow sCO2 turbines.
Assessment of diffuser inlet conditions, and off-design performance analysis reveals that the
present diffuser design is performance robust to adverse inlet conditions including high swirl, high
inlet blockage, and highly non-uniform mass flux distribution. At component level under nominal
flow conditions, peak pressure recovery of Cp = 0.49 is observed for geometry a = 0.1, with similar
overall performance from geometries a = 0.075 to 0.15. Examination of pressure recovery coeffi-
cient and velocity profiles indicates that diffuser component performance is dominated by the bend
transitioning from axial to radial flow in the diffuser. The incorporation of a constant sectional area
bend is the key geometric feature in rendering the highly non-uniform turbine exit flow (dominated
by tip clearance flows at the shroud) more uniform. A key area for further investigation is end wall
contouring on the bend.
Analysis of overall stage performance reveals that there is some cross coupling with the other
components in the stage, however, the performance trends as seen at component level read across to
stage performance. All investigated geometries show similar total to static and total to total stage
efficiencies at the exit of the diffuser, with under a percentage point in variation between the best
and worst performing geometries. Given the similarity in performance of these geometries, it can be
implied that for the present flow regime and inlet conditions that performance is insensitive to passage
spacing ratio (a) across a broad range. In selecting an appropriate geometry, a key consideration is
the radial extent of the diffuser, which varies with a. For a fixed area ratio, radial extent is minimised
when a is maximised. For the present stage geometry, diffusers characterised by a> 0.15 are favoured
from a packaging standpoint.
Generalising the impact of diffuser performance in the context of a stage is not possible, as this is
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a function of kinetic energy at the rotor exit. For similar flow regimes and geometric constraints, the
optimum geometry should remain the same and should be characterised by similar component level
performance. The present application in sCO2 cycles and low specific speed turbines is characterised
by a relatively low kinetic energy exhaust stream. Cycles utilising high specific speed turbines, which
posses higher exhaust kinetic energy, and subject to the same packaging constraints may benefit more
from the proposed diffuser design. Considering such applications, the present diffuser design may be
useful in realising interstage ducting for multiple stage turbine systems in conjunction with medium
specific speed radial inflow turbine stages. An altogether alternative application would be interstage
ducting in axial turbomachinery, such as passages for intercooling on compressors, or re-heating on
turbines. The use of the present diffuser geometry for such applications would enable the efficient
slowing of flow prior to a heat exchanger within a confined axial space claim. Given the characteristic-
ally larger radii of axial machines, feasible geometries for such an application would be characterised
by lower values of a.
Considering the simulation approaches utilised, the close agreement between 360° URANS cal-
culations and URANS calculations for a single blade passage of pitch matched geometry implies that
stator-rotor interactions (captured only in the 360° case) are not significant to the performance of the
diffuser and that single passage, pitch matched URANS simulations are adequate to elucidate diffuser
performance for the present application.
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Chapter 8
Conclusion
In the introduction to this thesis, the case for CSP in rural Australia was outlined. It was stated that
current off-grid base load energy needs are often met through Diesel generation at small to medium
scale. A significant form of renewable power generation that offers the potential to supplant this
method of generation is CSP coupled with thermal energy storage. Off-grid areas in Australia receive
some of the highest and most consistent direct normal irradiation received globally, rendering CSP
favourable for these locations.
To maximise energy conversion efficiency of a CSP plant it is desirable to utilise a plant archi-
tecture with high concentration ratios to maximise plant operating temperature. To fully utilise the
potential plant efficiency benefits of these high temperatures, coupling with an advanced closed loop
thermal power cycle is essential. One such cycle is the sCO2 Brayton cycle, which exceeds thermal
limitations of the steam Rankine cycle, whilst maintaining an efficiency benefit over other gas Brayton
cycles. A key additional benefit of the sCO2 Brayton cycle when used in CSP applications is the min-
imal performance degradation when used in conjunction with dry cooling.
As the efficiency of a CSP plant is directly linked to the efficiency of the closed loop thermal power
cycle, maximising the efficiency of the cycle is key. For the sCO2 cycle, a review of characteristics
suggest that irreversibilities in heat transfer can be addressed though modifications to cycle layout.
This leaves turbomachinery as a major area for improvement for the sCO2 Brayton cycle. Of turbines
and compressors, the efficiency of the turbine has the largest impact on cycle efficiency.
Turbines used in large scale embodiments of steam Rankine and Brayton power cycles generally
consist of multiple stage axial flow turbines, however, the lower expansion ratio and volumetric flow
ratio of the sCO2 Brayton cycle may enable radial inflow turbines at smaller scales. The review of
sCO2 turbomachinery designs presented in Chapter 2 reveals that both axial flow and radial inflow
turbines are candidate architectures for the cycle. Radial inflow turbines are the preferred architec-
ture for smaller shaft powers, with the notional architecture change-over point placed in the range
10 MWe, up to 30 MWe. In the same chapter, turbomachinery design methods and characteristics
were reviewed, which showed a preference for specific speed sizing. Past prototypes for sCO2 cycles
were designed with a rigidly prescribed specific speed of ns ≈ 0.4, which is coincident with the
optimal value from prior gas turbine designs. Given the characteristics of the cycle, turbines are char-
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acterised by small scale, high shaft speed operation, with shaft speed being a key operational limit
imposed on aerodynamic design. Subject to constraints on shaft speed, prototypes have used multiple
stages, or lower expansion ratio cycles in order to accommodate designs of medium specific speed.
This predicament is compounded when the cycle conditions representative of the CSP application are
considered.
As an alternative to following gas turbine imposed design limits on specific speed, the feasibility
and component designs of low specific speed radial inflow turbine designs were investigated in this
thesis in the context of stage cycle sCO2 expansions. The specific aims of this thesis were stated in
the introduction, and are repeated here for reference:
• Understand how losses are distributed within low specific speed supercritical CO2 radial
inflow turbines at 1 MW to 10 MWe scale, how this differs from other applications, and
determine key geometric and performance attributes of this application
• Develop hot gas path component designs and design approaches that account for the chal-
lenges of supercritical CO2 operation
With these aims considered, the work contained in this thesis is summarised. In Chapter 4, ma-
chine sizing, and preliminary design of single stage radial inflow turbine expansions was explored for
shaft power ratings in the range 0.1 MW to 10 MW. Subject to benchmarked shaft speed limits, and
a gas turbine derived threshold value of ns = 0.2, it was determined that a conservatively rated sCO2
cycle (i.e. turbine inlet conditions and expansion ratio selected such that cycle performance has the
potential for equivalent performance to the steam Rankine cycle) could be spanned with a single stage
radial inflow turbine stage. With a move to CSP representative conditions (i.e. higher performance
cycles), the use of a single stage expansion was no longer feasible for many of the shaft power ratings
considered when subject to speed limits imposed by gearboxes.
Following specific speed sizing, meanline rotor design was conducted for multiple shaft power
ratings for both preliminary and state of the art sCO2 cycle conditions. All efficient rotor designs
were characterised by subsonic flows. Analysis of losses showed that rotor efficiencies of greater
than 75 % across all considered ratings were possible, and that specific speed was the primary feature
of scaling. Several of these designs were characterised by lower specific speed than the previously set
threshold of ns = 0.2.
To visualise low specific speed (ns ≈ 0.2) turbine performance, a h-s diagram is constructed using
scaled component entropy rises and enthalpy drop based on component results from Chapter 5, 6 & 7
using refined geometries. Result are shown in Figure 8.1. For clarity, only states in the stationary
frame are illustrated. Figure 8.1 highlights several key characteristics of losses for low specific speed
sCO2 radial inflow turbines:
• Stator and rotor losses are approximately equal, with comparable entropy rise across stator and
rotor.
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• Inlet delivery system losses are minor in the context of the stage
• The potential for diffuser to influence stage performance is limited by rotor exit kinetic energy
(i.e. P0,5 − P5)
A more detailed investigation of losses utilising RANS and URANS CFD of a 300 kW, ns =
0.19 turbine stage was conducted in Chapter 5. Initial investigations showed losses were higher than
predicted by preliminary methods. Further investigation revealed that stator losses of the preliminary
geometry were significant, prompting an investigation to minimise losses. Varying the stator-rotor
interspace size revealed that these losses could be minimised through a reduction in interspace sizing.
An investigation of underlying phenomena showed that wake structures due to blade trailing edges
were less significant for sCO2 than for gas turbines. This enables bladed components to be placed
closer together, thus minimising viscous losses. A further significant source of losses were determined
as inlet induced secondary flows in the rotor. An effective means to address these losses was the
addition of splitter blades, which provide additional flow guidance at the inlet of the rotor. The
addition of further main blades was found to be prohibitive due to exducer crowding.
Considering the loss breakdown of the refined geometry, it can be inferred that there is little
room for performance improvement through blade shape optimisation. Considering the constraints
of purely radial blading imposed in Chapter 4, and the off-design performance characteristics of the
300 kW geometry, it can be further implied that the stage performance benefit to utilising non-radial
inlet blading is small. This may change if thrust loading is required to be manipulated by changing the
degree of reaction of the rotor, which would dictate a change in inlet blade angle to maintain optimal
rotor performance.
With modifications to the interspace gap, stator blade profile, and rotor blade number, the effi-
ciency of the stage (composed of stator and rotor) was determined to be approximately 80 %, a value
similar in magnitude to that originally predicted by preliminary design. This suggests that with the
incorporation of new geometric relations that yield more compact geometries, preliminary design
methods may be relied upon to design efficient, low specific speed sCO2 radial inflow turbine stages.
Considering constraints imposed by pressure containment for the combined high temperature and
pressure of the sCO2 application, novel designs for components external to the bladed components
within the stage were investigated. Inlet delivery systems and exhaust diffusers were investigated in
Chapter 6 and 7 respectively for a 100 kW stage. Inlet delivery systems were modelled as standalone
components, and a comparison of a hybrid plenum against a conventional volute was made. This
comparison revealed that hybrid plenums with four inlet pipes were necessary to achieve sufficiently
uniform outflow for losses to be minimised with stator blade interactions. Analysis reveals that the
governing equations used to design volutes can be relied upon to design a hybrid plenum with offset
inlet pipes. Considering plenum sizing, turbulent mixing was observed to be the primary component
loss mechanism, with larger geometries favoured. Contextualising component performance with the
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stage loss breakdown presented in Chapter 5, losses were marginally greater for the best performing
plenum than the volute. Indicative losses of the plenum geometry are contextualised in Figure 8.1.
Scaling of the plenum was considered, with key advantages for multiple inlets identified for multiple
MW shaft power applications. Given the overall small penalty to stage performance, such designs
may be attractive from a manufacturing standpoint due to the simplicity of construction within the
turbine pressure casing.
Given the desire for compact gas paths within the turbine pressure casing, an annular-radial dif-
fuser was investigated in Chapter 7. The investigated design consisted of a annular-radial bend of
constant area discharging into a radial section with parallel walls. Geometries with different radial
spacing were investigated. Assessment of diffuser inlet conditions, and off-design performance ana-
lysis reveals that the considered diffuser design is performance robust to adverse inlet conditions
including high swirl, high inlet blockage, and highly non-uniform mass flux distribution. At com-
ponent level under nominal flow conditions, pressure recovery of Cp = 0.49 is observed for the best
performing geometry, with small variation over the considered geometries.
Examination of diffuser component performance revealed that the incorporation of a constant
sectional area bend is the key geometric feature in rendering the highly non-uniform turbine exit flow
(dominated by tip clearance flows at the shroud) more uniform.
Analysis of stage performance including diffuser showed some cross coupling with the other
components in the stage, however, performance trends observed at component level read across to
stage performance. For similar flow regimes and geometric constraints, the optimum geometry should
remain the same and should be characterised by similar component level performance.
The diffuser investigation was completed using URANS calculations of a coupled stator, rotor,
and diffuser of pitch matched geometry. Considering the highly non-uniform nature of diffuser inlet
conditions and cross coupling with the stage across all trialled computational approaches, modelling
as a stand-alone geometry would not adequately predict performance or geometry trends. The close
agreement between 360° URANS calculations and URANS calculations for a single blade passage of
pitch matched geometry implies that pitch matched URANS simulations are adequate for elucidating
diffuser performance in this application.
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(a) Stage.
(b) Exhaust section. (c) Stations within stage.
Figure 8.1: sCO2 radial inflow turbine representative h-s diagram. Constructed using results from Chapter 5 to
7.
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8.1 Future work
Stator-rotor interspace scaling
In Chapter 5, viscous losses within the stator-rotor interspace were identified as a significant loss
mechanism. A reduction in interspace size below that typical of gas turbines was determined to be
an appropriate measure in reducing these losses. Preliminary investigation revealed that interspace
size reduction beyond gas turbine limits was possible due to lower stator blade trailing edge wake
intensity for sCO2 than for air. For gas turbines, there is no clear agreement on how to scale the sizing
of the stator-rotor interspace. This is not problematic, given the small shaft power range for which
radial inflow gas turbines are typically designed. Given the shaft power range (and corresponding size
range) of candidate sCO2 machines, and significant efficiency penalty to over-sizing the interspace,
there is a need to determine how wake intensity scales with stator blade size. This will enable an
appropriate scaling method to be selected.
Tip clearance - mechanical development
A further significant loss mechanism Chapter 5 is tip clearance. Mechanical design should focus on
locally minimising rotor inlet clearance or developing shrouded rotors.
Tip clearance - aerodynamic design
If un-shrouded rotors are to be used, aerodynamic designs will be better informed if enhanced estim-
ates of mechanical clearance can be obtained. Further work is needed to quantify the impact of dense
gas on tip leakage flows, and appropriate tip clearance models will also need to be developed that
account for these flows, and the large relative clearances at the rotor inlet.
Rotor Structural performance
Prior studies into sCO2 summarised in Chapter 2 indicated that blade loadings on turbine rotors are
approximately equally split between fluid and centrifugal loading. While the blade design utilised
in Chapter 5 is benchmarked from a suitable low specific speed gas turbine design, the structural
performance remains to be quantified for the present load scenario. Further aspects such as rotor
system thrust loading and rotordynamics remain to be assessed for the proposed rotor design.
Validation of stage performance
While Chapter 7 indicates that interaction between components within the stage is minimal, inter-
actions between inlet delivery system and the stator and rotor should be checked. Critical to all the
performance predictions presented in this thesis, experimental validation should be performed.
Detailed assessment of low specific speed single stage vs. medium specific speed multiple stage
expansions
In considering the feasibility of single stage expansions in advanced cycles when subject to gearbox
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limits, further analysis is required to determine the loss implications of lower specific speed designs
(i.e. ns = 0.16). While trends in preliminary designs indicate that losses will remain comparable to
the stage analysed in Chapter 5, it is unclear if expansion in a ns = 0.16 single stage is more efficient
that multiple medium specific speed stage expansions. Multiple stage expansions will used medium
specific speed turbine stages, which should individually be of higher efficiency, however, there will
be additional secondary losses within the turbine system.
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Appendix A
Seal leakage estimate
To estimate the performance implication of shaft seals, seal leakage can be modelled as a choked
orifice, i.e.
m˙leak = C A
√
γ ρin Pin
(
2
γ + 1
) γ+1
γ−1
(A.1)
Where C is the orifice flow coefficient, A is the area of the orifice, and subscript in refers to
the orifice inlet. Assuming constant γ, a comparative measure of seal leakage between the shaft
configuration (a) and )(b) in Figure 7.1 can be determined as:
m˙a
m˙b
=
√
Pin,a ρin,a
Pin,b ρin,b
(A.2)
Inlet conditions for the two cantilevered rotor shaft sealing configurations can be determined as
follows. For configuration (b) (cantilevered from outlet) the seal inlet conditions can be approximated
as the turbine outlet pressure, i.e. the low side pressure of the cycle. For configuration (a) (cantilevered
in conventional manner), seal inlet conditions can be approximated as the stator exit conditions. Stator
exit conditions can be estimated based on the degree of reaction (Λ) of the turbine.
Comparative leakage mass flow rate can be re-written as follows:
m˙a
m˙b
=
√
P2 ρ2
P5 ρ5
(A.3)
Assuming ideal gas behaviour between turbine inlet and outlet, Equation A.3 can be expressed in
terms of temperature and pressure.
m˙a
m˙b
=
√(
P2
P5
)2(
T5
T2
)
(A.4)
Including the results of Equation 3.7 with Λ = 0.5, comparative leakage ratio becomes:
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m˙a
m˙b
=
√(
P0 + P5
2P5
)2(
2T5
T0 + T5
)
(A.5)
