Collectively a population contains vast amounts of knowledge and modern communications technologies increase the ease of communication. However, it isn't possible for a single person to aggregate the knowledge of thousands or millions and abstract useful information from it. Collective information systems are attempts to harness the knowledge of a population and to present it in a simple, fair and attack resistant manner.
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Introduction
Recommender systems are used in a large number of e-commerce web sites to personalise information for their customers. Although the simplest examples of recommender systems mealy suggest items that they have calculated will be to a person's taste, they can also be used in a more general way to make each website more customer-centric.
If, for example, a middle-aged father logs on to a hypothetical e-commerce web site, one would often not wish to suggest the latest in pop music or baby books, as these would be very unlikely to be of interest to him. Instead, one would be much better off to suggest to him books on cricket or gardening (for example).
So, to make any recommender system work we need to identify which kind of customer we are dealing with, and then use this to find out which items may be of interest to them. To do this we wish to collect a large sample of data from a number of sources and collaboratively filter it to suit our needs.
Inputs
In order to create a working recommender system we must collect a substantial quantity of data. The most straightforward method is to collect it directly from the user's own volunteered opinions. Almost all recommender systems ask the customer to rate items and this is by far the simplest way to create a recommender system. Most common rating schemes involve giving an item a mark out of 5 or 10 (or even 1.1 Introduction 1 RECOMMENDER SYSTEMS 100) however it is also possible to use a binary rating scheme which simply uses two ratings namely, "like"
and "dislike". The main drawback of a binary scheme is that it reduces the amount of data available to the system.
Demographics are another good form of input. This refers primarily to information drawn from the profiles of users. For example, giving information about age, gender, profession etc. This information can be used to help to categorise users and, in addition, we are able to use the statistical methods described below to create generalisations. Returning to our example of the stereotypical middle-aged father, we could use these methods (on the single data sample) to characterise a profile rule that states "All men between 40
and 60 like cricket and gardening". This would work wonderfully in this isolated case. However, this clearly demonstrates the major problem with this approach, namely that such generalisations are often false. Ideally we would like our system to be fully automated, so it is able to classify people without the need for any guidance. A final source of information that we can draw upon is the metadata of the items.
The metadata specifies properties of an item, including genre, author/artist, release date etc. In the extreme case, the full contents of an item (e.g. the text of a book) can be considered when grouping items. Such data may be used to make generalisations based on categories from the item profile, for example assuming that if someone likes one item then they will like all items by the same author/artist.
Outputs
Recommender systems normally produce two kinds of output: predictions and recommendations. Predictions represent a guess at how a user would rate an item for which no evaluation has been made. This requires a highly numerical approach and, as such, the methods that apply best to making predictions are the statistical methods. However, in most e-commerce environments making hard numerical predictions is superfluous.
Instead, what is required is a top-N list. The idea of a top-N list is that it produces a list of a certain size that contains the user's probable most favourite items and so can be given to the user as a recommendation list. If we are capable of generating predictions then it is easy to generate a top-N list sorting and selecting the n highest predictions. As we shall see when we look at the Item-Item similarity method used by Amazon.com, even this requirement can be relaxed in practice. The Item-Item similarity method does not attempt to return the best results, but merely good and safe guesses (very quickly).
Problems with Data and Solutions
Sparsity
One of the biggest problems with trying to find recommendations is the extreme sparsity of data in our database. Consider a system like Amazon.com's: we may have a million customers, several million items, giving us a database of~10 12 entries. However, each customer may make only a dozen recommendations on average giving us a density in the database of 0.001%. This will make it nearly impossible to apply most methods to the database, as there will be a real problem in obtaining a large amount of data about any item or customer with such little data. So it is a very good idea to perform some data improvement before we perform any processing to generate recommendations
Default Votes
A very easy way to make the database less sparse is to insert simulated ratings on behalf of users. In some systems it may prove better to put in ratings (or votes) across the whole database, although this will lead to a very large amount of data and we may well end up with the opposite problem to our sparse database.
Another method is to put in entries based on some condition, for example only put in recommendations for items that customers have purchased. The Default Votes system assumes that a customer likes any item that they have bought, and so gives it a high rating. A superior scheme involves using an average vote for an item as the default rating.
However, this makes little attempt to include each individual user's preference into the scheme and so it would be better to use a system that takes account of this. First we must start with a set of users,
..u l }, who have rated our particular item i, we then compute a correction term δ p = r p,j −r p .
This can then be used to correct the value of the of r i,j by using the following formula
We use the notation r i,j , to represent the rating by user i of item j, and r j the average rating of item j.
Cold Starts
The sparsity problem can be difficult to overcome after users have made a large number of recommendations, however it is even harder to overcome when the system has only just been started and there are no we need another solution.
Filterbots
Filterbots are automated ratings generators. They are treated in the system as nothing more than (highly prolific) customers who, as a bonus, don't need recommendations generated for them. A straightforward example is to produce a filterbot that uses an item's profile to choose which items it rates highly. This is called a genrebot.
The ratings given by genrebots greatly depend on how much metadata is available. A naïve implementation is to give a top rating to all items in the bot's specified genre and a bottom rating to everything else.
However, if the content information is more specific (say, for example, a 60's music-bot) then we could use a more in depth way of giving ratings. A simple implementation of 60's bot may be to give 5/5 to music released in the sixties, 3/5 to all music released in the seventies and fifties and 0/5 to all other music. Another good way to get bots to generate ratings is to base them on the average scores and the genre choice of the people who rated for these items; for example if 60's music bot discovers a CD and it has a high average rating but all of the users who have rated 60's music high have disliked this CD then the bot should similarly give a low rating. Another very good way of improving the quality of the database is to combine bots together for example we could have a database with an 80's music bot and a heavy metal bot, combining them would get a new bot with either more or less specific tastes depending on the combination method.
Scalability
The other major problem affecting most recommender systems is their ability to scale up to large systems.
As we already mentioned, Amazon.com's basic database is huge and attempting most statistical methods
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on such an amount of data would be nearly impossible. Therefore a major design decision has to be the degree of scalability that is acceptable.
Below, several methods are described which help to reduce the size of the database.
Consistency of User Input
Humans don't always have predictable simple tastes, in fact they rarely do and this leads to our statistical methods often running into problems. We therefore split the users into three classes based on their correlation co-efficients with other users. This is a value between -1 (absolute disagreement) and 1 (absolute agreement) that represents how closely two user's tastes correlate. The majority of users fall into the class of "white sheep"; those who have high correlation co-efficients with many other users and who will therefore, in theory, be easy to find recommendations for. The opposite type of people are the "black sheep";
those for who there are no or few people who they correlate with. This makes it very difficult to make recommendations for them.
On the positive side, for obvious statistical reasons, as the number of users of a system increases the chance of finding other people with similar tastes increase and so better recommendations can be made. A bigger problem is presented by "grey sheep". These users only partially agree or disagree with other users (have low correlation co-efficients with almost all users). They can cause a serious problem in a system because they can cause odd recommendations to appear for other users and they can be equally as difficult to predict as "black sheep".
Synonymy
Synonymy refers to the tendency for a number of very similar items to have distinct database entries. For example, two versions of the same item in different formats or editions. It's important that this is considered in the design phase of a recommender system as it can lead to a considerable waste of data and thus loss of predictive accuracy.
Although automated methods can be used to unify such items, they can run into certain problems. For example, items carrying the same name but being entirely different or markedly separate; like a film remake.
Thus it is best if synonymy information is already present in the database.
Neighbour Transitivity
Neighbour transitivity is the term used to refer to a problem with sparse databases, in that users who have similar tastes may not be identified as such if they have not both rated any of the same items. This could greatly reduce the effectiveness of any recommendation system which relies on comparing users in pairs and using this to generate results.
Scale and Transition
When users are asked to fill in ratings they will rarely use the same rating system to rate their items and so there is an element of scale and transition which needs to be taken into account. In general, a linear transformation can be applied, with the constraints that the user's choices must fit within the spectrum of do not experience any change in result based on the differences in user opinion and these are term Scale and Transition Invariant.
Basic Methods
Correlation Co-efficients
As mentioned above, a correlation co-efficient is an attempt to show how closely a pair of users correlate.
This forms the basis for a large number of the methods described below.
Root Mean Square
If we want to calculate the error between two sets of data (users ratings), one of the simplest methods to use is the Root Mean Square. This produces a value between 0 (no error) and M (maximum error) where M is the highest rating in the system (assuming the lowest is zero). It is given by the formula below where N is the number of items that the two users have in common:
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The big drawback of this system is that it only determines whether users agree or not -it cannot represent the case where they have opposite opinions.
Pearson's Co-efficient
If we wish to recognise when users disagree we need to rely on regression to show how closely two sets of data correlate. The standard form of Pearson's correlation co-efficient takes a set of data points (x i , y i ) and shows how closely they correlate using the formula below where n is the number of data points
However, to apply this to our system we must take the points as pairs representing the ratings given by each user. Ie, we use the formula
This gives us a value between -1 and 1 representing the correlation of any pairs of users. This function is scale and translation invariant.
Cosine Co-efficient
If we think of the user's preferences as being points in N-dimensional space, where each dimension represents an item and the position is based on the ratings given, then we can think of representing users by this vector. Comparing the distance between two points will give us the R.M.S. method described above, so instead we will try to compare the angle between a pair of vectors. If the angle is near zero then we know that the correlation is very good and so this results in a high value. If the angle is near πthen we know that the vectors are nearly perpendicular. Thus, we take the cosine of the angle and obtain a value that varies between -1 and 1 appropriately. We can calculate this co-efficient using the following formula
This also has the advantage that it is scale and translation invariant and so is the most widely used method in actual implementations.
Prediction Generation
Adjusted Cosine Co-efficient
The Adjusted Cosine Co-efficient is specifically optimised for item-item based Collaborative Filtering. It tries to account for differences in users scales of ratings.
Clustering
Once the correlation co-efficients have been calculated one of the best things to do is to group users together. This is referred to as as clustering and the groups as neighbourhoods. A common scheme to create neighbourhoods using a correlation co-efficient, is to pick a user and to generate a neighbourhood around them by choosing either a fixed number of the mostly closely correlated users, or choosing the set of users where the correlation co-efficient greater than a fixed threshold.
An alternative method is called the aggregate method which involves selecting an active user then appending the user who is closest to that user. Then, iteratively, adding the user who is 'closest' to the mean of the existing group. This is continued until either a threshold or size requirement is met.
Such neighbourhoods can then be used to create recommendations. For example, it's reasonable to assume that any item that was liked by one member of the neighbourhood would probably be enjoyed by all. It can also be used to aggregate large groups of people together and any further processing can operate on just a partition into neighbourhoods rather than a much larger number of users
Prediction Generation
Once we have generated a matrix of user similarities (and, possibly, have formed neighbourhoods), we wish to generate a set of predictions for our active user. One option would be to use the mean of the neighbourhood as the prediction. However, this only works if the neighbourhood consists of very closely correlated users, which implies that the neighbourhood is small.
A better method is to use the similarity co-efficients in the calculation to derive a prediction, this is done using the following formula:
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The advantage of this method is that we can use a neighbourhood created of not only those who strongly agree with our active user but also those who strongly disagree with our active user.
Most Frequent Item Recommendations
Most Frequent Item Recommendations is a very quick way to make item recommendations that are are safe and good. Firstly, we find a neighbourhood around our active user. The recommendation then consists of the items that have been most frequently bought or rated in this neighbourhood. This is good because it can quickly generate a top-N list, and most of the calculation, which is due to the clustering algorithm, can be performed offline.
Association Rule Based Method
If we are in a system where items are frequently bought, for example in a supermarket, then a better where support refers to how likely the user is to buy X and confidence the likelihood of the rule holding.
We define S(X) as the fraction of transactions carried out by the active user which contain the item X.
We then define the confidence of a rule X → Y as AR(X → Y ) = S(X)/S(X ∪ Y ).
Using these two metrics we can decide which of a potentially huge number of rules, which can be generated, are actually useful. A simple algorithm for finding top-N items from is to simply choose all rules that surpass a certain threshold value for support and then sort these rules by their confidence.
Content-Based Methods
Item-Item Similarity
The basic collaborative filtering algorithms outlined above are very computationally intensive processes.
Although this is acceptable in most cases, it becomes problematic when the size of the set of users is large. And when recommendations are required on the scale of the large e-commerce sites, it becomes impossible. Any algorithm which requires large amounts of processing and database access every time a recommendation is requested doesn't scale.
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In an attempt to solve this, Amazon.com developed Item-Item similarity [1] .
For each pair of items that a customer of Amazon has purchased, Amazon uses a similarity function and recomputes the similarity of all these pairs of items offline. When a recommendation is needed the past history of the user is used to quickly find similar items, remove items that the user has already purchased and rank them. This is a very fast operation that is done in real-time.
Common methods for item similarity computation are Pearson Co-efficient (1.3.3) Cosine Co-efficient (1.3.4), and Adjusted Cosine Similarity (which is the one that Amazon uses).
Probability Based Metrics
By using conditional probability rules on a binary set of ratings, and dividing them into sets. One of items which the user has purchased and the other of items that the user has not purchased. We can then calculate the conditional probability of purchasing and item I i given that that another item, I j has been purchased. The Conditional Probability-Based Similarity of these items, cond(i|j) is the number of users who purchased both items, divided by the total number of users who only purchased I j .
Where F req(k) is the number of users who purchased items k, which is often a list of items.
Then the Prediction Generation is done,and recommendations can be made to the user.
Hybrid Methods
The below example best illustrates Hybrid Methods.
Content-Based Methods
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The Interactive Interface Agent is the system that the user interacts with. It then invokes both a knowledge/content based filtering system, and a collaborative filtering system. By combining the results from both, usually using a weighted average, a combined prediction can be made to the user.
Strictly, this is not a generic hybrid system. Both systems used here are kept separate and do not interact with the other's results.
In order to deal with sparse information (either too few users or too few rated products) hybrid systems often incorporate the quality of the data in the predictions from each method. If the collaborative filtering system contains enough data, then it will be used as part of the prediction. But if there is little data, ie for a new product or user, then the knowledge based system is used to give the prediction until enough data has 1.6 Model-Based Methods
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been supplied to use a collaborative filtering system. Some systems allow the user to select which engine they would like to use. This is particularly helpful when someone is purchasing an item that is of a type that they have not purchased before; ie, a user who usually purchases educational textbooks, would not want their previous purchases used to recommend a children's book as the data would have no relevance. In this case the user may select the knowledge based engine, which can use user preferences to suggest suitable items.
Model-Based Methods
By developing a model of user ratings, and computing the expected value of a user prediction, having been given the users previous ratings on items, we build a model of the user. The models may be built using Bayesian networks (probabilistic), clustering (classification) or rule-based (association rules, between items purchased together) approaches.
Classification Problem for Machine Learning
One of the problems with collaborative filtering is that we often have sparse data; only a few entries over a large number of users and items. This can make it difficult for algorithms to make recommendations to users. By looking at it as a machine learning classification problem, we can overcome some of these
problems. An example below should explain: Figure 2 : An example User-Item matrix
If, using the table above, we wish to try and predict weather User 4 will like Item 4, we train a learning algorithm with information about the user's ratings of other items. In this case, User 4 has given 3 other ratings so we can generate feature vectors, one for each item that User 4 has rated. If we now look at the other three users and use a scale for rating where 3 or 4 corresponds to "like" and 1 or 2 corresponds to "dislike", then, by converting these into boolean values, 1 = like, 0 = dislike, we get the boolean feature 1. 
From this feature vector matrix, we can apply a supervised learning algorithm which, using a training example, can find a function that will give a correlation between each Item and the class of the item for that particular user. That algorithm can then be used to look at which users liked Item 4, which disliked it, and it can classify the item for the current user.
Evaluation of Methods
Accuracy
Accuracy is the term used to refer to how close to the actual human ratings, the predictions made by the recommender system are. The normal measure of this is the mean absolute error, which is defined as the mean absolute difference between prediction and true rating:
An alternative measure of accuracy is called a receiver operating curve. This plots the number of true positives against the number of false positives for a number of users and then draws a curve through this.
The idea is that the system should have points going along in a curve as in the diagram below, note that a straight line represents a random system.
Coverage
Coverage refers to the number of items that the system can make predictions about, which is normally expressed as a fraction or percentage. This metric is often irrelevant, however, as many systems require only a top-N list, not predictions on the entire database. However, some very good recommendations may be missed by such systems.
Recall & Precision
In a test of the system we first would attempt to train the it using a training set of recommendations. Then we would use a test set to measure the accuracy of the results. We define the hit-set as the number of recommendations from the test set that are included in the top-N recommendation list. We then define recall and precision over our test and training set as
Both of these are useful, but not very easy to understand. Since the values will change with the size of the system and the value of N , we combine this into a single more useful metric called the F1 metric defined thus:
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Utility
Utility refers to the fraction of the recommendations that the system makes, that are actually viewed by customers. This is obviously a key metric to the usefulness of our recommender system for e-commerce sites.
Performance & Scalability
One major problem faced when designing a recommender system is how fast and scalable the system will prove to be. There are a handful of metrics which may be helpful in measuring the performance of the system.
An important factor to consider is the computational complexity of the system. It is clear that the complexity of a system which has to calculate correlation coefficients for N users over M items is O(M N 2 ), which is very poor for scaling. However due to the sparsity of the matrix this is often much closer to O(N 2 ) time.
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Existing Work
As we have reported, much existing work deals with recommender systems, however little work has been done to address the problem of their susceptibility to manipulation by third parties.
In an attack to "capture" a certain demographic, an attacker can create many accounts on the system and rate items popular with that demographic highly. They can then rate another item (which, we suppose, the attacker has a financial interest in) highly. The correlation between the target demographic and the attacker's accounts will be high and the sheer number of accounts will push the attacker's item into recommendation lists.
Similarly, an attacker could drag down the predicted rating of an item by the same means.
Thankfully, a similar amount of work has been done on trust metrics[5] and distributed trust schemes [6] .
As a development of the ideas in this report we seek to harness this work in order to present a system which can better withstand attacks.
Direction
In order to withstand such attacks we must be able to differentiate between honest users and those trying to manipulate the system. Unfortunately, we cannot evaluate 'honesty' from a global context automatically.
A straightforward and probably quite effective scheme would be to increase the cost of submitting a rating. The cost could either be fungible currency (real money) or non-fungible proofs-of-work (e.g.
HashCash [7] ). As recommender systems are often linked with e-commerce sites the obvious method is to only let people rate items that they have purchased; thus introducing a high 'cost' to submitting a recommendation.
The drawbacks to this are equally obvious. It greatly reduces the amount of data that the system is willing to accept and makes the cold start problem even more pronounced.
So we turn to trust metrics in order to obtain a valuation of honesty from the point of view of each user.
Users are invited to elect 'friends' -those people who the user trusts to make honest ratings. Recommendations can then introduce trust as a factor into the calculations.
Generating Data
Trust Data
Unfortunately, no good databases of social networks are readily available (or, at least, findable). Many social software [10] systems exist, but they don't supply their data for commercial and privacy reasons. Of the two most famous examples of social networks (the Kevin Bacon network, and the Erdos network) the first is only for sale and the second is fractured into many parts.
Fortunately, much research [8] suggests that small world networks [9] are representative social networks.
Small world networks are generated by starting with a perfectly regular network and then rewiring random nodes. This leaves a network with high clustering, but short average path length as the rewired nodes form short cuts across the network.
So we imagine n nodes in a circle and connect each to its four neighbours (two on either side). Then, for each node, with probability 1 − p we add an arc to a random other node and, with probability 1 − p 2 we add another. As a test of a network's small-worldness, we can calculate the average path length between any pair of nodes in the network. The average path length drops off very quickly showing that is has small world properties. In the following graph, path length is the height, with p and n on the x and y axis. This confirms that the average path length is almost independent of the size of the network. We know that this is a property of social networks because the the famous work by Stanley Milgram which coined the phrase "Six degrees of separation". This diagram is clearer when animated, which can be seen at http://www.imperialviolet.org/suprema_vid.avi.
Ratings Data
If we cannot obtain data for a social network, then we certainly cannot obtain data for a social network which includes ratings for items! The several common datasets (MovieLens etc) do not include the friendships between users and so are of little use here. And, even if they did, we are not investigating the performance of a collaborative filtering scheme as such so using actual data is much less important. We only wish to show attack resistance, so a generalised dataset will suffice.
To this end, we consider all items and users to be points in a three dimensional cube. The rating of an honest user for any item is the distance between the user and that item. In this report, we generate 256 users and 1024 items. Each user rates a random selection of 128 items.
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In order to test the data we run the basic collaborative filtering algorithm:
1. Compare the active user to each of the other users in the system using a correlation function (such as the Pearson function)
2. Predict the rating that the active user would give to an item by taking the mean of the products of the correlation and their rating
If we do this for a random item and active user, we find that 39 other users had rated this item and that the method above suggests that the rating would be 0.425. By finding the distance between the active user that we selected and the item we find that the 'actual' rating would have been 0.415. So we know that this system gives good predictions in the original case.
Trust Network
We generate a small world network, as outlined above, with 256 nodes. Thus we have a social network and rating data each with 256 simulated users. We then link the two to create a dataset with a social network and rating data for each user. Given the lack of actual data we consider this a reasonable approach.
Arguments could be made that this isn't representative (e.g. friends are more likely to like the same music etc). However, these arguments aren't backed up by data and our algorithms shouldn't be so fragile as to be affected by this. Future work may seek to collect real data to test this assumption.
Trust
The trust metric we have chosen to use is very simple. We don't consider differing levels of trust; users are either friends or they are not. Friendship is symmetrical. To evaluate the trust between any two users we find the maximal flow (with the Ford-Fullerson algorithm) between them in the social network. The capacity of arcs in the network is generated specifically for each user. Arcs to friends of the user have a capacity of h 3 . Arcs to friends of friends have a capacity of h 6 and so on. For this report h = 0.8.
When evaluating a given item for a given active user a supersource is introduced. A supersource is used because the Ford-Fullerson algorithm only works with a single source and a single sink. The supersource has arcs to every user who has rated the given item with capacity equal to the product of the Pearson coefficient of that user with the active user and that user's rating of the item.
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The evaluation is then the maximal flow from the supersource to the active user. This, of course, is not a prediction and thus can only be used to rank the items.
Withstanding Attack
We now wish to evaluate if our trust based system is more resistant to attack. To simulate an attack we introduce 50 new users who's ratings are identical to user 0's, except that they give item 14 a top score.
Thus, this attack is designed to make user 0 buy item 14. The choice of item to attack was made based on the fact that it gets the lowest score of all the first 32 items when the attack is not performed. We refer to the action of introducing these dummy users as poisoning.
In the social network we attempt to simulate that these dummy users have all been created by an attacking user. Thus the attacking user makes all the dummy users his friends in order for them to have an effect. To evaluate each technique (basic collaborative filtering and trust based) we evaluate the score of each of the first 32 items with and without poisoning using user 0 as the active user. We then rank the items based on this score to see how the rank of item 14 has been affected.
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Conclusions
With the classical algorithm, item 14 goes from being in last place to being by far the highest scorer. This confirms that the most common collaborative filtering systems are vulnerable to manipulation. Since ecommerce sites are now commonly using them it is reasonable to assume that they are being manipulated at the moment by those with a financial interest in some of the products that they sell. And, if not, experience with computer security suggests that they soon will be.
The trust algorithm is effected much less than the classical algorithm by the attack. The effect of the dummy users is bottlenecked by the trust flowing out of the attacking user. But the important point isn't that the trust algorithm is effected less, it's that the algorithm provides the tools to defeat these attacks.
Many variables effect the flows in the trust network. Because of time limits in this report we have not explored how they can be used to tune the algorithm. If trust were set to decay more rapidly in the network the attack would have less effect (assuming that the attacking user isn't close to the active user) but, in the general case, this would reduce the number of ratings that are considered. Future work could investigate how changing this effects the results. Also, future work could expand the concept of trust to include different levels of trust. Heuristics could be developed to detect attack patterns in the network.
Future work may also investigate how approximations to the trust algorithm can reduce the computational load. The classical algorithm alone is too heavy a burden for real-time use over large databases. The trust algorithm is significantly more taxing still. However, intuition suggests that neighbourhoods could drastically reduce the set of users to be considered.
