Abstract-A new continuous sliding mode control approach is introduced with the dedicated mathematical tools. A timedelay modification/approximation of sign function is proposed, and it is shown that by substituting this new "sign" realization in the conventional sliding mode algorithms the main advantages of the sliding mode tools are preserved (like time of convergence and uniformity of stability with respect to matched disturbances), while the chattering is seriously reduced. These results are illustrated and confirmed by numerical simulations for the first order sliding mode control and the super-twisting algorithm.
I. INTRODUCTION
The sliding mode control and estimation algorithms became very popular nowadays due to their strong advantages: finite time of convergence and compensation of matched disturbances [1] , [2] , [3] . Despite of that the sliding mode solutions have also several drawbacks mainly originated by the impossibility of a perfect practical realization of sliding motion. Among these shortages it is necessary to mention the chattering phenomenon, which is a high frequency oscillation of control signal when trajectories stay around the sliding surface. The appearance of chattering may physically destroy actuator and/or degrade the performance of transients [4] , [5] . There are several approaches for chattering reduction [2] . One of the most popular deals with the high order sliding mode algorithms [6] , [7] , where the discontinuity, for example sign[y(t)] = y(t) |y(t)| , y(t) = 0 0, y(t) = 0 , with y(t) ∈ R and |·| is the absolute value, appears not in the control/estimated variable itself but in its derivative of higher order [1] , [2] . However, since a discontinuity is present in the system closed loop, it may negatively influence the transients through the corresponding derivative (if this derivative has a physical meaning in the system). That is why frequently for practical realization of sliding mode algorithms different approximations of sign functions are used [8] , [9] , like for instanceŝ ign[y(t)] = y(t) + |y(t)| with some sufficiently small > 0, or see also [10] for an interesting general sigmoid approximation. Such a control based on approximated sign functions received the name of continuous sliding mode [11] , [12] , [13] . The main drawback of existent approximations is that a chattering reduction is achieved by a price of quality loss (a practical convergence in the presence of matched disturbances with an exponential rate [8] , [14] ). In the present work a development of the continuous sliding mode control is presented that is based on a sign approximation using the time-delay framework, which guarantees the quality preservation (there is no static error in the presence of a matched disturbance and the speed of convergence is faster than exponential). The dynamical systems subjected by a time-delay, whose models are described by functional differential equations, find their applications in different areas of science and technology [15] . Analysis of delay influence on the system stability is critical for many natural and human-developed systems [16] , [17] , [18] . The problem of stability investigation in timedelay systems is much more complicated than for ordinary differential equations since design of a Lyapunov-Krasovskii functional or a Lyapunov-Razumikhin function is a complex issue.
Usually appearance of a delay in the system leads to the performance degradation and augmentation of analysis complicacy. However in this work we are going to introduce delay in a proper way into the system, in order to make an approximation of the sign function, proving certain performance in the system under chattering reduction. The obtained approximation is very simple and can be easily implemented in control/estimation systems based on the sliding mode algorithms:
where y(t) ∈ R is a variable whose sign has to be evaluated at time instant t ∈ R and τ > 0 is the delay. Obviously,
In this work the new continuous delayed sliding mode control framework will be substantiated, it is based on such an approximation and admits the following advantages:
• the control algorithms demonstrate faster than exponential convergence to the origin; • exact cancellation of matched disturbances is preserved despite of approximation; • chattering reduction. The outline of this work is as follows. The preliminary definitions for time-delay systems are given in Section 2. The motivating example of the first order sliding mode control algorithm is considered in Section 3. An extension to high order sliding mode algorithms is presented in Section 4. Several examples are considered for illustration of the obtained results.
II. PRELIMINARIES
Consider a functional differential equation of retarded type [17] :
where x(t) ∈ R n and x t ∈ C [−τ,0] is the state function, 
A. Discontinuous functional differential equations
It is known from the theory of functional differential equations [17] that under the above assumptions the system (1) with a locally Lipschitz f has a unique solution x(t, x 0 , d) satisfying the initial condition x 0 for the input d(t), which is defined on some finite time interval [−τ, T ) (we will use the notation x(t) to reference x(t, x 0 , d) if the origin of x 0 and d is clear from the context). If function
and it is discontinuous with respect to φ(0) and on a zero measure set N ⊂ R n only, following [19] , [20] we will consider its multivalued extension (define B ε (x) = {y ∈ R n : |x − y| ≤ ε} as a closed ball of radius ε > 0 around x ∈ R n ):
which is non-empty, compact, convex and upper semicontinuous [20] for any d ∈ R m . In particular, the multivalued extension of sign τ [y(t)] can be defined as follows:
In this case, instead of (1), the solutions of the following functional differential inclusion will be considered:
and for any initial condition x 0 ∈ C [−τ,0] the set of corresponding solutions of (2) initiated at x 0 for the input d can be denoted as S(x 0 , d).
For a locally Lipschitz continuous function V : R n → R + the upper directional Dini derivative for (2) is defined as follows:
A continuous function σ : R + → R + belongs to class K if it is strictly increasing and σ (0) = 0; it belongs to class K ∞ if it is also radially unbounded. A continuous function β : R + × R + → R + belongs to class KL if β(·, r) ∈ K and β(r, ·) is a strictly decreasing to zero for any fixed r ∈ R + .
B. Stability definitions
Let Ω be an open neighborhood of the origin in C [−τ,0] , and denote D set of all essentially bounded measurable input
The system (2) for d = 0 is said to be (a) stable if there is σ ∈ K such that for any x 0 ∈ Ω and all x(t,
(b) asymptotically stable if it is stable and lim t→+∞ |x(t, x 0 , 0)| = 0 for any x 0 ∈ Ω and all x(t, x 0 , 0) ∈ S(x 0 , 0); (c) finite-time stable if it is stable and for any x 0 ∈ Ω there exists 0 ≤ T x0 < +∞ such that x(t, x 0 , 0) = 0 for all t ≥ T x0 and all
} is called the settling time of the system (1).
If Ω = C [−τ,0] , then the corresponding properties are called global stability/asymptotic stability/finite-time stability.
If the above properties hold for all x(t, x 0 , d) ∈ S(x 0 , d) with any x 0 ∈ Ω and any d ∈ D, then the corresponding properties are called uniform stability/asymptotic stability/finite-time stability.
For the forthcoming analysis we will need LyapunovRazumikhin theorem, which is given below (the variants for ordinary differential equations are given in [17] , [16] ). Theorem 1. Let α 1 , α 2 ∈ K and η : R + → R + be a continuous nondecreasing function. If there exists a Lipschitz continuous function V : R n → R such that
and the derivative of V along a solution x(t) of (2) satisfies
for
If, in addition, η ∈ K and there exists a continuous nondecreasing function p(s) > s for s > 0 such that the condition (3) is strengthened to
Similarly, in order to analyze robustness of functional differential inclusions we will use an extension of the inputto-state stability (ISS) framework proposed in [22] .
Definition 2. The system (2) is called ISS, if there exist β ∈ KL and γ ∈ K such that for all t ≥ 0 it holds
, all essentially bounded measurable inputs d and all x(t, x 0 , d) ∈ S(x 0 , d).
Definition 3. A locally Lipschitz function V : R
n → R + is called ISS Lyapunov-Razumikhin function for (2), if there exist α 1 , α 2 ∈ K ∞ and χ τ , χ d , α ∈ K such that the following conditions hold:
for all solutions of (2)
and all essentially bounded measurable inputs d.
Theorem 2. [22]
If there exists an ISS Lyapunov-Razumikhin function V for (2) and χ τ (s) < s for all s > 0, then the functional differential inclusion (2) is ISS from d to x with the gain γ(s) = α
III. APPROXIMATION OF THE FIRST ORDER SLIDING MODE ALGORITHM

A. The rate of convergence
First of all, let us consider the systeṁ
for x 0 ∈ C [−τ,0] with τ > 0 and k > 0, in order to evaluate the rate of convergence in a system with the introduced approximation of the sign function, in this case
. First of all note that for (4) the origin is the equilibrium: once x(t ) = 0 for some t ≥ 0, then x(t) = 0 for all t ≥ t . For any x 0 ∈ C [−τ,0] consider 
is not increasing and the system is stable. Using this fact and introducing the sequence of a i = |x(iτ )| for i ≥ 1, it is possible to show that
Moreover, the rate of convergence of this sequence is polynomial, and for small amplitudes of x(t), the state of (4) converges to zero with a hyper-exponential speed 1 . To confirm this conclusion, the results of this sequence calculation for different initial values of a 1 and for kτ = 1 are shown in Fig. 1 in logarithmic scale.
The following result can be proven (all proofs are excluded due to space limitations). Lemma 1. The system (4) is globally asymptotically stable, and it has a hyper-exponential rate of convergence.
Consequently, the proven rate of convergence in (4) is not finite-time, and by this it is slower than in the original systeṁ
but anyway it is much faster than an exponential rate, which can be obtained using standard approximations. Another consequence of this result is that in (4) there is no chattering of the right-hand side (that explains the paper title). For an illustration, the results of simulation of (4) and (6) with the discretization step h = 10 −4 are given in Fig. 2 for x(s) = 1, s ∈ [−τ, 0] and k = τ = 1. The solid red lines represent the variables x(t) andẋ(t) generated by the system (4), the dash blue lines correspond to the variables of the system (6).
B. Uniform and robust stability/convergence
Now let us consider the perturbed version of (4): (4) and (6) where d 1 (t) ∈ R and d 2 (t) ∈ R represent the measurement noise and the additive disturbance respectively. As usual in the sliding mode theory, we will be interested in the case when ||d 2 || ∞ < D and k > D, in this casė 
Consider for (8) a Lyapunov function candidate V [x(t)] =
k ≥ D + for some > 0, where 0 < p < 1 and b > 0.5, and the following restriction is satisfied on trajectories of (8):
then the following relation can be proven under (9):
Thus V is an ISS Lyapunov-Razumikhin function for (8) with respect to an extended input
T to x(t):
The results of simulation with the discretization step h = 10 −4 in the Euler method for (7) and the conventional sliding mode systeṁ
are shown in figures 3 and 4 for k = 1 and τ = 1 (in this case b = 10 3 , p = 0.96 and = 10 −2 for the given D = 0.9 and k = 1). In the top of Fig. 3 the variable x(t) is shown for both (7) (red line) and (10) (blue line), for d 1 (t) = 0 and d 2 (t) = 0.9 sin(5t). At the bottom of the figure the variable u(t) = sign τ [x(t) + d 1 (t)] for (7) (red line) and the signal −d 2 (t) (green dash line) are plotted (the variable Figure 3 . Trajectories of (7) and (10) (7) and (10) with d 1 (t) = 0.1 sin(10t) u(t) represents a kind of "control" approximation in a sliding mode control system) with its zoomed version for the last second of simulation. The variable u(t) = sign[x(t) + d 1 (t)] for (10) is not shown since it represents a pure chattering after approximately 1 second of time. As we can conclude, the system (7) has much less chattering and its signal u(t) estimates d 2 (t) directly without a need of filtering, which is usual for conventional sliding mode control and estimation systems. In Fig. 4 the results of simulation are shown for d 1 (t) = 0.1 sin(10t) and d 2 (t) = 0.9 sin(5t), the variables x(t) and u(t) are shown for (7) (red lines) and (10) (blue lines). In this case, again, the variable x(t) has a similar behavior for (7) and (10), but u(t) contains less chattering for (7).
IV. APPROXIMATION OF HIGH ORDER SLIDING MODE
ALGORITHMS
The main idea of the proof of Lemma 2 has the following interpretation: if for sign 0 [x(t) + d 1 (t)] the sliding mode system has an ISS Lyapunov function V , and since sign τ [x(t) + d 1 (t)] can be reduced to sign 0 [x(t) + d 1 (t)] under the Lyapunov-Razumikhin arguments, then V is an ISS Lyapunov-Razumikhin function for the system with sign τ [x(t) + d 1 (t)]. Thus a simple extension for high order sliding mode systems can be obtained.
Consider a conventional sliding mode system:
where x(t) ∈ R n is the state, d(t) ∈ R m is the disturbance, G : R n+m+k → R n and s : R n → R k are continuous functions, s(t) = s[x(t)] ∈ R k is the sliding surface variable (application of the sign function to a vector argument is understood elementwise). Assumption 1. Let the system (11) be ISS from d to x and there exist an ISS Lyapunov function V : R n → R n such that
for some α 1 , α 2 ∈ K ∞ and χ d , α ∈ K.
Let us introduce another time-delayed modification of the sign function for the high order case:
and |s(t)| = 0
and |s(t)
for some constant 0 < p < 1, where V has been introduced in Assumption 1. As before, sign
Theorem 3. Let Assumption 1 be satisfied for the system (11). Then for any 0 < τ < +∞ the systeṁ
is also ISS from d to x.
For an illustration of the result of this theorem consider the super-twisting differentiator:
where 0 < k 1 < k 2 are parameters,
As a Lyapunov function candidate take one from [24] (the Lyapunov function proposed in [25] also can be used):
T and the matrix P is a solution of the Lyapunov equation A T P + P A = I, where I is the identity matrix and
The results of simulation for k 1 = 1, k 2 = 2, τ = 1 and d(t) = sin(5t) with the discretization step h = 10 the blue dash lines correspond to the variables of (13), the variable u(t) in both cases demonstrate the function sign(·) behavior and its approximation. As we can conclude from this numerical experiment, the higher order sliding mode algorithm behavior is quite nice and smooth (see the variables x 1 (t) and x 2 (t)), but even in this case a chattering reduction is achieved by a slight decrease of the convergence rate using the new continuous delayed sliding mode algorithm.
V. CONCLUSIONS
In this note the Continuous Delayed Sliding Mode control has been presented, which demonstrates how by a delay introduction in the closed-loop of a nonlinear system it is possible to improve the quality of transients. An approximation of the sign function has been given based on delayed values of the processed variable, which ensures chattering reduction for the sliding mode control and estimation algorithms. The delay has been introduced in a way that under the LyapunovRazumikhin conditions the system is reduced to its original non-delayed form, then its stability can be easily concluded. Efficiency of the proposed approach has been demonstrated on examples: the chattering can be avoided (see Fig. 2 ) or tolerated (see figures 3-5) by a slight decreasing of the convergence rate, in addition, the matched disturbances are compensated.
