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Perturbations of black holes, initially considered in the context of possible observations of astro-
physical effects, have been studied for the past ten years in string theory, brane-world models
and quantum gravity. Through the famous gauge/gravity duality, proper oscillations of perturbed
black holes, called quasinormal modes (QNMs), allow for the description of the hydrodynamic
regime in the dual finite temperature field theory at strong coupling, which can be used to pre-
dict the behavior of quark-gluon plasmas in the nonperturbative regime. On the other hand, the
brane-world scenarios assume the existence of extra dimensions in nature, so that multidimen-
sional black holes can be formed in a laboratory experiment. All this stimulated active research
in the field of perturbations of higher-dimensional black holes and branes during recent years. In
this review recent achievements on various aspects of black hole perturbations are discussed such
as decoupling of variables in the perturbation equations, quasinormal modes (with special em-
phasis on various numerical and analytical methods of calculations), late-time tails, gravitational
stability, AdS/CFT interpretation of quasinormal modes, and holographic superconductors. We
also touch on state-of-the-art observational possibilities for detecting quasinormal modes of black
holes.
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I. INTRODUCTION: NEW ASPECTS OF BLACK HOLE
PERTURBATIONS
Isolated black holes in equilibrium are intrinsically sim-
ple objects: They are much simpler than ordinary matter
around us because they can be described by only a few
parameters such as their mass, angular momentum, and
charge. This simplicity, however, is apparent only be-
cause one never has an isolated black hole. Black holes
in centers of galaxies or intermediate-mass black holes al-
ways have complex distributions of matter around them,
such as galactic nuclei, accretion disks, strong magnetic
fields, other stars, planets, etc., and are therefore ac-
tively interacting with their surroundings. However, even
having been removed from all macroscopic objects and
fields in space, a black hole will interact with the vacuum
around it, creating pairs of particles and evaporating due
to Hawking radiation.
Thus, a real black hole can never be fully described by
its basic parameters and is always in the perturbed state.
Whenever you want to know something about stability,
gravitational waves, Hawking evaporation of black holes,
or about the interaction of black holes with their astro-
physical environment, you have to start from an analysis
of their perturbations. Moreover, the first moments after
the formation of a black hole due to gravitational col-
lapse of matter, the black hole is in a perturbed state. A
perturbed black hole can be described by the metric gµν
that can be written as
gµν = g
0
µν + δgµν . (1.1)
The metric g0µν is the space-time of the nonperturbed
black hole when all perturbations have been damped. It
is called the background. In the lowest, linear approxi-
mation, the perturbations δgµν are supposed to be much
less than the background δgµν ≪ g0µν . For example, g0µν
can be the well-known Schwarzschild or Kerr solutions.
Once a black hole is perturbed it responds to pertur-
bations by emitting gravitational waves whose evolution
in time can be conditionally divided into three stages:
1) a relatively short period of initial outburst of radi-
ation,
2) usually a long period of damping proper oscil-
lations, dominated by the so-called quasinormal
modes (“quasi” here means that the system is open
and loses energy through gravitational radiation),
3) at very large time the quasinormal modes are sup-
pressed by power-law or exponential late-time tails.
The major part of this review is devoted to the sec-
ond stage of the evolution of perturbations represented
by quasinormal modes. There are a number of reasons
for such special interest in quasinormal modes. First, if a
new generation of gravitational antennas such as LIGO,
VIRGO, LISA, and others manage to detect a gravita-
tional signal from black holes, the dominating contribu-
tion to such a signal will be the quasinormal mode with
lowest frequency: the fundamental mode.
Another motivation comes from the famous dual-
ity between supergravity in anti-de Sitter space-time
(AdS) and conformal field theory (CFT), AdS/CFT
correspondence1,2. The AdS/CFT correspondence says
that quasinormal modes of a (D+1)-dimensional asymp-
totically AdS black hole or brane are poles of the retarded
Green’s function in the dual conformal field theory in D
dimensions at strong coupling. The latter allows us to de-
scribe various properties of strongly coupled quark-gluon
plasmas which cannot be studied by traditional pertur-
bative methods of quantum field theory. Recent achieve-
ment in this direction was the conjecture of the universal
value 1/4π for the ratio of viscosity to the entropy den-
sity in quark-gluon plasma3. The universal value 1/4π,
which follows from string theory, is the same for a variety
of dual gravitational backgrounds and is close to the one
observed at the Relativistic Heavy Ion Collider (RHIC)4.
Usually we can talk about the following types of black
holes:
1) supermassive black holes in centers of galaxies with
masses M ∼ (105 − 109)M⊙,
2) intermediate mass black holes M ∼ 103M⊙,
3) stellar mass black holes M ∼ 10M⊙,
4) miniature black holes (intrinsically higher dimen-
sional in string theory and brane-world scenarios)
with masses of at least a few Planck masses or more.
Perturbations of the first three types of black holes
are important for astrophysical observations, while the
fourth type gives its own motivation for study. It is
worth remembering that in D = 4 space-time, due to the
uniqueness theorem, there is only one solution of the Ein-
stein equations that describes a stationary rotating black
3hole – the Kerr solution. Thus, we have only one can-
didate for a black hole metric in four dimensions, which
is the Kerr metric. In D > 4 space-times the situation
is different because there is no usual uniqueness theorem
and, as a consequence, there are a number of “black”
solutions with an event horizon such as black strings,
branes, rings, saturns, etc5. These solutions have differ-
ent topologies, for instance a black ring has the topology
of a doughnut, and many of them are probably grav-
itationally unstable. In order to learn which of these
higher-dimensional solutions are stable, and thus could
exist in nature, one needs to find their spectra of gravita-
tional quasinormal modes. Stability is guaranteed when
all quasinormal modes are damped. Stability of higher-
dimensional AdS black holes is also important because
the onset of instability of a black hole corresponds to the
thermodynamic phase transition in the dual field theory6.
Thus, quasinormal modes of higher-dimensional black
holes are connected with stability, thermodynamic phase
transitions and the hydrodynamic regime of strongly cou-
pled field theories.
We note that two reviews on quasinormal modes of
astrophysical black holes and stars appeared in 19997,8,
and one recent review on quasinormal modes of black
holes and branes9 appeared when we were writing this
manuscript. When choosing the material for this re-
view, we emphasized those questions which were not re-
lated in detail in these reviews. Thus, we made a review
of methods for separation of variables in the perturba-
tion equations (Sec. II), related presently used numerical
and analytical methods for finding quasinormal modes
(QNMs) (Sec. III), and discussed in detail the stability of
black holes (Sec. VIII) and late-time tails (Sec. VII). In
Sec. IX, in addition to what has become the “standard”
material on the hydrodynamic regime of field theories at
strong coupling, we included a subsection that explains
how ordinary WKB methods, usually used for QNMs of
black holes, can be applied to finding the conductivity of
holographic superconductors.
In most cases, by “quasinormal modes” we mean “fre-
quencies of quasinormal modes” and not the correspond-
ing amplitudes. We will be mostly using the units
~ = c = G = 1.
II. MASTER WAVE EQUATIONS
A. Equations of motion
From a theoretical point of view, perturbations of a
black hole space-time can be performed in two ways: by
adding fields to the black hole space-time or by perturb-
ing the black hole metric (the background) itself. In the
linear approximation, i. e., when a field does not backre-
act on the background, the first type of perturbation is
reduced to the propagation of fields in the background of
a black hole, which is, in many cases, a general covari-
ant equation of motion of the corresponding field. The
covariant form of the equation of motion is quite differ-
ent for fields of different spin s in curved backgrounds.
Thus, for a scalar field Φ of mass µ in the background
of the metric gµν , the equation of motion is the general
covariant Klein-Gordon equation10
(∇ν∇ν − µ2)Ψ = 0,
where∇ν is the covariant derivative. The above equation
can be written explicitly as follows:
1√−g ∂ν
(
gµν
√−g∂µΨ
)− µ2Ψ = 0 (s = 0). (2.1)
For massive Dirac fields in a curved background gµν ,
the equation of motion reads11
(γae µa (∂µ + Γµ) + µ)Φ = 0, (s = ±1/2) (2.2)
where µ is the mass of the Dirac field, and e µa is the
tetrad field, defined by the metric gµν :
gµν = ηabe
a
µ e
b
ν , g
µν = ηabe µa e
ν
b ,
e µa e
b
µ = δ
b
a, e
a
µ e
ν
a = δ
ν
µ, (2.3)
where ηab is the Minkowskian metric, γ
a are the Dirac
matrices:
{γa, γb} = 2ηab,
and Γµ is the spin connection
11,
Γµ =
1
8
[γa, γb] gνλ e
ν
a ∇µe λb . (2.4)
For massive vector perturbations we have the general
covariant generalization of the Proca equations12. For a
vector potential Aµ, one has
∇νFµν − µ2Aµ = 0, Fµν = ∂µAν − ∂νAµ. (2.5)
In a curved space-time these equations read
1√−g ∂ν(Fρσg
ρµgσν
√−g)− µ2Aµ = 0. (s = 1) (2.6)
When µ = 0 in the above form of the Proca equation, we
obtain the Maxwell equation
∂ν((∂αAσ − ∂σAα)gαµgσν
√−g) = 0. (2.7)
There may be various generalizations of the massive
scalar, spinor, and vector fields considered above. Thus,
if we study perturbations of massive charged particles in
scalar electrodynamics in a curved charged background,
we have to deal with a complex scalar field
(DνDν − µ2)Ψ = 0,
whereDν = ∇ν−ieAν is an “extended” covariant deriva-
tive, and e is the charge of the particle. Finally, we find
4that the equation of motion of the charged scalar field in
a curved space-time reads13
1√−g∂ν
(
gµν
√−g(∂µΨ− ieAµΨ)
)− ieAν∂νΨ
−(µ2 + e2AνAν)Ψ = 0. (2.8)
In a similar fashion, the massive charged Dirac particle
is described by the equation of motion with an extended
derivative ∂µ → ∂µ − ieAµ,
(γae νa (∂ν + Γν − ieAν) + µ)Φ = 0. (2.9)
Another type of perturbation, metric perturbations,
can be written in the linear approximation in the form
gµν = g
0
µν + δgµν , (2.10)
δRµν = κ δ
(
Tµν − 1
D − 2Tgµν
)
+
2Λ
D − 2δgµν . (2.11)
Linear approximation means that in Eq. (2.11) the terms
of order ∼ δg2µν and higher are neglected. The unper-
turbed space-time given by the metric g0µν is called the
background.
B. Separation of variables and radial equations of wavelike
form
The first step toward the analysis of the black hole
perturbation equations is their reduction to the two-
dimensional wavelike form with decoupled angular vari-
ables. Once the variables are decoupled, a wave like
equation for radial and time variables usually has the
Schro¨dinger-like form for stationary backgrounds,
− d
2R
dr2∗
+ V (r, ω)R = ω2R, (2.12)
and can be treated by a number of sophisticated and
well-developed numerical, analytical, and semianalytical
methods.
As a simple exercise, one can see that for the massless
scalar field on the Schwarzschild background (g0µν : gtt =
−g−1rr = 1 − 2M/r, gθθ = gφφ sin−2 θ = r2), Eq. (2.1),
after using a new variable
dr∗ =
dr
1− 2M/r .
The coordinate r∗ maps the semi-infinite region from
the horizon to infinity into the (−∞,+∞) region and
is, therefore, called the tortoise coordinate.
The wave function
Ψ(t, r, θ, φ) = e−iωtYℓ(θ, φ)R(r)/r,
produces (2.12) with a potential
V (r) =
(
1− 2M
r
)(
ℓ(ℓ+ 1)
r2
+
2M(1− s2)
r3
)
, (2.13)
where s = 0, and ℓ is the multipole quantum number,
which arises from the separation of angular variables by
expansion into spherical harmonics
∆θ,φYℓ(θ, φ) = −ℓ(ℓ+ 1)Yℓ(θ, φ),
exactly in the same way as it happens for the hydrogen
atom problem in quantum mechanics when dealing with
the Schro¨dinger equation.
When s = 1 the effective potential (2.13) corresponds
to the Maxwell field. When s = 2 we obtain the effective
potential of the gravitational perturbations of the axial
type, which was derived by Regge and Wheeler in14.
The separation of variables, however, is not always
so easy. The variables in perturbation equations can-
not be decoupled for perturbations of an arbitrary met-
ric. For this to happen, the metric must possess suf-
ficient symmetry, expressed in existence of the Killing
vectors, Killing tensors, and Killing-Yano tensors15,16.
The choice of appropriate coordinates is crucial for sep-
aration of variables17. Having left readers with litera-
ture on this subject18, in the next two subsections we
considered some more generic and practically useful ex-
amples of the separation of variables for fields of vari-
ous spin s = 0, 1/2, 1, 3/2, 2 in various black hole back-
grounds. The two most efficient and general approaches
to black hole perturbations will be related here: the gen-
eral formalism of the spin s perturbations with the help of
the Newman-Penrose tetrads19 and the gauge-invariant
method for gravitational perturbations20.
C. Separation of variables procedure for the
Kerr-Newman-de Sitter geometry
We considered the perturbation equations for fields of
various spin in the the Kerr-Newman-(A)dS background,
describing the charged, rotating black hole in asymptot-
ically de Sitter (or anti-de Sitter) universe. This solu-
tion described quite a wide class of black holes which
possesses a number of parameters: the black hole mass,
its charge, momentum, and the cosmological constant.
Since the electromagnetic and gravitational fields couple
through the electric charge of the black hole, there is no
pure electromagnetic or pure gravitational perturbations
unless the charge Q = 0, but one type of perturbation in-
duces the other. With the help of the Newman-Penrose
formalism shown below, Teukolsky in21 separated vari-
ables in the perturbation equations for the Kerr geometry
for massless fields of various spin.
In Boyer-Lindquist coordinates the Kerr-Newman-
(A)dS metric has the form,
ds2 = −ρ2
(
dr2
∆r
+
dθ2
∆θ
)
− ∆θ sin
2 θ
(1 + α)2ρ2
[adt−(r2+a2)dϕ]2
+
∆r
(1 + α)2ρ2
(dt− a sin2 θdϕ)2, (2.14)
5where
∆r = (r
2 + a2)
(
1− α
a2
r2
)
− 2Mr +Q2 (2.15)
= − α
a2
(r − r+)(r − r−)(r − r′+)(r − r′−),
∆θ = 1 + α cos
2 θ, α =
Λa2
3
,
ρ¯ = r + ia cos θ, ρ2 = ρ¯ρ¯∗.
Here Λ is the cosmological constant, M is the mass of
the black hole, Q is its charge, and a is the rotation
parameter. The electromagnetic field due to the charge
of the black hole is given by
Aµdx
µ = − Qr
(1 + α)2ρ2
(dt− a sin2 θdϕ). (2.16)
In particular, we adopt the following vectors as the null
tetrad:
lµ =
(
(1 + α)(r2 + a2)
∆r
, 1, 0,
a(1 + α)
∆r
)
,
nµ =
1
2ρ2
(
(1 + α)(r2 + a2),−∆r, 0, a(1 + α)
)
,
mµ =
1
ρ¯
√
2∆θ
(
ia(1 + α) sin θ, 0,∆θ,
i(1 + α)
sin θ
)
,
m¯µ = m∗µ. (2.17a)
Because of the existence of the Killing vectors ∂t and ∂φ
for the unperturbed background, the time and azimuthal
dependence of the fields has the form e−i(ωt−mϕ), the
tetrad components of the derivative and the electromag-
netic field are
lµ∂µ = D0, nµ∂µ = −∆r
2ρ2
D†0,
mµ∂µ =
√
∆θ√
2ρ¯
L†0, m¯µ∂µ =
√
∆θ√
2ρ¯∗
L0,
lµAµ = −Qr
∆r
, nµAµ = −Qr
2ρ2
,
mµAµ = m¯
µAµ = 0,
(2.17b)
where
Dn = ∂r − i(1 + α)K
∆r
+ n
∂r∆r
∆r
,
D†n = ∂r +
i(1 + α)K
∆r
+ n
∂r∆r
∆r
, (2.17c)
Ln = ∂θ + (1 + α)H
∆θ
+ n
∂θ(
√
∆θ sin θ)√
∆θ sin θ
,
L†n = ∂θ −
(1 + α)H
∆θ
+ n
∂θ(
√
∆θ sin θ)√
∆θ sin θ
,
with K = ω(r2 + a2)− am and H = −aω sin θ + m
sin θ
.
Making use of the above equations (2.17) and after
some algebra the covariant equations of motion can be
cast into the form with separated variables[√
∆θL†1−s
√
∆θLs − 2(1 + α)(2s− 1)aω cos θ
−2α(s− 1)(2s− 1) cos2 θ + λ]Ss(θ) = 0, (2.18)[
∆rD1D†s + 2(1 + α)(2s− 1)iωr −
2α
a2
(s− 1)(2s− 1)
+
−2(1 + α)eQKr + iseQr∂r∆r + e2Q2r2
∆r
−2iseQ− λ]Rs(r) = 0, (2.19)
where s is the spin of the field, and e is its charge. In the
general case of the Kerr-Newman-de Sitter (and anti-de
Sitter) space-times, spin 0 and 1/2 fields can be separated
for the above equations22. For Kerr-de Sitter black holes
(Q = 0), the separation is possible for fields of spin 0,
1/2, 1, 3/2, and 2.
D. Gravitational perturbations of D-dimensional black holes
The Newman-Penrose tetrad approach to the separa-
tion of variables given in the previous subsection was effi-
cient forD = 4 black holes. The higher-dimensional cases
were not decoupled until the recent papers of Ishibashi
and Kodama23–25, although the D-dimensional general-
izations of the Schwarzschild and Kerr solutions, called
the Tangherlini26 and Myers-Perry27 solutions, respec-
tively, have been known for a long time.
For the purposes of string theory and higher-
dimensional gravity mentioned in the introduction, we
considered a general class of the higher-dimensional black
holes, whose space-time can be represented as the direct
sum of two-dimensional space-time (r, t) and (D − 2)-
dimensional space MD ≈ N 2 × KD−2. The correspond-
ing metric has the form
ds2 = gab(y)dy
adyb + r2(y)dσ2(D−2), (2.20)
where dσ2D−2 = γij(z)dz
idzj is a metric of the (D − 2)-
dimensional complete Einstein space KD−2,
Rˆij = (D − 3)Kγij (K = 0,±1),
and gab is a static metric of the two-dimensional space-
time N 2:
gabdy
adyb = −f(r)dt2 + dr
2
f(r)
. (2.21)
In this subsection we assumed that the metric (2.20) is a
solution of the vacuum Einstein equations with the cos-
mological constant Λ. Therefore f(r) can be written in
the form26
f(r) = K − 2M
rD−3
− 2Λr
2
(D − 2)(D − 1) . (2.22)
6For K = 1, we have a regular black hole if
2Λ
(D − 2)(D − 1)M
2/(D−3) < (D−3)/(D−1)(D−1)/(D−3).
For K = 0 or −1, KD−2 may not be compact, and the
space-time contains a regular black hole only for Λ < 0.
We now start the analysis of linear perturbations of
the above static D-dimensional space-times (2.20). The
convenient perturbation variables are
ψµν = hµν − hgµν/2, hµν = δgµν .
Then, the perturbed Einstein equations can be written
in the form
−∇2ψµν−2Rµανβψαβ+2∇(µ∇αψν)α−∇α∇βψαβgµν = 0.
(2.23)
These equations are invariant under the gauge transfor-
mations
xµ → xµ + ξµ δhµν = −∇µξν −∇νξµ. (2.24)
In order to extract the dynamics of the physical degrees
of freedom from the above perturbation equations (2.23)
the gauge freedom must be eliminated.
The main technical challenge of the separation of vari-
ables problem for gravitational perturbations is that
Eq. (2.23) is a set of coupled equations with D(D+1)/2
unknown functions. For any metric that can be written
in the form (2.20), the separation of variables is possible
with the help of the following tensorial decomposition of
hµν . According to the tensorial behavior on KD−2, hµν
can be divided into the following components hab, hai
and hij . Here letters a, b, and c are used for the radial
and time coordinates, while coordinates on KD−2 are de-
noted by i, j . . . Then, the vector and tensor components
can be decomposed as follows20
hai = DˆiΨa +Ψai; Dˆ
iΨai = 0, (2.25)
hij = ΨLγij +ΨTij ; Ψ
j
Tj = 0, (2.26)
hTij =
(
DˆiDˆj − 1
n
γij△ˆ
)
ΨT + 2Dˆ(iΨTj) +ΨTij ;
DˆjΨTj = 0, Dˆ
jΨTij = 0, (2.27)
where Dˆi is the covariant derivative with respect to the
metric γij on KD−2, △ˆ = Dˆ · Dˆ. In this way one can
obtain the following three groups of variables, which are
classified by their transformation law with respect to the
coordinate transformations on KD−2:
• scalar-type variables Ψab, Ψa, ΨL, and ΨT ;
• vector-type variables Ψai and ΨTi;
• and a tensor-type variable ΨTij .
The Einstein equations written in this form split into
three subsets each of which contains only variables be-
longing to one of the above three sets of variables. Then,
the gauge-invariant variables can be constructed from
the harmonic expansion coefficients. Through this pro-
cedure the Einstein equations can be transformed to a
set of gauge-invariant equations with a small number of
unknown functions23. In particular, for tensor perturba-
tions, this procedure gives a single wave equation for a
single unknown function (2.12).
When D = 4 we have a particular case of the gen-
eral approach. The scalar type of gravitational perturba-
tion was called “polar” by Chandrasekhar28. The polar
(scalar) perturbations are responsible for deformations of
the black hole horizon. The vector type is known as “ax-
ial” in four dimensions. This type of perturbation is con-
nected with small rotations of the black hole. The tensor
perturbations are not dynamical and can be gauged off in
four dimensions. Note that it is important not to confuse
the scalar type of gravitational perturbations (sometimes
simply called “scalar perturbations”) with perturbations
of the test scalar field (2.1).
III. METHODS FOR QUASINORMAL MODES
CALCULATIONS
A. Definitions and main properties of the quasinormal
modes
Quasinormal modes are solutions of the wave equa-
tion (2.12), satisfying specific boundary conditions at the
black hole horizon and far from the black hole. At the
event horizon this boundary condition is a requirement
of the pure ingoing waves
Ψ ∼ pure ingoing wave, r∗ → −∞. (3.1)
Another boundary condition, imposed at spatial infinity
or at the de Sitter horizon for asymptotically de Sitter
black holes, is different in the astrophysical and string
theory contexts. For astrophysical purposes one has
Ψ ∼ pure outgoing wave, r∗ → +∞. (3.2)
In string theory the boundary condition at infinity de-
pends on the perturbed field under consideration. For
the simplest scalar field the wave function Ψ must van-
ish at infinity, while for higher spin fields some gauge-
invariant combination of field components, dictated by
the AdS/CFT correspondence29, must vanish. Thus in
string theory the boundary condition at infinity is the
Dirichlet one
Ψ→ 0, r →∞ (s = 0), (3.3)
gauge inv. comb.→ 0, r →∞ (higher s).
Remembering that Ψ ∼ e−iωt, we write the QNM fre-
quencies in the following form:
ω = ωRe − iωIm. (3.4)
Here ωRe is the real oscillation frequency of the mode
and ωIm is proportional to its damping rate. Positive
7ωIm means that Ψ is damped, negative ωIm means an
instability.
We now review the main properties of the quasinormal
modes of black holes.
1. Quasinormal modes of non-AdS black holes do not
form a complete set. Therefore, the signal can-
not be represented as a sum over the quasinormal
modes all of the time. Thus, at asymptotically late
time, t → ∞, the power law or exponential tails
usually dominate in a signal (see Fig. 3). An ex-
ception to this rule is the asymptotically AdS black
holes, for which, due to their special boundary con-
ditions, quasinormal modes dominate at all time30.
2. The quasinormal frequencies do not depend on a
way by which the black hole or a field around it
was perturbed. Thus, quasinormal modes are com-
pletely determined by a black hole’s parameters
and were called, therefore, “fingerprints” or “foot-
prints” of black holes.
3. For Kerr black holes as well as for other astrophys-
ical or string theory motivated cases, quasinormal
modes form a countable set of discrete frequencies
4. Quasinormal modes calculated in the linear approx-
imation are in good agreement with those obtained
by the fully nonlinear integration of the Einstein
equations, at least at sufficiently late time31,32.
Practically, it is important to calculate QNMs with a
high accuracy because considerable changing of black hole
parameters frequently changes quasinormal frequency
just by a few percent. Therefore, numerical and semian-
alytical methods for solving the quasinormal eigenvalue
problem with high accuracy have gained considerable at-
tention during the past years.
B. The Mashhoon method: Approximation with the
Po¨schl-Teller potential
Here we relate possibly the easiest method for calcula-
tion of the quasinormal modes, which is also illustrative
as to the physical essence of the problem. This method
was suggested by B. Mashhoon33.
We start from the usual wavelike equation, with an
effective potential, which depends on some parameter α:
d2Ψ
dr2∗
+ (ω2 − V (r∗, α)))Ψ = 0. (3.5)
According to (3.1, 3.2) the astrophysically relevant quasi-
normal boundary conditions for asymptotically flat black
holes are
Ψ ∼ e±iωr∗ , r∗ → ±∞. (3.6)
Because of “symmetric” boundary conditions for the
QNM problem at both infinities r∗ → ±∞, it is reason-
able to consider transformations r∗ → −ir∗ and p → p′,
such that the potential is invariant under these transfor-
mations
V (r∗, α) = V (−ir∗, α′). (3.7)
The wave function Ψ and the quasinormal frequency ω
transform as
Ψ(r∗, α) = Φ(−ir∗, α′), ω(α) = Ω(α′) (3.8)
Then, the wave equation for Φ and the boundary con-
ditions will read
d2Φ
dr2∗
+(−Ω2+V )Φ = 0, Φ ∼ e∓Ωr∗ , r∗ → ∓∞. (3.9)
These boundary conditions correspond to a vanishing
wave function at the boundaries, so that the QNM prob-
lem is now reduced to the bound states problem for an in-
verse potential V → −V , which is smooth potential gap,
approaching some constant values at the infinite bound-
aries. This gap can be approximated by a potential for
which we know the analytic solution of the wave equa-
tion: It is the Po¨schl-Teller potential33,
VPT =
V0
cosh2 α(r∗ − r0∗)
. (3.10)
Here V0 is the height of the effective potential and
−2V0α2 is the curvature of the potential at its maximum.
The bound states of the Po¨schl-Teller potential are well
known34
Ω = α′
(
−
(
n+
1
2
)
+
(
1
4
+
V0
(α′)2
)1/2)
. (3.11)
The quasinormal modes ω can be obtained from the in-
verse transformation α′ = iα,
ω = ±
√
V0 − 1
4
α2 − iα
(
n+
1
2
)
, n = 0, 1, 2, . . .
(3.12)
Technically one has to fit a given black hole potential
to the inverted Po¨schl-Teller potential. In the forthcom-
ing sections we will see that for the low-lying QNMs, in
the majority of cases the behavior of the effective poten-
tial is essential only in some region near the black hole, so
that the fit of the height of the effective potential and of
its curvature is indeed sufficient for estimation of quasi-
normal frequencies.
This method gives quite accurate results for the regime
of high multipole numbers ℓ, i.e. for the eikonal (geo-
metrical optics) approximation. In particular, for gravi-
tational perturbations of the D = 4 Schwarzschild black
holes, the fundamental quasinormal modes obtained by
the Mashhoon method have a relative error of not more
than 2% for the lowest multipole ℓ = 2, and of about
fractions of a percent for higher multipoles.
There are cases when the effective potential of a black
hole is exactly the Po¨schl-Teller potential. These are
8Schwarzschild-de Sitter and Reissner-Nordstro¨m-de Sit-
ter black holes with extremal value of the Λ-term35,36.
After some modifications the Mashhoon method can be
used for rotating black holes37. Other exactly solvable
potentials and their applications to the analysis of the
QN spectra were reviewed in38.
C. Chandrasekhar-Detweiler and shooting methods
By the substitution
Ψ = exp
(
i
∫ r∗
Φdr∗
)
, (3.13)
the wave equation (2.12) can be reduced to the Riccati
equation
idΦ/dr∗ + ω
2 − Φ2 − V (r∗) = 0. (3.14)
The quasinormal boundary conditions (3.6) give
Φ → +ω, r∗ → +∞, (3.15)
Φ → −ω, r∗ → −∞. (3.16)
Then in order to obtain QNMs one needs to integrate
the Riccati equation numerically39. The easiest way is to
“shoot” the two asymptotic solutions at the horizon and
in the far region at some common intermediate point,
which is usually the peak of the potential barrier. The
shooting procedure is the following. We take some fixed
(complex) ω with Ψ ∝ eiωr∗ and integrate from infin-
ity backward to some intermediate value of r∗ = r
0
∗.
Then, for the same ω we integrate the wave equation
with Ψ ∝ e−iωr∗ from the horizon until the chosen inter-
mediate value of r0∗. In the common point, the Wronskian
of the two solutions must vanish, which gives the equa-
tion for the quasinormal modes39. This shooting scheme,
when applied to the Riccati equation, works quite well
for lower modes, yet, there is a technical difficulty in this
procedure when one uses it for the usual second-order
wave equation (2.12). For large positive r∗, the solu-
tion Ψ with asymptotic Ψ ∝ eiωr∗ gets contaminated by
the admixture of waves ∝ e−iωr∗ and vice versa; for large
negative r∗ the solution with asymptotic Ψ ∝ e−iωr∗ gets
admixture with waves ∝ e+iωr∗ .
Since for the AdS case the asymptotical behavior of
the function is not exponential it is possible to adopt the
shooting method for the second-order differential equa-
tion. Namely, we integrate Eq. (2.12), starting from the
event horizon, where the quasinormal boundary condi-
tion is applied for a fixed value of ω. At large value of r
we find a fit of the function Ψ by the two linearly inde-
pendent solutions, in which the series expansions can be
found analytically up to any order at spatial infinity. One
of these solutions ΨD vanishes at infinity, satisfying the
boundary condition inspired by string theory, while the
other solution ΨN grows. The fitting procedure allows us
FIG. 1 The three regions separated by the two turning points
Q(x) = 0.
to find the contributions for each of these solutions for
the particular value of ω:
Ψ(r) ≈ CD(ω)ΨD(r) + CN (ω)ΨN (r), r ≫ r+.
The requirement of vanishing of the function Ψ at spa-
tial infinity implies that CN (ω) = 0, if the frequency ω is
a quasinormal mode. Because of growing of the function
ΨN(r), the fitting procedure provides good accuracy for
the corresponding coefficient and allows us to find accu-
rate values of quasinormal modes by minimizing CN (ω).
For the asymptotically flat and de Sitter cases the
exponentially growing solution satisfies the quasinormal
boundary conditions, while the other solution decays ex-
ponentially for large r. The exponentially decaying con-
tribution is difficult to calculate. That is why the shoot-
ing method for the second-order equation does not allow
us to find quasinormal modes for stable non-AdS back-
grounds.
Yet, if the quasinormal spectrum contains a growing
mode (ωIm < 0), the corresponding eigenfunction Ψ
must be zero at the spatial infinity. Therefore, we are
able to use the shooting method to check stability of
black holes. In order to do this one can check for all
possible values of ω, for which the corresponding Ψ does
not vanish at spatial infinity (or at the cosmological hori-
zon).
In practice, we consider only the parametric region of
ω, where we were unable to prove analytically that the
growing mode is not consistent with the equation and
the quasinormal boundary conditions. In this region we
calculate the prefactor for the growing solution. If the
prefactor is zero for some value of ω, this is a growing
quasinormal mode.
D. WKB method
Here we describe the semianalytic technique for finding
low-lying quasinormal modes, based on the JWKB ap-
proximation. The method was first applied by Schutz and
Will to the problem of scattering around black holes40.
This method can be used for effective potentials which
have the form of a potential barrier and take constant val-
ues at the event horizon and spatial infinity (see Fig. 1).
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WKB solutions at spatial infinity and the event horizon
with the Taylor expansion near the top of the potential
barrier through the two turning points.
We rewrite the wave equation (2.12) in a slightly dif-
ferent form
d2Ψ
dx2
+Q(x)Ψ(x) = 0. (3.17)
Here we used the new designations x = r∗ and Q(x) =
ω2 − V . The asymptotic WKB expansion at both infini-
ties has the following general form:
Ψ ∼ exp
(
∞∑
n=0
Sn(x)ǫ
n
ǫ
)
. (3.18)
We introduced the WKB parameter ǫ in order to track
orders of the WKB expansion. Substituting the expan-
sion (3.18) into the wave equation (3.17) and equating
the same powers of ǫ, we find
S0(x) = ±i
∫ x
Q(η)1/2dη, (3.19)
S1(x) = −1
4
lnQ(x). (3.20)
The two choices of sign in (3.19) correspond to either
incoming or outgoing waves at either of the infinities
x = ±∞. Thus, when x → +∞ (region I of Fig. 1),
Q(x) → ω2 in the dominant order, so that S0 → +iωx
for the outgoing to the infinity wave and S0 → −iωx for
the incoming from infinity wave. In a similar fashion, at
the event horizon x→ −∞ (region III), S0 → +iωx is for
wave incoming from the event horizon, while S0 → −iωx
is for a wave outgoing to the event horizon. We designate
these four solutions as ΨI+, Ψ
I
−, Ψ
III
+ and Ψ
III
− respec-
tively for plus and minus signs in S0 in regions I and III.
Thus,
ΨI+ ∼ e+iωx, ΨI− ∼ e−iωx, x→ +∞, (3.21)
ΨIII+ ∼ e+iωx, ΨIII− ∼ e−iωx, x→ −∞. (3.22)
The general solutions in regions I and III are
Ψ ∼ ZIinΨI− + ZIoutΨI+, region I, (3.23)
Ψ ∼ ZIIIin ΨIII+ + ZIIIoutΨIII− , region III. (3.24)
The amplitudes at +∞ are connected with the ampli-
tudes at −∞ through the linear matrix relation(
ZIIIout
ZIIIin
)
=
(
S11 S12
S21 S22
)(
ZIout
ZIin
)
. (3.25)
Now we need to match both WKB solutions of the form
(3.18) in regions I and III with a solution in region II
through the two turning points Q(x) = 0.
If the turning points are closely spaced, i.e. if
−Q(x)max ≪ Q(±∞), then the solution in region II can
be well approximated by the Taylor series
Q(x) = Q0 +
1
2
Q′′0(x− x0)2 +O((x − x0)3), (3.26)
where x0 is the point of maximum of the function Q(x),
Q0 = Q(x0), and Q
′′
0 is the second derivative with respect
to x at the point x = x0. Region II corresponds to
|x− x0| <
√
−2Q0
Q′′0
≈ ǫ1/2, region II. (3.27)
The latter relation gives also the region of validity of the
WKB approximation: ǫ must be small.
We introduce new functions
k =
1
2
Q′′0 , t = (4k)
1/4eiπ/4(x− x0), (3.28)
ν +
1
2
= −iQ0/(2Q′′0)1/2. (3.29)
Then, the wave equation (3.17) takes the form
d2Ψ
dt2
+
(
ν +
1
2
− 1
4
t2
)
Ψ = 0. (3.30)
The general solution of this equation can be expressed in
terms of parabolic cylinder functions Dν(t),
Ψ = ADν(t) +BD−ν−1(it). (3.31)
Large |t| asymptotics of this solution are
Ψ ≈ Be−3iπ(ν+1)4 (4k)− ν+14 (x− x0)−(ν+1)e
ik1/2(x−x0)
2
2
+(A+B(2π)1/2e
−iνπ/2
/Γ(ν + 1))×
e
iπν
4 (4k)
ν
4 (x− x0)νe
−ik
1
2 (x−x0)
2
2 , x≫ x2, (3.32)
Ψ ≈ Ae−3iπν/4(4k)ν/4(x− x0)νe−ik1/2(x−x0)2/2+
(
B − iA(2π)1/2e−iνπ/2
Γ(−ν)
)
e
iπ(ν+1)
4 (4k)
−(ν+1)
4 ×
(x− x0)−(ν+1)eik1/2(x−x0)2/2, x≪ x1 (3.33)
Equating the corresponding coefficients in (3.32),
(3.33) and eliminating A and B, we obtain the elements
of S matrix,(
ZIIIout
ZIIIin
)
=
 eiπν iR2eiπν(2π)1/2Γ(ν+1)
R−2(2π)1/2
Γ(−ν) −eiπν
( ZIout
ZIin
)
,
(3.34)
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where
R = (ν + 1)(ν+1/2)/2e−(ν+1/2)/2. (3.35)
When expanding to higher WKB orders, S matrix has
the same general form (3.34), though with modified ex-
pression for R, which still depends only on ν. We note
that for a black hole there are no waves “reflected by
the horizon”, so that ZIIIin = 0, and due to quasinormal
mode boundary conditions, there are no waves coming
from infinity, i. e., ZIin = 0. Both these conditions are
satisfied by (3.34), only if
Γ(−ν) =∞, (3.36)
and, consequently, ν must be an integer. Then, from the
relation (3.29) we find
n+
1
2
= −iQ0/(2Q′′0)1/2, n = 0, 1, 2, ... (3.37)
The latter relation gives us the complex quasinormal
modes labeled by an overtone number n at the first WKB
order40. Later this approach was extended to the third
WKB order beyond the eikonal approximation by Iyer
and Will41 and to the sixth order by Konoplya42,43. In
order to extend the WKB formula to higher orders, it is
sufficient to take higher orders in the ǫWKB series (3.18)
and to take an appropriate number of consequent terms
in the Taylor expansion (3.26). Since the S-matrix (3.25)
depends only on ν, its elements Sij can be found simply
by solving the interior problem in region II at higher or-
ders in ǫ41, and without explicit matching of the interior
solution with WKB solutions in regions I and III at all
the same orders.
Going over from Q to the effective potential V , the
sixth order WKB formula has the form42
i(ω2 − V0)√−2V ′′0 −
6∑
i=2
Λi− = n+ 1
2
, n = 0, 1, 2, . . . (3.38)
where the correction terms Λi depend on the value of
the effective potential and its derivatives (up to the i−th
order) in the maximum. The explicit form of the WKB
corrections can be found in41 (Λ2, Λ3) and in
44 (Λ4, Λ5,
Λ6).
In addition to solving the quasinormal mode problem,
the S-matrix allows us to solve the standard scattering
problem, which describes tunneling of waves and particles
through the potential barrier of a black hole. One can
easily check from Eq. (3.34) that for real Q(x) (for real
energy of the incident wave and spherically symmetric
backgrounds)
S∗11 = S22, S12 = S
∗
21, |S21|2 − |S11|2 = 1. (3.39)
The transmission coefficient is
T =
|ZIIIout |2
|ZIin|2
= S−121 , (3.40)
and the reflection coefficient is R = 1− T .
It was shown in42,43 that the WKB formula, extended
to the sixth order, gives the relative error about 2 or-
ders less than that of the third WKB order. Strictly
speaking the WKB series converge only asymptotically,
so that the consequent decreasing of the relative er-
ror in each WKB order is not guaranteed. Therefore
it is reasonable to develop a modified WKB technique
in the so-called optimal order45. The latter gives bet-
ter results for moderately higher overtones n and espe-
cially when n > ℓ. Yet, in many cases when n ≤ ℓ
the usual sixth order WKB formula gives much better
results than the optimal order approach. For exam-
ple, for the fundamental (odd parity) gravitational mode
of the Schwarzschild black hole, the sixth WKB QNM
ωM = 0.3736 − 0.0890i is much closer to the accurate
numerical value ωM = 0.3737−0.0890i than the optimal
(third) order value ωM = 0.3734− 0.0891i given by the
phase-integral approach45. This is in agreement with the
general experience of various applications of the WKB
method: Extension to higher orders frequently gives bet-
ter accuracy than expected46.
In some cases the WKB approach related here needs
modifications. For instance, when considering a massive
scalar field in a black hole background, the effective po-
tential has a local minimum far from a black hole. This
local minimum induces two changes in the WKB proce-
dure: First, there are three turning points which sepa-
rate all space into four regions, so that three matchings
are required47. Second, an influent subdominant term in
the asymptotic WKB expansion at spatial infinity (3.24)
appears48,49.
The higher-order WKB approach proved to be use-
ful for finding lower overtones of the quasinormal
spectrum50–53 and is in good agreement with accurate
numerical data as was shown in54,55. The higher-order
WKB corrections lead also to better accuracy for the re-
flection and transmission coefficients56.
E. Integration of the wavelike equations
We rewrite the wavelike equation (2.12) without im-
plying the stationary ansatz (Ψ ∼ e−iωt)
∂2Φ
∂t2
− ∂
2Φ
∂x2
+ V (t, x)Φ = 0, (3.41)
where x is the tortoise coordinate. The technique of in-
tegration of the above wave equation in the time do-
main was developed by Gundlach, Price and Pullin57.
We shall rewrite the wavelike equation (3.41) in terms
of the so called light-cone coordinates du = dt− dx and
dv = dt+ dx;(
4
∂2
∂u∂v
+ V (u, v)
)
Φ(u, v) = 0. (3.42)
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FIG. 2 The integration grid. Each cell of the grid represents
an integration step. The thick points illustrate the choice of
(S, W , E, and N) for the particular step of the integration.
The initial data are specified on the left and bottom sides of
the rhombus.
In these coordinates the operator of the time evolution is
exp
(
h
∂
∂t
)
= exp
(
h
∂
∂u
+ h
∂
∂v
)
=
= exp
(
h
∂
∂u
)
+ exp
(
h
∂
∂v
)
− 1 +
+
h2
2
(
exp
(
h
∂
∂u
)
+ exp
(
h
∂
∂v
))
∂2
∂u∂v
+O(h4).
Acting by this operator on Φ and taking account of
(3.42), one finds
Φ(N) = Φ(W ) + Φ(E)− Φ(S)−
h2
8
V (S) (Φ(W ) + Φ(E)) +O(h4), (3.43)
where we introduced letters to mark the points as follows:
S = (u, v), W = (u + h, v), E = (u, v + h), and N =
(u + h, v + h). Equation (3.43) allows us to calculate
the values of Φ inside the rhombus, which is built on
the two null-surfaces u = u0 and v = v0 (see Fig. 2),
starting from the initial data specified on them. As a
result we can find the time profile data {Φ(t = t0),Φ(t =
t0+h),Φ(t = t0+2h), . . .} in each point of the rhombus.
These values of the function can be used for calculations
of quasinormal modes.
In this way, one can obtain a time-domain profile of
the perturbation, an example of which is shown in Fig. 3.
When looking at Fig. 3, a natural question is to which
value of the quasinormal frequency the above profile cor-
responds. The answer can be found with the help of the
Prony method of fitting of the profile data by superposi-
tion of damped exponents (see, e. g.,58)
Φ(t) ≃
p∑
i=1
Cie
−iωit. (3.44)
FIG. 3 An example of a time-domain profile for the
Schwarzschild black hole gravitational perturbations (l = 2
vector type, in the point r = 11r+).
We suppose that the quasinormal ringing epoch starts at
t0 = 0 and ends at t = Nh, where N is an integer and
N ≥ 2p − 1. Then the formula (3.44) is valid for each
value from the profile data:
xn ≡ Φ(nh) =
p∑
j=1
Cje
−iωjnh =
p∑
j=1
Cjz
n
j . (3.45)
The Prony method allowed us to find zi in terms of known
xn and, since h was also known, to calculate the quasi-
normal frequencies ωi. In order to do this, we defined a
polynomial function A(z) as
A(z) =
p∏
j=1
(z − zj) =
p∑
m=0
αmz
p−m, α0 = 1. (3.46)
Consider the following sum:
p∑
m=0
αmxn−m =
p∑
m=0
αm
p∑
j=1
Cjz
n−m
j =
p∑
j=1
Cjz
n−p
j
p∑
m=0
αmz
p−m
j =
p∑
j=1
Cjz
n−p
j A(zj) = 0.
Since α0 = 1 we find
p∑
m=1
αmxn−m = −xn. (3.47)
Substituting n = p, ..., N into Eq. (3.47) we obtain N −
p+1 ≥ p linear equations for p unknown coefficients αm.
We rewrite these equations in the matrix form
xp−1 xp−2 . . . x0
xp xp−1 . . . x1
...
...
. . .
...
xN−1 xN−2 . . . xN−p


α1
α2
...
αp
 = −

xp
xp+1
...
xN
 .
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Such a matrix equation
Xα = −x
can be solved in the least-squares sense
α = −(X+X)−1X+x, (3.48)
where X+ denotes the Hermitian transposition of the
matrix X .
Since the coefficients αm of the polynomial function
A(z) are found, we can calculate numerically the roots
zj of the polynomial and the quasinormal frequencies ωj:
ωj =
i
h
ln(zj).
While the above described integration scheme (3.43)
was efficient for asymptotically flat or de-Sitter black
holes, for asymptotically AdS black holes its convergence
is too slow. For the latter case, an alternative integration
scheme59,[
1 +
h2
16
V (S)
]
Ψ(N) = Ψ(E) + Ψ(W )−Ψ(S)
−h
2
16
[V (S)Ψ(S) + V (E)Ψ(E) + V (W )Ψ(W )] , (3.49)
is more stable.
F. Fit and interpolation approaches
For asymptotically flat (or de Sitter) black holes, the
wavelike equation usually has the form (2.12). The gen-
eral solution of Eq. (2.12) at infinity can be written in
the form
Ψ = Ainψin +Aoutψout, r∗ →∞. (3.50)
The quasinormal modes, by definition, are the poles of
the reflection coefficient Aout/Ain. In astrophysical con-
text one does not work with the true asymptotic spatial
infinity r∗ = ∞, but a more practical notion of the “far
zone” can be used instead. The far zone, or “astrophysi-
cal infinity”, is separated from a black hole by a distance
that is much larger than the black hole radius r ≫ r+.
The basic intuitive physical idea of what we call here
the “fit and interpolation approaches” is that scattering
properties as well as quasinormal modes of black holes (in
an astrophysical context) depend only on the behavior of
the effective potential in some region near the black hole
and do not depend on behavior of the potential at infin-
ity60–62. The immediate confirmation of this idea would
is the WKB formula (3.38) or the Mashhoon formula for
ω that depends only on derivatives of the effective po-
tential in its maximum, i. e., where the main process of
scattering is localized. However, such a confirmation is
almost trivial as it is based on the Taylor expansion of
the effective potential near its maximum, which takes ac-
count of the behavior of the potential only near its peak.
FIG. 4 Potential for electromagnetic perturbations near the
Schwarzschild black hole (r+ = 1, ℓ = 2) and the same poten-
tial interpolated numerically near its maximum. Despite the
behavior of the two potentials being different in the full region
of r, except for a small region near the black hole, low-lying
quasinormal modes for both potentials are close.
Nevertheless, one can check that the above statement
about the dominance of the “near zone” in scattering
is true by considering the well-known potential for the
Schwarzschild black hole V (r) and also two other poten-
tials which lay perfectly close to the Schwarzschild po-
tential near its maximum, but have strikingly different
behavior far from the black hole. Then it can be shown
that all three potentials, quite surprisingly, produce the
same quasinormal modes.
The two alternatives to the Schwarzschild potential are
chosen in the following way. We plotted the function
V (r) of the well-known analytical Schwarzschild potential
(2.13) and found numerical values of plot points of V (r)
near its peak, which served as a numerical data for our
first alternative potential. We call it Vint, which is an
interpolation of these points near the potential maximum
by cubic splines (see Fig. 4). The second potential, called
Vfit, is a fit of the above plot’s points near the maximum
by a ratio of polynomial functions. From Fig. 4 one can
see that far from the black hole, Vint is indeed different
from the Schwarzschild potential because it diverges at
large r.
The method that is not “trivial” for our purpose is
the time-domain integration described in Sec. III.E. In-
tegrating the wave equation with the above two effective
potentials in time domain and comparing the obtained
QNMs with their WKB values one can show that in-
deed the quasinormal modes of all three potentials are
the same up to the small numerical error60.
The advantage of this approach is that one does not
need to know the analytic form of the effective potential
(or even of the background metric). Thus, it can be ap-
plied to a number of problems of astrophysical interest,
where a black hole is surrounded by some distributions
of matter or, for instance, for some alternative theories of
gravity63, where an exact solution for a black hole cannot
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be found. What one needs is only a numerical solution
for the background metric near a black hole. Strictly
speaking, the notion “near” depends on the distance at
which the black hole effective potential reaches its maxi-
mum. Usually it is sufficient to know a numerical solution
for the black hole metric in the region that starts from
the event horizon and finishes at about 4 − 5 black hole
radii60.
G. Frobenius method
Eq. (2.12) can be written in a slightly different form(
d2
dr2
+ p(r)
d
dr
+ q(r)
)
R(r) = 0, (3.51)
where the functions p(r) and q(r) depend on the eigen-
frequency ω.
We started from the analysis of singularities of
Eq. (3.51). There are two points which are always sin-
gular: the event horizon r = r+ and the cosmological
horizon (or spatial infinity) r = r∞. Usually, there are
also other singular points, which depend on p(r) and
q(r). By definition, quasinormal modes are eigenvalues
ω which satisfy the boundary conditions corresponding
to the outgoing wave at spatial infinity and the ingoing
wave at the horizon. Thus, we are able to determine the
function Ψ(r) as a multiplication of a divergent (at these
points) function by a series, which is convergent in the
region r+ ≤ r ≤ r∞. If p(r) and q(r) are rational func-
tions of r, we can construct such a series in terms of the
rational functions:
R(r) =

(
r − r∞
r − r0
)iΩ (
r − r+
r − r0
)−ia ∞∑
k=0
bk
(
r − r+
r − r0
r∞ − r0
r∞ − r+
)k
, r∞ <∞,
eiΩr(r − r0)σ
(
r − r+
r − r0
)−ia ∞∑
k=0
bk
(
r − r+
r − r0
)k
, r∞ =∞.
(3.52)
Ω, σ, and a are defined in order to satisfy Eq. (3.51) in
the singular points r = r+ and r = r∞. The quasinormal
boundary conditions fix Re(Ω) and Re(a), which must be
chosen to be the same sign as Re(ω).
The Frobenius series is
u(z) =
∞∑
k=0
bkz
k, z =
r − r+
r − r0
r∞ − r0
r∞ − r+ . (3.53)
If all the singular points of Eq. (3.51) satisfy |z| > 1, the
series (3.53) is convergent at z = 1 (r = r∞) if and only if
the value of ω is the eigenfrequency of Eq. (3.51). If there
is at least one singular point inside the unit circle, one
has to continue the Frobenius series (3.53) through some
midpoints (see Sec. III.J), in order to test the convergence
at spatial infinity or the cosmological horizon.
Note that the definition of z contains an arbitrary pa-
rameter r0 < r+. In most cases, it can be chosen in order
to move all of the singularities outside the unit circle.
H. Method of continued fractions
Substituting (3.52) into (3.51), one can obtain an N -
term recurrence relation for the coefficients bi:
min(N−1,i)∑
j=0
c
(N)
j,i (ω) bi−j = 0, for i > 0 , (3.54)
where the coefficients c
(N)
j,i (ω) (0 ≤ j ≤ min(N − 1, i))
depend on ω.
We now decrease the number of terms in the recurrence
relation
min(k,i)∑
j=0
c
(k+1)
j,i (ω) bi−j = 0 (3.55)
by one, i. e., we find c
(k)
j,i (ω) which satisfy the following
equation
min(k−1,i)∑
j=0
c
(k)
j,i (ω) bi−j = 0 . (3.56)
For i ≥ k we can rewrite the above expression as
c
(k+1)
k,i (ω)
c
(k)
k−1,i−1(ω)
k∑
j=1
c
(k)
j−1,i−1(ω) bi−j = 0. (3.57)
Subtracting (3.57) from (3.55) we find the relation (3.56)
explicitly. Thus, we obtain
c
(k)
j,i (ω) = c
(k+1)
j,i (ω), for j = 0, or i < k,
c
(k)
j,i (ω) = c
(k+1)
j,i (ω)−
c
(k+1)
k,i (ω) c
(k)
j−1,i−1(ω)
c
(k)
k−1,i−1(ω
.
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This procedure is called the Gaussian eliminations and
allows us to determine the coefficients in the three-term
recurrence relation
c
(3)
0,i bi + c
(3)
1,i bi−1 + c
(3)
2,i bi−2 = 0, i > 1, (3.58a)
c
(3)
0,1 b1 + c
(3)
1,1 b0 = 0, (3.58b)
numerically for a given ω up to any finite i. The com-
plexity of the procedure is linear with respect to i and
N .
If the Frobenius series is convergent, we are able to find
b1/b0 from Eq. (3.58b) and substitute it into Eq. (3.58a)
b1
b0
= −c
(3)
1,1
c
(3)
0,1
= − c
(3)
2,2
c
(3)
1,2−
c
(3)
0,2c
(3)
2,3
c
(3)
1,3−
c
(3)
0,3c
(3)
2,4
c
(3)
1,4−
. . . .
Finally we find
0 = c
(3)
1,1 −
c
(3)
0,1c
(3)
2,2
c
(3)
1,2−
c
(3)
0,2c
(3)
2,3
c
(3)
1,3−
. . . . (3.59)
The latter relation can be inverted n times to give
c
(3)
1,n+1 −
c
(3)
2,nc
(3)
0,n−1
c
(3)
1,n−1−
c
(3)
2,n−1c
(3)
0,n−2
c
(3)
1,n−2−
. . .
c
(3)
2,2c
(3)
0,1
c
(3)
1,1
=
c
(3)
0,n+1c
(3)
2,n+2
c
(3)
1,n+2−
c
(3)
0,n+2c
(3)
2,n+3
c
(3)
1,n+3−
. . . . (3.60)
Equation (3.60) with an infinite continued fraction on the
right-hand side can be solved numerically by minimizing
the absolute value of the difference between the left- and
right-hand sides. The equation has an infinite number of
roots (corresponding to the QN spectrum), but for each
n, the most stable root is different. In general, we have
to use the n times inverted equation to find the n-th
QN mode. The requirement that the continued fraction
is convergent itself allows us to truncate its length by
some large value, always ensuring that an increase in this
value does not change the final results within a desired
precision64.
I. Nollert improvement
It turns out, that the convergence of the infinite con-
tinued fraction becomes worse if the imaginary part of ω
increases with respect to the real part. This means that
in order to calculate higher overtones, we must increase
the depth of the continued fraction, which dramatically
increases the time of computation. The convergence is
poor also if r0 in (3.52) is not a singular point. This fix-
ing of r0 is necessary to move all the singular points for
higher-dimensional Schwarzschild black holes outside the
unit circle |z| < 1.
The problem of slow convergence was circumvented
in65 for the three-term recurrence relation and general-
ized for higher N in66. We consider the relation
− bn
bn−1
= Rn =
c
(3)
2,n+1
c
(3)
1,n+1−
c
(3)
0,n+1c
(3)
2,n+2
c
(3)
1,n+2−
. . . , (3.61)
which can be expanded for large n as
Rn(ω) = C0(ω) +
C1(ω)√
n
+
C2(ω)
n
+ . . . . (3.62)
In order to find the coefficients Cj of (3.62) we di-
vide Eq. (3.54) by bi−N+1 and use the definition Rn =
−bn/bn−1. Then one finds the equation with respect to
Rn:
N−1∑
j=0
(−1)j c(N)j,i (ω)
N−2−j∏
k=0
Ri−k = 0. (3.63)
For large n we have c
(N)
j,n (ω) ∝ n2, thus, substituting the
expansion (3.62) into (3.63), we find
lim
n→∞
1
n2
N−1∑
j=0
(−1)j c(N)j,n (ω)CN−1−j0 (ω) = 0 . (3.64)
In the general case Eq. (3.64) has N − 1 roots (in fact,
there are repeated roots among them). If the series has
a unit radius of convergence, one of the roots is always
C0 = −1 (it is also a repeated root) (3.52). Other roots
appear due to the existence of additional singular points
of Eq. (3.51). Thus, we choose C0 = −1.
After fixing C0 = −1 one can find an equation with
respect to C21 . In order to fix the sign of C1 we can use
the convergence of the series (3.52) at z = 1. Therefore,
lim
n→∞
bn = 0, i. e. ∄N : ∀n > N, |bn| > |bn−1|.
Since for large n
bn
bn−1
∼ −Rn ∼ −C0 − C1√
n
= 1− C1√
n
,
we find out that the real part of C1 cannot be negative.
Once the sign of C1 is fixed, the other coefficients in
(3.62) can be found from Eq. (3.63) step by step without
encountering indeterminations.
As one calculated the coefficients Cj , the expansion
(3.62) could be used as an initial approximation for the
“remaining” infinite continued fraction. In order to en-
sure the convergence of (3.62) for a given value of ω, one
has to start from the found approximation deeply enough
inside the continued fraction (3.60). The expansion gives
a good approximation for Rn. Therefore, the required
depth is less than it would be if we had started from
some arbitrary value.
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J. Continuation of the Frobenius series through midpoints
Consider now the case when one cannot fix the param-
eter r0 in (3.52) in such a way that all the singularities,
except r = r+ and r = r∞, can be removed outside the
unit circle |z| < 1. In other words, there is at least one
singularity for which |z| < 1. This singularity implies
a smaller radius of convergence for the series (3.53). In
order to check if the function u(z) is convergent at z = 1
we must analytically continue the series by constructing
the expansions of u(z) iteratively at some midpoints67.
Namely, we equate the series expansion
u(z) =
∞∑
n=0
bnz
n =
∞∑
n=0
b˜n(z − z0)n, (3.65)
where z = z0 is a midpoint inside the radius of conver-
gence of (3.53).
The coefficients b˜n satisfy the N -term recurrence rela-
tion, which could be reduced to the three-term relation
c˜
(3)
0,i b˜i + c˜
(3)
1,i b˜i−1 + c˜
(3)
2,i b˜i−2 = 0, i > 1. (3.66)
In order to find b˜1/b˜2, we must use the condition at the
event horizon by taking account of (3.65),
b˜0 =
∞∑
n=0
bnz
n
0 , b˜1 =
∞∑
n=1
nbnz
n−1
0 . (3.67)
We find the coefficients bn from Eqs. (3.58) and substitute
them into Eq. (3.66). If z = 1 is the closest singular point
to z = z0, we obtain the equation with respect to ω as
b˜1
b˜0
= − c˜
(3)
2,2
c˜
(3)
1,2−
c˜
(3)
0,2c˜
(3)
2,3
c˜
(3)
1,3−
c˜
(3)
0,3c˜
(3)
2,4
c˜
(3)
1,4−
. . . (3.68)
Otherwise one has to repeat the procedure, constructing
the series (3.65) for the next midpoints z1, z2, z3, . . ., un-
til the cosmological horizon (or spatial infinity) appears
to be inside the radius of convergence.
If the convergence of the continued fraction on the
right-hand side of Eq. (3.68) is slow, one can use the
Nollert improvement. Since the radius of convergence of
the Frobenius series is now less than 1 (R < 1), we must
choose C0 = −R−1 in (3.62).
K. Generalization of the Frobenius series
The series expansion (3.53) does not need to be neces-
sarily some power of a rational function of r. For some
cases, a more convenient choice is an expansion in terms
of another full set of functions in the appropriate Hilbert
space. Here we considered, as an illustrative and quite
general example, charged scalar field perturbations of
Kerr-Newman-de Sitter black holes that are described
by the line element
ds2 = ρ2
(
dr2
∆r
+
dθ2
∆θ
)
+
∆θ sin
2 θ
(1 + α)2ρ2
[adt− (r2 + a2)dϕ]2
− ∆r
(1 + α)2ρ2
(dt− a sin2 θdϕ)2, (3.69)
where
∆r = (r
2 + a2)
(
1− α
a2
r2
)
− 2Mr +Q2,
∆θ = 1 + α cos
2 θ, α =
Λa2
3
,
(3.70)
M is the black hole mass, Q is the charge, a is the rotation
parameter, and Λ is the cosmological constant.
After the separation of variables, the angular part of
the equation of motion for the massless charged scalar
field (2.8) can be reduced to the following form22:
(
d
dx
(1 + αx2)(1 − x2) d
dx
+ λ− s(1− α) + (1 + α)
2
α
ξ2 − 2αx2+
1 + α
1 + αx2
(
2s(αm− (1 + α)ξ)x − (1 + α)
2
α
ξ2 − 2m(1 + α)ξ + s2
)
− (3.71)
− (1 + α)
2m2
(1 + αx2)(1 − x2) −
(1 + α)(s2 + 2smx)
1− x2
)
S(x) = 0,
where λ is the separation constant, ξ = aω, x = cosθ, s is the field spin, and m is the projection of the angular
momentum of the field onto the axis of the black hole rotation. Here s and m are (half)integers and 0 ≤ s ≤ 2.
The appropriate series for the function S is22
S(z) = zA1(z − 1)A2(z − zs)A3(z − z∞)
∞∑
n=0
bnun(z), (3.72)
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where
z =
√
α− i
2
x+ 1
x
√
α− i , zs = −
i(1 + i
√
α)2
4
√
α
, z∞ = − i(1 + i
√
α)
2
√
α
,
A1 =
|m− s|
2
, A2 =
|m+ s|
2
, A3 = ± i
2
(
1 + α√
α
ξ −√αξ − is
)
.
The expansion is done in terms of the Jacobi polynomials
un(z) = F (−n, n+ ω¯; γ; z) = (−1)nΓ(2n+ ω¯)n!
Γ(n+ γ)
P (ω¯−γ,γ−1)n (2z − 1),
where ω¯ = 2A1 + 2A2 + 1 and γ = 2A1 + 1.
The coefficients bn in (3.72) satisfy the three-term recurrence relation (3.58a and 3.58b) with
c
(3)
0,n = ±
i√
α
ξ
n(n+A1 +A2 ∓ s)(n+ 2A2)
2(2n+ 2A1 + 2A2 + 1)(n+ A1 +A2)
, (3.73)
c
(3)
1,n =
i√
α
{
±ξ Jn
2(n+A1 +A2)(n+A1 +A2 − 1) +
(n− 1)(n+ 2A1 + 2A2)
4
(3.74)
−1
4
[
λ− 2A1A2 −A1 −A2 + 2
(
m+ s∓ (2A1 + 1)
)
ξ − m
2 − s2
2
− s
]}
,
c
(3)
2,n = ∓
i√
α
ξ
(n− 1 +A1 +A2 ± s)(n− 1 + 2A1)(n− 1 + 2A1 + 2A2)
2(2n+ 2A1 + 2A2 − 3)(n− 1 +A1 +A2) , (3.75)
where
Jn = (n− 1)(n+ 2A1 + 2A2)(A1 −A2) + (A1 +A2 ± s+ 1) ( (n− 1)(n+ 2A1 + 2A2) + (2A1 + 1)(A1 + A2) ) .
Since the series (3.72) must be convergent at z = 1,
we can solve Eq. (3.60) numerically in order to find the
separation constant as a function of frequency.
In the Reissner-Nordstro¨m-de Sitter limit (a → 0)
Eq. (3.60) is reduced to c
(3)
1,n = 0. In this case the value
of λ does not depend on ω
λ = (ℓ−s+1)(ℓ+s), ℓ = n+A1+A2 ≥ max(|m|, |s|).
L. Example I: Frobenius series for radial part of the charged
scalar field in the Kerr-Newman-de Sitter background
The radial part of the massless (charged) field equation
of motion is of the form (3.51) and reads22{
∆−sr
d
dr
∆s+1r
d
dr
+
1
∆r
(
K2−isK d∆r
dr
)
+4is(1 + α)ωr
−2α
a2
(s+ 1)(2s+ 1)r2+2s(1− α)−2isqQ− λ
}
R(r) = 0,
where K = [ω(r2 + a2)− am](1 + α)− qQr, and q is the
field charge.
The appropriate Frobenius series is found to be
R(r) =
(
r − r+
r − r−
)−s−2iK(r+)/∆′r(r+)
×
eiB(r)r−2s−1u
(
r − r+
r − r−
r∞ − r−
r∞ − r+
)
(3.76)
Note that in order to obtain the recurrence relation for
both types of the boundaries (asymptotically flat and
de Sitter), we introduced the exponent eiB(r) such that
dB(r)
dr
=
K
∆r
. This exponent describes outgoing waves
at horizons and spatial infinity. Thus, we have to com-
pensate the outgoing wave at the event horizon. That is
why the factor of 2 appears in the power of the first mul-
tiplier in (3.76). The parameter r0 is fixed to be the inner
horizon r− in order to move all the singularities outside
the unit circle and, at the same time, to provide the best
convergence of the infinite continued fraction (3.60).
In the Reissner-Nordstro¨m-de Sitter limit (a = 0) for
the uncharged field (q = 0) we obtain K = ωr2 and
R(r) =
(
r − r+
r − r−
)−s−iω/κ
eiωr⋆r−2s−1u
(
r − r+
r − r−
r∞ − r−
r∞ − r+
)
.
(3.77)
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The tortoise coordinate is defined as dr⋆ =
r2dr
∆r
and
κ =
∆′r(r+)
2r2+
is the surface gravity on the event horizon.
M. Example II: Frobenius series for the massive scalar field
in the higher-dimensional Reissner-Nordstro¨m-de Sitter
background
The D-dimensional Reissner-Nordstro¨m-de Sitter
black hole is described by the metric
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dΩD−2, (3.78)
where dΩD−2 is a metric of a (D−2)-dimensional sphere,
f(r) = 1− 2M
rD−3
+
Q2
r2D−6
− 2Λr
2
(D − 1)(D − 2) .
After separation of the angular and time variables the
radial part of the massive scalar field equation of motion
(− µ2)Ψ = 0 is reduced to the wavelike equation
(
d2
dr2⋆
+ ω2 − f(r)V (r)
)
r
D−2
2 R(r) = 0, (3.79)
where the effective potential is
V (r)=µ2+
ℓ(ℓ+D−3)
r2
+
f ′(r)(D−2)
2r
+
f(r)(D−2)(D−4)
4r2
,
where ℓ parametrizes the angular separation constant.
The Frobenius series for this case is
R(r) =
(
r − r+
r −R
)− iωκ
eiA(r)r−
D−2
2 u
(
r − r+
r −R
r∞ −R
r∞ − r+
)
,
where κ =
1
2
f ′(r+), e
iA(r) describes the outgoing wave
for spatial infinity and the horizons and satisfies
dA(r)
dr
=
√
ω2 − µ2f(r)
f(r)
.
The sign in the exponent is fixed by the quasinormal
boundary condition: The real part of A(r → ∞) must
be of the same sign as the real part of the eigenfrequency
ω. This choice of the sign makes the wave outgoing at
spatial infinity.
For the massless field (µ = 0) this exponent is eiωr⋆68
and the Frobenius series reads
R(r) =
(
r − r+
r −R
)− iωκ
eiωr⋆r−
D−2
2 u
(
r − r+
r −R
r∞ −R
r∞ − r+
)
.
Since for D = 4 we can choose R = r−, we come to (3.77)
(s = 0).
If Λ > 0, we can observe the same asymptotic behavior
of the exponent at the cosmological horizon as for the
case of µ = 0:
eiA(r) ∼ eiωr⋆ , r → r∞ <∞.
For the asymptotically flat case the asymptotic behav-
ior is different in four- and in higher-dimensional space-
times. If D ≥ 5, f(r) = 1 + o(r−1) and the Frobenius
series can be determined as66
R(r) =
(
r − r+
r −R
)− iω2κ
eir
√
ω2−µ2r−
D−2
2 u
(
r − r+
r −R
)
.
(3.80)
For D = 4 the term of order ∼ r−1 in f(r) leads to the
nontrivial contribution48,49
R(r) =
(
r − r+
r −R
)− iω2κ
eir
√
ω2−µ2 × (3.81)
r2iM
√
ω2−µ2+iMµ2/
√
ω2−µ2r−
D−2
2 u
(
r − r+
r −R
)
.
The same approach could be applied for the Maxwell
field and the gravitational perturbations, because the ra-
dial parts of their wave equations can be reduced to the
form (3.51)23–25.
N. Horowitz-Hubeny method
In order to find quasinormal modes in the asymptoti-
cally anti-de Sitter space-times we normally need to im-
pose Dirichlet boundary conditions at the spatial infinity.
Thus, we find the appropriate expansion for the function
R(r) in (3.51) without consideration of the singularity
point at the infinity. This method was proposed in30.
Namely, we define
R = z−iω/(2κ)ψ(z), (3.82)
where κ is the surface gravity at the event horizon, z =
r − r+
r − r− . Substituting (3.82) into (3.51) one can rewrite
the radial equation in the form
s(z)ψ′′(z) +
t(z)
z
ψ′(z) +
u(z)
z2
ψ(z) = 0, (3.83)
s(z) =
Ns∑
n=0
snz
n, t(z) =
Nt∑
n=0
tnz
n, u(z) =
Nu∑
n=1
unz
n,
with respect to the wave function ψ(z) =
∞∑
n=0
anz
n, which
is regular at the event horizon z = 0. The Dirichlet
boundary condition ψ(z = 1) = 0 implies
∞∑
n=0
an = 0. (3.84)
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The coefficients an can be found through the recurrence
relation
an =
∑n−1
k=0 ak(k(k − 1)sn−k + ktn−k + un−k)
n(n− 1)s0 + nt0 , (3.85)
starting from an arbitrary a0. Substituting (3.85) into
Eq. (3.84), we find the equation with respect to eigen-
value ω. Since the sum (3.84) is convergent, one can
truncate the summation at some large n and minimize
its absolute value with respect to ω. Doing so we in-
crease the number of terms in the sum until the value of
ω does not change within required precision.
Note that for Eq. (3.84) to be convergent, r− has to
be a singular point, and all the other singularities, ex-
cept r = r+ and r = r∞, must lie outside the unit circle
|z| > 1. If both of these conditions are impossible to
satisfy simultaneously, we must use the continued frac-
tion method with the appropriate fixing of the behavior
of R at spatial infinity. The Horowitz-Hubeny method
converges slower than the Frobenius one.
O. Limit of high damping: Monodromy method
The limits of high damping for QN spectra of asymp-
totically flat or de Sitter and asymptotically anti-de Sit-
ter black holes have qualitatively different behavior. For
asymptotically flat or the de Sitter case
|Im(ω)| ≫ |Re(ω)|, n→∞ (3.86)
while for asymptotically AdS black holes
|Im(ω)| ∼ |Re(ω)|, n→∞. (3.87)
The monodromy technique starts by considering the wave
equation (2.12) in the complex plane, so that instead of
the real tortoise variable r∗ one uses the complex variable
x. Then, Eq. (2.12) can be written in the form
d2Ψ(r)
d(ωx)2
+ (1− V (r)ω−2)Ψ(r) = 0. (3.88)
In the limit |ω| → ∞ the term proportional to ω−2 in
Eq. (3.88) can be discarded, so that the general solution
can be written as a superposition of plane waves
Ψ(ωx) = Ae+iωx +Be−iωx, |ω| → ∞. (3.89)
Then one needs to find the Stokes line as contours in the
complex ωx plane. The Stokes lines are defined as lines
satisfying the equation Im(ωx) = 0. If we apply Eq. (3.4)
and x = xRe − ixIm, then
ωx = ωRexRe − ωImxIm − i(ωImxRe + ωRexIm) =
ωRexRe − ωImxIm, Im(ωx) = 0 (3.90)
along the Stokes lines. Thus, along the Stokes line, the
plane wave solution (3.89) oscillates without decay (or
growth). The next step is to use the basic numerical
data for quasinormal modes with large overtones, such
as Eq. (3.86) or (3.87) in order to translate the condi-
tion for the Stokes lines in the ωx-plane to the condition
in the complex x-plane. For instance, for asymptotically
flat or de Sitter black holes the inequality (3.86) imme-
diately gives Re(ω) = 0, which is the anti-Stokes line in
the complex x-plane. Then one needs to determine the
closed contour in the complex x-plane and calculate the
monodromy, which will give an analytic expression for
the quasinormal frequency ω. Although the approach is
well known from complex analysis, in the present form
it was used for the problem of highly damped quasinor-
mal modes only recently69,70 for asymptotically flat cases
and developed in71–73 for various asymptotically dS and
AdS black holes. Particular elements of the monodromy
method, the Stokes lines, were used for QNMs in45.
IV. QUASINORMAL MODES: SUMMARY OF RESULTS
A. More on the context in which quasinormal modes are
studied
The quasinormal spectrum of a stable black hole is
an infinite set of complex frequencies which describes
damped oscillations of the amplitude74. It is clear that
the oscillation with the smallest damping rate is domi-
nant at late time, while oscillations with higher damping
rate are exponentially suppressed. In practice, by study-
ing the signal at the stage when quasinormal ringing is
observed, we are able to extract a few dominant modes
which have the smallest imaginary parts.
The quasinormal ringing was first described by
Vishveshwara when considering the scattered packet
of gravitational waves in the background of the
Schwarzschild black hole75. The term quasinormal fre-
quencies was introduced by Press in 197176. In the
same year the lower quasinormal modes were calculated
by studying test particles falling into the Schwarzschild
black hole77. Later, quasinormal modes were calculated
for Kerr black holes78. The quasinormal spectra of the
coupled gravitational and electromagnetic perturbations
of the Reissner-Nordstro¨m black holes were first studied
in79.
From that time until now quasinormal modes have
been extensively studied within various contexts, as fol-
lows:
1. Ringing of astrophysical black holes: In this
context the dominant frequencies of the quasinor-
mal spectrum were studied for astrophysically mo-
tivated black holes in four dimensional asymptoti-
cally flat and de Sitter space-times (see Sec. IV.C).
2. Analysis of stability and quasinormal modes
of mini black holes: This is an important issue in
various extra dimensional scenarios, such as ADD80
and the Randall-Sundrum81 models. In this con-
19
text dominant quasinormal frequencies of higher-
dimensional black holes, black strings and branes,
Kaluza-Klein black holes and other black objects
have been extensively studied (see Sec. IV.D).
3. In the context of the AdS/CFT correspon-
dence: Here the quasinormal modes of large AdS
black holes and of Dp-branes are studied (see
Sec. IX).
4. Loop quantum gravity interpretation: It was
suggested that the asymptotic real part of quasinor-
mal modes of black holes can be interpreted within
loop quantum gravity, which allows us to fix the
Barbero-Immirzi parameter, the free parameter of
the theory (see Sec. V).
5. Lower-dimensional black holes: These were
studied mainly because of their simplicity, so that
in many cases it is possible to find exact solutions
for the quasinormal spectra. For instance, it was
shown that the quasinormal modes of the (2 + 1)-
dimensional AdS black hole exactly coincide with
the poles of the retarded Green’s function for the
two-dimensional CFT (see Sec. IX.B).
B. Isospectrality
Consider two wavelike equations (2.12) with the effec-
tive potentials V + and V − such that
V ±(r⋆) =W
2(r⋆)± dW (r⋆)
dr⋆
+ β, (4.1)
where W (r⋆) is some finite function, β is a constant, and
r⋆ is the tortoise coordinate. If Ψ
+ is an eigenfunction
of the wavelike equation with the potential V +, then the
eigenfunction for the potential V − is given by
Ψ−(r⋆) ∝
(
W (r⋆)− d
dr⋆
)
Ψ+(r⋆), (4.2)
which corresponds to the same eigenvalue ω. Therefore,
the quasinormal spectrum is the same for the potentials
V + and V −82.
If one takes
W =
2M
r2
− 3 + 2c
3r
+
3c+ 2c2
3(3M + cr)
− c
2 + c
3M
,
β = −c
2(c+ 1)2
9M2
, c =
ℓ(ℓ+ 1)
2
− 1,
r⋆ =
dr
f(r)
, f(r) = 1− 2M
r
,
then V + and V − are the effective potentials for gravita-
tional perturbations of axial and polar types respectively
for the Schwarzschild black hole28,
V + = f(r)
(
ℓ(ℓ+ 1)
r2
− 6M
r3
)
,
V − =
2f(r)
r3
9M3 + 3c2Mr2 + c2(1 + c)r3 + 9M2cr
(3M + cr)2
.
FIG. 5 The first 60 quasinormal modes for the gravitational
perturbations of the Schwarzschild black hole; the numerical
values of 1000 lower quasinormal modes are available from
http://qnms.way.to.
This means that the quasinormal spectra of gravitational
perturbations of axial and polar types coincide. The
same symmetry is preserved in a more general case of
the Reissner-Nordstro¨m-de Sitter black hole, where both
types of gravitational perturbations are coupled to elec-
tromagnetic perturbations. If, for instance, one considers
a scalar field which is coupled only to the polar pertur-
bations, the isospectrality is broken.
The isospectrality between axial and polar perturba-
tions does not exist for higher than four dimensional
black holes, when, in addition to the latter two types of
perturbations, the other dynamical type appears. This
new type of gravitational perturbation transforms simi-
lar to a tensor with respect to coordinate transformations
on a (D − 2)-sphere. It is interesting to note that the
tensor-type gravitational perturbations are described by
the same effective potential as a test scalar field in the
black hole background.
C. Quasinormal modes of D = 4 black holes
The quasinormal spectra of four-dimensional black
holes were studied starting from the 1970s in the con-
text of possible observations of ringing from astrophysi-
cal black holes (see, e. g.,28). Figure 5 shows the lowest
gravitational quasinormal modes of Schwarzschild black
holes, calculated accurately with the help of the contin-
ued fraction method (see Sec. III.G). The imaginary part
of the higher overtones grows, while the real part de-
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creases until it becomes almost zero at some moderately
large overtone number n (for ℓ = 2, n = 9, for ℓ = 3,
n = 41). The corresponding purely damped mode is ap-
proximately equal to the so-called “algebraically special
mode”, which is given by83
ωM = −i(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)/12. (4.3)
For modes which are higher than the algebraically spe-
cial one, the real part starts growing and approaches
its asymptotic value, which can be found exactly (see
Sec. IV.F). Since the damping rate of the algebraically
special mode (4.3) grows quickly with ℓ, the asymptotic
regime is achieved at high overtones. For instance, for
ℓ = 6 the asymptotic regime of high damping is achieved
at n ∼ 10565.
Real astrophysical black holes are rotating. In addi-
tion, one can neglect their electric charge so that the
Kerr metric is the most astrophysically motivated exact
solution of the Einstein equations. Thus, gravitational
quasinormal modes of Kerr black holes are of primary in-
terest for observations of gravitational waves. Accurate
calculations of quasinormal modes for Kerr black holes
were performed by Leaver64. The basic properties of the
spectrum for small rotation were found from the eikonal
limit within the slow-rotation approximation. Using the
Po¨schl-Teller formula (3.12), one can find that84
ω ≈ 1
3
√
3M
(
±
(
ℓ+
1
2
)
+
2am
3
√
3M
−
(
n+
1
2
)
i
)
,
ℓ≫ |m| ≫ 1, a≪M, (4.4)
where m is the azimuthal number and a is the rotation
parameter of the black hole.
Rotation gives us the following new properties of the
quasinormal spectrum:
• The real part of the quasinormal mode grows with
am.
• The quasinormal modes explicitly depend on the
azimuthal number m and there is a symmetry
ω(m)→ −ω∗(−m). This allows us to consider only
modes with the positive real part.
Table I summarized the publications in which the
quasinormal ringing of four-dimensional black holes was
studied with the help of various numerical methods. The
reader is referred to the original works (see Table I) for
more details and numerical data. In Sec. IV.H we dis-
cussed dependence of the quasinormal modes on the black
hole parameters.
Lower modes of the Dirac field were found by the
WKB approach for Schwarzschild102 and Schwarzschild-
de Sitter backgrounds103 and by using the approximation
with the Po¨schl-Teller potential (see Sec. III.B) for Kerr-
Newman-de Sitter black holes104. Later the spectrum of
the Dirac field was calculated using the accurate Frobe-
nius method for Schwarzschild105, Reissner-Nordstro¨m-
de Sitter106, Kerr-Newman107 and Kerr-Newman-de Sit-
ter black holes108. The quasinormal spectrum of the
TABLE I Publications where the lower modes of various four-
dimensional black holes were calculated by different methods:
integration of the equations of motion, the WKB formula, and
the method of continued fraction.
QNMs Integration WKB Cont. f.
Schwarzschild 77 85 64
Reissner-Nordstro¨m 79 86 87
Reissner-Nordstro¨m (extreme) 88
Kerr 78,89 90 64
Kerr-Newman 91 55
Reissner-Nordstro¨m+dilaton 92,93
Topological black holes 94
Stringy black holes 95
Schwarzschild-de Sitter 96 97 98
Reissner-Nordstro¨m-de Sitter 99 99
Kerr-de Sitter 100
Garfinkle-Horowitz-Strominger 101
scalar and Dirac fields around the Born-Infeld black hole
was studied in109. Dominant gravitational frequencies of
black holes in the scalar-tensor gravity were calculated
in110.
Real astrophysical black holes are not isolated, but
surrounded by some matter. Theoreticians frequently
call such black holes with an “environment” as “dirty”
black holes. These were studied using a perturbative
method in111. Higher modes of the spherically symmetric
dirty black holes were studied in112. Quasinormal modes
of black holes surrounded by quintessence were studied
in113–116, and modes of the phantom scalar field in117.
Recently, perturbations of more exotic objects such
as wormholes, white holes, or naked singularities have
been investigated. It was found that the quasinor-
mal spectrum of Schwarzschild black holes differs from
wormholes118 and white holes119. Therefore, these ob-
jects, if they exist, might be detected through observa-
tions of their quasinormal ringing.
D. Quasinormal modes of mini black holes
Quasinormal spectra of black holes attracted consider-
able interest in the following extra dimensional models:
1. The large extra dimensions scenario allows for
the size of extra dimensions to be of a macroscopic
order80. When the size of the black hole is much
smaller than the size of the extra dimensions, the
black hole can be considered as effectively living in
a D-dimensional world and, thereby, approximated
by a solution of higher-dimensional Einstein equa-
tions. The simplest example of such a solution is
the Tangherlini metric26, which is a generalization
of the Schwarzschild metric for D > 4.
2. Randall-Sundrum models81 assumed that our
world is a brane in higher-dimensional anti-de Sit-
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ter warped space-time. The AdS space-time implies
quick decay of the fields outside the brane. The
warp factor, which is the parameter of the theory,
can be set up in order to obtain large size (of the
order of TeV ) or, if one wishes, small size of the
extra dimensions. In the latter case the gravita-
tional perturbations contain Kaluza-Klein modes,
which share many properties of massive fields. For
instance, the quasiresonances were observed in the
spectrum of black strings120. The ringing of the
Randall-Sundrum braneworld was studied in121,122,
where quasibound states of the gravitational per-
turbations between the AdS boundary and the
brane were observed.
3. Brane-localized fields: When the size of extra
dimensions is larger than the size of the black hole,
one can consider the model, for which the standard
model particles are restricted to live on a (3 + 1)-
brane, while gravitons propagate also in the bulk.
When considering evolution of the standard model
fields in the background of a mini black hole, one
can think that the mini black hole effectively be-
haves similar to a higher-dimensional one projected
onto the brane123.
Quasinormal modes of a scalar field in the background
of a D-dimensional black hole were estimated in124 using
the third-order WKB approach and more accurate values
were obtained in44 with the sixth-order WKB formula
(see Sec. III.D). The scalar field in the background of the
five-dimensional rotating black hole was studied in125.
Quasinormal modes of gravitational perturbations of
the Tangherlini black hole were calculated in42 using the
higher-order WKB formula. Later, five-dimensional126
and higher-dimensional67 Tangherlini black hole pertur-
bations were studied using the Frobenius method. Fi-
nally, quasinormal modes of all types of perturbations for
higher-dimensional Reissner-Nordstro¨m-de Sitter black
holes were calculated in68,127. Quasinormal modes of the
Dirac field in the background of higher-dimensional black
holes were found in128.
The quasinormal spectrum of a scalar field in the back-
ground of ultraspinning black holes was studied in six-129
and higher-dimensional space-times130. In D ≥ 7, quasi-
normal modes of tensor type of gravitational perturba-
tions were studied for simply rotating Myers-Perry black
holes131 and their asymptotically AdS generalizations132.
It was found that the rotating AdS black holes suffer from
the superradiant instability (see Sec. VIII.F).
For mini black holes the quantum corrections are
significant133. These corrections are suggested by the
string theory. Its slope expansion yields higher-order cur-
vature corrections to the Einstein action, which make the
gravity be mathematically non-contradictory in higher
dimensions. The first order correction to Einstein grav-
ity is proportional to the square of the curvature and
is a topological invariant in four-dimensional space-
time134. This correction, called the Gauss-Bonnet term,
implies a nontrivial correction to the higher-dimensional
backgrounds135. The quasinormal spectrum of the scalar
field was studied for the neutral136 and charged137 Gauss-
Bonnet black holes, as well as for their asymptotically de
Sitter and anti de Sitter generalizations138.
The quasinormal modes of tensor- and vector-type
gravitational perturbations of Gauss-Bonnet black holes
were calculated in139 using the third-orderWKB formula.
The quasinormal modes of gravitational perturbations of
all types and the development of an instability in time
domain were found in140.
The ringing of the brane-localized standard model
fields was studied in the background of Schwarzschild,
Schwarzschild-(anti) de Sitter141, Kerr142,143, and Gauss-
Bonnet black holes144. The standard model fields were
also considered in the scenario of the three-brane with fi-
nite tension in the six-dimensional bulk145,146 and on the
two-brane in the four-dimensional version of the Randall-
Sundrum model147.
In higher-dimensional space-time one can consider
more complicated black hole configurations, which were
studied for the particular case of five-dimensional space-
time. When a gauge field is added, a five-dimensional
black hole may be embedded in a rotating universe, which
is called the Go¨del universe. The quasinormal modes
of the scalar field in the background of such a black
hole in the Go¨del universe were studied in148. Another
family of solutions in the five-dimensional space-time is
the squashed Kaluza-Klein black holes, which asymptot-
ically look similar to four-dimensional black holes with
the Kaluza-Klein modes due to the compactified extra di-
mension. The quasinormal spectrum of such black holes
allows us to probe the extra dimensions even at small
energies, for which the Kaluza-Klein modes are not yet
excited. The quasinormal modes of scalar field and grav-
itational perturbations of squashed Kaluza-Klein black
holes were calculated in149 and confirmed by indepen-
dent calculations of150. Then, an analysis was continued
to the squashed Kaluza-Klein black holes in the Go¨del
universe151.
E. Quasinormal modes of AdS black holes
In asymptotically AdS backgrounds there is no outgo-
ing wave at spatial infinity. The AdS boundary provides a
confinement for perturbations, which are, thereby, local-
ized relatively closely to the black hole. The quasinormal
ringing governs evolution of perturbations at all times,
i. e., there is no late-time tail stage30,155 as in the asymp-
totically flat and de Sitter space-time (see Sec. VII). The
high overtone regime is usually already reached at mod-
erate overtones n, and one can find that the real and
imaginary parts of asymptotically high overtones have
equidistant spacing.
Within the AdS/CFT correspondence the quasinormal
modes of black holes in the anti-de Sitter space-time have
a direct interpretation in the dual conformal field the-
22
ory (see Sec. IX). The quasinormal modes of the con-
formally invariant scalar field in the Schwarzschild-AdS
background were first studied in152 prior to the inter-
est in the ADS/CFT correspondence. In the context of
the AdS/CFT correspondence, quasinormal modes of a
test scalar field were calculated in30. Later, quasinor-
mal modes of the electromagnetic field and the grav-
itational perturbations of the Schwarzschild-AdS black
hole were found in153. Quasinormal modes of toroidal,
cylindrical and planar black holes in anti-de Sitter
space-times were calculated in154. Quasinormal ringing
of the Reissner-Nordstro¨m-AdS background was stud-
ied for scalar field155, gravitational and electromagnetic
perturbations156.
When the radius of the black hole is much smaller than
the AdS radius, the effect of the black hole is small and
the quasinormal modes approach the normal modes of
the pure AdS space-time157,158,223. For large black holes
the real and imaginary parts of quasinormal modes grow
proportionally to the black hole radius. The only excep-
tion is the fundamental vector and scalar modes42,156,159,
which are hydrodynamic modes (see Sec. IX.C)160.
Quasinormal modes of the Dirac field were found
for the Schwarzschild-AdS161 and Reissner-Nordstro¨m-
AdS162 black holes. In addition, quasinormal ringing
was studied for the four-dimensional Kerr-AdS black
hole163 and planar AdS black holes in four and higher
dimensions164–166. An alternative, perturbative ap-
proach for finding quasinormal modes was developed
in167,168 for asymptotically flat and AdS black holes.
Using an analytic technique based on the complex co-
ordinate WKB method, the so-called “highly real” quasi-
normal modes were reported to appear in the spectrum of
Schwarzschild-anti de Sitter black holes. The real part of
these quasinormal frequencies asymptotically approached
infinity while the damping rate remained finite169,170.
Since for large black holes the imaginary part of highly
real quasinormal modes is less than those which are
established as the fundamental modes, the highly real
quasinormal modes must be dominant in the spectrum.
Nevertheless, these highly real modes were not observed
through time-domain integrations nor any alternative
calculations.
F. Exact solutions and analytical expressions
Here we summarize some analytical formulas for quasi-
normal modes.
• Large multipole number: Quasinormal modes
can be obtained by substituting the corresponding
effective potentials into the first-order WKB for-
mula and taking the limit of large ℓ.
The large multipole limit for the Schwarzschild
black hole was derived in37 and generalized for the
Schwarzschild-de Sitter black hole in103 as
ω =
√
1− 9ΛM2
3
√
3M
(
ℓ+
1
2
−
(
n+
1
2
)
i
)
+O
(
1
ℓ
)
,
(4.5)
where n is the overtone number.
This formula is valid also for scalar (ℓ = 0, 1, 2, . . .),
electromagnetic (ℓ = 1, 2, 3, . . .) and Dirac (ℓ =
1/2, 3/2, 5/2, . . .) fields. Despite the fact we consid-
ered large ℓ expansions, the formula (4.5) also gives
good estimations for the dominant frequencies with
small ℓ. For instance, for the ℓ = 3, n = 0 gravita-
tional perturbation of the Schwarzschild black hole
(Λ = 0), one has ω = (0.599 − 0.093i)M−1, while
formula (4.5) gives ω = (0.674− 0.096i)M−1.
For higher-dimensional black holes the large multi-
pole expansion reads44
ω =
1
4
(
2
(D − 1)M
) 1
D−3
√
D − 3
D − 1 × (4.6)(
2ℓ+D − 3− 2n+ 1√
D − 3 i
)
+O
(
1
ℓ
)
.
This was generalized to the multihorizon black
holes in171.
• Asymptotically high overtones: For
Schwarzschild black holes, asymptotically high
overtones satisfy the relation69
e8πωM = −1− 2cos(πs), Im(ω) < 0, (4.7)
where s = 0, 1, 2 for the test scalar, Maxwell, and
gravitational fields, respectively. The solution to
Eq. (4.7) is
2Mω =

ln(3)
4π
− n− 1/2
2
i, scalar, gravitational;
−n
2
i, Maxwell.
(4.8)
The asymptotic behavior of quasinormal modes of
the Dirac field is the same as for the Maxwell field:
the real part approaches zero, while the spacing of
the imaginary part tends to 1/4M105.
Formula (4.7) was generalized for arbitrary single-
horizon black holes as172
eTHω = −1− 2cos(πs), Im(ω) < 0, (4.9)
where TH is the Hawking temperature.
The analog of formula (4.7) was derived also for
charged black holes, for black holes in the asymp-
totically de Sitter space-time, and for higher-
dimensional black holes (see Table II). Yet, these
equations cannot always be solved algebraically
with respect to ω (see topical review73).
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TABLE II Publications where the higher modes of various
black holes were found.
Black hole Asymptotic formula
Schwarzschild 65 (numerical),69
Dirac field in Schwarzschild 105
Tangherlini 70,173,174 (numerical)
Reissner-Nordstro¨m 70 (D = 4),73 (D > 4)
Kerr 175 (numerical),176,177
Kerr-Newman 178
Scalar field in Myers-Perry 179
Single-horizon (e. g., dilatonic) 172
Spherically symmetric 180 (integer spin),181
Garfinkle-Horowitz-Strominger 182 (scalar),183 (Dirac)
Gibbons-Maeda dilaton 184
Gauss-Bonnet 185
Chern-Simons 186
Schwarzschild-de Sitter 187 (numerical),72
Tangherlini-de Sitter 73
Reissner-Nordstro¨m-(A)dS 59 (numerical),73 (D ≥ 4)
EM field in SdS (D > 4) 188
Extremally charged RN-dS 189
Large SAdS (D = 4) 72
Large SAdS (D = 5) 190 (numerical),191,192
All SAdS 73
Massive scalar field 48 (D = 4),66 (D > 4)
• Near extreme black holes in the de Sitter
space-time: When the black hole horizon ap-
proaches the cosmological horizon, the effective po-
tential approaches the Po¨schl-Teller potential (see
Sec. III.B) and the quasinormal spectrum can be
found analytically35,36. For the four-dimensional
Schwarzschild-de Sitter black hole the spectrum has
the form
ω
κ
=
√
(ℓ+ 1− s)(ℓ + s)− 1
4
−
(
n+
1
2
)
i, (4.10)
where s = 0, 1, 2 for the test scalar, Maxwell, and
gravitational fields, respectively, ℓ = s, s + 1, . . . is
the multipole number, and κ is the surface gravity
at the event horizon. The above formula was later
confirmed with the help of the accurate Frobenius
method193.
• Normal modes in the pure anti de Sitter
space-time (without a black hole): The effective
potential in this case is an infinite potential well,
where bound states exist. There is nothing that
could absorb the energy of these states. This is why
the quasinormal spectrum consists of normal modes
only, i. e., the imaginary parts of the frequencies are
zero. The quasinormal spectrum was first found
in194 for a massless scalar field. For gravitational
perturbations of four-dimensional AdS space-time
the spectrum was calculated in159 and generalized
for an arbitrary number of space-time dimensions
in73 as
ωR = 2n+D + ℓ− j, n ∈ N,
where R is the anti-de Sitter radius, D is the num-
ber of space-time dimensions, ℓ is the multipole
number, j = 1 for the scalar field and the grav-
itational perturbations of tensor type, j = 2 and
j = 3 for vector and scalar types of gravitational
perturbations.
• Quasinormal modes in the de Sitter universe:
Perturbations in a de Sitter universe decay as en-
ergy can pass through the cosmological horizon.
The quasinormal spectrum differs in spaces with
odd and even D and can be described by different
formulas. The exact solution for odd D was found
in73 and does not depend on D
ωr∞ = −i(2n+ ℓ+ j − 1), n ∈ N.
Here, r∞ is the cosmological horizon. For even D
the spectrum has two branches195
ωr∞ = −i(2n+ ℓ+ j − 1), n ∈ N
and
ωr∞ = −i(2n+D + ℓ− j), n ∈ N.
It is interesting to note that the second branch
of quasinormal modes coincides with the normal
modes of AdS space-time if we substitute an imag-
inary value of the radius of the cosmological hori-
zon.
• Quasinormal modes of the Schwarzschild
and Kerr black holes: The recent development
of the theory of Heun equations allows us to find
exact solutions for the wave equations in four-
dimensional space-time. The Regge-Wheeler equa-
tion (2.13), which describes perturbations of the
Schwarzschild black hole, can be reduced to the
confluent Heun equation and the quasinormal spec-
trum can be expressed as a solution of nonalge-
braic equations with Heun functions. This equa-
tion can be solved numerically showing an excellent
agreement with the known results196. The pair of
equations which describes perturbations of the Kerr
black hole for any s have been recently solved in197
as well.
Despite the fact that the quasinormal spectrum for
such four-dimensional black holes can be expressed
as a solution of a set of equations, the calculation
of the quasinormal spectrum remains a nonelemen-
tary procedure because of dealing with a much less
studied class of special functions.
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• BTZ black hole is the (2 + 1)-dimensional so-
lution of the Einstein equations in asymptotically
anti-de Sitter space-time198. In 2 + 1 space-time
there are no gravitational degrees of freedom, al-
though there are dynamical perturbations of test
fields. The equations of motion for the test scalar
and electromagnetic fields are the same and can be
solved analytically in terms of hypergeometric func-
tions. The quasinormal spectrum has the form199
ωR = ±m− 2i
√
M(n+ 1), (4.11)
where R is the AdS radius, M is the black hole
mass, and m is the azimuthal number.
Since in 2 + 1 gravity the Riemann tensor is com-
pletely determined by the matter source, the only
radiative correction to the geometry comes from
quantum excitations of the matter fields, and the
perturbative expansion receives no corrections from
graviton loops. Thus, it is possible to find the
one-loop quantum correction to the BTZ black
hole metric and the corresponding correction to the
quasinormal spectrum, which is given by200
ω˜2 = ω2 − 4m
2 +M
(M)3/2
lpF (M)
R3
,
where ω is the frequency of the BTZ black hole,
lp is the Planck length, and F (M) is a nonlinear
function which exponentially approaches zero for
large M201.
For the rotating BTZ black hole the exact expres-
sion for the quasinormal spectrum of a massive
scalar field was also found202
ωR = ±m− 2i r+ ∓ r−
R
(
n+
1 +
√
1 + µ
2
)
, (4.12)
where µ is the mass of the scalar field, and r− and
r+ are the inner and outer horizons, respectively.
Note that for the (2 + 1)-dimensional de Sitter ro-
tating black hole there are several families of the
quasinormal frequencies, which are given by (4.12)
with imaginary values for R and r−. Some of those
modes have positive imaginary parts, implying that
the black hole is unstable203.
• Other exact solutions: The analytical expres-
sions for the quasinormal spectra of topological
AdS black holes were found for the massive scalar
field204 and for gravitational perturbations205.
Also the exact solutions for quasinormal modes of
dilatonic black holes were found in206,207.
G. Quasinormal modes of massive fields
Consider a massive scalar field in the space-time of
an asymptotically flat black hole. From (3.80) one can
see that if one requires a purely outgoing wave at spatial
infinity, the behavior of the scalar field amplitude at large
distance behaves as
Φ ∝ eir
√
ω2−µ2 ,
where µ is the mass of the field.
This implies that for ωIm ≈ 0 and ω < µ there is
no energy transition to infinity. If, for some values of
the black hole parameters, the ingoing wave amplitude
at the event horizon is much less than the amplitude far
from the black hole, there is no leak of energy from the
system and one can observe an analog of standing waves.
An almost purely real mode appears in the quasinormal
spectrum and the oscillations of the particular frequency
become long lived. This phenomenon is called quasires-
onance49.
The quasinormal spectra of a massive, neutral scalar
field for Schwarzschild and Kerr black holes208 and for a
massive charged scalar field in the vicinity of a Reissner-
Nordstro¨m black hole209 were studied first within the
WKB approximation. It was found that as the field mass
increases, the damping rate becomes smaller, which was
confirmed by time-domain integration210. Then, accu-
rate massive modes were obtained in48 using the conver-
gent Frobenius method (see Sec. III.G). It was shown
that increasing the mass of the field or the mass of the
black hole gives rise to decreasing of the imaginary part
of the quasinormal modes until the fundamental mode
reaches a vanishing damping rate. When some thresh-
old value of the mass is exceeded, the fundamental mode
“disappears” from the spectrum and the first overtone
becomes the fundamental mode (see Fig. 6). Since this
mode has a high damping rate, we observed a kind of dis-
continuity of lifetime values of the oscillations: For some
particular values of the field mass the oscillations almost
do not decay, while for slightly higher mass we see that
the new fundamental mode decays quickly.
The effect of the field mass is crucial for the lower
quasinormal modes only. The asymptotic behavior of
highly-damped modes does not depend on the field
mass48 and is the same as for the massless field.
Quasiresonance for the Kerr black hole was observed
in211, where the stability of the quasinormal, nonsuper-
radiant sector of the spectrum was shown. The spec-
trum of massive fields in a Kerr background demonstrates
a number of phenomena for boundary conditions other
than quasinormal, such as amplification of an incident
wave (superradiance) and superradiant instability (see
Sec. VIII.F for details).
For the D ≥ 6 Tangherlini black holes the fundamental
mode does not reach quasiresonance, but approaches the
field mass asymptotically. Therefore, there is another
interesting effect: the appearance of two concurrent long-
lived modes with almost the same damping rates. For
some values of masses of the field µ and of the black hole
M , the superposition of these two oscillations appears66.
The quasinormal spectrum of a massive vector field in
the Schwarzschild and Schwarzschild-anti de Sitter back-
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FIG. 6 Three dominant quasinormal frequencies of spheri-
cally symmetric massive scalar field perturbations in the back-
ground of a Schwarzschild black hole (M = 1) for various
scalar field mass m.
grounds was studied in212. In the Schwarzschild back-
ground the fundamental mode of the massive vector field
behaves qualitatively similar to the massive scalar one:
As the field mass grows, QNMs reach quasiresonance and
disappear. The higher overtones become purely imagi-
nary at sufficiently large values of the field mass. The
asymptotically high overtones also do not depend on the
field mass.
In the asymptotically de Sitter and anti-de Sitter back-
grounds, quasiresonances do not exist because the mass
term does not change the boundary condition48,61.
Massive fields are short ranged, so their quasinormal
ringing will almost certainly not be observed in near fu-
ture experiments. Nevertheless, quasinormal modes of
massive fields are not only of academic interest: There
are numerous of situations where massless fields gain an
effective mass. This concerns a self-interacting mass-
less scalar field213, when one takes account of interaction
with a black hole, black holes in models with small ex-
tra dimensions81 and black holes immersed in a magnetic
field214.
H. Dependence of the fundamental frequency on black
hole parameters
1. Black hole mass: It is possible to fix one scal-
ing symmetry in the wavelike equation, which al-
lows us to choose the black hole mass M = 1. In
order to convert the frequencies calculated in geo-
metrical units into kHz, one should multiply ω by
2π(5.142kHz)M⊙/M . For example, for the funda-
mental mode of the Schwarzschild black hole per-
turbation ℓ = 2,
ωM ≈ 0.3737− 0.0890i.
Then, one can find that for a black hole of 10 solar
masses the oscillation frequency is
ν ≈ (1.2074− 0.2875i)kHz.
The same dependence on the black hole mass (ω ∼
M−1) was shown for evaporating black holes216,
where the dynamics of the dominant quasinormal
frequency was studied when the black hole mass
changes. As the black hole mass grows, the real
and imaginary parts of the frequencies decrease.
The same was observed for the Vaidya background
in 4217,218 and D-dimensions219. For the evaporat-
ing three-dimensional AdS black hole the real and
imaginary parts of the quasinormal modes decrease
during the black hole evaporation220.
2. Electric charge: For small values of the elec-
tric charge Re(ω) and the damping rate grow as
the charge increases. At some point close to
the extremal charge Re(ω) reaches its maximum
value and then decreases. It has been observed
that this point approximately coincides with the
point of phase transition, when the heat capac-
ity of the Reissner-Nordstro¨m black hole becomes
positive221. The damping rate also reaches its max-
imum after the critical point. However, most prob-
ably this is just a numerical coincidence because it
takes place only for a particular multipole number.
When we consider charged fields in the background
of a charged black hole, we must take into account
electromagnetic interactions between the charge of
the field and the charge of the black hole. In most
cases, as the product of the charges grows, the
real part of the quasinormal frequency grows, while
the damping rate decreases. This does not hap-
pen if the black hole charge is close to its extremal
value. At the near extremal charge the behavior
of the quasinormal frequencies becomes more com-
plicated: ω as a function of the black hole charge
describes spiral-like curves in the complex plane222.
3. Rotation parameter: If the angular momentum
of the particular component of perturbation (m > 0
see Sec. III.L) coincides with the direction of the
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black hole rotation, the energy is extracted from the
black hole. This causes decreasing of the damping
rate and, for some black holes, leads to an insta-
bility (see Sec. VIII.C). When the direction of the
angular momentum of a perturbation component is
opposite to the rotation of the black hole, the per-
turbation looses additional energy when interacting
with the black hole. That is why they usually de-
cay quicker than components with m > 0. The
actual oscillation frequency grows with m, which
can be seen, e. g., for the rotating BTZ black hole
(see Eq. (4.12)), whose QNMs can be obtained as
an exact solution202. For the Kerr black holes we
observe basically the same behavior90.
4. Cosmological constant: A positive cosmological
constant suppresses both the oscillation frequency
and the damping rate97 for all black holes and all
types of perturbations68,103,108. As the black hole
approaches its extremal size, i. e., the event horizon
approaches the cosmological horizon, the quasinor-
mal frequencies tend to zero, being proportional
to the surface gravity at the event horizon (see
Eq. (4.10)).
5. Extra dimensions: The radius of the Tangherlini
black hole horizon r+ is related with its massM as
rD−3+ =
(D − 2)MAD−2
4π
,
where AD−2 is the area of a unit (D − 2)-sphere.
Therefore, if one compares scattering properties
around black holes living in worlds of different num-
ber of space-time dimensions D, it is convenient to
measure all the quantities in units of the black hole
radius.
For a black hole in the scenario with large extra di-
mensions, the increasing of D leads to increasing of
both the real frequency and the damping rate. The
damping rate grows quicker than the oscillation
frequency and thus, the higher-dimensional black
hole is a worse oscillator than the lower-dimensional
one. For the brane-localized fields, the real part of
the frequency decreases, while the damping rate in-
creases.
6. External magnetic field: For the Ernst black
hole, which is a black hole immersed in an asymp-
totically uniform magnetic field, it was shown that
the first order correction from the external mag-
netic field upon the motion of the scalar field has
the form of an effective mass µ2eff ∼ m2B2, where
m is the azimuthal number and B is the strength of
the magnetic field214. For a massive charged scalar
field in the Kerr-Newman background there are two
main effects on the quasinormal spectrum: the Zee-
man shift of the particle energy in the magnetic
field and the difference of values of an electromag-
netic potential between the horizon and infinity, i.e.
the Faraday induction215.
7. TheGauss-Bonnet term diminishes the damping
rate of the fundamental mode, implying a black
hole of the same radius is a better oscillator140,144.
V. QUANTIZATION OF THE BLACK HOLE AREA
Even though we do not have a fully noncontradictory
theory of quantum gravity at hand, there are numerous
attempts to study black holes using the general princi-
ples of quantum theory. There are indications that the
quasinormal spectrum of a black hole possibly allows us
to find the law of a black hole area quantization. Accord-
ing to Bohr’s correspondence principle, in the regime of
large quantum numbers, i. e., when the quantum effects
are small, one must reproduce classical conservative (adi-
abatic) quantities. For stationary black holes, one such
quantity is its mass, which must have a discrete spectrum
in the quantum theory.
It was suggested in224 that the highly damped oscilla-
tion frequencies of a black hole are associated with the
semiclassical limit of the black hole mass transition, while
their damping rates correspond to the relaxation time.
The relaxation time for asymptotically high overtones
goes to zero, which is compatible with the semiclassical
approximation.
Thus, one can write the spacing for the Schwarzschild
black hole mass as
∆M = ~∆ω, (5.1)
and, consequently, for the black hole area as
∆A = ∆(16πM2) ≃ 32πM∆M = 32π~M∆ω. (5.2)
S. Hod suggested225 taking the asymptotical limit of
the real part of the quasinormal frequency as ∆ω:
∆ω = Re(ω∞) =
ln 3
8πM
.
However, some difficulties were found from this conjec-
ture:
1. The value of the Re(ω∞) is non-vanishing for grav-
itational perturbations, while, e. g., for the vector
and Dirac perturbations it is zero (see Sec. IV.F).
2. The limits of zero rotation and zero charge do not
commute with the large overtone limit226,227. For
an infinitesimal rotation the limit of the real part
and, consequently, the area quantum becomes ar-
bitrarily small.
3. Such a value of ∆ω corresponds to the transitions
from the ground state of the black hole to a state
with large n228.
All these difficulties can be removed if we consider a
transition n → (n − 1) ≫ 1 and associate the energy
with the eigenfrequency of some damped oscillator. This
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eigenfrequency does not coincide with the real part of the
quasinormal frequency228.
Indeed, consider the damped harmonic oscillator which
can be described by the wave equation
ξ¨ + 2γξ˙ + ω20ξ = 0.
The resonant frequencies of the oscillator are the roots
of the characteristic equation
ω2 + 2iγω − ω20 = 0.
The solutions to this equation are
ω = ±
√
ω20 − γ2 − iγ.
Thus, ω20 = Re(ω)
2 + Im(ω)2.
The n → (n − 1) transition corresponds to the fre-
quency spacing
∆ω0 = ∆
√
Re(ω)2 + Im(ω)2 ≃ ∆Im(ω) = 1
4M
.
Then, the area quantum is
∆A = 8π~ = 8πl2p, (5.3)
where lp is the Plank length. Although the result ob-
tained was initially demonstrated for the Schwarzschild
black hole, it was found in a similar way that for the
Reissner-Nordstro¨m and Kerr solutions the area quan-
tum is the same229,230. Thus, the expression for the area
quantum (5.3) seems to not depend much on the details of
the black hole geometry. The quantization of the black
hole area in three and five dimensions was considered
in231.
Within loop quantum gravity the basis of the Hilbert
space is given by spin networks. The surface acquires the
area due to spin edges puncturing232
A = 8πl2pγ
∑
i
√
ji(ji + 1), (5.4)
where γ is the Barbero-Immirzi parameter233,234, and ji
is a (half)integer spin.
It was suggested, that the asymptotic behavior of the
quasinormal modes allows us to fix γ by taking235
∆A = Amin,
where the minimal surface is given by
Amin = 8πl
2
pγ
√
jmin(jmin + 1).
Here jmin is the lowest possible spin. Then, from (5.3),
we find
γ
√
jmin(jmin + 1) = 1.
However, in order to reproduce the Bekenstein entropy,
we need an additional assumption: Either that j =
1/2 edges puncturing the horizon is suppressed due
to some unknown dynamics236 or an introduction of
supersymmetry237.
As was pointed out in238, the semiclassical limit re-
quires consideration of large j, for which the area quan-
tum is
∆A = 8πl2pγ∆
√
j(j + 1) ≃ 4πl2pγ, j ≫ 1.
This fixes γ = 2.
The black hole entropy is given by228,
S =
A
4l2p
= 2π
A
∆A
+O(1). (5.5)
Finally, we note that all the above arguments are
rather more speculative than mathematically strict. The
correlation among the quasinormal modes, area quanti-
zation, and the Barbero-Immirzi parameter, if it exists,
is probably much more subtle than one could naively ex-
pect.
VI. OBSERVATION OF GRAVITATIONAL WAVES
A. Gravitational waves from black holes
Black holes can be perturbed due to different processes,
such as formation of a black after collapse of supernovae,
black holes, and/or neutron stars mergers, or an infall
of matter into a supermassive black hole239–242. One of
the most frequent phenomenon is the perturbation pro-
duced by accretion of matter. Unfortunately, the esti-
mations of the gravitational-wave amplitudes show that
these waves are too weak to be detected by gravitational-
wave antennas within the present sensitivity. However,
within the hyperaccretion scenario gravitational waves
are potentially detectable for highly spinning black holes
(a ≃ 0.98) by the next-generation detectors LIGO II243,
LISA244,245, and ET246.
The estimations for gravitational waves from black
holes produced by stellar collapse show that it may be
possible to detect gravitational waves from the collapse
of stars whose masses are at least 300M⊙
247. These
heavy primordial stars have not been observed; however,
currently there is existing evidence of such intermediate-
mass black holes, and we can expect that their ringing
is observed by the next generation of gravitational-wave
antennas248.
In fact, the only realistic scenario for the detection of
gravitational waves from astrophysical black holes with
the help of the current antennas is observations of colli-
sions of black holes and/or neutron stars. Unfortunately,
the estimated binary merger event rate is also small for
the present sensitivity (see Sec. VI.B). Nevertheless, the
recent estimations show that the black hole-black hole
inspirals are more likely sources than systems of neutron
stars and can be detected in the optimistic scenario even
with the help of the current detectors such as LIGO or
VIRGO249.
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The ringing of supermassive black holes in the centers
of galaxies250 can probably be detected by the future
space-based detector LISA. There are many preliminary
estimates for event rates of supermassive black hole merg-
ers, in which the number depends on the model and varies
from several to thousands of events per year251,252. LISA
should also detect gravitational waves from intermediate-
mass black hole mergers, but the estimates of such events
are even more uncertain: There are predictions that we
will be able to observe several events per year253.
Since there are a number of works and reviews that dis-
cuss the possibility of observations of gravitational waves
from black holes, we do not discuss this topic in more de-
tail here, but instead refer the reader to a recent review9.
B. Ringing of neutron stars
Black holes are not the only source of detectable grav-
itational waves. Another source of gravitational waves
are neutron stars, which have been extensively studied
during the past four decades. Efforts in this direction
are motivated by advances in the first generation of large-
scale interferometric gravitational-wave detectors (LIGO,
GEO600 and Virgo), which have reached the original de-
sign sensitivity254. During the next five years, the second
generation of gravitational-wave detectors is expected to
reach their level of sensitivity, which is one order better
than the first generation. Gravitational-wave observa-
tions are expected to be complementary to the informa-
tion obtained from electromagnetic observations255. This
could probably constrain various theoretical models of
neutron stars256,257.
The most promising sources of gravitational waves
among various types of stars are as follows:
• Binary evolution: Binary systems, i. e., systems
of two stars orbiting around their common center
of mass, radiate due to rotation and, at the last
stage, the orbits shrink causing an increase in the
amplitude of the gravitational radiation. The am-
plitude of the signal can be calibrated by the two
masses. From the observed signal one can extract
the spin rates of the objects and the distance to the
source258. The horizon distance for the current an-
tennas is about 30Mpc, which gives the estimated
frequency of the binary merging of one event per
25-400 years. Since the second generation detec-
tors are expected to provide a horizon distance of
about 300Mpc, which corresponds to several events
per year, one can expect that gravitational waves
from binary merging will be detected by the ad-
vanced LIGO and Virgo detectors259.
• Collapse of a supernovae core is described by
complicated dynamics, which requires solving Ein-
stein’s equations together with equations of state
for the matter and taking account of neutrino in-
teractions. Recent numerical simulations of core
collapse and the evolution of the collapsed remnant
indicate that gravitational waves can be detected
by modern gravitational antennas260,261.
• Rotating stars with nonaxially symmetric defor-
mation of the star’s crust, core, or in an exter-
nal magnetic field are expected to lose their ro-
tational energy, which is emitted as gravitational
waves261,262. Radio pulsars are promising candi-
dates for the observation of gravitational waves be-
cause electromagnetic observations can be used to
target searches of the gravitational signals. Ac-
cording to a recent simulation, the deformation of
the star’s crust can be large enough to produce the
gravitational-wave signal which can be detected by
advanced LIGO and Virgo detectors263.
• Oscillations of stars: Neutron stars have differ-
ent oscillating modes, which can produce gravita-
tional waves. These modes could allow us to probe
internal processes of the stars. Numerical simula-
tions, based on realistic equations of state, provide
a set of empirical relations between the frequen-
cies of the oscillations and star parameters. Some
of these modes can be detected by the new gener-
ation of the gravitational-wave detectors. If such
gravitational waves are detected, we will be able to
deduce a star’s mass and radius with relative error
of less than 1%256,264.
Because of their high density, neutron stars have to be
excellent sources of gravitational waves. The detection of
their ringing, in particular with the help of the next gen-
eration of gravitational-wave detectors such as the Ein-
stein Telescope, will give us the possibility to probe the
physics of their interior (see topical review265).
VII. LATE-TIME TAILS
A. Generic approach
As mentioned, as a manifestation of the noncomplete-
ness of the set of quasinormal modes, at sufficiently late
time the quasinormal modes are suppressed by the ex-
ponential or power-law tails. The generic approach to
analysis of the late-time tails, which we relate here, was
suggested in266. We start from the wave equation (2.12)
without implying the stationary ansatz Ψ ∼ eiωt, i. e.,
− d
2Ψ
dr2∗
+
d2Ψ
dt2
+ V (r∗)Ψ = 0 (7.1)
We define the pair of the following operators:
D = − d
2
dr2∗
+
d2
dt2
+ V (r∗), (7.2)
D˜(ω) = − d
2
dr2∗
− ω2 + V (r∗). (7.3)
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The wave function Ψ(r∗, t) can be written for t > 0 as
the integral over the spatial coordinate
Ψ(r∗, t) =
∫
dr′∗G(r∗, r
′
∗; t)∂tΨ(r
′
∗, 0) +∫
dr′∗∂tG(r∗, r
′
∗; t)Ψ(r
′
∗, 0), (7.4)
where G(r∗, r
′
∗; t) is the retarded Green’s function
DG(r∗, r
′
∗; t) = δ(t)δ(r∗ − r′∗). (7.5)
The Fourier transform reads
D˜(ω)G˜(r∗, r
′
∗;ω) = δ(r∗ − r′∗). (7.6)
The boundary conditions for black holes and stars differ,
though the late-time behavior does not because it de-
pends only upon the asymptotics of the effective potential
at spatial infinity. Therefore, we think of the radial tor-
toise coordinate r∗ as the one that changes from zero to
infinity 0 ≤ r∗ <∞ (half-line problem) for some nonsin-
gular systems, such as relativistic stars, or as the one that
changes from the event horizon to infinity −∞ < r∗ <∞
(full-line problem) for black holes. The boundary condi-
tion at infinity for both cases is the same: pure outgoing
waves at infinity, while at the left boundary the boundary
conditions read
Ψ˜(r∗, ω) ∝ e−iωr∗ , r∗ → −∞ (7.7)
for black holes, and
Ψ˜(r∗, ω)→ 0, r∗ → 0 (7.8)
for some nonsingular objects. For simplicity we consider
potentials which vanish at both boundaries.
We define the two functions f(ω, r∗) and g(ω, r∗) which
are solutions to the equation
D˜(ω)f(ω, r∗) = D˜(ω)g(ω, r∗) = 0,
where f satisfies the left boundary condition (at the hori-
zon or in the origin) and g satisfies the right boundary
condition (at spatial infinity). The normalization condi-
tion reads
lim
r∗→∞
[e−iωr∗g(ω, r∗)] = 1;
and for the half-line problem
f(ω, r∗ = 0) = 0, f
′(ω, r∗ = 0) = 1,
while for the full-line problem
lim
r∗→−∞
[eiωr∗f(ω, r∗)] = 1.
The Wronskian has the form
W (ω) =W (g, f) = g∂r∗f − f∂r∗g
FIG. 7 Singularity structure of G˜(r∗, r
′
∗;ω) in the lower half ω
plane, and the contributions of the corresponding residues to
the Green’s function G(r∗, r
′
∗; t). The figure is taken from
266 .
and is independent of r∗. Then, one can find that
G˜(r∗, r
′
∗;ω) =

f(ω, r∗)g(ω, r
′
∗)/W (ω) , r∗ < r
′
∗
f(ω, r′∗)g(ω, r∗)/W (ω) , r
′
∗ < r∗
.
(7.9)
Now one needs to integrate f from the left and g from
the right, until some common point.
We consider the inverse transformation
G˜(r∗, r
′
∗;ω) =
∞∫
0
dtG(r∗, r
′
∗; t)e
iωt, (7.10)
and for t > 0 we close the contour in the complex ω-plane
by a semicircle of radius C in the lower halfplane, taking
the limit C →∞. Then, one must take into consideration
poles of G˜ for Im(ω) < 0 (Fig. 7). Further, one can
distinguish three different contributions to G.
1. For a wide class of potentials, for instance, if
V (r∗ → ∞) ∼ r−α∗ (ln r∗)β , β = 0, 1, the func-
tion g(ω, r∗) has singularities on the −Imω axis
and has, thereby, the form of a branch cut along
the imaginary axis. This branch cut contribution
to the Green’s function is called the tail contribu-
tion.
2. At some complex ω = ωj , the WronskianW (ω) has
zeros and, therefore, the functions f and g are lin-
early dependent, i. e., one can find a solution that
satisfies both left and right boundary conditions,
i. e., ωj are quasinormal modes. This contribution
is naturally called the quasinormal modes contri-
bution. This contribution decays exponentially as t
increases, so that for the asymptotically late-time
behavior t→∞, the quasinormal modes contribu-
tion is negligible for most cases (although not for
AdS space-times, see Sec. III.A).
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3. The contribution from the semicircle |ω| = C,
C →∞ corresponds to large ω or short time. This
contribution vanishes after some time and therefore
is called the prompt contribution.
Now we are in a position to summarize the results ob-
tained for asymptotically late-time behavior of various
black holes.
B. Late-time tails of massive and massless fields
The first study of late-time tails was performed by R.
Price267 who analyzed the asymptotic behavior of the
linearized wave equation for the Schwarzschild black hole
and showed that perturbations of the massless scalar and
gravitational fields decay according to the power law
|Ψ| ∼ t−(2ℓ+3), (7.11)
where ℓ is the multipole number. Soon after, Bic`a´k
found268 that the Reissner-Nordstro¨m tails for the scalar
field are different for nonextremal and extremal charge,
|Ψ| ∼
{
t−(2l+2), if Q < M ;
t−(l+2), if Q =M .
(7.12)
The asymptotic tails for the Kerr space-time were shown
to be the same as for the Schwarzschild one. We note
that the above results hold when the problem allows for
“good” initial conditions of compact support.
Unlike asymptotically flat solutions, de Sitter
black holes have qualitatively different late-time
behavior269,270. First, the asymptotic tails are not power
law but exponential, and second, the ℓ = 0 mode does
not go to zero, as takes place for the Schwarzschild case,
but asymptote to some constant
|Ψ| ∼ e−ℓkct if ℓ = 1, 2, . . . , (7.13)
|Ψ| = |Ψ0|+ |Ψ1|e−2kct, if ℓ = 0, (7.14)
where kc is the surface gravity on the cosmological hori-
zon.
The late-time behavior of massive fields is drastically
different from massless ones. The late-time tails are not
purely decaying but intensively oscillating for massive
fields (see, for instance, Fig. 11). One of the reasons is
that for massive fields tails appear already for Minkowski
space-time, which serves as a dispersive medium for mas-
sive scalar field. Using the exact Green’s functions it was
shown271 that the late-time tails of the scalar field in flat
space-time are
|Ψflat| ∼ t−ℓ− 32 sin(µt), (7.15)
where µ is the inverse Compton wavelength. The
Minkowski space-time tail shows itself in the black hole
tails at the so-called intermediately late time, i. e., when
1≪ t/M < (µM)−3,
for massive scalar and Dirac fields. For the Proca field,
the intermediate late-time tail depends on the polar-
ization of the field and can be either t−(ℓ+1/2) sin(µt),
t−(ℓ+3/2) sin(µt), or t−(ℓ+5/2) sin(µt)272.
In the presence of a black hole the massive scalar field
decays at asymptotically late time (which now can be
defined as t/M > (µM)−3) as273
|Ψ| ∼ t− 56 sin(µt), t→∞, (7.16)
independently of the angular number ℓ. This asymptotic
decay is quite universal not only because of independence
on ℓ but also because it takes place for a quite gen-
eral class of black holes, which includes Schwarzschild273,
Kerr271 or dilaton274 solutions as well as for other massive
fields (Dirac275 and Proca272). One may expect, there-
fore, that this behavior (7.16) is universal for all massive
fields and does not depend much on the details of the
black hole horizon geometry272. Although this supposi-
tion sounds too strong and was not checked until recently.
Finally, it should be noted that the Price decay law
|Ψ| ∼ t−(2ℓ+3) holds for some time-independent back-
grounds, while for time-dependent solutions a different
law |Ψ| ∼ t−(2ℓ+2) was recently found276.
C. Are asymptotic tails pure nonlinear phenomena?
In the linear approximation, the study of asymptotic
tails in higher than four dimensions was initiated by Car-
doso et al. in277. There it was stated that the late-time
decay law reads
|Ψeven| ∼ t−(2ℓ+3D−8) (7.17)
for an even number of space-time dimensions D > 4 and
is
|Ψodd| ∼ t−(2ℓ+D−2) (7.18)
for odd D278. Now the case D = 4 looks quite special.
Further, it was shown that in odd dimensions the late-
time tails are independent on the details of the black hole
geometry and exist already in the Minkowski space-time
even for massless fields. Therefore, it did not come as a
surprise that odd-dimensional Gauss-Bonnet black holes
have the same decay law at asymptotically late time138.
Recently, however, the above results, obtained in the
linear approximation for D > 4 black holes and proba-
bly for some D = 4 solutions, have been challenged in279
by consideration of the fully nonlinear perturbations of
the D-dimensional Schwarzschild black hole. In279 it is
stated that the nonlinear approach gives slower decay at
asymptotically late time for all D, except D = 4, so that
the asymptotic tails seem to be essentially a nonlinear
phenomenon. This implies that the D = 4 case appears
as an exception when both linear and nonlinear analyses
lead to the same result. The possible nonlinear effect on
asymptotic tails was also reported in280, although, non-
linear analysis of black hole tails is still poor and needs
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further effort in order to prove or disclaim the results
obtained in the linear approximation.
VIII. STABILITY
A. Gravitational (in)stability: General aspects
Gravitational stability of any static or stationary so-
lution describing a compact object which is expected to
exist in nature is a principal issue of the physical ade-
quateness of the solution. Objects which are unstable
under small perturbations will be inevitably destroyed
by them and, thereby, simply cannot exist. A compact
object can be a black hole or brane, a star or a worm-
hole, or even more exotic objects such as a black ring,
black saturn, or a naked singularity. Any of them can be
accepted as properly described by its metric only after
the metrics is proved to be stable.
Since dynamical perturbations of a gravitational sys-
tem can usually be described by a single wavelike equa-
tion (2.12) (or a set of such equations), one can analyze
stability against linearized perturbations in the follow-
ing way. Under existence of the well-posed initial value
problem, the complete spectrum of quasinormal modes,
we judge about stability: if all quasinormal modes are de-
caying in time, the solution is evidently stable. If there
is at least one growing mode, the space-time is unstable
with the instability growth rate, which is proportional to
the imaginary part of the growing QNM.
If the effective potential Veff in the wave equation
(2.12) is positive definite, the differential operator
A = − ∂
2
∂r2∗
+ Veff (8.1)
is a positive self-adjoint operator in the Hilbert space of
square integrable functions L2(r∗, dr∗). Then, there are
no negative (growing) mode solutions that are normaliz-
able, i. e., for a well-behaved initial data (smooth data
of compact support), all solutions are bounded all of the
time.
If the effective potential is not positive definite ev-
erywhere outside the horizon, a special trick, called the
Friedrichs extension, can be used, which allows us to
prove stability (if there is one) in some cases. If the
effective potential Veff is bounded from below, the oper-
ator A is a symmetric semibounded operator for smooth
functions with compact support in r∗ Then, A can be
extended to a semibounded self-adjoint operator in such
a way that the lower bound of the spectrum of the ex-
tension is the same as that of A. Such an extension is
unique for asymptotically flat space-times, because the
range of r∗ is complete (−∞,+∞), and thereby the time
evolution of the wave function Ψ is uniquely determined
by the chosen initial data. Finally, if one can find the
positive definite extended operator, this means that the
space-time is stable.
For asymptotically anti-de Sitter space-times, the
range of r∗, which is (−∞, r0∗), where r0∗ is some con-
stant, is not complete and the Schwarzschild wedge
is not globally hyperbolic. Nevertheless, upon impos-
ing the Dirichlet boundary conditions (3.3), one can
use the Friedrichs extension as well23–25. Unfortu-
nately in the majority of interesting cases, such as
higher-dimensional Schwarzschild-AdS, Schwarzschild-
dS, Reissner-Nordstro¨m black holes and various other
generalizations, the Friedrichs extension method (which
is also called the S-deformation method) does not work
well, because it is difficult to find an appropriate ansatz
for the function which performs the extension of the oper-
ator. Therefore a practical tool for testing stability in all
those cases is numerical investigation of the quasinormal
spectra 68,127.
B. Gravitational stability in four dimensions
The first work on the black hole stability (by Regge
andWheeler14) proved stability of the (3+1)-dimensional
Schwarzschild black holes against axial type of perturba-
tions (though polar perturbations were considered there
as well but with a mistake which was corrected later by
Zerilli281). Since that time, the Schwarzschild solution
gained status of a physically adequate model for neutral
isolated nonrotating black holes.
The next step was an analysis of perturbations and
proof of stability of Reissner-Nordstro¨m black holes per-
formed, almost at the same time and independently, by
N. Sibgatulin and G. Alexeev282 and by Moncrief283.
In282 in addition to the decoupling of variable and deduc-
tion of the master wave equations, the gravitational scat-
tering around Reissner-Nordstro¨m black holes was con-
sidered that included construction of the Green’s function
for the wave equations.
The Kerr black hole was shown to be stable against
linear perturbations by Teukolsky and Press by using the
first-order WKB approach284,285. A mathematical proof
of stability was performed much later by Whiting286.
The (3 + 1) Schwarzschild-de Sitter and Reissner-
Nordstro¨m de Sitter black holes were proven to be stable
as well96, and the stability of the Schwarzschild-anti-de
Sitter solution was shown in153. The stability of Kerr-
de Sitter black holes was shown recently in287, and of
Kerr-AdS black holes in163.
Finally, the D = 4 string theory inspired black holes,
such as dilaton black holes, Born-Infeld black holes, and
Gauss-Bonnet coupled to dilaton black holes, were shown
to be gravitationally stable as well92,288–292. Although
the stability analysis of the Born-Infeld black holes288 is
still incomplete and includes only axial perturbations,
leaving therefore a chance of instability in the polar
modes.
All of the above mentioned works are summarized in
Table III. We concluded, therefore, that all of the consid-
ered here four-dimensional black holes, tested for stabil-
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TABLE III Stability of four-dimensional black holes. All of
the four-dimensional black holes considered here are stable,
except Kerr-Newman black holes and its string theory gen-
eralization (dilaton-axion black holes) for which the variables
cannot be decoupled in an easy way.
Black hole solution (parameters) Publication
Schwarzschild (M) 14
Reissner-Nordstro¨m (M , Q) 282,283
Schwarzschild-dS (M, Λ > 0) 96
Schwarzschild-AdS (M, Λ < 0) 153
Reissner-Nordstro¨m-dS (M, Q, Λ) 96
Kerr (M, J) 284,285
Kerr-dS (M, J, Λ > 0) 287
Kerr-AdS (M, J, Λ < 0) 163
Kerr-Newmann (M, J, Q) ?
Kerr-Newman-A(dS) (M, J, Q, Λ) ?
Dilaton (M, Q, φ) 92,289,292
Dilaton-axion (M, Q, J, φ, ψ) ?
Dilaton-GB (M, φ) 290,291
Born-Infeld (M, Q) axial288
Black universes (M, φ) 293
BHs in the Chern-Simons theory (M, β) 294
ity, proved to be stable. Although Kerr-Newman black
holes, and their string theory generalizations, which in-
clude axion and dilaton fields, are still not tested for sta-
bility because the perturbation equations do not allow
for an easy decoupling of the angular variables.
C. Gravitational instabilities in higher than four dimensions:
Gregory-Laflamme and non-Gregory-Laflamme instabilities
We have seen in the previous subsection that four-
dimensional black holes are usually stable against gravi-
tational perturbations. The situation in higher dimen-
sions is much richer, where one has various instabili-
ties. A wide class of D ≥ 4 objects, black strings and
their various generalizations, such as black branes, suf-
fer from a general type of gravitational instability, called
the Gregory-Laflamme instability295 . The essence of this
phenomenon can be easily understood when considering
linear perturbations of black strings296.
Unlike Kaluza-Klein black holes, the black string met-
ric is a solution to the Einstein equations in five- or
higher-dimensional gravity which has a factorized form
consisting of the Tangherlini black hole and an extra flat
compact dimension. According to the brane-world sce-
narios, if the matter localized on the brane undergoes
gravitational collapse, a black hole with the horizon ex-
tended to the transverse extra direction will form. This
object looks similar to a black hole on the brane, but is,
in fact, a black string in the full D-dimensional theory.
The generic black string metric has the following form:
ds2 = gabdy
adyb + dz2, (8.2)
where gab describes the black hole behavior on the brane,
while the “extra” dimension is in the z-direction. The z-
direction is periodically identified by the relation z =
z + 2πR.
The perturbation of the Einstein equations for black
strings can be reduced to scalar, tensor, and vector types
of perturbations in the same way as was done for higher-
dimensional black holes (see Sec. II). An analysis of
H. Kudoh297 showed that vector and tensor gravitational
perturbations are stable, as well as ℓ = 1, 2, ... scalar per-
turbations. The only unstable type of perturbations is
ℓ = 0 scalar gravitational type, also called an s-wave.
This s-wave shows the Gregory-Laflamme instability at
long wavelengths in the z-direction.
The zero mode (kz = 0) of the scalar gravitational per-
turbation with ℓ = 0 corresponds to a shift of the mass of
higher-dimensional Schwarzschild black holes, and, there-
fore, this mode is not dynamical due to Birkhoff’s the-
orem. However, the Kaluza-Klein mode with kz 6= 0
and ℓ = 0 is essentially different from the gravitational
perturbations of Schwarzschild black holes, because it
cannot be interpreted as an infinitesimal change of mass
of the black string, i. e., it corresponds to a dynamical
perturbation. Thus, from the viewpoint of an effective
theory on the z = const plane, the Gregory-Laflamme
instability is apparently related to the inapplicability of
Birkhoff’s theorem. An interesting membrane illustra-
tion of the Gregory-Laflamme instability was suggested
in298.
A qualitatively different type of instability, which oc-
curs not at the s-wave but at the first multipoles, takes
place for some higher-dimensional black holes. For ex-
ample, the D-dimensional Reissner-Nordstro¨m-de Sitter
black hole, described by the metric
ds2 = f(r)dt2 − f−1(r)dr2 − r2dσ2D−2, (8.3)
where dσ2D−2 is the line element of a unit (D−2)-sphere,
f(r) = 1− 2M
rD−3
+
Q2
r2(D−3)
− 2Λr
2
(D − 1)(D − 2) ,
is unstable for large values of the charge and cosmological
term127. This instability, unlike the Gregory-Laflamme
one, occurs at the ℓ = 2 multipole, and thereby is not
related to the inapplicability of the Birkhoff’s theorem.
The parametric region of instability can be seen in Fig. 8,
while the form of the slightly deformed black hole at the
threshold of instability is shown in Fig. 9.
In order to distinguish the latter instability from
the Gregory-Laflamme one, we call this instability
a non-Gregory-Laflamme instability. In addition to
black string, black brane, and Reissner-Nordstro¨m-de
Sitter instabilities, there is an instability of higher-
dimensional black holes in the Einstein-Gauss-Bonnet
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TABLE IV (In)stability of higher-dimensional black holes
Black hole solution (parameters) Publication
Schwarzschild (M) Stable for all D23,24
Reissner-Nordstro¨m (M, Q) Stable for D = 5, 6, . . . , 11 and nonextremal charge 127
Schwarzschild-dS (M, Λ), (M, Λ > 0) Stable for D = 5, 6, . . . , 1168
Schwarzschild-AdS (M, Λ) (M, Λ < 0) Stable in EM theory for D = 5, 6, . . . , 11302
Reissner-Nordstro¨m-dS (M, Λ) (M, Q, Λ > 0) Unstable for D = 7, 8, . . . , 11127
Reissner-Nordstro¨m-AdS (M, Λ) (M, Q, Λ < 0) Stable in EM theory302 and unstable in supergravity6
Gauss-Bonnet (M, α) Unstable for moderate and large α140,299–301
Myers-Perry and its generalizations (M, J) ? Only particular types of perturbations 131,132,303–305
Dilaton (M, Q, φ) ?
Dilaton-axion (M, Q, J, φ, ψ) ?
Dilaton-Gauss-Bonnet (M, φ, α) ?
FIG. 8 The parametric region of instability in the right upper
corner of the square in the ρ−q “coordinates” for D = 7 (top,
black), D = 8 (blue), D = 9 (green), D = 10 (red), D = 11
(bottom, magenta). The units r+ = 1 are used; ρ = r+/rc =
1/rc < 1, rc is the cosmological horizon. The charge can be
normalized by its extremal quantity q = Q/Qext < 1.
FIG. 9 The equatorial plane of the black hole horizon hyper-
surfaces at the edge of stability. The dashed line corresponds
to the unperturbed BH of unit horizon. The blue, green and
red lines correspond to the perturbed BHs (for different values
of A) after decay of all the dynamical modes.
theory140,299–301. The summary of (in)stability analysis
in higher dimensions is given in Table IV.
The case of the Reissner-Nordstro¨m-AdS solution
(given by the metric (8.3) with a negative cosmological
constant) deserves special comments. Solution (8.3) sat-
isfies not only the ordinary Einstein-Maxwell equations,
but also the N = 8 supergravity equations which include,
among a number of fields, the dilaton. The stability prop-
erties of the above solution naturally depend upon the
theory in which the solution is considered. In6 it was
shown that in the N = 8 supergravity, large Reissner-
Nordstro¨m-AdS black holes are unstable for large val-
ues of charge, while in the Einstein-Maxwell theory these
black holes are stable302. If one remembers that in the
N = 8 supergravity a dilaton allows for a dynamical
ℓ = 0 (i. e., pure spherically symmetric) mode, then it is
evident that the instability is of the Gregory-Laflamme
type. This type of instability is certainly impossible in
the pure Einstein-Maxwell theory, where the Reissner-
Nordstro¨m-AdS black hole has a nondynamical s-wave
mode302.
Although the stabilities of nonrotating solutions are
studied relatively well, the stability of rotating black
holes and branes in higher dimensions is almost a black
spot. The most appealing problem is certainly stabil-
ity of higher-dimensional Myers-Perry black holes and of
their generalizations. There are two qualitatively differ-
ent cases here: If all of the angular momenta are equal
a1 = a2 = · · · = aN , then, as in the four-dimensional
case, the momentum of the black hole is bounded. The
perturbation equations in this case allow for a particu-
lar separation of variables303,304,306. Thus, in the D = 5
case with a1 = a2 the separation of variables is possible
for the so-called zero mode, i. e., for lowest eigenvalues
of the momentum306. Tensor gravitational perturbations
allow for the separation of variables for any D and all the
eigenvalues in this case.
The second, less symmetric case, when at least one of
the angular momenta is different from the others, is much
more interesting. Then there is no bound for the rotation
parameter a (for D > 5) and an infinitely high angular
34
j
aH
FIG. 10 The qualitative phase diagram for the black objects
in D ≥ 6, proposed in307. The horizontal and vertical axes
correspond, respectively, to the spin and area of a black ob-
ject. If thermal equilibrium is not imposed, multirings are
possible in the upper region of the diagram.
speed of rotation is possible for the Myers-Perry solution,
at least formally. Intuitively we expect that such a highly
rotating black hole must be unstable when the centrifugal
forces exceed the gravitational attraction (see Fig. 10).
However, until recently, no instability was proved for such
black holes, because of the impossibility of the separa-
tion of variable in the perturbation equations. In the
linearized theory some particular results were obtained
for tensor gravitational perturbations131,132,305, where no
instability was found even for asymptotically high rota-
tion. This apparently means that the instability is in
the scalar gravitational modes, which are responsible for
deformation of the horizon. Recently, a static limit of
perturbations was considered308,309 and the onset of the
bifurcation point toward a new solution was shown for
some critical value of the angular momentum. Finally,
the instability was detected by numerical simulations in
the fully nonlinear theory for large angular momenta310.
D. Two types of developing of gravitational instabilities in
time domain
The development of instability in the time domain
is different for static, spherically symmetric nonrotat-
ing black holes and rotating black holes. The spheri-
cally symmetric black holes have damped QNMs in the
form of damped oscillations, i. e., with nonvanishing
real and imaginary parts of ω, while growing, unstable
modes must be pure imaginary, i.e., nonoscillatory. In-
deed, we multiply Eq. (2.12) by the complex conjugated
function Ψ⋆ and assume that the dependence on time
is Ψ(t, r⋆) = e
−iωtΨ(r⋆). The integral of the obtained
equation reads
I =
∞∫
−∞
(
Ψ⋆(r⋆)
d2Ψ(r⋆)
dr2⋆
+ ω2|Ψ(r⋆)|2 − V |Ψ(r⋆)|2
)
dr⋆.
FIG. 11 Time-domain profiles of black string perturbations
for n = 1 k = 0.84 (magenta, top), k = 0.87 (red), k = 0.88
(orange), k = 0.9 (green), k = 1.1 (blue, bottom). We can see
two concurrent modes: for large k the oscillating one domi-
nates , while near the critical value of k the dominant mode
does not oscillate (looks like exponential tail), and for unsta-
ble values of k the dominant mode grows. The plot is loga-
rithmic, so that straight lines correspond to an exponential
decay.
Integration of the first term by parts gives
I = Ψ⋆(r⋆)
dΨ(r⋆)
dr⋆
∣∣∣∣∣
∞
−∞
+
+
∞∫
−∞
(
ω2|Ψ(r⋆)|2 − V |Ψ(r⋆)|2 −
∣∣∣∣dΨ(r⋆)dr⋆
∣∣∣∣2
)
dr⋆ = 0.
Taking account of the boundary conditions (3.52), one
can find the imaginary part of the integral
Im(I) = Re(ω)|Ψ(∞)|2 +Re(ω)|Ψ(−∞)|2 +
+2Re(ω)Im(ω)
∞∫
−∞
|Ψ(r⋆)|2dr⋆ = 0.
The nonzero real part of the quasinormal frequency im-
plies that the imaginary part is negative. Therefore, the
unstable modes (Im(ω) > 0) must have zero real part. In
other words, for static spherically symmetric black holes
unstable modes cannot be oscillating.
In addition to the nonoscillatory character of the un-
stable modes, there is another distinction of the evolu-
tion of instabilities in the time domain. The first type
of the time-domain instability develops immediately af-
ter the initial outburst. This type of instability is shown
in Fig. 11 for the black string311 and in Fig. 12 for the
Reissner-Nordstro¨m black holes127.
The second type of time-domain evolution is much
more exotic: The instability develops after a rather long
period of damped quasinormal oscillations. This type
of instability takes place for black holes in the Einstein-
Gauss-Bonnet theory (see Fig 13)140,299. The instability
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FIG. 12 Time-domain profile of near extremal RN BH per-
turbation (D = 11, ρ = 0.8), q=0.4 (brown), q=0.5 (blue),
q=0.6 (green), q=0.7 (orange), q=0.8 (red), and q=0.9 (ma-
genta). The smaller q is, the slower the growth of the profile
is.
FIG. 13 The picture of instability, developing at large mul-
tipole numbers: D = 6, ℓ = 8 (red, bottom line), ℓ = 12
(green), ℓ = 16 (blue, top line), α = 1.4. Tensor type of
gravitational perturbations.
occurs at higher multipoles ℓ, while the first few lowest
multipoles are stable140. We believe that the stability
of lowest multipoles gives rise to a prolonged period of
damped oscillations and the “delayed” appearance of the
instability in this case.
E. Correlation between gravitational and thermodynamic
instabilities
According to Gubser and Mitra6, gravitational insta-
bility is correlated to the local thermodynamic insta-
bility for the RNAdS black holes in N = 8 supergrav-
ity. Mathematically the local thermodynamic instability
means that the Hessian matrix of the second derivatives
of the mass with respect to the entropy (and the con-
served charges or angular momenta) has a negative eigen-
value. As we have already learned, this instability is of
FIG. 14 Instability region for RNAdS black holes in N = 8
supergravity. The plot was proposed in6.
the Gregory-Laflamme type and, thus, directly connected
to the s-wave mode and inapplicability of Birkhoff’s the-
orem. The parametric regions of gravitational and ther-
modynamic stability do not coincide exactly as shown
in Fig. 146; the region of gravitational stability is larger
than that of the thermodynamic one and includes the lat-
ter completely. In other words, the Reissner-Nordstro¨m-
AdS black hole that is thermodynamically stable is also
gravitationally stable but not otherwise, the gravitation-
ally stable black hole is not necessarily thermodynami-
cally stable. For large highly charged anti-de Sitter black
holes the regions of gravitational and thermodynamic in-
stabilities asymptotically coincide (Fig. 14). Most prob-
ably this happens because in this limit the AdS black
hole approaches the black brane regime. For the black
brane, Gubser and Mitra claimed that thermodynamical
stability is the sufficient and necessary condition for the
absence of gravitational instability. They also claimed
that, in the limit of large AdS black holes, gravitational
and thermodynamic stabilities coincide, while the small
discrepancy observed in Fig. 14 is probably a numerical
error6. The physical explanation of the instability con-
sists of an energetically more preferable state of a set of
black holes other than of a single black brane: The en-
tropy of an array of black holes is larger than the entropy
of the uniform black brane of the same total mass.
F. Superradiant instability
Consider the classical scattering problem for a massless
scalar field in the background of the Kerr black hole. The
problem can be reduced to the wavelike equation (2.12)
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with the following effective potential
V =
(
ω − am
r2 + a2
)2
− λ
2∆r
(r2 + a2)2
+
∆r
(r2 + a2)3/2
d
dr
(
∆r
d
dr
1√
r2 + a2
)
, (8.4)
∆r = r
2 + a2 − 2Mr,
where λ is the separation constant21. The effective po-
tential has the following asymptotic behavior:
V → ω2, r→∞, (8.5)
V → (ω −mΩh)2, r→ r+. (8.6)
The asymptotic forms of the solutions near the black hole
and at spatial infinity are
Ψ(r∗) = e
−iωr∗ +Re+iωr∗ , r →∞, (8.7)
Ψ(r∗) = T e−i(ω−mΩ)r∗ , r → r+. (8.8)
Here R is called the amplitude of the reflected wave or
the reflection coefficient, and T is the transmission coeffi-
cient. Since the effective potential is real, the Wronskian
of the complex conjugate solutions Ψ(r∗) and Ψ
∗(r∗)
obeys the relation
i
d
dr∗
W (Ψ,Ψ∗) = i
d
dr∗
(
Ψ
dΨ∗
dr∗
−Ψ∗ dΨ
dr∗
)
= 0. (8.9)
Integrating the above relation from r+ until spatial in-
finity and using the asymptotic form (8.7) at infinity, we
obtain
|R|2 = 1+ (i/2ω)W |r+. (8.10)
Using the asymptotic form (8.8), we find that
|R|2 = 1 +
(
mΩh
ω
− 1
)
|T |2. (8.11)
If |R| > 1, that is,
mΩ
ω
> 1, (8.12)
the reflected wave has larger amplitude than the incident
one. This amplification of the incident wave is called the
superradiance and was first predicted by Zeldovich312.
The superradiance effect for Kerr black holes was first
calculated by Starobinsky313,314, who showed that the
superradiance is much stronger for the gravitational field
than for scalar and electromagnetic fields. The process
of superradiant amplification occurs due to extraction
of rotational energy from a black hole, and, therefore,
it happens only for modes with positive values of az-
imuthal numberm that corresponds to “corotation” with
a black hole. The superradiance is absent for fermion
fields315,316.
The condition (8.12) can be generalized to perturba-
tions of fields of other integer spin, as well as to other
than rotating black hole systems317, for instance, to an
electrically conductive rotating cylinder or another sys-
tem with absorption. In the general case the effective
potential has a nonvanishing imaginary part
V (r∗) = U(r∗) + iΓ(r∗). (8.13)
Then, Eq. (8.9) reads
i
d
dr∗
W (Ψ,Ψ∗) = 2Γ|Ψ(r∗)|2,
and Eq. (8.10) gets an extra term
|R|2 = 1 + (i/2ω)W |r+ −
1
ω
∞∫
r0
∗
Γ(r∗)Ψ(r∗)d(r∗). (8.14)
The condition of superradiance is
(i/2ω)W |r+ −
1
ω
∫ ∞
r0
∗
Γ(r∗)Ψ(r∗)d(r∗) > 0.
The existence of an ergoregion is not sufficient for su-
perradiance: An appropriate boundary condition is also
necessary, which, for rotating black holes, is the require-
ment of only the ingoing group velocity waves at the event
horizon317.
When one has the massive scalar or other integer spin
field in asymptotically flat or de Sitter space-time or
massless field but an AdS boundary at spatial infinity,
the superradiance has unstable modes. The essence of
this phenomenon can be understood from the plot of the
effective potentials for massive scalar field in asymptoti-
cally flat black holes and for massless fields in AdS black
holes (Fig. 15). The effective potentials for both cases, in
addition to the local maximum, have an extra local min-
imum far from the black hole which creates a secondary
reflection of the wave reflected from the potential bar-
rier. This secondary reflected wave, when incident on a
potential barrier, will be reflected again at the far region.
As each reflection from the potential barrier in the super-
radiant regime increases the amplitude of the wave, the
process of reflections will continue with increased energies
of waves and, thus, one has an instability. The superra-
diance for various black holes was considered in318–325.
We now discuss in more detail the instability due to
the massive term. This case implies that at least in four
space-time dimensions the meta-stable bound states can
be formed326 in the valley of the local minimum. These
bound states are characterized by the product of the field
mass µ and the black hole mass M , i. e., by the ratio of
the characteristic size of a black hole to the Compton
wavelength of the particle
µM = GMµ/~c ∼ r+/λc. (8.15)
Detweiler327 first estimated the instability growth rate
for the ℓ = m = 1 bound state in the limit µM ≪ 1,
τ ≈ 24(a/M)−1(µM)−9(GM/c3), (8.16)
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FIG. 15 The qualitative behavior of the effective potential for massive fields in the Kerr background (left) and for the massless
fields in the Kerr-AdS background (right).
where τ is an e-folding time. Then, Zouros and
Eardley328 computed the WKB instability growth rate
in the opposite limit µM ≫ 1,
τ ≈ 107e1.84µM (GM/c3). (8.17)
Finally Dolan329 analyzed the instability for the whole
range of values of µM and found that the maximal in-
stability is for the ℓ = 1, m = 1 state, for µM . 0.42,
a = 0.99 and equals τ−1 ≈ 1.5 ·10−7(GM/c3)−1. In330 it
was shown that the presence of the strong magnetic field
can enhance the superradiant instability. The superradi-
ant instability of massive particles in the vicinity of black
holes appears always as a negligible process: The reason
is that the instability growth rate is always small for the
standard model particles in comparison to the decay rate
of particles or of the Hawking evaporation rate of black
holes.
The superradiant instability due to the presence of the
AdS boundary was studied in331,332 for the scalar field
and in132,304 for gravitational perturbations. In132 it was
shown that the instability of the tensor gravitational per-
turbations of simply rotating D > 6 Myers-Perry black
holes is due to superradiant modes only and also has a
small growth rate of order 10−12(r+)
−1. As the instabil-
ity occurs for small AdS black holes (one can see the plot
of the parametric range of instability in Fig. 16), it is
certainly negligible and will be suppressed by the violent
Hawking evaporation.
Note that at the quantum level superradiant instability
of a massive particle simply means that the particle is
made to leave a given superradiant state in favor of a
“normal” (nonsuperradiant) one.
IX. ADS/CFT INTERPRETATION OF QNMS
A. A brief overview of AdS/CFT
While string theory is often regarded as a theory of
quantum gravity and grand unification, it also encom-
passes a wide range of dualities, including AdS/CFT
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FIG. 16 The stable region in the parameter plane for the
simply rotating higher-dimensional asymptotically AdS black
hole. The figure is taken from132.
which relates strongly coupled field theories to weakly
coupled gravitational duals1. As a strong/weak coupling
duality, AdS/CFT has been applied to the study of the
strongly interacting quark-gluon plasma as well as to con-
densed matter systems such as high Tc superconductors.
Here we give some basic ideas about AdS/CFT, and refer
the reader to a review2 for further study.
The key theoretical problem of modern particle physics
is the search for an adequate description of interactions
of quarks and gluons, i. e., quantum chromodynamics
that would be valid at all energies. For small values of
the coupling constant g, the Yang-Mills theory with an
SU(3) group of symmetry is a good approximation, where
3 stands for the three colors of quarks. However, at small
energies and larger distances the coupling constant g is
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growing, which does not allow us to use an expansion in
g. An approach that could hopefully solve this problem
is based on the consideration of the SU(N) Yang-Mills
theory in the limit N →∞333, a theory with an “infinite
number of quarks’ colors”. In this limit the perturbation
theory becomes much simpler so that all nonvanishing
diagrams look similar to triangulations of a sphere334. It
is then natural to expect that in the limit N → ∞, the
Yang-Mills theory can be described within the formalism
of two-dimensional strings334. The contributions to these
triangulations are expansions in terms of g2N , so that
one keeps g2N finite in the regime of large N .
The so-called conformal-invariant supersymmetric
Yang-Mills theories have gained a great success in this
way during the past decade2. According to string theory,
the world surface of a string has an infinite tower of quan-
tum excitations which look similar to particles. A finite
number of these quantum states of a string corresponds
to massless particles, and the infinite “rest” of the states
represents massive particles. The mass of a particle is
proportional to the string tension, so that at large dis-
tances (r ≫ ls) only massless particles survive. Among
massless excitations of closed strings there is one corre-
sponding to the spin-2 field, that is, to a graviton. Con-
sequently from string theory at large distances, one can
deduce the Einstein-Hilbert theory of gravity, and from
superstrings – supergravity. The full theory which in-
cludes gravitation and interacting “matter” fields can be
described by the system of both closed and open strings
and a set of the so-called D-branes. The D-branes are
submanifolds to whose ends open strings are attached,
while closed strings can propagate in the bulk as well.
Our world is supposed to be such a D3-brane (here 3
is for three spatial dimensions) to which strings are at-
tached and fluctuate in the bulk. D-branes must keep
some part of the supersymmetry and this stipulates the
particular form of the space-time geometry in the vicin-
ity of D-branes. The geometry near the brane’s throat is
the anti-de Sitter one and the anti-de Sitter radius R of
the D3 brane is
R = ℓs(g
2N)1/4, (9.1)
where ℓs is the string length. If a closed string has energy
which is less than the brane curvature, the string cannot
overwhelm the brane’s gravitational attraction and will
leave the brane, staying near its throat. If g2N ≫ 1,
one has the regime of a classical superstring in the back-
ground of the D3-brane.
B. The AdS/CFT vocabulary and interpretation of
quasinormal modes
Now we are in a position to relate, briefly, the famous
AdS/CFT correspondence, the duality between string
theory and field theory1. On the string theory side we
have the following constants: the anti-de Sitter radius R,
string’s length ℓs and the string coupling gs. On the field
theory side one has the ’t Hooft coupling Ng2. The du-
ality between string and field theory works through the
following relations between the coupling constants:
4πgs = g
2, g2N =
R4
ℓ4s
. (9.2)
The main advantage of this mapping is that one can de-
scribe the strong coupling regime in field theory (large
g2N) by string theory in the regime R ≫ ℓs, that is, by
supergravity. The AdS/CFT vocabulary says that there
is a correspondence between some operator O in the field
theory and its dual bulk field φ in supergravity
bulk field (supergravity) ∼ operator (field theory),
In particular,
1. the dilaton field φ is dual to the O = −L, where L
is the Lagrangian density,
2. the gauge field Aaµ is dual to the R-charge current
Jaµ,
3. the metric is dual to the stress-energy tensor in the
sense that Z4D[g
0
µν ] = e
iScl[gµν ].
More generally, the AdS/CFT correspondence states
that
Z4D[J ] ≡
∫
dφeiS+
∫
id4xJO = eiScl , (9.3)
and the partition function of the field theory Z[J ], where
J is the source coupled to the operatorO. Differentiating
Eq. (9.3) with respect to J gives us various correlation
functions.
It is well known from the spectral theorem that the
poles of the retarded Green’s function of a wave equation
coincide with the normal modes of the wave functions un-
der appropriate boundary conditions. Thus, quasinormal
modes of some gravitational background are naturally
poles of the correlation functions. At the same time we
can see that correlation functions in the field theory are
connected through Eq. (9.3) with derivatives of the clas-
sical action on the gravity side. Thus, it does not come
as a surprise that the quasinormal modes of an asymp-
totically AdS gravitational background coincide with the
poles of the correlation functions335. When the field the-
ory is at zero temperature, the dual gravitational back-
ground is described by some regular asymptotically AdS
metric. If the quantum field theory is at finite tempera-
ture, the gravitational background must have a horizon,
and the Hawking temperature of the horizon corresponds
to the temperature in the dual field theory. A supposi-
tion about this was done by Horowitz and Hubeny who
suggested that the quasinormal modes of the large D-
dimensional asymptotically AdS black holes are poles of
the retarded Green’s functions in the dual conformal field
theory in (D − 1) dimensions30. As the calculations of
the Green’s functions directly on the CFT side in four
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and higher dimensions are complicated, no proof of this
QNM interpretation was found. Nevertheless, soon af-
ter Birmingham, Sachs and Solodukhin336 showed that
for the (2 + 1)-dimensional asymptotically AdS (BTZ)
black hole, the quasinormal modes, which are given by
the relation199
ω = ±q − 4πT i(n+ 1), (9.4)
exactly coincide with the poles of the two-point retarded
Green’s function,
GR = A
ω2 − q2
4π2
×
(
ψ
(
1− i(ω − q)
4πT
)
+ ψ
(
1− i(ω + q)
4πT
))
, (9.5)
in two-dimensional CFT. This was the first proof of the
AdS/CFT interpretation of QNMs336,337.
Currently, the variety of gravitational backgrounds
considered in string theory literature is quite large, be-
cause of considerable interest in a number of condensed
matter phenomena at strong coupling which can be mod-
eled through the AdS/CFT correspondence. These are
interesting problems because there are plenty of con-
densed matter strong coupling phenomena (which in-
cludes, for instance, strongly correlated electrons) which
could be engineered in a laboratory. This area of re-
search is now called the AdS/condensed matter the-
ory (AdS/CMT) correspondence and one example of
AdS/CMT problems, the holographic superconductor,
we discuss later. Meanwhile, we mention here a recent
review devoted to the AdS/CMT correspondence338.
Next we discuss only the most universal properties of
the AdS/CFT applications of QNMs which are valid for
a wide class of dual gravitational backgrounds, thereby,
which describe the hydrodynamic regime of strongly cou-
pled conformal field theories.
C. Universality of the hydrodynamic regime
A great advantage that perturbations of black holes
give through the AdS/CFT correspondence is the de-
scription of the large distance collective behavior of the
quark-gluon plasmas at strong coupling and, more gen-
erally, the hydrodynamic regime of the dual field theory.
In the regime of long-wavelength perturbations hydrody-
namics can be described by the energy-momentum tensor
of a system,
Tαβ = (ε+ P )uαuβ + Pgαβ − σαβ , (9.6)
where σαβ is proportional to derivatives of local temper-
ature T and four-velocity uα, is called the dissipative part
of Tαβ. The equation of motion is the conservation law
Tαβ,β = 0 (9.7)
and, if there are other conserved currents, an extra con-
servation law is added
jβ,β = 0, (9.8)
where
jα = ρuα −D(gαβ + uαuβ)ρ. (9.9)
In the frame of reference in which the fluid is at rest, this
gives the law of diffusion
−→
j = −D∇ρ. (9.10)
Here, D is the constant of diffusion. When consider-
ing hydrodynamical processes related to the behavior of
a quark-gluon plasma, one can distinguish three types of
perturbations of the energy-momentum tensor which can
be treated within independent sets of equations (in anal-
ogy, for instance, with axial and polar perturbations of
black holes). These modes are as follows29:
• The shear mode, corresponding to perturbations
of the T 01, T 02, T 31, and T 32 components. This
mode is responsible for translational fluctuations
of the “cross section” of the system, a flow, also
allowing, in the general case, for small rotations.
In the frequency domain, the shear channel has the
so-called hydrodynamic mode which is purely imag-
inary and, in the linear approximation, is propor-
tional to q2339,340,
ω ∼ −iq2, (9.11)
where q is momentum normalized by the tempera-
ture, q = k/2πT .
• The sound mode corresponding to perturbations of
the T 00, T 03, and T 33 components. In simple sys-
tems this mode is responsible for fluctuations in
the direction of the flow, thereby generating fluc-
tuations of energy density, i. e., sound waves. The
sound mode usually has the following form341:
ω = csq − iγq2, (9.12)
where cs is the speed of sound and γ is some con-
stant that depends on the energy density, pressure,
shear, and bulk viscosities of the system29.
• The bulk mode corresponds to perturbations of the
T 12 component. Because of the conformality of the
theory, the viscosity of the bulk mode equals zero.
Therefore, we shall not discuss this mode in detail.
Following342–344, we discuss two relatively easy and at
the same time universal examples.
Consider a quite general class of gravitational back-
grounds given by the metric
ds2 = gttdt
2 + grrdr
2 + gxxdx
2. (9.13)
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The metric coefficients can be arbitrary, assuming only
the following behavior near the event horizon r = r+:
gtt = −γt(r − r+), grr = γr
r − r+ . (9.14)
Here γt and γr are constants. As a particular example
we consider the process of diffusion of the conserved R-
charge in the N = 4 super Yang-Mills theory. The field
equations for the gauge field dual to the conserved cur-
rent have the form
∂α(geff (r)
−2√−gFαβ) = 0, (9.15)
where geff (r) is the effective gauge coupling. The con-
served current jα, which is associated with the wave
equation (9.15), obeys the equation
∂αj
α = 0. (9.16)
Using the membrane paradigm, Kovtun, Son, and
Starinets342 showed that
ji +D∂ij0 = 0, (9.17)
and found the diffusion coefficient to be
D =
√−g
gxxg2eff
√−gttgrr (r+)
∫ ∞
r+
dr
−gttgrrg2eff√−g (r).
(9.18)
Indeed, the current jα can be written in the form
jα = nβF
αβ |rh , jr = 0, (9.19)
where rh is the radius of the stretched horizon in the
membrane description. Then, it can be shown that in
the radial gauge343
Fir =
√
γr/γ0Fti(r − r+)−1, (9.20)
Fti ≈ −∂iAt, (Ar = 0). (9.21)
The wave equation for the At-component of the gauge
potential is
∂r(
√−ggrrgtt∂rAt) = 0. (9.22)
The solution to the above equation (9.22) which vanishes
at infinity has the form
At(r) = C
∫ ∞
r
dr′
gtt(r
′)grr(r
′)√−g(r′) . (9.23)
From the above equation (9.23) it follows that
At
Ftr
|r=r+ =
√−g
gttgrr
(r+)
∫ ∞
r+
dr
gttgrr√−g (r). (9.24)
Then using the expressions for j0 and ji, one can find
Fick’s law (9.10). From the above it follows that on the
gravity side of the duality, independent of the details of
the background metric, there is always the hydrodynamic
quasinormal mode
ω = −iDk2. (9.25)
Another example concerns the calculation of the ratio
of the shear viscosity to the density of entropy η/s343.
Following Buchel and Liu343 and Son and Starinets29,
we perform the following boost of the metric (9.13):
r = r′, (9.26)
t =
t′ + vy′√
1− v2 ≈ t
′ + vy′, (9.27)
y =
y′ + vt′√
1− v2 ≈ y
′ + vt′, (9.28)
xi = x
′
i. (9.29)
Then, the metric (9.13) transforms to the following form:
ds2 = gttdt
2 + grrdr
′2 + gxx(r)
p∑
i=1
(dx′i)2 +
+2v(gtt + gxx)dt
′dy′. (9.30)
The above metric is a k = 0 perturbation, so that
At = vg
xx(gtt + gxx)
can be considered as a gauge potential, similar to the
one in (9.23). The potential vanishes at infinity and
Eq. (9.24) now has the form
At
Ftr
|r→r+ = −
1 + gxxgtt
∂r(gxxgtt)
|r→r+0 = gxx(r+)
γ0
(9.31)
Then, the coefficient of diffusion is
D =
√
γr
γ0
=
1
4πT
. (9.32)
Using the thermodynamic relations under zero chemical
potential
D = η
ǫ+ P
, ǫ+ P = Ts, (9.33)
one finds342
η
s
=
1
4π
. (9.34)
Thus, for all field theories at finite temperature, which
can be described by some dual gravitational background,
the ratio of the shear viscosity η to the entropy density s
is always ~/4πkb to leading order in the ’t Hooft coupling,
where kb is the Boltzmann constant. The next correction
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in the series of powers of the inverse ’t Hooft coupling is
positive345,346,
η
s
=
1
4π
(
1 +
15ζ(3)
(g2N)3/2
)
, ζ(3) ≈ 1.202. (9.35)
This suggested a conjecture that for all systems that
can be obtained from relativistic quantum field theory un-
der finite temperature and chemical potential, the ratio
η/s cannot be less than 1/4π. There are now various
counterexamples to the above conjecture, showing that
η/s ≥ 1/4π. For example, this happens when consider-
ing higher derivative quantum corrections347,348.
We now see what value of the viscosity/entropy ratio
would produce the weakly coupled theory when naively
extrapolated to a strong coupling regime. Viscosity, be-
ing the measure of the diffusion of the momentum, is
evidently larger for a larger temperature T and is de-
creasing when the coupling λ is weaker (because the free
way of particles is longer which makes an easier transfer
of momentum). More accurately, for example, for the
λφ4 theory, one has29
η ∼ T
3
λ2
, s ∼ T 3. (9.36)
Thus,
η
s
∼ λ−2. (9.37)
For the strong coupling regime λ ∼ 1 and η/s ∼ 1, which
is one order more than the AdS/CFT value 1/4π. Ex-
perimental data suggests that η/s is small, which means
that the quark-gluon plasma is in the strongly coupled
regime. The data extracted from relatively recent ex-
periments with collisions of heavy atomic nuclei in the
Relativistic Heavy Ion Collider4,349 say that if one mod-
els the quark-gluon plasma by the Navier-Stokes equation
with parameters fixed to fit the experimental data, then
the ratio η/s must be indeed about one order less than
unity and is close to 1/4π4,349. This gives optimism to
string theorists because the observation of the univer-
sal η/s ratio in the RHIC or the LHC might be an ex-
perimental confirmation of the AdS/CFT correspondence
and direct connection with a real experiment, which was
always lacking in string theory350–362.
D. Holographic superconductor
In this subsection we showed how the WKB formula
(3.38), used for finding QNMs, can be quite unexpect-
edly used for estimation of the conductivity of super-
conductors constructed in the spirit of the AdS/CFT
correspondence363,364.
The effect of superconductivity consists of vanishing
of the electrical resistivity of some metals (superconduc-
tors) below some critical temperature Tc. In addition, the
magnetic field is expelled from such a superconductor at
low temperature (Meissner effect), so that the supercon-
ductor is also a perfect diamagnetic. The phenomenolog-
ical theory of superconductivity by Bardeen, Cooper and
Schrieffer (BCS)365 suggested that pairs of electrons with
opposite spin can form a bound state by interacting with
phonons. This bound state is a boson, called the Cooper
pair, and below the critical temperature these pairs con-
dense, thereby inducing superconductivity. However, the
BCS theory works well for superconductors in the weak
coupling regime, i. e., for those superconductors whose
critical temperature Tc is quite low. Superconductors for
which Tc is high are expected to involve strongly corre-
lated electrons. For a description of this class of super-
conductors the holography could provide some insight.
On the gravity side of the gauge/gravity duality the
superconductivity can be modeled by an asymptotically
AdS black hole with scalar hair: A nonzero condensate is
“represented” by the black hole “hair”. The field theory
temperature is again dual to the Hawking temperature
of the black hole so that one needs a black hole that
would possess scalar hair at low temperature and would
loose it at T > Tc. Gubser showed that a charged black
hole with charged scalar field around it satisfies these
requirements363,366. Thus, the Lagrangian has the form
L = R+
6
L2
− 1
4
FµνFµν−|∇ψ−iqAψ|2−V (|ψ|), (9.38)
where ψ is the scalar field, Fµν is the strength tensor
of the electromagnetic field, q is the scalar field’s charge
andA is the vector potential (F = dA). The cosmological
constant is −3/L2.
According to the gauge/gravity dictionary the conduc-
tivity can be found by solving for fluctuations of the
Maxwell field. Therefore, further we study fluctuations
of the potential Ax.
The plane symmetric solution can be written in the
following general form:
ds2 = −g(r)e−χ(r)dt2 + dr
2
g(r)
+ r2(dx2 + dy2), (9.39)
A = φ(r) dt, ψ = ψ(r), (9.40)
A′′x+
(
g′
g
− χ
′
2
)
A′x+
((
ω2
g2
− φ
′2
g
)
eχ − 2q
2ψ2
g
)
Ax = 0.
(9.41)
Using a new radial variable dz = e
χ/2
g dr, at large r, dz ≈
dr/r2, and we choose the constant of integration so that
z = −1/r. The horizon is located at z = −∞. Then,
Eq. (9.41) has the following wavelike form:
−Ax,zz + V (z)Ax = ω2Ax, (9.42)
where the effective potential is364,367
V (z) = g[φ2,r + 2q
2ψ2e−χ]. (9.43)
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Now, an incoming wave from the right will be partly
transmitted and partly reflected by the potential barrier.
The transmitted wave is purely ingoing at the horizon
and the reflected wave satisfies the scattering boundary
conditions at z → ∞, and will obey, at the same time,
the Dirichlet boundary condition at z = 0. Thus, the
scattering boundary conditions for z > 0 are
Ax = e
−iωz +Reiωz , z → +∞, (9.44)
and at the event horizon
Ax = T e−iωz, z → −∞, (9.45)
where R and T are reflection and transmission coeffi-
cients. Then, one has
Ax(0) = 1 +R, Ax,z(0) = −iω(1−R). (9.46)
As shown in368
Ax = A
(0)
x +
A
(1)
x
r
+ . . . , (9.47)
Within the gauge/gravity vocabulary the limit of the
electric field and the first subleading term on the bound-
ary are dual to the field strength and the induced current,
respectively,
Ex = −A(0)x , Jx = A(1)x . (9.48)
Thus, we find the conductivity
σ(ω) =
Jx
Ex
= − i
ω
A
(1)
x
A
(0)
x
. (9.49)
Since A
(1)
x = −Ax,z(0), then,
σ(ω) =
1−R
1 +R (9.50)
The above boundary conditions (9.44), (9.45) are noth-
ing but the standard scattering boundary conditions for
finding the S-matrix. The effective potential has the dis-
tinctive form of the potential barrier, so that the WKB
approach can be applied for finding R and σ369. We
note that as the wave energy (or frequency) ω was real,
the first order WKB values for R and T are real370 and
T 2 + R2 = 1. Next, one can distinguish two qualita-
tively different cases: First, when ω2 is much less than
the maximum of the effective potential V0 ω
2 ≪ V0, and
second when ω2 ≃ V0. When ω2 ≫ V0, usually the reflec-
tion coefficient R decreases too quickly with ω, so that
σ reaches its maximal value (unity) even at moderate
ω > V0. Therefore, the case ω
2 ≃ V0 also works well
for large ω and one can use the WKB formula (3.38), for
scattering around black holes related in (see Sec. III.D in
this review), which gives
R =
(
1 + e−2iπ(ν + (1/2))
)−1/2
, ω2 ≃ V0, (9.51)
where
ν +
1
2
= i
(ω2 − V0)√−2V ′′0 + Λ2 + Λ3. (9.52)
Further and extensive literature on this subject con-
siders various generalizations of the above example.
This mainly includes the addition of a magnetic field
and various corrections, such as higher curvature
corrections364,371–375.
X. CONCLUSIONS
This review should be considered as an introduc-
tion into the analysis of quasinormal modes of various
black holes which are studied in astrophysics, higher-
dimensional gravity, and string theory. Currently three
comprehensive reviews on quasinormal modes7–9, discuss
in detail observational aspects of quasinormal ringing.
We concentrated on the issues which were not reviewed
or only briefly touched on there: methods of calculations
of QNMs, stability of black holes and branes, late-time
tails, the holographic superconductor, etc. Therefore, we
sketched rather than discussed in detail some questions,
referring the reader to more specialized literature.
Acknowledgments
The work of A. Z. was supported by the Fundac¸a˜o de
Amparo a` Pesquisa do Estado de Sa˜o Paulo (FAPESP),
Brazil. At the initial stage of this work R. A. K. was sup-
ported by the Japan Society for the Promotion of Science
(JSPS), Japan, and at the final stage by the Alexan-
der von Humboldt foundation (AvH), Germany. At its
final stage this work was also partially funded by the
Conicyt grant ACT-91: “Southern Theoretical Physics
Laboratory” (STPLab). The Centro de Estudios Cien-
tificos (CECS) is funded by the Chilean Government
through the Centersof Excellence Base Financing Pro-
gram of Conicyt.
The authors thank Elcio Abdalla, Victor Cardoso,
Panagiota Kanti, Hideo Kodama, Kostas Kokkotas, Al-
berto Saa, Jiro Soda, Harvey Reall, and Andrei Starinets
for useful discussions. Our special thanks to Paul Lasky
for his careful reading of the manuscript and useful com-
ments.
References
1. Maldacena, J. M., Adv. Theor. Math. Phys. 2, 231
(1998) [Int. J. Theor. Phys. 38, 1113 (1999)] [arXiv:hep-
th/9711200].
2. Aharony, O., Gubser, S. S., Maldacena, J. M., Ooguri, H.
and Oz, Y., Phys. Rept. 323, 183 (2000) [arXiv:hep-
th/9905111].
3. Kovtun, P., Son, D. T. and Starinets, A. O., Phys. Rev.
Lett. 94, 111601 (2005) [arXiv:hep-th/0405231].
43
4. Shuryak, E., Prog. Part. Nucl. Phys. 53, 273 (2004)
[arXiv:hep-ph/0312227].
5. R. Emparan, R. and Reall, H. S., Living Rev. Rel. 11, 6
(2008) [arXiv:0801.3471 [hep-th]].
6. Gubser, S. S. and Mitra, I., JHEP 0108, 018 (2001)
[arXiv:hep-th/0011127].
7. Nollert, H. P., Class. Quant. Grav. 16, R159 (1999).
8. Kokkotas, K. D. and Schmidt, B. G., Living Rev. Rel.
2, 2 (1999) [arXiv:gr-qc/9909058].
9. Berti, E., Cardoso, V. and Starinets, A. O., Class. Quant.
Grav. 26, 163001 (2009) [arXiv:0905.2975 [gr-qc]].
10. Landau, L. D., Lifshitz, E. M., “The Classical Theory of
Fields”.
11. Fock, V. V, Iwanenko, D., Comp. Rend. Acad. 188,
1470 (1929); republished in Ukrainian Journal of Physics
2008, vol.53, Special Issue, p. 011.
12. Proca, A., J. Phys. Radium, 7, 347 (1936).
13. Hawking, S. W. and Ellis, F. R., “The large scale struc-
ture of space-time”.
14. Regge, T. and Wheeler, J. A., Phys. Rev. 108, 1063
(1957).
15. Carter, B., Phys. Rev. 174, 1559 (1968).
16. Frolov, V. P. and Kubiznak, D., Class. Quant. Grav.
25, 154005 (2008) [arXiv:0802.0322 [hep-th]]; Kono-
plya, R. A., Phys. Lett. A 268, 37 (2000) [arXiv:gr-
qc/9912101].
17. Bagrov, V. G., Evseevich, A. A. and Shapovalov, A. V.,
Class. Quant. Grav. 8 163 (1991).
18. Frolov, V. P., Krtous, P. and Kubiznak, D., JHEP 0702
005 (2007) [arXiv:hep-th/0611245]; Zecca, A., Int. J.
Theor. Phys. 45, 2241 (2006); Gal’tsov, D. V., Pomer-
antseva, G. V. and Chizhov, G. A., Sov. Phys. J. 27
697 (1984) [Izv. Vuz. Fiz. 27 81 (1984)]; Frolov, V. P.
and Kubiznak, D., Phys. Rev. Lett. 98 011101 (2007)
[arXiv:gr-qc/0605058]; Frolov, V. P. and Stojkovic, D.,
Phys. Rev. D 68 064011 (2003) [arXiv:gr-qc/0301016].
19. Newman, E. and Penrose, R., J. Math. Phys. 3, 566
(1962).
20. Kodama, H., Ishibashi, A. and Seto, O., Phys. Rev. D
62, 064022 (2000) [arXiv:hep-th/0004160].
21. Teukolsky, S. A., Phys. Rev. Lett. 29 1114 (1972); As-
trophys. J. 185 635 (1973).
22. Suzuki, H., Takasugi, E. and Umetsu, H., Prog. Theor.
Phys. 100, 491 (1998) [arXiv:gr-qc/9805064].
23. Kodama, H. and Ishibashi, A., Prog. Theor. Phys. 110,
701 (2003) [arXiv:hep-th/0305147].
24. Ishibashi, A. and Kodama, H., Prog. Theor. Phys. 110,
901 (2003) [arXiv:hep-th/0305185].
25. Kodama, H. and Ishibashi, A., Prog. Theor. Phys. 111,
29 (2004) [arXiv:hep-th/0308128].
26. Tangherlini, F. R., Nuovo Cim. 27, 636 (1963).
27. Myers, R. C. and Perry, M. J., Annals Phys. 172, 304
(1986).
28. Chandrasekhar, S., “The Mathematical Theory of Black
Holes” (Oxford University Press, New York, 1983).
29. Son, D. T. and Starinets, A. O., Ann. Rev. Nucl. Part.
Sci. 57 95 (2007) [arXiv:0704.0240 [hep-th]].
30. Horowitz, G. T. and Hubeny, V. E., Phys. Rev. D 62,
024027 (2000), [arXiv:hep-th/9909056].
31. Barreto, W., Da Silva, A., Gomez, R., Lehner, L., Ros-
ales, L. and Winicour, J., Phys. Rev. D 71, 064028
(2005) [arXiv:gr-qc/0412066].
32. Yoshino, H., Shiromizu, T. and Shibata, M., Phys. Rev.
D 74, 124022 (2006) [arXiv:gr-qc/0610110]; Gomez, R.,
Barreto, W. and Frittelli, S., Phys. Rev. D 76 124029
(2007) [arXiv:0711.0564 [gr-qc]].
33. Blome, H.-J. and Mashhoon, B., Phys. Lett. A 110, 231
(1984).
34. Po¨schl, G., Teller, E., Z. Physik 83, 143 (1933).
35. Cardoso, V. and Lemos, J. P. S., Phys. Rev. D 67,
084020 (2003) [arXiv:gr-qc/0301078].
36. Molina, C., Phys. Rev. D 68, 064007 (2003) [arXiv:gr-
qc/0304053].
37. Ferrari, V. and Mashhoon, B., Phys. Rev. Lett., 52, 1361
(1984).
38. Boonserm, P. and Visser, M., JHEP 1103, 073 (2011)
[arXiv:1005.4483 [math-ph]].
39. Chandrasekhar, S. and Detweiler, S., Proc. Roy. Soc.
Lond. A 344, 441 (1975).
40. Schutz, B. F., Will, C. M., The Astrophysical Journal,
Vol. 291, L33 (1985)
41. Iyer, S. and Will, C. M., Phys. Rev. D35, 3621 (1987)
42. Konoplya, R. A., Phys. Rev. D 68, 124017 (2003)
[arXiv:hep-th/0309030].
43. Konoplya, R. A., J. Phys. Stud. 8, 93 (2004).
44. Konoplya, R. A., Phys. Rev. D 68, 024018 (2003)
[arXiv:gr-qc/0303052].
45. Froeman, N., Froeman, P. O., Andersson, N. and Hoek-
back, A., Phys. Rev. D 45, 2609 (1992).
46. H. Fro¨man and P. O. Fro¨man, JWKB Approximation:
Contributions to the Theory (North-Holland, Amster-
dam, 1965).
47. Gal’tsov, D. V. and Matiukhin, A. A., Class. Quant.
Grav. 9, 2039 (1992).
48. Konoplya, R. A. and Zhidenko, A., Phys. Lett. B 609,
377 (2005) [arXiv:gr-qc/0411059].
49. Ohashi, A. and M.-a. Sakagami, Class. Quant. Grav. 21,
3973 (2004) [arXiv:gr-qc/0407009].
50. Zhang, H. b. , Cao, Z. j., Gong, X. f. and Zhou, W., Class.
Quant. Grav. 21, 917 (2004) [arXiv:gr-qc/0312029].
51. Cornell, A. S., Naylor, W. and Sasaki, M., JHEP 0602,
012 (2006) [arXiv:hep-th/0510009].
52. Liu, M. l., Liu, H. y. and Gui, Y. x., Class. Quant. Grav.
25, 105001 (2008) [arXiv:0806.2716 [gr-qc]].
53. Konoplya, R. A., Phys. Lett. B 679, 499 (2009)
[arXiv:0905.1523 [hep-th]]; Zhou, W. and Zhu, J. Y., Int.
J. Mod. Phys. D 13, 1105 (2004) [arXiv:gr-qc/0309071];
Nakano, H., Kurita, Y., Ogawa, K. and Yoo, C. M.,
Phys. Rev. D 71, 084006 (2005) [arXiv:gr-qc/0411041];
Shu, F. W. and Shen, Y. G., Phys. Lett. B 614, 195
(2005) [arXiv:gr-qc/0505161]; Grain, J. and Barrau, A.,
Nucl. Phys. B 742, 253 (2006) [arXiv:hep-th/0603042];
Abdalla, E., B. Cuadros-Melgar, Pavan, A. B. and
Molina, C., Nucl. Phys. B 752, 40 (2006) [arXiv:gr-
qc/0604033]; Cho, H. T., Cornell, A. S., Doukas, J.
and Naylor, W., Phys. Rev. D 75, 104005 (2007)
[arXiv:hep-th/0701193]; Xi, P. and Li, X. Z., Int. J.
Mod. Phys. D 16, 1211 (2007) [arXiv:0709.3714 [gr-
qc]]; Cho, H. T., Cornell, A. S., Doukas, J. and Nay-
lor, W., [arXiv:0803.2547 [hep-th]]; Chakrabarti, S. K.,
Eur. Phys. J. C 61, 477 (2009) [arXiv:0809.1004 [gr-
qc]]; Yu, Z., G. Yuan-Xing, Fei, Y. and W. Fu-
Jun, Chin. Phys. Lett. 24, 2749 (2007); Abdalla, E.,
Piedra, O. P. F. and J. de Oliveira, Phys. Rev. D 81,
064001 (2010) [arXiv:0810.5489 [hep-th]]. Cardoso, V.,
Miranda, A. S., Berti, E., Witek, H. and Zanchin, V. T.,
Phys. Rev. D 79, 064016 (2009) [arXiv:0812.1806 [hep-
th]]; Piedra, O. P. F. and J. de Oliveira, Int. J.
44
Mod. Phys. D 19, 63 (2010) [arXiv:0902.1487 [gr-qc]];
Zhang, Y., Gui, Y. X. and Yu, F., Commun. Theor.
Phys. 50, 1345 (2008); Decanini, Y. and Folacci, A.,
Phys. Rev. D 81, 024031 (2010) [arXiv:0906.2601 [gr-
qc]]; Varghese, N. and Kuriakose, V. C., Gen. Rel. Grav.
41, 1249 (2009); Dolan, S. R. and Ottewill, A. C., Class.
Quant. Grav. 26, 225003 (2009) [arXiv:0908.0329 [gr-
qc]]; Wang, C. Y., Zhang, Y., Gui, Y. X. and Lu, J. B.,
[arXiv:0910.5128 [gr-qc]]; Saleh, M., Thomas, B. B.
and Kofane, T. C., Chin. Phys. Lett. 26, 109802
(2009); Piedra, O. P. F., Int. J. Mod. Phys. D 20, 93
(2011) [arXiv:1006.3327 [gr-qc]]; Piedra, O. P. F. and de
Oliveira, J., [arXiv:1006.3802 [gr-qc]].
54. Yoshino, H., Shiromizu, T. and Shibata, M., Phys. Rev.
D 72, 084020 (2005) [arXiv:gr-qc/0508063].
55. Berti, E. and Kokkotas, K. D., Phys. Rev. D 71, 124008
(2005) [arXiv:gr-qc/0502065].
56. Konoplya, R. A. and Zhidenko, A., Phys. Rev. D 81,
124036 (2010) [arXiv:1004.1284 [hep-th]].
57. Gundlach, C., Price, R. H., and Pullin, J., Phys. Rev. D
49, 883 (1994) [arXiv:gr-qc/9307009].
58. Berti, E., Cardoso, V., Gonzalez, J. A., and Sper-
hake, U., Phys. Rev. D 75, 124017 (2007) [arXiv:gr-
qc/0701086].
59. Wang, B., Lin, C. Y. and Molina, C., Phys. Rev. D 70,
064025 (2004) [arXiv:hep-th/0407024].
60. Konoplya, R. A. and Zhidenko, A., Phys. Lett. B 644,
186 (2007) [arXiv:gr-qc/0605082]; Phys. Lett. B 648,
236 (2007) [arXiv:hep-th/0611226].
61. Zhidenko, A., Class. Quant. Grav. 23, 3155 (2006)
[arXiv:gr-qc/0510039].
62. Zhidenko, A., [arXiv:0705.2254 [gr-qc]].
63. Eling, C. and Jacobson, T., Class. Quant. Grav. 23 5643-
5660 (2006) [arXiv:gr-qc/0604088].
64. Leaver, E. W., Proc. Roy. Soc. Lond. A 402, 285 (1985).
65. Nollert, H.-P., Phys. Rev. D 47, 5253 (1993).
66. Zhidenko, A., Phys. Rev. D 74, 064017 (2006) [arXiv:gr-
qc/0607133].
67. Rostworowski, A., Acta Phys. Polon. B 38, 81 (2007)
[arXiv:gr-qc/0606110].
68. Konoplya, R. A. and Zhidenko, A., Nucl. Phys. B 777,
182 (2007) [arXiv:hep-th/0703231].
69. Motl, L., Adv. Theor. Math. Phys. 6 1135 (2003)
[arXiv:gr-qc/0212096]; Padmanabhan, T., Class. Quant.
Grav. 21, L1 (2004) [arXiv:gr-qc/0310027].
70. Motl, L. and Neitzke, A., Adv. Theor. Math. Phys. 7
307 (2003) [arXiv:hep-th/0301173].
71. Ghosh, A., Shankaranarayanan, S. and Das, S., Class.
Quant. Grav. 23, 1851 (2006) [arXiv:hep-th/0510186].
72. Cardoso, V., Natario, J. and Schiappa, R., J. Math.
Phys. 45, 4698 (2004) [arXiv:hep-th/0403132]; Choud-
hury, T. R. and Padmanabhan, T., Phys. Rev. D 69,
064033 (2004) [arXiv:gr-qc/0311064].
73. Natario, J. and Schiappa, R., Adv. Theor. Math. Phys.
8 (2004) 1001 [arXiv:hep-th/0411267].
74. Bachelot, A. and A. Motet-Bachelot, Annales Poincare
Phys. Theor. 59 3 (1993).
75. Vishveshwara, C. V., Nature 227, 936 (1970).
76. Press, W. H., Astrophys. J. 170, L105L108, (1971).
77. Davis, M., Ruffini, R., Press, W. H. and Price, R. H.,
Phys. Rev. Lett. 27, 1466 (1971).
78. Detweiler, S. L., Proc. R. Soc. London, A, 352, 381395,
(1977).
79. Gunter, D. L., Philos. Trans. R. Soc. London, A 296,
497526 (1980).
80. N. Arkani-Hamed, Dimopoulos, S. and Dvali, G. R.,
Phys. Lett. B 429 (1998) 263 [arXiv:hep-ph/9803315];
Antoniadis, I., N. Arkani-Hamed, Dimopoulos, S. and
Dvali, G. R., Phys. Lett. B 436 257 (1998) [arXiv:hep-
ph/9804398].
81. Randall, L. and Sundrum, R., Phys. Rev. Lett. 83 3370
(1999) [arXiv:hep-ph/9905221]; Phys. Rev. Lett. 83 4690
(1999) [arXiv:hep-th/9906064].
82. Chandrasekhar, S., Proc. R. Soc. London, A, 343,
289298 (1975).
83. Chandrasekhar, S., Proc. R. Soc. London, A, 392, 1
(1984).
84. Ferrari, V. and Mashhoon, B., Phys. Rev. D 30, 295
(1984).
85. Iyer, S., Phys. Rev. D 35, 3632 (1987).
86. Kokkotas, K. D. and Schutz, B. F., Phys. Rev. D 37,
3378 (1988).
87. Leaver, E. W., Phys. Rev. D 41 2986 (1990).
88. Onozawa, H., Mishima, T., Okamura, T. and Ishi-
hara, H., Phys. Rev. D 53, 7033 (1996) [arXiv:gr-
qc/9603021].
89. Detweiler, S., Astrophys. J. 239, 292 (1980).
90. Seidel, E. and Iyer, S., Phys. Rev. D 41, 374 (1990).
91. Kokkotas, K. D., Nuovo Cim. B 108, 991 (1993).
92. Ferrari, V., Pauri, M. and Piazza, F., Phys. Rev. D 63,
064009 (2001) [arXiv:gr-qc/0005125].
93. Konoplya, R. A., Gen. Rel. Grav. 34, 329 (2002)
[arXiv:gr-qc/0109096].
94. Wang, B., Abdalla, E. and Mann, R. B., Phys. Rev. D
65, 084006 (2002) [arXiv:hep-th/0107243].
95. Li, X. Z., Hao, J. G. and Liu, D. J., Phys. Lett. B 507,
312 (2001) [arXiv:gr-qc/0205007].
96. Mellor, F. and Moss, I., Phys. Rev. D 41, 403 (1990).
97. Otsuki, H. and Futamase, T., Prog. Theor. Phys. 85,
771 (1991).
98. Moss, I. G. and Norman, J. P., Class. Quant. Grav. 19,
2323 (2002) [arXiv:gr-qc/0201016].
99. Molina, C., Giugno, D., Abdalla, E. and Saa, A., Phys.
Rev. D 69, 104013 (2004) [arXiv:gr-qc/0309079].
100. Yoshida, S., Uchikata, N. and Futamase, T., Phys. Rev.
D 81, 044005 (2010).
101. Shu, F. W. and Shen, Y. G., Phys. Rev. D 70, 084046
(2004) [arXiv:gr-qc/0410108].
102. Cho, H. T., Phys. Rev. D 68, 024003 (2003) [arXiv:gr-
qc/0303078].
103. Zhidenko, A., Class. Quant. Grav. 21, 273 (2004)
[arXiv:gr-qc/0307012].
104. Chang, J. F. and Shen, Y. G., Nucl. Phys. B 712, 347
(2005) [arXiv:gr-qc/0502083].
105. J. l. Jing, Phys. Rev. D 71, 124006 (2005) [arXiv:gr-
qc/0502023].
106. Jing, J. l., Phys. Rev. D 69, 084009 (2004) [arXiv:gr-
qc/0312079].
107. Jing, J. l. and Pan, Q. y., Nucl. Phys. B 728, 109 (2005)
[arXiv:gr-qc/0506098].
108. Konoplya, R. A. and Zhidenko, A., Phys. Rev. D 76,
084018 (2007) [arXiv:0707.1890 [hep-th]].
109. Fernando, S., Int. J. Mod. Phys. A 25, 669 (2010)
[arXiv:hep-th/0502239]; Fernando, S. and Holbrook, C.,
Int. J. Theor. Phys. 45, 1630 (2006) [arXiv:hep-
th/0501138].
110. Lasky, P. D. and Doneva, D. D., Phys. Rev. D 82 (2010)
124068 [arXiv:1011.0747 [gr-qc]].
45
111. Leung, P. T., Liu, Y. T., Suen, W. M., Tam, C. Y. and
Young, K., Phys. Rev. Lett. 78, 2894 (1997) [arXiv:gr-
qc/9903031]; Phys. Rev. D 59, 044034 (1999) [arXiv:gr-
qc/9903032].
112. Medved, A. J. M., Martin, D. and Visser, M., Class.
Quant. Grav. 21, 1393 (2004) [arXiv:gr-qc/0310009];
Class. Quant. Grav. 21, 2393 (2004) [arXiv:gr-
qc/0310097].
113. S. b. Chen and J. l. Jing, Class. Quant. Grav. 22, 4651
(2005) [arXiv:gr-qc/0511085].
114. Ma, C., Gui, Y., Wang, W. and Wang, F., Central Eur.
J. Phys. 6, 194 (2008) [arXiv:gr-qc/0611146].
115. Zhang, Y. and Gui, Y. X., Class. Quant. Grav. 23, 6141
(2006) [arXiv:gr-qc/0612009]; Zhang, Y., Gui, Y. X.
and Li, F., Gen. Rel. Grav. 39, 1003 (2007) [arXiv:gr-
qc/0612010]; Zhang, Y., Gui, Y. X. and Yu, F., Chin.
Phys. Lett. 26, 030401 (2009) [arXiv:0710.5064 [gr-qc]].
116. Varghese, N. and Kuriakose, V. C., Gen. Rel. Grav. 41,
1249 (2009) [arXiv:0802.1397 [gr-qc]].
117. S. b. Chen and J. l. Jing, JHEP 0903, 081 (2009)
[arXiv:0812.2600 [gr-qc]].
118. Konoplya, R. A. and Molina, C., Phys. Rev. D 71,
124009 (2005) [arXiv:gr-qc/0504139].
119. Bishop, N. T. and Kubeka, A. S., Phys. Rev. D 80,
064011 (2009) [arXiv:0907.1882 [gr-qc]].
120. Seahra, S. S., Clarkson, C. and Maartens, R., Phys. Rev.
Lett. 94, 121302 (2005) [arXiv:gr-qc/0408032].
121. Seahra, S. S., Phys. Rev. D 72, 066002 (2005)
[arXiv:hep-th/0501175].
122. Clarkson, C. and Seahra, S. S., Class. Quant. Grav. 22,
3653 (2005) [arXiv:gr-qc/0505145].
123. Kanti, P., Int. J. Mod. Phys. A 19, 4899 (2004)
[arXiv:hep-ph/0402168].
124. Cardoso, V., Dias, O. J. C. and Lemos, J. P. S., Phys.
Rev. D 67 064026 (2003) [arXiv:hep-th/0212168].
125. Ida, D., Uchida, Y. and Morisawa, Y., Phys. Rev. D 67,
084019 (2003) [arXiv:gr-qc/0212035].
126. Cardoso, V., Lemos, J. P. S. and Yoshida, S., JHEP
0312, 041 (2003) [arXiv:hep-th/0311260].
127. Konoplya, R. A. and Zhidenko, A., Phys. Rev. Lett. 103,
161101 (2009) [arXiv:0809.2822 [hep-th]].
128. Lopez-Ortega, A., Gen. Rel. Grav. 39, 1011 (2007)
[arXiv:0704.2468 [gr-qc]].
129. Morisawa, Y. and Ida, D., Phys. Rev. D 71, 044022
(2005) [arXiv:gr-qc/0412070].
130. Cardoso, V., Siopsis, G. and Yoshida, S., Phys. Rev. D
71, 024019 (2005) [arXiv:hep-th/0412138].
131. Kodama, H., Konoplya, R. A. and Zhidenko, A., Phys.
Rev. D 81, 044007 (2010) [arXiv:0904.2154 [gr-qc]].
132. Kodama, H., Konoplya, R. A. and Zhidenko, A., Phys.
Rev. D 79, 044003 (2009) [arXiv:0812.0445 [hep-th]].
133. Rychkov, V. S., Phys. Rev. D 70, 044003 (2004)
[arXiv:hep-ph/0401116].
134. Zwiebach, B., Phys. Lett. B 156, 315 (1985).
135. Boulware, D. G. and Deser, S., Phys. Rev. Lett. 55, 2656
(1985).
136. Iyer, B. R., Iyer, S. and Vishveshwara, C. V., Class.
Quant. Grav. 6, 1627 (1989).
137. Konoplya, R., Phys. Rev. D 71, 024038 (2005)
[arXiv:hep-th/0410057].
138. Abdalla, E., Konoplya, R. A. and Molina, C., Phys. Rev.
D 72, 084006 (2005) [arXiv:hep-th/0507100].
139. Chakrabarti, S. K., Gen. Rel. Grav. 39, 567 (2007)
[arXiv:hep-th/0603123].
140. Konoplya, R. A. and Zhidenko, A., Phys. Rev. D 77,
104004 (2008) [arXiv:0802.0267 [hep-th]].
141. Kanti, P. and Konoplya, R. A., Phys. Rev. D 73, 044002
(2006) [arXiv:hep-th/0512257].
142. Berti, E., Kokkotas, K. D. and Papantonopoulos, E.,
Phys. Rev. D 68, 064020 (2003) [arXiv:gr-qc/0306106].
143. Kanti, P., Konoplya, R. A. and Zhidenko, A., Phys. Rev.
D 74, 064008 (2006) [arXiv:gr-qc/0607048].
144. Zhidenko, A., Phys. Rev. D 78, 024007 (2008)
[arXiv:0802.2262 [gr-qc]].
145. Chen, S., Wang, B. and Su, R. K., Phys. Lett. B 647,
282 (2007) [arXiv:hep-th/0701209].
146. al-Binni, U. A. and Siopsis, G., Phys. Rev. D 76, 104031
(2007) [arXiv:0708.3363 [hep-th]].
147. Nozawa, M. and Kobayashi, T., Phys. Rev. D 78, 064006
(2008) [arXiv:0803.3317 [hep-th]].
148. Konoplya, R. A. and Abdalla, E., Phys. Rev. D 71,
084015 (2005) [arXiv:hep-th/0503029].
149. Ishihara, H., Kimura, M., Konoplya, R. A., Murata, K.,
Soda, J. and Zhidenko, A., Phys. Rev. D 77, 084019
(2008) [arXiv:0802.0655 [hep-th]].
150. He, X., Wang, B., Chen, S., Cai, R. G. and Lin, C. Y.,
Phys. Lett. B 665, 392 (2008) [arXiv:0802.2449 [hep-th]].
151. He, X., Wang, B. and Chen, S., Phys. Rev. D 79 (2009)
084005 [arXiv:0811.2322 [gr-qc]].
152. Chan, J. S. F. and Mann, R. B., Phys. Rev. D55 7546
(1997); Phys. Rev. D59 064025 (1999).
153. Cardoso, V. and Lemos, J. P. S., Phys. Rev. D 64 084017
(2001) [arXiv:gr-qc/0105103].
154. Cardoso, V. and Lemos, J. P. S., Class. Quant. Grav.
18, 5257 (2001) [arXiv:gr-qc/0107098].
155. Wang, B., Lin, C. Y. and Abdalla, E., Phys. Lett. B 481,
79 (2000) [arXiv:hep-th/0003295].
156. Berti, E. and Kokkotas, K. D., Phys. Rev. D 67, 064020
(2003) [arXiv:gr-qc/0301052].
157. Zhu, J. M., Wang, B. and Abdalla, E., Phys. Rev. D 63,
124004 (2001) [arXiv:hep-th/0101133].
158. Konoplya, R. A., Phys. Rev. D 66, 044009 (2002)
[arXiv:hep-th/0205142].
159. Cardoso, V., Konoplya, R. and Lemos, J. P. S., Phys.
Rev. D 68, 044024 (2003) [arXiv:gr-qc/0305037].
160. Friess, J. J., Gubser, S. S., Michalogiorgakis, G. and
Pufu, S. S., JHEP 0704, 080 (2007) [arXiv:hep-
th/0611005].
161. Giammatteo, M. and J. l. Jing, Phys. Rev. D 71, 024007
(2005) [arXiv:gr-qc/0403030].
162. Jing, J. l. and Pan, Q. y., Phys. Rev. D 71, 124011 (2005)
[arXiv:gr-qc/0502011].
163. Giammatteo, M. and Moss, I. G., Class. Quant. Grav.
22 1803 (2005) [arXiv:gr-qc/0502046].
164. Miranda, A. S. and Zanchin, V. T., Phys. Rev. D 73,
064034 (2006) [arXiv:gr-qc/0510066].
165. Miranda, A. S., Morgan, J. and Zanchin, V. T., JHEP
0811, 030 (2008) [arXiv:0809.0297 [hep-th]].
166. Morgan, J., Cardoso, V., Miranda, A. S., Molina, C. and
Zanchin, V. T., JHEP 0909 (2009) 117 [arXiv:0907.5011
[hep-th]].
167. Siopsis, G., JHEP 0705, 042 (2007) [arXiv:hep-
th/0702079].
168. Alsup, J. and Siopsis, G., Phys. Rev. D 78, 086001
(2008) [arXiv:0805.0287 [hep-th]]; Musiri, S. and Siop-
sis, G., Phys. Lett. B 563, 102 (2003) [arXiv:hep-
th/0301081]; Musiri, S. and Siopsis, G., Class. Quant.
Grav. 20, L285 (2003) [arXiv:hep-th/0308168]; Siop-
46
sis, G., Phys. Lett. B 590, 105 (2004) [arXiv:hep-
th/0402083]; Musiri, S., Ness, S. and Siopsis, G.,
Phys. Rev. D 73, 064001 (2006) [arXiv:hep-th/0511113];
Musiri, S. and Siopsis, G., Phys. Lett. B 650, 279 (2007)
[arXiv:hep-th/0610170].
169. Daghigh, R. G. and Green, M. D., Class. Quant. Grav.
26, 125017 (2009) [arXiv:0808.1596 [gr-qc]].
170. Daghigh, R. G., JHEP 0904, 045 (2009)
[arXiv:0901.2353 [gr-qc]].
171. Vanzo, L. and Zerbini, S., Phys. Rev. D 70, 044030
(2004) [arXiv:hep-th/0402103].
172. Tamaki, T. and Nomura, H., Phys. Rev. D 70, 044041
(2004) [arXiv:hep-th/0405191].
173. Birmingham, D., Phys. Lett. B 569, 199 (2003)
[arXiv:hep-th/0306004].
174. Cardoso, V., Lemos, J. P. S. and Yoshida, S., Phys. Rev.
D 69, 044004 (2004) [arXiv:gr-qc/0309112].
175. Berti, E., Cardoso, V. and Yoshida, S., Phys. Rev. D 69,
124018 (2004) [arXiv:gr-qc/0401052].
176. Musiri, S. and Siopsis, G., Phys. Lett. B 579, 25 (2004)
[arXiv:hep-th/0309227].
177. Hod, S. and Keshet, U., Class. Quant. Grav. 22, L71
(2005) [arXiv:gr-qc/0505112].
178. Keshet, U. and Hod, S., Phys. Rev. D 76, 061501 (2007)
[arXiv:0705.1179 [gr-qc]].
179. H. c. Kao and Tomino, D., Phys. Rev. D 77, 127503
(2008) [arXiv:0801.4195 [gr-qc]].
180. Das, S. and Shankaranarayanan, S., Class. Quant. Grav.
22, L7 (2005) [arXiv:hep-th/0410209].
181. Cho, H. T., Phys. Rev. D 73, 024019 (2006) [arXiv:gr-
qc/0512052].
182. Chen, S. B. and Jing, J. L., Class. Quant. Grav. 22, 533
(2005) [arXiv:gr-qc/0409013].
183. Chen, S. B. and Jing, J. L., Class. Quant. Grav. 22, 1129
(2005).
184. Chen, S. B. and Jing, J. L., Class. Quant. Grav. 22, 2159
(2005) [arXiv:gr-qc/0511106].
185. Chakrabarti, S. K. and Gupta, K. S., Int. J. Mod. Phys.
A 21, 3565 (2006) [arXiv:hep-th/0506133].
186. Gonzalez, P., Papantonopoulos, E. and Saavedra, J.,
JHEP 1008, 050 (2010) [arXiv:1003.1381 [hep-th]].
187. Konoplya, R. A. and Zhidenko, A., JHEP 0406, 037
(2004) [arXiv:hep-th/0402080].
188. Lopez-Ortega, A., Gen. Rel. Grav. 38, 1747 (2006)
[arXiv:gr-qc/0605034].
189. Daghigh, R. G. and Green, M. D., Class. Quant. Grav.
25, 055001 (2008) [arXiv:0708.1333 [gr-qc]].
190. Starinets, A. O., Phys. Rev. D 66, 124013 (2002)
[arXiv:hep-th/0207133].
191. Fidkowski, L., Hubeny, V., Kleban, M. and Shenker, S.,
JHEP 0402, 014 (2004) [arXiv:hep-th/0306170].
192. Musiri, S. and Siopsis, G., Phys. Lett. B 576, 309 (2003)
[arXiv:hep-th/0308196].
193. Yoshida, S. and Futamase, T., Phys. Rev. D 69, 064025
(2004) [arXiv:gr-qc/0308077].
194. Burgess, C. P. and Lu¨tken, C. A., Phys. Lett. B153 137
(1985).
195. Lopez-Ortega, A., Gen. Rel. Grav. 38, 1565 (2006)
[arXiv:gr-qc/0605027].
196. Fiziev, P. P., Class. Quant. Grav. 23, 2447 (2006)
[arXiv:gr-qc/0509123].
197. Fiziev, P. P., Phys. Rev. D 80, 124001 (2009)
[arXiv:0906.5108 [gr-qc]]; Class. Quant. Grav. 27,
135001 (2010)) [arXiv:0908.4234 [gr-qc]].
198. Banados, M., Teitelboim, C. and Zanelli, J., Phys. Rev.
Lett. 69, 1849 (1992).
199. Cardoso, V. and Lemos, J. P. S., Phys. Rev. D 63,
124015 (2001) [arXiv:gr-qc/0101052].
200. Konoplya, R. A., Phys. Rev. D 70, 047503 (2004)
[arXiv:hep-th/0406100].
201. Steif, A. R., Phys. Rev. D 49, R585 (1994) [arXiv:gr-
qc/9308032].
202. Birmingham, D., Phys. Rev. D 64, 064024 (2001)
[arXiv:hep-th/0101194].
203. Abdalla, E., Wang, B., A. Lima-Santos and Qiu, W. G.,
Phys. Lett. B 538, 435 (2002) [arXiv:hep-th/0204030].
204. Aros, R., Martinez, C., Troncoso, R. and Zanelli, J.,
Phys. Rev. D 67, 044014 (2003) [arXiv:hep-th/0211024].
205. Birmingham, D. and Mokhtari, S., Phys. Rev. D 74,
084026 (2006) [arXiv:hep-th/0609028].
206. Becar, R., Lepe, S. and Saavedra, J., Phys. Rev. D 75,
084021 (2007) [arXiv:gr-qc/0701099].
207. Lopez-Ortega, A., Int. J. Mod. Phys. D 18, 1441 (2009)
[arXiv:0905.0073 [gr-qc]].
208. Simone, L. E. and Will, C. M., Class. Quant. Grav. 9,
963 (1992).
209. Konoplya, R. A., Phys. Lett. B 550, 117 (2002)
[arXiv:gr-qc/0210105].
210. Xue, L. H., Wang, B. and Su, R. K., Phys. Rev. D 66,
024032 (2002) [arXiv:hep-th/0205267].
211. Konoplya, R. A. and Zhidenko, A., Phys. Rev. D 73,
124040 (2006) [arXiv:gr-qc/0605013].
212. Konoplya, R. A., Phys. Rev. D 73, 024009 (2006)
[arXiv:gr-qc/0509026].
213. Hod, S. and Piran, T., Phys. Rev. D 58, 044018 (1998)
[arXiv:gr-qc/9801059].
214. Konoplya, R. A. and Fontana, R. D. B., Phys. Lett. B
659, 375 (2008) [arXiv:0707.1156 [hep-th]].
215. Kokkotas, K. D., Konoplya, R. A. and Zhidenko, A.,
Phys. Rev. D 83, 024031 (2011) [arXiv:1011.1843 [gr-
qc]].
216. Xue, L. H., Shen, Z. X., Wang, B. and Su, R. K., Mod.
Phys. Lett. A 19, 239 (2004) [arXiv:gr-qc/0304109].
217. Shao, C. G., Wang, B., Abdalla, E. and Su, R. K., Phys.
Rev. D 71, 044003 (2005) [arXiv:gr-qc/0410025].
218. Abdalla, E., Chirenti, C. B. M. and Saa, A., Phys. Rev.
D 74, 084029 (2006) [arXiv:gr-qc/0609036].
219. Abdalla, E., Chirenti, C. B. M. and Saa, A., JHEP 0710,
086 (2007) [arXiv:gr-qc/0703071].
220. Shen, Z. X., Wang, B. and Su, R. K., Chin. Phys. Lett.
21, 428 (2004) [arXiv:gr-qc/0307097].
221. Jing, J. and Pan, Q., Phys. Lett. B 660, 13 (2008)
[arXiv:0802.0043 [gr-qc]].
222. Andersson, N. and Onozawa, H., Phys. Rev. D 54, 7470
(1996) [arXiv:gr-qc/9607054].
223. Konoplya, R. A., Phys. Rev. D 66, 084007 (2002)
[arXiv:gr-qc/0207028].
224. Bekenstein, J. D. and Mukhanov, V. F., Phys. Lett. B
360, 7 (1995) [arXiv:gr-qc/9505012].
225. Hod, S., Phys. Rev. Lett. 81, 4293 (1998) [arXiv:gr-
qc/9812002].
226. Berti, E. and Kokkotas, K. D., Phys. Rev. D 68 044027
(2003) [arXiv:hep-th/0303029].
227. Berti, E., Cardoso, V., Kokkotas, K. D. and
Onozawa, H., Phys. Rev. D 68, 124018 (2003)
[arXiv:hep-th/0307013].
228. Maggiore, M., Phys. Rev. Lett. 100, 141301 (2008)
[arXiv:0711.3145 [gr-qc]].
47
229. Vagenas, E. C., JHEP 0811, 073 (2008)
[arXiv:0804.3264 [gr-qc]].
230. Medved, A. J. M., Class. Quant. Grav. 25, 205014 (2008)
[arXiv:0804.4346 [gr-qc]].
231. Wei, S. W., Li, R., Liu, Y. X. and Ren, J. R., JHEP
0903, 076 (2009) [arXiv:0901.0587 [hep-th]].
232. Rovelli, C. and Smolin, L., Nucl. Phys. B 442, 593
(1995) [Erratum-ibid. B 456, 753 (1995)] [arXiv:gr-
qc/9411005].
233. Barbero, J. F. G., Phys. Rev. D 51, 5507 (1995)
[arXiv:gr-qc/9410014].
234. Immirzi, G., Nucl. Phys. Proc. Suppl. 57, 65 (1997)
[arXiv:gr-qc/9701052].
235. Dreyer, O., Phys. Rev. Lett. 90 (2003) 081301 [arXiv:gr-
qc/0211076].
236. Corichi, A., Phys. Rev. D 67, 087502 (2003) [arXiv:gr-
qc/0212126].
237. Ling, Y. and H. b. Zhang, Phys. Rev. D 68, 101501
(2003) [arXiv:gr-qc/0309018].
238. Khriplovich, I. B., Sov. Phys. JETP, 99:460 (2004) [Zh.
Eksp. Teor. Fiz. 126, 527 (2004)] [arXiv:gr-qc/0404083].
239. Echeverria, F., Phys. Rev. D 40, 31943203 (1989).
240. Finn, L. S., Phys. Rev. D 46, 52365249 (1992).
241. Anninos, P. et al., Phys. Rev. D 52, 44624480 (1995).
242. Dreyer, O. et al., Class. Quant. Grav. 21 787 (2004).
243. R. A. Araya-Gochez, [arXiv:astro-ph/0311001].
244. Hughes, S. A., [arXiv:0711.0188 [gr-qc]].
245. Jadhav, M. M. and Burko, L. M., Astrophys. J. 698, 562
(2009) [arXiv:0811.3012 [astro-ph]].
246. Punturo, M. et al., Class. Quant. Grav. 27 084007
(2010); Class. Quant. Grav. 27 194002 (2010).
247. Fryer, C. L., Holz, D. E. and Hughes, S. A., Astrophys.
J. 565, 430 (2002) [arXiv:astro-ph/0106113].
248. Miller, M. C. and Colbert, E. J. M., Int. J. Mod. Phys.
D 13, 1 (2004) [arXiv:astro-ph/0308402].
249. Belczynski, K., Dominik, M., Bulik, T.,
O’Shaughnessy, R., Fryer, C. L. and Holz, D. E.,
[arXiv:1004.0386 [astro-ph.HE]].
250. Melia, F., [arXiv:0705.1537 [astro-ph]].
251. Berti, E., Class. Quant. Grav. 23, S785 (2006)
[arXiv:astro-ph/0602470].
252. Berti, E., Cardoso, V. and Will, C. M., Phys. Rev. D
73, 064030 (2006) [arXiv:gr-qc/0512160]; Berti, E., Car-
doso, V., Gonzalez, J. A., Sperhake, U., Hannam, M.,
Husa, S. and Bruegmann, B., Phys. Rev. D 76, 064034
(2007) [arXiv:gr-qc/0703053].
253. Miller, M. C., Astrophys. J. 618, 426 (2004)
[arXiv:astro-ph/0409331].
254. Abbott, B. et al. [LIGO Scientific Collaboration], Rept.
Prog. Phys. 72, 076901 (2009) [arXiv:0711.3041 [gr-qc]].
255. Owen, B. J., Class. Quant. Grav. 26, 204014 (2009)
[arXiv:0904.4848 [gr-qc]].
256. Gaertig, E. and Kokkotas, K. D., [arXiv:1005.5228
[astro-ph.SR]].
257. Andersson, N. and Kokkotas, K. D., Lect. Notes Phys.
653, 255 (2004) [arXiv:gr-qc/0403087].
258. Sathyaprakash, B. S. and Schutz, B. F., Living Rev. Rel.
12, 2 (2009) [arXiv:0903.0338 [gr-qc]].
259. Isenberg, J., Page, L., Papa, M. A. and Porter, E. K.,
[arXiv:0809.3218 [gr-qc]].
260. New, K. C. B., Living Rev. Rel. 6, 2 (2003) [arXiv:gr-
qc/0206041].
261. Ott, C. D., Class. Quant. Grav. 26, 063001 (2009)
[arXiv:0809.0695 [astro-ph]].
262. Andersson, N. et al., Gen. Rel. Grav. 43, 2, 409-436
(2010).
263. Horowitz, C. J. and Kadau, K., Phys. Rev. Lett. 102,
191102 (2009) [arXiv:0904.1986 [astro-ph.SR]].
264. Andersson, N. and Kokkotas, K. D., Mon. Not. Roy. As-
tron. Soc. 299, 1059 (1998) [arXiv:gr-qc/9711088].
265. Andersson, N. et al., Gen. Rel. Grav. 43, 409 (2011)
[arXiv:0912.0384 [astro-ph.SR]].
266. Ching, E. S. C., Leung, P. T., Suen, W. M. and
Young, K., Phys. Rev. D 52, 2118 (1995) [arXiv:gr-
qc/9507035].
267. Price, R. H., Phys. Rev. D 5, 2419 (1972); Phys. Rev. D
5, 2439 (1972).
268. Bic`a´k, J., Gen. Relativ. Gravit. 3, 331 (1972).
269. Brady, P. R., Chambers, C. M., Krivan, W., and La-
guna, P., Phys. Rev. D55, 7538 (1997).
270. Brady, P. R., Chambers, C. M., Laarakkers, W. G., and
Poisson, E., Phys. Rev. D60, 064003 (1999).
271. Burko, L. M., Abstracts of Plenary Talks and Con-
tributed Papers, 15th International Conference on Gen-
eral Relativity and Gravitation, Pune, 1997, p. 143 (un-
published), and talk given at that meeting.
272. Konoplya, R. A., Molina, C., and Zhidenko, A., Phys.
Rev. D 75, 084004 (2007) [arXiv:gr-qc/0602047].
273. Koyama, H. and Tomimatsu, A., Phys. Rev. D 63,
064032 (2001) [arXiv:gr-qc/0012022]; Phys. Rev. D 64,
044014 (2001) [arXiv:gr-qc/0103086]; Phys. Rev. D 65,
084031 (2002) [arXiv:gr-qc/0112075].
274. Moderski, R. and Rogatko, M., Phys. Rev. D 64, 044024
(2001) [arXiv:gr-qc/0105056]; Phys. Rev. D 72, 044027
(2005) [arXiv:hep-th/0508175].
275. Jing, J., Phys. Rev. D 72, 027501 (2005) [arXiv:gr-
qc/0408090].
276. Bizon´, P. and Rostworowski, A., Phys. Rev. D 81,
084047 (2010) [arXiv:0912.3474 [gr-qc]].
277. Cardoso, V., Yoshida, S., Dias, O. J. C. and
Lemos, J. P. S., Phys. Rev. D 68, 061503 (2003)
[arXiv:hep-th/0307122].
278. Bizon´, P., Chmaj, T. and Rostworowski, A., Phys. Rev.
D 76, 124035 (2007) [arXiv:0708.1769 [gr-qc]].
279. Bizon´, P., Chmaj, T. and Rostworowski, A., Class.
Quant. Grav. 26, 175006 (2009) [arXiv:0812.4333 [gr-
qc]].
280. Okuzumi, S., Ioka, K. and M. a. Sakagami, Phys. Rev.
D 77, 124018 (2008) [arXiv:0803.0501 [gr-qc]].
281. Zerilli, F., Phys. Rev. Lett. 24 737 (1970); Phys. Rev.
D2 2141 (1970).
282. Sibgatulin, P. R., Alexeev, G. A., ZhETF 67 1233
(1974).
283. Moncrief, V., Phys. Rev. D 10, 1057 (1974); Phys. Rev.
D 9, 2707 (1974).
284. Press, W. H. and Teukolsky, S. A., Astrophys. J. 185
649 (1973).
285. Teukolsky, S. A. and Press, W. H., Astrophys. J. 193,
443 (1974).
286. Whiting, B. F., J. Math. Phys. 30, 1301 (1989).
287. Suzuki, H., Takasugi, E. and Umetsu, H., Prog. Theor.
Phys. 102, 253 (1999) [arXiv:gr-qc/9905040].
288. Fernando, S., Gen. Rel. Grav. 37, 585 (2005) [arXiv:hep-
th/0407062].
289. Kanti, P., Mavromatos, N. E., Rizos, J., Tamvakis, K.
and Winstanley, E., Phys. Rev. D 57, 6255 (1998)
[arXiv:hep-th/9703192].
290. Torii, T. and Maeda, K. I., Phys. Rev. D 58, 084004
48
(1998).
291. Pani, P. and Cardoso, V., Phys. Rev. D 79, 084031
(2009) [arXiv:0902.1569 [gr-qc]].
292. Holzhey, C. F. E. and Wilczek, F., Nucl. Phys. B 380,
447 (1992) [arXiv:hep-th/9202014].
293. Bronnikov, K. A., Konoplya, R. A., Zhidenko, A., in
preparation
294. Molina, C., Pani, P., Cardoso, V. and Gualtieri L., Phys.
Rev. D 81, 124021 (2010) [arXiv:1004.4007 [gr-qc]].
295. Gregory, R. and Laflamme, R., Phys. Rev. Lett. 70 2837
(1993) [arXiv:hep-th/9301052].
296. Gregory, R. and Laflamme, R., Nucl. Phys. B 428 399
(1994) [arXiv:hep-th/9404071].
297. Kudoh, H., Phys. Rev. D 73, 104034 (2006) [arXiv:hep-
th/0602001].
298. Cardoso, V. and Dias, O. J. C., Phys. Rev. Lett. 96,
181601 (2006) [arXiv:hep-th/0602017].
299. Beroiz, M., Dotti, G. and Gleiser, R. J., Phys. Rev. D
76, 024012 (2007) [arXiv:hep-th/0703074].
300. Gleiser, R. J. and Dotti, G., Phys. Rev. D 72, 124002
(2005) [arXiv:gr-qc/0510069].
301. Dotti, G. and Gleiser, R. J., Phys. Rev. D 72, 044018
(2005) [arXiv:gr-qc/0503117].
302. Konoplya, R. A. and Zhidenko, A., Phys. Rev. D 78,
104017 (2008) [arXiv:0809.2048 [hep-th]].
303. Murata, K. and Soda, J., Prog. Theor. Phys. 120, 561
(2008) [arXiv:0803.1371 [hep-th]].
304. Kunduri, H. K., Lucietti, J. and Reall, H. S., Phys. Rev.
D 74, 084021 (2006) [arXiv:hep-th/0606076].
305. Kodama, H., Prog. Theor. Phys. Suppl. 172, 11 (2008)
[arXiv:0711.4184 [hep-th]].
306. Murata, K. and Soda, J., Class. Quant. Grav. 25, 035006
(2008) [arXiv:0710.0221 [hep-th]].
307. Emparan, R. and Figueras, P., JHEP 1011, 022 (2010)
[arXiv:1008.3243 [hep-th]].
308. Dias, O. J. C., Figueras, P., Monteiro, R., Santos, J. E.
and Emparan, R., Phys. Rev. D 80, 111701 (2009)
[arXiv:0907.2248 [hep-th]]; Dias, O. J. C., Figueras, P.,
Monteiro, R., Santos, J. E. and Reall, H. S., JHEP 1005,
076 (2010) [arXiv:1001.4527 [hep-th]].
309. Dias, O. J. C., Figueras, P., Monteiro, R. and San-
tos, J. E., JHEP 1012, 067 (2010) [arXiv:1011.0996 [hep-
th]].
310. Shibata, M. and Yoshino, H., Phys. Rev. D 81, 021501
(2010) [arXiv:0912.3606 [gr-qc]].
311. Konoplya, R. A., Murata, K., Soda, J. and Zhidenko, A.,
Phys. Rev. D 78, 084012 (2008) [arXiv:0807.1897 [hep-
th]].
312. Zel’dovich, Y. B., Soviet Journal of Experimental and
Theoretical Physics 35, 1085 (1972).
313. Starobinskij, A. A., Soviet Journal of Experimental and
Theoretical Physics 37, 28 (1973).
314. Starobinskij, A. A. and Churilov, S. M., Zhurnal Eksper-
imentalnoi i Teoreticheskoi Fiziki 65, 3 (1973).
315. Maeda, K. i., Prog. Theor. Phys. 55, 1677 (1976).
316. Iyer, B. R. and Kumar, A., Phys. Rev. D 18, 4799 (1978);
Wagh, S. M. and Dadhich, N., Phys. Rev. D 32, 1863
(1985).
317. Richartz, M., Weinfurtner, S., Penner, A. J. and
Unruh, W. G., Phys. Rev. D 80, 124016 (2009)
[arXiv:0909.2317 [gr-qc]].
318. Koga, J. I. and Maeda, K. I., Phys. Lett. B 340, 29
(1994) [arXiv:hep-th/9408084].
319. Shiraishi, K., Mod. Phys. Lett. A 7, 3449 (1992).
320. Andersson, N. and Glampedakis, K., Phys. Rev. Lett.
84, 4537 (2000) [arXiv:gr-qc/9909050].
321. Winstanley, E., Phys. Rev. D 64, 104010 (2001)
[arXiv:gr-qc/0106032].
322. Lepe, S. and Saavedra, J., Phys. Lett. B 617, 174 (2005)
[arXiv:gr-qc/0410074].
323. Jung, E., Kim, S. and Park, D. K., Phys. Lett. B 615,
273 (2005) [arXiv:hep-th/0503163]; Phys. Lett. B 619,
347 (2005) [arXiv:hep-th/0504139].
324. Dias, O. J. C., Emparan, R. and Maccarrone, A., Phys.
Rev. D 77, 064018 (2008) [arXiv:0712.0791 [hep-th]].
325. Kobayashi, T., Onda, K. and Tomimatsu, A., Phys. Rev.
D 77, 064011 (2008) [arXiv:0802.0951 [gr-qc]].
326. Gal’tsov, D. V., “Particles and fields in the vicini-
ties of the black holes,” Moscow University Press, Oct
1986; Grain, J. and Barrau, A., Eur. Phys. J. C 53,
641 (2008) [arXiv:hep-th/0701265]; Lasenby, A., Do-
ran, C., Pritchard, J. and Caceres, A., Phys. Rev. D
72, 105014 (2005) [arXiv:gr-qc/0209090]; Gaina, A. B.
and Zaslavsky, O. B., Class. Quant. Grav. 9 667 (1992);
Gaina, A. B., Bull. Obs. Astron. Belgrade 153, 29
(1996).
327. Detweiler, S., Phys. Rev. D 22, 10, 2323-2326 (1980).
328. Zouros, T., Eardley, D., Annals of Physics 118, 139-155
(1979).
329. Dolan, S. R., Phys. Rev. D 76, 084001 (2007)
[arXiv:0705.2880 [gr-qc]].
330. Konoplya, R. A., Phys. Lett. B 666, 283 (2008) [Phys.
Lett. B 670, 459 (2009)] [arXiv:0801.0846 [hep-th]].
331. V. Cardoso and O. J. C. Dias, Phys. Rev. D 70, 084011
(2004) [arXiv:hep-th/0405006].
332. V. Cardoso, O. J. C. Dias, J. P. S. Lemos and S. Yoshida,
Phys. Rev. D 70, 044039 (2004) [Erratum-ibid. D 70,
049903 (2004)] [arXiv:hep-th/0404096]; Cardoso, V.,
Dias, O. J. C. and Yoshida, S., Phys. Rev. D 74,
044008 (2006) [arXiv:hep-th/0607162]; Aliev, A. N.
and Delice, O., Phys. Rev. D 79, 024013 (2009)
[arXiv:0808.0280 [hep-th]].
333. Polyakov, A. M., “Gauge fields and strings,” CHUR,
Harwod, 1987.
334. t Hooft, G., Nucl. Phys. B 72 (1974) 461.
335. Kovtun, P. K. and Starinets, A. O., Phys. Rev. D 72,
086009 (2005) [arXiv:hep-th/0506184].
336. Birmingham, D., Sachs, I. and Solodukhin, S. N., Phys.
Rev. Lett. 88, 151301 (2002) [arXiv:hep-th/0112055].
337. Son, D. T. and Starinets, A. O., JHEP 0209, 042 (2002)
[arXiv:hep-th/0205051].
338. Hartnoll, S. A., Class. Quant. Grav. 26, 224002 (2009)
[arXiv:0903.3246 [hep-th]].
339. Policastro, G., Son, D. T. and Starinets, A. O., Phys.
Rev. Lett. 87, 081601 (2001) [arXiv:hep-th/0104066].
340. Policastro, G., Son, D. T. and Starinets, A. O., JHEP
0209, 043 (2002) [arXiv:hep-th/0205052].
341. Policastro, G., Son, D. T. and Starinets, A. O., JHEP
0212, 054 (2002) [arXiv:hep-th/0210220].
342. Kovtun, P., Son, D. T. and Starinets, A. O., JHEP 0310,
064 (2003) [arXiv:hep-th/0309213].
343. Buchel, A. and Liu, J. T., Phys. Rev. Lett. 93, 090602
(2004) [arXiv:hep-th/0311175].
344. Starinets, A. O., Phys. Lett. B 670, 442 (2009)
[arXiv:0806.3797 [hep-th]].
345. Buchel, A., Liu, J. T. and Starinets, A. O., Nucl. Phys.
B 707, 56 (2005) [arXiv:hep-th/0406264].
346. Buchel, A., Nucl. Phys. B 803, 166 (2008)
49
[arXiv:0805.2683 [hep-th]].
347. Myers, R. C., Paulos, M. F. and Sinha, A., Phys. Rev.
D 79, 041901 (2009) [arXiv:0806.2156 [hep-th]].
348. Buchel, A., Myers, R. C. and Sinha, A., JHEP 0903,
084 (2009) [arXiv:0812.2521 [hep-th]].
349. Teaney, D., Phys. Rev. C 68, 034913 (2003).
350. Birmingham, D., Sachs, I. and Solodukhin, S. N., Phys.
Rev. D 67, 104026 (2003) [arXiv:hep-th/0212308].
351. Son, D. T. and Starinets, A. O., JHEP 0603, 052 (2006)
[arXiv:hep-th/0601157].
352. Haack, M. and Yarom, A. Nucl. Phys. B 813, 140 (2009)
[arXiv:0811.1794 [hep-th]].
353. Ritz, A. and Ward, J., Phys. Rev. D 79, 066003 (2009)
[arXiv:0811.4195 [hep-th]].
354. Myers, R. C., Paulos, M. F. and Sinha, A., JHEP 0906,
006 (2009) [arXiv:0903.2834 [hep-th]]; Adams, A., Mal-
oney, A., Sinha, A. and Vazquez, S. E., JHEP 0903, 097
(2009) [arXiv:0812.0166 [hep-th]].
355. Cremonini, S., Hanaki, K., Liu, J. T. and Szepi-
etowski, P., Phys. Rev. D 80, 025002 (2009)
[arXiv:0903.3244 [hep-th]].
356. Maeda, K., Natsuume, M. and Okamura, T., Phys. Rev.
D 73, 066013 (2006) [arXiv:hep-th/0602010]; Maeda, K.,
Natsuume, M. and Okamura, T., Phys. Rev. D 72,
086012 (2005) [arXiv:hep-th/0509079].
357. Kats, Y. and Petrov, P., JHEP 0901, 044 (2009)
[arXiv:0712.0743 [hep-th]].
358. Matsuo, Y., Sin, S. J., Takeuchi, S., Tsukioka, T.
and Yoo, C. M., Nucl. Phys. B 820, 593 (2009)
[arXiv:0901.0610 [hep-th]].
359. Amado, I., Hoyos-Badajoz, C., Landsteiner, K. and
Montero, S., JHEP 0709, 057 (2007) [arXiv:0706.2750
[hep-th]]; Phys. Rev. D 77, 065004 (2008)
[arXiv:0710.4458 [hep-th]].
360. Michalogiorgakis, G. and Pufu, S. S., JHEP 0702, 023
(2007) [arXiv:hep-th/0612065].
361. Chen, B. and Xu, Z. b., JHEP 0911, 091 (2009)
[arXiv:0908.0057 [hep-th]].
362. Chen, B. and Long, J., Phys. Rev. D 82, 126013 (2010)
[arXiv:1009.1010 [hep-th]].
363. Gubser, S. S., Phys. Rev. D‘78, 065034 (2008)
[arXiv:0801.2977 [hep-th]].
364. Horowitz, G. T., [arXiv:1002.1722 [hep-th]].
365. Bardeen, J., Cooper, L. N. and Schrieffer, J. R., “Theory
Of Superconductivity,” Phys. Rev. 108, 1175 (1957).
366. Gubser, S. S. and Pufu, S. S., JHEP 0811, 033 (2008)
[arXiv:0805.2960 [hep-th]].
367. Horowitz, G. T. and Roberts, M. M., Phys. Rev. D 78,
126008 (2008) [arXiv:0810.1077 [hep-th]].
368. Horowitz, G. T. and Roberts, M. M., JHEP 0911, 015
(2009) [arXiv:0908.3677 [hep-th]].
369. Konoplya, R. A. and Zhidenko, A., Phys. Lett. B 686,
199 (2010) [arXiv:0909.2138 [hep-th]].
370. Schutz, B. F. and Will, C. M. Astrophys. J. Lett 291
L33 (1985).
371. Amado, I., Kaminski, M. and Landsteiner, K., JHEP
0905, 021 (2009) [arXiv:0903.2209 [hep-th]].
372. Jing, J. and Chen, S., Phys. Lett. B 686, 68
(2010) [arXiv:1001.4227 [gr-qc]]; Chen, S., Wang, L.,
Ding, C. and Jing, J., Nucl. Phys. B 836, 222 (2010)
[arXiv:0912.2397 [gr-qc]].
373. Zeng, H. B., Fan, Z. Y. and Zong, H. S., Phys. Rev. D
81, 106001 (2010) [arXiv:0912.4928 [hep-th]].
374. Nishioka, T., Ryu, S. and Takayanagi, T., JHEP 1003,
131 (2010) [arXiv:0911.0962 [hep-th]].
375. Gregory, R., Kanno, S. and Soda, J., JHEP 0910, 010
(2009) [arXiv:0907.3203 [hep-th]].
