x1 Introduction
Let F and G be smooth functions on the two dimensional unit square I 2 , and let (x) be a mapping of the unit square into itself, such that G(x) = F( (x)). It is clear that if F and G have the same range there exist many such mappings. Most of them would be highly discontinuous and degenerate and not of much interest. However if the mapping (x) is a smooth di eomorphism of the unit square onto itself, then the extremal points of F would be mapped via ?1 onto the extremal points of G, level curves would be mapped onto level curves etc. Heuristically speaking, the graphs of F and G considered as surfaces would have similar topographies. Conversely if F and G have similar topographies then it should be possible to nd a smooth and locally non-degenerate mapping such that F( (x)) is close to G in some sense.
To illustrate this idea consider the images in picture 1 entitled`Template' and`Data'. These are xrays of two di erent hands. If we consider the images as some smooth function sampled at the points of the pixel lattice, we obtain two functions which indeed have very similar topographies. This would be the case with any two images of some xed organ of the body of two di erent patients, or of the same patient obtained at di erent times, provided these images came from the same type of imaging device. Consequently there should exist a smooth and locally non-degenerate mapping which transforms one image, called the template into the other image, called the data, via composition. The mapping would automatically match between the corresponding parts of the two images. See for example picture 1 where the various parts of the hand such as the tips of the ngers or the joints are correctly matched.
One of the rst attempts at dealing with the issue of image matching can be traced to Horn and Schnuck (1981) , and Huang and Tsai (1981) in the context of optical ow and movement compensation calculations for sequences of images. These ideas were further developed by Nagel (1983) , and Terzopoulos (1986) . In Bajcy and Kovacic (1989) these ideas were applied to the issue of matching images of medical images of similar organs, such as MRI images of the brain. Here the matching is not intended to calculate movement but { 3 { to automate the analysis of medical images. This second problem is also more di cult in that large deformations may occur, as opposed to relatively small ones in image sequences.
The question is how to nd the mapping . We have addressed this problem by minimizing the following functional.
I(U) = 1 2 Z T 2 jF(x + U(x)) ? G(x)j 2 dx; (1) where U(x) = (x) ? x is the displacement eld, and T 2 is the unit torus. Minimizing I over some set of vector elds provides a mapping (x) = x + U(x) of the torus into itself, such that F (x) is close in the mean square norm to G.
It should be noted that the choice of a periodic domain is for the sake of notational and computational convenience. It takes care of the problem of what to do when x + U(x) is not in I 2 . Another possibility is that F is de ned on some large domain D which includes I 2 . Then one would want to minimize over mappings from I 2 into D.
In order to rule out the discontinuous and irregular solutions to this minimization problem it is possible to introduce a smoothing or regularizing term, thus obtaining a new functional J(U) = E(U; U) + 1 2 Z jF(x + U(x)) ? G(x)j 2 dx; (2) where E is a bilinear form penalizing non-smooth functions. In all our applications E was taken to be a Hilbertian norm equivalent to one of the Sobolev norms. Since the domain under consideration is two-dimensional, taking the Sobolev norm to be of order greater or equal to 2 will ensure that the solutions are continuous. Higher order Sobolev norms will of course introduce additional smoothness. This approach was rst described in a statistical setting in Amit, Grenander and Piccioni (1991).
The functional J is non-linear and may have many global and local minima. In the sequel we will be mainly interested in nding local minima of J close to the initial point U(x) 0, which corresponds to the identity map. The non-degeneracy of the mapping^ generated by a local minimizerÛ is then ensured by the fact that it is close to the identity map so that its Jacobian is non zero at most points.
{ 4 {
There are several major di erences between the work mentioned above and the approach presented here. First we do not use a data term derived from intensity conservation assumptions originally suggested by Horn and Schnuck (1981) , which is equivalent to linearizing the functional I as described at the end of section 2. It appears that the linearized problem will not capture larger deformations, (see picture 3).
Secondly the solution of the variational problem is obtained by parametrizing the unknown function in terms of its coe cients with respect to either the Fourier basis or some wavelet basis, thus allowing for a coarse to ne or multiresolution approach. This was indeed suggested in Terzopoulos (1986) using multi-grid techniques, which may be appropriate for the linearized equations which have a unique solution and are known to be soluble very e ciently using multi-grid techniques. However given that the non-linear functional is to be used, and that this non-linear functional is not convex, it is not clear how well the classical multi-grid approach will preform. The coarse level displacement is calculated using only the information of a smoothed version of the data on that same coarse grid, there is some risk of information being lost. Moreover when moving to ner grids a biliniear interpolation is used which may not be smooth enough and may introduce unnatural deformations.
Setting the problem in terms of an orthonormal basis directly incorporates interpolation through the basis functions. The smoothing operator is automatically written in diagonal form in terms of the basis chosen. Thus using the description in terms of a basis expansion, and solving rst for low frequency coe cients, gradually increasing the number, can be thought of as a multigrid method translated onto the nest grid. Although some computational speed is lost, the advantage is that all the data is used to drive the algorithm.
The level of smoothness versus locality can be controlled by the choice of wavelet basis. Since the problem at hand is not really governed by physical uid dynamical or elasticity laws, there is no special advantage in using the Laplacian as a smoothing operator. The existence of fast transforms for these bases makes the algorithm computationally feasable.
{ 5 {
In section 2 the smoothing term E is set to be a quadratic from generated by a linear di erential operator. The approximations are then described together with minimization procedure. The basic idea is to diagonalize the di erential operator using the Fourier basis and solve the problem in the spectral domain.
In section 3 an alternative smoothing term is suggested. This time E is directly given in a diagonalized from using a wavelet basis instead of the Fourier basis. The eigenvalues are set so as to ensure the same type of smoothing.
In section 4 the experiments are described, and the preformance of the two approaches is compared. where denotes the Laplacian with periodic boundary conditions. This bilinear form de nes a Hilbertian norm equivalent to the standard Sobolev norm on H = H 2 (T 2 ). Set E(U; U) = B(U (1) ; U (1) ) + B(U (2) ; U (2) ) in equation (2) . With this choice of the bilinear form in the functional J the Euler equation for the minimizer is the following non-linear
The parameter determines the relative weight of the regularizing term. Since the issue of the choice of is not addressed here we set = 1. This is the parameter used in the experiments as well. For the purpose of numerical solutions it is of course necessary to nd nite dimensional approximations to the functional J. Since the spectral decomposition of is known it is convenient to write J in the spectral domain and then approximate it coordinatewise. (1) ; u (2) ) + q(u (1) ; u (2) );
The vector (u (1) ; u (2) ) 2`2 `2, is simply the coordinate vector of (U (1) ; U (2) ) with respect to the basis kl of L 2 (T 2 ). We write (u (1) ; u (2) ) = (U (1) ; U (2) ). Note that q(u (1) ; u (2) ) = I(U (1) ; U (2) ) with I as in ( Proof: Consider H H with the Hilbertian norm de ned by E( ; ). Since H H is compactly imbedded in C(T 2 ) C(T 2 ), jU N ? Uj H H ! 0 implies uniform convergence which in turn implies that G(x + U N (x)) ! G(x + U(x)), as N ! 1. Since G and F are bounded it follows from the dominated convergence theorem that I(U N ) ! I(U). Clearly E(U N ; U N ) ! E(U; U), so that J is continuous in H. Now J N (U N ) is a positive monotonically decreasing sequence so that it converges to some value L. Moreover since U N is the global minimum of J in H N H N and since 1 N=1 (H N H N ) is dense in H H, it follows from the continuity of J that L = inf U2H H J(U). Since jU N j H H = E(U N ; U N ) < J N (U N ) < J 1 (U 1 ) for all N = 1; 2; : : :, the sequence U N is weakly compact. Let U N k be a subsequence which converges weakly to some U 2 H H. Again since H is compactly embedded in C(T 2 ), U N k converges in the uniform norm to U as k ! 1. As above this implies that I(U N k ) ! I(U). Together with the fact that J(U N k ) converges we conclude that E(U N k ; U N k ) converges to L ? I(U) as k ! 1.
Now since the norm function is lower semi continuous in the weak topology we have E(U; U) L?I(U), and since L is the in mum we have E(U; U)+I(U) = L and E(U; U) = lim k!1 E(U N k ; U N k ). This together with the weak convergence of U N k to U implies strong convergence in H. Finally since J(U) = L, it is a global minimum of J Observe that using the same arguments as above it is possible to show that the set of global minima of J is compact in H.
Practical considerations
In practice the template and the data are images and are given only on a discrete pixel lattice of equaly spaced points x ; ; = 0; : : :; L ? 1 in I 2 . The unknown displacement eld U is given in terms of its array of values at the points of the lattice, which will also be denoted by U. We write U = U(x ) for all ; = 0; : : :; L ? 1 
The array u kl ; k; l = ?(N ? 1); : : :; N is the discrete Fourier transform of the array U, i.e.
and we write u (i) = (U (i) ). Since F is actually given only on the lattice, and x + U , may not lie on the lattice, it is possible either to truncate to the nearest point or use a { 8 { linear interpolation between the four nearest points. The resolution of the pixel lattice is the nest, so that these corrections are negligeable.
We have not tried to nd the global minimum of the approximating functional. Instead we have done gradient descent starting at the initial point zero. In other words the following
the second term in (4) is simply ? (Z (i) (t)) kl . The choice of initial point 0 is motivated by the fact that the mapping generated by the solution is expected to be in some neighborhood of the identity map. The symmetric di erence approximation of the derivatives of F was used.
It was found that minimizing all 2(2N) 2 coe cients at once for large N is not the best approach. It might be preferable to start out in a low dimensional space, and gradually increase the dimension until the maximimum dimension desired. The initial point in each space is then taken as the local minimum obtained in the previous space. This procedure is also faster. Heuristically this can be interpreted as matching global features in low dimensional spaces and moving on to the ner details as the dimension increases. The algorithm can be described as follows. Step (ii) is carried out by a simple Euler method. (4)) for each eigenvector kl -DFT, V (i) (t) = (Z (i) (t)) or
(d) Add the linear term and carry out Euler step.
If di erence is smaller than tolerance setû N = u(t + 1) and go to (iii).
(e) Go to (b).
The time consuming parts of the algorithm are steps (b) and (c). One option is to apply an FFT and an inverse FFT. The dimensions of these FFT's are determined by the size of the pixel lattice on which F and G are de ned, for example 128 by 128 or 256 by 256. However when N is very small, or when the dimensions of the pixel lattice are not powers of two, it may be faster to actually carry out the quadrature in step (c), for those frequencies which are being updated, and carry out the summation in step (b) for all points ( ; ) on the lattice. In some cases it is possible to carry out the quadrature in (c) on a coarser lattice than the original pixel lattice, then of-course the summation in (b) is only done for the points on the coarse lattice. In particular this is true when F and G are smooth functions. This is related to the multi-grid approach suggested in Terzopoulos (1986) . However, there, the number of unknowns is equal to the number of points used and this seems to be insu cient. This is also the case for the pseudo-spectral methods described below. In the experiments described here the algorithm did not produce much improvement for N > 10, and at low frequencies the coarse lattice quadrature method is indeed faster than the FFT method.
In some experiments it was useful to actually smooth out the template and the data through some low pass lter (see pictures 5, 6) . This tends to single out global topological features and eliminate local ones. In this case the coarse lattice quadrature is very appropriate. For images of 128 by 128 one could work with a 16 by 16 lattice for the rst 4 or 5 frequencies and get good results.
If the full lattice has L L pixels and the coarser lattice has K K pixels, the { 10 { number of oating point multiplications used in this method is of order K 2 N 2 , with N the number of frequencies, whereas using the full FFT would be approximately L 2 log L 2 .
Thus depending on the number of frequencies to be used it is possible to choose which is the most appropriate. As a rule K the number of quadrature points should be greater than N the number of frequencies being solved for. For high frequencies the coarse lattice approximation is therfore not suitable, in which case it is clearly advantageous to use the FFT.
Another method is the pseudo-spectral method described in Gottlieb, Hussaini and The disadvantage of this method lies in the fact that the number of frequencies being updated is equivalent to the number of collocation points used. Thus if only very low frequencies are to be updated, very few collocation points are used and they are insu cient to obtain a good result. On the other hand if more collocation points are used the solution obtained involves higher frequencies at the start and this might be undesirable. There is also no natural way to gradually increase the dimension of approximation.
As mentioned in the introduction a further possibility would be to linearize the functional by substituting F(x) + rF(x) U(x) for F(x + U(x)) in I(U). Then we obtain a quadratic form in U(x), or in the coe cients u kl , which has a unique minimum. Observe that has compact supported on 0; 2R]. De ne P nk (x) = 2 n=2 P 1 l=?1 (2 n (x?l)?k), and P nk (x) = 2 n=2 P 1 l=?1 (2 n (x?l)?k), for 0 x 1. All the functions with superscript P are periodic with period 1, and if k = 2 n then P nk = P n0 , similarily for P . The number of terms in these sums is determined by the support of and is bounded by 2R. For n > r = log 2 R + 1 there are at most two terms in the sum.
For small n the functions P nk can not be expressed as scales and shifts of P 00 (x) P .
However for n > r we have P R f(x) P;a nkl (x)dx, similarily for b and c. Consequently it is possible to rede ne E(U; U) in the functional J as C(U (1) ; U (1) )+C(U (2) ; U (2) ) to obtain the same regularization as before. Now the nite dimensional spaces are given by H N = V 0 N?1 n=0 W n :
Thus the regularization on the in nite dimensional space is the same as in the Fourier method, however the sequence of approximations is di erent, and hence should lead to di erent types of solutions.
Observe that H N is of dimension 2 N 2 N . Moreover for f 2 H N the coe cients can be arranged in a 2 N 2 N array C so that C 00 = f 0 and
nkl for 2 n k < 2 n+1 and 0 l < 2 n , f (b) nkl for 0 k < 2 n and 2 n l < 2 n+1 , f (c) nkl for 2 n k < 2 n+1 and 2 n l < 2 n+1 , for n = 1; : : :; N ? 1.
{ 14 { Practical considerations
The algorithm itself proceeds very much like the one described in the previous section except that the Fourier transform is replaced by the two dimensional wavelet transform. In practice one is working with discrete data so we use the discrete two dimensional wavelet tranform as in Mallat (1989) .
This transform takes the data G given on a discrete 2 N 2 N lattice as representing the coe cients of some function f 2 H N on the unit square with respect to the functions P Nkl ; k; l = 0; : : :2 N ?1. Think of f as an interpolation between the data values D ij given on the discrete lattice using the compactly supported functions P nkl . As above the function f can be decomposed into its coe cients with respect to the wavelet basis. Let C denote this new 2 N 2 N arrays of coe cients, and write C = W(D). Mallat (1989) in other words when increasing the level of approximation 3 2 N zeros are added for each component of the displacement eld. In step (b) we have U (i) (t) = W ?1 ? u (i) (t) and in step (c) V (i) (t) = W(Z (i) (t)) with Z (i) (t) as in (5). In step (d) the eigenvalues kl are replaced by kl = 1 + 4 2n for 2 n k < 2 n+1 ; 0 l < 2 n , or 0 k < 2 n ; 2 n l < 2 n+1 , or 2 n k < 2 n+1 ; 2 n l < 2 n+1 .
In this approach the smoothing term is of course decoupled as before. In addition since at higher frequecies nk have small support the data parts of the equations are only locally coupled. This is in contrast to the Fourier approach in which all the equations are coupled through the data part.
This points to a clear advantage of the wavelet approach. It allows for local updates { 15 { in problematic regions where the di erence between F(x + U(x)) and G(x) is still large, which have relatively small e ects on other regions where the di erence is small.
The periodic setting we have chosen greatly facilitates the discrete algorithm by eliminating the need to store extra boundry terms at each level. Thus the size of the transformed data at each level of resolution is precisely that of the original data.
In practice we have used R = 3 which does not generate a wavelet smooth enough to apply the above mentioned theorems, however it did well enough for our purposes.
The wavelet algorithm was tried only using the discrete transform. Due to its speed and ease of implementation there was no need to try the quadrature method for low frequency coe cients. Moreover instead of smoothing the data G and the template F as in the Fourier method, we take a lower resolution version of both, which consits of smoothing and sampling at the coarser grid (see Appendix). The eld U is found on the coarser grid. This eld is then interpolated to the ne grid through the inversion formula (6) in the Appendix with the y coe cients set to 0, (see picture 5). Again this is similar to multigrid techniques however we did not apply it to a cascade of grids or continue the algorithm at the ne grid. This was merely a way to help the algorithm`see' similar topological structures.
x4 Description of experiments
In the rst experiment, picture 1, the transformation between one xray of a hand, the template, to another, the data, is found and used to automatically identify the location of important landmarks of the hand in the data image. The white lines connect points in the template to the points they are mapped to by the displacement eld. In this case the tip of the pointer nger was successfully located in the data whereas the tip of the little nger was slightly misplaced. The restoration has de nitely succeeded in correcting the widths of the ngers and of the palm. Observe that the ngers in the template are wider than those in the data, as is the palm of the hand. The absolute value of the initial di erence between the images is shown as compared to the absolute value of the di erence between { 16 { the restoration image and the data. Black indicates large di erences.
In the second experiment, picture 2 the restoration on the right represents the result using a xed dimension whereas that on the left used a sequence of increasing dimensions.
The maximum dimension used was N = 7. Using the increasing dimension method not only produces a better result but is also much faster when the Fourier transform is calculated via quadrature only for the frequencies being updated.
In the third experiment we use a synthetic image consisting of two`humps' for the template F. The data G was created by composing F with some eld U. The eld U was generated by drawing the coe cients of the Fourier basis from independent Gaussian random variables with variances 1= nm , for ?9 n; m 10. On the left in picture 3
we have the restoration process using the Fourier basis and on the right using the wavelet basis. Observe that the nal eld obtained by both methods is very similar. Again it is possible to see that the topological landmarks -the maxima, the saddle points, etc -are mapped into each other by the eld U. At the bottom we have the restoration using the linearized equations. These did not do nearly as well in spite of the fact that the mean square error in the equation was down to 10 ?5 .
The fourth experiment, picture 4, shows what happens when one attempts to use a template with the wrong topological features (Template-2) as compared to the correct template (Template-1). The data in this case was the same as in the previous two pictures with added i.i.d. Gaussian noise of variance 0.2, when the grey level values are scaled to the interval 0; 1]. Even though the resotration using the wrong template is fairly good, the displacement eld is highly irregular, when compared to the displacement eld obtained by using the correct template. This might indicate a method of determining which of several possible templates corresponds to the object in the noisy image.
The fth experiment illustrates the possible advantages of the wavelet basis. The template F is a subimage from a sequence of xrays of a catheter which has been inserted into a coronary artery. The data G is the corresponding subimage of the following xray in the sequence. The idea is to use the algorithm to nd the movement of the catheter { 17 { between the two images. In this experiment the template F is larger than what is actually seen in the image. In other words the function F is de ned outside the unit square. When x + U(x) lies outside the unit square the value of F is taken from that point and not from the corresponding point on the torus. Thus we did not wrap around when composing the template with the mapping. This allows the algorithm to nd possible movement in and out of the frame under consideration, and is of course much better adapted to the issue of movement compensation between consecutive movie frames.
Picture 5 shows the result using the wavelet basis. On the left are the low resolution versions of the template, Frame 1, and of the data, Frame 2, together with the restoration obtained by using these lower resolution versions in the algorithm. On the right are the orginal Frame 1 and Frame 2 together with the restoration obtained by using the displacement eld from the low resolution caclulation. Most of the movement between these two consecutive frames has occured in the upper right hand corner, and indeed the restoration has found that movement. Observe that in the low resolution versions the black lines are widened and thus begin to overlap. This is what generates a gradient for the algorithm to proceed along.
In picture 6 we show the result of using the Fourier basis. The smooth version is on the right and the high resolution is on the left. Observe that this time the change in the upper right hand corner was not found by the restoration procedure. Apparently the wavelet basis has preformed better due to its ability to create a local change in the eld without a ecting other parts of the image.
In this experiment both the data and the template images are quite noisy. In the Fourier method the Fourier transforms of the template and the data are low pass ltered and retransformed to the original space domain. They are therefore much smoother than in the wavelet case where a low resolution version of the two is used, i.e. a low pass lter, which is not retransformed to the orginal resolution. This explains why the nal low resolution di erence image in picture 5 is much noisier than the corresponding smooth version di erence image in picture 6. { 18 { It should be noted that this movement analysis of the catheter is done without any preprocessing of the images to nd the line or edge corresponding to the cathater. The algorithm was`helped' only by having it run on the low resolution transform of the images. In such a way the`canyons' corresponding to the lines become wide valleys which overlap and enable the algorithm to draw them one into the other. In other words if the high resolution images are used, small changes of the eld do not produce a better mean square error because the error along both`canyons' remains the same. Thus there is no clear gradient in any direction. On the other hand when the`valleys' overlap the direction in which the eld could reduce the error is clear.
In the sixth experiment, picture 7, we have tried to nd the movement between two subsequent frames of xrays of the coronary arteries themselves. The direction of movement varies between di erent parts of the frame. The wavelet method has managed to accomodate these local changes. In this experiment the actual di erence between the two frames is compared to the actual di erence between the restoration and frame 2. The grey levels indicate values close to zero. Black or white values indicate large di erences.
x5 Conclusion
We have presented a non-linear functional whose minimizers represent the mapping which transforms one image or function into another. The minimizers make sense only in so far as the two functions considered as surfaces have similar topographies, so that one function may be considered as a template for the other.
The functional is regularized using two di erent choices of a bilinear form. The rst is generated by a di erential operator and has a spectral representation using the Fourier basis. The second is directly de ned in the spectral domain using a wavelet basis of compact support. Both bilinear forms generate the same type of regularization, namely they constrain the solutions to the same Sobolev space.
The variational problem is solved in terms of the expansion coe cients of the unknown { 19 { map in terms of the chosen basis. The solution starts at low frequency and gradually moves up. The experimental results clearly indicate that the wavelet basis is more exible and permits local changes in the mapping.
x6 Appendix
For the sake of completeness we brie y describe the discrete wavelet transform so that the interested reader can code it without further reading. We start with the one dimensional case. The N=2 N matrix for H n is given in the same way using the vector h. (Observe that we have indexed the matrices according to the log of the dimension). This is the rst level of the transform. Using the properties of multi-resolution analysis and other techniques (see Daubechies (1988) , Mallat (1989) ) it is possible to nd vectors g and h with the following properties.
P 2R?1 i=0 g i = 0 and P 2R?1 i=0 h i = p 2.
{ 20 { (2) g i = (?1) n h 2R?1?i (3) H t n H n + G t n G n = I (4) H n G t n = 0 The rst item implies that the H n matrix is a smoothing operator and that the G n matrix is a di erence operator. The third item is the inversion formula. The fourth item is an orthogonality condition. Given two vectors x; y of length N=2, then the corresponding vectors in the full resolution space are orthogonal, i.e. hH t n x; G t n yi = 0. The second level of the transform is given by x (2) i = h x (1) 2i and y (2) i = g x (1) 2i , for i = 0; : : :; N=4 ? 1. y (1) remains unchanged. Thus at each level the smoothed version x (i) which is of length 2 n?i is decomposed into yet a smoother version x (i+1) and the di erence component y (i+1) both of length 2 n?i?1 . Clearly this procedure comes to an end at step i = n where x (n) and y (n) are scalars. In Daubechies (1988) numbers for the vectors h and g are calculated so as to satisfy the 4 conditions listed above (see pg. 980). Moreover she is able to show that the wavelet corresponding to these numbers satis es certain smoothness conditions. In terms of the inversion formula above this means that if we set x (n) = 1 and y (j) = 0 for j = 1; : : :; n then the vectors x (i) = H t n?i H t n?i?1 H t 1 1
for small values of i are smooth. It should be noted that since we are working here in the periodic setting x (0) would be constant.
In two dimensions the wavelet transform is constructed using the one dimensional operators described above. An initial N N matrix x (0) is decomposed into four components. First the one dimensional transform is carried out on the columns, A = H n x (0) and { 21 { B = G n x (0) , where A; B are N=2 N matrices. Then the one dimensional transform is carried out on the rows of A and B or on the columns of A t and B t and we obtain x (1) =H n A t = H n (H n x (0) ) t y (1) a =G n A t = G n (H n x (0) ) t y (1) b =H n B t = H n (G n x (0) ) t y (1) c =G n B t = G n (G n x (0) ) t : The low resolution version of x (0) is x (1) . The transform continues by operating on x (1) with the matrices G n?1 ; H n?1 . Finally the inversion formula has the form x (0) = G t n (G t n y (1) c + H t n y (1) b ) t + H t n (G t n y (1) a + H t n x (1) ) t : (6) 
