INTRODUCTION
We suppose that the regularbounded domain f_ in R 2 ismade up of fwo subdomains f_ and F_2separatedby an interface r,, with the resultthat f_= f_1uf_2 U I',(seeFigure I).The solidmaterialoccupiesa sub-doma£u f_1having a boundary rlu r2 u r3 u r, and the fluidflow occupies a domain f_ having a boundary r= u ro u r_,u r4. We have am inflowboundary r=, am outflow boundary to, and a solidwall r_,.The geometry of allthese boundary segments isprescribed,as are the inflow velocityuc and temperature 7'=.At the outflow,one cam impose one's favoriteoutflow boundary conditions.On the walls,we have the no slipboundary conditionsfor the velocity.Control is to be effectedthrough heating and cooling along the boundary r=.
The temperature isspecified along the boundary rc and the heat-fluxis specified along the boundary rlu r._ ur3 u r4 u to. We assume that the flow isincompressible and convection drivenso that buoyancy effects can be neglected,and thus temperature effects on the mechanical properties of the flow,i.e., the velocityand pressure, axenegligible. We are interested in controls such that we get a desiredtemperature r. c r., and thus we assume that the flow is stationary.
Other combinations of control and controlled surfaces are also possible.
As a result of our assumptions about the flow, the state variables, i.e., the velocity u, pressure p, temperature T, and control g are required to satisfy the Navier- Stokes   A COUPLED   SOLID/FLUID TEMPERATURE  CONTROL  PROBLEM  3 with the boundary conditions (1.8) T=g onre,
_T
(1.9) c9--n = 0 on rl u r2 u F3 u r4 u to.
The data functionsf,h, (_iand (_ areassumed to be known. The constantv isthe kinematic viscosity coefficient of the fluid, and the constants ,%, _= and/_ depend on the thermal conductivitycoefficient, density,specific heat at constant volume, and viscosity coefficient of the fluid; see [17] fordetails.
Note that as a resultofour assumptions about the flow,the mechanical equations (1.1)-(1.5) uncouple from the thermal equations(1.6)-(1.9). Indeed, (1.6)-(1.9) may be solvedfor u and p without regard of the temperature T. Thus, in the present context,the velocity field u, which isdetermined by solving(1.1)-(1.5), merely acts as a coefficient functionand in the sourceterm in (1.7).
We now definethe optimal controlproblem to obtainour objective. For example,
given a velocityfieldu, we would seek a temperature field T and a controlg such that the functional is minimized subject to (1.6)-(1.9), where V, denotes the surface gradient operator
and Tg is some desired temperature distribution, e.g., something close to the average temperature along 1e= for the uncontrolled system. The non-negative parameters 7
and 6 can be used to change the relative importance of the two terms appearing in the definition of J as well as to act as penalty parameter. Incidentally, the appearance of the control g in the J is necessary because we are not imposing any a priori limits on the size of this control.
Under the realistic assumption that u • n = 0 on rw U F4 and u • n > 0 on to, Of particular interest will be the space
0S
(1.11) T/_(f_) = {S E L2(f_) : _ E L2(f_) for k --1,2}
and the subspace (1.12) E_(_) = {S e T/I(_) : S = 0 on r=}.
For functions defined on re, we will use the subspace
attont_}. We define, for (TS) E L_(l_),
Norms of functionsbelonging to H'(gt),H'(r) and
and, for (pq) e Ll(r), (1.19) (P, q)r = _r pq dr.
Thus, the inner product in L2(_) isdenoted by (-, ")n,that in L2(F)by (., ")r.The notation of (1.18)-(1.19) willalsobe employed to denote pairingbetween Sobolev spaces and theirduals.
A COUPLEDSOLID/FLUIDTEMPERATURE CONTROLPROBLEM 5 Wewill usethe bilinear forms,for i = i,2,
with the result that
and the trilinear form We begin by giving a precise statement of the optimization problem we consider.
We willassume the domain _l isin lR:and consists of two subdomains flland _:
such that 9/ = £1 U 9/:U rw. Let g E w(r_) denote the boundary controland letT E //t(£t) denote the state,i.e., the temperature field. The stateand control variablesaxe constrainedto satisfy the system eqrefeq:asst1-(1.9), which we recast into the followingweak form: 
From the assumption of u, i.e., u-n = 0 on rw u F4 and u. n < 0 on Po, we have that lf_ (...)t2 ar te H-,2(ro) and(2.1)-(Z2) issatisfied}.
if there exists e > 0 such that (2.14)
We now show the existence and uniqueness of optimal solutions. Theorem 2.2. There exists a unique optimal solution (if, _) E g4o_.
MAX D. GUNZBURGER AND H-YUNG C. LEE
Proof. We first clan that Z_ad is not empty. Let g -0 and then let (T,g) 6
By Lemma 2.1,(T,{)existsand (:_, 0) 6 U_d. Now let{T("), 9(")}be a sequence in U_d such that
for some t(") 6 R-1/=(r=).
Then, using (1.10) and (2.13), we have that {llg(-)lll,ro} We may then extract subsequences such that
for some (:F,._) 6 HI(_) x w(r¢). The lasttwo convergence resultsabove follow
from the compact imbeddings HI(f/) C L2(f/)and HI/2(F_) C L2(F,).
We may then easily pass to thelimitin (2.16)-(2.17) to determine that (T,9,_ satisfies (2.1)-(2.2).Now, by the weak lower semicontinuityof 5(', "), we conclude that (J',9)is an optima/solution,i.e.,
J(T,9)
Thus, we have shown that an optimal solution belonging to/4ad exists. Finally, the uniqueness of the optimal solution follows from the convexity of the functional and the linearity of the constraint equations.
[3
be a differential operator of the second order in divergence form on an open set f_ of R 2. We introduce
Now, setting
where u = (Ul, u_), we have the following theorems. We now proceed to derive the first-order optimalityconditionsassociatedwith problem (2.14).The optimal controlproblem (2.14)isequivalentto the following minimization problem: Find g fiw(rc) such that/C(g):= ,I(T(g),g) isminimized where T(g) 6 H*(f_) is definedas solutionof (2.1)-(2.2). By studying the Ggteaux derivative of the functional/C(g), we can obtain the first-order necessaryconditions for the optima/solution (7", 9) in a straightforward manner. Let 9 be a solutionof the minimization problem mingew(r=)/C(g),then forevery z 6 W(Fo) we have
due to the definition of 9. In particular, we have, which implies that the G£teaux derivative of K:(_)
Proof. It is immediate from the linearity of (2.1)-(2.2).
[] Now, we derive an optimality system from the first-order necessary condition
may be easily computed
where for each z e w(r_), v e Hl(fl)is the solution of (3.5)-(3.6).
Let (T,t) e Hl(f_) x H-1/2(F_)
be the solution of (2.1)-(2.2) and let (_,r) e _ar_(f_)x H-_/2(ro) be defined as the solution of the adjoint problem
(3.10)
Thus, from the necessary condition (3.4), we see that the optimal value of the control g satisfies (3.11) (Vg, Vz)r, + (g,z)r°= l,(r,Z)ro Vz E W(I'c).
Collecting the above results, we obtain the optimal system 12 MAX D. GUNZBURGER AND HYUNG C. LEE Let Noh = N h N w(r=). For the subspaces V#, V_, O h and Noh, we assume the approximation properties:thereexistan integerk and a constant C, independent of h, 2"i, T_, t and g, such that The major task in this section is to obtain error estimates for the finite element solutions.
It turns out to be convenient to apply the Brezzi-Rappaz-Raviart theory, even though our problem is linear. We introduce some spaces and operators, and verify the requirements of that theory. In the following discussion, the constants at, a2 and 6 will be held fixed. Thus, the system (3.12)-(3.16) and (4.5)-(4.9) depend on the single parameter 3'. 
vz • H'(n) (W, _)_°= 0 VW • H-'/:(n).
Note that this system is weakly coupled. First, one may separately solve the problems (4.10)-(4.11) for _' and t and (4.13)-(4.14) for _ and _; then, one may solve the Laplacian problem (4.12) for g. 
Analogously, the operator /3h • £(Y;X) is defined as follows: 13h(Q,O,P) = (2#h, _,_h, @h,? t') for (0, 0, P) • Y and (_,h,_,_h, _,_h) • Z h if and only if (4.15) a(_'_*, S h) + c(u,_'n, Sh)., -(_,Sh)t"°= (Q,Sn
)n VS_ • Vh, (4.16) (_h Ra)ro_(O, Rh)r¢ =0 _'R h • O h ,(4.
In addition, if(:2, E,j, _, e) E Ar_'(f_) x H'/2(ro) x H'(r,) x z_2(a) x R'/2(r¢), then
11:2 -:2hll, + liE-PIl-,/_,ro + I1#-Ohll,,ro
Ch(ll:211,_(.) + ll'_lbm,,)).
Proof. First, it follows from Lemma 2.1 that the two second order eRiptic problems Gx('_, for every (7,(T,t,g,{,r))
• A x X. Furthermore, 9(7,(T,t,g,{,r))
Since A is a compact interv'd in R+ and the constant _;2 is fixed, we see that _ and it's first and second Fr_chet derivatives and all locally bounded maps.
It is easily seen that the optimality system (3.12)-(3.16) is equivalent to (4.34) (T, t, g, iI_,r) +/_(7, (T, t, g, {, r)) = 0 and that the discrete optimality system (4.5)-(4.9) is equivalent to (4.35) (T h, t h, gh, _h, rh) + Bh_(7, (r h, t h, gh, {h, rh) = 0. 
where C is independent of h, T, _.
We note that higher oreder estimates axe possible if T is smooth in each subdomain f_l and f12.
NUMERICAL ALGORITHM
Let us consider the gradient method for the followingminimization problem:
Tb.e classical Simple Gradient Algorithm proceeds as follows:
Recall from §3 that for each fixed g, the derivative dIC(g)/dg, z may be computed 
where @(") is determined from g(") through the relations
on re, and
Therefore, we have the gradient algorithm results in the following iteration:
Choose g (1);
., solve for T O) and _('_) from a(T("),S) + c(u,T('O,S) = (Q,S) VS E H_(_t), T (_) = g(")
on re, and (5.11) Choose z (°) E B and choose a sequence {p_ } such that 0 < p, < p,_ < p" < 2m/M 2.
Then, the sequence {z(")} defined by
converges to _,. Furthermore, if B = X and _ is a global minimum, then the gradient algorithm converges to "2 for any initial value z (°).
Proof. see, e.g., Hence, from that lemma, we obtain that
The desired convergence results follow from the a priori estimate (2.4).
[] Of course, the _adient algorithm (5.11) is applied to the discrete equations.
Then, we have two contribution to the errors in the computational solution, the discretization error T -T h and the iteration error T _ -T h("). In a practical point of view, it is difficult to calculate A,g(,O in the last equation of (5.11). By using (3.24), we can substitute (5.11) by the following iteration:
Choose g(1) and @(0); for n = 1, 2, 3,..., solve for T (') and @(") from
a(T('_),S)+c(u,T("),S)=(Q,S) VS E H_)(fl), T (") = g(")
on re, 
For the various choices of the parameters _/and 6 appearing in the functional (6.10), the computations were performed. In this paper, we report the numerical results for the cases In Figure 10 , we plot the approximate optimal control gh on the boundary re. In Figure 11 , we compare the temperature distribution on ro in the uncontrolled case with the optimal temperature distributions in the controlled cases.
Test 2 : We solve the problem (6.1)-(6.9) with h = (1.5y-2y 2, 0) on the domain which has a bumped boundary (see Figure 1 and 12) . We assume that all parameters We report the numerical results for the cases The costs are shown in the Table 6 . We get the almost same results as in Test 1 except that we need a little more control g on F_. Thus, even though the fluid flow is moderately complicated, given any ¢ > 0, we can have 7 and $ such that lIT -Tall0,r. < e when 7/_ is sufficiently small.
In Figure 12 , we plot the temperature contour for the uncontrolled problem. In 
Remarks
: For the case 7 = /5 = 1, it was found that 10-15 iterations were sufficient to get the optimal control g. Since v = 1 and maximum velocity is 1, the control g affects the temperature distribution on I', very weakly. For the case that 7/5 is small, for example 7/5 < 0.1, our gradient method does not converge.
Thus, we need to adjust the iteration step size. In such case, we need a significant number of iterations. Thus, one may look for an efficient iteration algorithm. But the good news is that the iteration algorithm requires only one LU factorization and the same number of back and forward substitution as the iteration number, i.e., a comparable number of floating point operations relative to that required for solving the full coupled system (4.5)-(4.9). Of course we assume that h is sufficiently small. 
