This paper studies a dynamic multi-facility capacity investment problem (MCIP) with discrete capacity. In this setting, capacity adjustment decisions are made sequentially based on observations of demand. First, we formulate this problem as a Markov decision process (MDP). Then, we design a customized fitted value iteration (FVI) algorithm. In particular, we approximate the value functions with a two-layer neural network with piecewise linear activation functions. However, the action selection procedure of FVI for MCIP can be time-consuming since the action space is discrete and high dimensional. To speed up the action selection, we recast the action selection problem as a two-stage stochastic programming problem. The resulting recourse function comes from the two-layer neural network, and it is solved with a specialized multi-cut decomposition algorithm. Numerical studies show that our algorithm provides high quality solutions to the MCIP, and also that the multi-cut algorithm can significantly speed up the action selection problem of FVI in comparison to the brute-force method and the integer L-shape algorithm. Finally, we show that the techniques developed here for MCIP are applicable to many other finite-time horizon MDPs with finite but high dimensional action spaces.
Introduction
Strategic capacity decisions are important to companies because of the high expenditures entailed and the uncertainty associated with the business environment. To deal with the uncertainty, a wiser decision is to adjust the capacity periodically given the new information of the uncertain a set, respectively. We denote · p as the p-norm for vectors; if p = 2, we use · instead of · 2 .
Finally, for a real-valued measurable function f and a probability distribution µ defined over X, we define the Assumption 4. The expansion cost and salvage value are linear with respect to the capacity, and the per unit expansion cost is not smaller than the per unit salvage value.
Assumption 2 is standard since real-world demands are always finite and their variation from one period to the next does not surge to infinity. In addition, we assume that the lead time of capacity adjustment (compared to the length of each time period) is negligible in our strategic capacity investment problem. However, the lead time for capacity adjustment in some industries can be long. For example, in the semiconductor industry, the lead time for purchasing machines can vary from six to eighteen months (Truong and Roundy 2011) .
In this paper, we consider an MCIP with linear expansion cost and salvage value, but the proposed method can also solve more general cases whose expansion cost/salvage value are nonlinear.
In addition, the resale value of an asset is usually smaller than its purchase price, so the second statement of Assumption 4 is realistic. The notation for our model is summarized in Table 1 .
In each period, we can allocate the realized demand d t to the facilities, given the constraints of the currently installed capacity K t−1 . A penalty with unit cost b it is incurred if demand from customer i is unsatisfied. Denote z int as the amount of demand allocated from customer i to facility n in time period t and r int as its corresponding revenue. Denote the operating profit Π t (K t−1 , d t ) in time t ∈ T , it is given by:
s. t.
z int ≥ 0, ∀i ∈ I, n ∈ N .
In the above, z int for all i, n, t are the decision variables that allocate realized demands to the installed facilities and the objective function (1) is to maximize the current rewards, which consist of the revenues and the penalty for unsatisfied demands. Constraints (2) and (3) are capacity and 
which is convex in K t .
Based on the aforementioned assumptions, the MCIP can be modeled as an MDP. The state in time period t ∈ T can be represented by a two tuple (K t−1 , d t )-i.e. the installed capacity in time t − 1 and the realized demands-and the action is the adjusted capacity K t . The state space of our problem, therefore, is S {(K, d) ∈ K × D} , and the action space is K for all t ∈ T . Denote K t : S → K as a Markov decision rule for time t ∈ T . We denote the class of Markov policies as
Without loss of generality, we assume the initial state for the MCIP is (0 N , d 0 ), and the system salvages all installed capacity at the end of period T so K T ≡ 0 N . MCIP can then be formulated as the following dynamic optimization problem:
where 0 < γ < 1 is the discount factor. The objective of the above problem is to find an optimal policy, i.e. (K * 0 , . . . , K * T ), such that the expected total rewards are maximized. We can solve Problem (5) via its dynamic programming equations.
Theorem 1. Let V T +1 (·) ≡ 0 and define the following dynamic equations for all (K t−1 , d t ) ∈ S:
Given Assumption 1, Eqs. (6)-(7) recover the optimal policy of Problem (5).
Above, we model MCIP as a finite horizon MDP with a finite action space. This problem can be solved by DP-based algorithms, such as value iteration (VI), but VI is not applicable to MCIP when the dimensions of the state/action space are high. More specifically, if demands are discrete, the complexity of VI is O |S| 2 × |K| × T , where |S| is of I + N dimensions and K is of N dimensions.
For example, consider a system with four customers and three facilities and T = 10. If K max = 9
and demands of each customer are integer values ranging from 1 to 10, then the complexity of VI is (10 3 × 10 4 ) 2 × 10 3 × 10 = 10 18 . Therefore, VI is intractable even for a medium size problem. If the demands are continuous, the state space is infinite and exact VI cannot be done.
The FVI Algorithm
Since the state space S is large or continuous, evaluating the exact value functions in Eqs. (6)- (7) is intractable because of the curse of dimensionality. To respond to this challenge, we will use FVI to fit the value functions by a finite number of samples generated from the state space.
The required number samples is generally much smaller than the original state space. Then, we can approximately solve the Bellman equations in Eqs. (6)- (7) by using the approximated value functions instead of the exact ones.
Define S 1 {1, . . . , S 1 } and S 2 {1, . . . , S 2 } as the sets of indices for the samples generated from the state space and from the state transitions, respectively. First, a set of state samples
is drawn from S in the last period t = T , and their valuesV T K
are calculated according to Eq. (6). Then, a set of samples, i.e.
, can be generated. DenoteṼ t (·; w) as the parametric approximate value functions given adjustable parameters w ∈ W, where W ⊂ R dim(W) and dim (W) is finite (a simple example is to approximate the value functions via linear basis functions, i.e.Ṽ t (x; w) = w ⊤ x + w 0 ). Then,Ṽ t (·; w) can be trained by solving the following regression problem:
where β > 0 is the regularization parameter (regularizing the objective function can sometimes improve the generalization of the function fitting and avoid overfitting). Subsequently, the algorithm proceeds backwards in time t. In time t ∈ T \ {T }, we draw S 1 number of samples of current states.
Since the transitions of demands are independent of the actions, for each state sample K •
Step 2: Compute for s ∈ S 1 ,
•
Step 3: Given samples
, fit the approximate value functionŝ
• Step 4: If t > 0, set t ← t − 1 and go to Step 1; otherwise, terminate and return
There are two questions that need to be answered about the above FVI algorithm. First, what is the appropriate approximator such thatṼ t (·; w) can fit the true function V t (·) with arbitrary precision? Second, the action selection problem, i.e. Eq. (8), involves a multi-dimensional action space K such that it is difficult to solve via the enumeration method; how can we speed up this algorithm? We can answer both questions. We discuss the choice of approximator in Section 4 and then introduce a decomposition algorithm to accelerate Problem (8) in Section 5.
Neural Network-based Fitted Value Iteration Algorithm
Munos and Szepesvári (2008, Theorem 2 & Corollary 4) have shown that FVI can achieve an ǫ-optimal solution with probability δ when: (i) the functional family used for approximation is sufficiently rich, and (ii) the sample complexity increase polynomially in the scale of the problem instance. In particular, we want to show that the value functions of our MDP are Lipchitz functions. Then, we will show that our approximator is rich enough to handle Lipschitz functions.
We first verify that the value functions of MCIP are Lipchitz, and then we discuss the choice of approximators such that FVI is able to derive ǫ-optimal solution with high probability.
Fitting the Value Function
The value functions V t (·) for all t ∈ T are defined over S, which is not connected since K is finite.
In addition, if demand is discrete, then the state space is finite and discrete. To have a better understanding of the structure of the value functions, we wish to extend K to its smallest connected superset. Then, we will construct a set of extended value functions.
First we defineS
where S ⊂S. Note that D can be either continuous or discrete in the above definitions. Now, we may define extended value functionsV t :S → R for all t ∈ T . IfV t (·) can recover the exact values of V t (·) on S, then we can analyze the characteristics ofV t (·) to learn about V t (·). The study of V t (·) is more amenable sinceK is a connected set.
The dynamic programming equations for the extended value functions at (K t−1 , d t ) ∈S are given byV T +1 (·) ≡ 0 and
Note that the values of Π t (·) and c t (·) are attained given any (
Next we show that the value functions V t (·) can be recovered from the extended functionsV t (·) on S.
Proof. According to the definition ofV T (·), we haveV T (·) = V T (·) at the points of (
Since the demand transitions are inde- 
Proof. AsS is a bounded set and d t ≤ D max for all t ∈ T , an upper and lower bound on
follows if we have unlimited or no capacity:
Therefore,
Similarly, bounds on c t (K t−1 , K t ) follow by assuming the capacity is changed from zero to K max or the reverse:
Since we have assumed q
Then, for all t ∈ T , K t ∈ K, we have
which concludes the proof.
Next, we show that the extended value functions are L v −Lipschitz where
This property is extremely important because it allows us to show that our neural net approximation architecture is rich enough.
Proposition 2. The functionsV t (·) for all t ∈ T in Eq. (10) are Lipschitz, i.e.
Proof. We only provide the proof for the continuous demand case with density function f (·|d t ); the discrete case can be proved similarly. To simplify the notation, we denote the state variable (K t−1 , d t ) as x and the action K t as a. Firstly, we show thatV t (x) for all t ∈ T are bounded.
According to Lemma 1, we have
Note that P (·|x) is independent with a ∈ K, and we have
Then, we prove the Lipschitz condition forV t (·). Firstly, for all x, x ′ ∈ S, t ∈ T , compute
For t = T , we have
In general, for t < T , we have
using the fact thatV t (·) for t ∈ T are bounded according to Assumption 2. Thus, there exists
If demands are discrete, we can replace the integration in Eq. (12)- (14) by summation, and the result holds trivially since demands automatically are bounded in this case.
FVI proceeds via backward induction: the value function in the last period is solved first, then approximated, and then the remaining value functions are calculated by going backwards in time.
If the approximation in the last period is poor, the error can be passed on to the approximation in earlier stages. In the next result, we use backward induction to understand the structure ofV t (·).
Proposition 3. The extended value functions, i.e. Eqs. (10)- (11), have the following properties:
Proof. First, we know that piecewise linearity is preserved under finite summation and the max/min of a finite collection. Now, observe that
is a linear programming problem and the optimal value is finite and attained for all
∈S, strong duality holds (see e.g. (Bertsimas and Tsitsiklis 1997, Chapter 4) ). Thus, we have
Let Λ denote the feasible set of (µ, λ) for the above problem, where λ = (λ i ) i∈I and µ = (µ n ) n∈N .
Since the dual is also a linear programming problem, the optimal solutions (µ * , λ * ) can be chosen from the extreme points of their feasible regions (Bertsimas and Tsitsiklis 1997, Chapter 3) , and so the above problem is equivalent to
is piecewise linear and concave in K t−1 ∈K since it is the min of a finite collection of linear functions. SinceV
To prove (ii), as we have shown thatV T (·) is piecewise linear and concave, by backward induction, we havē
linear as it is a finite sum of piecewise linear functions. Therefore,
as the max of a finite set of piecewise linear functions.
) may be non-concave as it is a finite max of concave functions, and the result follows by backward induction.
According to Proposition 3(i), we know thatV T (·) is a piecewise linear function if the capacity is defined over a connected spaceK. However, for t ∈ T \ {T }, the value functionsV t (·), according to Proposition 3(ii), are piecewise linear only when the demand is discrete. Fortunately, if the demands are continuous, we can use Monte-Carlo simulation to generate finitely many samples of future transitions to approximate the expectation in Eqs. (6)- (7). In this setting, the approximate value functions are still piecewise linear. However, given Remark 1, we may need to solve non-convex optimization problems in each t ∈ T \ {T }.
Two-layer Neural Network with ReLU
To solve the MCIP, we approximate the value functions of the problem by using neural networks with piecewise linear activation functions. Neural networks are powerful approximators, and can incorporate structure of the target function (Jain et al. 1996) . In our case, we will use two-layer neural networks. As we will see later in this section, a two-layer network is powerful enough to approximate our value functions arbitrarily well.
A two-layer neural network consists of inputs, one hidden layer for intermediate computations,
and an output. Let J {1, . . . , J } index the neurons in the hidden layer of our network. The general form of a two-layer neural network is then
where (u j , u 0j ) and (w j , w 0j ) are the adjustable weights of the input layer and the hidden layer respectively, and Ψ j (·) is the activation function for neuron j. In MCIP, the inputs of the networks are the states (K t−1 , d t ) ∈ S and the outputs are the approximate valuesṼ t (·) . Based on Proposition 3, we choose the activation functions Ψ j (·) to be ReLU, which are themselves piecewise linear
The architecture of the neural network is shown in Figure 1 . The adjustable weights for the input of neuron j inṼ t (·) include u 0jt and an I + N vector of adjustable coefficients
Denote u t = (u 0jt , u jt ) j∈J as the vector of all adjustable weights for the input layer and as a J + 1 vector of the adjustable parameters for the output of the hidden layer. The neural network at time t ∈ T can then be represented by a function given the input (K t−1 , d t ) ∈ S and the adjustable weights (u t , w t ):
We run NN-FVI on MCIP using the approximate value functions Eq. (15).
Consistency of the NN-FVI Algorithm
In this section, we show that our customized neural network is powerful enough to approximate the target functions. In particular, we show that NN-FVI is consistent.
Recall that, according to Proposition 2, the extended value functions V t t∈T are Lipschitz with
to be the class of L v -Lipschitz functions. The approximation power of a function set F onS can
be measured with respect to Lip (L v ): Antos et al. 2007 ). This condition implies that the inherent approximation error between the two function spaces converges to zero as the function set {F j ′ } becomes "richer".
The richness of a neural network is quantified by the number of layers and weights (Bartlett et al. 2017 ). The approximation power of our customized two-layer network increases with the number of neurons. We have the following main result about the quality of our two-layer neural network approximation. Lemma 2. The two-layer neural network with ReLU is a universal approximator.
Sketch of Proof. We only provide a sketch of proof here, and refer the interested readers to (Hornik et al. 1989) or (Sonoda and Murata 2015) for details. According to (Hornik et al. 1989 , Corollary 2.2), a two-layer neural network is universal if the activation function of the network, denoted as Ψ(x), is a squashing function. The squashing function should satisfy the following properties according to (Hornik et al. 1989 , Definition 2.3): Ψ(x) is non-decreasing, lim x→∞ Ψ(x) = 1, and lim x→−∞ Ψ(x) = 0.
ReLU does not satisfy the second property of the squashing function but we can construct an equivalent network with squashing activation functions via a linear combination of two ReLUs.
Suppose we have a ReLU network Γ(x) with sufficient neurons, and we assume the number of neurons J is even without loss of generality. For neuron j ∈ {1, . . . , J/2}, we pick out j ′ = J/2 + j and specify its adjustable weights such that u j ′ = u j , u 0j ′ = u 0j − 1, and w j ′ = −w j . Then, we construct an activation function via a linear combination of these two neurons:
GivenΨ j (x), a new networkΓ(x) with J/2 neurons is thus constructed. Apparently,Γ is universal asΨ j (x) are squasing functions:Ψ(x) is non-decreasing, lim x→∞Ψ (x) = 1, and lim x→−∞Ψ (x) = 0.
Since the solutions of the weights ofΓ are a subset of those of Γ, there always exists network Γ that is equivalent toΓ. Thus, the two-layer network with ReLU is universal.
Denote µ as a distribution function defined over S, which is used to generate samples from the state space. Given Assumption 2, Proposition 2, and Lemma 2, the consistency of NN-FVI algorithm follows from (Munos and Szepesvári 2008, Corollary 4) . The result is presented below and its detailed proof appears in Appendix. The idea of the proof is to check the conditions of (Munos and Szepesvári 2008, Corollary 4) .
Theorem 2. Consider an MDP formulated by Eqs. (6)- (7) and satisfying Assumptions 1 and 2.
For any ǫ > 0, δ ∈ (0, 1), and 1 ≤ p < ∞, there exists an integer J 0 such that for any J ≥ J 0 there are S 1 , S 2 that are polynomial in the quantities of the MDP such that Ṽ t − V t p,µ ≤ ǫ holds for all t ∈ T with probability at least 1 − δ.
Remark 2. Theorem 2 confirms the consistency of NN-FVI. However, the neural network training problem, e.g. Eq. (9) in Algorithm 1, is non-convex. Fortunately, it has been shown in experiments that as the size of the network increases, the chance of getting stuck in poor local minima decreases.
In addition, when the network is large enough, finding the global minimum may be unnecessary as it often leads to overfitting (Choromanska et al. 2014) .
Accelerate the Action Selection Procedure in NN-FVI
In NN-FVI, once the value function in time t + 1 is fitted, one needs to solve Problem (8) (the action selection problem). Given that the capacity is finite, this problem can be solved by enumerating all possible actions (just the brute-force method). However, this method is subject to the curse of dimensionality. For example, if a system has five facilities and K max n = 10 for all n ∈ N , the complexity of brute-force action selection is 11 5 . To address this issue, we solve the action selection problem as a two stage stochastic programming problem where we speed it up with a specialized decomposition algorithm. As the procedure is the same for each state sample in S 1 , with some abuse of notation, we suppress the dependence of the coefficients and parameters on the state sample.
So, we just write d s t+1 for all s ∈ S 2 to denote samples of future transitions that are generated via
Monte Carlo simulation given a specific d t .
Formulation of the Action Selection Problem
For time period t ∈ T \ {T }, suppose we have trained the neural network in time t + 1 in Step 3
of Algorithm 1 and have its adjustable weights (u t+1 , w t+1 ). Now, we need to solve Problem (8).
, it can be removed from the objective. Hence, for all t ∈ T , Problem (8) is equivalent to 
This problem is now essentially a two-stage stochastic programming problem with a simple recourse function: the first-stage is to determine the capacity decisions, and the recourse function returns the expectation of the future costs based on the trained neural network in time t + 1.
Recall that the activation function of our neural network is ReLU. Problem (16) has two characteristics:
1. The recourse function is complete; that is, given any K t ∈ K, the recourse is not empty as the neural network is defined over allS where S ⊂S.
2. The recourse function may be non-convex in
The possible non-convexity of the recourse function can be verified by transforming the function into its epigraph formulation; that is,
We see that the epigraph of the recourse function is obtained by summing up the epigraphs of the hidden layer outputs for all j ∈ J . As can be seen in Fig. 2 , the epigraph of neuron j is convex if w j(t+1) ≤ 0; on the other hand, if w j(t+1) > 0 then the epigraph is not convex. Note however that the sign of u j(t+1) does not change the convexity of the epigraph. Based on these observations, we separate the neurons with positive and non-positive weights according to
Then, we may define
to be the epigraphs for the output of the neurons with positive/non-positive weights, respectively.
By changing the order of summation, Problem (16) (the action selection problem) given (
can be reformulated as
We now define valid inequalities for the above problem. (16) 
We further define
Note that φ ms nj and φ ms 0j depend on s ∈ S 2 . Given φ ms nj and φ ms 0j , we can derive the following cuts for neurons with positive/negative weights, respectively:
Proposition 4. Suppose cuts are generated according to (18) - (19):
(ii) Cut (18) is not valid for epi
Proof. We first prove that Eq. (19) is a valid inequality for epi , ∀K t ∈ K.
Thus, according to the definition of epi
and so Eq. (19) is a valid inequality.
To show that Eq. (18) is not a valid inequality for epi + t , we only need to find a counterexample.
Consider a simple case with only one facility and K = {K t ∈ Z|0 ≤ K t ≤ 2}. Suppose the recourse function for a node j ∈ J + t+1 is v t+1 = − max {K t − 1, 0}. Then, for K is not satisfied for all K t ∈ K.
Since Cut (18) is not valid, it may cut off parts of the epigraph and overestimate the costs generated along this direction. However, we can use this cut to achieve faster convergence, but we need to later transform it into valid inequality in order to derive the global optimum. Therefore, if we update the first-stage decisions according to the gradient information, the algorithm can generally lead to a descent direction for the objective function. Compared to those cuts that do not use any gradient information of the recourse function, e.g. the integer optimality cuts in (Laporte and Louveaux 1993) , our aggressive cuts can generally lead to a quicker descent in the objective value in each iteration.
Valid Inequalities for the Action Selection Problem
To derive a valid cut for neurons j ∈ J + t+1 , we need to find a supporting hyperplane for the nonconvex set epi
. . ,K L denote the vertices of the smallest rectangle that contains K, where eachK l K 1l , . . . ,K N l is an N -dimensional vector. Denote
as the output of neuron j. We further denote
. . .
and
Essentially, the above procedure for calculating Eq. (20) finds a hyperplane for some labeled points
such that the distance of the points to the hyperplane is minimized.
Essentially, it is doing linear regression on these points. Then, the resulting hyperplane can be shifted such that it is larger than
for all l ∈ {1, . . . , L}. Thus, we obtain a supporting hyperplane for the labeled samples. In fact, the only requirement for the above result to hold is θ s nj < ∞ for all n ∈ N .
Proposition 5.
is a valid inequality for epi
Proof. It is easy to verify that θ s nj < ∞ for all n ∈ N , as the entries of X and Y are bounded.
Then, given any s ∈ S 2 , j ∈ J + t+1 , t ∈ T , we have
The first equation holds by the definition of θ s 0j , and the second one holds since θ s j ⊤ K t is independent of l ∈ {1, . . . , L}. We introduce
to simplify the notation. Then, for all l 1 , . . . , l 4 ∈ {1, . . . , L} and τ 1 , . . . , τ 3 ∈ [0, 1], we have
The second line holds because the largest point of a set is larger than the convex combination of any two points within the set. The third and forth lines hold because ψ j ·, d s t+1 is convex for any
. As a consequence of the above inequality, we have
This inequality follows for any K t ∈ K, since there exists l 1 , . . . , l 4 ∈ {1, . . . , L} and τ 1 , . . . , τ 3 ∈ [0, 1] such that
Since w jt > 0 for all j ∈ J + t+1 , we have
Summing up the above inequalities over j ∈ J + t+1 and taking expectations on both sides yields
It can be seen that the cut provided by Eq. (21) (21) is independent of the number of iterations, so we only need to solve it once for a specific state sample in S 1 .
A Mixed-Cuts Decomposition Algorithm
We now present a mixed-cuts decomposition (MCD) algorithm for solving Problem (16). The core idea of this algorithm originates in Benders decomposition, but we use aggressive cuts in the beginning and then later relax all of the aggressive cuts to Cuts (21). Cuts (21) are valid, but they may not be tight. Their purpose is to ensure that the algorithm converges to the global optimum.
To achieve global optimality, we introduce the integer optimality cuts from (Laporte and Louveaux 1993) into our algorithm. Define ζ m (K t ) to be a function in the mth iteration, where ζ m (K t ) = 0 if
and ζ m (K t ) ≥ 1 otherwise (to formulate the indicator function, we may need to transform the general integer variables K t to binary variables). Denote η as a lower bound for the recourse function. The integer optimality cuts can then be derived from (Laporte and Louveaux 1993) :
where v t+1 (·) is provided by Eq. (17). We see that this cut recovers
, and recovers a lower bound otherwise. With these cuts, the first-stage problem in the mth iteration of the MCD algorithm can be approximated with
where C (22), (23), and (24), respectively. In the above problem, Cuts (22) are the integer optimality cuts generated up to iteration m. Cuts (23) are the aggressive cuts from combining Eqs. (18) Our algorithm has two phases. In Phase 1, Cuts (22)- (23) are simultaneously added to Problem (FP) to update the first-stage decisions. Then, we relax Cuts (23) to (24) in each iteration, and stop adding aggressive cuts when the algorithm reaches a preset number of iterations. In Phase 2, only Cuts (22), i.e. the integer optimality cuts, are added into Problem (FP) to achieve the global optimum.
Phase 1: adding multiple cuts for Problem (FP) In the mth iteration, we solve Problem (FP) to obtain its optimal solution K m+1 t
. Then, we have the following two steps.
does not appear before, we include the corresponding Cuts (22) and (23) in the next iteration. 
Then, we set C The first step is to ensure that Problem (FP) does not get stuck with the same decisions in Phase 1, as K t are integer variables and may be unchanged if we just relax the inequality with the minimum slackness.
Example 1. Consider a simple optimization problem with the objective function being max x + y and the constraints x, y ∈ {0, 1} ,x ≤ 1 and −x + y + 1.5 ≥ 0. One of the optimal solution is (x * , y * ) =
(1, 0) and the constraint with the minimum slackness is x ≤ 1. If we relax x ≤ 1 to x ≤ 2, the optimal solution is unchanged, but if we relax −x + y + 1.5 ≥ 0 to −x + y + 2 ≥ 0, the optimal solution becomes (x * , y * ) = (1, 1).
Also, we set a presetm 1 such that we stop adding Cuts (23) but keep relaxing Cuts (23) to Cuts (24), which are valid, when m ≥m 1 . Therefore, the corresponding index set C m 2 will become empty after a finite number of iterations.
Phase 2: adding integer optimality cut for Problem (FP) If all of the existing Cuts (23) have been relaxed-i.e. C m 2 is empty-then we stop the first phase and enter the second phase.
In the second phase, we set C (23) in Problem (FP). According to (Laporte and Louveaux 1993 , Proposition 2) and Proposition 5,
Cuts (22) and (24) are all valid. Since the action space K is finite, Problem (FP) has finitely many feasible solutions. As a result, in Phase 2, there are only finitely many Cuts (22) that can be added in Problem (FP). Thus, the algorithm can converge to the global optimal solution in a finite number of iterations.
According to Proposition 3, the algorithm can converge to the global optimum ifm 1 is finite.
We also set a maximum iteration countm 2 for the algorithm so that it terminates before the gap between the upper and lower bounds reaches the preset precision. After Phase 1 ends, the convergence to the global optimum is ensured by Cuts (22), which can be slow when the problem size is large. However, as we will see in our numerical study, the MCD algorithm finds a highperformance solution in a relatively small number of iterations. Therefore, one can choose a suitablē m 2 to trade-off between the performance of the algorithm and its CPU time. The flow of the NN-FVI algorithm combined with MCD is summarized in Figure 3 , and the detailed procedure of MCD is presented in Algorithm 2.
Numerical Studies
We test the performance of our proposed method in this section, in three parts. First, we compare the performance of the ReLU-based NN-FVI to those with other types of activation functions.
We verify that ReLU outperforms others in solving MCIP. Second, we compare the performance of the proposed MCD algorithm with the exhaustive enumeration method (brute-force method)
in the action selection problem. Third, we combine NN-FVI with MCD and test its performance in a case study where we analyze its economic performance over an inflexible counterpart. The inflexible counterpart, which has no capacity adjustment options, is modeled as a two-stage capacity investment problem and solved with Benders decomposition. These numerical studies are performed
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ReLU Outperforms Other Activation Functions in Solving MCIP
In this subsection, we test the performance of NN-FVI with different types of activation functions, including ReLU, tanH (hyperbolic function), and sigmoid. Here, the action selection problem is solved by the brute-force method as MCD is not applicable to the networks using tanH and sigmoid functions.
In Table 2 , we test a small-scale case (Case 1.1) with discrete demands that it is solvable by DP, and compare the approximated objective values derived from NN-FVI to the exact objective values derived from DP; thus, the closer the value to the benchmark, the better the approximation is. As can be seen, the exact ENPV derived from DP is 357.9, and the approximate objective derived from NN-FVI with ReLU is 357.7. However, the approximated ENPVs derived from NN-FVI with tanH and sigmoid functions are 441.3 and 628.9 respectively, both of which are far from the exact value. 
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Given K m t , construct Cut (22) 17:
Solve Problem (F P) and derive K m ← m + 1 20: end while
For a case with a larger size, DP is not applicable due to the curse of dimensionality. Instead, an inflexible two-stage stochastic capacity investment model is selected as the benchmark. We perform out-of-sample tests on the optimal policies derived from both the inflexible method and NN-FVI, on an identical sample set with 10,000 sample paths; in this case, a better policy should derive a higher ENPV in the out-of-sample tests. In Table 3 , simulation results of a medium-scale case with (I, N, T ) = (4, 3, 10) indicate that the optimal policy derived from NN-FVI with ReLU outperforms the policies derived from networks with tanH and sigmoid functions. Also, the CPU time of NN-FVI with ReLU is much less than those of the NN-FVI with tanH and sigmoid, as the piecewise linear activation functions are easier to use in calculation compared to the nonlinear ones. We can conclude that the neural network with ReLU is a better approximator in comparison to those using tanH and sigmoid.
The Action Selection Procedure Can be Solved in Reasonable Time
In this subsection, we compare the performance of the MCD algorithm with two other alternatives-(1) the brute-force algorithm and (2) the integer L-shaped algorithm. In the integer L-shaped algorithm, only Cuts (22) (integer optimality cuts) are added in each iteration.
Four neural networks with different sizes, i.e. Cases 2.1-2.4, are randomly generated, and each is formulated as Problem (16) and solved by the aforementioned algorithms. The performance of the algorithms is measured in terms of the CPU time and their best-found objective value achieved before the algorithm is terminated. As can be seen, in Cases 2.1 and 2.2, the CPU time of the brute-force method is around 11.7 seconds. For the integer L-shaped algorithm, it takes around MCD, the CPU time for these two cases decreases to 13.1 and 10.1 seconds, respectively, which is close to the brute-force method. This is not surprising since the brute-force method is efficient when the problem size is small. By increasing the number of facilities from three to five, we can see from We now analyze the convergence of MCD and the integer L-shaped algorithm. As can be seen, the MCD algorithm converges to the global optimum in fewer iterations than the integer L-shaped algorithm. In Cases 2.1 and 2.2, where the number of facilities is N = 3, the integer L-shaped method can still converge to the global optimum within 200 iterations. However, when the number of facilities is increased, the best-found solutions by the integer L-shaped method within 200 iterations are sub-optimal. In particular, the relative gaps of the best-found objective values and the global optimums for cases N = 4 and N = 5 are 33.11% and 9.23%, respectively. In contrast, MCD can find the global optimum (or a near-optimal solution) in around 100 steps. These numerical results verify Remark 4, where we suggest that MCD ensures faster convergence by using the aggressive cuts. This case study on a multi-facility waste-to-energy (WTE) system is adapted from Ref. (Zhao et al. 2018 ). In the reference, the system can only expand the capacity of the facilities, while in this paper, capacity contraction is allowed. In addition, we adjust the original case into a smaller one where we can perform practical sensitivity analysis. The WTE system has four candidate sites located in different sectors. The facilities at each site are able to dispose food waste collected from each sector by using an anaerobic digestion technique, which transforms the food waste into electricity. Undisposed waste will be subjected to further treatment via landfill, incurring greater disposal costs, i.e. penalties. The revenue comes from selling the electricity and the salvage values of the contracted capacity, and the costs consist of the disposal, penalty, and transportation costs as well as the capacity expansion costs. The data and parameters of the case study are found in (Zhao et al. 2018 ).
Sensitivity analysis is implemented on the ratio of the per unit salvage value with the per unit expansion cost (S/E ratio), i.e. q − nt /q + nt . If the S/E ratio is one, it means that the salvage value for per unit capacity is equivalent to the per unit expansion cost. As can be seen in Table 5 , the percentage improvement of the system with a flexible design over an inflexible design decreases as the S/E ratio increases. When gamma is 0.862 and the S/E ratio is 0, the expected net present value (ENPV) of the inflexible design is 23.9 million, while the ENPV of the flexible design is 35.0 million. In this case, the system performance is improved by 46.4% when the capacity is flexible.
However, this improvement decreases to 15.1% when the S/E ratio increases to 0.99. On the other hand, we see that if the discount factor γ is close to one, the improvement may become negative:
the VoF becomes −0.6 when both γ and the S/E ratio are 0.99. This is reasonable since the decision maker can establish facilities with large capacity in the beginning and then salvage all of them in the last period, without suffering a significant loss. In other words, the two-stage model may yield an optimal solution for the problem when both γ and the S/E ratio are large. Meanwhile, NN-FVI is based on approximation so it may sometimes underestimate the ENPV.
Extensions of the NN-FVI with the MCD Algorithm
We focus on solving MCIP in this paper, but our method is applicable to many other problems where the action space is finite and high dimensional, such as the following. However, we may have to then solve a mixed integer nonlinear programming problem to update the first-stage decision in each iteration if the costs are non-convex.
Earlier in this paper, we compare the economic performance of NN-FVI with an inflexible two-stage MCIP model via out-of-sample tests. However, as indicated by Zhao et al. (2018) , the complexity of the out-of-sample tests for ADP can be even higher than solving the original ADP. To address this, one possible solution to simplify the out-of-sample tests is to approximate the policy of the NN-FVI offline. For example, after solving the action selection problem for each state sample, we can do function fitting on these samples and approximate the policy policy. When the policy is approximated offline, it does not add to the cost of the original NN-FVI algorithm. Then, we can use this approximate policy in the out-of-sample tests. In this case, the out-of-sample tests are more tractable and it is easier to implement the resulting policy in practice. Future work can consider how to approximate the policy to achieve high precision in the out-of-sample tests.
Conclusions
This paper studies an MCIP where the capacity of the facilities can be either expanded or contracted in each decision period. To solve this problem, we formulate it as an MDP, and analyze the structure of its value functions. Then, an NN-FVI algorithm is proposed, where the value functions are approximated with a two-layer neural network with ReLU activation functions. The consistency of NN-FVI is also formally proved. Since the action selection procedure of NN-FVI is time-consuming, we formulate it as a two-stage stochastic programming problem with a non-convex recourse function, and we design an MCD algorithm to solve it. We verify that the MCD algorithm converges to the global optimum in a finite number of iterations, and our numerical studies show that it significantly speeds up the action selection problem when compared with the brute-force method and the integer L-shape algorithm.
Though we have verified that the MCD algorithm converges to the global optimum in a finite number of steps, the convergence can still be slow when the problem size is large. One future direction for us is to use other types of valid cuts, or to construct a tight convex hull for the value function, when selecting the optimal actions. Another potential direction is to use multi-layer neural networks with broader applicability. In addition, we may apply the proposed methods in solving more sophisticated capacity investment problems, such as the problems with non-convex capacity expansion costs, to investigate the relationship between the time value of money and the economies of scale.
Appendix. Proof of Theorem 2
This result is derived from (Munos and Szepesvári 2008, Corollary, 4) . Since we have proved Proposition 2 and Lemma 2, the only thing we need to prove now is that the MCIP presented in this paper satisfies the MDP regularity assumption and uniformly stochastic transitions assumption.
Denote S and A as the state space and the action space of the MDP respectively, where x ∈ S and a ∈ A. Let P R (R t ∈ R|x, a) be the probability of reward R t given state x ∈ S and action a ∈ A in time t, and let R max be a positive real number. The assumptions stated in are presented below. subset of some Euclidean space, A is finite and the discount factor γ satisfies 0 < γ < 1. The reward kernel is such that the immediate reward function is a bounded measurable function with bound R max . Further, the support of P R (·|x, a) is included in [−R max , R max ] independently of (x, a) ∈ S × A.
Assumption 6. [Uniformly stochastic transitions] For all x ∈ S and a ∈ A, assume that P (·|x, a)
is absolutely continuous w.r.t. µ and Radon-Nikodym derivative of P w.r.t. µ is bounded uniformly with bound C µ :
C µ sup x∈S,a∈A dP (·|x, a) dµ
We first show that the MCIP given by Eqs. (6)- (7) satisfies Assumption 5. According to Lemma 1, there exists R max = v max such that R t ∈ [−R max , R max ]. As Π t (K t−1 , d t ) + c t (K t , K t−1 ) is deterministic and bounded, P R (·|x, a) is a deterministic function and its support is included in the bounded set [−R max , R max ] which is independent of (K t−1 , d t ).
Now we show that the MCIP satisfies Assumption 6. First, according to , Assumption 6 is equivalent to assuming that the transition kernel admits a uniformly bounded density when µ is the Lebesgue measure over S. Then, if the demands of the MICP are continuous, according to Assumption 2, P (dy|x, a) satisfies
and is thus uniformly bounded. If the demands are discrete, the proof is trivial as P (y|x, a) ≤ 1 for all x, y ∈ S.
Hence, P (dy|x, a) is uniformly bounded and the MCIP satisfies Assumption 6.
