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Abstract 
Primal-dual  affine-scaling  methods have recently been extended from linear  programming  to  semidefinite 
programming.  We show how to analyze these methods in the framework of potential  reduction algorithms.  The 
analysis suggests implementable variants of the methods as 'long step predictor-corrector' algorithms,  where the 
step length is determined by the potential  function.  A numerical comparison with the potential  reduction method 
of Nesterov and Todd is presented.  © 1999 Elsevier Science B.V. and IMACS. All rights reserved. 
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1.  Introduction 
Potential reduction methods were the first methods to be extended from linear programming  (LP) to 
the more general  semidefinite programming  (SDP) problem.  In their seminal  work [16] Nesterov and 
Nemirovskii present three methods, namely a generalization  of Karmarkar's  method [10], a projective 
method, and an extension of an LP algorithm  of Ye [26]. Alizadeh  [1] independently analyzed several 
methods which have analogies in the LP literature. 
A primal--dual potential reduction method suited for the structure of linear matrix inequalities arising 
in control theory applications  was analyzed by Vandenberghe  and  Boyd in  [24].  A  general  potential 
reduction  method  for convex optimization  problems  involving  homogeneous  self-dual  cones  (which 
includes SDP) is presented by Nesterov and Todd [17]. 
Most of these methods (and some variants thereof) are described in the review paper by Vandenberghe 
and Boyd [25]. A more recent survey of potential reduction methods is given by Anstreicher in [2]; this 
latter survey focuses on the LP case but includes extensions to linear complementarity (LCP) problems 
and conic convex programming. 
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Primal--dual affine-scaling directions are not usually identified with potential reduction methods. These 
are directions which minimize the duality gap over some inscribed ellipsoid in the scaled primal--dual 
space. In a recent paper by de Klerk et al. [6], both the primal--dual affine-scaling method of Monteiro et 
al. [12] and the Dikin-type primal-dual affine-scaling method of Jansen et al. [8] were extended from LP 
to SDE These methods are both short-step methods, and therefore not suitable for implementation. 
The aim of this paper is  twofold. In the first instance it provides  a  new proof of the polynomial 
complexity of the short steps methods in [6]. This analysis links the analysis of the primal-dual affine- 
scaling methods to that of primal-dual potential reduction methods. In the second instance, the analysis 
is used to formulate implementable variants of the primal--dual affine-scaling methods as predictor- 
corrector type potential reduction methods. It is shown that the new algorithms have O(~/-fflog(1/e)) 
worst-case iteration complexity for computing e-optimal solutions.  A  numerical comparison is made 
with the Nesterov-Todd potential reduction method, as implemented by Vandenberghe and Boyd [23]. 
The new algorithms perform competitively on a set of medium sized test problems. 
Outline of this paper 
In order to keep the presentation simple, only the analysis for the primal-dual Dikin-type affine-scaling 
direction is presented. The analogous results for the classical primal-dual affine-scaling method can be 
derived in the same way, and will be listed in an appendix. 
After some preliminaries in Section 1, the centering effect of primal-dual Dikin steps is discussed in 
Section 2. The complexity analysis of the short step method is done in a potential reduction setting in 
Section 3. Longer steps via plane search of the potential function are reviewed in Section 4. Longer steps 
require some recentering afterwards, and the recentering process in described in Sections 5 and 6. The 
complexity analysis of the resulting 'predictor--corrector' type method is done in Section 7. Numerical 
results  are given in  Section 8.  An appendix  with results for the classical  primal-dual  affine-scaling 
direction follows the concluding remarks. 
1.1.  Notational conventions 
The following notation will be used in the paper: 
~.i(A):  ith largest eigenvalue of the n  x  n matrix A; 
)~max(A) =  max/Xi(A),  if Xi(A) ~ R '¢i; 
)~min(A) =  mini ~.i(A),  if ~.i(A) E ~  Vi; 
Tr(A):  trace of the matrix A = ~i ~i(A); 
A _  0:  A is symmetric positive semidefinite; 
A>-B:  A-B~O; 
IIAII  2 =  Tr(AAT) = ~i ~j A2j (Frobenius norm)  =  ~i  ~,2(A) if A symmetric; 
IIAII2 =  (~,max(ATA))  1/2 (spectral norm) =  )~max(A) if A _  0; 
p (A) =  maxi I  Li (A)I (spectral radius of A); 
to(A) =  )~max(A)/)~min(A) if )~i(A) >  0 ¥i =  condition number of A if A >- 0; 
A "-~ B:  the matrices A and B are similar; 
A 1/2 =  unique symmetric square root factor of A ~  0. E. de Klerk et al. /Applied Numerical Mathematics 29 (1999)  335-360  337 
1.2.  The semidefinite programming problem 




TIr(AiX) =  bi,  i =  1  ..... m,  X  >- O, 





~-'~yiAi-[-Z=C,  Z~O, 
i=1 
where C and the matrices Ai are symmetric n x n matrices, b, y ~ ~m and 'X ~  0' means X is symmetric 
positive semi-definite. The matrices Ai are further assumed to be linearly independent. If all matrices are 
restricted to be diagonal, then the SDP problems reduce to a primal-dual pair of LP problems in standard 
form. 
The duality gap for (P) and (D) at feasible solutions X ___ 0 and Z ~  0 is given by 
Tr(CX) -  bTy =  Tr  yiAi Jr- Z  X  -  Yi Tr(AiX)  =  Tr(XZ). 
i=1 
This shows that the duality gap is always nonnegative, since X  ___ 0 and Z  ___ 0. This is the well-known 
weak duality property. 
In LP,  if both the primal and dual problems are feasible, then both have optimal solutions and the 
associated duality gap is  zero.  In the SDP case, we need the assumption that a  strictly feasible pair 
(X >- 0,  Z  >- 0) exists to ensure the existence of an optimal primal--dual pair (X*, Z*) with zero gap 
(Tr(X*Z*) =  0) [25]. 
This assumption can be made with little loss of generality: a general primal-dual pair of SDP problems 
may be embedded in a self-dual SDP problem with nonempty interior and known strictly feasible starting 
points [5]. The solution of the embedding problem yields information on the solution status of the original 
problems: optimal solutions with zero duality gap can be detected in this way, as well as so-called strong 
infeasibility and strong unboundedness [5]. 
In pathological cases of so-called weak infeasibility or a positive duality gap at optimality (which 
cannot occur in LP), the embedding must be done with the so-called extended Lagrange Slater dual 
problems of (P) and (D). Details may be found in [4]. 
The optimality conditions for the pair of problems (P) and (D) are 
Tr(AiX)  =  bi,  i =  1  ..... m, 
m 
~yiAi  q- Z  =  C, 
i=1 
XZ=O, 
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For each/z > 0, the system of relaxed optimality conditions: 
Tr(AiX)  -~ bi,  i =  1  .....  m, 
m 
Z  yiAi -t- Z  ~- C, 
i=1 
XZ  =  lzI, 
X,Z>-O 
has a unique solution {X(/z), y(/z), Z(/x)} which gives a parametric representation of the central path as 
a function of/z [25]. 
1.3.  Symmetric primal-dual scaling 
For strictly feasible solutions X >- 0 and Z  >- 0 to (P) and (D), respectively, the scaling-matrix 
D  := Z-I/2(ZI/2XZ1/2)I/2z-I/2,  (1) 
satisfies D-1X =  Z D , or 
D-1/2XD -1/2 =  Dl/2ZD 1/2 := V. 
In other words, the matrix D may be used to scale the variables X and Z to the same symmetric positive 
definite matrix V. The matrix D  was introduced by Nesterov and Todd in [15]  and later by Sturm and 
Zhang [19] from a different perspective. Note that 
V 2 =  D-I/2XZD  1/2 ~  XZ, 
i.e., V 2 has the same eigenvalues as XZ  and is symmetric positive definite. As a consequence the duality 
gap is given by 
Tr(XZ)  =  Tr (V 2) =  II V II 2 =  ~  Z~(V). 
i 
We can similarly scale any pair of primal-dual search directions; feasible search directions (AX, Ay, 
AZ) must satisfy 
Tr(AiAX)  =  O,  i =  1  .....  m, 
m 
Z  AyiAi  +  A Z  =  0.  (2) 
i=1 
Note that AX and AZ are orthogonal, i.e., Tr(AXAZ) =  0. 
The scaled search directions are defined by 
Dx := D-1/2AXD-1/2 
and 
Dz := D1/2AZD 1/2. 
The scaled directions Dx and Dz are orthogonal by the orthogonality of AX and AZ, i.e., Tr(DxDz)  = 
0. Using (2), we obtain 
Dz := -  Z  AyiD1/2AiD U2, 
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i.e., Dz must be in the span of matrices D1/2Ai D1/2 and Dx in its orthogonal complement, i.e., 
TF(D1/2AiD1/2Dx) =0,  i =  1  ..... m. 
We say that Dx and Dz form the orthogonal decomposition of 
Dv := Dx + Dz. 
After a feasible primal-dual step AX, AZ the duality gap becomes 
Tr ((Z + •X)iZ  + AZ)) = Tr (iV + Ox)iV + Z)z)) = Tr (V 2 + Vnv), 
where we have used the linearity of the trace as well as the property Tr(AB) = Tr(BA). 
1.4.  The primal-dual Dikin ellipsoid and primal-dual affine-scaling 
The primal-dual Dikin-type affine-scaling direction is derived by minimizing the duality gap over the 
so-called primal-dual Dikin ellipsoid 
D~, := argmin{Tr (V 2 +  VDv):  HV-1/2DvV-I/2[[ 2 ~  1}.  (3) 
Dv 
The first order optimality conditions for this optimization problem are 
V + yV-1DvV -1 =0, 
×(llv-1/2OvV-1/2112- 1)=0, 
y~>0, 
from which easily follows that the optimal solution is given by 
V 3 
D~ =  O I  +  D~ --  liE 211"  (4) 
The transformation back to the unscaled space is done by pre- and postmultiplying (4) by D 1/2 to obtain 
-XZX 
AX + DAZD =  (TFiXZ)2)I/2.  (5) 
The Dikin-type primal-dual  affine-scaling  direction is obtained by  solving (5)  subject to the condi- 
tions (2). 
The classical primal-dual affine-scaling direction is derived by minimizing the duality gap over a 
sphere: 
D~ :=argminov{Tr(V 2 + VOv):  [Iv- /2OvV-1/=[12  2  1}.  (6) 
Note that II V-I/2DvV-~/2112 ~< 1 is equivalent to 
I  >- V-1/2DvV -1/2 >- --I 
or, V + Dv >- 0 and V -  Dv >- O. This in turn implies 
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or  [IDvl[  e  ~<  IIVII 2  (spherical  constraint).  It  is  straightforward  to  show  that  D~  =  -V  (see  [6]). 
Premultiplying and postmultiplying D~ =  -V  by D 1/2 as before, one obtains 
AX  +  DAZD  =  -X.  (7) 
The solution of this equation subject to conditions  (2) yields the classical primal-dual  affine-scaling 
direction. 
The generic short-step primal-dual affine-scaling algorithm can now be stated. 
Generic short step primal-dual affine-scaling algorithm 
Input: a strictly feasible pair (X  °, Z°); 
Parameters 
A parameter ro >  1 such that x(X°Z °) <~ Zo; 
An accuracy parameter e >  0; 
L := ln(Tr(X°S°)/e); 
ot := 1/(~ro)  (Dikin-type steps); 
o~ := 1/(nLro)  (classical affine-scaling steps); 
begin 
X := X°; Z := Z°; 
while Tr(XZ)  >  e do 
Compute AX, AZ from (5) and (2) (Dikin-type steps) 
or from (7) and (2) (classical affine-scaling steps); 
X := X +t~AX; 
Z := Z +  otAZ; 
end 
end. 
It is  shown in  [6]  that this  algorithm has a  worst-case complexity of O(r0nL)  for the Dikin-type 
direction and O(r0nL 2) for the classical primal--dual affine-scaling direction. 
In what follows,  only the  analysis  of the Dikin-type primal--dual  affine-scaling direction  will be 
presented. 1  The analogous results for the classical primal-dual  affine-scaling direction are listed in 
Appendix A, 
A note on the primal-dual  Dikin ellipsoid 
There is  some inconsistency in  the literature concerning the definition of the primal-dual  Dikin 
ellipsoid. In the paper by Nemirovskii and Gahinet [14] it is defined as 
IIx-l/2Axx-1/2112  +  IIz-l/2zxzz-I/2112  <. 1, 
which is the same as 
I[v-1/2OxV-~/zlL 2 +  Ilv-l/2OzV-'/2112  <, 1. 
l The terms 'Dikin-type  direction' and 'primal-dual Dikin step' will also be used, for short. E. de Klerk et al. /Applied Numerical Mathematics 29 (1999) 335-360  341 
The relation between this ellipsoid and the primal-dual Dikin ellipsoid is shown in the following lemma. 
Lemma 1.1.  Let Dv = Dx + Dz with Dx and Dz orthogonal. For 
eD := [[V-V2DvV-V2[[ 2  and  ENG "=  [[v-1/2OxV-~/2[12 + Ilv-~/2ozv  l/2112 
one has 
1 
K(V2)ED ~  ~'NG ~  K(V2)eD • 
Proof.  In the proof we will repeatedly use the easily proven inequality 
Tr(AB) ~<)~ma~(A)Tr(B),  forA,B _0, 
which is equivalent to the well-known inequality 2 
IIABII ~< IIAII211BII,  for A,B ~]~n×n. 
One has that 
~NG  =  II V-1/2 Ox v-I/2ll ~ +  II v-~/= Oz v-1/~-II ~ 
=Tr (V-1DxV-1Dx + V-1DzV-1Dz) 
<~ )~max(V-2) Tr(D2 + D 2) 
1 
--  IlOvll  2 
~.min  (V 2  ) 
~'max(V2) liE -'/2ov V-'/2 II  2 
~.min  (V 2  ) 
=  K (V2)eD, 
where we have used (8) and (9) successively, as well as the orthogonality of Dx and Dz. Conversely, 
~D =  II v-1/2DV v-~/:fl: =  ~  (v -~ Dv v -1D~) 
~.max(V-2) Tr(O 2) 
1 
-- ~,min(g2) Tr ( D2 -q- D 2) 
1  ~max(W2) 'rig (V-  DxV-'Dx  +  V-1DzV-1Dz) 
~<~ ~min(g 2) 
=K(v2)(llv-'/2OxW-1/211 z + Ilv-'/2OzV-1/21l 2) 
=  ~ (V2)eNG. 
The result follows.  [] 
(8) 
(9) 
2 The equivalence follows by replacing A by AA  T and B by BB  T in (8). 342  E. de Klerk et al. / Applied Numerical Mathematics 29 (1999) 335-360 
2.  The centering effect of primal--dual Dikin steps 
The ratio 
~-max(XZ)  ~.max  (W 2  ) 
x(XZ) .--  (10) 
~,min (XZ)  ~,min (V 2  ) 
not only relates the two ellipsoids in Lemma 1.1, but is also a measure of centrality. One has x (XZ) >>. 1 
for all feasible pairs (X, Z) with equality on the central path only. 
Sufficiently  short  primal-dual  Dikin  steps  have  the  feature  that  proximity  to  the  central  path  is 
maintained, in terms of x  [6].  In particular,  if K(XZ) <<. r0 holds for the starting solution, it holds for 
all iterates thereafter. 
To gain a better understanding of this centering effect, we turn to a related 'centrality function': 
1  n  (  /n)~i:  1 )~i(XZ) 
q/(X, Z) := n log  n  =  -  logdet(XZ) +nlogTr(XZ)  -  n logn. 
(Ui=I •i(XZ))  1In 
The function  q/  is  therefore  determined by  the ratio  of the  arithmetic  and  geometric means  of the 
eigenvalues of XZ.  By the arithmetic-geometric mean inequality,  ¢  is always  nonnegative and zero 
if and only if the pair  (X, Z)  is centered. The following inequalities  show that x  and  !//  are closely 
related: 3 
logK-21og2  ~< q~(x, Z) ~< (n-  1)logx. 
The primal--dual Dikin direction is always a descent direction for 9. 
(11) 
Lemma 2.1.  The directional derivative of q/along the primal-dual Dikin step direction satisfies 
Tr (VxC'(X, Z)AX) +  ~  (Vz~'(X, Z)AZ) ~< 0 
with equality holding on the central path only. 
Proof.  Using 
n  n 
Vx~(X, z) = -x -1 + Zr(xz------~z,__  VzC'(x,  z)  =  -z  -1 +  .  .  ~---Tk--~ x, 
it follows that the directional derivative is given by 
Substituting the primal-dual  Dikin direction Dv =  -  V3/II V 2 II yields 
(  -nV4  V 2  )  IlVl]2(l_  IlV2l[2"~ 
Tr(Vxq,(X,Z)AX+Vzq,(X,Z)AZ)=Tr  iiV21111Vl12  +  II---V~  --  liE211  nll--V~)" 
3 The inequalities  in (11) will not be used in this paper; the intention here is only to show that x is bounded in terms of q~. For 
a proof of (11) and extended discussion of the function ~P the reader is referred to [7], where other bounds are also given. E. de Klerk et al./ Applied Numerical Mathematics 29 (1999) 335-360  343 
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Fig. 1. The centering effect of primal-dual Dikin steps, seen from iterates of the short step algorithm. The dashed 
line corresponds to the central path. 
The right-hand side expression is always nonpositive by the inequality 
iivit 2   llv211  (12) 
(which follows from the Cauchy-Schwartz inequality).  Equality holds in (12) if and only if V =/zI  for 
some/z >  0, i.e., if and only if X  and Z  are on the central path.  [] 
It  is  therefore  clear  that  the  primal-dual  Dikin  step  direction  has  a  centering  component  (if  a 
sufficiently short step length is used). 
Example 2.1.  The centering effect is clearly visible in Fig.  1, for the small example with data 
A1 =  -1  1  ,  A2 =  4 
3  1  2  2 
and with feasible starting solution 
7010,1  X °=  0.1  1.5  0.08  ,  Z °= 
0.1  0.08  1.5 
42]  [ 131 
2  -1  ,  A3 =  6  4  , 
-1  1  4  -2 
o00   o] 
0.005  0.95 
0  0  1.5 
The minimum and maximum eigenvalues  of XZ  are plotted at successive  iterations  for the short step 
primal--dual Dikin method. In this figure the central path corresponds to the diagonal where largest and 
smallest eigenvalues are equal. 
3.  Complexity analysis in a potential reduction framework 
The idea of potential reduction methods is to reduce a potential  function by an absolute constant at 
each iteration. This ensures a polynomial bound on the total iteration count. The so-called Tanabe-Todd- 344  E. de Klerk et al. / Applied Numerical Mathematics 29 (1999) 335-360 
Ye potential function [20,22]  is obtained by adding an additional  'duality gap' term to the 'centrality' 
function q-': 
49(X, Z):= vx/-nlogTr(XZ) + qJ(X, Z) = (n + vx/-ff) logTr(XZ) -  log det(XZ) -  n logn, 
where v ~> 1 determines the relative  'weight'  given to the duality gap term. The duality gap Tr(XZ) 
tends to zero as 49 tends to minus infinity. In particular, one has 
(49(x,z)  
Tr(XZ) <~ exp \  vCff  J" 
If the potential function is decreased by an absolute constant Cred (independent of n) at each iteration, 
then at most 
[ vx/-ff l°g(1/e)-+ qJ(X°'Z°) 1  (13) 
Cred 
steps are needed to satisfy the convergence condition Tr(XZ) <~ e Tr(X°Z°), where  (X °, Z °)  are the 
starting solutions (for a proof, see, e.g., [24]). 
It was already shown in Lemma 2.1 that the primal-dual Dikin step direction is a descent direction for 
the 'centrality' function qz. It is therefore not surprising that it is also a descent direction for 49. 
Lemma 3.1.  The  directional  derivative  of 49  with  respect  to  the primal--dual  Dikin  step  direction 
(AX, AZ) satisfies 
Tr (Vx49(X, Z)AX) + Tr (Vz49(X, Z)AZ) ~ -v. 
Proof.  We only need to consider the directional derivative of the first term of 49, i.e., v~v/-fflog  Tr(XZ), 
as the directional derivative with respect to qJ is nonpositive, and 
49(X, Z) =  wv/-fflogTr(XZ) + qJ(x, Z). 
The directional derivative of vx/rfflog Tr(XZ) is given by 
vx/nl'r(Vx[logTr(XZ)]AX  + Vz[logTr(XZ)]AZ)-  vx/'ff  ~(xz~ (Tr(ZAX + XAZ)) 
--  Tr(VDv).  Tr(XZ) 
Using Dv =  -  V 3  /II v 2 II and simplifying yields 
Tr (Vx Iv x/-ff  log Tr(XZ)] AX +  Vz [vx/rfflog Tr(XZ)] AZ)  ,-  II V 2  It  -~ --v~/n ~  ~  --v, 
where the inequality follows from 
ilvll 2 < 11v211.  [] 
We now show that a primal--dual Dikin step of length 1/(ro~/~) reduces 49 by a constant if v =  r0~/-n. 
This leads to the same O(r0n) worst-case iteration bound as was established in [6]. E. de Klerk et al. /Applied Numerical Mathematics 29 (1999) 335-360  345 
Lemma 3.2.  Let ot := 1/(r0v/-ff). A primal-dual Dikin step of length ot reduces the potential function 49 
by at least 
1) 
49(X, Z) -  49(X +  otAX, Z + c~AZ)/> --  -  0.5208. 
T0,/; 
Proof.  By the definition of the potential function one has 
a49 := 49(x, z) -  49(x +  aaX,  z  +  a /xz) 
=  (n +  v~/n) log  Tr(XZ) + ot Tr(XAZ +  ZAX) 
[det(X +  otAX)  [det(Z + otAZ)] 
+ log L  d~ X  I + log l  d~ Z  J 
[  IIVlI2  J 
=  (n +  vv/-n)log  ilVllZ  +~Tr(gDv)ll 
+ log ( det (X -1 ) det[X + c~AX]) +  log ( det (Z-') det[Z +  ~AZ]) 
[  IlVll~-  ] 
=  (n +  v~/~)log  II vii 2- --~lg211  +  logdet [I +  olX-lAX]  + logdet [I + otZ-IAZ], 
where we have used Dv = -V3/II v  2 II as before. To proceed, the following inequality is needed (for a 
proof, see, e.g., [18]): 
n  n 
~-~log(l+xi)>~F_,xi-~(-Ilxll),  Vx~R",  Ilxll  <  1, 
i=l  i=1 
where 
~r(t) := t -  log(1 +  t),  t >  -1 ~ It~  (14) 
(see Fig. 2). The above inequality can be applied to the eigenvalues of X -l AX and Z -J AZ, to obtain 
the inequality 
log det [I +aX -1 AX] +  log det II +otZ -I AZ] >~ Tr(X -1 AX +  Z -l AZ) +  ~p (or E~/TN--G), 
where 
ENG :=  [IX-I/2AXX-'/211 ~ + IIz-t/2Azz-'/~-II  L 
The quantity eNG already appeared in Lemma 1.1 where it was shown to be bounded by eNC ~< tc (XZ)eD. 
The primal-dual Dikin direction satisfies Co ~< 1 by definition, and therefore eNC ~< x(XZ). 
Substitution of this inequality yields the relation 
A49 ~> (n +  vv/-ff) log [/I W  I1-11 
V II 5  ]  -~lv2li j  +,~Tr (x-' Ax + z-' Az) -  ~(-,~~) 
=  (n +  vx/-ff) log [1  1  ] 
_~llV211/llV]12 ] +ot Tr(V-l Ov) -  ~(-ot~  ). 
Using Dv = -Va/lIV211  and IIVll 2 ~< ~lIV2ll,  one has 









-0.5  0  0.5  1  1.5 
Fig. 2. Graph of the function ap(t) = t -  log(1 + t). 
Using the well-known inequality -  log(1 -  x)/> x this becomes 
a~ >~ va -  ak(-c~~).  (15) 
We now substitute the short step length ot =  1/(r0v/~). This step length maintains the proximity relation 
x(XZ) <<. ro and is always feasible (for a proof, see [6]). This substitution yields 
>i  -  * 
Since r0/> 1 and n ~> 2 it follows that 
+( 
This completes the proof.  [] 
Corollary 3.1.  Ifv =  rov/-~ then A~ ~> 0.47. 
The polynomial complexity of the  short-step  primal-dual  Dikin method now  follows  from (13). 
Formally we have the following theorem. 
Theorem 3.1.  The primal~dual Dikin short-step algorithm requires at most 
I 
ronlog(1/e)+ q/(X°, Z°) ] 
o.47 
iterations to compute a strictly feasible pair (X*, Z*) satisfying Tr(X*Z*)  <<. e Tr(X°Z°),  if the initial 
(strictly feasible) pair (X  °, Z °) satisfies x (X°Z °) <<. Zo. 
Remark.  The complexity result of Theorem 3.1 has not previously been derived for the special LP case 
in the way presented here. A different way of obtaining the O(r0n) bound for the LP case may be found 
in [8]. E. de Klerk et al. /Applied Numerical Mathematics 29 (1999) 335-360 
4.  Longer steps via plane searches of the potential 
347 
The short step length which was used in the analysis in the previous section, namely 
1 
ot-- 
guarantees  both the feasibility and centrality conditions  at each step. In practice it is desirable to take 
much longer steps, though.  Moreover, different step lengths can be used in the primal and dual spaces. 
Once the primal--dual Dikin step direction  (AX, AZ) has been computed, step length parameters  must 
therefore be chosen. To find feasible primal and dual step lengths one must find c~, fl such that 
X(a) =  X  +  aAX  ~- O,  Z(fl) =  Z  +  flAZ  ~- O. 
This  step length selection may be done by performing  a plane search on the potential function q~. We 
briefly review this plane search procedure. 4 
The intervals  for feasible step lengths  in both the  AX and  AZ directions  are calculated  first.  This 
is  done  by computing  the  eigenvalues  of X-1/2AXX -1/2  and  Z-V2AZZ  -1/2,  i.e.,  the  generalized 
eigenvalues of the pairs (X, AX) and (Z, AZ). One has 
{  -1  } 
Otmi  n ~--- max  i=l  .....  n  ~.i(X-I/2AXX-1/2)  ~'i(X-I/2AXX-1/2)  > 0  , 
Otma  x ~---  min  i=1 .....  n  ~.i(X-1/2AXX-1/2)  )~i(X-1/2AXX-I/2)  <0  , 
{  _1  ) 
flmin ~--"  max  i=1 ..... n  )~i(Z-1/2AZZ-1/2)  )~i(Z-I/2AZZ-1/2)  >  0  , 
flmax ~--"  min  i=1 .....  n  ~.i(Z-1/2-AZZ-1/2)  ~i(Z-1/2AZZ-1/2)  <0  . 
Once  these  eigenvalues  are  known,  the  plane  search  reduces  to  the  two  dimensional  minimization 
problem: find (or*, fl*) which minimize 
f(ot, t) := dp(X + otAX, Z  + flAZ) 
=  (n +  v~/~) log(Tr(XZ) +  c~ Tr(CAX)  -  flbXAy) 
n  n 
-  Zlog  [1 +  otXi(X-1/2AXX-1/2)]  -  Zlog  [1 + t~)~i(z-l/2aZZ-1/2)]. 
i=1  i=1 
The function  f  is quasiconvex and has a unique minimizer  in the feasible rectangle Otmi  n ~  Ot ~  amax, 
/~min ~  ~ ~  flmax. An important observation is that the evaluation of f(c~, fl), Vf(ct, t)  and V2f(a, t) 
can be done in O(n) operations, which means that the plane search can be done efficiently. 
4 For more details on all aspects of the plane search procedure see [25], and the references therein. 348  E. de Klerk et al. / Applied Numerical Mathematics 29 (1999) 335-360 
5.  Improved complexity via centering steps 
In the case of the primal-dual Dikin step direction, the step lengths obtained from a plane search may 
cause a loss of centrality. In order to guarantee that a potential reduction is always possible, all iterates 
(X, Z) must lie in some cone K(XZ) ~< r0 around the central path. 
The obvious solution is to restore 'sufficient centrality' after the primal-dual Dikin step. This means 
that some centering steps are needed after each primal-dual Dikin step. This gives the resulting algorithm 
a 'predictor-corrector' nature. 
The centering steps actually improve the worst case iteration complexity, since the primal-dual Dikin 
steps are no longer restricted to yield iterates inside a centrality cone. This means that the analysis can be 
done using longer steps. The step length ot =  1/(r0~,/-n)  was used in Lemma 3.2 to derive a bound on the 
potential reduction A~b. This step length guarantees that x(XZ) <<. r0 will hold for all iterates. If we are 
only interested in taking feasible steps without maintaining centrality, this step length can be increased 
to ot =  1/K(v/-~--~, as will now be proved. 
Lemma 5.1.  Let (X, Z) be the current strictly feasible iterates. A primal-dual Dikin step (X + otAX, 




Proof.  The key observation for the proof is that primal-dual steps satisfying 
:= IIx-'/2AXX-1/mll2 + IIz-'/:Azz-'/:II  2 <. 1, 
are feasible. 5 By definition primal--dual Dikin steps satisfy 
:= IIv-1/ OvV-l/2ll  2  1, 
and by Lemma 1.1 we have eNG ~< x(XZ)eD. The proof follows.  [] 
We proceed to bound the reduction of the potential for the step length a  := 1/(2~/K (XZ)). 
Lemma 5.2.  Let ot :=  1/(2 K(~/-k--(X--~). A  primal-dual  Dikin  step  of length  ~  reduces  the potential 
function ¢ by at least 
p 
A¢:=¢(X,Z)-¢(X+aAX,  2  ¢'(-½)" 
Proof.  By the proof of Lemma 3.2 (Eq. (15)) one has 
Substitution  of the step length ot := 1/(2 K(~--~)  completes the proof.  [] 
5 The proof is straightforward and can be found in [14]. E. de Klerk et al. /Applied Numerical Mathematics 29 (1999) 335-360  349 
Corollary 5.1.  If v =  2~  and the current iterates satisfy x(XZ)  <~ r0, then Acp/> 0.8. 
Note that we no longer require v =  O(v"n) in order to guarantee the potential reduction. This implies 
the improved complexity via (13), provided that the centering steps also reduce the potential function 
~b(X, Z) =  2 rv/~-fflog Tr(XZ) +  q~(x, Z)  (16) 
by an absolute constant. It is proved in the next section that the centering steps do indeed give such a 
potential reduction. 
6.  The centering phase 
Assume that (X, Z) have resulted from a 'long' primal--dual Dildn step and is 'badly centered', in the 
sense that x(XZ) >  v0. A centering step is now taken by solving 
½(VDv +  DvV)  =  IzI -  g 2,  (17) 
where/.t =  Tr(VZ)/n :  'I~(XZ)/n.  The unique solution is given by 
Dv =  I.tV -1 -  V.  (18) 
In terms of X  and Z this becomes 
AX  +  DAZD  =  #X -1  -  Z.  (19) 
The duality gap is constant along this direction, if the same step length is used in the  AX  and  AZ 
directions: 
Tr(X -~- aAX)(Z  -~- ogAZ) =  Tr (V 2 -~- otVDv) 
=  Tr(V 2) +  cg Tr (/.tI -  V 2) 
=  ~  (V~)+ ~ (~)~(1)-  ~  (V~/) 
= Xr (v 2) =  xr(xz). 
Let us investigate the effect of this step on our potential 
cp(X, Z) =  (n +  vx/'n) logTr(XZ) -  log det(XZ) -  n logn. 
Since the duality gap will remain constant we need only consider the effect on the second term, i.e., 
A0 =  log det ((X +  otAX)(Z +  cgAZ)) -  logdet(XZ). 
We show that 0  can be reduced by an absolute constant along the centering direction if the current iterates 
lie outside the centrality cone. The reduction will be given in terms of the following centrality measure: 
S:=  ~r~V-l  1  V 
' 
introduced by Jiang  in  [9]  and  further investigated by de  Klerk et  al.  in  [3].  Only the case  where 
#  =  Tr(XZ)/n  is of interest here. In this case 8 is a  special case of a centrality measure introduced 
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We need to relate the centrality measures 8 and x. To this end, we use the following result from Jiang 
[9]: 
Lemma 6.1.  One has 
max{p(x/-~V-l),P(-7--~tzV)}<-..l(8+V/-4+82 ), 
where p denotes the spectral radius. 
The lemma implies that 
I 8x/4+ 8 2  ~,/rF(2-Z-) ~  [½ (8 --~- ~)  ] 2 ~--- 1 82 --~- ~  +1.  (20) 
Loosely speaking, if tc (X Z) is 'large', then so is 8. The following lemma is used to show that the potential 
can be reduced by a constant if x (XZ) is 'large enough'. 
Lemma 6.2.  The potential cb can be decreased along the centering direction  (18) by at least 
where the function 7t is defined in (14), and 
28 
~.~ 
8+ 44TT-a 2 
Proof.  From the proof of Lemma 3.2 one has 
Ac~ >~ otTr (V-1Dv) + 7t (o~ evce-~),  (213 
where eNG was defined by 
eSG := IIx-I/2AXX-1/2I[ 2 .-~ I[Z-1/2AZZ-1/2112. 
Substituting the centering direction Dv from (18) into (21) yields 
A~>~a~(V-'(~V-'-V))-~,(-~  ~V~) 
2 
2 
,v  - 
= a2  _ 
where we have used tx =  Tr(V2)/n and the definition of 8. The function 
f(a):=~82-~(-~  ~,/~) 
has a maximizer oe* =  1/e~/-g~ -  1/(8 a +  eV'-g-~  ) which yields 
A4~ )  f(oe*)= (82/~,,/-gN--G) --log (1 +  82/e~-~--G) =  ~(82/~/~-O). E. de Klerk  et al. / Applied Numerical Mathematics 29 (1999) 335-360  351 
This  inequality  will  still  hold  if 82/~/-g~  is  replaced  by a  smaller  value,  since  ~  is  monotonically 
increasing on the positive real line (see Fig. 2). Jiang [9] shows that 
28 
>  8 + 4,/a-4T 
One therefore has that 
A¢ > ?(8), 
which completes the proof.  [] 
As a corollary we fix a value r0 =  10 and show that the centering step always reduces the potential by 
an absolute constant if x(XZ) >1 to. 
Corollary 6.1.  Ifx(XZ)  >/10 then A~b >  0.16. 
Proof.  From inequality (20) one has that if x(XZ) >, 10 then 8 >  1.21. Using this value in the above 
lemma yields the result.  [] 
7.  The new potential reduction algorithm 
We  are  now  in  a  position  to  state  the  potential  reduction  version  of the  primal-dual  Dikin  step 
method. Centering steps are taking while K  (XZ) ~  r0, otherwise a primal-dual Dikin-type step is used. 6 
The resulting  algorithm  is reminiscent  of Mizuno-Todd-Ye  [11]  predictor-corrector  algorithms.  The 
difference is that long steps may be taken here, and more than one centering  step may be necessary at 
each iteration. For this reason we will refer to the algorithms as long step predictor-corrector methods. 
Generic long step predictor-corrector algorithm 
Input: A strictly feasible pair (X  °, Z°); 
Parameters 
A centering parameter r0 >  1; 
An accuracy parameter e >  0; 
A potential function parameter v >  1 (default v =  2ff~); 
begin 
X := X°; Z := Z°; 
while Tr(XZ) >  e  do 
ifx(XZ) ~< r0  do (Predictor step) 
Compute AX, AZ from (5) and (2) (Dikin-type steps) 
or from (7) and (2) (classical affine-scaling steps); 
Find (c~,/5) =  argmin  ~b(X +  otAX, Z +/SAZ); 
X  := X  +otAX; 
Z  := Z  + flAZ; 
6 Alternatively, primal-dual affine-scaling steps may be used for the 'predictor steps'. The relevant analysis may be found in 
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else if x (XZ) > r0  do (Centering phase) 
Compute AX, AZ from (19) and (2); 
Find ot = argmin ~b(X + otAX, Z + otAZ); 
X := X +otAX; 




Each step of this algorithm reduces the potential function ~b in (16) by an absolute constant (at least 
0.16) by Corollaries 5.1 and 6.1. This yields the following worst case iteration bound, by (13). 
Theorem 7.1.  The long step predictor-corrector algorithm  using Dikin-type predictor steps requires at 
most 
2~/~-~-fflog(1/e)+qJ(X°,Z°)] 
iterations to compute a strictly feasible pair (X*, Z*) satisfying Tr(X*Z*) <~ e Tr(X°Z°). 
Loosely speaking,  we have convergence in O(~log(1/e)) iterations,  provided that the initial pair 
(X  °, Z °) is sufficiently centered. 
Example 7.1.  An illustration of the algorithm is given in Fig. 3, for the problem defined as in Example 
2.1, but with the feasible starting solutions 
[  1  0.1  00~3  ]  [1.i55  0.005  ~  ] 
X °--  0.1  3  8  ,  Z °=  0.95  . 
0.3  0.8  0  1.1 
The primal-dual Dikin steps are marked as 'predictor steps', and the centering steps as 'corrector steps'. 
Centering steps are taken if x(XZ) >  10. 
For the problems below, the centering line search is replaced by a plane search of q-'. This is simply 
the plane search described in Section 4 with v = 0. This results in faster centering than with equal step 
lengths. The centering step obtained in this way is accepted if it yields a sufficient decrease in ~b. 
8.  Computational results 
In this section the two new potential reduction methods are tested. In other words, for the first method 
the predictor step is via the Dikin-type direction, and for the second method the classical primal-dual 
affine-scaling  direction is used. The new methods are compared to the well-known potential reduction 
method of Nesterov and Todd [171, as implemented  by Vandenberghe and Boyd [23]. This method uses 
the search direction 
AX + DAZD = -~X -1 -- Z,  (22) E. de Klerk et al. /Applied Numerical Mathematics 29 (1999) 335-360  353 
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Fig. 3. Iterates of the primal-dual Dikin potential reduction algorithm. The dashed line corresponds to the central 
path. The solid line marks the boundary of the centrality cone x(XZ) <<. 10. 
where 
"n-(xz) 
--  (23) 
n +  v.,/-ff" 
Nesterov and Todd [17] show that the potential 4) can always be reduced along this direction by at least 
A~b ~> 0.24. 
Note that Eqs.  (5) and (7) (which are satisfied by the search directions of the new algorithms)  only 
differ from (22) in terms of the fight hand side. The implementations of the new methods could therefore 
be  done  by  adapting  the  C-code  by  Vandenberghe  and  Boyd  [23].  This  means  that  the  calculation 
procedure for the search directions is exactly as described in [23, Section 5]: 
(1)  Perform the generalized eigenvalue decomposition 
XZL =  L V 2, 
where V 2 is diagonal and has the eigenvalues of XZ as diagonal elements. 
(2)  Normalize  L  such  that  LTZL  =  V.  (One  now has  a  factorization  of the  scaling  matrix,  i.e., 
D =  LTL.) 
(3)  Find Ay by solving the least square  system 
Ay =  argmin  y el~m  rhs +  L ( ~=l yi ai )  L T 
where rhs  is determined  by  the  search  direction:  rhs =  -V  for classical  affine-scaling,  rhs = 
-V3/IVII 2 for the Dikin-step  direction, rhs =  (Tr(V2)/n)V -1 -  V  for the centering  direction, 
and rhs =  ~V -t -  V for the NT algorithm (see (22) and (23)). 354  E. de Klerk et al. /Applied Numerical Mathematics 29 (1999) 335-360 
(4)  Set AZ =  -  ~n  I AyiA i and 
AX =  L T (rhs -  L AZL T) L. 
Almost identical amounts of work are therefore done per iteration by the three different methods. 7 For 
this reason, only the respective iteration  counts (necessary to reduce the initial duality gap by a factor 
10  -8 ) are compared. 
Three well-known classes of test problems are used, namely educational testing problems, matrix norm 
minimization problems, and logarithmic Chebyshev approximation.  A more detailed discussion of these 
problems than given here may be found in [25]. 
The  new  methods  are used  with  the  default  settings  v =  10  and  r0 =  10  except where  indicated 
differently. The algorithm  of Nesterov and Todd (NT) employs different settings for v for the different 
problem classes as supplied with the software of Vandenberghe  and Boyd [23]. These values of v  are 
therefore  'optimized'  (to some degree) for the test problems considered here.  The relevant values are 
listed in the tables below. 
Random matrices (with entries uniformly distributed between zero and one) are used to generate the 
test problems. 
The educational testing problem 
This class of problems take the form 
max e T  y 
subject to 
A -  diag(y) >- 0,  y >~ 0, 
where e is the all-one vector and A ___ 0. This is a SDP problem with m =  n =  2 dim(A). 
In Table 1 the average iteration counts of the three methods are compared for five sets of 15 random 
problems each. The matrix A is generated via A  = A + p(A)I,  where A is a random symmetric matrix. 
The algorithm using classical primal-dual  affine-scaling predictor steps gives the best results, followed 
by the method using Dikin-type predictor steps. 
In Table 2 the matrix A >- 0 is generated in a different way, namely A =  A A T where A  is a random 
square matrix. The ordering of performance is the same as for Table 1 although the difference is smaller. 
Following Todd et al.  [21], the experiment is also done with A =  AA  T where A  is a  square Toeplitz 
matrix with random first row and column. The results are shown in Table 3. For larger problems the new 
methods are again superior. 
Matrix norm minimization 
The problem here is to minimize the 2-norm (maximum eigenvalue norm) of an affine combination of 
(p x  q) matrices: 
k 
minllZ(y)l] 2,  a(y):----a0+~yiai, 
Y  i=1 
7 Search directions which are determined by Eq. (22) (or with a different right-hand side) can be computed in mn 3 + ½m2n  2 + 
O(max{m, n}  3) flops (see, e.g., [13]). E. de Klerk et al. /Applied Numerical Mathematics 29 (1999) 335-360 
Table 1 
Average iteration counts for the Nesterov-Todd (NT) and the new methods on educational testing 
problems with random data A =  A +  p(A)I, where A is a random symmetric matrix 
355 
(n, m)  (100, 50)  (120, 60)  (140, 70)  (160, 80)  (180, 90) 
NT (v =  100)  24.1  24.3  24.4  23.5  24.4 
Primal-dual affine-scaling (v =  10)  18.5  18.1  20.1  19.1  19.1 
Dikin-type (v =  10)  19.4  20.1  21.2  21.1  21.6 
Table 2 
Average iteration counts for the Nesterov-Todd (NT) and new methods on educational testing 
problems with random data A =  ~T,  where A is a random square matrix 
(n, m)  (100, 50)  (120, 60)  (140, 70)  (160, 80)  (180, 90) 
NT (v =  100)  32.9  34.9  42.9  42.2  44.0 
Primal-dual affine-scaling (v =  10)  30.7  32.5  33.2  38.5  39.8 
Dikin-type (v =  10)  33.2  35.4  37.4  40.2  41.6 
Table 3 
Average iteration counts for the Nesterov-Todd (NT) and the new methods on educational testing 
problems with data A =  A ~T, where A  is a square Toeplitz matrix with random first row and 
column 
(n, m)  (100, 50)  (120, 60)  (140, 70)  (160, 80)  (180, 90) 
NT (v =  100)  29.5  34.2  42.7  41.8  44.8 
Primal-dual affine-scaling (v =  10)  29.9  32.1  37.6  37.2  39.7 
Dikin-type (v =  10)  32.1  34.7  38.1  40.0  41.9 
which is equivalent to 
mint 
subject to 
tI  A(y)] 
a(y) T  tl  J  >- 0 
which is an SDP problem of dimension n =  p  +  q  and m =  k +  1. 
The primal-dual  Dikin  method is implemented here with  v =  1,  i.e., less  weight is  placed on the 
'duality gap term' of the potential 4~. The consequence is that fewer centering steps are taken, i.e., mostly 
primal--dual Dikin steps are taken. 
The Nesterov-Todd method performs slightly better on the problems with random data, as seen from 
Table 4. Note however that all three methods require fewer than 15 iterations for convergence in all cases, 
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Table 4 
Average iteration counts for the Nesterov-Todd (NT) and primal-dual Dikin step (Dikin) methods 
on matrix norm minimization problems with random data 
(n, m)  (100, 25)  (120, 25)  (140, 25)  (160, 25)  (180, 25) 
NT (v =  20)  11.9  12.5  12.3  13.3  12.9 
Primal-dual affine-scaling (v =  10)  13.1  14.0  13.5  14.2  13.8 
Dikin-type (v =  1)  13.6  14.1  13.3  13.5  13.5 
Table 5 
Average iteration counts for the  Nesterov-Todd (NT)  and the  new methods on matrix norm 
minimization problems with Toeplitz structured data 
(n, m)  (100, 25)  (120, 25)  (140, 25)  (160, 25)  (180, 25) 
NT (v =  20)  14.9  15.8  15.6  16.5  18.6 
Primal-dual affine-scaling (v =  10)  18.2  18.7  18.7  17.8  18.9 
Dikin-type (v =  1)  17.6  17.7  18.1  18.2  18.6 
For problems  with Toeplitz  structured  data,  the  new  methods  come into  their  own for the  larger 
problems.  For the  matrix norm minimization methods there  is therefore little to choose between the 
three methods. 
Logarithmic  Chebyshev  approximation 
The problem is that of approximating the solution of Ax  =  b  if the units of b  are on a  logarithmic 
scale. Given data A =  [al ..... ap]T ~ ~p×k  and b  ~  ]~P, the problem becomes 
min  max  ] log aT  x  -- log bi[ 
x  i=1 ..... p 
which is equivalent to 
rain{t:  1/t <~ aTi x/bi  <<, t,  i  =  1 .....  p) 
which in turn is equivalent to 
min t 
subject to  [ a xJbi071  0  aTix/bi  ~0,  i  =  1 .....  p, 
0  1 
which is an SDP problem of dimension n =  3p, m =  k +  1. 
The results  are  shown for problems  with random data in Table  6.  Here  the NT  method performs 
significantly better, requiring four to five fewer iterations on average in most cases. 
The results for Toeplitz structured data are similar, as seen from Table 7. E. de Klerk et al. / Applied Numerical Mathematics 29 (1999) 335-360 
Table 6 
Average iteration counts for the Nesterov-Todd (NT) and the new methods on logarithmic  Chebyshev 
approximation  problems with random data 
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(n,m)  (240, 121)  (300, 151)  (360, 181)  (420, 211)  (480, 241) 
NT (v =  20)  17.3  18.6  18.9  20.5  21.0 
Primal-dual affine-scaling (v =  10)  22.5  22.6  23.6  24.7  25.3 
Dikin-type (v =  1)  21.2  21.7  23.1  23.6  24.4 
Table 7 
Average iteration counts for the Nesterov-Todd (NT) and the new methods on logarithmic  Chebyshev 
approximation  problems with Toeplitz structured data 
(n,m)  (240, 121)  (300, 151)  (360, 181)  (420, 211)  (480, 241) 
NT (v = 20)  16.9  20.7  21.1  20.7  20.3 
Primal-dual affine-scaling  (v =  10)  22.0  22.9  24.0  25.1  24.8 
Dikin-type (v =  1)  20.5  21.9  23.6  24.4  24.4 
9.  Conclusion 
Primal-dual  affine-scaling  methods were analyzed in a potential reduction framework.  This yielded 
new proofs of the polynomial worst-case iteration bounds of the short step algorithms,  as well as insight 
into the centering  effect of primal-dual  Dikin  steps. Moreover, the analysis  suggested implementable 
variants  of the algorithms,  which function like  'long  step'  predictor-corrector  methods.  In numerical 
trails  on  medium  sized  problems,  the  new  methods  are  competitive  with  the  well-known  potential 
reduction method of Nesterov and Todd. 
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Appendix A. Results for the classical primal-dual affine-scaling direction 
This appendix  contains  the results  where the primal-dual  Dikin  step direction  Dv =  -V3/II V 211 is 
replaced by the classical primal-dual affine-scaling direction Dv =  -V  in the above analysis. 
Lemma A.1  (Reduction of the potential). Let (X, Z) be the current iterates and (AX, AZ) the classical 
primal-dual affine-scaling  directions at (X, Z). A  step  (X d- otAX, Z +  otAZ) reduces the potential 49 
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Proof.  Similar to Lemma 3.2, but now using Dv = -V.  [] 
Corollary A.1  (Complexity of the short step algorithm).  Let ot = 1/ (nroL ). The short step algorithm of 
Section 1.4 requires at most 
(T°nL l°g(1/e) + ~(X°' Z°) 
iterations to compute a strictly feasible pair (X*, Z*) satisfying Tr(X*Z*) <. e Tr(X°Z°),  if the initial 
1  (strictly feasible)pair (X °, Z °) satisfies x (X°Z °) <~ ~ro. 
Proof.  The short step length c~ =  1/(nroL)  guarantees that each step is feasible and all iterates satisfy 
K(XZ) <<, r0 if K(X°Z °) ~< ½r0 (for a proof, see [6]). s 
By the last lemma, this step also guarantees a potential reduction of at least 
A49/>  ~/'ffr0L  ap  nv/-~L  . 
If we choose v =  ~¢/-ffr0L, it follows that A49 ~> 0.8. The complexity result now follows from (13).  [] 
Lemma A.2  (Condition for a feasible step).  A classical primal-dual affine-scaling  step of length 
1 
z ) 
is always feasible. 
Proof.  By definition, the classical primal-dual afine-scaling direction satisfies 
IIv-'/2ovv-'/2112  1. 
Using II V-I/2DvV-1/2112 <~ 4~11V-1/2DvV-1/211, the proof proceeds as in Lemma 5.1.  [] 
Corollary A.2. A  classical primal-dual  affine-scaling  step  of length  ot :=  1/~/nx(XZ)  reduces  the 
potential 49 by at least A49 7> 0.47,/fv =  ~  and x(XZ) <~ r0. 
Proof.  The reduction follows by substituting ot := 1/x/-n-x-(X Z) in Lemma A. 1.  [] 
The analysis of the centering phase remains unchanged, and the long step predictor-corrector method 
therefore has the following worst-case complexity. 
Theorem A.1  (Complexity  of the  potential  reduction  method).  The  long  step predictor-corrector 
algorithm using classical primal-dual affine scaling predictor steps,  requires at most 
iterations to compute a strictly feasible pair (X*, Z*) satisfying Tr(X*Z*) <~ e Tr(X°Z°). 
8 The classical primal~lual affine-scaling steps do not maintain centrality as the primal-duN Dikin steps do. The short step 
length used here guarantees that convergence is reached before the centrality x has deteriorated by a factor 3. In other words, if 
x(X°Z  O) <~ _~r0 then all iterates satisfy K(XZ) <. r 0. E. de Klerk  et al. / Applied Numerical Mathematics 29 (1999) 335-360  359 
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