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Предложен алгоритм решения общей неоднородной краевой задачи Дирихле для уравнения Пуассона на 
прямоугольнике с четвертым порядком погрешности и с минимальным 9 точечным шаблоном на 
неоднородной равномерной сетке. Получен метод прогонки в матричной форме за конечное число 
арифметических действий, который устойчив даже для прямоугольников с отношением сторон более 10 с 
произвольной достаточно гладкой правой частью. Решение тестового примера сравнено с численным 
решением, подтверждающим четвертый порядок погрешности для формул полученного алгоритма.  
Ключевые слова: метод прогонки в блочной форме, диагональные матрицы, уравнения математической 
физики, численные методы, уравнение Пуассона. 
About decision of the equation of the Poisson on rectangle with  
fouth rather inaccuracy for final number elementary operation 
Volosova N.K., Volosov K. A., Volosova A. K., Pastuhov D. F., Pastuhov YU. F. 
The Offered algorithm of the decision of the general lumpy marginal problem Dirihle for equation of the Poisson on 
rectangle with fourth rather to inaccuracy and with minimum 9 point patterns on lumpy even net. The Offered method 
motion in matrix form for final number arithmetical action, which stability even for rectangle with attitude of the sides 
more than 10 with high speed. The Decision of the test example was compared to the numerical decision, confirming 
fourth order to inaccuracy for molded the got algorithm.  
Введение. Известны разностные уравнения Пуассона на 9 точечном шаблоне с погрешностью четвертого 
порядка на равномерной сетке [1],[6],[7],[8],[9]. Впервые предложена разностная схема с 4 порядком 
погрешности для уравнения Пуассона на прямоугольнике на равномерной, но неоднородной сетке (с 
неравными шагами по осям x,y) и девятиточечным шаблоном. Алгоритм прогонки в матричной форме 
решения уравнения Пуассона на прямоугольнике может применяться в стеганографии[1],[2],[3],[4],[5],[6],в 
задачах математической физики с оператором Лапласа[7],[8],[9],[11],[12], в уравнениях гидродинамики[17]. 
Постановка задачи. Рассмотрим краевую задачу Дирихле для уравнения Пуассона на прямоугольнике с 
неизвестной функцией ),( yxu с неоднородными граничными условиями 
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Дифференциальной задаче (1) сопоставим разностную задачу(2), в которой два параметра h1,h2 - шаги 
равномерной сетки по координатным осям x,y соответственно[10]  
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u -неизвестная сеточная функция, решение задачи(2), 21,hh -шаги сетки, 21,nn число интервалов разбиения 
сторон прямоугольника ],[],,[ dcba соответственно, операторы
2121
, hhhh lL -линейные. 
В работе[1, стр.8] показано, что на неоднородной равномерной сетке с 9 точечным симметричным 
шаблоном можно аппроксимировать уравнение Пуассона с четвертым порядком погрешности в виде: 
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Умножая уравнение(3) на величину 2112 hh , получим 
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Так как 
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nmhnmh uuuu ,1,0,1,0 22 ,   , то перепишем уравнение(4) в эквивалентном виде 
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    )5(8 ,5213231251,,1,11,1,21 nmnmnmnmnmnm FhhhhhhOfffffhh  
Покажем, что уравнение(4) эквивалентно разностному матричному уравнению второго порядка. Введем 
обозначения для квадратных трехдиагональных матриц Теплица A,B ранга N-1. 
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Если 11 ,,  mmm uuu  вектор – строки матрицы решения ранга N-1, то уравнение(5) эквивалентно уравнению(7) 
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Учитывая(5) при s=n, из (7)получим 
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Группируя слагаемые с одинаковыми коэффициентами в последнем уравнении, получим 
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Последнее уравнение(8) тождественно уравнению (5). Уравнение m
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m FBuAuBu   11 при m=1,N-1 имеет 
смысл, если положить 112121 ,   N
Т
N
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N
ТТ FAuBuFBuAu . В результате имеем систему матричных 
уравнений, в которой матрицы А, В определены формулой(6). 
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Черта в правой части уравнений (9) означает, что правая часть и левая часть формулы(9), вообще говоря, 
не совпадают с формулой(5) в каждом узле. В системе уравнений(9) квадратная матрица решений um,n имеет 
ранг N-1,её можно расширить до ранга N+1, используя граничные условия из постановки задачи(1), то есть  
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С учетом системы уравнений(9), краевых условий(10), формула(5) имеет теперь смысл при всех
1,1,1,1  NnNm . Рассмотрим первое уравнение системы(9) в угловом узле с индексами(m=s=1,n=1)с 
учетом обозначений коэффициентов, введенных в формуле(6) 
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В правой части уравнения(11) стоит черта, так как правая часть(11) отличается от уравнения(5): 
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где    5213231251,,1,11,1,21, 81 hhhhhhOfffffhhF nmnmnmnmnmnm    
Рассмотрим первое уравнение системы(9) для узла с координатами (m=s=2,n=1), из(9) имеем: 
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2,13,232,261,233,142,151,14 Fukukukukukuk 
 Добавляя тождественно несколько слагаемых к левой и правой части последнего уравнения до полноты 
формулы(5), получим 
         2,11,03,032,062,11,03,01,23,232,02,262,153,11,14 FuukukFuuuukuukukuuk   (13) 
Аналогично формуле(13) для узла(m=s=2,n=1) для всех граничных узлов(m=1,…,N-1,n=1), (m=1,n=1,…,N-1), 
(m=N-1,n=1,…,N-1), (m=1,…,N-1,n=N-1) имеем 
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где    5213231251,,1,11,1,21, 81 hhhhhhOfffffhhF nmnmnmnmnmnm    
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Таким образом, запись уравнений системы(9) с матрицами A,B, определенных формулой(6) во внутренних 
узлах(m=2,…,N-2,n=2,…,N-2), не отличается от формулы(5) – аппроксимации уравнения Пуассона на 
прямоугольнике с четвертым порядком погрешности. А во внутренних узлах следует использовать 
формулы(12) в четырех угловых граничных узлах или формулы(14) в граничных узлах на четырех отрезках. 
Будем искать решение рекуррентно заданной системы матричных уравнений (9) в виде(15) 

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
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Т
mm
Т
m


 (15) 
Как следует из теории размерностей[13], в формуле(15) m
Т
mu , -векторы ранга N-1, а коэффициенты 
прогонки 2,1,  Nmm представляют собой квадратную матрицу того же ранга N-1. 
Из первого уравнения системы(7) имеем 
ТТТТ FABAFABuAu 1
1
1
1
11
1
2
1
1 ,
    (16) 
Как следует из (13) ,111   m
Т
mm
Т
m uu   
преобразуем второе уравнение системы(9) 
      11111111 , mmТmТmmmТmТmmТmmmТmТmТm BFBuuABFBuAuuBFBuAuBu   
       111111 mTmmТmmТm BFABBuABu   
      2,1,, 11111   NmBFABBAB mТmmmmm   (17) 
Используя последнее уравнение системы(9), форму решения(15), найдем последнюю строку матрицы 
решения ТNu 1 , имеем 
    ТNТNNТNNNТNNТNТNТNТN FAuuBuuFAuBu 112122122112 ,   
     211212112   NТNNТNNТNТNN BFABuBFuAB   (18) 
В силу второго уравнения(15) получим 
Т
NN u 11    (19) 
Формулы(14),(15) назовем матричными формулами коэффициентов прогонки вперед, а формулы(17),(18) 
формулами прогонки назад  
1,2,1   Nmuu m
Т
mm
Т
m   (20) 
Опишем построенный нами алгоритм решения уравнения Пуассона за конечное число арифметических 
операций матричным методом прогонки (в традициях математиков мехмата МГУ[10,стр.587-588]).  
1. По формуле  nmnmnmnmnmnm fffffhhF ,,1,11,1,21, 81   вычислить правую часть уравнения Пуас-
сона во всех внутренних узлах равномерной сетки прямоугольника(m=1,…,N-1;n=1,…,N-1). Краевые условия за-
дачи(1) задают граничные условия матрицы решения NnNmuuuu nnNnnmNmmm ,0,,0,,,, ,4,,3,0,2,,10,  
(формула(10)). 
2. Поправить правые части системы уравнений (7) по формулам (12), (14) в узлах прямоугольного контура 
соседнего с граничным контуром, то есть найти nmF , по величинам nmF ,  пункта 1. 
3. Найти матричные коэффициенты прогонки вперед по формулам(16),(17) 2,1  Nm . 
4. Найти вектор-строку ТNu 1 по формуле(18). 
5. Найти остальные строки матрицы - решения по формулам(20) 1,2 Nm .  
Ниже написана программа на FORTRAN 6.6 с использованием массивов и функций двойной точности и 
алгоритма(5), (10), (12), (14), (15), (16), (17), (18),(20). Подпрограмма с вызовом call dLinrg(n,bb,n,ainv,n) вычисляет 
обратные матрицы с двойной точностью в библиотеке msimsl[16,стр.196] для тестового примера(21) с реше-
нием на классе элементарных функций[14]. Результаты программы записываются в текстовый файл 2.txt(х-
координата, у - координата, точное решение, численное решение). 
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
program puasson;integer(8),parameter::n1=200,n=n1-1;integer(8)::i,j,k,kk;real(8)::a,b,c,d,pi,h,h1,h2,x,y;  
real(8)::delta(0:n1,0:n1),max,res(0:n1,0:n1);real(8)::c1,c2,c3,c4,c5,c6,c7,c8;  
real(8)::nu(n,n),lamda(n,n,n),u(0:n1,0:n1),ff(n,n),aa1(n,n),bb(n,n),aa(n,n),cc(n,n),u1(n,n); 
real(8)::cch,ssh,a1,a2,b1,b2,f,t1,t2,f1,f2,f3,hh2,hh3,hh4,bb1(n,n),k1,k2,k3,k4,k5,k6,k7; 
cch(x)=(dexp(x)+dexp(-x))/2d0;ssh(x)=(dexp(x)-dexp(-x))/2d0;a1(y)=dsin(y);a2(y)=dsin(y); 
b1(x)=dsin(x);b2(x)=dsin(x);f(x,y)=dsin(x)*dsin(3d0*y);max=-000d0;pi=2d0*dasin(1d0);a=0d0;b=pi;c=0d0; 
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d=2d0*pi;h1=(b-a)/dfloat(n1);h2=(d-c)/dfloat(n1);k1=h1/h2;k2=h2/h1;k3=k1+k2;k4=10d0*k2-2d0*k1; 
k5=-20d0*k3;k6=10d0*k1-2d0*k2;k7=h1*h2;call cpu_time(t1);print*,"h1=",h1,"h2=",h2;do i=1,n;do j=1,n; 
if(j==i)then;aa(i,j)=k5;bb(i,j)=k6;elseif(j==i+1.or. j==i-1)then;aa(i,j)=k4;bb(i,j)=k3;else; 
aa(i,j)=0d0;bb(i,j)=0d0;endif;enddo;enddo;do i=0,n1,1;x=a+h1*dfloat(i);y=c+h2*dfloat(i); 
u(0,i)=b1(x);u(n1,i)=b2(x);u(i,0)=a1(y);u(i,n1)=a2(y);enddo;do i=2,n-1,1;x=a+h1*dfloat(i);y=c+h2*dfloat(i); 
ff(1,i)=k7*(f(x+h1,c+h2)+f(x,c+2d0*h2)+f(x-h1,c+h2)+f(x,c)+8d0*f(x,c+h2))-k3*(u(0,i-1)+u(0,i+1))-k6*u(0,i); 
ff(n,i)=k7*(f(x+h1,d-h2)+f(x,d-2d0*h2)+f(x-h1,d-h2)+f(x,d)+8d0*f(x,d-h2))-k3*(u(n1,i-1)+u(n1,i+1))-k6*u(n1,i); 
ff(i,1)=k7*(f(a+2d0*h1,y)+f(a+h1,y+h2)+f(a,y)+f(a+h1,y-h2)+8d0*f(a+h1,y))-k3*(u(i+1,0)+u(i-1,0))-k4*u(i,0);  
ff(i,n)=k7*(f(b,y)+f(b-h1,y+h2)+f(b-2d0*h1,y)+f(b-h1,y-h2)+8d0*f(b-h1,y))-k3*(u(i+1,n1)+u(i-1,n1))-k4*u(i,n1); 
enddo;ff(1,1)=k7*(f(a+h1,c)+f(a,c+h2)+f(a+2d0*h1,c+h2)+f(a+h1,c+2d0*h2)+8d0*f(a+h1,c+h2))-k3*(u(0,0)+u(2,0)+u(0,2))-
k4*u(1,0)-k6*u(0,1); 
ff(n,1)=k7*(f(a+h1,d)+f(a+h1,d-2d0*h2)+f(a+2d0*h1,d-h2)+f(a,d-h2)+8d0*f(a+h1,d-h2))-k3*(u(n1,0)+u(n1-
2,0)+u(n1,2))-k4*u(n1-1,0)-k6*u(n1,1); 
ff(1,n)=k7*(f(b-2d0*h1,c+h2)+f(b,c+h2)+f(b-h1,c)+f(b-h1,c+2d0*h2)+8d0*f(b-h1,c+h2))-k3*(u(0,n1)+u(2,n1)+u(0,n1-
2))-k4*u(1,n1)-k6*u(0,n1-1); 
ff(n,n)=k7*(f(b-h1,d)+f(b,d-h2)+f(b-2d0*h1,d-h2)+f(b-h1,d-2d0*h2)+8d0*f(b-h1,d-h2))-k3*(u(n1,n1)+u(n1-
2,n1)+u(n1,n1-2))-k4*u(n1-1,n1)-k6*u(n1,n1-1); 
do i=2,n1-2; do j=2,n1-2; x=a+h1*dfloat(j);y=c+h2*dfloat(i);ff(i,j)=k7*(f(x+h1,y)+f(x,y+h2)+f(x-h1,y)+f(x,y-
h2)+8d0*f(x,y)); 
enddo; enddo; call obr(n,aa,aa1);lamda(1,1:n,1:n)=-matmul(aa1(1:n,1:n),bb(1:n,1:n)); 
nu(1,1:n)=matmul(aa1(1:n,1:n),ff(1,1:n));  
do i=2,n-1;bb1(1:n,1:n)=matmul(bb(1:n,1:n),lamda(i-1,1:n,1:n))+aa(1:n,1:n);call obr(n,bb1,aa1); 
lamda(i,1:n,1:n)=-matmul(aa1(1:n,1:n),bb(1:n,1:n));nu(i,1:n)=matmul(aa1(1:n,1:n),(ff(i,1:n)-matmul(bb(1:n,1:n),nu(i-
1,1:n)))); enddo; bb1(1:n,1:n)=matmul(bb(1:n,1:n),lamda(n-1,1:n,1:n))+aa(1:n,1:n); 
call obr(n,bb1,aa1);u1(n,1:n)=matmul(aa1(1:n,1:n),(ff(n,1:n)-matmul(bb(1:n,1:n),nu(n-1,1:n))));do i=n-1,1,-1; 
u1(i,1:n)=matmul(lamda(i,1:n,1:n),u1(i+1,1:n))+nu(i,1:n);enddo;do i=1,n;do j=1,n;u(i,j)=u1(i,j);enddo;enddo;max=-1d3; 
open(2, file='2.txt');do j=0,n1;do i=0,n1;x=a+h1*dfloat(j); y=c+h2*dfloat(i);c1= dsin(x)*(cch(y)+ssh(y)*(1d0-
cch(2d0*pi))/ssh(2d0*pi));c2= dsin(y)*(cch(x)+ssh(x)*(1d0-cch(pi))/ssh(pi));c3= -dsin(x)*dsin(3d0*y)/10d0; 
res(i,j)=c1+c2+c3;delta(i,j)= u(i,j)- res(i,j);if( delta(i,j)<=0d0)then;delta(i,j)=-delta(i,j);endif; 
if( delta(i,j)>max)then;max=delta(i,j);endif;if(mod(i,20)==0.and.mod(j,20)==0)then; 
2 write(2,*) x,y,res(i,j),u(i,j); endif;enddo;enddo;print*,"norma C =",max;call cpu_time(t2);print*,"t2-t1=",t2-
t1;pause; end program puasson; 
subroutine obr(n,bb,aa1);use msimsl;integer(8)::n,Lda,Ldainv;real(8)::ainv(n,n) ,bb(n,n),aa1(n,n); 
Lda=n;Ldainv=n; call dLinrg(n,bb,n,ainv,n); aa1(:,:)=ainv(:,:); end subroutine; 
Замечание 1. Математики Новосибирской математической школы придерживаются мнения, что тестовые 
примеры для численных алгоритмов должны быть в некотором смысле экстремальными[18]. Поэтому в нашем 
примере (21) выбрана быстро осциллирующая правая часть уравнения )3sin()sin(),( yxyxf  . 
Программа с использованием алгоритма (5), (10), (12), (14), (15), (16), (17),(18),(20)возвращает норму Чебышева 
для невязки примера(21) равную norma C = 2.986697339446565E-008 за время t2-t1= 9.75006250000000с (с 
числом интервалов деления сторон прямоугольника n1=n2=200), то есть, достигнута точность REAL(4)[16]. В то 
время как, пакет ANSYS Fluent обеспечивает точность REAL(4) решения гидродинамической задачи только на 
границе, на всей же области Fluent имеет относительную погрешность 310 . Видно, шаги сетки в 
(21)различаются в 2 раза h1= 1.570796326794897E-002 h2= 3.141592653589793E-002. Быстродействие метода, 
предложенного в данной статье, превышает быстродействие метода, в работе[1] в 70 раз! Для n1=n2=100 имеем 
h1= 3.141592653589793E-002 h2= 6.283185307179587E-002 norma C = 4.783735529367839E-007 за время t2-t1= 
0.561603600000000.  
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Теорема 1. Матрица A в определении(6) является монотонной, а матрица B не является. Доказательство. 
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То есть, матрица A имеет диагональное преобладание (а B нет) и, следовательно, является 
монотонной[18](монотонной называется матрица, если элементы обратной к ней имеют одинаковые знаки).  
Теорема 2. Имеет место верхняя оценка бесконечной нормы обратной к матрице A: 50/11 

A . 
Доказательство. Согласно[18] для матрицы A с диагональным преобладанием справедлива оценка, 
используем результаты Теоремы 1 
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A . Теорема 2 доказана. 
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