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Abstrak 
Tulisan ini bertujuan untuk menentukan aproksimasi polinomial terbaik dari suatu fungsi kontinu pada interval 
tutup dan terbatas. Menurut teorema Chebychev, polinomial aproksimasi ini unik dan fungsi errornya memenuhi syarat 
equiosilasi berderajat n. Salah satu metode yang dapat digunakan untuk menemukan polinomial yang demikian adalah 
Algoritma Remez. Konstruksi algoritma Remez  diimpementasikan dalam MATLABL®, Microsoft Excel® dan 
Graph®, dan kekonvergenannya dapat ditunjukkan dengan memperhatikan error relatif    dari error absolut  . Error    
dan barisan polinomial   yang diperoleh dengan algorima Remez masing masing konvergen ke   = ‖  −  ‖ dan 
polinomial  . 
Kata Kunci : Syarat Equiosilasi, Polinomial Terbaik, Teorema Chebychev, Algoritma Remez..  
 
Abstract 
This paper aims to determine the best polynomial approximation of a continuous function on a closed and 
bounded interval. According to Chebychev theorem, this polynomial approximation is unique and the error function 
would satisfy the equioscillation condition of degree  . One method that can be used to find such a polynomial is the 
Remez algorithm . Constructed algorithm is implemented in MATLABL®, Microsoft Excel® and Graph® and the 
convergence is showed by observing relative error   of the absolute error  . The error sequence    and the polynomial 
sequence    converges to error   = ‖  −  ‖  and the polynomial   respectively. 





Ada dua hal yang sangat penting dalam 
menggunakan aproksimasi fungsi: yang pertama, 
seberapa sederhana fungsi aproksimasi yang 
diperoleh? dan yang kedua, seberapa dekat fungsi 
aproksimasi tersebut ke fungsi aslinya? Pemilihan 
metode aproksimasi yang akan digunakan tentunya 
harus mempertimbangkan kedua hal tersebut. 
Masalah ini telah diteliti oleh Pafnuty 
Lvovich Chebyshev.  
Chebyshev (1915) memperkenalkan teorema 
aproksimasi minimax, tentang masalah 
meminimumkan maksimum error pada aproksimasi. 
Menurut Chebychev, ada suatu polinomial unik 
berderajat   yang mengaproksimasi fungsi dengan 
aproksimasi terbaik. Teorema ini kemudian dikenal 
dengan teorema Chebychev. Remez (1934) 
menemukan algorima untuk mencari polinomial 
yang memenuhi teorema Chebychev. Algoritma ini 
menghasilkan fungsi aproksimasi yang memenuhi 
kriteria sederhana dan dekat. Istilah sederhana -
merujuk pada polinomial dan istilah dekat merujuk 
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pada konteks norm seragam (maksimum error pada 
semua titik dalam interval). Algoritma tersebut telah 
banyak dikembangkan, salah satunya dalam 
Chebfun. Chebfun adalah sistem perangkat lunak 
bebas/open-source yang dikembangkan oleh 
MATLABL® untuk perhitungan numerik fungsi 
dengan variabel real. Chebfun mudah digunakan 
dalam implementasi algoritma Remez karena 
kemampuannya untuk menemukan maksimum lokal 
dan global (Lloyd, 2008). 
Masalah Algoritma Remez ini telah dikaji 
dalam beberapa tulisan, salah satunya oleh N. Daili 
dan A. Guesmia  dalam jurnalnya “Remez Algorithm 
Applied to the Best Uniform Polinomial 
Approximations” (2003). Dalam jurnalnya, Daili 
dan Guesmia menunjukkan keunikan, 
kekonvergenan dan menampilkan contoh hasil 
percobaan numerik dari aproksimasi dengan 
algoritma Remez, tetapi proses jalannya algoritma 
Remez tak diuraikan dalam jurnal ini. 
Oleh sebab itu, penting menguraikan 
jalannya algoritma Remez dengan 
mengimplementasikannya kedalam suatu aplikasi 




METODE Penelitian  
 
Penelitian ini berdasarkan literatur kemudian 
ditambahkan simulasi dengan menggunakan 
Microsoft Excel® dan Graph®. Jadi langkah awal 
dalam penelitian ini adalah studi kepustakaan yang 
meliputi: 
i. studi aproksimasi polinomial secara umum 
ii. studi tentang syarat equiosilasi, teorema 
Chebychev dan konsep polinomial terbaik.  
iii. studi algoritma Remez dalam mencari 
polinomial yang memenuhi teorema 
Chebychev. 
iv. Implementasi algoritma ke dalam Microsoft 
Excel® dan visualisasi algoritma dengan 
Graph®. 
v. Analisis proses jalannya Algoritma Remez dari 




Suatu fungsi   ∈  [ ,  ] dikatakan memenuhi 
syarat equiosilasi berderajat   jika terdapat   + 2 
titik    <    < ⋯ <      dalam   = [ ,  ] 
sehingga salah satu dari 
 (  )= (−1)
 ‖ ‖   untuk 1 ≤  ≤   + 2, 
atau 
 (  )= (−1)
   ‖ ‖   untuk 1 ≤  ≤   + 2, 
terpenuhi. 
Dengan kata lain,   mencapai nilai absolut 
maksimum pada   + 2 titik dan berubah tanda 
antara titik – titik tersebut. Berikut adalah contoh 
sebuah fungsi yang memenuhi syarat equiosilasi 
berderajat 5. 
 
Gambar 1. Contoh fungsi (hitam) yang memenuhi 
syarat equiosilasi berderajat 5. Nilai ektrim lokal 
(garis merah) sama pada 7 titik dalam interval. 
  
Existensi dari polinomial terbaik dijamin oleh 
dua teorema Chebychev berikut. 
Teorema Chebychev 1. 
Misalkan   ∈  [ ,  ]       ∈ ℙ  . Jika   −
  memenuhi syarat equiosilasi berderajat n, maka : 
‖  −  ‖  =      {‖  −  ‖  ∶  ∈ ℙ } .  
Teorema Chebychev 2 
Misalkan   ∈  [ ,  ]       ∈ ℙ   yang 
memenuhi 
‖  −  ‖  =     {‖  −  ‖  ∶  ∈ ℙ }  ,   = [ ,  ]  
maka    −   memenuhi syarat equiosilasi 
berderajat  . 
Polinomial  Aproksimasi Terbaik 
Misalkan   adalah polinomial aproksimasi dari 
fungsi   yang diberikan. Berdasarkan Teorema 
Chebychev 1, jika   −   memenuhi syarat 
equiosilasi,   dikatakan sebagai polinomial 
aproksimasi terbaik. Sebaliknya, Teorema Chebchev 
2 menyatakan bahwa jika   adalah polinomial 
aproksimasi terbaik, maka   −   memenuhi syarat 
equiosilasi. Jadi, 
  disebut polinomial aproksimasi terbaik dari 
  jika dan hanya jika f-p memenuhi syarat 
equiosilasi. 
Jika terdapat polinomial aproksimasi   ∈       
dengan   ≠  ,  maka ‖  −  ‖  < ‖  −  ‖  . Hal 
ini berarti tidak ada polinomial lain dalam     yang 
errornya lebih kecil dari  . Jadi konsep aproksimasi 
terbaik yang digunakan merujuk pada suatu 
aproksimasi terdekat dalam hal norm seragam, 
yakni nilai maksimum dari error sepanjang interval. 
Berikut akan diberikan teorema tambahan yang 
menjamin ketunggalan polinomial terbaik dalam 
Teorema Chebychev . 
 
Ketunggalan Polinomial Terbaik 
Teorema 3:  
Untuk setiap   ∈  [ ,  ], terdapat suatu 
polinomial   berderajat paling banyak n yang unik 
sedemikian sehingga 
‖  −  ‖  =    {‖  −  ‖  ∶  ∈    [ ,  ]},   =
[ ,  ].  
Dalam hal ini   −   adalah fungsi 0 atau 
memenuhi syarat equiosilasi berderajat n. 
 
Konstruksi Algoritma Remez. 
Teorema 3 menyatakan bahwa ada tepat satu 
polinomial   berderajat paling banyak   yang 
mengaproksimasi fungsi   yang kontinu pada 
interval [ ,  ]. Jika polinomial berderajat paling 
banyak   tersebut adalah aproksimasi terbaik, maka 
error fungsi harus memenuhi syarat equiosilasi. 
Error yang maksud disini adalah selisih antara 
fungsi   dengan fungsi  , ditulis   −  . Jika   
adalah polinomial aproksimasi yang lain, maka 
berlaku:  
‖  −  ‖  <  ‖  −  ‖  ∶  ∈ ℙ .  
Persamaan (1) menyatakan bahwa nilai 
maksimum dari   −   pada seluruh interval adalah 
minimum dari nilai maksimum   −  ,  untuk semua 




Persoalan ini sering disebut aproksimasi minimax. 
Persamaan (1) menjamin   adalah polinomial 
terbaik yang mengakproksimasi   dalam hal norm 
seragam. Jadi, mencari “aproksimasi terbaik” dalam 
tulisan ini merujuk pada suatu metode aproksimasi 
untuk meminimalkan maksimum error sepanjang 
interval yang diberikan. 
Menurut Chebychev, fungsi error  =   −   
haruslah memenuhi syarat equiosilasi berderajat  , 
pada interval [ ,  ], artinya terdapat paling sedikit 
  + 2 titik yang berbeda,   ,   , … ,      pada 
interval   = [ ,  ], yang memenuhi: 
 (  )= (−1)
 ‖ ‖   untuk 1 ≤  ≤   + 2, atau 
 (  )= (−1)
   ‖ ‖   untuk 1 ≤  ≤   + 2. 
Tujuan dari algoritma Remez adalah 
mengonstruksi polinomial p yang memenuhi (1) dan 
(2). Polinomial berderajat paling banyak  , dapat 
dituliskan dalam bentuk :  
  =  ( )=    +     +    
  + ⋯ +        
dimana   ∈ ℝ.  
Langkah-langkah dalam mengonstruksi 
Algoritma Remez dalam menemukan aproksimasi 
terbaik berderajat paling banyak   diuraikan sebagai 
berikut:  
Misalkan   adalah fungsi yang diberikan. 
Misalkan   adalah polinomial berderajat paling 
banyak   sedemikian sehingga   −   memenuhi 
syarat equiosilasi, maka terdapat paling sedikit   +
2 titik   ,   , … ,      sehingga 
 (  )−  (  )= (−1)
 ‖ ( )−  ( )‖   




Algoritma Remez adalah metode 
komputasional untuk mencari polinomial 
aproksimasi terbaik yang memenuhi teorema 
Chebychev. 
Misalkan fungsi kontinu   ∈  [ ,  ] akan 
diaproksimasi dengan polinomial berderajat  . 
Algoritma Remez bekerja berdasarkan 
langkah-langkah berikut: 
Langkah   (Inisialisasi): 
Pilih   + 2 titik dari interval   = [ ,  ], 
namakan   
  <   
  < ⋯ <     
   (angka 0 
menunjukkan iterasi) 
Langkah   (  =  ,  ,  , … ): 
Asosiasikan titik-titik tersebut dengan polinomial 
   ∈     sedemikian sehingga  





   =    
Polinomial    adalah polinomial berderajat 
paling banyak   dengan koefisien   ,   , … ,    ∈ ℝ , 
yang diperoleh dengan menyelesaikan sistem 
persamaan linier 
 
SPL diatas mudah di selesaikan dengan 
menggunakan metode Invers Matriks, yaitu dengan 
menbawanya ke bentuk    =  , yaitu 
 
Dari sini akan ditentukan   ,   , … ,    ∈ ℝ  dan 
sebuah bilangan   yang menunjukkan 
simpangan/error antara polinomial aproksimasi 
dengan fungsi aslinya di titik   
 ,   
 , … ,     
  . 




  = (−1) ‖  −  ‖  ∀ =
1,2, … ,   + 2   
kemudian periksa apakah iterasi sudah 
maksimum.  
  ≥           ,   = (1,2,3, … ) 
 Jika salah satu syarat di atas terpenuhi, 
diperoleh polinomial    berderajat   sebagai 
aproksimasi terbaik ke  . Algoritma ini 
berhenti.  
b. Jika persamaan (3) dan (4) tidak terpenuhi, 
langkah selanjutnya adalah memilih titik baru 
  
   ,   
   , … ,     
   .  
 Karena persamaan (3) tidak terpenuhi, berarti 
terdapat   ∈ [ ,  ] sedemikian sehingga 
‖  −   ‖  = | ( )−   ( )|>      
  −      
        ∀ 
= 1,2, … ,   + 2      
 Pilih titik baru   
    <   
    < ⋯ <     
    
dengan mengganti titik   
  dengan   
berdasarkan aturan di bawah ini. 
Ada enam kemungkinan dari  . 




 )   ( )−   ( ) ≥ 0 
maka pilih   








 )   ( )−   ( ) < 0 
maka pilih   




3.   ∈ (  
 ,     
  ) dan 
     
  −      
     ( )−   ( ) ≥ 0 
maka pilih   
    =   dan ∀ ≠  ,     
    =   
 . 
4.   ∈ (  
 ,     
  ) dan 
     
  −      







    =   dan ∀ ≠  + 1,     
    =   
 . 
5.   ∈ (    
  ,  ], dan 
  (    
  )−   (    
  )   ( )−   ( ) ≥ 0 
maka pilih     




6.   ∈ (    
  ,  ], dan 
  (    
  )−   (    
  )   ( )−   ( ) < 0 
maka pilih     




Setelah melakukan proses diatas, diperoleh 
titik-titik baru   
    <   
    < ⋯ <     
   . Ulangi 
proses dari langkah (a) hingga syarat equiosilasi 
terpenuhi. 
 
Mencari Aproksimasi Polinomial Terbaik. 
Dalam tulisan ini, akan ditampilkan hasil yang 
diperoleh dengan mengimplementasikan algoritma 
Remez kedalam dua cara, yang pertama, dengan 
menggunakan software MATLABL® (dengan 
System Chebfun), yang kedua, dengan 
menggunakan sofware Microsof Excel® dan 
Graph®. Dalam batasan masalah, aproksimasi 
polinomial yang dicari dibatasi sampai berderajat 
paling banyak 5, sebab keterbatasan memori 
komputer yang digunakan untuk perhitungan 
 
MATLABL® dengan System Chebfun, Microsoft 
Excel® dan Graph®. 
MATLABL® (matrix laboratory) bahasa 
pemrograman computer berbasis windows dengan 
orientasi dasarnya adalah matriks,. Dikembangkan 
oleh The MathWorks, MATLABL® memungkinkan 
manipulasi matriks, pem-plot-an fungsi dan data, 
implementasi algoritma, pembuatan antarmuka 
pengguna, dan peng-antarmuka-an dengan program 
dalam bahasa lainnya.  
Chebfun adalah sistem perangkat lunak bebas / 
open-source yang ditulis dalam MATLABL® untuk 
perhitungan numerik dengan fungsi real variabel. 
Chebfun mudah digunakan dalam implementasi 
algoritma Remez karena kemampuannya untuk 
menemukan maksimum lokal dan global (Lloyd, 
2008). Chebfun dapat diunduh pada 
http://www2.maths.ox.ac.uk/chebfun/. 
Graph® adalah sebuah aplikasi open source 
yang digunakan untuk menggambar grafik 
matematika dalam sistem koordinat. Aplikasi ini 
memudahkan dalam memvisualisasikan fungsi. 
Setelah perhitungan dengan Microsoft Excel®, 
aplikasi Graph® digunakan untuk 





HASIL DAN DISKUSI 
Pengimplementasian Algoritma Remez dengan 
Microsoft Excel® dan Graph®. 
Pada tulisan ini , dilakukan studi kasus 
implementasi Algoritma Remez pada tiga fungsi 
berikut: 






 + tan(  )− 1 
3.  ( )= | |−     ( .  )+ 2 in(  ) 
Berikut akan uraikan proses kerja algoritma 
Remez dalam mengaproksimasi fungsi  ( )=
sin(4 )+     pada interval   = [−1,1], dengan 
polinom   berderajat paling banyak 5. 
a. Inisialisasi 
Pemilihan titik titik equiosilasi pada inisialisi 
mengikuti kaidah barisan. Akan dipilih titik-titik 
yang berjarak ∆  satu sama lain, dalam interval 
[−1,1]sedemikian sehingga    
  = −1 dan   








= 0.33333333333  
Tabel titik-titik equiosilasi dan nilainya pada 
fungsi  ( )= sin4  +   
 
 diberikan sebagai 
berikut: 
Tabel 1 : Titik-titik equiosilasi dan nilainya pada 
tahap inisialisasi 
        Equiosilasi 
Inisialsasi 
 ( )=       +   
 
 
   −1.0000 3.475084323766970000 
   −0.6667 1.102350870970970000 
   −0.3333 0.145581167378551000 
   0.0000 1.000000000000000000 
   0.3333 2.089456970105180000 
   0.6666 2.016896124242590000 
   1.0000 1.961479333151120000 
Selanjutnya, polinomial    dicari dengan 
menyelesaikan SPL dalam bentuk    =  , dengan   
adalah matriks yang disusun oleh koefisien-
koefisien polinomial, dengan kata lain solusi dari 
SPL, dan b adalah matriks yang entrinya disusun 
oleh  (  ).  
Solusi dari SPL ini adalah   =     . Solusi ini 
menghasilkan koefisien-koefisien polinomal p dan 
error d. Tabel Nilai dari koefisien polinomial dan 
errornya pada tahap inisialisasi adalah sebagai 
berikut: 












Pada tahap ini, polinomial    telah diperoleh, 
yakni: 
  ( )= 1.003853964810820+
3.886494942631880  + 0.898016046237543   −
9.247735360494710   + 0.812557852599858   +
4.604437922554910    
sedangkan untuk 1 ≤  ≤ 7 nilai error adalah 
  = −0.003853964810822 
Grafik fungsi  ( ) dan grafik    dapat dilihat 
pada lampiran 1, dan Grafik fungsi error   −   
dapat dilihat pada lampiran 2. 
Pada lampiran 2, titik-titik equiosilasi dan 
nilainya digambarkan sebagai titik berwarna merah. 
Terlihat jelas bahwa ekstrim dari fungsi error tidak 
tercapai pada titik equiosilasi, dengan kata lain, 
fungsi error tidak memenuhi syarat equiosilasi. 
Akibatnya, polinomial    bukan aproksimasi terbaik 
ke  , dan harus dicari polinomial yang baru. Dengan 
demikian, akan dipilih titik equiosilasi baru 
mengikuti 6 kemungkinan pada Algoritma Remez. 
Titik equiosilasi ini adalah titik dimana nilai ekstrim 
  −    tercapai, yaitu titik-titik hijau sepanjang 
sumbu   pada lampiran 2. Tabel nilai titik-titik 
equiosilasi yang baru adalah sebagai berikut: 
Tabel 3 : Titik-titik equiosilasi dan nilainya pada iterasi 
pertama 
       Equiosilasi 
Iterasi 1
 ( )=       +   
 
 
   -1.000 3.475084323766970000 
   -0.8852 2.577981968239170000 
   -0.5156 0.422953706763267000 
   -0.1508 0.455720527662574000 
   0.2041 1.771221730069060000 
   0.5472 2.164123463437240000 
   0.8941 1.803003263409290000 
 
Tabel Nilai dari koefisien polinomial dan 
errornya setelah tahap iterasi pertama adalah sebagai 
berikut: 
Tabel 4 : Nilai koefisien polinomial dan errornya 









Setelah diplot, fungsi error pada iterasi 1 juga 
tidak memenuhi syarat equiosilasi. Jadi proses 
dilanjutkan ke iterasi ke 2. Pada implementasinya, 
algoritma ini berhenti pada iterasi ke 4, sebab kodisi 
equiosilasi telah terpenuhi. Grafik aproksimasi 
terbaik dan fungsi error yang diperoleh dapat dilihat 
pada lampiran 3 dan lampiran 4.  
 
Kekonvergen Algoritma Remez. 
Algoritma Remez menghasilkan barisan 
polinomial    yang konvergen ke suatu polinomial 
  (Daili, 2013). Teorema ini telah dibuktikan oleh 
Daili dan menjamin bahwa barisan polinomial    
yang dihasilkan konvergen seragam ke polinomial 
 . Kekonvergenan algoritma Remez juga telah 
dibahas secara khusus oleh Kornyei, (1982). Oleh 
karena itu, dalam tulisan ini tidak akan dibahas teori 
tentang kekonvergenan algoritma Remez, tetapi 
akan ditunjukkan barisan polinomial    yang 
diperoleh konvergen ke polinomial  . 
Menururt Daili (2013), error pada titik 
equiosilasi membentuk barisan monoton naik dan 
terbatas. Oleh karena itu error absolut pada titik 
equiosilasi konvergen ke suprimumnya (Bartle, 
teorema 3.3.2, halaman 69). Misalkan |     |=
   =      
  −      
     adalah nilai error pada titik 
equiosilasi. Berikut adalah tabel nilai error yang 
diperoleh berdasarkan dari contoh 
pengimplementasian algoritma Remez pada tiga 
fungsi, yaitu: 






 + tan(  )− 1 
6.  ( )= | |−     ( .  )+ 2 in(  ) 
Tabel 5 : Nilai Error Absolut ε pada titik equiosilasi 
pada aproksimasi ketiga fungsi oleh polinomial 
berderajat 5. 
Iterasi 






























Tabel 6 : Nilai Error relatif ξ pada titik equiosilasi 
pada aproksimasi ketiga fungsi oleh polinomial 
berderajat 5. 
 
Pada Tabel 5, terlihat bahwa nilai error 
membentuk barisan yang naik monoton. Akan 
tetapi nilai error relatifnya turun. Hal ini 
menunjukkan bahwa error yang diperoleh 
konvergen. Secara visual berikut adalah grafik 
kenaikan nilai error pada ketiga fungsi :  
 
Gambar 2 : Kenaikan nilai error absolut ε pada 
ketiga fungsi.  
 
Sedangkan error relatifnya secara visual dapat 
dilihat pada gambar berikut 
 







Pada pengujian lebih lanjut, dengan cara yang 
sama, secara visual , terlihat bahwa fungsi   −    
makin mendekati sumbu   untuk tiap  . Dengan 
kata lain,   −    → 0. Sehingga |  −   |=
|   −  |→ 0. Menurut lemma kekonvergenan, 
barisan    konvergen ke  . 
Jadi, pada contoh pengimplementasian 
algoritma Remez pada tiga fungsi, diperoleh : 
1.    konvergen ke  . 
2.    konvergen ke  . 
Algoritma Remez menghasilkan barisan 
polinomial    dan barisan error      yang masing-





1. Anton, H. dan Rorres, C., 2005. Elementary 
Linear Algebra Ninth Edition. John Willey and 
Sons, Inc. 
2. Bartle, Robert G. dan Sherbert, Donald R., 
2000. Introduction to Real Analysis Third 
Edition. New Jersey at Upper Saddle River: 
Prentice Hall. 
3. Daili, N. dan Guesmia, A. 2013. “Remez 
Algorithm Applied to the Best Uniform 
Polynomial Approximation”. General 
Mathematics Notes. 17, (1), 17-31, 
http://www.emis.de/journals/GMN/yahoo_site_
admin/assets/docs/3_GMN-052-
V17N1.243113729.pdf., 28 Januari 2014. 
4. Davidson, Kenneth R. dan Donsig, Allan P., 
2002. Real Analysis with Real Applications. 
New Jersey at Upper Saddle River: Prentice 
Hall. 
5. Kornyei, 1982. On The Remez Algoritm. 
Annales Universitatis Scientiarum 
Budepestinensis deRolando Eotvos Nominatae 
Sectio Computatorica volume 004. 
http://ac.inf.elte.hu/Vol_004_1983/ 107.pdf., 16 
Februari 2014. 
6. R. Pachὀn and L. N. Trefethen. 2009. 
Barycentric-Remez Algorithms for Best 
Polynomial Approximation in the Chebfun 
System. BIT. (8), 2-19, http://people.maths. 
ox.ac.uk/trefethen/ remez_new2.pdf., 28 
January 2014. 
 
Epsilon k fungsi pertama
Epsilon k fungsi kedua
Epsilon k fungsi ke tiga










Error Relat if Fungsi 1
Error Relat if Fungsi 2
Error Relat if Fungsi 3











Error Relatif   (%) 
1 2 3 
1 714.25 34.57 90.48 
2 12.28 15.18 17.21 
3 0.17 0.28 8.57 
4 0.000064 0.000091 2.39 
5   0.018 
6   0.0000023 
Ket: 
Error Fungsi Pertama 
Error Fungsi Kedua 
Error Fungsi Ketiga 
