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Abstract. It is shown that fixed point multiplication can be reduced to the evaluation of any 
member of a very large class of functions including most of the nontrivial functions used in 
practice. That means that whenever any such function can be evaluated by a Boolean circuit of 
size S(n), multiplication can be done with O(S(n)) Boolean operations, as well. 
1. Introduction 
Arithmetic operations on binary numbers have been among the earliest and most 
frequent problems to be implemented in hardware. For this reason, considerable 
research as been done concerning their combinatorial complexity. 
As far as upper bounds are concerned, addition and subtraction of n-bit fixed 
point binary numbers can be done optimally by Boolean circuits of linear size. The 
asymptotically best upper bound on the number of Boolean operations for multiplica- 
tion is O(n log n log log n) obtained by the algorithm of Sch6nhage and Strassen [ 15]. 
On the other hand, nontrivial asymptotic lower bounds on the Boolean complexity 
of arithmetic operations have not been found. Only for a restricted model of 
computation a lower bound of ~2(n log n/(log log n) 2) has been proven by Cook [10]. 
Relatively little work has been done in an area with which this paper is concerned, 
namely reductions between arithmetic functions with respect to Boolean complexity. 
Cook [10] and Aho et al. [1] have shown how to reduce division to multiplication. 
The same idea can be applied in order to reduce square rooting or any other algebraic 
function to multiplication (cf. [2]). As a consequence, all these functions can be 
evaluated with O(n log n log log n) Boolean operations. Brent [6] has shown, that 
some other 'elementary functions" like the exponential function or the natural 
logarithm can be 'pseudo reduced' to multiplication, i.e., if multiplication can be 
done with M(n) Boolean operations, then these functions can be evaluated with 
O(M(n) log n) operations. Consequently, they have an O( n(log n)2 log log n) upper 
bound. 
33.4 H. Air 
Converse reductions, namely from multiplication to other functions have been 
obtained in [2], showing that multiplication can be reduced to any nonlinear algebraic 
function. This paper, which is an extended version of [4], gives a generalization of
that result, showing that multiplication can be reduced to any function satisfying 
certain analytic conditions. The class of functions obtained contains essentially 
all important functions used in practice. 
2. Model of computation 
The model of computation in this paper are Boolean circuits, which compute 
arithmetic functions (of one variable) in the following way: If the input is an n-bit 
fixed point number x, then the output will be the n most significant bits of the result. 
The complexity measure used in this paper is the number of Boolean operations, 
i.e., the circuit size. The results of this paper apply to some other models of 
computation and complexity functions, as well; for example, counting the number 
of single precision operations necessary to do multiple precision arithmetic. One 
restriction has to be put on complexity, functions S(n), however, namely that they 
are sufficiently 'smooth', i.e.: For every t~ > 0 there exists a 13 > 0 with 
(1) S(an)<~/3S(n) for all stffficiently large n. 
Moreover if a < 1, then/3 < 1. 
Clearly, addition, subtraction, and multiplication with rational constants can be 
done with linearly many Boolean operations. Since that is a trivial lower bound for 
any of the functions considered here, we shall consider constantly many of these 
operations as 'free' in the reductions done in this paper. 
A function f is called reducible to a function g (f<~ g) iff for any smooth function 
S: If g can be computed with complexity S(n), then f can be computed with 
complexity O( S(n) ). 
All the reductions in this paper will be constructive. In fact, they are even uniform 
(cf. [9]) in the sense that if f<~ g, the circuit for f can be generated from the one 
for g in logarithmic space. 
Some of these reductions are trivial or have been known before (cf. [1]). For 
example, let tee, sq, mul denote reciprocal, squaring, and multiplication respectively, 
considered as functions on the real numbers. Then 
(2) sq <~ mul, 
(3) mul <~ sq, 
(4) sq <~ rec, 
which is obvious; 
since xy = ½((x + y)2 _ x 2 _ y2); 
(5) rec~mul  
1 
since X 2 - -  X ; 
1/x-- 1/ (x+ l) 
can be shown by the following reduction (cf. [10, 1]): 
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In order to compute 1/x for a given input x, find the root of the function 
1 
fx(t) =- -x  
t 
by Newton iteration which gives the iteration formula 
(6) t,+l = @(t , )=2t , -x t  2.
This formula can be evaluated using only multiplications and subtractions. Because 
of the quadratic convergence of Newton iteration, O(log n) iteration steps are 
necessary to get n correct bits of the result. This would give an O(M(n) log n) 
algorithm, where M(n) is the complexity of multiplication. But, since in the ith 
step of the iteration the method produces only 0(2 i) correct bits anyway, it suffices 
to do the multiplications in that step with 2Lbit numbers. This results in an algorithm 
of complexity at most 
f log n ] 
E M(2'), 
i=0  
which is O(M(n))  if M is smooth. 
So sq, mul, and rec (also division) are functions which are computationally 
equivalent, i.e., pairwise reducible to each other. As has been mentioned before it 
is shown in [2] that this class of computationally equivalent functions is much larger 
and, in fact, contains all algebraic functions. Here, algebraic functions are defined 
as the smallest class of functions, which contains the identity, the constants 1and 
-1 ,  and is closed under addition, multiplication, and exponentiation with rational 
constants. This actually only defines the explicitly representable algebraic functions 
but it has been shown by Schi~nhage [14] that the result of [2] can be extended to 
the more general implicit definition of algebraic functions. 
3. Main result 
This paper generalizes the result of[2] in one direction by showing that multiplica- 
tion, and therefore all algebraic functions, can be reduced to a very large class of 
nonlinear functions over the real numbers containing most of the functions used in 
practice, like, e.g., logarithms, exponential functions, trigonometric functions etc. 
The main result is the following. 
3.1. Theorem. Let U be an open subset o f  the set of real numbers, R, f :  U ~R a 
function, which is three times continuously differentiable and f"  is not constantly O. Then 
mul <~ f 
As has been mentioned before, from the results in [2] we have the following 
corollary. 
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3.2. Corollary. Let f be a function sati.;fying the condition of Theorem 3.1. Then 
g<~f 
for any algebraic function g. 
In order to prove Theorem 3.1 we use two lemmas. The first one is about roots, 
i.e., functions of the form f (x )= ax ~, where a is some real and c~ some rational 
number. 
3.3. Lemma. Let f be a root, g a function with 
(7) g(x)=f (x ) ( l+O(x~))  forsome/3~O. 
Assume that if~3 > O, the domains of g and f include the interval [0, e) for some e > O, 
if~3 < 0 they include [c, oo) for some c ~ •. 
Then f <~ g. 
Proof. Let f (x )= ax ~, where t~ =p/q  with integers/7, q such that q>0.  Then, for 
any integer k, f (x2  kq) = 2kPf(x) and therefore has the same n most significant bits 
as f (x) .  The idea is now to compute g(x2 kq) where the absolute value of k is large 
enough, such that the 0-term in (7) does not affect the first n significant bits any 
more. So g(x2 kq) and f (x  2kq) coincide on these bits and we can use an algorithm 
for g in order to evaluate f. Note, that k needs to be negative if/3 > 0 and positive 
i f /3<0.  
More precisely, for any integer k, 
(8) g(x2 = 2kPax  (1 + O((x2kq) )) 
and we have to choose k such that the relative error in (8), i.e., the O-term, is less 
than 2-". Let c be the constant in that O-term. Then we need a k, such that 
Ic(x2 )  I 2-". 
Since x is an n-bit fixed point number, i.e., Ix] < 2 n, it is sufficient o have 
ioe., 
(9a) 
and 
c(2 (kq*")a) ~< 2-", 
k<--. -n ( l+/3) - l °gc  if/3 > 0, 
q/3 
-n ( l+/3) - log  c 
(9b) kt> i f l3<0.  
q/3 
So the n most significant bits o f f  will be computed by a circuit computing with 
input x'= x2 kq. The argument x' can be obtained easily from x by shifting the radix 
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point to the right and, if necessary, padding with zeroes. So the fixed point representa- 
tion of x' has at most n + kq bits, which is O(n) according to (9a) and (9b). So, if 
g can be computed with circuit size S(n), then f can be computed with S(O(n)), 
which is O(S(n))  if S is a smooth function. [] 
Formula (3) shows how to reduce multiplication to squaring. More generally, the 
following lemma holds. 
3.4. Lemma. I f  f (x) = ax 2 for some a ~ R, then 
mul <~ f. 
Proof. The function g(x, y) = axy can be reduced to fby  the scheme of formula (3). 
Then, given x e R, x ~ 0, 
~( t ) = 2t - a2xt 2 = 2t - g( x, f (  t ) ) 
can be reduced to f and gives the iteration 
t i+t  : crP( ti), 
which converges quadratically to 
h (x )= l / (a2x),  
if a suitable initial value to is chosen. As can be shown by the numerical criteria 
for the convergence of Newton's method any to with 0< to< 1/(a2x) is sufficient. 
(We can assume w.l.o.g, that x > 0, for negative x, h(x) can be obtained by computing 
-h ( -x ) . )  Since such a to can be found in constant ime, we have, for the same 
reasons as in the proof of (5), h ~< q0 and thus h <~f. 
Now sq <~ h, since 
x 2=h(h(x ) -h (x+l ) ) -x  (cf.(4)). 
So sq <~f, and, because of (3), mul <~f. [] 
Proof of Theorem 3.1. Since the second derivative f "  of f is not constantly 0 in U, 
and the third derivative f "  is continuous, there exists an open U 'c  U such that f "  
is not constantly 0 in U' and f "  is bounded in U', i.e., there exists a d -  0 with 
If'(~:)l-< d for all ~ U'. 
Then there exists a rational number c ~ U' with f " (c )~ O. 
For a~R,  e>0 define U~(a) :={x~Rl lx -a l<e}.  
Let e>0 such that U, (c )c  U'. Define the function g: U~(0)-->R by g (x )= 
f ( c+ x)+ f (c -x ) -2 f (c ) .  
Obviously g ~<f, since c is rational and hence can be determined up to n bits with 
complexity O(n).  
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It follows from Taylor's theorem that, for all x ~ U,(O), 
g(x)= x2f"(c)+O(x 3)
since f "  is bounded in U'. 
Since 
(10) g(x) =f,(c)x2(1 + O(x)), 
we have by Lemma 3.3 that, for x~ Us(O), ax2<~g with a =f"(c)  # 0. 
For general x ~ R the computation of ax 2 can be reduced to the one for some 
x'~ U~(0) by shifting the radix point to the left and, if necessary, padding with 
zeroes such that the argument gets close enough to 0. The n most significant bits 
of the result will be the same for both x and x'. 
So ax 2 <~f and the theorem is proven since mul~< ax 2 by Lemma 3.4. [] 
4. Conclusion, additional remarks 
Although the proof of the main theorem of this paper is completely constructive, 
some of the reductions are rather complicated in the general case. The main reason 
for that is the coefficient f"(c) in (10). The Newton iteration in Lemma 3.4 is used 
only to eliminate that coefficient. For some particular functions f, however, c can 
be chosen in such a way that f"(c) is rational, which simplifies the reductions 
essentially. For example, if we do the reduction fo r f  = exp, the exponential function, 
and choose c = 0, we get 
2(exp{x} - x - 1) = x2(1 + O(x)), 
which gives an easy reduction of squaring to exp for arguments close to 0, a condition 
which can always be satisfied by 'scaling' the argument appropriately, as has been 
done in Lemma 3.3. 
Another disadvantage of the Newton iteration is that it does not preserve Boolean 
circuit depth, since the functions for depth might be subpolynomial nd, therefore, 
not smooth (ef. (1)). For example, Newton iteration gives O((log n)2)-depth circuits 
for division, if O(log n)-depth circuits for multiplication are used. The reductions 
in this paper, which do not have to use Newton iteration, however, preserve depth 
and size of circuits simultaneously. Those reductions are the ones mentioned before 
for functions, which have a Taylor expansion with a rational x2-coetficient, like 
exp, In, any nonlinear algebraic function (cf. [2]), etc. More results on Boolean 
circuit depth of arithmetic functions can be found in [ 13, 7, 5]. 
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