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Abstract
We consider an explicit boolean function depending on n = (i + 1)j variables encoding
2-level cascade redundancies in critical systems. We establish lower and upper bounds on the
size of its OBDD representation. The exact lower bound of this function is comprised between
(2min(i=2;1ptj=2)) and O(2min(i;1ptj)). The upper bound is (2i(1ptj−2log2i)). We further show that,
when one of the parameters i or j is constant, this function admits OBDDs whose size is
polynomial in other parameter. The latter result is constructive, and we show variable orderings
that witness this polynomial size. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Ordered binary decision diagrams (OBDD) [3] are of immense practical interest as
representations of boolean functions, since they provide compact and canonical rep-
resentations that admit e<cient operations for a wide variety of practical problems.
OBDDs and their variants are widely used in logic veri=cation [12, 8], quantitative and
qualitative analysis of reliability models [7, 15], and compact state set representation
in model checking [5].
As the compactness of OBDDs is one of their main advantages, it is important
to establish bounds on OBDD size for speci=c types of application-speci=c formulas.
Such bounds not only provide insight into the mathematical structure of the complexity
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of boolean functions, they have practical applications in the classi=cation of problem
instances and the estimation of machine resource needs.
Lower and upper bounds for explicit (application-speci=c) boolean functions are
widespread in the literature, see for example [2, 4, 9–11]. Bryant in [4] studies boolean
functions for combinational circuits and establishes exponential lower bounds for the
OBDD representations of multipliers and hidden weighted bit functions. These functions
represent an illustration of di<culties that one may encounter with OBDD construction
for functions in circuit veri=cation.
Application of OBDDs to reliability analysis has been recently a major breakthrough
in this domain, making possible the analysis of functions depending on thousands of
variables, compared to classical methods that are not able to deal with functions having
more than 10 variables. In this =eld, the advantage of OBDD representation is double.
First, it is compact. Second, it permits exact computations that are linear in the size
of the OBDD [6, 16]. The latter is of particular signi=cance when the system under
analysis is safety-critical.
As application of OBDDs became wide spread in reliability analysis, it has become
important to identify functions from this domain that represent intrinsic di<culties for
their assessment with OBDDs. In this article, we identify such functions.
We establish both lower and upper bounds for the size of OBDD representations
of a two-level redundancies function. These functions arise in reliability analysis (risk
assessment). Two-level redundancies functions encode cascade redundancies, and are
widely found in reliability boolean models for nuclear critical systems. The ability to
perform exact computations of reliability, and hence the ability to compute the OBDD,
is essential in this case due to the importance of =ne analysis.
No theoretical treatment of the size of OBDD representations of these functions
are currently known. We characterize the growth of OBDD representations of this
function in terms of two structural parameters i and j. We establish that the upper
bound is (2i( j−2 log2 i)). The exact lower bound is comprised between (2min(i=2; j=2))
and O(2min(i; j)). We further show that, when one of the parameters i or j is constant,
this function admits OBDDs whose size is polynomial in the other parameter. The latter
result is constructive, and we show variable orderings that witness this polynomial size.
Our approach is elementary, and is based on counting the number of subfunctions
in a set-theoretic way. This technique provides a =ne-grained analysis, and permits one
to link the growth of the OBDD to the variable ordering.
2. Preliminaries
2.1. OBDD encoding of boolean functions
Let f be a boolean function depending on the set of variables V = {v1; : : : ; vn}.
Denition 1 (Bryant [3]). A BDD for a function f is a rooted directed acyclic graph
 verifying conditions (i) and (ii) below.
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(i) Sink nodes of  are labeled with 0 and 1.
(ii) Each internal node of  is labeled with a variable vi and has 2 out-edges labeled,
respectively, with 0 and 1.
Denote by (v; 1; 0) the BDD rooted at a node labeled with the variable v and
whose 1- and 0-out-edges point, respectively to BDDs 1 and 0. Let V be a total
order over v1; : : : ; vn (say v1¡v2¡ · · ·¡vn).
Denition 2. A BDD is said to be ordered – OBDD for short – if condition (iii)
below holds.
(iii) For any internal node =(vi; 1; 0), either 1 is a sink node or it is labeled
with a variable xj; xi¡xj, and, either 0 is a sink node or it is labeled with a
variable xk ; xi¡xk .
To obtain canonical forms for OBDDs we share some structure. By sharing iso-
morphic subgraphs we obtain a quasi-reduced OBDD (QOBDD) and by suppressing
degenerate nodes (v; 1; 0) where 0 = 1 we obtain a reduced OBDD (ROBDD).
We interpret OBDDs as boolean formulas under Shannon normal form [1]. In this
paper we treat the most general canonical form of OBDDs – that is QOBDDs. All the
results hold also for ROBDDs.
Denition 3. Let f be a boolean function, V= v1; v2; : : : ; vn a variable order and D
a QOBDD of f for V. Let Vk = {(vk+1; 1; 0)}. Then k is called level. The width
W (D; k;V) of D at level k is equal to card Vk . The size of D is the number of nodes
in D and is equal to
∑n−1
k = 0 Vk .
The following property summarizes a well-known fact, namely that the width of a
QOBDD at level k is equal to the number of diIerent subfunctions at this level (see,
for example, [10]). It gives the foundation for our method of obtaining bounds on the
size of the OBDD, namely, explicitly counting the number of diIerent subfunctions.
Proposition 4. The width W (D; k;V) is equal to the number of di:erent subfunc-
tions N(f; k;V) that are obtained by applying any truth assignment a∈{0; 1}k to
v1; v2; : : : ; vk ; that is;
W (D; k;V) =N(f; k;V) = |{f(a); a∈{0; 1}k}|:
Furthermore; the size of a QOBDD is of the order of the size of its ROBDD times
the number of variables n.
2.2. De<nitions
We de=ne the function studied in this paper.
Denition 5. Let i; j∈N . Let V be the set of boolean variables V =X ∪Y where
X = {xt : t ∈ [1; j]}; Y = {ys; t : s∈ [1; i]; t ∈ [1; j]}. A boolean function f depending on
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V is a 2-level redundancies function if it is de=ned as follows:
f =
∧
s∈[1; i]
( ∨
t∈[1; j]
(xt ∧ ys; t)
)
:
Such functions encode cascade redundancies in critical systems and can be found in
formal models for risk assessment [14]. In the rest of the paper f will denote a 2-level
redundancies function. The total number of variables is n= |V | =(i + 1)j.
Denition 6. Let V= v1; v2; : : : ; vn be a variable order and k be a level. Then, vari-
ables v1; : : : ; vk are called above variables and variables vk+1; : : : ; vn are below variables
wrt. k. 1
Let {xt ; ys; t}∈ {0; 1}n be a truth assignment. Denote 0 = {t ∈ [1; j] | xt =1}; and
for each s∈ [1; i]; s= {t ∈ [1; j] |ys; t =1}. Thus an assignment {xt ; ys; t}∈ {0; 1}n
can be identi=ed with an indexed family of i + 1 subsets of the interval [1; j] :
{s | s∈ [0; i]}= {0; 1; : : : ; i}. This indexed family will be denoted by . So,
 def={0; 1; : : : ; i}:
In the rest of this paper when speaking of a family  the word “indexed” will be
omitted. An assignment and the corresponding family of subsets being identi=ed, we
will denote them both by .
Truth assignments to the above variables will be indicated by the superscript a
and those to the below variables by the superscript b. If for some variable order
V= v1; v2; : : : ; vn the variables v1; : : : ; vk are the above variables, then there exist i+1
=xed subsets of the interval [1; j] representing these variables, precisely Pa0 ⊂ [1; j]; Pa1
⊂ [1; j]; : : : ; Pai ⊂ [1; j] (some of these subsets may be empty). The below variables are
represented by the complements of these sets Pb0 =– (P
a
0 )= [1; j]\Pa0 ; Pb1 = [1; j]\Pa1 ;
: : : ; Pbi = [1; j]\Pai (some of these sets can be empty as well).
Thus any point {xt ; ys; t}∈ {0; 1}n is identi=ed with the family of sets = {0; 1; : : : ;
i}= {a0 ∪ b0 ; a1 ∪ b1 ; : : : ; ai ∪ bi }; where a0 ⊂Pa0 ; b0 ⊂Pb0 and for each s∈ [1; i];
as ⊂Pas ⊂ [1; j]; bs ⊂Pbs ⊂ [1; j].
According to this identi=cation, the families of subsets a= {a0 ; a1 ; : : : ; ai } and
b= {b0 ; b1 ; : : : ; bi } will be called the Above and the Below points from {0; 1}k and
{0; 1}n−k , respectively. In the case when some of the elements of these families are
obviously empty, they will be omitted in the notations.
If for a variable order V, the variables v1; : : : ; vk are the above variables, then each
above point a will be identi=ed with a function fa , de=ned over the set {0; 1}n−k
of below points b according to
fa(b = f() where  = {a0 ∪ b0 ; a1 ∪ b1 ; : : : ; ai ∪ bi }:
1 For comparison, Bryant in [4] uses the terms of left and right input assignments.
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Let, for a chosen variable order, two points a ∈ {0; 1}k and ˜a ∈{0; 1}k . Then
fa =f˜a ⇔ {b ∈ {0; 1}n−k |fa(b) = 1}
= {b ∈ {0; 1}n−k |f˜a(b) = 1}:
According to the de=nition of the function f,
fa(b) = 1⇔ for each s ∈ [1; i];
∨
t∈[1; j]
(xt ∧ ys;t) = 1
⇔ for each s∈ [1; i]; there exists t ∈ [1; j] such that xt =1 and ys; t =1
⇔ for each s∈ [1; i]; there exists t ∈ [1; j] such that t ∈ 0 and t ∈ s:
That is,
fa(b) = 1⇔ for each s∈ [1; i]; 0 ∩ s = ∅: (1)
3. Upper bound
Let us consider the following order of variables V:
V = y11; y12; : : : ; y1j; y21; y22; : : : ; y2j; : : : ; yij; : : : ; yij; x1; : : : ; xj:
Let the number of above variables be k = i0 · j; 16i06i. In this case the subsets
of [1; j] that are =xed are Pa1 = [1; j]; : : : ; P
a
i0 = [1; j] and the remaining subsets are
Pbi0+1 = [1; j]; : : : ; P
b
i = [1; j]; P
b
0 = [1; j]. Accordingly the above points are of the type
a= {a1 ; : : : ; ai0} and the below points are b= {b0 ; bi0+1; : : : ; bi }. 2
If a below point b= {b0 ; bi0+1; : : : ; bi } is such that there exists s¿i0+1: b0 ∩ bs =
∅, then according to (1), for each a; fa(b)= 0. For this reason we will call the
point b nontrivial if for each s¿i0 + 1; b0 ∩ bs = ∅.
If b is a nontrivial point, then according to (1)
fa(b) = 1 ⇔ for each s ∈ [1; i0]; b0 ∩ as = ∅:
In connection with this, for each indexed family am= {a1 ; : : : ; am}; m6i0 of m
subsets of [1; j] we will associate a family A(am):
A(am)
def={⊂[1; j]: for each s ∈ [1; m];  ∩ as = ∅}:
Lemma 7. The set ∈A(am) if and only if for each set as ; 16s6m; there exists a
point ps in as such that
⋃
16s6m{ps}⊂ .
Proof. The proof is evident.
2 ai0+1; : : : ; 
a
i ; 
b
1 ; : : : ; 
b
i0
are obviously empty, so they are omitted in the notations as established on
p. 4.
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Lemma 8. Let am= {a1 ; : : : ; am}; ˜aq = {˜a1 ; : : : ; ˜aq }; 16m; q6i0. Then
A(am)⊂A(˜
a
q)⇔∀t6q; ∃s6m such that as ⊂ ˜at :
Proof. First of all, using Lemma 7, it is easy to see that
A(am) ⊂A(˜
a
q)⇔∃′ =
⋃
ps∈as
{ps}; ′ =∈ A(˜aq):
Thus, A(am) ⊂A(˜aq) is equivalent to the existence of ′=
⋃
ps∈as {ps} and the exis-
tence of t6 q such that ′ ∩ ˜at = ∅. The latter in turn is equivalent to the fact that
there exists t6q such that for each s6m, there exists ps ∈ [1; j] :ps ∈ as ; ps =∈ ˜at ; that
is, as \˜at = ∅. Switching to the negations, we obtain that
A(am)⊂A(˜
a
q)⇔∀t6q; ∃s6m such that as\˜at = ∅:
Corollary 9. A(am)=A(˜
a
q ) if and only if ∀t6q; ∃s6m : as ⊂ ˜at and ∀r6m; ∃t6q:
˜at ⊂ ar .
Denition 10. A family of subsets am= {a1 ; : : : ; am}; m6i0 is called irreducible if
∀s = t; 16s; t6m; as \at = ∅.
Corollary 11. If am = {a1 ; : : : ; am}; ˜aq= {˜a1 ; : : : ; ˜aq } are irreducible families of
subsets; then A(am)=A(˜
a
q)⇔am=˜aq.
Proof. If A(am)=A(˜
a
q) then for each r6m there exists t6q : ˜
a
t ⊂ ar . For this t6q
there exists s6m : as ⊂ ˜at . So we have that as ⊂ ˜at ⊂ ar . Because am is irreducible
this relation means that as = ˜
a
t = 
a
r . Which means that for each r6m there exists
t6q : ar = ˜
a
t . In the same way for each t6q there exists s6m : ˜
a
t = 
a
s . We thus
have that am=˜
a
q.
If ai0 = {a1 ; : : : ; ai0} is any family of subsets of [1; j] containing i0 elements, such
that there exists s = t : as ⊂ at , then it is clear that A(ai0 ) =A(ai0\{at }). As the family
ai0 is =nite this operation may be continued until the remaining family 
R ⊂ai0 is
an irreducible family. So we have that A(R )=A(ai0 ), which implies the following
corollary.
Corollary 12. For each family ai0 = {a1 ; : : : ; ai0} there exists its irreducible part R
such that R ⊂ai0 and A(R )=A(ai0 ).
Theorem 13. The number N(f; i0 j;V) of di:erent functions is equal to the number
of di:erent irreducible families R of subsets of [1; j] containing no more than i0 sets.
Proof. If fa =f˜a then according to the de=nition of the families A(
a) and A(˜a)
we have that A(a)=A(˜a). Let R be the irreducible part of a; ˜R the irreducible
part of ˜a. Then according to the Corollaries 11 and 12, R = ˜R .
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Let fa =f˜a ; b a nontrivial point such that fa(b)= 1; f˜a(b)= 0. Then b0 ∈
A(a)=A(R ). On the other hand there exists s∈ [1; i0] : b0 ∩ ˜as = ∅, that is, b0 =∈;
A(˜a)=A(˜R ). Following Corollary 11, R = ˜R .
Remark 14. It is clear that any family am= {a1; : : : ; am} of diIerent sets having the
same cardinality is irreducible. The number of subsets of [1; j0] of cardinality p is equal
to Cpj0 and reaches its maximum when p= j0=2. As C
j0=2
j0 ¿2
j0=2, then when j0¿2 log2 i0
there exists at least one irreducible family of i0 elements that are subsets of [1; j0].
Denote by I(i0; j0); 16 j06 j the number of diIerent irreducible families of i0
subsets of [1; j0]. Setting {}= {j0 +1} or {}= ∅ we augment each as ⊂ [1; j0] up to
as ∪{}⊂ [1; j0+1]. Then it is clear that I(i0; j0+1)¿2i0 I(i0; j0). From which follows
Lemma 15.
Lemma 15. For a given i06 i let us denote by j0; j06j the smallest index (if it
exists) for which I(i0; j0)¿1. Then I(i0; j)¿2i0( j−j0)I(i0; j0).
From Remark 14 and Lemma 15 the theorem follows.
Theorem 16. For the chosen variable order V;
max
16k6n
N(f; k;V)¿2i( j−2 log2 i) = 2n(1−%n);
where %n=(2i log2 i + j)=n; n=(i + 1)j.
Corollary 17. If i; j→∞ and log2 i=o( j) (in particular if i= j) then max16k6n
N(f; k;V)¿2n(1−o(1)). Which means that for all &; 0¡&¡1 there exists some n&
such that for each n¿n&; max16k6nN(f; k;V)¿2&n.
The upper bound for a 2-level redundancies function is thus established to be
(2i( j−2 log2 i)).
4. Lower bound
Let m= min(i=2; j=2). Choose above sets such that Pa0 = [1; m] and for each s∈ [1; i];
Pas = [1; j]. Then we have P
b
0 = [m + 1; j] and for each s∈ [1; i]; Pbs = ∅. Furthermore
let a0 be an arbitrary subset of P
a
0 : 
a
0 ⊂Pa0 and let all other values of variables be
chosen and =xed in the following way: for each s∈ [1; i]
Mas =
{ {s; s+ m} for each s6m
[1; j] for each m¡s6i:
(2)
In this con=guration above and below points are of the type Ma= {a0 ; Ma1 ; : : : ; Mai };
b= {b0 ; ∅; : : : ; ∅}= {b0 }, where a0 ⊂ [1; m]; b0 ⊂ [m + 1; j]. Note that only the sets
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a0 ; 
b
0 are allowed to vary; all other sets are =xed according to (2), and this fact
is emphasized by the overlining for Mas and M
a. Let us now consider the set of all
functions fMa , produced by the constructed sets M
a.
Lemma 18. All functions fMa produced by the sets M
a above are di:erent. And so the
number of di:erent functions fMa is equal to 2
m where m= min(i=2; j=2).
Proof. According to criterion (1), fMa(
b
0 )= 1 if and only if for each s∈ [1; i];
(a0 ∪ b0 )∩ Mas = ∅. That is,
fMa(
b
0) = 1⇔for each s ∈ [1; i]; (a0 ∩ Ma0) ∪ (a0 ∩ Ma0) = ∅: (3)
Let a0 = ∅. Let I 0 def= {s∈ [1; i] | a0 ∩ Mas = ∅} and I 0 + m def= {s + m | s∈ I 0}. From the
construction it is clear that
I 0 = [1; m]\a0 : (4)
According to condition (3) we have that fMa(
b
0 )= 1⇔ for each s∈ I 0; b0 ∩ Mas = ∅⇔
for each s∈ I 0; s+ m∈ b0 ⇔ I 0 + m⊆ b0 .
If a0 = ˜a0 are two subsets of [1; m], then according to Eq. (4) we obtain that
I 0 = I˜ 0, where I˜ 0 = {s∈ [1; i] | ˜a0 ∩ Mas = ∅}. This means that I 0 +m = I˜ 0 +m. Choosing
b0 such that I
0+m⊂ b0 and I˜ 0+m ⊂ b0 (which is always possible), we obtain that
fMa(
b
0 )= 1; fM˜a(
b
0 )= 0, where
M˜a= {˜a0 ; Ma1 ; : : : ; Mai }.
In order to =nish the proof it is su<cient to note that the function correspond-
ing to the point (∅; Ma1 ; : : : ; Mai ) does not coincide with any other function fMa where
Ma= {a0 ; Ma1 ; : : : ; Mai }; a0 = ∅.
Now for any variable order V, choose k6n such that exactly m= min(i=2; j=2)
of the variables (xt) are among the =rst k variables in the order. Without loss of
generality, let us consider that these variables are x1; : : : ; xm. Then Pa0 = [1; m] and for
each s∈ [1; i]; Pas ⊂ [1; j] (some of them may be empty). Denote by F the set of all
subfunctions at level k. Let a0 be an arbitrarily chosen subset of P
a
0 = [1; m] and for
each s∈ [1; i] let as =Pas ∩ Mas where the sets Mas are de=ned in (2). Let us now consider
the following set MF of subfunctions:
MF def={fa |a = {a0 ; a1 ; : : : ; ai }; a0 ⊂Pa0 ; as = Pas ∩ Mas ; s ∈ [1; i]}:
It is clear that MF ⊂F because the subsets as ; s∈ [1; i] do not vary and only the subsets
a0 ⊂Pa0 = [1; m] are allowed to vary.
Lemma 19. All functions fa in the set MF are di:erent.
Proof. Let a0 ⊂ [1; m]; ˜a0 ⊂ [1; m]; a0 = ˜a0 , a= {a0 ; a1 ; : : : ; ai }, ˜a= {˜a0 ; a1 ; : : : ;
ai }. Let b= {b0 ; b1 ; : : : ; bi } where b0 ⊂ [1 +m; j] and for each s∈ [1; i]; bs =– (Pas )
∩ Mas . As as ∪bs = Mas , we have fa(b)=fMa(b0 ), f˜a(b)=fM˜a(b0 ), where functions
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fMa ; fM˜a are considered in Lemma 18. According to Lemma 18 there exists 
b
0 such
that fMa(
b
0 ) =fM˜a(b0 ) and so fa(b) =f˜a(b).
Corollary 20. For any variable order V there exists such k¡n that
N(f; k;V)¿2min(i=2; j=2):
Proof. F ⊃ MF and cardP[1; m] = 2m, m= min(i=2; j=2).
In the case i= j, whatever the variable order V, there exists a k¡n such that
N(f; k;V)¿2
√
n=2.
Thus a lower bound on the width of an OBDD encoding a 2-level redundancies
function is (2min(i=2; j=2)).
5. Practical aspects
In this section we present two variable orders that provide a polynomial growth for
the BDD size if one of the parameters i; j is =xed.
First example. Let us consider the following variable order:
V = x1; : : : ; xj; y1;1; : : : ; y1; j; : : : ;yi;1; : : : ; yi; j :
It is easy to compute the value of N(f; k;V) for each k6n.
Let us =rst consider the case k =(i0 +1)j; 16i0¡i. In this case, Pa0 = [1; j] and for
each s∈ [1; i0]; Pas = [1; j]; for each s such that i0 +16s6i; Pbs = [1; j]; a= {a0 ; a1 ;
: : : ; ai0}; b= {bi0+1; : : : ; bi }. It is clear that if fa ≡ 0, then fa(b)= 1 if and only if
for each s¿i0+1; a0 ∩ bs = ∅. Consequently, function fa is determined only by the set
a0 . Furthermore it is easy to see that 
a
0 = ˜a0 ⇔fa =f˜a , where ˜a= {˜a0 ; ˜a1 ; : : : ; ˜ai0};
f˜a ≡ 0. Thus, whatever i0¡i, N(f; (i0 + 1)j;V)= cardP[1; j] = 2j.
Now, let k =(i0 + 1)j + j0; 16i06i − 2; 16j0¡j. That is, a= {a0 ; a1 ; : : : ; ai0 ;
ai0+1}, where a0 ⊂ [1; j]; for each s such that 16s6i0; as ⊂ [1; j] and ai0+1⊂ [1; j0].
Similar reasoning shows that the function fa is determined by a pair of sets (a0 ; 
a
i0+1)
and exact computation gives N(f; (i0 +1)j+ j0;V)= 2j+1−2j−j0 −2j0 +1; 16j06j.
In the two remaining cases, k = j0 and k = ij + j0 where 16j0¡j, it is easy to
compute that N(f; j0;V)= 2j0 and N(f; ij + j0;V)= 2j−j0 + 1.
Summing up these results we obtain
n∑
k=1
N(f; k;V) = j(i − 1)2j+1 − 3(i − 2)(2j − 1) + ij:
Second example. Let us consider the variable order V:
V = x1; y1;1; : : : ; yi;1; : : : ; xj; y1; j ; : : : ; yi; j :
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Similar computations lead to the following result:
n∑
k=1
N(f; k;V) = 2i+1(2 + i( j − 2)) + 2i + j − 3:
Remark 21. It is easy to see that in the =rst example, maxkN(f; k;V)62 2j, and
in the second example, maxkN(f; k;V)62 2i. The lower bound for the size of the
OBDD of a 2-level redundancies function f is thus O(2min(i; j)).
The results of Section 5 are of practical relevance, as one or the other of i and j is
typically constant in real application domains producing 2-level redundancies functions.
Consequently, for a given model, it is usually possible to =nd a variable order that
guarantees polynomial growth in the size of the OBDD.
Report [13] presents experimental results that con=rm these conclusions, and in-
deed that these orders give the best results for randomly-chosen2-level redundancies
formulas.
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