In his seminal paper from 1952 Dirac showed that the complete graph on n ≥ 3 vertices remains Hamiltonian even if we allow an adversary to remove ⌊n/2⌋ edges touching each vertex. In 1960 Ghouila-Houri obtained an analogue statement for digraphs by showing that every directed graph on n ≥ 3 vertices with minimum in-and out-degree at least n/2 contains a directed Hamilton cycle. Both statements quantify the robustness of complete graphs (digraphs) with respect to the property of containing a Hamilton cycle.
and G − H does not have P}.
Sudakov and Vu initiated the systematic study of resilience of random and pseudorandom graphs in [18] , and since then this field has attracted substantial research interest (see e.g. [2, 3, 4, 6, 8, 13, 14] ).
Let us denote with HAM the graph property of containing a Hamiltonian cycle (directed, in case of digraphs). Lee and Sudakov [14] proved that for p = ω (log n/n), a typical G ∼ G(n, p) satisfies r(G, HAM) ∈ (1/2 ± o(1)). Note that this result is asymptotically optimal not only with respect to the constant 1/2 but also with respect to the probability p, since it is well known that a typical graph G ∼ G(n, p) is not Hamiltonian for p = o(log n/n) (see [5] ).
For a positive integer n and 0 ≤ p = p(n) ≤ 1, let D(n, p) denote the binomial probability space of random digraphs on the set of vertices [n] = {1, . . . , n}. That is, an element D ∼ D(n, p) is generated by including each of the n(n − 1) possible ordered pairs of [n] with probability p, independently at random. For this model, Frieze [9] showed that a typical digraph D ∼ D(n, p) is Hamiltonian for p ≥ (log n + ω(1))/n. Therefore, it is natural to ask for an analogue to the result of Lee and Sudakov [14] for random digraphs with these densities.
As a first step towards this goal, Hefetz, Steger and Sudakov proved in [10] the following theorem, which is asymptotically optimal with respect to the resilience but far from optimal with respect to the edge probability.
Theorem 1.2 ([10]
). Let β > 0, let n be a sufficiently large integer and let p = ω (log n/ √ n). Then w.h.p. a digraph G ∼ D(n, p) satisfies r(G, HAM) ∈ (1/2 ± β).
In the proof of Theorem 1.2 Hefetz, Steger and Sudakov extensively used the Regularity Lemma and the fact that for p = ω (log n/ √ n), a typical digraph G ∼ D(n, p) contains "many" transitive triangles touching each vertex. Therefore, generalizing it to smaller values of p would at least require to replace triangles with some sparser gadgets.
In general, problems related to Hamilton cycles in digraphs are known to be much harder than their counterparts in the undirected setting, mainly since the Posá rotation-extension technique (see [16] ) is, in its simplest form, not applicable to directed graphs.
In this paper we use the absorbing method, initiated by Rödl, Ruciński and Szemerédi [17] , combined with a very nice and recent embedding argument of Montgomery [15] to prove the following theorem, which is optimal up to polylogarithmic factors. Theorem 1.3. Let β > 0, let n be a sufficiently large integer and let p = ω log 8 n/n . Then w.h.p. a digraph G ∼ D(n, p) satisfies r(G, HAM) ∈ (1/2 ± β).
We want to remark that our proof can easily be turned into a simple and efficient randomized algorithm which finds a Hamilton cycle in a digraph with certain pseudorandom properties.
The paper is organized as follows. In Section 2 we present auxiliary lemmas which are used throughout the paper. In Section 3 we give the definition of (n, α, p)-pseudorandom digraphs and state our main result (Theorem 3.2) concerning the Hamiltonicity of such digraphs. We then show how it implies Theorem 1.3 and furthermore derive the proof of Theorem 3.2 using Connecting and Absorbing lemmas. In Section 4 we then give a proof of Connecting Lemma, and finally in Section 5 we furthermore use it to prove Absorbing Lemma.
Notation and definitions
For an integer n, let [n] = {1, . . . , n} and for a, b, c ∈ R, let (a ± b)c = ((a − b)c, (a + b)c).
Our graph theoretic notation is standard and follows that of [19] . In particular we use the following: Given a digraph D we denote by V 
x ∈ X and (x, y) ∈ E(D)} denote the set of all out-neighbors of X in Y and let N − D (X, Y ) = {y ∈ Y : x ∈ X and (y, x) ∈ E(D)} denote the set of all in-neighbors of X in Y . Given a vertex x ∈ V (D) and τ ∈ {+, −}, we abbreviate
We omit the subscript D whenever there is no risk of confusion.
For τ ∈ {+, −} we denote withτ the opposite sign. Furthermore, for σ ∈ {+, −} ℓ and i ∈ [ℓ], let σ(i) denote i-th member of the ℓ-tuple σ, let σ i = (σ(1), . . . , σ(i)) and letσ denote (σ(ℓ), . . . ,σ(1)). We call a sequence of vertices P = v 1 , . . . , v ℓ+1 a σ-walk if all the vertices are different, except that v 0 and v ℓ+1 can be the same vertex, and if v i+1 ∈ N σ(i) (v i ) for all 1 ≤ i ≤ ℓ. Moreover, we say that P connects v 1 to v ℓ+1 and call v 1 and v ℓ+1 its left and right endpoint, respectively. The σ-walk P is additionally called an v 1 v ℓ+1 -path if v 1 = v ℓ+1 and σ(i) = +, for all 1 ≤ i ≤ ℓ.
Tools and preliminaries
In this section we introduce tools used in the proofs of our results.
Probabilistic tools
We need to employ standard bounds on large deviations of random variables. We mostly use the following well-known bound on the lower and the upper tails of the Binomial distribution due to Chernoff (see [1] , [11] ).
Lemma 2.1. Let X ∼ Bin(n, p) and let µ = E(X). Then
• Pr [X < (1 − a)µ] < e −a 2 µ/2 for every a > 0;
• Pr [X > (1 + a)µ] < e −a 2 µ/3 for every 0 < a < 3/2.
Remark 2.2. The conclusions of Lemma 2.1 remain the same when X has the hypergeometric distribution (see [11] , Theorem 2.10).
The following is a trivial yet useful bound. Lemma 2.3. Let X ∼ Bin(n, p) and k ∈ N.Then the following holds:
Graph Partitioning
The next lemma states that one can partition a digraph into subsets which, proportionally, inherit the lower bound on the in-and out-degree.
Lemma 2.4. Let c, ε > 0 be constants, n sufficiently large integer and 0 < p := p(n) < 1. Suppose that:
Then, there exist disjoint subsets S 1 , . . . , S k ⊆ U such that the following holds for every 1 ≤ i ≤ k:
(a) |S i | = s i , and
Proof. We prove the lemma only for
follows in similar fashion. Let U = S 1 ∪ . . . ∪ S k ∪ Z be a partition of U taken uniformly at random from all partitions for which S i = s i for every 1 ≤ i ≤ k and the "leftover" set Z is of size
≥ cp|U |} and let v ∈ W be an arbitrary vertex from W . The number of out-neighbors of v in S i is hypergeometrical distributed, thus we have
Using this and Lemma 2.1 we obtain the following upper bound
The set W has at most n vertices and the size of each part S i is a positive integer, thus the number of parts k is at most n. Taking the union bound over all parts S 1 , . . . S k and all vertices in W we get
which completes the proof.
3 Proof of Theorem 1.3
In this section we introduce the definition of an (n, α, p)-pseudorandom digraph, which will be the main object of study thoughout the paper. In fact, we prove that for p = ω( log 8 n n ) and any positive constant α, an (n, α, p)-pseudorandom digraph contains a directed Hamiltonian cycle. Using this result the main theorem follows from a fact that after deleting at most (1/2 − β) fraction of the edges from each vertex of D(n, p) the remaining digraph is w.h.p. (n, α, p)-pseudorandom, for some positive constant α < β. 
, we have
Intuitively, we require from an (n, α, p)-pseudorandom digraph a certain lower bound on the minimum degree and that it contains no dense subgraph. As it turns out, these properties are sufficient for containing a directed Hamiltonian cycle. Theorem 3.2. Let α > 0 be a constant and n sufficiently large integer. Then for p = ω(
Before we give the proof of Theorem 3.2, we first show how it implies Theorem 1.3.
Proof of Theorem 1.3. Let β, n and p be as stated in the theorem and let α = β/4. By Theorem 3.2, it is sufficient to prove that G ∼ D(n, p) w.h.p satisfies that D = G − H is (n, α, p)-pseudorandom, for every H ⊆ G as given in Definition 1.1. Using the fact that in G w.h.p. d 
First, observe that that for every vertex v ∈ D we have
thus the property (P1) holds. For (P2), let X ⊆ V (G) be an arbitrary subset of size at most
A union bound over the choices of X shows that the probability that there exists a subset
Hence, (P2) holds in G and therefore in D ⊆ G as well.
The proof of (P3) goes similarly. Consider disjoint subsets X, Y ⊆ V (G) of size at least log 1.1 n/p. Then by Lemma 2.1 we have
A union bound over the choices for X and Y yields that the probability that (P3) fails is upper bounded by n x,y=
−Ω(max{x,y} log
This proves G is w.h.p such that D is an (n, α, p)-pseudorandom digraph, regardless of the choice of H, and thus completes the proof.
Throughout the paper, unless stated otherwise, we always assume that D is a (n, α, p)-pseudorandom digraph where α is a positive constant and p = ω(
given by the following claim. (Q1) for every v ∈ V (D) and every i ∈ {1, 2, 3, 4, 5}, we have d
for all i ∈ {1, 2, 3, 4, 5}, by applying Lemma 2.4 with 4 and s 5 and by using (P1) we obtain sets
for every v ∈ V (D) and i ∈ {1, 2, 3, 4, 5}, as required.
Proof of Theorem 3.2
The following two lemmas will serve as our main tool for proving Hamiltonicity of D.
Lemma 3.4 (Absorbing Lemma).
There exists a directed path P * with V (P * ) ⊆ V 2 ∪ V 3 ∪ V 4 such that for every W ⊆ V 1 there is a directed path P * W with V (P * W ) = V (P * ) ∪ W and such that P * W and P * have the same endpoints.
The following lemma states that, under certain assumptions, one can find disjoint σ-walks connecting specified pairs of vertices, for arbitrary σ of length Ω(log n). The proof of Connecting Lemma is a modification of a beautiful argument by Montgomery [15] . Lemma 3.5 (Connecting Lemma). Let ℓ and t be integers such that ℓ ≥ 10 log n and t ≥ 4 log 2 n p and let {(a i , b i )} t i=1 be a family of pairs of vertices from V (D) with a i = a j and
Then for every σ ∈ {−, +} ℓ there exist t internally disjoint σ-walks P 1 , . . . , P t such that for each i,
With these two lemmas at hand, we are ready to give a proof of Theorem 3.2.
Proof of Theorem 3.2. Let P * be a path obtained from Lemma 3.4 and let
. We first show that there exists a family
for every v ∈ U . Applying Lemma 2.4 with c = 1/2 + α/2, ε such that (1 − ε)c > 1/2 + α/4, U , k = ⌊log 5 n|U |/n⌋ and s i = ⌊n/ log 5 n⌋ for every i ∈ [k], together with (3), we obtain disjoint subsets S 1 , . . . , S k ⊆ U such that
for some constant α ′ > α/4, every i ∈ [k] and v ∈ U . We now use the following claim, whose proof we defer to the end of the subsection.
, there exists a perfect matching from S i to S i+1 .
Observe that such matchings induce s := ⌊n/ log 5 n⌋ vertex-disjoint directed paths {Q 1 , . . . , Q s }, each of length k, such that
On the other hand, by taking each vertex in U \ k i=1 S i to be a 0-length path, we obtain at most s additional paths {Q s+1 , . . . , Q t ′ }. Note that the family {Q 1 , . . . , Q t ′ } satisfies the desired properties.
As a final step, we find a cycle C in D which contains paths Q 1 , . . . , Q t ′ , P * and maybe some vertices from V 1 . Using Lemma 3.4, we can absorb the remaining vertices from V 1 and obtain a Hamiltonian cycle. We now make this more precise.
For i ∈ [t ′ ], let us denote with a i and b i the first and the last vertex on the path Q i . Furthermore, let a t ′ +1 and b t ′ +1 be the first and the last vertex of the path P * . Applying Lemma 3.5 with ℓ = 10 log n, t = t ′ + 1, the family of pairs
. By Lemma 3.4 there is a path P * V 1 \V (C) with the same endpoints as P * and such that
). As C contains the path P * , we can replace P * with P * V 1 \V (C) , thus obtaining a Hamiltonian cycle. Proof of Claim 3.6. We use the following theorem which is equivalent to Hall's condition (see [19] ): There exists a perfect matching from S i to S i+1 if and only if for every subset X ⊆ S i of size
Assuming the opposite, without loss of generality there exists a subset X ⊆ S i of size |X| ≤ |S i |/2 for which N + (X, S i+1 ) is contained in a set Y of size exactly |X| − 1. We distinguish between two cases: (a) |X| ≤ log 2 n/(2p). In this case we have that e D (X, S i+1 \ Y ) = 0, and therefore, using (4) we obtain that
which contradicts (P2) (here we use the fact that |S i+1 |p = ω(log 2.1 n)).
(b) log 1.1 n/p < |X| ≤ |S i |/2. In this case we have
which contradicts (P3) (here we use the fact that α ′ > α/4).
The same argument can be applied to a subset Y ⊆ S i+1 of size |Y | ≤ |S i+1 |/2. This completes the proof.
Proof of the Connecting Lemma
In this section we prove Lemma 3.5. The lemma states that if we have a list of t pairs of vertices and a set K of size ω(tℓ) (where ℓ ≥ 10 log n) which "behaves" like a random subset of V (D) then for any σ ∈ {+, −} ℓ we can connect each pair of vertices via t disjoint σ-walks of length ℓ by using only vertices from K. The proof is obtained by adopting a clever argument due to Richard Montgomery [15] into the setting of resilience. In order to do so, we had to repeat the whole argument.
Expansion properties and σ-neighborhoods
We start with a lemma which says that for any two (not too small) sets X, Y ⊆ V (D), such that all vertices x ∈ X have a large degree in Y , X expands to more than a half of vertices in Y .
Proof. We only prove that |N + (X, Y )| ≥ (1/2+α/20)|Y | as the bound on |N − (X, Y )| can be proven analogously. From property (P2) we have e(X) ≤ |X| log 2.1 n. Now, denote S X := N + (X, Y ) \ X. Using the previous inequality together with d ± (x, Y ) ≥ (1/2 + α/2)p|Y | for every x ∈ X and |Y |p ≥ 6 log 2.1 n/α, we obtain
Now let us assume |S X | < log 2 n 2p . We then know that |X ∪ S X | < log 2 n p . Therefore we can apply property (P2) to the set X ∪ S X and conclude e(X ∪ S X ) ≤ |X ∪ S X | log 2.1 n ≤ 2|X| log 2.1 n. On the other hand, from Equation (5) and the bound on the size of Y we have
which is a contradiction. Next, we assume
Now, combining the previous inequality with (5) we conclude
However, by easy calculation one can check that (1+α/2)(1/2+α/20) < (1/2+α/3), thus Equation (6) gives a contradiction. Therefore we have
Next, we introduce the notion of σ-neighborhood. For given sets A, B ⊆ V (D), integer ℓ and σ ∈ {+, −} ℓ , we define N σ (A, B) as follows, N σ (A, B) := {x ∈ B | ∃a x ∈ A and a σ-walk P connecting a x to x and V (P ) \ {a x } ⊆ B}.
In the following lemma we show that for two subsets X, Y ⊆ V (D), such that X and Y have good expansion properties, we can find a vertex x ∈ X which can reach more than a half of the vertices from Y via σ-walks.
Lemma 4.2. Let γ ∈ (0, 1) be a constant and let ℓ be an integer such that ℓ ≥ 2 log n. Suppose that X, Y ⊆ V (D) are two disjoint subsets of vertices such that the following holds:
Then for any σ ∈ {+, −} ℓ there exists a vertex x ∈ X such that
Proof. Recall that σ i = (σ(1), . . . , σ(i)). We first show that there exists a vertex x ∈ X such that
. In order to do so, we make use of the following claim. 
By assumption (ii) we have |N σ(1) (X, Y )| ≥ 2 log 2 n/p, thus applying Claim 4.3 repeatedly ℓ − 2 times we obtain a set X ′ ⊆ X such that |X ′ | ≤ ⌈|X|/2 ℓ−2 ⌉ and
. Since |X| ≤ n and ℓ − 2 ≥ log n, it follows that |X|/2 ℓ−2 ≤ 1 and therefore |X ′ | = 1. Hence, there exists
2 n p ⌉ and note that, by definition, for each w ∈ M there exists a σ ℓ−1 -walk P w connecting x to w with V (P w ) \ {x} ⊆ Y . Let V * := w∈M V (P w ) \ {x}. Using assumptions (ii) and (iii) we have
In order to complete the proof it remains to prove Claim 4.3.
Proof of Claim 4.3. First, note that there exists a subset A ′ ⊆ A such that |A ′ | ≤ ⌈|A|/2⌉ and
p . Indeed, this is true as otherwise taking an arbitrary partition of the set A = S ∪ T , such that |S|, |T | ≤ ⌈|A|/2⌉, yields
which contradicts the assumption that
We know that for each v ∈ H there exist a σ i -walk P v connecting a vertex from A ′ to the vertex v. Let us denote V * := ∪ v∈H V (P v ). Using the upper bound on i we have |V * | ≤ ℓ|H| and thus
where the second inequality follows from assumption (i). Finally, observe that
This completes the proof of the lemma.
The proof
The following lemma is an approximate version of the Connecting Lemma and it is used as the main building block in the proof of the Connecting Lemma. Namely, the lemma states that for a given set of pairs {(a i , b i )} t i=1 , sets R A , R B with good expansion properties we can connect half of the pairs via long σ-walks using only vertices from R A ∪ R B .
Lemma 4.4. Let γ ∈ (0, 1) be a constant, let ℓ and t be integers such that ℓ ≥ 5 log n and t ≥ 4 log 2 n p and let {(a i , b i )} t i=1 be a family of pairs of vertices from V (D) with a i = a j and
be disjoint subsets such that the following holds:
(ii) for X ∈ {A, B} and for every set
we have
Then for any σ ∈ {+, −} ℓ there exists a subset of indices I ⊆ [t] of size s := ⌊t/2⌋ and s internally disjoint σ-walks P i which connect a i to b i (where i ∈ I), and such that
Proof. We prove the existence of set I of size ⌊t/2⌋ and the required σ-walks by induction. Assume that there exists I = {i 1 , . . . , i s ′ } ⊆ [t] with s ′ < ⌊t/2⌋, and s ′ vertex-disjoint σ-walks P i , connecting a i to b i , where i ∈ I. Let us define
Next, we show how to find a σ-walk P connecting some a i to b i where i ∈ I ′ such that
Let h A and h B be two integers such that h A , h B ≥ 2 log n and h A + h B + 1 = ℓ, and consider σ h A andσ h B (recall that σ h A = (σ(1), . . . , σ(h A )) andσ h B = (σ(ℓ), . . . ,σ(ℓ−h B +1))). We make use of the following claim. Claim 4.5. There exists an index i ∈ I ′ for which the following holds:
Before we prove this claim we show how to finish the proof of the lemma. Let (a i , b i ) be a pair of vertices with index obtained by Claim 4.5. For S := N σ h A (a i , R ′ A ) we have that |S| ≥ (1/2+γ/4)|R ′ A |. As R ′ is obtained by removing vertices of at most |I| many σ-walks we know |R ′ A | ≥ |R A | − tℓ ≥ 11tℓ, and thus |S| ≥ log 2 n/p. By assumption (ii) we have that N σ(h A +1) (S, R B ) ≥ (1/2 + γ)|R B | and consequently
On the other hand we know from Claim 4.5 that
This implies together with Equation (7) 
Therefore we can construct a σ-walk P connecting a i to b i such that P is vertex disjoint from all previous σ-walks. Now it only remains to prove Claim 4.5.
Proof of Claim 4.5. The idea of the proof is to repeatedly apply Lemma 4.2. First, we apply Lemma 4.2 to X :
Next, we apply the lemma again but now to X := X \ {v 1 } instead (with other parameters unchanged) and obtain v 2 ∈ X \{v 1 }. After k steps of this procedure we obtain vertices {v 1 , . . . , v k } with the property
Let us now argue that we can indeed apply Lemma 4.2 and, moreover, estimate the number of steps k. Note that the condition (i) from Lemma 4.2 is satisfied as
On the other hand, using property (ii) of Lemma 4.4 and the fact that
p . Therefore, X = i∈I ′ {a i } \ {v 1 , . . . , v i } satisfies assumption (ii) of Lemma 4.2 as long as |I ′ | − i > log 2 n/p. This implies that we can iterate the process for at least k ≥ |I ′ |/2 + 1 steps as |I ′ | > t/2 ≥ 2 log 2 n p . Thus, we obtain V A := {v 1 , . . . , v k } with v j ∈ {a i } i∈I ′ and
By using the analogous argument with {b i } i∈I ′ and R ′ B we obtain V B := {w 1 , . . . , w k } such that k > |I ′ |/2 and w j ∈ {b i } i∈I ′ with the property
. Therefore, there must exist i ∈ I ′ such that a i ∈ V A and b i ∈ V B , as required by the claim.
This finishes the proof of Lemma 4.4.
Before proving Connecting Lemma we need to introduce the following definitions.
Definition 4.6. Let T be a rooted tree with edges oriented arbitrarily. Let L(T ) denote the set of leaves of T and let σ ∈ {+, −} ℓ for some integer ℓ. We say that T is a σ-tree if for each v ∈ L(T ) the unique path from the root of T to v is a σ-walk.
Definition 4.7. Let τ ∈ {+, −} and let X, Y ⊆ V (D) be two disjoint sets. We say that there is a (2, τ )-matching between X and Y that saturates X if for each x ∈ X there are two distinct vertices y 1 x , y 2 x ∈ Y such that {y 1 x , y 2 x } ∈ N τ (x) and {y 1 x , y 2 x } ∩ {y 1 x ′ , y 2 x ′ } = ∅ for x = x ′ . We are finally ready to prove the main lemma of this section.
Proof of Lemma 3.5. Let σ be an arbitrary element of {+, −} ℓ and let ε > 0 be a sufficiently small constant (to be determined later). Throughout the proof we make use of the following parameters:
Applying Lemma 2.4 to s 1 , s 2 , . . . , s k , ε, 1/2 + α (as γ), p, K (as U ) and D we obtain disjoint subsets S 1 , . . . , S k ⊆ K, such that for every 1 ≤ i ≤ k the following holds:
Using (8), properties (ii) and (iii) and the fact that ε is sufficiently small, we obtain that for any v ∈ {a i ∪ b i } t i=1 ∪ K and for any set S i the following holds:
For simplicity of presentation, let us denote
We first describe, informally, the strategy for finding σ-walks. In a first step, we apply Lemma 4.4 to find t/2 σ-walks between vertices in A 0 and B 0 . Then we find a (2, σ(1))-matching between the leftovers in A 0 and the vertices in A 1 and a (2,σ(ℓ))-matching between the leftovers in B 0 and the vertices in B 1 . Let A ′ 1 denote the set of vertices that are matched to a leftover of A 0 and analogously define B ′ 1 . Observe that |A ′ 1 | = |B ′ 1 | ≥ t and therefore one can apply Lemma 4.4 to find |A ′ 1 |/2 vertex disjoint κ-walks between vertices in A ′ 1 and B ′ 1 , where κ := (σ(2), . . . , σ(ℓ − 1)). Note that extending the walks with the matchings yields σ-walks between at least t/4 leftovers of A 0 and the corresponding leftovers of B 0 . By iteratively continuing this process for roughly log t steps, we construct all the desired walks.
Before proceeding with the description of the procedure, we define the following invariant which we maintain in every step 0 ≤ s ≤ m:
\Is is a collection of σ s -trees and T s B = {T i B } i∈[t]\Is is a collection ofσ s -trees such that for each i
The set I s represents a set of indices of pairs which are connected by a σ-walk up to step s. The collection P s contains σ-walks created up to step s between pairs with indices in I s and the T s A and T s B are collections of trees for each element of a pair not connected by a σ-walk up to step s.
First, the invariant clearly holds for s = 0, I 0 = ∅, T 0 A = A 0 , T 0 B = B 0 and P 0 = ∅. Suppose that the invariant holds for some s such that s < m, we will show how to extend it to s + 1.
be a perfect matching between vertices of A ′ s and B ′ s with the following property: for every 1 ≤ i ≤ r there is j ∈ [t] such that a ′ i and b ′ i are leaves of trees rooted at a j and b j . Using (X1) and (X3) we obtain that r = 2 s (t − |I s |) ≥ 2 s ⌈t/2 s ⌉ ≥ t. Next, let R ′ A = R A \ ∪ i∈Is V (P i ) and let R ′ B = R B \ ∪ i∈Is V (P i ). Using Claim 4.9 below it follows that for every X ∈ {A, B} and every subset S ⊆ K such that |S| ≥ log 2 n p we have
Therefore, we can apply Lemma 4.4 to α/40 (as γ), the family of pairs {(
B (as R B ) and κ := (σ(s + 1), . . . , σ(ℓ − s)), and obtain the following: a set of indices J ⊆ [r] of size |J | = ⌊r/2⌋ = 2 s−1 (t − |I s |) and a collection of vertex-disjoint κ-walks W i , such that a path
has at most one leaf indexed with some i ′ ∈ J ′ . Note that this is possible since each tree has 2 s leaves. For technical reasons, when s = m − 1 we pick J ′ of size |J ′ | = 1. Now, for any j ∈ J ′ let Q 1 j be the unique σ s -walk in the tree T 1 ∈ T s A containing a ′ j which connects the root of T 1 to a ′ j . Similarly, let Q 2 j be the uniqueσ s -walk in the tree T 2 ∈ T s B containing b ′ j which connects the root of T 2 to b ′ j . We know that Q 1 j and Q 2 j start in vertices with the same index from A 0 and B 0 , by the definition of matching between A ′ s and B ′ s . Combining the paths Q 1 j , Q 2 j and W j we obtain a σ-walk P i j which connects vertex a i j to b i j for some i j ∈ [t] \ I s . We define P s+1 = P s ∪ (∪ j∈J ′ P i j ) and I s+1 = I s ∪ {i j | j ∈ J ′ }. Using the fact that |J ′ | = ⌊(t − |I s |)/2⌋ when s < m − 1 we obtain
If s = m − 1 if follows from the invariant that |I s | = t − 1 and therefore that |I s+1 | = t. Note that the invariant (X2) holds directly by the construction of the new σ-walk P i j . In order to show (X3) let T ′ A ⊆ T s A and T ′ B ⊆ T s B be the subsets which contain all trees that are rooted at vertices from ∪ i∈I s+1 Proof of Claim 4.9. We prove the claim for |N + (S, R ′ X )| as the proof for |N − (S, R ′ X )| follows analogously. By Equation (9) we know that for X ∈ {A, B}, for any v ∈ {a i , b i } t i=1 ∪ K the following holds at each step s:
Applying Lemma 4.1 to S (as X), R X (as Y ) we get |N + (S, R X )| ≥ (1/2 + α/20)|R X |. Since | ∪ P ∈Ps V (P )| ≤ tℓ and |R X | = ω(tℓ) we conclude that
Proof of the Absorbing Lemma
In this section we prove Lemma 3.4. A main ingredient in our proof is the concept of an absorber. Roughly speaking, in our setting (that is, finding a directed Hamilton cycle in a digraph D) an absorber A x for a vertex x is a digraph which contains x and two designated vertices s x and t x , such that A x contains two s x t x -paths: one which consists of all vertices in V (A x ) and the other which consists of all vertices in V (A x ) \ {x}.
Definition 5.1. Let ℓ x be an integer and A x a digraph of size ℓ x + 1. Then for some distinct verties x, s x , t x ∈ V (A x ), the digraph A x is called an absorber for a vertex x with starting point s x and a terminal point t x , if it contains an s x t x -path P x , referred to as the non-absorbing path, of length ℓ x − 1 that does not contain x, and an s x t x -path P ′ x of length ℓ x which is referred to as the absorbing path.
The absorber for k = 3. The cycle C is drawn with solid arrows. The dashed arrows represent directed paths of arbitrary length. The part inside the rectangle can be repeated to obtain absorbers for larger k.
In the following lemma we describe the structure of our absorber.
Lemma 5.2. Let k and ℓ be integers and consider a digraph A x of size 3 + 2k(ℓ + 1) constructed as follows:
(i) A x consists of a cycle C of length 4k + 3 with an orientation of the edges and labeling of the vertices as shown in Figure 1 , and
, each of which is of length ℓ.
Then A x is an absorber for the vertex x.
Proof. It is easy to see that
is an absorbing path. On the other hand, the path uses all vertices except x, thus it is a non-absorbing path. We refer the reader to Figure 1 for clarification.
The proof of the Absorbing Lemma consists of two main steps. First, we show how to constuct an absorber A x for each x ∈ V 1 such that the non-absorbing path of A x is contained in V 2 ∪ V 3 and V (A x ) ∩ V (A ′ x ) = ∅ for x = x ′ . Second, using Lemma 3.5 we connect non-absorbing paths of each absorber into one long path using vertices from V 4 .
We build the absorbers A x in D by first finding the cycle of the absorber and then connecting all the designated pairs of vertices via directed paths. To do so we use Lemma 3.5 (note that a cycle is a σ-walk, for some σ).
Proof of Lemma 3.4. Let k := 3⌈log n⌉ and let A x be an absorber given by Lemma 5.2. Recall that A x contains a cycle C x of length 4k + 3 = 12⌈log n⌉ + 3 with a prescribed orientation σ and 2k = 6⌈log n⌉ disjoint directed paths P 1 , . . . , P n , of length ℓ := 10⌈log n⌉, connecting the pairs of designated vertices (s x 1 , t x 1 ), . . . , (s x 2k , t x 2k ) on the cycle. In order to find for each x ∈ V 1 such a cycle, we apply Lemma 3.5 to the set V 2 (as K), ℓ = 12⌈log n⌉ + 3, t = |V 1 | and a family of pairs {(x, x)} x∈V 1 and thereby obtain for every x ∈ V 1 a σ-walk of length 4k + 3 from x to itself, which is a cycle C x as required for the absorber. Moreover, all obtained cycles {C x } x∈V 1 are disjoint and contain (apart from the absorbing vertices) only vertices in V 2 . Note that we can apply Lemma 3.5 as V 2 = ω(|V 1 | log n), t = |V 1 | ≥ 4 log 2 n p and by property (Q1) we have that (ii) and (iii) from Lemma 3.5 are true.
Next, using the vertices in V 3 , for each x ∈ V 1 we connect the pair of designated vertices (s x i , t x i ) on a cycle C x by a directed path. For this aim we apply Lemma 3.5 to V 3 (as K) with ℓ := 10⌈log n⌉, t = 2k|V 1 |, and {(s x i , t x i ) | x ∈ V 1 , 1 ≤ i ≤ 2k} to find all the required paths to complete the absorbers. We can indeed do that as |V 3 | = ω(|V 1 | log 2 n), t = 2k|V 1 | ≥ 4 log 2 n p and by property (Q1) we have that (ii) and (iii) from Lemma 3.5 are true.
Finally, we build a directed path which contains all the non-absorbing paths of the absorbers. To do so, recall that by Definition 5.1 every absorber A x has a start vertex s x and a terminal vertex t x . Let us arbitrarily enumerate vertices from V 1 as V 1 = {x 1 , . . . , x h }, where h = |V 1 |. Apply Lemma 3.5 to V 4 (as K), ℓ = 10⌈log n⌉, t = |V 1 | − 1 and a family of pairs {(t x i , s x i+1 )} i∈[h−1] to find the required paths of length ℓ that connect all non-absorbing paths of the absorbers into one directed path P * . Again, we are allowed to apply the lemma as |V 4 | = ω(|V 1 | log n) and by property (Q1) we have that (ii) and (iii) from Lemma 3.5 are true.
It is now easy to see that the path P * has the required properties. Let W ⊆ V 1 be an arbitrary subset of V 1 and let {A w | w ∈ W } be the set of absorbers for vertices in W . By the definition of absorber for each A w there is an absorbing path starting and ending at the same vertices as the non-absorbing path, but which contains vertex w as well. By replacing non-absorbing paths of {A w | w ∈ W } in P * with corresponding absorbing paths we obtain a path P * W which has the same endpoints as P * and V (P * W ) = V (P * ) ∪ W .
