Abstract: Sound-field imaging, the visualization of spatial and temporal distribution of acoustical properties such as sound pressure, is useful for understanding acoustical phenomena. This study investigated the use of parallel phase-shifting interferometry (PPSI) with a high-speed polarization camera for imaging a sound field, particularly high-speed imaging of propagating sound waves. The experimental results showed that the instantaneous sound field, which was generated by ultrasonic transducers driven by a pure tone of 40 kHz, was quantitatively imaged. Hence, PPSI can be used in acoustical applications requiring spatial information of sound pressure.
Introduction
Imaging of invisible physical phenomena by means of optical techniques aids the understanding of these phenomena. For acoustics, an understanding of sound emission and propagation is required for various applications including the design of transducers, localization of noise sources, and evaluation of acoustic materials.
Optical measurement of sound, which acquires acoustical quantities using optical methods, is of growing interest because of its contactless nature. It can also be used to image a sound field (spatial and temporal distribution of acoustical quantities such as sound pressure and acoustic particle velocity). Its principle is to measure phase and/or amplitude modulation of light caused by sound.
Laser Doppler vibrometry (LDV) is often used in the optical measurement of the sound field. Sound pressure measurements using LDV were reported by Nakamura et al. [1] and Harland et al. [2, 3] . Soon after, two-dimensional (2D) sound field imaging using scanning LDV was achieved [4] [5] [6] [7] [8] [9] [10] . Three-dimensional sound field reconstruction based on tomography has been well-researched [11] [12] [13] [14] , and optical wave microphones [15, 16] and optical feedback interferometry [17] have been developed as scanning-based imaging methods. The application of scanning-based imaging is limited to reproducible field such as sounds generated by a loudspeaker because the 2D acoustical quantities are acquired by a number of measurements.
Using a camera instead of a scanning device enables 2D imaging by a single or a few acquisitions. The Schlieren method has been used widely for visualizing refractive index distribution. Imaging of ultrasonic waves in both water and air has been achieved [18, 19] and imaging of audible sound in air has been reported recently [20, 21] . However, it is difficult to acquire quantitative information by the Schlieren method. Television (TV) holography was proposed for quantitative sound field imaging using a camera by Løkberg [22, 23] . Since TV holography is based on phase-shifting interferometry, multiple acquisitions are required. Thus, a single-shot measurement was not achieved.
For quantitative and single-shot measurement of a sound field, Mizutani et al. investigated interferometric detection of ultrasound in water using a CCD camera [24] . Although they visualized the ultrasound in water in one frame, time-sequential images were not obtained. Matoba et al. reported on the digital holographic method for sound detection in air [25] . They showed that a temporal sound wave could be extracted from holographic images, whereas a spatial sound field could not be visualized. Until now, optical high-speed imaging of a sound field in air by means of quantitative and single-shot phase measurement methods has not been reported.
In this paper, this type of sound field imaging using parallel phase-shifting interferometry (PPSI) [26-29] with a high-speed polarization camera [30] is investigated. PPSI and the highspeed polarization camera enable the detection of high-speed fluctuation of a phase difference of reference light and light that travels through test region [31] . Once the phase-shifted images are captured by a single-shot using PPSI, applying a phase-shifting algorithm enables the acquisition of instantaneous phase distribution [32] . Sound field information can be calculated by considering the physical relation of a phase of light and a sound field [33] . To the best of our knowledge, this report is first one that achieves a quantitative and single-shot measurement of a sound field in air. Experiments of high-speed imaging of sound fields were conducted. The sound fields were generated by ultrasonic transducers driven by a 40 kHz sinusoidal signal. The framerate of the camera was 100,000 frames per second (fps). We confirmed the validity of the method by comparing the experimental results with simulations. The results indicate that the sound fields were quantitatively visualized by the proposed method.
Methods

Acousto-optic effect caused by weak sound in air
Diffraction, deflection, or phase modulation of light caused by sound is well known as the acousto-optic effect [34, 35] . Several models exist that describe the effect, which depend on the frequency and pressure range of sound, and the kind of medium. For sound in air, a phase modulation model has been introduced [2] , and validity of the model has been quantitatively examined [33] . The relation between sound pressure, p and refractive index of air, n is
where n 0 and p 0 are the refractive index and pressure under static conditions, respectively and γ is the specific heat ratio. When p/p 0 is much smaller than 1, a linear relationship can be assumed, that is,
Since p 0 , the pressure under static conditions (standard atmosphere), is about 1 × 10 5 Pa [36], this approximation is valid for the sound pressure of several hundred pascals. (When the sound pressure is 1000 Pa, the relative error between Eq. (1) and Eq. (2) is 0.014.) The sound pressure that satisfies the linear approximation in an appropriate manner is defined as weak sound in this paper.
According to previous research, light propagated in the weak sound field can be expressed as
where
is the homogeneous term and
is the phase modulation caused by the sound; r = (x, y, z) is the position of the threedimensional Euclidean space; t is the time;ωis the angular frequency of light; k is the wavenumber of light; and L is the optical path. The above equations can be derived from the geometrical optics approximation which assumes that temporal variation in refractive index is quite slower than the angular frequency of the electromagnetic field [14, 33, 37]. The term E h represents light propagates in a static field where no temporal and/or spatial density variation of medium (e.g., sound) exists. The equations indicate that the phase modulation of light caused by the weak sound is proportional to the line integration of sound pressure along the optical path. Therefore, the weak sound field in air can be obtained by observing the phase of light.
Parallel phase-shifting interferometry (PPSI)
Phase-shifting interferometry is widely used for measurement of displacement, vibration, and physical phenomena The principle of four-step PPSI is schematically illustrated in Fig. 1 . The phase-shifting array device, which consists of the four types of phase-shifting elements whose phase retardation angles, θ are 0, π/2, π, and 3π/2, respectively, is mounted onto the image sensor [26] . The recorded image includes the four phase-shifted images, I(0), I(π/2), I(π), and I(3π/2), where I(θ) is the intensity of the interference fringe with phase retardation angle, θ. The phase difference of reference light and light that travels through test region can be reconstructed by atan2( (3 /2) ( /2), (0) ( ))
where atan2 is the four-quadrant inverse tangent. That is defined by
,
where sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 if x < 0. In the following sections, the 2 × 2 pixel pair for calculating the object phase is called phase-pixel for convenience. Since the phase, φ in Eq. (6) is wrapped in [-π, π), phase unwrapping should be performed to obtain smooth phase distribution [43] . 
Extraction of sound field from optical phase distribution
Equation (2) indicates that observed data contains bias caused by n 0 . In order to acquire information only related to sound pressure, the time invariant component must be removed. Therefore, the time-averaged image is subtracted from the phase images after unwrapping. Since the sound field changes frame-by-frame, subtraction of the time-averaged image removes the time invariant component such as slope caused by the optical setup.
Measurement system
A schematic of the measurement system is illustrated in Fig. 2 . The system is based on the polarization interferometer [44, 45] . Linearly polarized light at an appropriate azimuth enters the polarized beam splitter that divides the incident light into two orthogonally polarized light beams. The orthogonally polarized light changes these polarization states to circular by the quarter-wave plates, Q 1 and Q 2 , respectively. The reflected light changes the polarization states to linear whose principle axes are perpendicular to the incident light waves caused by Q 1 and Q 2 , respectively. The returned light that travels through test region reflected by the beam splitter and the returned reference light is transmitted through the beam splitter. The quarter-wave plate, Q 3 makes the polarization states of the object and reference lights, contrarotating circular polarizations. The superposition of the contra-rotating circular polarized lights becomes linearly polarized light whose angle, θ p , is given by θ p = φ/2 where φ is the phase difference of the two light waves [46] . By controlling azimuth of a linear polarizer in front of an image sensor, one can obtain an arbitrary phase-shifted image. By using a polarization camera whose phase elements are consists of four types of linear polarizer whose azimuth are 0, π/4, π/2, and 3π/4, respectively [30, 47] , the four phase-shifted images are captured in a single image. Thus, the polarization camera is necessary for the simultaneous acquisition of four phase-shifted images by this system.
In our instruments, the laser with a wavelength of 532 nm and power of 70 mW is used. A high-speed polarization camera, CRYSTA PI-1P made by Photron Ltd., is used. The maximum number of active pixels of the image sensor is 1024 × 1024, which is achieved when the frame rate of the camera is less than 7000 fps. The number of active pixels decreases as the frame rate increases. The maximum frame rate of the camera device is 1.55 Mfps. The light in the measurement volume is expanded to be 10 cm in diameter and reduced by the lens system in front of the high-speed polarization camera to fit with the image sensor size. The size of each phase-pixel in the measurement volume is approximately 0.2 mm × 0.2 mm (512 phase-pixel in 10 cm). 
Experimental setup
The experimental setup is shown in Fig. 3 . The mirror was positioned at 0.3 m away from the front edge of the interferometer. The interferometer and mirror were mounted on a vibration isolation table. The ultrasonic transducer (MURATA MA40S4S) was positioned at the center of the optical path and was driven by a 40 kHz sinusoidal signal with an amplitude of 7.0 V rms . The transducer was included inside the optical beam in order to emphasize its position within the image. The frame rate of the camera was 100,000 fps and the active number of pixels was 96 × 160; the equivalent measurement cross-section was 18.8 mm × 31.3 mm. The wrapped phase was calculated from the intensity distribution of obtained images using Eq. (6). For 2D phase unwrapping in subsection 2.2, Goldstein's branch-cut algorithm was used [48] . Since shadows of the transducer appeared in obtained images may cause unwrapping errors, unwrapping was performed with the region where the shadows are not contained. In the experiments, the parts 0 2.4 x ≤ ≤ mm in the result figures were ignored within the unwrapping process; the unwrapping is performed only the parts x is greater than 2.4 mm in the figures. In order to emphasize the position of the transducer, we do not eliminate the transducer parts from the results. The time-averaged image explained in subsection 2.3 was calculated by averaging 60 sequential images of each phase-pixel.
The aim of this experiment was to confirm that the proposed method is capable of measuring an instantaneous 2D sound field. For experimental verification of an optical measurement method of sound, Bertling et al. conducted a comparison of a measured and simulated sound field generated by a 40 kHz ultrasonic transducer [17] . They compared the instantaneous field, amplitude of sound, and phase of sound of the measured and simulated images. Since their procedure seems to be well established as a sound field imaging performance test, we chose similar experimental conditions. The most important difference compared with the previous method is that our method does not require a scanning process because the 2D field is measured by a single-shot. Fig. 3 . Experimental setup. Light is emitted from the interferometer, reflected by the mirror, and detected by the camera inside the interferometer.
Results
Simulations
In order to confirm the validity of our experimental results, a sound field generated by the transducer was simulated. The transducer used in the experiment has a disk-shaped diaphragm; it can be modeled as a vibrating circular plate whose vibration direction is normal to the surface. It is assumed that there is no sound source except for the transducer. By considering a plane including the circular plate in three-dimensional Euclidean space, sound pressure at position r can be represented using the Rayleigh integral of the first kind [49]:
where r = (x, y, z), r' = (x', y', z'), C is a coefficient, and S is the surface of the vibrating plate. In the experiment, S was circular with a diameter of 6.0 mm. For numerical calculations, the integral over the surface of the vibrating plate is approximated by a summation of point sources lying on the surface. Then, Eq. (8) can be descretized as considered as the modeling error of the transducer in the simulation because the actual transducer is a vibrating cone with a cylindrical enclosure. It can also be considered within the slight systematic bias of the measurement system. The random noise, which clearly appeared in the results, was due to the shot noise of the imaging device. Figure 5 shows three time-sequential images of the instantaneous phase distribution. The time step of each image was 10 μs. The blue lines in the figures indicate the position of the corresponding wavefront. Since the sound propagation distance within 10 μs is 3.4 mm when the speed of sound is 340 m/s, the experimental result agrees with the theoretical value. When the length of the short side of the image is 18.8 mm as in Fig. 5 and the speed of sound is 340 m/s, the frame rate of more than 18,000 fps is required to include same wavefront in two sequential images. Our system can meet this requirement easily because its maximum frame rate is 1,550,000 fps. Figure 6 shows the experimental and simulated results when two transducers were driven by the same 40 kHz signal. The interference pattern of two sound waves appears in Fig. 6(a) . Although noise exists in the experimental result, the interference pattern is consistent with that of the simulated result. From these experimental results, it can be concluded that the proposed system is able to image an instantaneous 2D sound field. 
Conclusion
The high-speed imaging of a sound field is realized by combining PPSI and a high-speed polarization camera. Since this method has remarkable advantages including its high-speed, instantaneous, quantitative, and non-contact nature, it can be utilized in various acoustical applications such as in the design of transducers, localization of noise sources, and evaluation of acoustic materials. The experiments were conducted in order to confirm that the proposed method could image a 2D sound field. The results suggest that the instantaneous and quantitative imaging of a sound field can be achieved with the proposed system. Future work should include investigation of the properties of the sound measurement system such as linearity, accuracy, repeatability, and noise characteristics.
