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図 2: SOMに用いるデータの例と２次元の SOMマップ
タであり,data1は赤色として考えることにする．また,図 2の下側に,SOMの学習
によって data1～data3の高次元データを低次元に写像するための二次元平面マッ


















































STEP 1: データの読み込み 　
ある入力ベクトル (データ)vjを選択し，学習データとして SOMに読み込む．
STEP 2: 勝者ノードの決定 　










(ajt   wkt)2 (2)
STEP 3: ノードの更新 　
勝者ノードN jkとその近傍のノードの重みベクトルwkを以下の式に従って
vjベクトルに近づける．




wk =   h(Pjx ; Pjx)fj(k) (4)






























とでマップの端を無くしたトーラス状の SOMである (図 9:上２つ)．しかし,トー
ラス状の SOMにおいては,データをマッピングした際，視覚的に分類が理解しに



























































n次元で m個の入力データ vj = faj1; aj2; aj3; :::; ajng(j = 1; 2; 3; :::;m)を S-
SOMに学習させることを考える．このとき，マップ上における l個すべてのノー




STEP 1: 重みベクトルwの初期化 　
マップ上のすべてのノードがもつ重みベクトルwを乱数で初期化する．
STEP 2: 入力ベクトル vの読み込み 　
ある入力ベクトル vjを選択し，学習データとして SOMに読み込む．
STEP 3: 勝者ノードの決定 　











(ajt   wkt)2 (7)
STEP 4: ノードの更新 　
勝者ノードN jkとその近傍のノードの重みベクトルwkを以下の式に従って
vjベクトルに近づける．




wk =   h(Pjx ; Pjx)fj(k) (9)
wnewk = wk +wk (10)
ただし，Pjxは勝者ノードN jkのマップ上における位置，Pjxはその近傍ノー








































(waj   wbj)2 (11)
このとき，ユニット Tg，ノードNaを持つそれぞれの頂点の球の中心からの距
離を Va; Vgとするとそれぞれの頂点の位置は，球の半径 Lを用いて次式に従い更
新される．
Vg = L  (U g + maxh(U
h) M minh(Uh)
maxh(Uh) minh(Uh) ) (12)









































 Q = fq1; q2; q3; :::; qkg : 状態 qの集合









 w[t] : 遷移 t回目において出力されるシンボル．
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sg(m;t 1)(w[t])  ag(m;t 1);j　　ただし g(m; t) = rm[t] (16)












a0;0  s0(w[1])  a0;1  s0(w[2])  a1;2  s1(w[3])  a2;3  s2(w[4])
= a0;0  s0(A)  a0;1  s0(A)  a1;2  s1(B)  a2;3  s2(C)
= 0:2  0:3  0:8  0:3  0:5  0:1  0:3  0:2
= 0:0000432 (17)
経路R2:
a0;1  s0(w[1])  a1;1  s1(w[2])  a1;2  s1(w[3])  a2;3  s2(w[4])
= a0;1  s0(A)  a1;1  s1(A)  a1;2  s1(B)  a2;3  s2(C)




a0;1  s0(w[1])  a1;2  s1(w[2])  a2;2  s2(w[3])  a2;3  s2(w[4])
= a0;1  s0(A)  a1;2  s1(A)  a2;2  s2(B)  a2;3  s2(C)
















fi(t  1)ai;j　　　　（ t  1） (21)
ただし f0(0) = 1とする．
fj(t)は、遷移回数 t回目において最後の状態が qjという条件のもとでシンボル系






f0(1) = f0(0)  a0;0  s0(w[1]) = f0(0)  a0;0  s0(A)
= 1:0  0:2  0:3 = 0:06
f1(1) = f0(0)  a0;1  s0(w[1]) = f0(0)  a0;1  s0(A)
= 1:0  0:8  0:3 = 0:24
f1(2) = f0(1)  a0;1  s0(w[2]) + f1(1)  a1;1  s1(w[2])
= f0(1)  a0;1  s0(A) + f1(1)  a1;1  s1(A)
= 0:06  0:8  0:3 + 0:24  0:5  0:7
= 0:0984
f2(2) = f1(1)  a1;2  s1(w[2]) = f1(1)  a1;2  s1(A)
= 0:24  0:5  0:7 = 0:084
f2(3) = f1(2)  a1;2  s1(w[3]) + f2(2)  a2;2  s2(w[3])
= f1(2)  a1;2  s1(B) + f2(2)  a2;2  s2(B)
= 0:0984  0:5  0:1 + 0:084  0:7  0:3 = 0:02256
f3(4) = f2(3)  a2;3  s2(w[4]) = f2(3)  a2;3  s2(C)
= 0:02256  0:3  0:2 = 0:0013536
これより尤度 Lw = f3(4) = 0:0013536となり，この値は式 20に等しい．
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3.2.2 Backward algorithm
Forward algorithm ではシンボル系列wが与えられたとき，初期状態から qjで
終わる経路を考えたが，Backward algorithmにおいては後ろ向きに，最終状態か










b2(3) = b3(4)  a2;3  s2(w[4]) = b3(4)  a2;3  s2(C)
= 1:0  0:3  0:2 = 0:06
b2(2) = b2(3)  a2;2  s2(w[3]) = b2(3)  a2;2  s2(B)
= 0:06  0:7  0:3 = 0:0126
b1(2) = b2(3)  a1;2  s1(w[3]) = b2(3)  a1;2  s1(B)
= 0:06  0:5  0:1 = 0:003
b1(1) = b2(2)  a1;2  s1(w[2]) + b1(2)  a1;1  s1(w[2])
= b2(2)  a1;2  s1(A) + b1(2)  a1;1  s1(A)
= 0:0126  0:5  0:7 + 0:003  0:5  0:7 = 0:00546
b0(1) = b1(2)  a0;1  s0(w[2]) = b1(2)  a0;1  s0(A)
= 0:003  0:8  0:3 = 0:00072
b0(0) = b1(1)  a0;1  s0(w[1]) + b0(1)  a0;0  s0(w[1])
= b1(1)  a0;1  s0(A) + b0(1)  a0;0  s0(A)
= 0:00546  0:8  0:3 + 0:00072  0:2  0:3 = 0:0013536
よって Lw = b0(0) = 0:0013536












































図 18: Baum-Welch algorithmによる尤度の変化
以下にBaum-Welch algorithmにけるパラメータの更新について記述する．変数
を次のように定義する．
 Oi;j : シンボル列集合W = fw1;w2; :::;wlgを与えたとき，状態 qiから状態 qj
に遷移が起こる回数の期待値．
 Ei(x) : シンボル列集合W = fw1;w2; :::;wlgを与えたとき，シンボル xが状態
qiから出力される回数の期待値．
 P (wkj) :シンボル列集合W = fw1;w2; :::;wlgを与えたとき，パラメータを


























































fi(t  1)  ai;j  si(w1[t])  bj(t)
Lw
ここで遷移回数 t回目において，状態 qiから状態 qjに遷移する確率を t(i; j)とす
れば，
t(i; j) =














f0(0)  a0;0  s0(w1[1])  b0(1)
Lw
=
f0(0)  a0;0  s0(A)  b0(1)
Lw
=




f0(0)  a0;1  s0(w1[1])  b1(1)
Lw
=
f0(0)  a0;1  s0(A)  b1(1)
Lw
=




f0(1)  a0;1  s0(w1[2])  b1(2)
Lw
=
f0(1)  a0;1  s0(A)  b1(2)
Lw
=




f1(1)  a1;1  s1(w1[2])  b1(2)
Lw
=
f1(1)  a1;1  s1(A)  b1(2)
Lw
=




f1(1)  a1;2  s1(w1[2])  b2(2)
Lw
=
f1(1)  a1;2  s1(A)  b2(2)
Lw
=




f1(2)  a1;2  s1(w1[3])  b2(3)
Lw
=
f1(2)  a1;2  s1(B)  b2(3)
Lw
=




f2(2)  a2;2  s2(w1[3])  b2(3)
Lw
=
f2(2)  a2;2  s2(B)  b2(3)
Lw
=




f2(3)  a2;3  s2(w1[4])  b3(4)
Lw
=
f2(3)  a2;3  s2(C)  b3(4)
Lw
=







1(0; 0) + 1(0; 1) = 1:0
2(0; 1) + 2(1; 1) + 2(1; 2) = 1:0
3(1; 2) + 3(2; 2) = 1:0


































1(0; 0) + 1(0; 1) + 2(0; 1)
=
0:03191489
0:03191489 + 0:96808510 + 0:03191489
; 0:03092783
a0;1 =
1(0; 1) + 2(0; 1)
1(0; 0) + 1(0; 1) + 2(0; 1)
=
0:03191489




2(1; 1) + 2(1; 2) + 3(1; 2)
=
0:18617021
0:18617021 + 0:78191489 + 0:21808510
; 0:15695067
a1;2 =
2(1; 2) + 3(1; 2)
2(1; 1) + 2(1; 2) + 3(1; 2)
=
0:78191489 + 0:21808510




























































































































1(0; 0) + 1(0; 1) + 2(0; 1)








1(0; 0) + 1(0; 1) + 2(0; 1)
= 0:0
s1(A) =
2(1; 1) + 2(1; 2)
2(1; 1) + 2(1; 2) + 3(1; 2)
=
0:18617021 + 0:78191489




2(1; 1) + 2(1; 2) + 3(1; 2)
=
0:21808510































の行列集合G = fG1; G2; ::::Gt; ::::Glgを用意する．状態数が k個の時のGtはそれ





 t(0; 0)  t(0; 1)     t(0; k   1)











この例では，状態数は 4であるから k = 4となる行列Gtを考える．この行列に
おける各 t(i; j)の値は，遷移回数 t回目において，状態 iからシンボル si(w[t])を
出力可能な場所かつ状態 iから状態 jに遷移可能な場所は 0をセットし，状態 iか
らシンボル si(w[t])を出力可能または状態 iから状態 jに遷移不可能な場所は 1
にセットする．ここで設定する 0や 1の値には意味はなく，便宜上用いるものと
する．
具体的には一回目の遷移 t = 1の場合，出力されるシンボルはAであるから，状
態 iからシンボルAが出力されない場合は， 1(i; 8j) =  1である．また,状態 iか
43
らシンボル Aが出力される場合であっても状態 iから状態 jに遷移できない場合
は  1(i; j) =  1となる．
ここで重要なのは，状態 iから状態 j に遷移できない場合というのはある遷移
回数における，という条件のもとではない．これはモデルが内包するパラメータ
にのみ依存する設定であり，遷移回数は関係ない．ただし，初期状態からの遷移




■ 初期状態からの遷移　：　 t = 1のとき 　
t = 1のときは，初期状態 0からの遷移のみ考えればよく，状態 i = 0以外の
状態からの遷移はおきないため，行列G1における i 6= 0の行はすべて 1に
設定する．
■ 最終状態への遷移　：　 t = 4のとき 　
t = 4（ここでは例として 4が最終状態への遷移）のときは，状態 iからの状





遷移するので状態 i = 0以外のすべての行は 1である．
 1(0; 0) = 0　 (
.
.
.　 s0(A)  a0;0 6= 0)
 1(0; 1) = 0　 (
.
.
.　 s0(A)  a0;1 6= 0)
 1(0; 2) =  1　 (. . .　 s0(A)  a0;1 = 0)
 1(0; 3) =  1　 (. . .　 s0(A)  a0;1 = 0)
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 1(1; 0) =  1　 1(2; 0) =  1　 1(3; 0) =  1
 1(1; 1) =  1　 1(2; 1) =  1　 1(3; 1) =  1
 1(1; 2) =  1　 1(2; 2) =  1　 1(3; 2) =  1













この操作は t = 1回目から始め，行列Gtにおける j列のすべてが 1の場合






t = lから始め行列Gtにおける i行のすべてが 1の場合は，行列Gt 1にお







遷移回数 t回目において状態 iから状態 jに遷移できるかできないかは行列Gtに





















STEP 0: ノードの初期化 　
球面上における各ノードが内包するHMMのパラメータkを乱数を用いて
初期化する
STEP 1: 入力データの読み込み 　
入力データである文字列集合を一つ読み込む








































表 3: M1における状態遷移確率 表 4: M2における状態遷移確率
表 5: M3における状態遷移確率 表 6: M4における状態遷移確率
表 7: M5における状態遷移確率 表 8: M6における状態遷移確率
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表 9: M7における状態遷移確率 表 10: M8における状態遷移確率
表 11: M9における状態遷移確率 表 12: M10における状態遷移確率
表 13: M1におけるシンボル出力確率 表 14: M2におけるシンボル出力確率
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表 15: M3におけるシンボル出力確率 表 16: M4におけるシンボル出力確率
表 17: M5におけるシンボル出力確率 表 18: M6におけるシンボル出力確率
表 19: M7におけるシンボル出力確率 表 20: M8におけるシンボル出力確率
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における文字列集合において最大のシンボル列の長さを lとおくと,最大でも l  1
回目の遷移で出力されるシンボルと、次の遷移 l回目で出力されるシンボルの組み
合わせを考えることになるため,このシンボル列を頻度ベクトルに変換した際のベ
クトルの最大の次元数は 12  (l  1)となる．したがって文字の種類をm,最大のシ


















図 30．ただし,ベクトルの長さは最長のもに合わせ,残りの成分を 0(図 30:青色の
部分)にする．
この学習の手法（学習アルゴリズム）については次に詳細を記す．








02    ak0j
ak11 a
k













02    sk0h
sk11 a
k







i2    skih
3777777775
ai;jは状態 iから状態 jに遷移する確率．si;hは状態 iにおいてシンボル xhを
出力するシンボル出力確率
 X : 学習させるシンボル列集合
X = fx1; x2; x3; :::; xhg
V = fv1; v2; v3; :::; vhg
STEP 1: ノードの初期化 　球面上における各ノードが内包する HMMのパラ
メータkとベクトルをランダムな値で初期化しておく．











STEP 4: 勝者ノードの更新 勝者ノードのパラメータを Baum-Welch algorithm
を用いて十分に更新する．また,勝者ノードが内包するベクトルを入力デー
タにおけるベクトルに近づける．






パラメータをnk = fAnk ; Snkgとする．8><>: A =   h(Pnx ; Pnx)(A
n
k   Ak)
Anewk = Ak +A8><>: S =   h(Pnx ; Pnx)(S
n
k   Sk)
Snewk = Sk +S
　
newk をk更新後のパラメータとすればnewk = fAnewk ; Snewk gとなる．
ただし，



































































































ピング結果の比較を次の２つの図 38と図 39に分けて示す．データ 0からデータ２


















































分けて評価した．データ 0からデータ 23までのモデルの分類結果を図 42に,デー



































































因果関係考慮型 SOMは入力データ vjを学習するためのベクトルxiを 1層目の
ノードに,２層目のノードには因果関係のある要素を記憶するためのマスクベクト
ル (mask-vector)wiをそれぞれ内包している．マスクベクトルwiの要素数は,入力


















STEP 1: 初期化 　
1層目のベクトル xi = fxi0; xi1; :::; xingは乱数によって初期化し, 入力層の
フィルタベクトル ha = fha0; ha1; :::; hangと 2層目のマスクベクトルwi =
fwi0; wi1; :::; wingの要素を全て 1に設定する．































)2g   (35)
ここで,は学習の閾値で 0:5以上の数値で調節される．の要素 tから !の
要素 kに変換する関数を f(t) = kとすると, f(t)  mのとき
wnewit = w
old




it + (0  woldit ) (37)














i  woldj ) (39)
は学習係数で,学習回数と共に収束し,0 <  < 1の値をとり, は学習回数


















　8><>: y = 3  x+ noisez = noise
　






8><>: y = 3  x+ noisez = noise (x  0:5)
　
　8><>: y =  2  x+ noisez = noise (x > 0:5)
　
【モデル 3】xの値が 0.5以下のとき,xとｙに相関があり,zにはランダムノイズ
がのったデータを出力するモデルと, xの値が 0.5以上のとき,yと zに相関がある
データを出力するモデルの混合モデル．
　8><>: y = 3  x+ 2  noisez = noise (x  0:5)
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図 48: モデル 2





model 1 においては因果関係を適切に判別できたデータの割合は 100％であっ
た．相関のない zの要素は学習時にマスクベクトルの要素から外され,適切な学習




　 従来の SOMの手法においては, 他の約 8割のデータは,全ての要素に因果関
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モデル２に対する実験結果を図 52に示す．この,実験結果の緑の点は xと yに
因果関係があると判定されたデータでありまた,青の点は xと yと zに因果関係の
あるデータと判定されたデータである．モデル２においては,因果関係を適切に判
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