Abstract Let be a simply-connected domain in the complex plane and let Ω n π denote the n th degree Bieberbach polynomial approximation to the conformal map f of Ω onto a disc. In this paper we investigate the asymptotic behaviour ( as n ∞ → ) of the zeros of ' , n n π π and also of the zeros of certain closely related rational approximants to f. Our results show that, in each case, the distribution of the zeros is governed by the location of the singularities of the mapping function f in C\ , and Ω we present numerical examples illustrating this.
Introduction
Let be a simply-connected domain of the complex plane C, whose boundary is a closed Ω Ω ∂ Jordan curve, and let . Then, by the Riemann mapping theorem, there exists a unique conformal Ω ζ ∈ mapping w= (z) of onto a disc { w: |w| < , }, such that
The radius of this disc is called the conformal radius of ζ r Ω with respect to ζ .
For the inner product
Where dm is the 2-dimensional Lebesgue measure, we consider the Hilbert space (cf. [1] , [3] , [4] , [8] ). Then it is known (cf. [4, p.34] ) that = ( and that for z is any complete orthonormal system for L 2 (Ω ) and
In practice the success of the above method for approximating depends critically on the Ω , then it is essential that the orthonormal system contains functions that reflect the corresponding singularities of (cf. [7] , [9] , [10] ). For this The purpose of this paper is to describe the asymptotic behaviour of the zeros of
the Bieberbach polynomials , n π , and also of the zeros of certain rational approximants , n π of the type studied in [7] , [9] and [10] ( see also [4, p.36 ] ). Our results show that the distributions of these zeros, and also of the zeros of the derivatives and are governed by the location of the singularities of the approximate location of these singularities. The paper is organized as follows: Section 2 contains the statements of our main result concerning the zeros of Bieberbach polynomials (Theorem 2.2 ) and of an intermediate result (Theorem 2.1) which is needed for our proofs. In Section 3 we present three examples illustrating the results stated in Section 2, and make several observations regarding the distributions of the zeros of n π and ' n π in relation to the singularities of . In Section 4 we give the proofs of Theorems 2.1 and 2.2. Finally, in ξ f Section 5 we treat the problem of the distribution of zeros of rational approximants n πˆof the type studied in [7] , [9] , and [10] .
Our main results will be given in terms of a normalized counting measure for zeros, which is defined as follows: If P is a polynomial of degree n with zeros z 1, z 2, . . . . z n ( some of which may be repeated), then the measure v(P) is defined by
for any Borel set B ⊆ C. Thus, v(P) is a probability measure on the Borel subsets of C. 
over all probability measures supported on σ Ω ( cf. [5, § 16.4 ] , [13] 
In terms of the mapping function we have that
Before giving our main result it is convenient to state Theorem 2.1 With the notations and assumptions of Section I, for every function f continuous on C having compact support. From this it follows (cf. [6, pp. 8,9] ) that if B is any Borel set, then and of that can lie on a given compact set disjoint from is o (n).
Remark 2 For p > 1, Corollary 2.3 also follows from the maximal geometric convergence of the sequences and and Walsh's extension of the Jentzsch theorem [15] . However, this
argument does not apply to the important case p = 1.
Examples

Consider the case where =
so that the mapping function has a simple pole at the point z = ζ f ζ / 1 but is otherwise analytic in the extended plane. Therefore: (i) Since Φ (z) = z, the constant p in Theorems 2.1 and 2.2 is
This is, indeed, the reciprocal of
then according to Theorem 2.2 ( which holds with )
In other words, is the uniform distribu-
tion on the circle ζ This limit behaviour can be verified directly from the explicit formulae
be the rectangle Ω Ω = { z =x + iy ; \ x \ < 2 , \ y \ < 1 } and set ζ = 0. Then, the mapping function f 0 is analytic on Ω ∂ , but its analytic extension has a simple pole at each of
Thus, the singularities of f 0 nearest to Ω ∂ occur at the points z = ±2i and, consequently, the value of ρ in Theorems 2.1 and 2.2 is (to 5 significant digits )
In Figure 1 we have plotted the zeros of the Bieberbach polynomials and and in Figure 2 
These images were obtained from an accurate approximation to ф, which was sagain computed by using BKMPACK (ii) As predicted by Theorem 2.2, the zeros of the Bieberbach polynomials appear to be approaching the level curve that corresponds to the nearest singularities of f ρ Γ 0 . Although the zeros appear to thin out near the two singular points ±2i, where f 0 becomes unbounded, Theorem 2.2 assures us that they do approach these points as n increases.
(iii) The behaviour of the zeros of the derivatives is similar to that described above, except that now there is always a zero close to each of the four corners of Ω . This reflects the fact that f 0 ' is zero at each of these points.
3.3 LetΩ be the L-shaped domain illustrated in Figure 5 and take
In this case, the mapping function f 0 has a branch point singularity at the re-entrant corner z c = 1 , in the sense that . ,
In addition, f 0 has simple pole singularities in Ω \ C , of which the closest to occur at the points
Since f 0 has a singularity on Ω ∂ = Γ 1 , it follows that in Theorems 2. In Figure 6 we have plotted the zeros of the Bieberbach polynomials 13 π and 23 π and in Figure 7 those of their derivatives 13 ' π and 23 ' π . These zeros were again computed by using the conformal mapping package BKMPACK and the NAG zero finding routine C02AEF . 
Lemma 4.2 ( [14, p.28 ] ) If G is a bounded simply-connected domain and R > 1 is given, then there exists a closed Jordan region such that the closed region G E ⊂
G lies interior to the level curve
Combining the above lemmas we shall establish
Lemma 4.3
The orthonormal polynomials Q n of Section 1 satisfy 
Since Ω lies interior to l R , we have by the maximum principle that
is an easy consequence of the fact that the Q n 's are orthonormal. Thus, (4.3) holds. We remark that in the special case when Ω is bounded by an analytic Jordan curve, then estimates finer than that in (4.6) can be obtained for the 's (cf. [4, p.12 ] 
are the Fourier coefficients of the function
Now suppose that p > 1 so that ( and hence ) is analytic on
and let p n denote the polynomials of respective degrees at most n of best uniform approximation to on 
Thus, from (4.10) and the Cauchy-Schwarz inequality, we get
Note that in the case when is not analytic on 
In the proof of Theorem 2.2 we shall make use of the following result due to Blatt, Saff and Simkani, which generalizes an earlier theorem of G. Szeg [12] . ö .6) and with the assumption that ∞ < ρ , we shall first establish that
we see that the leading coefficient of is given by
Setting we shall show that the hypotheses (a) and (b) of Lemma 4.4 are valid , , λ / π :
with .
, we deduce from (4.15), (2.6) and (4.6) that π + n factor 1 / (n + 1) which does not affect the n th root estimates needed for applying Lemma 4.4. Thus, by the same reasoning as above, we get that
Rational Approximants
Suppose that the mapping function ζ is analytic on f Ω (so that the constant ρ of Theorem 2.1 is greater than one), and assume that is analytic on has an analytic ( single-valued) extension throughout .
ρ Ω Then, as discussed in [10] , improved rates of convergence can be obtained in the Bergman kernel method when the defining orthonormal system is constructed by orthonormalizing the set consisting of the monomials 1, z, z 2 ,... and the l rational functions
that reflect the singularities of at the points , j= 1,2,..., l . Our goal in this section is to and P n is a polynomial. We note the following regarding the polynomials p n :
(i) For n > l, P n has the form We next observe that the rational functions s n = P n / q 2 , n = 1,2,..., form a complete orthonormal system for L 2 (Ω). Therefore, the function has the Fourier series )
and, as in [10] , this leads us to consider rational function approximations to given by
where
We observe that is rational, since
is clearly rational and has zero residue at each of its poles. Indeed, 'and have, respectively, the
where g n and h n are polynomials. Thus, for the study of the zeros of and we define the normal- 
where g n and h n are the polynomials in (5.14). 
