The minimal operator and the maximal operator of an elliptic pseudodifferential operator with symbols on Z n × T n are proved to coincide and the domain is given in terms of a Sobolev space. Ellipticity and Fredholmness are proved to be equivalent for pseudo-differential operators on Z n . The index of an elliptic pseudo-differential operator on Z n is also computed.
Introduction
The aim of this paper is to investigate the ellipticity and Fredholmness of pseudodifferential operators on ℓ 2 (Z n ) in the context of minimal and maximal operators, the domains of elliptic pseudo-differential operators and Fredholm operators. The pseudodifferential operators on the lattice Z n , as in this paper, are suitable for solving difference equations on Z n . Such equations naturally appear in various problems of modelling and in the discretisation of continuous problems. Several attempts of developing a suitable theory of pseudo-differential operators on the lattice Z n have been done in the literature, see e.g. [8, 9, 12, 13, 14] but with no symbolic calculus. Recently, a global symbolic calculus has been developed in [2] . The symbol classes therein exhibit improvements when differences are taken with respect to the space (lattice) variable, thus resembling the behaviour of the so-called SG pseudo-differential operators on R n , first developed by Cordes [5] , but with a twist in variables. Ellipticity is a condition on the operators at infinity where the lower-order terms cannot be neglected. On the other hand, Fredholmness measures the almost invertibility of the operators and depends very much on the space on which the operators are defined. For a good theory of pseudo-differential operators on a given function space, a relation between of ellipticity and Fredholmness property is crucial. In [6] , the ellipticity of the Fredholm pseudo-differential operator with arbitrary SG-symbols has been proved. For some recent developments on the theory of pseudo-differential operators on Z n and its applications, we refer to [3, 4] . In [7, 20] , the equivalence of ellipticity and Fredholmness and the applications of SG pseudo-differential operators with positive order on L p (R n ), 1 < p < ∞, has been investigated. The maximal and minimal extension for another class of elliptic pseudo-differential operators on L p (R n ), 1 < p < ∞, can be found in [19] . In Section 2, we recall symbol classes and the corresponding calculus of the pseudo-difference operators on Z n . An interesting difference with the usual theory of pseudo-differential operators is that since the space Z n is discrete, the Schwartz kernels of the corresponding pseudo-differencial operators do not have singularities at the diagonal.
Also the phase space is Z n × T n with the frequencies being elements of the compact space T n (the torus T n := R n /Z n ). The usual theory of pseudo-differential operators works with symbol classes with increasing decay of symbols after taking their derivatives in the frequency variable. The discrete calculus is essentially different since one can not construct it using standard methods relying on the decay properties in the frequency component of the phase space since the frequency space, T n is compact, so no improvement with respect to the decay of the frequency variable is possible. Also it is not suitable to work with derivatives with respect to the space variable k ∈ Z n . Therefore, it is replaced by working with appropriate difference operators on the lattice. The global theory of discrete symbolic calculus has been developed in [2] similar to the theory developed in [16] but with a twist, swapping the order of the space and frequency variables. In Section 2, we developed the family of discrete Sobolev spaces, which are an essential tools to study the maximal and minimal extensions of the discrete operators. Furthermore, in Section 3, we investigate the minimal and maximal operators of pseudo-differential operators on Z n with symbols in S m , m > 0 and show that they are equal for elliptic operators. The main ingredient for this is an analogue of the Agmon-Douglis-Nirenberg inequalities for elliptic discrete pseudo-differential operators, which we also establish in Section 3. In Section 4, we first recall the Fredholm pseudo-differential operators and study Fredholmness property of discrete pseudo-differential operators and calculated the index of a Fredholm pseudodifferential operator on ℓ 2 (Z n ).
Preliminaries
In this section, we recapitulate basic facts, notation and definitions of discrete Fourier analysis and pseudo-differential operator on Z n . We begin with recalling the definition of Fourier transform on lattice Z n .
The discrete Fourier transformf of a function f in ℓ 1 (Z n ) is defined by
for all x ∈ T n , where T n = R n /Z n , k · x = n j=1 k j x j for k = (k 1 , k 2 , . . . , k n ) ∈ Z n and x = (x 1 , x 2 , . . . , x n ) ∈ T n . The discrete Fourier transform can be extended to ℓ 2 (Z n ) using the usual density arguments. We normalize the Haar measures on Z n and T n in such a way that the Plancherel formula to the effect that
is valid. Next, the inverse discrete Fourier transform is given by
We recall the discrete calculus developed in [16] . Let f be a function on Z n and e j ∈ N n be such that e j has 1 in the j th entry and zeros elsewhere. The l difference operator ∆ k j is defined by
and all k = (k 1 , k 2 , . . . , k n ) ∈ Z n .
We have the following formulae from [2] , that are useful in the sequel.
(i) Let f : Z n → C. Then
(ii) Let f, g : Z n → C. Then
for all multi-indices α. This is a special case of the Leibniz formula.
(iii) Let f, g : Z n → C. Then
, with higher order differences iteratively defined.
We will be using the usual notations,
The operators D (α) x are useful in the analysis in torus and details can be found in [16] .
The symbol classes are then defined as follows:
Definition 2.1. For −∞ < m < ∞, we say that a function σ : Z n × T n → C belongs to S m (Z n × T n ) if σ(k, ·) ∈ C ∞ (T n ) for all k ∈ Z n and for all multi-indices α, β there exists a positive constant C α,β such that
The corresponding discrete pseudo-differential operator with symbol σ is given by
The following theorem gives the product of two discrete pseudo-differential operators.
Then the product T σ T τ of the pseudo-differential operators T σ and T τ is a pseudo-differential operator with symbol in S m 1 +m 2 (Z n × T n ).
for all k ∈ Z n and all x ∈ T n with |k| > M.
The corresponding pseudo-differential operator T σ is called elliptic.
The following theorem gives the parametrix for an elliptic pseudo-differential operators.
where R and S are infinitely smoothing in the sense that they are pseudo-differential operators with symbol in ν∈R S ν (Z n × T n ).
Next we recall the Schwartz space S(Z n ), on the lattice Z n , the space of all functions ϕ : Z n → C such that for all multi-indices α and β,
For −∞ < s < ∞, we denote by J s the pseudo-differential operator of which the symbol σ s is given by
Note that the symbol of J s is in S s (Z n × T n ). The pseudo-differential operator J s is often called the discrete Bessel potential of order s. Now for −∞ < s < ∞, we define l 2 -Sobolev space, H s,2 (Z n ), to be the set of all tempered distributions u for which J −s u is in ℓ 2 (Z n ). Then H s,2 (Z n ) is a Banach space with respect to the norm · s,2 given by
It is easy to see that for −∞ < s, t < ∞, J t is an isometry from H s,2 (Z n ) onto H s+t,2 (Z n ).
Minimal and Maximal Pseudo-differential operators on Z n
This section is devoted to investigation of the minimal and maximal operators of pseudodifferential operators on Z n with symbols in S m , m > 0. and show that they are equal for elliptic operators. For this purpose, we prove for an analogue of the Agmon-Douglis-Nirenberg inequalities for elliptic discrete pseudo-differential operators.
The following theorem gives the relation between lattice and toroidal quantizations proved in [2, Theorem 4.1].
Theorem 3.1. Let σ : Z n × T n → C be a measurable function such that the pseudo-
Proof. Using Theorem 3.1 and the fact that the Fourier transform F Z n :
is an isometry, it follows that T σ :
is a bounded linear operator.
Since J −s+m T σ J s is a pseudo-differential operator with symbol in S 0 by Theorem 2.2 and therefore using Theorem 3.2, there exists a positive constant C such that
Hence T σ : H s,2 (Z n ) → H s−m,2 (Z n ) is a bounded linear operator.
In fact, there exists a positive constant C such that
Proof. Let u ∈ H t,2 (Z n ). Then we have
Since s ≤ t, it follows that J t−s is a pseudo-differential operator with symbol in S 0 . So, by Theorem 3.2, there exists a positive constant C such that
Thus,
To prove the above theorem, we need to recall pseudo-diffrential operators with symbols introduced by Grushin [10] . For m ∈ (−∞, ∞), let S m 0 be the set of all functions σ in C ∞ (R n × R n ) such that for all multi-indices α and β, there exists a bounded real-valued function C α,β on R n for which for |α| = 0. For −∞ < m < ∞, we can now define S m 0 (Z n × T n ) to be the set of of symbols σ in S m (Z n × T n ) such that for all multi-indices α and β there exists a bounded real-valued function C α,β on Z n for which
In particular S −m (Z n × T n ) ⊆ S m 0 (Z n × T n ). Then the following discrete ℓ 2 -version of [18, Theorem 3.2] for discrete pseudo-differential operators can be proved using similar techniques.
Theorem 3.6. Let σ ∈ S 0 0 (Z n ×T n ). Then for every positive number ε, T σ :
As a simple consequence of Theorem 3.6, we have the following corollary. 
is a bounded linear operator by Theorem 3.6 and J ǫ : ℓ 2 (Z n ) → ℓ 2 (Z n ) is a compact operator by Corollary 3.7. Thus the linear operator
is compact and this completes the proof.
Then the pseudo-differential operator T σ :
Proof. Let {ϕ j } be a sequence of functions in S(Z n ) such that ϕ j → 0 and T σ ϕ j → f in ℓ 2 (Z n ) as j → ∞. Then for any function ψ ∈ S(Z n ), we have
As a consequence of Proposition 3.8, the minimal operator T σ,0 of T σ exists. Let us recall that the domain D(T σ,0 ) of T σ,0 consist of all functions u in ℓ 2 (Z n ) for which a sequence {ϕ j } in S(Z n ) can be found such that ϕ j → u in ℓ 2 (Z n ) and T σ ϕ j → f in ℓ 2 (Z n ) for some f ∈ ℓ 2 (Z n ) as j → ∞. Also, we have T σ,0 u = f. Definition 3.9. Let u and f be two functions in ℓ 2 (Z n ). We say that u lies in D(T σ,1 ) and T σ,1 u = f if and only if
where T * σ is the formal adjoint of T σ . Proof. By Definition 3.9, we have (u, T * σ ϕ) ℓ 2 (Z n ) = (T σ,1 u, ϕ) ℓ 2 (Z n ) , ϕ ∈ S(Z n ).
So, by considering u and T σ,1 u as tempered distributions, we get
On the other hand, we have
Hence, by (3.4) and (3.5), T σ,1 u = T σ u in the distribution sense.
Theorem 3.11. T σ,1 is a closed linear operator from ℓ 2 (Z n ) into ℓ 2 (Z n ) with domain
Proof. It is clear from the definition of the formal adjoint T * σ and (3.3) that S(Z n ) ⊂ D(T σ,1 ). It is easy to prove the linearity. Now we prove that T σ,1 is closed. Let {u j } be a sequence of functions in D(T σ,1 ) such that u j → u in ℓ 2 (Z n ) and T σ,1 u j → f in ℓ 2 (Z n ) for some u and f in ℓ 2 (Z n ) as j → ∞. Then by (3.3)
for all ϕ ∈ S(Z n ) and j = 1, 2, . . . . By letting j → ∞ in (3.6), we have
Hence by Definition 3.9, u ∈ D(T σ,1 ) and T σ,1 u = f. This proves that T σ,1 is closed. Proof. Let u ∈ D(T σ,0 ) and T σ,0 u = f. Then there exists a sequence {ϕ j } of functions in S for which ϕ j → u and T σ ϕ j → f in ℓ 2 (Z n ) as j → ∞. By the definition of T * σ , we have
for all ψ ∈ S(Z n ) and j = 1, 2, . . . . By letting j → ∞, we get
So, by Definition 3.9, u ∈ D(T σ,1 ) and T σ,1 u = f.
In other words, the true adjoint and the formal adjoint coincide on the space S(Z n ).
Proof. Let ϕ ∈ S(Z n ). Then by the definition of T * σ , we have
So, by the definition of T t σ and the duality of ℓ 2 (Z n ), ϕ ∈ D(T t σ ) and T t σ ϕ = T * σ ϕ. Proof. Let u ∈ D(B). Then for all ψ ∈ S(Z n ), we have ψ ∈ D(B t ). Hence by the definition
Since B is an extension of T σ , it follows from [20, Proposition 13.9 ] that T t σ is an extension of B t . Hence by (3.7),
By Lemma 3.13, T t σ = T * σ on S(Z n ). Hence by (3.8), we have
Therefore by Definition 3.9, we have u ∈ D(T σ,1 ) and T σ,1 u = Bu.
In view of of Proposition 3.14, we call T σ,1 the maximal operator of T σ .
Proposition 3.15. Let σ ∈ S m (Z n × T n ). Then the pseudo-differential operator T σ maps S(Z n ) into S(Z n ).
Proof. We need to show that for all ϕ in S(Z n ),
Using the Leibniz formula, summation by parts and integration by parts, we get
Using the fact that σ ∈ S m (Z n × T n ), there exists a positive constant C α,β,γ,δ > 0 such that sup k∈Z n
Since ϕ ∈ S(Z n ), we have
Hence T σ ϕ ∈ S(Z n ). because J s is a pseudo-differential operator. By the definition of H s,2 (Z n ), we have
as k → ∞. This shows that ψ k → u in H s,2 (Z n ) as k → ∞, and hence S(Z n ) is dense in
The following theorem is a discrete version of Agmon-Douglis-Nirenberg estimate for pseudo-differential operators on Z n . Proposition 3.17. Let m > 0 and let σ be an elliptic symbol in S m (Z n × T n ). Then there exist positive constants C 1 and C 2 such that
Proof. By Theorem 3.3 and Theorem 3.4, there exists a positive constant C 2 such that (3.9) ( T σ u 2 + u 2 ) ≤ C 2 u m,2 , u ∈ H m,2 (Z n ). Now, by Theorem 2.4 we have
where τ ∈ S −m (Z n ×T n ) and R is a pseudo-differential operator with symbol in ∩ ν∈R S ν (Z n × T n ). Hence it follows from Theorem 3.3 that there exists a positive constant C 1 such that
This complete the proof. The following theorem is the main theorem of this section. Proof. Since T σ,0 is the smallest closed extension of T σ , it follows from Proposition 3.18
that it is sufficient to prove that D(T σ,0 ) ⊆ H m,2 (Z n ). Let u ∈ D(T σ,1 ). Then Theorem 2.4
gives
where τ ∈ S −m (Z n ×T n ) and R is a pseudo-differential operator with symbol in ∩ k∈R S k (Z n × T n . By Proposition 3.10, T σ,1 u = T σ u in the distribution sense. Thus, by the definition of T σ,1 , u ∈ ℓ 2 (Z n ). Since τ ∈ S −m (Z n × T n ), it follows from Theorem 2.2 and Theorem 3.3 that T σ T τ u ∈ H m,2 (Z n ). Since u ∈ ℓ 2 (Z n ) and R is a pseudo-differential operator with symbol in S −m (Z n × T n ), it follows from Theorem 3.3 again that Ru ∈ H m,2 (Z n ). Hence u ∈ H m,2 (Z n ).
Fredholmness and ellipticity
In this section we study the Fredholmness and ellipticity of a pseudo-differential operator. We prove that the a pseudo-differential operator of order 0 is elliptic if and only if Fredholm. We also calculate the index of such a pseudo-differential operator. 
The following criterion for a closed linear operator to be Fredholm is usually attributed to Atkinson [1] . The main result in this section is the following theorem.
It is easy to see that σ ∈ S 0 (Z n × T n ) implies that τ ∈ S 0 (T n × Z n ). Therefore by [11, Theorem 3.9], τ is elliptic which is equivalent to say that σ is elliptic. Conversely, suppose that σ is elliptic. Then therse exists a symbol τ ∈ S 0 (Z n × T n ) such that where R and S are pseudo-differential operators with symbol in ∩ ν∈R S ν (Z n × T n ). So, for any positive number k, the pseudo-differential operator R : ℓ 2 (Z n ) → ℓ 2 (Z n ) is the same as the composition of the psudo-differential operator R : ℓ 2 (Z n ) → H t,2 (Z n ) and the inclusion i : H t,2 (Z n ) → ℓ 2 (Z n ). Since R : ℓ 2 (Z n ) → H t,2 (Z n ) is a bounded linear operator and from Theorem 3.5 i : H t,2 (Z n ) → ℓ 2 (Z n ) is compact, it follows that R : ℓ 2 (Z n ) → ℓ 2 (Z n ) is compact. Similarly S : ℓ 2 (Z n ) → ℓ 2 (Z n ) is compact. Hence by Atkinson's theorem, T σ is Fredholm.
We end this section with an index formula for Fredholm pseudo-differential operators on Z n . First, we prove the following lemma.
Lemma 4.1. Let S(Z n × T n ) be the Schwartz space on Z n × T n . Then ν∈R S ν (Z n × T n ) = S(Z n × T n ).
Proof. It is easy to check that S(Z n ×T n ) ⊆ ν∈R S ν (Z n ×T n ). Now, let σ ∈ ν∈R S ν (Z n ×T n ).
Let α, β, γ and δ be multi-indices. Then there exists a real number ν 1 such that |α| + ν 1 − |γ| ≤ 0.
Since σ ∈ S ν 1 , we can find a positive constant C ν 1 ,γ,δ such that sup (k,x)∈Z n ×T n Therefor σ ∈ S(Z n × T n ).
Let σ ∈ S 0 (Z n × T n ) be elliptic. Let τ ∈ S 0 (Z n × T n ) be such that
where T 1 and T 2 are pseudo-differential operators with symbols τ 1 and τ 2 respectively in ν∈R S ν (Z n × T n ). Let f ∈ S. Then for j = 1, 2,
(T j f )(k) = Then by Theorem 20.13 in [20] , we get i(T σ ) = tr(T 1 ) − tr(T 2 ) = k∈Z n T n (τ 1 − τ 2 )(k, x)dx.
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