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ESTIMATING THE AVERAGE OF FUNCTIONS WITH
CONVEXITY PROPERTIES BY MEANS OF A NEW CENTER
BERNARDO GONZA´LEZ MERINO
Abstract. In this article we show the following result: if C is an n-dimensional
convex and compact set, f : C → [0,∞) is concave, and φ : [0,∞) → [0,∞) is a
convex function with φ(0) = 0, then∫
C
φ(f(x))dx ≤ max
R
∫
R
φ(g(x))dx.
The maximum above ranges over the set of truncated cones R with the same volume
than C and g is an affine function which becomes zero at one of the bases of R
with g(xR,g) = f(xC,f ). Moreover, given such C and f , we introduce a new point
xC,f ∈ C, which divides evenly the mass distribution of C.
As a consequence, we obtain a generalization of the type of results [GM, Thm.
1.2] and [MP, Lem. 1.1]. Besides, we also obtain some new estimates on the volume
of particular sections of a convex set passing through xC,f .
1. Introduction
Let C be a convex body, i.e., a convex and compact set of Rn. Let Kn be the set
of all convex bodies. Let |C| be the n-dimensional volume (or Lebesgue measure) of
C. A function f : C → [0,∞) is concave if f((1 − λ)x + λy) ≥ (1 − λ)f(x) + λf(y)
holds for every x, y ∈ C and λ ∈ [0, 1].
The classical Hermite-Hadamard inequality (proven independenty by Hermite 1881
and Hadamard 1893 in the 1-dimensional case), is a direct consequence of the Jensen’s
inequality (see [J]). See [DP] (and [CalCar] or [St]) and the references on it for
other historical considerations and a comprehensive and complete view of this type
of inequalities. It states that for any C ∈ Kn and f : C → [0,∞) concave, then
(1)
1
|C|
∫
C
f(x)dx ≤ f (xC) ,
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where xC =
1
|C|
∫
C
xdx is the centroid of C. Very recently in [GM], it has been
generalized in n-dimensions for 0-symmetric sets. More particularly, if C ∈ Kn with
C = −C, f : C → [0,∞) is concave, and φ : [0,∞) → [0,∞) is a convex function
with φ(0) = 0, then
(2)
1
|C|
∫
C
φ(f(x))dx ≤ 1
2
∫ 1
−1
φ(f(0)(1 + t))dt.
The mean value of a function measured in C (the left-term in (1)) has repeat-
edly appeared during the development of different topics of Analysis and Geometry
(cf. [HLP]). Berwald [Ber, Sect. 7] studied monotonicity relations of lp means of con-
cave functions over convex compact domains. He showed that for any C ∈ Kn and
f : C → [0,∞) concave, then
t→
((
n+t
n
)
|C|
∫
C
f(x)t
) 1
t
is decreasing for t > 0 (see [GZ] for an extension to t > −1, see also [ABG] and
[AAGJV, Sect. 7] for a translation of it). It represents a reverse result to the Jensen’s
inequality [J], i.e.,
t→
(
1
|C|
∫
C
f(x)t
) 1
t
,
which is increasing for t > 0. Borell [Bor] did a step further by showing some convexity
relations in the same regard (Thms. 1 and 2). See also Milman and Pajor [MP2, 2.6]
and [GNT, Sect. 5], or the Hardy-Littlewood Maximal Function (cf. [Me]).
A natural question that arises from (2) is to seek for possible extensions to the case
of not necessarily symmetric C. We can find partial answers in the literature. For
instance, Milman and Pajor [MP, Lem. 1.1] proved that if f : Rn → [0,∞) is an
integrable log-concave function (i.e., such that log f is concave) and µ : Rn → [0,∞)
is a probability measure, then
(3)
∫
Rn
f(x)dµ(x) ≤ f
(∫
Rn
x
f(x)∫
Rn
f(z)dµ(z)
dµ(x)
)
.
This inequality is independent of (2). However, certain situations can be covered by
the first (resp. second) one and not by the second (resp. first), for instance, when C
is not symmetric and φ(f) is log-concave (resp. when C is 0-symmetric but φ(f) is
not log-concave). As an example of the first, let C be non-symmetric and φ(t) = tα,
for some α ≥ 1, since then φ(f) = fα is always log-concave. As an example of the
second, let C be 0-symmetric and φ(t) = et
2
, since then φ(f) = ef
2
is in general not
log-concave.
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For a set X ⊂ Rn, its convex hull, conv(X), is the smallest convex set containing
X . Let Bn be the Euclidean unit ball, and let ωn = |Bn|. Let Lni be the set of all
i-dimensional linear subspaces contained in Rn. Let e1, . . . , en be the canonical basis
of Rn. A generalized truncated cone is a convex body of the form C = conv(C0 ∪
(x0+ ρC0)), for some C0 ∈ Kn, C0 ⊂ H for some H ∈ Lnn−1, some x0 ∈ Rn and ρ ≥ 0.
We say that C0 and x0 + ρC0 are the bases of C. A generalized cone is a generalized
truncated cone with ρ = 0 (i.e., one of its bases is a vertex).
Our main contribution in this work is to investigate a generalization of (2) which
covers those missing cases described above. Moreover, it represents an inequality of
the type (3) for bounded domains. To do so, we make use of a new point, xC,f , which
is associated to each C ∈ Kn and f : C → [0,∞) concave. Since its definition is
rather technical, we leave its existence to Lemma 2.4 in Section 2.
Theorem 1.1. Let C ∈ Kn, f : C → [0,∞) be concave, φ : [0,∞) → [0,∞) be
convex, with φ(0) = 0. Then∫
C
φ(f(x))dx ≤ max
R
∫
R
φ(g(x))dx,
where the maximum ranges over all generalized truncated cones R with |R| = |C|, and
g is an affine function with g(xR,g) = f(xC,f) and which is zero in one of the bases of
R.
Moreover, if φ is strictly convex, then equality holds if and only if C is a certain
generalized truncated cone, and f is an affine function with value zero at some of the
bases of C.
Notice that the maximum above can be computed via Fubini’s formula (once as-
suming after a rotation of R and a change of variables that R = conv({(rm(Bn ∩
H)) ∪ (e1 + (rm +m)(Bn ∩H))}), where H = span({e2, . . . , en})) so that it equals
max
m∈[−m0,m0]
∫ 1
0
φ
(
f(xC,f )t
tm
)
ωn−1(rm +mt)
n−1dt,
where m0 = (cn/ωn−1)1/(n−1), rm is a solution to the equation mnc = ωn−1((rm +
m)n − rnm), tm = (((rnm + (rm +m)n)/2)1/n − rm)/m and c = |C| (see Section 4 for
details).
In some particular cases, we can find the truncated cone and the affine function
that attains the maximum in Theorem 1.1.
Theorem 1.2. Let C ∈ K2, f : C → [0,∞) be concave, and let α ≥ 1. Then
1
|C|
∫
C
f(x)αdx ≤ 2
(α + 1)(α+ 2)
( √
2√
2− 1
)α
f(xC,f)
α.
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Moreover, equality holds if and only if C is a triangle and f is an affine function
which is equal to 0 in one of the edges of C.
Observe that Theorem 1.2 applied to φ(t) = t already gives back a sharp inequality
that does not recover the classical Hermite-Hadamard inequality (1) (in contrast to
[GM, Thm. 1.2] that recovers it).
For any X ⊂ Rn, its affine hull (resp. linear hull), aff(X) (resp. span(X)), is the
smallest affine (resp. linear) subspace containing X . The dimension of X , dim(X),
is the dimension of aff(X). For any C ∈ Kn and H ∈ Lni , the denote by PHC
the orthogonal projection of C onto H . Let X⊥ be the orthogonal subspace to X .
Moreover, if C ∈ Kn with dim(C) < n, then |C| denotes the volume of C computed
inside the ambient space aff(C).
Using the same techniques as in [GM, Thm. 1.1], Theorem 1.2 gives us a solution
for general K ∈ Kn.
Theorem 1.3. Let K ∈ Kn and H ∈ Ln2 . Then
|K| ≤ 2
n(n− 1)
( √
2√
2− 1
)n−2
|PHK||K ∩ (xxPHK,f +H⊥)|.
Moreover, equality holds if and only if we assume after a rotation that H = span({e1, e2}),
that there exist a segment S ⊂ H, a point x0 ∈ H \ aff(S), and Q ∈ Kn, Q ⊂ H⊥,
such that
K = {(1− λ)a+ λx0 + g((1− λ)a+ λx0) + λQ : a ∈ S, λ ∈ [0, 1]},
for some g : H → Rn linear function with g((1− λ)a+ λx0) = (1− λ)a+ λx0 + uλ,a,
for some uλ,a ∈ H⊥.
Spingarn [S] and later Milman and Pajor [MP] proved that replacing above xPHK,f
by xK allows to remove the constant in the right-hand side term (cf. also [GM, Thm.
1.1] or [Fr] for other results of this type).
If we apply Theorem 1.1 in the planar case to φ(t) = et − 1, we obtain an upper
bound for log-concave functions (see also (3)).
Theorem 1.4. Let C ∈ K2 and f : C → [0,∞) be concave. Then
1
|C|
∫
C
ef(x)dx ≤
√
2(
√
2− 1)
f(xC,f)2

e
√
2f(xC,f )√
2−1√
2
− 1

 .
Moreover, equality holds if and only if C is a triangle and f is an affine function
which becomes zero in one of the edges of C.
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The technique developed by Milman and Pajor in [MP] cannot be applied if φ(f(x))
is not a log-concave function. For instance, next theorem is obtained as a result of
applying Theorem 1.1 in the planar case with φ(t) = et
2 − 1.
Theorem 1.5. Let C ∈ K2, f : C → [0,∞) be concave. Then
1
|C|
∫
C
ef(x)
2
dx ≤
√
pi
2
erfi
(√
2f(xC,f)√
2− 1
)
+
1
1− 2√2

e
(√
2f(xC,f )√
2−1
)2
− 1(√
2f(xC,f )√
2−1
)2 −
√
pi
2
erfi
(√
2f(xC,f)√
2− 1
) ,
where erfi(x) = (2/
√
pi)
∫ x
0
et
2
dt.
Moreover, equality holds if and only if C is a triangle and f is an affine function
which has value 0 in one of the edges of C.
We briefly show other instances of Theorem 1.1 in higher dimensions. However,
and due to the technical difficulties to solve the underlying optimization problem,
we have just considered here the corresponding Hermite-Hadamard inequality in the
3-dimensional case (see Section 4 for further discussions on this).
Theorem 1.6. Let C ∈ K3 and f : C → [0,∞) be concave. Then
1
|C|
∫
C
f(x)dx ≤ 3 · 2
1/3
21/3 − 1f(xC,f ).
Moreover, equality holds if and only if C is a generalized cone and f is an affine
function which becomes zero at the base of C.
After deriving the solutions of Theorems 1.2, 1.4, 1.5 and 1.6, it is natural to
conjecture the following general solution:
Conjecture 1.7. Let C ∈ Kn, f : C → [0,∞) be concave, and φ : [0,∞) → [0,∞)
be convex with φ(0) = 0. Then
1
|C|
∫
C
φ(f(x))dx ≤ n
∫ 1
0
φ
(
f(xC,f)
21/nt
21/n − 1
)
(1− t)n−1dt.
Moreover, we would have equality here if and only if C is a generalized cone, and f
is an affine function which becomes zero in the base of C.
The paper is organized as follows. Section 2 is devoted to the proof of Theorem 1.1.
Besides, we show also some key lemmas necessary to do it. For instance, in Lemma
2.4 we show the existence of the point xC,f , which is somewhat crucial for Theorem
1.1. Afterwards in Section 3, we compute the maximum established in Theorem 1.1
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when C is a planar set, for particular cases of φ(t) (see Theorems 1.2, 1.4, 1.5). As a
consequence of Theorem 1.2, we show Theorem 1.3. Finally in Section 4 we explore
a little bit what happens in dimension 3 or greater in Theorem 1.1.
2. Proof of the main result
Let us start this section by remembering that the Schwarz symmetrization of K ∈
Kn with respect to span(u), u ∈ Rn \ {0}, is the set
σu(K) =
⋃
t∈R
(
tu+ rt(B
n
2 ∩ u⊥)
)
,
where rt ≥ 0 is such that |K ∩ (tu+ u⊥)| = rn−1t ωn−1. It is well-known that σu(K) ∈
Kn and that |σu(K)| = |K| (cf. [Gru, Section 9.3] or [Sch] for more details). For
every K ∈ Kn and x ∈ Rn \ {0}, the support function of K at x is defined by
h(K, x) = sup{x1y1 + · · ·+ xnyn : y ∈ K}.
Let K,C ∈ Kn. The Brunn-Minkowski inequality asserts that
|(1− λ)K + λC| 1n ≥ (1− λ)|K| 1n + λ|C| 1n .
Moreover, equality holds if K and C are recales of each other or if K and C are
contained in parallel hyperplanes (see [Ga] and the references therein for an insightful
and complete study of this inequality).
Our first result shows that the if the Schwarz symmetrization of C ∈ Kn is a
truncated cone, then C is a generalized truncated cone. It will be needed for the
equality cases of Theorem 1.1.
Lemma 2.1. Let C ∈ Kn be such that
σe1(C) = conv((Bn ∩H) ∪ (e1 + ρ(Bn ∩H))),
where H = span({e2, . . . , en}) and ρ ≥ 0. Then C = conv({C0 ∪ (e1 + u+ ρC0}), for
some u ∈ H and C0 ∈ Kn with C0 ⊂ H, i.e. C is a generalized truncated cone.
Proof. Let C ′ = σe1(C), and let Mt = C ∩ {(t, x2, . . . , xn) ∈ Rn} and M ′t = C ′ ∩
{(t, x2, . . . , x2) ∈ Rn} for every t ∈ [0, 1]. Then |Mt| = |M ′t| for every t ∈ [0, 1].
On the one hand, it is very simple to check that (1 − λ)M ′0 + λM ′1 = M ′λ for every
λ ∈ [0, 1]. On the other hand, the convexity of C ensures that (1−λ)M0+λM1 ⊂Mλ.
Using the Brunn-Minkowski inequality over subspaces parallel to H , then
|M ′λ|
1
n−1 = |Mλ| 1n−1
≥ (1− λ)|M0| 1n−1 + λ|M1| 1n−1
= (1− λ)|M ′0|
1
n−1 + λ|M ′1|
1
n−1 = |M ′λ|
1
n−1 .
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Therefore, we have equality in the Brunn-Minkowski inequality, and thus Mλ are
rescales for every λ ∈ [0, 1]. Let C0 := M0 and, since |M1| = ρn−1|M0|, let M1 =
e1 + u+ ρC0, for some u ∈ H . Finally, observing again that
(1− λ)M0 + λM1 = (1− λ)C0 + λ(e1 + u+ ρC0)
λe1 + λu+ ((1− λ) + λρ)C0 ⊂Mλ,
and since |λe1+λu+((1−λ)+λρ)C0| = |Mλ|, then Mλ = λe1+λu+((1−λ)+λρ)C0
for every λ ∈ [0, 1], concluding the proof. 
Next lemma is a crucial keystep for the proof of Theorem 1.1. We associate here,
to every set C ′ symmetric with respect to a line, a truncated cone R with the same
symmetry, with very special properties on the distribution of mass of the set R \ C ′.
Lemma 2.2. Let C ′ ∈ Kn be symmetric w.r.t. span({e1}). Then there exists a
truncated cone R with bases orthogonal to span({e1}), symmetric w.r.t. span({e1}),
and such that
i) |R| = |C ′|,
ii) h(R,−e1) = h(C ′,−e1) = t0, h(R, e1) = h(C ′, e1) = t1 and
iii) if M ′t = {(t, x2, . . . , xn) ∈ C ′}, M ′′t = {(t, x2, . . . , xn) ∈ R}, then M ′t ⊂ M ′′t if
and only if t ∈ [t0, t∗0]∪ [t∗1, t1] and M ′′t ⊂ M ′t if and only if t ∈ [t∗0, t∗1], for some
t0 ≤ t∗0 ≤ t∗1 ≤ t1 with
|(R \ C ′) ∩ {(t, x2, . . . , xn) ∈ Rn : t ∈ [t0, t∗0]}|
= |(R \ C ′) ∩ {(t, x2, . . . , xn) ∈ Rn : t ∈ [t∗1, t1]}| =
|R \ C ′|
2
.
Proof. Let us define vC′(t) = max{v ≥ 0 : te1 + ve2 ∈ C ′}, for every t ∈ [t0, t1].
Now, for every m ∈ R, we define the truncated cone Rm with bases orthogonal to
span(e1) and whose centers belong to this line. We choose its vRm(t) = rm+m(t−t0),
t ∈ [t0, t1], where rm ≥ 0 is chosen such that |Rm| = |C|. It is clear that the slope m
ranges in m ∈ [−m0, m0], where m0 is given by the solution to
c = |C ′| =
∫ t1
t0
ωn−1(m0(t− t0))n−1dt = ωn−1(t1 − t0)
nmn−10
n
,
i.e., m0 = (cn/(ωn−1(t1 − t0)n))1/(n−1). Observe that vC′ is concave, vRm is a line,
for every m. Since c = |Rm|, it is clear that vC′ and vRm touch in at least one point
(otherwise, Rm or C
′ would be contained in the other set, contradicting the fact that
c = |Rm|). Moreover, it is clear that vRm0 (t) ≤ vC′(t) for t ∈ [t0, tm0∗ ], and when
the functions cross then vRm0 (t) ≥ vC′(t) for t ∈ [tm0∗ , t1], for some tm0∗ ∈ [t0, t1].
Analogously, we have that vR−m0 (t) ≥ vC′(t) for t ∈ [t0, t−m0∗ ], and when the functions
cross then vR−m0 (t) ≤ vC′(t) for t ∈ [t−m0∗ , t1], for some t−m0∗ ∈ [t0, t1]. Equivalently,
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when m = m0, M
′′
t ⊂ M ′t for t ∈ [t0, tm0∗ ], and M ′t ⊂ M ′′t otherwise, and when
m = −m0, M ′t ⊂M ′′t for t ∈ [t0, t−m0∗ ], and M ′′t ⊂M ′t for t ∈ [t−m0∗ , t1].
Once m starts increasing from −m0 towards m0, while |Rm| = c, it is clear that
there exist two slopes −m0 ≤ m1 < m2 ≤ m0, such that vC′ and vRm intersect in
two points, namely tm0 ≤ tm1 , for every m ∈ [m1, m2]. Moreover, it is also clear that
m→ |(Rm \C ′)∩{(t, e2, . . . , en) : t ∈ [t0, tm0 ]}| is a continuous function, ranging from
|R−m0\C ′| (atm = −m0) to 0 (atm = m0), whereasm→ |(Rm\C ′)∩{(t, e2, . . . , en) :
t ∈ [tm1 , t1]}| is a continuous function, ranging from 0 (at m = −m0) to |Rm0 \C ′| (at
m = m0). It is worth noticing that
|(Rm \ C ′) ∩ {(t, e2, . . . , en) : t ∈ [t0, tm0 ]} ∪ (Rm \ C ′) ∩ {(t, e2, . . . , en) : t ∈ [tm1 , t1]}|
= |Rm \ C ′|
and
|(Rm \ C ′) ∩ {(t, e2, . . . , en) : t ∈ [t0, tm0 ]} ∩ (Rm \ C ′) ∩ {(t, e2, . . . , en) : t ∈ [tm1 , t1]}|
= 0,
for every m ∈ [m1, m2]. By the Bolzano theorem, there exists m∗∗ ∈ [m1, m2], such
that
|(Rm∗∗ \ C ′) ∩ {(t, e2, . . . , en) : t ∈ [t0, tm∗∗0 ]}|
= |(Rm∗∗ \ C ′) ∩ {(t, e2, . . . , en) : t ∈ [tm∗∗1 , t1]}|,
and that necessarily coincides with |Rm∗∗ \ C ′|/2. Choosing R = Rm∗∗ concludes the
lemma. 
The graph of f : Rn → [0,∞) is defined by G(f) = {(x, f(x)) : x ∈ Rn}. The
epigraph of a concave function f : Rn → [0,∞), epi(f) = {(x, µ) ∈ Rn×R : µ ≤ f(x)}
is a convex set in Rn+1. If C ∈ Kn, let ∂C be the boundary of C.
Below we provide a very simple observation, which was essentially proven in [GM],
and establishes an interesting property for affine functions bounding from above a
concave function.
Lemma 2.3. Let C ∈ Kn, f : C → [0,∞) be concave. If x0 ∈ C, then there exists
an affine function g : C → [0,∞) with g(x) ≥ f(x) for x ∈ C and g(x0) = f(x0).
Moreover, there exists L ∈ Lnn−1 (which after a rotation of C we may assume that
L = span({e2, . . . , en})) such that
(x0, f(x0)) + L ⊂ aff(G(g)) ∩ ((x0, f(x0)) + span({e1, . . . , en})).
Proof. Since (x0, f(x0)) ∈ ∂(epi(f)), there exists an affine function g such that H =
aff(g) ∈ Ln+1n supports epi(f) at (x0, f(x0)). In particular, f(x) ≤ g(x) for x ∈ C and
f(x0) = g(x0). Since H and (x0, f(x0))+ span({e1, . . . , en}) are hyperplanes in Rn+1,
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they intersect in a subspace of dimension at least n− 1, i.e., there exists a subspace
L ∈ Lnn−1 such that
(x0, f(x0)) + L× {0} ⊂ H ∩ ((x0, f(x0)) + span({e1, . . . , en})),
as desired. Rotating C appropriately, we can suppose that L = span({e2, . . . , en}),
concluding the proof. 
The lemma below is also keystep in the proof of Theorem 1.1. Given a set C and
a concave function f with domain C, We show the existence of a point xC,f with
very special properties with respect to the mass distribution of the truncated cone
R (given in Lemma 2.2) around xC,f associated to the Schwarz symmetrization of C
with respect to the line given in Lemma 2.3.
Lemma 2.4. Let C ∈ Kn and f : C → [0,∞) be concave. Then there exist a point
xC,f ∈ C such that (after rotating C as in Lemma 2.3) then the point Pspan(e1)(xC,f ) =
(tC,f , 0, . . . , 0) fulfills ∫ tC,f
t0
|M ′′t |dt =
∫ t1
tC,f
|M ′′t |dt =
|R|
2
,
where R is the truncated cone given in Lemma 2.2 with respect to C ′ = σe1(C) and
t0, t1 and M
′′
t are defined as in Lemma 2.2.
Proof. Let us fix a point x0 ∈ C. By Lemma 2.3, there exists L ∈ Lnn−1 (after a
rotation of C, assume that L = span({e2, . . . , en})) such that (x0, f(x0))+L×{0} ⊂
H ∩ (x0, f(x0))+ span({e1, . . . , en}), where H is a supporting hyperplane to epi(f) at
(x0, f(x0)). Lemma 2.2 gives us, for this choice L, and for C
′ := σe1(C), a truncated
cone R. Let us call (tR, 0, . . . , 0) ∈ R be the point such that
(4)
∫ tR
t0
|M ′′t |dt =
∫ t1
tR
|M ′′t |dt =
|R|
2
.
where we are adopting all the notation from Lemma 2.2.
Let s∗ ∈ [t0, t1] be such that Pe1(x0 + s∗e1) = (tR, 0, . . . , 0). Let Kt(f) = {x ∈ C :
f(x) ≥ t}, for t ∈ [0, ‖f‖∞], be the level sets of f . We have now two different cases,
either
i) (x0 + s∗e1 + L) ∩K‖f‖∞(f) 6= ∅ or
ii) (x0 + s∗e1 + L) ∩K‖f‖∞(f) = ∅.
In case of i), let v ∈ L be such that x0+ s∗e1+ v ∈ K‖f‖∞(f). Then the hyperplane
(x0 + s∗e1 + v, f(x0 + s∗e1 + v)) + span({e1, . . . , en}) supports epi(f) at (x0 + s∗e1 +
v, f(x0+s∗e1+v)). Thus, according to Lemma 2.3, we can choose xC,f := x0+s∗e1+v
with the subspace L, which together with (4) concludes the lemma.
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In case of ii), notice that (Kt(f))t is a continuously decreasing family on t ∈
[0, ‖f‖∞), such that K0(f) = C. Hence, there exists t∗ ∈ [0, ‖f‖∞) for which
x0 + s∗e1 + L supports Kt∗(f), namely, at x0 + s∗e1 + v, for some v ∈ L. Hence,
we can find a supporting hyperplane H to epi(f) at (x0 + s∗e1 + v, f(x0 + s∗e1 + v)),
such that (x0+s∗e1+v, f(x0+s∗e1+v))+L×{0} ⊂ H ∩ (x0+s∗e1+v, f(x0+s∗e1+
v)) + span({e1, . . . , en}). Thus, choosing xC,f := x0 + s∗e1 + v with the subspace L,
together with (4) concludes the lemma. 
Notice that xC,f is in general not unique. Indeed, if f is affine, then we find a whole
hyperplane of directions for which any such point would fulfill Lemma 2.4 as well.
Proof of Theorem 1.1. We start applying Lemma 2.4 (and thus also lemma 2.2) to C
and f , then apply Lemma 2.3 to f and xC,f , and consider the notation defined on
them. Let f0 = f(xC,f) = g(xC,f).
Since φ is convex with φ(0) = 0, for any x2 > x1 > 0 we have that
0 ≤ φ(x1)− 0
x1 − 0 ≤
φ(x2)− φ(x1)
x2 − x1 ,
i.e., φ is non-decreasing. Using that f(x) ≤ g(x) for every x ∈ C (see Lemma 2.3),
then
(5)
∫
C
φ(f(x))dx ≤
∫
C
φ(g(x))dx.
Since
(xC,f , f0) + L× {0} ⊂ H ∩ ((xC,f , f0) + span({e1, . . . , en})),
where H = aff(G(g)) (see Lemma 2.3), then
(6) g(t, e2, . . . , en) = f0 + δ(t− tC,f)
for every t ∈ [t0, t1] and for some δ such that f0 + δ(ti − tC,f) ≥ 0, i = 0, 1, i.e.,
(7)
f0
tC,f − t1 ≤ δ ≤
f0
tC,f − t0 .
Let Mt = {(t, x2, . . . , xn) ∈ C}, for every t ∈ [t0, t1]. Then (6) and Fubini’s formula
imply that ∫
C
φ(g(x))dx =
∫ t1
t0
φ(f0 + δ(t− tC,f))|Mt|dt.
Let us furthermore observe that g(t, x2, . . . , xn) has the value (6) for every (t, x2, . . . , xn) ∈
R
n, and thus it gets the same value both inMt andM
′
t = {(t, x2, . . . , xn) ∈ C ′}, where
C ′ = σe1(C). Moreover, since |Mt| = |M ′t | for every t ∈ [t0, t1], we have that∫ t1
t0
φ(f0 + δ(t− tC,f ))|Mt|dt =
∫ t1
t0
φ(f0 + δ(t− tC,f))|M ′t |dt.
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We now remember that since φ is convex, then φ(t) + φ(t′) ≤ φ(t− δ) + φ(t′+ γ), for
every t− δ ≤ t ≤ t′ ≤ t′ + γ, t, t′, δ, γ ∈ R.
Using the notation as in Lemma 2.2, let M∗t = M
′
t ∩M ′′t and M∗∗t = (M ′t \M ′′t ) ∪
(M ′′t \M ′t). Since∫ t1
t0
φ(f0 + δ(t− tC,f))|M ′t |dt =∫ t1
t0
φ(f0 + δ(t− tC,f))|M∗t |dt+
∫ t∗1
t∗0
φ(f0 + δ(t− tC,f))|M∗∗t |dt,
we just need to bound the last integral above. Notice that φ(f0 + δ(t − tC,f )) ≤
φ(f0 + δ(tmax − tC,f)) for some tmax ∈ [t∗0, t∗1] and every t ∈ [t∗0, t∗1]. Analogously, we
have that φ(f0 + δ(t
′ − tC,f)) ≥ φ(f0 + δ(t′min − tC,f)) for every t′ ∈ [t0, t∗0] and some
t′min ∈ [t0, t∗0], and φ(f0 + δ(t′′ − tC,f)) ≥ φ(f0 + δ(t′′min − tC,f)), for every t′′ ∈ [t∗1, t1]
and some t′′min ∈ [t∗1, t1]. Moreover, since |C ′| = |R|, in particular |C ′ \ R| = |R \ C ′|.
Using that t→ φ(f0 + δ(t− tC,f)) is convex too, then∫ t∗1
t∗0
φ(f0 + δ(t− tC,f ))|M∗∗t |dt
≤ φ(f0 + δ(tmax − tC,f))
∫ t∗1
t∗0
|M∗∗t |dt
= 2φ(f0 + δ(tmax − tC,f )) |R \ C
′|
2
≤ (φ(f0 + δ(t′min − tC,f )) + φ(f0 + δ(t′′min − tC,f)))
|R \ C ′|
2
= φ(f0 + δ(t
′
min − tC,f))
∫ t∗0
t0
|M∗∗t |dt+ φ(f0 + δ(t′′min − tC,f ))
∫ t1
t∗1
|M∗∗t |dt
≤
∫ t∗0
t0
φ(f0 + δ(t
′ − tC,f))|M∗∗t |dt′ +
∫ t1
t∗1
φ(f0 + δ(t
′′ − tC,f ))|M∗∗t |dt′′.
Hence, we have proven that∫ t1
t0
φ(f0 + δ(t− tC,f))|M ′t |dt ≤
∫ t1
t0
φ(f0 + δ(t− tC,f))|M∗t |dt
+
∫ t∗0
t0
φ(f0 + δ(t
′ − tC,f ))|M∗∗t |dt′ +
∫ t1
t∗1
φ(f0 + δ(t
′′ − tC,f))|M∗∗t |dt′′
=
∫ t1
t0
φ(f0 + δ(t− tC,f))|M ′′t |dt.
In the next (and last) step, there is a dichotomy. Either δ ≥ 0 or δ ≤ 0. Hence,
assume δ ≥ 0 (the other case can be proven analogously). Let δMAX = f0/(tC,f − t0),
thus having δ ∈ [0, δMAX ]. Using Lemma 2.4, and since δ → φ(f0 + δ(t − tC,f)) is a
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convex function too, we have that
φ(f0+δ(t−tC,f))+φ(f0+δ(t′−tC,f)) ≤ φ(f0+δMAX(t−tC,f))+φ(f0+δMAX(t′−tC,f))
for every t ∈ [t0, tC,f ] and every t′ ∈ [tC,f , t1]. Thus
φ(f0+δ(t−tC,f))−φ(f0+δMAX(t−tC,f)) ≤ −φ(f0+δ(t′−tC,f))+φ(f0+δMAX(t′−tC,f))
for every t ∈ [t0, tC,f ] and every t′ ∈ [tC,f , t1]. By continuity and compactness standard
arguments, there exist t∗ ∈ [t0, tC,f ] and t′∗ ∈ [tC,f , t1] such that
φ(f0+δ(t−tC,f))−φ(f0+δMAX(t−tC,f)) ≤ φ(f0+δ(t∗−tC,f))−φ(f0+δMAX(t∗−tC,f))
for every t ∈ [t0, tC,f ] as well as
−φ(f0+δ(t′∗−tC,f ))+φ(f0+δMAX(t′∗−tC,f)) ≤ −φ(f0+δ(t′−tC,f ))+φ(f0+δMAX(t′−tC,f ))
for every t′ ∈ [tC,f , t1]. Therefore∫ tC,f
t0
(φ(f0 + δ(t− tC,f))− φ(f0 + δMAX(t− tC,f)))|M ′′t |dt
≤
∫ tC,f
t0
(φ(f0 + δ(t∗ − tC,f ))− φ(f0 + δMAX(t∗ − tC,f )))|M ′′t |dt
= (φ(f0 + δ(t∗ − tC,f))− φ(f0 + δMAX(t∗ − tC,f )))
∫ tC,f
t0
|M ′′t |dt
= (φ(f0 + δ(t∗ − tC,f))− φ(f0 + δMAX(t∗ − tC,f ))) |R|
2
≤ (−φ(f0 + δ(t′∗ − tC,f)) + φ(f0 + δMAX(t′∗ − tC,f)))
|R|
2
= (−φ(f0 + δ(t′∗ − tC,f)) + φ(f0 + δMAX(t′∗ − tC,f )))
∫ t1
tC,f
|M ′′t′ |dt′
≤
∫ t1
tC,f
(−φ(f0 + δ(t′ − tC,f )) + φ(f0 + δMAX(t′ − tC,f)))|M ′′t′ |dt′,
i.e., ∫ t1
t0
φ(f0 + δ(t− tC,f))|M ′′t |dt
=
∫ tC,f
t0
φ(f0 + δ(t− tC,f))|M ′′t |dt+
∫ t1
tC,f
φ(f0 + δ(t
′ − tC,f ))|M ′′t′ |dt′
≤
∫ tC,f
t0
φ(f0 + δMAX(t− tC,f))|M ′′t |dt+
∫ t1
tC,f
φ(f0 + δMAX(t
′ − tC,f))|M ′′t′ |dt′
=
∫ t1
t0
φ(f0 + δMAX(t− tC,f))|M ′′t |dt,
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for every δ ∈ [0, δMAX ]. As mentioned above, for every δ ∈ [δMIN , 0], one can prove
analogously that∫ t1
t0
φ(f0 + δ(t− tC,f ))|M ′′t |dt ≤
∫ t1
t0
φ(f0 + δMIN(t− tC,f))|M ′′t |dt.
In other words, ∫ t1
t0
φ(f0 + δ(t− tC,f ))|M ′′t |dt
≤ max
δ∗∈{δMIN ,δMAX}
∫ t1
t0
φ(f0 + δ∗(t− tC,f))|M ′′t |dt.
Therefore, we have shown that∫
C
φ(f(x))dx ≤ max
1,2
∫
R
φ(gi(x))dx,
where g1 and g2 are affine functions becoming zero at one of the bases of R (cor-
responding with the slopes δMAX and δMIN , respectively) and such that gi(xC,f) =
f(xC,f), i = 1, 2. Therefore, the general upper bound for the term
∫
C
φ(f(x))dx is
maxR
∫
R
φ(g1(x))dx, where R is a truncated cone with |R| = |C| and where g1 is a
affine function with g1(xC,f ) = f(xC,f) which becomes zero in a base of R (see that
now it is unnecessary to mention both g1 and g2, since R covers positive and negative
slopes). This concludes the proof.
For the equality case, since φ is strictly convex, then φ is also strictly increasing.
Indeed, if φ is strictly convex with φ(0) = 0, for any x2 > x1 > 0 we have that
0 <
φ(x1)− 0
x1 − 0 <
φ(x2)− φ(x1)
x2 − x1 ,
i.e., φ is strictly increasing. This, together with (5), shows that f has to be an affine
function, more particularly, f = g. Moreover, σe1(C) must be one of the truncated
cones attaining the maximum above. Moreover, f has to become zero in one of the
bases of the truncated cone. Hence, by Lemma 2.1, C must be a generalized truncated
cone, attaining also the maximum, such that f becomes zero in one of the bases of
C.

3. Planar case
Particularizing Theorem 1.1 to the planar case, the right-hand side of the inequality
can be easily rewritten as
(8) max
m∈[−m0,m0]
∫ 1
0
φ
(
f0
t
tm
)
2(rm +mt)dt,
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where f0 = f(xC,f), m0 is chosen such that
c = |C| =
∫ 1
0
2(m0t)dt = m0,
and the value rm is derived from
c =
∫ 1
0
2(rm +mt)dt = 2rm +m,
i.e., rm = (c−m)/2. The value of tm is such that∫ tm
0
(rm +mt)dt =
∫ 1
tm
(rm +mt)dt,
from which
tm =
−(c−m) +√c2 +m2
2m
.
Proof of Theorem 1.2. Let c = |C| and f0 = f(xC,f). Using the observation in (8),
then Theorem 1.1 applied to C, f and φ(t) = tα says that∫
C
f(x)αdx ≤ 2 max
m∈[−c,c]
∫ 1
0
(
f0
t
tm
)α(
c−m
2
+mt
)
dt
= 2fα0 max
m∈[−c,c]
(
c−m
2(α+ 1)
+
m
α + 2
)
1
tαm
.
Notice that tm = (−(c −m) +
√
c2 +m2)/(2m). Doing the change t = c/m, then
t ∈ (−∞,−1] ∪ [1,∞), and the maximum above rewrites as
max
t∈(−∞,−1]∪[1,∞)
(
1− 1/t
2(α + 1)
+
1/t
α + 2
)
2
(1− t +√t2 + 1)α = maxt∈(−∞,−1]∪[1,∞)h(t).
Since
h′(t) = 2
α(t+ 1)(
√
t2 + 1− t + 1)−α(α(−√t2 + 1) + (α+ 2)t+ α− 2√t2 + 1)
4(α + 1)(α+ 2)t2
√
t2 + 1
,
then h′(t) = 0 holds if and only if t = −1 (which is a local maximum) or t =
(2(α + 1)/(α(α + 2)) (which is a local minimum). Therefore, the maximum of h is
attained either for t = −1, t → ±∞, or t = 1. In other words, the maximum is
attained either when m = −c, m = 0, or when m = c, from which
2fα0 max
m∈[−c,c]
(
c−m
2(α + 1)
+
m
α + 2
)
1
tαm
= 2fα0 cmax
{
2α/2
(
√
2− 1)α(α + 1)(α+ 2) ,
2α
2(α + 1)
,
2α/2
α + 2
}
.
We will show that the maximum is only attained at m = −c. For this, We first
compare the values at m = −c and m = 0. This rewrites as 2 ≥ (α + 2)2α/2(√2 −
1)α = h1(α). Since h
′
1(α) = 2
α/2(
√
2 − 1)α + 2α/2(√2 − 1)α(α + 2) log(√2 − 1) +
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2α/2−1(
√
2− 1)α(α + 2) log(2), the only extreme point is at α ≈ −0.13 . . . , and since
h′1(α) < 0 if α ≥ 1, we conclude that h1(α) ≤ h1(1) = 3
√
2(
√
2 − 1) < 2, as
desired. Second, we compare the values at m = −c and m = c. That rewrites as
1 ≥ (α+1)(√2−1)α = h2(α). Since h′2(α) = (
√
2−1)α(α log(√2−1)+1+log(√2−1)),
the only extreme point is at α = −1− 1/ log(−1 +√2) < 1, and h′2(α) < 0 if α ≥ 1,
from which h2(α) ≤ h2(1) = 2(
√
2− 1) < 1, concluding the desired result. Therefore
∫
C
f(x)αdx ≤ 2fα0 c
√
2
α
(
√
2− 1)α(α + 1)(α+ 2) ,
concluding the result.
In the case of equality, notice that the maximum computed above is attained if and
only if m = −c. Thus, equality holds if and only if C is a (2-dimensional) cone, i.e.,
a triangle, and in view of the equality cases of Theorem 1.1, f is an affine function.
Moreover, f has value zero at one of the edges of C since m = −c and we chose above
f(t) = f0t/t−c. 
A direct application of Theorem 1.2 is Theorem 1.3, which now we are able to show.
Proof of Theorem 1.3. By Fubini’s formula, we have that
|K| =
∫
PHK
|K ∩ (x+H⊥)|dx.
By the Brunn’s Concavity Principle (see [Giann, Prop. 1.2.1], see also [Ga]) then
f : H → [0,∞) where f(x) := |K ∩ (x+H⊥)| 1n−2
is a concave function. After a suitable rigid motion, we assume that H = R2×{0}n−2.
By Theorem 1.2 then
∫
PHK
f(x)n−2dx ≤ 2
(n− 1)n
( √
2√
2− 1
)n−2
|PHK|f(xPHK,f)n−2
=
2
(n− 1)n
( √
2√
2− 1
)n−2
|PHK||K ∩ (xPHK,f +H⊥)|,
concluding the result.
We omit the technical details to the characterization of the equality case. However,
it should be done exactly as the equality case in the proof of Theorem 1.1 in [GM]. 
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Proof of Theorem 1.4. Let c = |C| and f0 = f(xC,f). Using the observation (8) and
applying Theorem 1.1 to C, f and φ(t) = et − 1, then
∫
C
ef(x)dx− |C| =
∫
C
(ef(x) − 1)dx
≤ max
m∈[−c,c]
2
∫ 1
0
(e
f0t
tm − 1)
(
c−m
2
+mt
)
dt
= max
m∈[−c,c]
2tm
f0
(
e
f0
tm
(
c−m
2
+m
tm
f0
(
f0
tm
− 1
))
− c−m
2
+m
tm
f0
)
− |C|.
Since tm = (c/m− 1+
√
(c/m)2 + 1)/2 then m = c(2tm+1)/(2tm(tm+1)), and thus
max
m∈[−c,c]
2tm
f0
(
e
f0
tm
(
c−m
2
+m
tm
f0
(
f0
tm
− 1
))
− c−m
2
+m
tm
f0
)
= max
m∈[−c,c]
2tm
f0
(
e
f0
tm
(
c− c(2tm+1)
2tm(tm+1)
2
+
c(2tm + 1)
2tm(tm + 1)
tm
f0
(
f0
tm
− 1
))
−
c− c(2tm+1)
2tm(tm+1)
2
+
c(2tm + 1)
2tm(tm + 1)
tm
f0
)
.
It is a tedious computation to check (possibly with use of a software likeMathematica)
that the last function above is strictly decreasing on tm, and since tm is increasing
on m, then the maximum above is attained when m is smallest possible, i.e., when
m = −c, thus providing the result.
For the equality case, we are forced to have m = −c, i.e., C is a cone (i.e. a
triangle) and, due to the equality cases of Theorem 1.1, such that f is an affine
function. Moreover, f has value zero at one of the edges of C since m = −c and we
chose above f(t) = f0t/t−c. 
Proof of Theorem 1.5. Let c = |C| and f0 = f(xC,f). Using the observation (8) and
applying Theorem 1.1 to C, f and φ(t) = et
2 − 1, then
∫
C
ef(x)
2
dx− |C| =
∫
C
(ef(x)
2 − 1)dx
≤ max
m∈[−c,c]
∫ 1
0
(e(
f0t
tm
)
2
− 1)
(
c−m
2
+mt
)
dt
= max
m∈[−c,c]
∫ 1
0
e(
f0t
tm
)
2
(
c−m
2
+mt
)
dt− |C|
= 2 max
m∈[−c,c]
(
c−m
2
√
pi
2
erfi
(
f0
tm
)
+
mt2m
f 20
(
e(
f0
tm
)
2
− 1
))
− |C|.
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Since tm = (−c/m+1+
√
(c/m)2 + 1)/2, we get that m = c(2tm+1)/(2tm(tm+1)),
and thus
2 max
m∈[−c,c]
(
c−m
2
√
pi
2
erfi
(
f0
tm
)
+
mt2m
f 20
(
e(
f0
tm
)
2
− 1
))
=
= c max
m∈[−c,c]
(√
pi
2
erfi(sm) +
sm(2f0 + sm)
2f0(f0 + sm)
(
es
2
m − 1
s2m
−
√
pi
2
erfi(sm)
))
,
where sm = f0/tm. It is a tedious computation, but one can show (even by use of
a software like Mathematica) that the function above is increasing in sm, i.e., it is
decreasing in tm. Since tm is increasing in m, then the function above is decreasing
in m, and thus, its maximum is attain if and only if m = −c, which concludes the
result.
We now suppose there is equality in the inequality above. First of all, we are forced
to have m = −c, i.e, C must be a 2-dimensional cone (i.e., a triangle) and from the
equality case of Theorem 1.1, f is an affine function which has value zero at one of
the edges of C, since we chose above f(t) = f0t/t−c. 
4. Higher dimensional cases
Solving the remaining 1-parameter optimization problem in Theorem 1.1 is, in
general, a hard and challenging task. The right-hand side of the inequality in Theorem
1.1 can be easily rewritten as
(9) max
m∈[−m0,m0]
∫ 1
0
φ
(
f0
t
tm
)
ωn−1(rm +mt)n−1dt,
where f0 = f(xC,f), m0 is chosen such that
c = |C| =
∫ 1
0
ωn−1(m0t)
n−1dt =
ωn−1
n
mn−10 ,
and thus m0 = (cn/ωn−1)1/(n−1). The problem arises when trying to compute rm,
since it is described as a solution to
c =
∫ 1
0
ωn−1(rm +mt)n−1dt =
ωn−1
mn
((rm +m)
n − rnm)
=
ωn−1
mn
(
nmrn−1m + · · ·+ nmn−1rm +mn
)
.
This is a quite general polynomial of degree n− 1 on the variable rm. Moreover, the
value of tm is the only point in [0, 1] such that∫ tm
0
(rm +mt)
n−1dt =
∫ 1
tm
(rm +mt)
n−1dt,
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from which
(rm +mtm)
n − rnm = (rm +m)n − (rm +mtm)n,
and thus that
tm =
1
m
((
rnm + (rm +m)
n
2
) 1
n
− rm
)
.
Hence, using explicit values for rm and tm seems to be very technical for n = 4 and
intractable for n ≥ 5.
In the 3-dimensional case, we would have that rm is the root
(10) rm =
−m+
√
4c
pi
− m2
3
2
.
Moreover, tm would be given by the formula
(11) tm =
1
m
((
r3m + (rm +m)
3
2
) 1
3
− rm
)
.
Proof of Theorem 1.6. Applying Theorem 1.1 to C, f and φ(t) = t tells that∫
C
f(x)dx ≤ max
m∈[−m0,m0]
∫ 1
0
f0t
tm
pi(rm +mt)
2dt,
where f0 = f(xC,f), c = |C|, m0 =
√
3c/pi, and rm and tm are given in (10) and (11).
Therefore ∫
C
f(x)dx ≤ pif0 max
m∈[−m0,m0]
1
tm
∫ 1
0
t(rm +mt)
2dt
= pif0 max
m∈[−m0,m0]
6r2m + 8rmm+ 3m
2
tm
.
Doing m =
√
ck, then r√ck =
√
c(−k +√4/pi − k2/3)/2, t√ck = tk, and hence the
maximum above becomes
pif0c max
k∈[−
√
3/pi,
√
3/pi]
1
tk

3
2
(
−k +
√
4
pi
− k
2
3
)2
+ 4
(
−k +
√
4
pi
− k
2
3
)
k + 3k2

 .
Using some mathematical software (such as Mathematica) shows that the function
h(k) in the maximum above is decreasing from k = −√3/pi to k ≈ 0.52, arriving at a
local minimum, and then from that point to k =
√
3/pi is increasing, never reaching
the value that h(k) attains at k = −√3/pi. Thus we conclude the desired result.
For the equality case, notice that from the equality case of Theorem 1.1 together
with the fact shown above that we must have m = −m0, then C is a generalized
cone. Moreover, the function f must be an affine function which becomes zero at the
base of C (and not at the vertex of C), since we chose above f(t) = f0t/t−m0 . This
concludes the proof. 
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