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CHAPTER 1. INTRODUCTION 
Finite-state dimension is a computational version of classical Hausdorff (fractal) dimension that 
was recently developed by Dai, Lathrop, Lutz and Mayordomo [4]. The finite-state dimension 
of an infinite binary sequence S is a real number dimps(S) E [O,l] that characterizes the 
"information density" of S with respect to the finite-state machines. For example, it is shown 
in [4] that the finite-state dimension of a sequence is the infimum of all compression ratios 
achievable by using finite-state lossless compressors on that sequence. 
In this thesis, we calculate the finite-state dimension of two specific binary sequences that 
have been extensively investigated, namely, the Thue-Morse sequence and the Kolakoski se-
quence. Along the way, we give an expository review of finite-state dimension and these two 
sequences. 
The Thue-Morse sequence is an infinite, non-periodic binary sequence. The sequence starts 
with 0, and, at each step, you append the complement (or mirror image) of the sequence seen 
so far. Successive steps thus yield 0, 01 , 0110, 01101001 . . . An infinite number of such steps 
yields the Thue-Morse sequence. 
The Thue-Morse sequence was first studied by P. Prouhet in 1851 [15]. It was explicitly 
defined in 1906 by Axel Thue in Norwegian [17], but was brought to worldwide attention only 
with the work of Marston Morse in 1921 [13]. The sequence has been discovered independently 
many times, not always by professional research mathematicians. 
The Kolakoski sequence is a binary sequence, more naturally defined in terms of l's and 
2's, rather than O's and l's. The sequence starts with 1, and continues according to the rule 
that the jth symbol is equal to the length of the jth run of like symbols. Since the first run of 
like symbols is of length 1, hence the second digit must be different from the first, yielding 1 2. 
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Now the second digit gives the length of the second run, and so we get 1 2 2. The third digit 
gives the length of the third run, and so on, so that the sequence looks like 1 2 2 1 1 2 1 ... 
This sequence was first presented in 1965 by William Kolakoski. Although the questions 
he had originally posed about the sequence were soon answered (they are discussed in Chapter 
3), the sequence seems to have captured people's imagination. Other people made conjectures 
and asked new questions about the sequence, and it has cropped up in a few papers in every 
decade since then. 
It turns out that these seemingly dissimilar sequences actually have more than a few char-
acteristics in common. Although it is immediately apparent that the Thue-Morse sequence 
is non-periodic, the Kolakoski sequence is non-periodic as well. A proof by Dekking [6] is 
presented in Chapter 3. 
The Thue-Morse sequence is cube-free (i.e. there is no string w such that www occurs in 
the sequence) [17] [18]. The conjecture was made by Paun in [14], and proved by Carpi in [l] 
that the Kolakoski sequence is also cube-free. 
As can readily be seen, the Thue-Morse sequence is composed strictly of half O's and half 
l's. In [9], Keane posed the question whether the density of l's (and consequently 2's) in the 
Kolakoski sequence is 0.5. This question is apparently still open, but there is a simple proof 
in [16] showing that the density lies between 4/9 and 5/9. Moreover, in [3], Chvatal through 
a different construction has shown that the upper density of l's (and 2's) in the Kolakoski 
sequence is less than 0.501. 
As we shall see, it follows rather easily from known properties of the Thue-Morse and 
Kolakoski sequences that they both have finite-state dimension zero. Thus, in an information-
theoretic sense, both sequences are very simple. 
Even after performing these calculations, one is left with the sense that the Kolakoski 
sequence, while simple, is nevertheless more complex than the Thue-Morse sequence. At the 
end of this paper, we suggest an approach by which future research might try to establish this. 
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1.1 Overview 
This section gives a brief description of the contents of the remaining chapters of this thesis. 
Chapter 2 introduces and explains the concept of finite-state dimension. Since finite-state 
dimension is obtained by applying computability constraints to Hausdorff dimension, we first 
provide, in Section 2.1, a definition of Hausdorff dimension. This is a new characterization 
of Hausdorff dimension in terms of betting strategies called s-gales. It was proved equivalent 
to classical Hausdorff dimension by Lutz in 2000 [11]. Section 2.2 begins with a description 
of a finite-state gambler, which is used to define finite-state s-gales. Finite-state dimension is 
then defined using finite-state s-gales analogously to the way in which Hausdorff dimension 
was defined using s-gales. In the final section, Section 2.3, we present a lemma to calculate 
the finite-state dimension of a set of sequences. This lemma comes in handy when we calculate 
the finite-state dimension of the Kolakoski (and the Thue-Morse) sequence. 
Chapter 3 introduces the Kolakoski sequence, along with some history and basic properties. 
The sequence is mainly studied in terms of C00 words, which are introduced in Section 3.1. 
Section 3.2 presents various observations and lemmas regarding C00 words. 
Chapter 4 is a short chapter, consisting of one lemma regarding the number of C00 words of 
a given length, and the main theorem proving that the finite-state dimension of the Kolakoski 
sequence is 0. 
In Chapter 5 we compare the Kolakoski sequence with another sequence, the somewhat 
better known Thue-Morse sequence. It begins with an introduction to the Thue-Morse sequence 
in Section 5.1. In Section 5.2 we derive the finite-state dimension of the Thue-Morse sequence, 
which turns out to be 0. We also calculate the number of states required by the finite-state 
gambler we used. In Section 5.3 we calculate the number of states required by the finite-
state gambler we used for the Kolakoski sequence. In Section 5.4, we attempt to differentiate 
between the two sequences on the basis of the number of states used. 
Chapter 6 presents our findings. We conclude that the finite-state dimension of the Ko-
lakoski sequence is 0, and suggest for future research the exploration of the idea that the 
number of states of the finite-state gambler may be used to distinguish between sequences 
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having the same finite-state dimension. 
1.2 Notation 
Throughout this thesis, log means log base 2 unless otherwise specified. Strings (or words) 
are finite in length while sequences are infinite. If w is a word, then wO is the word with a 0 
appended at the end of w. Similarly, wl is the word with a 1 appended to the end of w. ,\ 
represents the empty word (of length 0). 
{O, 1}* represents the set of all binary strings of finite length, while {O, l}n represents the 
set of all binary strings of length n. C represents the Cantor space, i.e. the set of all infinite 
binary sequences. For a word w, lwl stands for the length of word w; for a set A, IAI stands 
for the cardinality of set A. 
If u and v are two words, then uv represents the concatenation of the two words. Binary 
words may be defined on the binary alphabet {0,1}, or on the binary aphabet {1,2}. For 
a binary word z, z' represents the complement or mirror image of z, i.e. z with its digits 
swapped. For example (01)' = 10, while (212)' = 121. 
Q represents the set of rational numbers. z+ represents the set of positive integers. Z* 
represents the set of non-negative integers. 
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CHAPTER 2. FINITE-STATE DIMENSION 
Finite-state dimension is obtained from Hausdorff dimension by adding a finite-state com-
putability constraint. 
Hausdorff dimension is also known as fractal dimension, since it allows for the concept of 
objects having non-integral dimension. It was originally described in terms of open covers by 
sets of diminishing radii. In 2000, Lutz [11] proved that Hausdorff dimension could equivalently 
be defined in terms of betting strategies called gales, which are generalizations of martingales. 
Imposing various computability and complexity constraints on these gales produces a spectrum 
of effective versions of Hausdorff dimension, such as constructive, computable, polynomial-
space, polynomial-time, and finite-state dimensions. 
The following section familiarizes the reader with the characterization of dimension in terms 
of gales and betting strategies. 
2.1 Dimension and gambling 
This section elucidates Hausdorff dimension in terms of betting functions. We begin with a 
simple binary betting strategy and its relationship to a martingale, followed by a generalization 
of martigales called s-gales. The idea of an s-gale succeeding on a sequence is presented next, 
and finally we arrive at the definition of Hausdorff dimension in terms of s-gales. 
Definition: A simple binary betting strategy is a function {3: {O, 1}*--+ [O, 1]. 
A gambler that bets on an infinite binary sequence S according to a simple betting strategy 
bets thus: if he has capital C after betting on the bits of a prefix w of S, then he bets the 
fraction {3(w) of C that the next bit is a 1, and the fraction l-{3(w) of C that the next bit 
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is a 0. Thus the gambler bets all of his money at every step. Now think of C as a capital 
function df3(w), whose value depends on the betting strategy (3, and the string encountered, 
w. If the betting is fair with respect to equally likely outcomes, so that the gambler doubles 
the capital he bets on the correct outcome and forfeits the capital he bets on the incorrect 
outcome, we have d13(wO) = 2d13(w)(l - {J(w)), and d13(wl) = 2d13(w)f3(w). Notice that for all 
w E {O, 1}*, d13(wO) + d13(wl) = 2d13 (w), or d13 (w) = d13(wo);d13(wl). 
If we require the starting capital, d13(>.), be equal to 1, then the betting strategy f3 com-
pletely determines the capital function d13 ( w). 
Definition: A martingale is a function d {O, 1}* ---+ [O, oo) such that for all w E 
{O, 1}*, 
d(w) = d(wO) + d(wl). 
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The above function is similar to the function d13( w) representing a gambler 's capital. Thus 
martingales are capital functions corresponding to binary betting strategies (and the starting 
capital), when the betting payoffs are fair. 
Definition: Ans-gale is a function d: {0,1}*---+ [O,oo) such that for allw E {0,1}*, 
d(w) = d(wO) + d(wl). 
2s 
s-gales are generalizations of martingales, where the betting payoffs may be fair (ifs = 1), 
more than fair (ifs > 1) or less than fair (ifs < 1). If a gambler does not really bet, in the 
sense that he puts half his money on 0 and half on 1, he gets d(wO)~d(wl) = 2s- 1d(w), which is 
more than d(w) ifs> 1 (so he can make money without betting), but which is less than d(w) 
if s < 1 (so he loses money, even though he is doing his best not to bet). 
Definition: Let d be an s-gale, where s E [O, oo] and let C denote the Cantor space. 
We say d succeeds on a sequence S E C if lim sup d(S[O ... n - 1]) = oo. The success set 
n-+oo 
of d is the set S 00 [d] = {SE C /d succeeds on S} . 
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The s-gale d succeeds when the gambler's capital reaches higher and higher peak amounts 
as the betting progresses, though between the peaks there is no limit on how low it may get 
(not 0, of course, since he should have money left over to bet in order to reach his next peak). 
If dis an s-gale and s' > s, then d'(w) = 2Cs'-s)lwld(w) is an s'-gale that is greater than 
d(w) for all w. Hence the success set for d'(w) will include the success set for d(w) i.e. S00[d'] 2 
S 00 [d]. (To verify that d'(w) is an s'-gale, note that 2Cs'-s)lwld(w) = 2Cs'-s)lwl d(wo)~d(wl) 
2Cs'-s)(lwl+l) d(wO)+d(wl) = 2<•'-s)lwOld(w0)+2<•'-s)lwlld(wl) = d'(wO)+d'(wl)) 
2•+•' - s 2•1 2•1 • 
The more unfair the betting (i.e. the smaller the s) and consequently the harder it is to 
win, the smaller is the set of sequences on which the gambler succeeds. We are hence interested 
in the smallest s such that there exists an s-gale that can succeed on every element of a set X, 
i.e. which can make an infinite amount of money on every sequence in X. This minimum s 
was proved equivalent to classical Hausdorff dimension by Lutz in 2000 [11], providing a new 
characterization for it. 
Definition: For a set of infinite binary sequences X E C, the Hausdorff dimen-
sion of X, dimH(X) is equal to the infimum of F(X), where F(X) is the set of 
all s's such that there exists-gales whose success sets include X. 
2.2 Effectivization of the Hausdorff dimension: Finite-state dimension 
In order to define finite-state dimension, we restrict attention to s-gales that can be specified 
by finite-state devices that place rational bets. This restriction implies that the finite-state 
dimension of a set must always be greater than or equal to its Hausdorff dimension, i.e. for all 
X ~ C, dimps(X) 2: dimH(X). 
We begin with a description of a finite-state gambler (FSG) , which we use to define finite 
state s-gales, which in turn are used to define finite-state dimension. An FSG is a 4-tuple 
G = (Q,o,/3,qo) , 
where 
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• Q is a non-empty, finite set of states; 
• o: Q x {O, 1} -+ Q is the transition function, defining what state to go to from a particular 
state, depending on whether the next bit (the one that is bet on, in this state) is a 0 or 
a 1; 
• f3 : Q-+ Q n[O, 1] is the betting strategy, with a rational bet defined for each state; 
• qo E Q is the initial state. 
An FSG can also be represented diagrammatically as follows: 
0 
0 
F igure 2.1 A 2-state FSG 
Figure 2.1 represents a 2-st ate FSG G, with initial state A. By convention, the start ing 
capital de (>. ) is equal to 1. When G is in state A, it bets I /4th of its capital that the next 
bit is a 1, and 3/4 t hat it is a 0. When G is in state B, it bets 2/3rd of its money t hat t he 
next bit is a 1, and 1/3 t hat it is a 0. Ant hropomorphically, in st at e A, G thinks the next bit 
is going to be a O; in state B, G t hinks t he next bit is going to be a 1; and always, it is more 
sure of the O's t han the 1 's. 
In state A, if the next bit is a 0, G moves to state B; if it is a 1, G remains in state A. In 
st ate B, if t he next bit is a 1, G moves to state A; if it is a 0, G remains in state B. So say t he 
sequence is 010001000.. . Let de(w) be t he capital function for G t hat describes the amount 
of capital with gambler G after G has observed t he bits of w. Since we assume, by convention, 
that de(>. ) = 1, we have 
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dc(O) = (3/4)*2 = 1.5 Won 
dc(Ol) = 1.5*(2/3)*2 = 2 Won 
dc(OlO) = 2*(3/4)*2 = 3 Won 
dc(OlOO) = 3*(1/3)*2 = 2 Lost 
dc(OlOOO) = 2*(1/3)*2 = 4/3 Lost 
dc(OlOOOl) = 4/3*(2/3)*2 = 16/9 Won 
dc(0100010) = (16/9)*(3/4)*2 = 8/3 Won 
dc(01000100) = (8/3)*(1/3)*2 = 16/9 Lost 
dc(010001000) = (16/9)*(1/3)*2 = 32/27 Lost 
dc(0100010000) = (32/27)*(1/3)*2 = 64/81 Lost 
This FSG will succeed on all sequences that have, in the limit, significantly more flips than 
not i.e. more pairs of adjacent bits which are dissimilar, than pairs which are similar. 
G cannot win if the number of losing bets is the same as the number of winning bets because 
winning bets must be won alternately in state A and state B i.e. the sequence must flip from 
1 to 0, between any two flips from 0 to 1 (and vice versa) . Thus two (consecutive) winning 
bets multiply the FSG's money by 1 *(3/4)*2*(2/3)*2 = 2. Even if the FSG is lucky enough 
that all its loses are on the 00 combination (in which it loses a smaller fraction of its money), 
i.e. the string 11 is not present in the sequence, two such loses will multiply the FSG's money 
by 1 *(1/3)*2*(1/3)*2 = 4/9. The result of consecutive bets with two wins and two losses will 
therefore multiply G's money by 2*(4/9), which is less than 1, so this FSG cannot win. 
With a basic understanding of an FSG and its capital function, we now proceed to define 
finite-state dimension for sets of sequences, as outlined in [4]. 
Definition: The s-gale of an FSG G is dc8 (w) = 2(s- l)lwldc(w), where dc(w) is the 
capital function of G. 
A finite -state s-gale d is an s - gale for which there exists an FSG G such that 
The finite-state dimension of a set of sequences X, dimps(X), is equal to the 
infimum of s such that there exists a finite-state s-gale that succeeds on all 
of X . 
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Note that this is the natural finite-state effectivization of the definition of Hausdorff di-
mension presented at the end of section 2.1. Like Hausdorff dimension, finite-state dimension 
is monotonic, i.e. for all X, Y <;;:; C, if X <;;:; Y, then 
dimps(X) :S dimps(Y). 
Furthermore, finite-state dimension can be defined for an individual sequence as follows [4]: 
Definition: The finite-state dimension of a sequence S E C is 
dimps(S) = dimps( {S} ). 
This definition coupled with the monotonicity property implies that we can get an upper 
bound on the finite-state dimension of an individual sequence, if we know the finite-state 
dimension of any set of which that sequence is a member. 
2.3 Finite-state dimension of the set A~ 
The following lemma gives a formula for the finite-state dimension of the set A~, consisting 
of all sequences formed by concatenating the strings in a non-empty set An <;;:; {O, l}n. The 
proof involves describing a specific FSG to get the upper bound on the finite-state dimension, 
and then showing that this is the same as the lower bound by utilizing a diagonalization tech-
nique. 
Lemma 1: For n E z+, let An be a non-empty set of binary strings of length 
n, and let A~ be the set of all infinite sequences made up of a concatenation 
of elements of An. Then 
(Aoo) ( 00 ) loglAnl dimps n = dimH An = . 
n 
Proof. To prove the above, it is sufficient to show that 
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since we know that the Hausdorff dimension (dimH) of any set is less than or equal to the 
finite-state dimension (dim p s) of that set. 
To see that dimps(A~) :::; log~Anl, we will make use of an FSG. Let pre( An) be the set of 
all proper prefixes of An, including >., the empty string. Note that the cardinality of pre(An) 
must be at least n but less than 2n. This is because An is non-empty and must consist of at 
least one string of length n (with n proper prefixes), but it may contain all binary strings of 
length n (making the number of proper prefixes equal to 2° + 2 1 + ... + 2n-l = 2n - 1). 
Define an FSG G = (Q, J, {3, qo) as follows: Let v be a prefix of An, or ..l; let b be a bit, 0 
or 1. Then 
Q = pre(An) U ..l; 
vb if v E pre(An) 
J ( v, b) >. if v E An 
..l otherwise; 
/3(v) ~ { no(vl)/no(v) if v E pre(An) 
~ if v =..l, 
where no(x) is the number of elements of An that start with x, where x is a binary 
word of length :::; n; 
qo = >.. 
If k E Z*, u E An, and w E A~, where A~ represents words formed by concatenating k 
elements of An, then (interpreting u[O, - 1] as the empty string) it is clear that 
d ( ) _ d ( ) rri= n - 1 2 no(u[O ... i]) _ d ( )2nno(u) _ d ( )_x:__ _ d ( )2n-loglAnl G WU - G W i=O no(u[O ... i - 1]) - G W no(>.) - G W IAnl - G W · 
Using this result inductively, we have for w E A~, dc(w) = 2(n- loglAnl)k = 2(1 - 109~n 1 ) 1wl . 
The finite-state s-gale for this FSG is dc 8 (w) = 2(s-l)lwldc(w) = 2(s-l)lwl2(l- 109~n l)lwl = 
( loglAnl)I I /MIAll 2 s- - n- w. This quantity increases with .the length of w, for all s > ~· Thus for all 
s > log~Anl , there exists-gales that succeed on every element of A~, so 
d . (Aoo) < log lAnl imps n - . 
n 
To see that 109~n l :::; dimH(A';!), let s E [O, log~Anl ), and let d be an s-gale. We need to 
show that A';! i S 00 [d], i.e. there is no s-gale with s in the said range that can succeed on 
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every sequence in A~. 
Note that the range specified for s implies that log~Anl > 0. If log~Anl = 0, i.e. IAnl = 1, 
then A~ consists of a single periodic sequence, and however bad the odds, there exist betting 
strategies that can win on it, i.e. there exist s-gales that can succeed on periodic sequences for 
alls > 0, which means that dimH(A~) = 0, and no further proof is required. 
Let w = uou1 ... uk-1, where Uk is defined (recursively) as follows: 
Since d is an s-gale, we have 
d(w) _ d(wO)+d(wl) 2• 
d(w00)1;;d(w01) + d(wl0)1;;d(wll) 
2• 
_ LuE{O,l}n d(wu) 
- 2sn 
> LuEAn d(wu) 
2sn 
Hence I:uEAn d(wu) :S 2snd(w). For all u's in the set An, the average d(wu) is LuEfAn~(wu) < 
2snd(w) ~. Hence there must exist at least one u such that d( wu) is less than or equal to the 
. 2snd(w) . _ 
average, i.e. d(wu) :S ~·Let the first such um An be uk· Then S - uou1u2 ... uk-1Uk ... 
is an infinite sequence, with the Uk 's defined recursively, as described. Thus S E A~, and 
d(w) = d(uou1u2 ... Uk-I) :s; (l~:l)k = 2(sn-loglAnl)k = 2(s- 109 ~Anl)lwl. 
If the length of w is not an exact multiple of n, lets say lwl = an+ b, where b < n, the 
capital function d( w) cannot increase more than 2sb times what it was at the end of the last 
( !oglAnl)I bj full Uk, namely :S 2 s- -n- w- . 
( log I An I )I I So for a word w that is a prefix of S = u1 u2 ... Uk-1 Uk ... , we have d( w) :S 2sn2 s- -n- w- n , 
since b is bounded by n. 
Since n is a constant, and s < log~Anl, it follows that S is not in the success set of d, so 
D 
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CHAPTER 3. THE KOLAKOSKI SEQUENCE 
The Kolakoski sequence was presented by William Kolakoski as an elementary problem in the 
American Mathematical Monthly in 1965 [10]. He presented the sequence 1 2 2 1 1 2 1 2 2 1 2 
2 1 1 2 1 1 2 2 1 2 1 1 2 1 2 2 1 1 2 1 1 2 1 2 2 1 2 2 1 1 ... (which we call Kol) and asked for a 
simple construction rule, a formula for the nth term, and whether the sequence was periodic. 
The answers to these questions are discussed below. 
Definition (construction rule): The length of the jth run of like symbols is equal 
to the jth symbol . If we start with a1 = 1, the above sequence is generated. 
Starting with a1 = 2 generates the same sequence, only beginning at the second term, i.e. 
the sequence Kol' = 2 2 1 1 2 1 2 2 1 2 . .. Some authors (e.g. Dekking [6], Carpi [1]) refer to 
this sequence as the Kolakoski sequence. 
Kol' can be also be generated by starting with 2 2, and applying the following block 
substitution rules: 
2 2 -7 2 2 1 1 
2 1 -7 2 2 1 
1 2 -7 2 1 1 
1 1 -7 2 1 
Blocks consist of pairs of digits, starting from the beginning of the string. Substitutions are only 
applied on complete blocks, and incomplete blocks are dropped. So 2 2, on block substitution, 
gives the string 2 2 1 1. This string consists of two complete blocks, each of which is subject 
to further substitution, yielding 2 2 1 1 2 1. Applying block substitution again, on the three 
constituent blocks, gives 2 2 1 1 2 1 2 2 1. Another level of substitutions applied on the four 
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complete blocks of this string would yield 2 2 1 1 2 1 2 2 1 2 2 1 1, with an infinite level of 
substitutions yielding Kol' . 
If we modify the construction rule, so that the jth symbol defines the length of the (j + 1 )st 
run, it yields the sequence Kol" = 1 2 1 1 2 1 2 2 1 2 2 ... , which is the same as Kol except 
that the second run is one digit short. 
Definition (formula for the nth digit): If { sn} = { 1, 3, 5, 6 ... } is the sequence 
3+(-1r of the partial sums of Kol, then an = 2 , where Sm-1 < n ~ Sm. All such 
an's form the rnth block of Kol. 
Alternatively, let a(l) = 1, a(2) = 2; then a( a(l) + a(2) + ... a(k) ) 
3+(~l)k and a( a(l) + a(2) + ... a(k) + 1) = 3-(~l)k 
Note that both definitions makes use of the following observation: since the first block 
(or run) is of l's, and adjacent blocks contain different digits, every odd numbered block con-
sists of l 's, and every even numbered block consists of 2's. For the alternative, also note 
that the first formula gives the last digit of a run, whereas the second formula gives the first 
digit of a run. Obviously, to determine the digit for some positions, either formula can be used. 
Periodicity: The Kolakoski sequence is non-periodic. 
Proof: [6] Note that the period cannot be of length 1 or 2. A period of length 1 would 
imply a run of infinite length, and a period of length 2 would also imply a run of infinite length 
(either because both digits in the period are the same, or because they are different which 
implies infinite consecutive runs of length 1, which means there must have occurred an infinite 
run of l 's which generates these runs). 
Hence suppose the sequence were ultimately periodic with minimum period n ~ 3. i.e. Kol 
= BAAA ... where A = a1a2 ... an. We can assume that the period A begins with 2 and ends 
with 1 by extending B by at most n-1 bits if necessary, i.e. by considering the period to be 
(if a 1 = an- 1 = 1 and an = 2, or if a1 = an = 2). Then, since the Kolakoski sequence is self-
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generating, by the inverse of the block substitution mentioned before, we would have Kol = 
blocklnv(B)blocklnv(A)blocklnv(A)blocklnv(A) ... But lblocklnv(A)I < IAI (unless A = 2 1 
2 1 ... 2 1, which it cannot be, since that would mean an infinite number of consecutive l's 
in B), thereby contradicting the starting assumption that n is the minimum period. Since no 
minimum period exists for the Kolakoski sequence, we conclude that it is non-periodic. 
3.1 C 00 words 
F. M. Dekking [7] introduced the concept of C00 words to study the Kolakoski sequence. The 
idea is to use the following discrete analog of differentiation: 
A finite word w of l's and 2's is said to be differentiable if it contains no occurrence of 
111 or 222. Its derivative D(w) is the word whose jth symbol is the length of the jth run in 
w, after discarding from w the first and/or last run if its length is one. Thus D(12211) = 22, 
D(22) = 2, and D(2) = A., the empty word. A is arbitrarily often differentiable, since D(A.) = 
A.. 
Definition: A word is C00 if for every positive integer n, its nth derivative is 
differentiable. 
Note that for a non-empty word w, the length of the derivative D(w) is always less than 
the length of the word w, i.e. ID(w)I < lwl. 
If vis a word such that D(v) = w, then vis a primitive of w. Note that every primitive v 
will have a mirror image v' that will also be a primitive of w. The two longest primitives of 
a word are known as its long primitives. Thus A. , 1, 2, 12, and 21 are all primitives of A., with 
the last two also being its long primitives. 
The concatenation vw of words v and w is a left extension of w and a right extension of v. 
The mirror image or complement w' of a word w is the word obtained by changing all the l's 
to 2's and vice versa. 
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3.1.1 The relationship between C 00 words and the Kolakoski sequence 
All finite subwords of the Kolakoski sequence are differentiable (there are no blocks of length 
3 or more). Also, the derivative of any subword of the Kolakoski sequence must have occurred 
before it, since the sequence is self-generating. The derivative of a finite subword will be finite. 
Hence the derivative, too, is a finite subword of the Kolakoski sequence (it may be ..\, the null 
string). But this means that the derivative is differentiable as well. Hence all finite subwords 
of the Kolakoski sequence are infinitely differentiable, i.e. they are C00 • 
3.2 More on C 00 words 
The following are various observations and lemmas taken from William D. Weakley 's paper 
[19], which will help the reader gain familiarity with C00 words. 
Observation 2: Let w = aia2 ... an and n > 2. 
a) If ai = a2 , then aiw is not differentiable, and D(a2w ) =D(w). 
b) If ai i- a2, then D(a1w) = 2D(w), and D(a2w) = 1D(w) . 
Thus if u is a differentiable extension of w, then D(u) is an extension of D(w) . 
Observation 2 is intuitive, and as such, no proof is presented. It is, however, helpful to have 
thought through its statement, since it is repeatedly referred to in later proofs. The following 
lemma and proof present basic properties of C00 words. The proof uses a clever induction on 
the length of the C00 word, an idea that is used in later proofs as well. 
Lemma 3: Let w = aia2 . . . an be a C00 word. Any subword of w is also a C00 word, 
and w has C00 right and left extensions of arbitrary length. 
Proof. To show that any subword of w is C00 , it is enough to show that t = a2 ... an is a C00 
word, since a similar argument can be applied to the other end of the word, and any subword 
can be obtained by successively dropping off letters from either end. 
Consider an induction on n, the length of w. All words of length ::; 2 are differentiable 
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(they do not have 111 or 222 as a substring). The primitive of the words >., 1, 2, 12, and 21 
is >., and the primitive of 11 and 22 is 2, whose primitive is >.. Since >. is arbitrarily often 
differentiable, we have that all words of length :S 2 are C00 • 
Now let n 2: 3. If a2 = a3, then D(t) = D(w), and since D(w) is C00 (since w is C00), hence 
D ( t) is C00 , which implies that t is C00 • 
If a2-=/= a3, D(w) E {lD(t), 2D(t)}. But since the length of D(w) is less than n, the length 
of w, hence we already have by the induction hypothesis that all subwords of D(w) are C00 , 
therefore D(t) is C00 , whence tis C00 • 
Again, to show that w has C00 right and left extensions of arbitrary length, it is enough to 
show that w has at least one left extension. 
Consider an induction on n, the length of w. Note that all words of length :S 1, have two 
C00 left extensions each (>. has 1 and 2, 1 has 11 and 21, and 2 has 12 and 22). 
So let n 2: 2. If a1 = a2, then D(a~w) = D(w), hence a~w is C00 • If a1-=/= a2, then D(a~w) 
= lD(w) and D(a1w) = 2D(w). But the length of D(w) is less than n, the length of w, hence 
we already have by the induction hypothesis that D(w) has at least one C00 left extension. 
That means at least one of lD(w) and 2D(w) must be C00 , which in turn implies that at least 
one of a~ w and a1 w must be C00 , which proves the second assertion. D 
For the next lemma, we need to define left doubly extensible (LDE) words. A C00 word 
w is LDE if both lw and 2w are C00 • Let 'Y(n) = the number of C00 words of length n. If 
LDE(n) is the number of LDE words of length n, we have from Lemma 3 that 'Y (n + 1) = 'Y(n) 
+ LDE(n), or LDE(n) = 'Y' (n) = 'Y(n + 1) - 'Y(n). 
Lemma 4: Let w = a1a2 .. . an be a C00 word. The following are equivalent: 
a) w is an LDE word 
b) D(w) is an LDE word, and if n > 1 then a1 -=/= a2 
Proof. To see that a) implies b), note that w is C00 , which means that D(w) is C00 • If lwl = 
n :S 1, then D(w) = >., the empty string, which is LDE. So assume n > l. Since w is LDE, 
hence both lw and 2w are C00 , and therefore differentiable, which means a1 -=/= a2. Then, 
18 
by Observation 2, D(a~w) = lD(w), and D (a1 w) = 2D(w). Since both lw and 2w are C00 , 
therefore both D(a~w) and D (a1w) are C00 , i.e. both lD(w) and 2D(w) are C00 , which implies 
that D( w) is LDE. 
To see that b) implies a), note that if n = lwl :S 1, then w is LDE trivially. So consider 
the case when n > 1, and al i= a2. If D(w) is LDE, this implies that both lD(w) and 2D(w) 
are C00 • Also, by Observation 2, lD(w) = D(a~w), and 2D(w) = D(a1w). If both D(a~w) and 
D(a1w) are C00 , then both a~w and alw are C00 , which means that w is LDE. 0 
The following proposition for LDE words is similar to Lemma 3 for C00 words. Although 
the statement is more limited, it can be used to show that, just like C00 words, LDE words 
have LDE subwords, and that they are extensible. 
Lemma5: For a non- empty word w, i.e. lwl =n > 0, let t(w) = ala2 ... an- l 
denote the word obtained by removing the rightmost digit of w. Then if w is 
LDE(n), t(w) is LDE(n - 1), and there exists a word l that is LDE(n + 1), such 
that t(l) = w. 
Proof. w is LDE(n), i.e. lw and 2w are C00 • By Lemma 3 the respective subwords lt(w) and 
2t(w) are C00 • This implies that t(w) is LDE(n-1). 
For the second part, use induction on n, the length of w. If n = 1, then it is trivial to 
show that l exists. So let n > 1. If an- 1 = an, then since by Lemma 3 every C00 word has a 
C00 right extension, both lwa~ and 2wa~ must be C00 , and l = wa~ . Now take the case when 
an- 1 -:/= an. Note that since w is LDE, from Lemma 4 we have al i= a2. We must therefore 
show that either both al wan and a~ wan, or both al wa~ and a~ wa~ are C00 • From Observation 
2, the derivatives of these four words are, respectively, 2D(w)2, 1D(w)2, 2D(w) l and lD(w) l. 
But D(w) is LDE by Lemma 4, and since ID(w)J < lwl, if D(w) is not the empty string, the 
inductive hypothesis applies. Also, in case D( w) is the empty string, all four derivatives are 
C00 , so there are actually two candidates for l (wan as well as wa~ ) , so l exists. 0 
For the next proposition, we need to define fully extendable (FE) words. A C00 word w is 
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FE if lwl, lw2, 2wl, and 2w2 are all C00 • If FE(n) is the number of FE words of length n, we 
have from Lemma 5 that LDE(n + 1) = LDE(n) + FE(n), or FE(n) = LDE(n + 1) - LDE(n) 
= 1'(n + 1) - 1'(n) = 1"(n). 
Lemma 6: Let w = aI a2 ... an be a non-empty word. The following are equivalent: 
a) w is an FE word 
b) D(w) is an FE word, n > 1, aI =/:- a2 and an-I =/:-an 
c) D(w) is an FE word, and w is a long primitive of D(w) 
Proof. To see that a) implies b) note that if w is non-empty, then to be differentiable, lwl = n > 
1. Since w is FE, aI wan, a~ wan, aI wa~ and a~ wa~ are all C00 and therefore differentiable, 
so aI =I- a2 and an- I =I- an. Also, all derivatives of C00 words must be C00 . By Observation 
2, D(aiwan) = 2D(w)2, D(a~wan) = .1D(w)2, D(aiwa~) = 2D(w)l and D(a~wa~) = lD(w)l. 
Then since the subword D ( w) is C00 , D ( w) is also FE. 
To see that b) implies a) note that D(w) is FE, therefore each of 2D(w)2, 1D(w)2, 2D(w)l 
and lD(w)l is C00 • But by Observation 2, D(aI wan) = 2D(w)2, D(a~ wan) = 1D(w)2, 
D(aiwa~) = 2D(w)l and D(a~wa~) = lD(w)l, which means aiwan, a~wan, aiwa~ and a~wa~ 
all have C00 derivatives, which means they are all C00 , which means w is FE. 
To see that b) implies c) note that if aI =I- a2 and an-I =I- an, then the derivative of w is 
calculated by ignoring aI and an. This is the maximum a derivative can ignore -one digit at 
either end. Thus w is the longest primitive of D(w). If we append an aI to the left of w, then 
the derivative would become 2D(w), no longer D(w). If we append an a~ to the left of w, then 
the derivative would become lD(w), no longer D(w). Similarly for an on the right side. 
To see that c) implies b) let q be a word that has run lengths corresponding to the digits 
of D(w). For example, if D(w) = 21, we have q = 112 (or 221). Since w is a long primitive of 
D(w), it must have maximal padding around such a word q, such that the derivative is D(w) . 
Now if D(w) ends in 1, w must have a digit complementary to the last digit of q appended 
to q to be a word whose derivative will not ignore that last run of length 1 in q, i.e. to be 
a primitive of D(w). It cannot have any more digits appended to q, though, without adding 
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digits to D(w). A similar argument holds if D(w) begins with a 1. 
If D(w) ends in 2, w must have a digit complementary to the last digit of q appended to q 
to get the word of maximal length whose derivative will remain the same, i.e. to be long. A 
similar argument holds if D( w) begins with a 2. 
Hence ai -::/=- a2 and an-1 -::/=- an in w. D 
For Lemma 7, we need to define the height of FE words. The height of a word w is the 
minimum k such that Dk(w) =.\,the empty word. That is , it is the minimum number of times 
that w must be differentiated to get the empty word. Since all C00 words can be differentiated 
until .\is obtained, hence height is defined for all C00 words, and not just for the subset of FE 
words. 
The proof for Lemma 7 also requires the cardinality of G ( k), the set of all FE words of 
height k. We know from Lemma 6 that each FE word has two primitives that are FE, namely 
its long primitives. We also know that there are no FE words that do not have FE derivatives. 
Since.\ is an FE word of height 0, we have G(O) = 1, and at each subsequent level, the number 
of FE words increases twofold. Hence the cardinality of G(k) = 2k. 
Lemma 7: The minimum length of an FE word of height k, A(k), and the maximum 
length of an FE word of height k, B(k), both increase (strictly) ask increases. 
a) If B(k-1) < n < A(k), then 'Y"(n) = FE(n) = 0 
b) If B(k- 1) < n :::; A( k) , then 'Y'(n) = LDE(n) = 2k . 
Proof. The assertion about monotonicity holds since ID(w)I < lwl when w is not equal to.\. 
Let w be an FE word of height k+l and length A(k+ l). Then D(w) is a word of height k , 
and by Lemma 6 it is an FE word. Thus its length must be 2:: A(k), the minimum length of 
any FE word of height k. So we have A(k+l) = lwl > ID(w)I 2 A(k), establishing that A is 
strictly increasing. 
Now consider a word w of height k, and length B(k). Let z be a long primitive of w -then 
z is of height k+l, and by Lemma 6, z is an FE word. Thus its length must be :::; B(k+ l), the 
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maximum length of any word of height k+l. So we have B(k) = lwl < lzl :S B(k+l), which 
establishes that B is strictly increasing. 
If A(k) and B(k) are strictly increasing, then it is clear that there is no FE word w whose 
length can fall between B ( k-1), the longest FE word of height k-1, and A ( k), the shortest word 
of height k, i.e. B(k-1) < lwl < A(k), establishing a). 
For b ), note that 1'(n) = 1'(0) + [1'(1) - 1'(0)] + [1'(2) - 1' (1)] ... + [l'(n) - 1'(n- l)] . Also 
1"(n) = 1'(n + 1) - 1'(n). Hence 1'(n) = 1'(0) + L:~:~ 1"(i). There is only one LDE word of 
length 0 (namely >.) , and the total number of FE words of length less than n, where n is as given, 
is equal to the total number of FE words of height < k, which is = 2° + 21 + ... +2k-l = 2k -1. 
Thus 1' ( n) = 2k, and b) is established. D 
The following proposition presents the total length of all FE words in G ( k). Since we know 
the cardinality of G(k), this also gives us the mean length of an FE word in G(k). 
Lernina 8: For each integer k 2 0, the total length of all FE words of height 
k is equal to 4[3k-2k]. Hence the mean length of words of height k is equal 
to 4[(3/2)k-1], and the total length of FE words of height :Skis equal to 
2 [3k - 2k+l +1] . 
Proof. The proof uses induction. It is easy to see that the statement holds for k=O: the total 
length of FE words of height 0 (namely>.) is 0. We can also check the equation fork = l. The 
total length of FE words of height 1 (12 and 21, the long primitives of>.) is 4. 
So for k > 1, assume that the equation holds for k-1. Pairing each FE word of height k-1 
with its complement, we see that the sum of the digits of the words in G(k-1) is 3/2*4[3k-l -
2k-1]. If the digits of a word sum to m, then a long primitive must have length m+2, as 
explained in the proof for c) implies b) of Lemma 6. Taking into account that there are 2k-l 
words of height k-1, this implies that the total length of all words of height k would be = 
(3/2*4[3k-l - 2k-l] + 2.2k-l )*2, the last multiplication by 2 representing the fact that every 
word has two long primitives. But that is equal to (4[(3/2)3k-l - (3/2)2k-1] + 2.2k- 1)*2 = 
4[3k - 3.2k-l] + 4.2k-l = 4[3k - 2k], hence the statement holds fork. 
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Since there are 2k words in G(k), hence the average length of words in G(k) =total length 
of words in G(k) divided by the total number of words in G(k) = 4[3k - 2k]/2k = 4[(3/2)k -1]. 
The total length of all FE words of height :::; k = 4[(3k + 3k-l + ... 3°) - (2k + 2k-l + ... 20)] 
= 4[(3k21 - 2\--1 J = 2[3k - 2k-l + l]. D 
This concludes our review of properties of C00 words for this section. 
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CHAPTER 4. FINITE-STATE DIMENSION OF THE KOLAKOSKI 
SEQUENCE 
In this chapter we reproduce a result by F. M. Dekking that gives an upper bound on 1(n), 
the number of C00 words of length n. We then use this result, in conjunction with Lemma 1 
from Chapter 2, to arrive at the finite-state dimension of the Kolakoski sequence. 
Although Weakley in 1989 proved a tighter bound on 1(n) for certain n (and which is now 
conjectured to be the bound for all n [8]), the following lemma provides a looser bound on 1(n) 
for all n, and is more useful for our purposes. The tightness of the (upper) bound on 1(n) does 
not matter for the calculation of the finite-state dimension of the Kolakoski sequence, since 
that is calculated taking the limit as n --> oo. In the limit, the actual value of the positive 
constant to which n is raised is immaterial. 
Lemma 9 : [7] Let 1( n) be the number of C00 words of length n . Then 1( n) ::; nP, 
h -~~ 723 w ere p - l og(4/3) ~ . . 
Proof. Let w be a C00 word of length lwl. Let c be the number of l's, and d the number of 2's 
in D(w). If D(w) both begins and ends with a 2, then simply by the differentiability of D(w) , 
which means that at most two digits of the same kind can occur together, we have c < 2d. 
Then 
lwl 2". c + 2d 
= c+23d+~d 
> c + f + 4d 
- 3 3 
= 1(c + d) 
= 1JD(w)I. 
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This holds even if D(w) begins with a 1 and ends with a 2, or vice versa, since c::::; 2d in those 
cases as well. 
However, if D(w) both begins and ends with a 1, then we have c::::; 2d + 2, or 2d ~ c - 2. 
Now 
c + 2d = c + 23d + ~d 
> c+ c-2 + 4d 
- 3 3 
_ 4c _ ~ + 4d 
- 3 3 3 
= 1(c + d) - ~-
But if D( w) begins and ends with 1, then the length of w must equal to c + 2d + 2, hence once 
again lwl ~ (4/3) ID(w)I holds true. 
If Dk(w) denotes the kth derivative of w, then the smallest k such that IDk(w)I < 1 (i.e. 
Dk(w) = ..\, the empty string) gives the height of w. With ID(w)I ::::; lwl, this means that the 
height of w is at most log4;3lwl. 
Note also that a word can have at most eight primitives (for example the primitives of 22 
are 1122, 2211, 21122, 12211, 11221, 22112, 211221, 122112). Hence starting from the single 
empty string ..\, at each level the number of primitives cannot grow by more than a factor of 
8. Thus there cannot be more than 8k C00 words of length lwl, where k is the height of w. 
If lwl = n, and 'Y(n) is equal to the number of C00 words of length n, we have 'Y(n) < 
s(log n)/(log 4/3) = 2(3 log n)/(log 4/3) = 2(log n 3 )/(log 4/3). For log base 2 this is equivalent to 
n3/(log 4/3) = n(log 8)/(log 4/3). 0 
The following is the main theorem in this thesis. It gives the finite-state dimension of the 
Kolakoski sequence, which is arrived at in a fairly straightforward manner from Lemma 1 and 
Lemma 9. 
Theorem 10: The finite-state dimension of the Kolakoski sequence is 0. 
Proof. From Lemma 1 in Chapter 2, we have that the finite-state dimension of the set A~, 
consisting of all sequences formed by a concatenation of words from a non-empty set An C 
{O, l}n, is log lAnl. 
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From Section 3.1.1 in Chapter 3 we have that all finite subwords of the Kolakoski sequence 
are C00 • Thus the Kolakoski sequence is one of the infinite sequences that can be obtained 
by concatenating words from the set An = { C00 words of length n}. For all n, Kol E A~. 
Therefore, for all n, 
dimps(K ol) ::; dimps(A~). 
But dimps(A~) = log lAnl, and from Lemma 9, we have that the cardinality of An, IAnl 
~ 
= 1(n) = n 109 4 / 3 • Hence 
log IAnl = log(T'(n)) 
n n 
~ 
_ log (nlog 4/ 3) 
n 
_ JE!L.§_ log n 
- log 4/3 n 
_ log n 
- C n ' 
where c is a constant. As n ___. oo, 10~ n ___. 0, and hence we have in the limit that 
dimps(K ol) = 0. 
D 
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CHAPTER 5. COMPARISON OF THE KOLAKOSKI AND 
TRUE-MORSE SEQUENCES 
5.1 The Thue-Morse sequence 
The Thue-Morse sequence, sometimes called Prouhet-Thue-Morse sequence, was used by P. 
Prouhet in 1851 [15] while he was working in number theory. However, he did not ment ion the 
sequence explicitly. Axel Thue made explicit reference to the sequence in 1906 [17], when he 
used it to found the study of combinatorics on words. Thue published in Norwegian, though, so 
the sequence was brought to worldwide attention mainly after 1921 [13], when Marston Morse 
applied it to differential geometry. The sequence has undoubtedly been rediscovered many 
times; for example, Max Euwe, a chess grandmaster and mathematics teacher, discovered it in 
1929 in an application to chess. The sequence is defined as follows: 
Definition (construction rule): Let To, T1 , T2. . . be binary words defined according 
to the following recursion: To= 0, and Tn+l = TnT~. Then T = T00 is the 
Thue-Morse sequence. 
To (= 0) is a prefix of T1 (= 0 1), which is a prefix of T2 (= 0 1 1 0) and so on, and T = 
0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 . . . Note that the length of Tn is equal to 2n. Also note that 
each 2-bit pair (when starting from the beginning) is either a 01 or a 10. If we code 01 as 0, 
and 10 as 1 to obtain a compression of this sequence, we get back the same sequence! Thus 
the Thue-Morse sequence can also be generated by starting with 0, and applying the following 
block substitution rules: 
0 -+ 0 1 
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1 --* 1 0 
The first few steps for obtaining the sequence using block substitution are 0 --* 01 --* 0110 --* 
01101001 ... 
The sequence is, by construction, non-periodic. It is also cube-free(i.e. there is no word w 
that occurs in the sequence thrice consecutively), as proved by Thue [17] [18]. 
Definition (formula for the nth digit): The nth digit is equal to the parity of n 
(i.e., the numbers of l's in the binary representation of n, computed modulo 2). 
That is, the nth term is equal to 0 if the number of 1 's in the binary expansion of n is 
even, and 1 if it is odd. The Thue-Morse sequence is the binary expansion of the Thue-Morse 
constant, which in base 2 is equal to 0.0110100110010110 . . . and is a transcendental number 
[5]. In decimal, it can be expressed as 
1 (X) 
P = 2 L P(n)rn = 0.4124540336401075977 .. . , 
n=O 
where P(n) is the parity of n. 
5.2 Finite-state dimension and the FSG for the Thue-Morse sequence 
In this section we calculate the finite-state dimension for the Thue-Morse sequence, as well 
as the number of states required by the finite-state gambler (FSG) used to arrive at it. 
Consider subwords of length n (where n is a power of 2). We can construct the sequence 
Tusing a concatenation of only two such subwords, namely T109 n and T[09 n· 
Let An = { T/og n, T{09 n }, and recall that A;;o is the set of all infinite sequences that can 
be formed by concatenating the elements of An. Thus TE A~ . Using Lemma 1 from Chapter 
2, we have IAnl = 2, and 
dimps(A;;o) loglAnl 
- length of words in An 
=~ 
n 
= 1/n. 
But dimps(T) = dimps( {T}) :S dimps(A~), by monotonicity of finite-state dimension. 
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The cardinality of An remains the same as we increase the length n of the words we wish 
to consider in order to construct T. As this length goes to infinity, we have dimFs(A~), and 
hence dimFs(T), going to 0. 
The cardinality and length of the words in An affect the number of states in the FSG model 
that Lemma 1 used. It used a FSG with the number of states= jpre(An)I + 1, where pre(An) 
was the set of all proper prefixes (including .A, the null string) of elements of An. For An = 
{ T!og ni T{09 n }, since T!og n and T{09 n do not share any prefixes apart from .A, we have the 
cardinality of pre(An), jpre(An)I = n + n - 1. Thus the number of states required is equal to 
jpre(An)I + 1 = 2n. 
5.3 Finite-state dimension and the FSG for the Kolakoski sequence 
We have from Chapter 4, that the finite-state dimension of the Kolakoski sequence is 0. 
Let us calculate the number of states in the FSG used for the Kolakoski sequence. The FSG 
used to prove this claim was the one described in Lemma 1. Since we know that any subword 
of the Kolakoski sequence is C00 , but do not know if there are any C00 words that do not occur 
in it, hence when constructing An to include the needed set of words of length n, we must 
consider all C00 words of that length. The cardinality of An would hence be 1(n) :S nP, where 
p is a constant. 
As noted earlier, the number of states in the FSG is equal to jpre(An)I + 1. The set 
pre(An), consisting of proper prefixes of elements of An, must be a subset of sub(An), the set 
of all (proper) subwords of elements of An. In fact it is not difficult to infer that the two sets 
are the same. This is because An consists of C00 words, and all subwords of a C00 word are 
also C00 words. Morover, every C00 word has a C00 right extension. Thus all subwords must 
also be prefixes of some C00 word of length n. But all C00 words of length n are elements 
of An· Thus the set of all subwords of elements of An, sub(An), is a subset of the set of all 
prefixes of elements of An, pre(An), which implies that the two sets are equal. 
Since all subwords of C00 words are C00 words, hence jsub(An) I = 1(0) + 1(1) + .. . + 
1(n - 1) = jpre(An)j. If each term is of the order nP', then the sum of these n terms would be 
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of the order nP' + 1 . 
We have from Weakley [19] that for some n (namely, n satisfying B(k-1) + 1 :Sn :S A(k)+l 
for any k, where B(k-1) is the length of the longest FE word of height k-1, and A(k) is the 
length of the shortest FE word of height k), C1nP' :S 1(n) :S C2nP', where p' =(log 3)/(log 
3/2) ~ 2.71. Dekking has conjectured [8] that this bound holds for all n. Hence we expect 
jpre(An)J, and therefore the number of states, to be of an order greater than O(n3) . 
5.4 Comparing the number of states 
We have discovered, in the previous sections, that the finite-state dimension of both the 
Thue-Morse sequence as well as the Kolakoski sequence is 0. Nevertheless, we are left with the 
sense that the Kolakoski sequence is somewhat more complex than the Thue-Morse sequence. 
In this section, we compare the number of states needed by the FSG for Thue-Morse 
sequence, with the number of states needed by the FSG for the Kolakoski sequence, to see if 
this will point us in the direction in which to look, if we wish to distinguish between sequences 
with the same finite-state dimension. 
Using Lemma 1 from Chapter 2, and letting set An consist of binary words of length n, 
we have for the Thue-Morse sequence, dimps(T) :S dimps( { Tlog n, T{09 n}00 ) :S 1/n, with the 
number of states being used = 2n. For the Kolakosi sequence, dimps(K al) :S dimps( { C00 
words of length n} 00 ) :S (p log n)/n, wit h the number of states being used expected to 
beO(n3). 
From the above, it would appear that the Kolakoski sequence goes to 0 slower, while 
simultaneously using a larger number of states, compared to the Thue-Morse sequence. In 
order to actually claim this, though, we would have to prove that the lower bound on the 
number of states needed for any finite-state machine to succeed on the Kolakoski sequence was 
greater than a similar upper bound for the Thue-Morse sequence. 
Then we could define a measure ax(r) equal to the number of states required to get 
to within 2- r of the "true" finite-stat e dimension of sequence X, and use that in order to 
distinguish between sequences with the same finite-state dimension. 
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Since the "true" finite-state dimension of the Thue-Morse sequence is equal to 0, therefore 
ax(r) would be equal to the number of states required to prove that the finite-state dimension 
of T ::::; 2-r. Given the FSG that we have been using, to get a finite-state dimension ::::; 1/n = 
1/2r, we would need 2n = 2r+l states. If this is proved to be the lower bound on the number 
of states, we would have ar(r) = 2r+1. 
Similarly, since the "true" finite-state dimension of the Kolakoski sequence is equal to 0, 
therefore aKot(r) would be equal to the number of states required to prove that the finite-state 
dimension of Kol ::::; 2-r. But with the FSG that we have been using, we know that in order 
to get dimps(Kol) :S P 1~9 n < P'f: = 2-r, we need at least O(n3) = O((p2r) 6) = 0(26r) 
states. If this bound were tight, it would indicate that a Kol ( r) = 26r, which would imply that 
aKot(r) > ar(r) (for r E z+). Hence ax(r) appears to agree with the notion that Kol may be 
more complicated than T, and could be investigated for use as a further measure of complexity, 
on top of finite-state dimension. 
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CHAPTER 6. CONCLUSION 
In this paper, we have shown that the finite-state dimension of the Kolakoski sequence is 
0. 
There are a number of similarities between the Thue-Morse and the Kolakoski sequences: 
both are self-generating sequences with dimps(S) = 0, both are non-periodic and cube-free. 
However, the Kolakoski sequence appears somewhat more complex than the Thue-Morse se-
quence, when considering the proofs of the above properties. 
We present a conjecture in conclusion: that O"x(r), the number of states required to get to 
within 2-r of the true dimension of X, maybe be a useful scale in order to further distinguish 
between the complexities of sets that have the same finite-state dimension. This could be the 
subject of further exploration. 
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