In this paper we consider the problem of minimizing a nonconvex quadratic function, subject to two quadratic inequality constraints. As an application, such quadratic program plays an important role in the trust region method for nonlinear optimization; such problem is known as the CDT subproblem in the literature. The Lagrangian dual of the CDT subproblem is a Semidefinite Program (SDP), hence convex and solvable. However, a positive duality gap may exist between the CDT subproblem and its Lagrangian dual because the CDT subproblem itself is nonconvex. In this paper, we present a necessary and sufficient condition to characterize when the CDT subproblem and its Lagrangian dual admits no duality gap (i.e., the strong duality holds). This necessary and sufficient condition is easy verifiable and involves only one (any) optimal solution of the SDP relaxation for the CDT subproblem. Moreover, the condition reveals that it is actually rare to render a positive duality gap for the CDT subproblems in general. Moreover, if the strong duality holds then an optimal solution for the CDT problem can be retrieved from an optimal solution of the SDP relaxation, by means of a matrix rank-one decomposition procedure. The same analysis is extended to the framework where the necessary and sufficient condition is presented in terms of the Lagrangian multipliers at a KKT point. Furthermore, we show that the condition is numerically easy to work with approximatively.
Introduction
In this paper we consider the following nonconvex quadratic optimization problem (Q) minimize q 0 (x) = x T Q 0 x − 2b T 0 x subject to q i (x) = x T Q i x − 2b T i x + c i ≤ 0, i = 1, ..., m.
In case m = 1 and Q 1 0, the problem is known as the trust region subproblem, since in the trust region approach to unconstrained optimization such problems need to be solved repeatedly. In this context, the problem has been thoroughly studied. (For general information on the trust region method, see [7] ). It is known that the trust region subproblem can be easily solved. A connection between the solution methods for the trust region subproblem and Semidefinite Programming (SDP) was established by Sturm and Zhang in [12] . By using a matrix rank-one decomposition procedure, Sturm and Zhang [12] showed that if m = 1 then the SDP relaxation of (Q) is tight, and an optimal solution for (Q) can be obtained from an optimal solution of its SDP relaxation. Furthermore, Ye and Zhang [14] showed that if m = 2 and certain additional conditions are satisfied then the SDP relaxation for (Q) can still be tight in many cases. In fact, the quadratic program (Q) with m = 2 has its own history as an extended trust region subproblem. In 1985, Celis, Dennis and Tapia [4] proposed a trust region method for constrained optimization, in which (Q) with m = 2 plays the role as a model for validating a trust region step. In this particular context, Q 1 0 and Q 2 0, and the extended trust region subproblem is also referred to as the CDT subproblem. A number of papers have been devoted to studying the structure and the solution algorithms for the CDT subproblem; see e.g. [5, 6, 10, 11, 12, 14, 15, 16, 17] .
A remarkable property which makes the CDT subproblem interesting and intriguing is that at a global optimal solution, the Hessian matrix of the Lagrangian function may not necessarily be positive semidefinite; however, it can have at most one negative eigenvalue (see Yuan [15] ). In fact, it is quite rare to encounter examples where the Hessian of the Lagrangian function indeed has a negative eigenvalue at optimum. In 1991, Yuan [16] suggested an algorithm for the CDT subproblem under the assumption that the objective function is convex, and in 1992, Zhang [17] proposed an algorithm for the CDT subproblem under the assumption that the optimal Lagranian Hessian matrix is positive semidefinite. Chen and Yuan [6] presented a sufficient condition (termed as Property J in [6] ) under which the Lagrangian function of the CDT subproblem will have a positive semidefinite Hessian at optimal point. Recently, Beck and Eldar [2] used the complex valued SDP (thus relaxed) approach to come up with a similar sufficient condition to guarantee the nonnegativity of the Hessian matrix of the Lagrangian function at optimum. Beck and Eldar [2] reported that in their experiments on randomly generated instances, their sufficient condition was satisfied for an overwhelming majority of the random instances.
The current paper is concerned with the CDT type quadratic programs. In particular, we shall present a verifiable condition which indicates whether or not the SDP relaxation for the quadratic program is tight. Since the Lagrangian dual of a general quadratically constrained quadratic program is the dual of its SDP relaxation (see Chapter 13 of [13] ), our result is equivalent to a necessary and sufficient condition for the strong duality to hold for this class of nonconvex quadratic programs. Our condition involves only the information of an optimal SDP solution, or alternatively, the information of a given KKT point. The paper is organized as follows. In Section 2, we shall formally establish the equivalence between the nonnegativity of the Hessian matrix of the Lagrangian function (of (Q)) at an arbitrary optimal solution and the fact that the SDP relaxation is tight. Section 3 is devoted to a specific problem related to the rank-one decomposition of a positive semidefinite matrix. This technical result is interesting in its own right, and it is used in Section 4 to derive a necessary and sufficient condition to check whether or not the SDP relaxation is indeed tight. Because the dual of the SDP relaxation coincides with the Lagrangian dual of (Q), a tight SDP relaxation manifests that the strong duality holds for (Q). Our necessary and sufficient condition is different from the other two sufficient conditions previously studied in [6] and [2] . In nonlinear programming, it is customary to use terminologies such as the Lagrangian multipliers or the Karush-Kuhn-Tucker (KKT) conditions. For this reason, we shall present our results in Section 5 both as an easy verifiable condition based on an optimal solution of the SDP relaxation, or alternatively, as an easy verifiable condition based on a KKT point in terms of the Lagrangian function and multipliers. An example is given in Section 6 to show that the information carried by the KKT solutions may not be useful for the optimal solution of the CDT Problem when the strong duality fails. In Section 7 we propose a numerical implementation of the necessary and sufficient condition. Our simulation results show that the condition is indeed numerically stable and easy to work with.
Throughout the paper, S n×n denotes the set of real n × n symmetric matrices; S n×n + denotes the set of real n × n positive semi-definite matrices; S n×n ++ denotes the set of real n × n positive definite matrices; for A, B ∈ S n×n , A • B := tr AB denotes the matrix inner-product between A and B.
Convex Lagrangian function and the strong duality
In the literature there are mainly two ways to solve a general quadratically constrained quadratic program (Q): either to use the Lagrangian function with some appropriately chosen multipliers, or to base the solution method on the SDP relaxation. In the latter case, the method works well if the SDP relaxation is tight, while in the former case the method works well if the Hessian of the Lagrangian function is positive semidefinite. It is therefore natural to believe that these two properties must be essentially identical. In this section we shall formally prove this point. The result is useful for our subsequent analysis.
First of all, following [12] we use the notation:
Then, (Q) is equivalently written as
The so-called SDP relaxation of (Q) is
where
. The dual problem of (SP ) is:
Note that (SD) is also the Lagrangian dual problem for (Q) ( [13] ). The following well-known facts regarding the relationship between (SP ) and (SD) are straightforward:
1. (SP ) satisfies the Slater condition if the original problem (Q) satisfies the Slater condition.
(SD) satisfies the Slater condition if at least one of the matrices
3. If both (SP ) and (SD) satisfy the Slater condition, then (SP ) and (SD) have attainable optimal solutions. Moreover, a primal-dual feasible pair X and (Z, y 0 , y 1 , · · · , y m ) are optimal if and only if they satisfy the complementary conditions:
Throughout this paper we assume that Q 1 0 and that (Q) satisfied the Slater condition. Hence, (Q), (SP ) and (SD) all have optimal solutions, which we shall denote respectively by x * ,X and (Ẑ,ŷ 0 ,ŷ 1 , · · · ,ŷ m ), and their optimal values respectively by v(Q), v(SP ) and v(SD).
is a relaxation of (Q), and v(SP ) = v(SD) since both (SP ) and (SD) satisfy the Slater condition. Therefore, the strong duality holds for (Q) if and only if the SDP relaxation for (Q) is tight; i.e., v(SP ) = v(Q). It is helpful to keep in mind thatẐ can also be rewritten asẐ
On the other hand, the Lagrangian function for (Q), with y i being the multiplier for the constraint
Clearly, since the function is quadratic in x for any fixed multiplier y, its Hessian matrix is
where y is the Lagrangian multiplier for an optimal solution of (Q).
Proof. "=⇒": For any minimizer x * of the original problem (Q), the matrix X * := 1
is also an optimal solution for (SP ). So the primal-dual optimal pair X * and (Ẑ,ŷ) satisfy complementary conditions, where (Ẑ,ŷ) is optimal to (SD), i.e.
SinceẐ 0, the relationẐX * = 0 is equivalent toẐ 1 x * = 0, which implies that
Therefore, x * andŷ satisfy the KKT condition andŷ is the corresponding Lagrangian multiplier with the Hessian matrix being 
Next, we aim to show that X * and (y * , Z * ) are in fact optimal to (SP ) and (SD). To this end, we need only to verify that Z * 0 and Z * X * = 0.
Let the Lagrangian function be
By the Taylor expansion at x * and the KKT optimality condition, we have
for any x, which implies that x * is a global minimizer of L(x; y * ). Consider any (n + 1)-dimensional vector t x . If t = 0, then it follows from (2.2), (2.3) and (2.4) that
Therefore, Z * 0. Moreover,
which, together with Z * 0 and X * 0, implies that Z * X * = 0. 
A new matrix rank-one decomposition procedure
Sturm and Zhang [12] proposed a simple (polynomial-time) procedure to compute the following matrix rank-one decomposition problem. Given X ∈ S n×n + and A ∈ S n×n , find x j ∈ n , j = 1, ..., r, where r = rank(A), such that X = r j=1 x j x T j and x T j Ax j = A • X/r, j = 1, ..., r. Huang and Zhang [9] extended the result to the case where the matrices in questions are all Hermitian.
The aim of this section is to study a further extension of such rank-one decomposition in the real symmetric case. Our result will then be applied in the next section to enable a method for (Q) when m = 2. Let x 1 ∈ n and X ∈ S n×n + . As a convention we shall call matrix X to be rank-one decomposable at x 1 if there exist other r − 1 vectors
r , where r = rank(X). To find out when is a matrix rank-one decomposable at a given vector, we first note the following lemma.
with rank(X) = r, and
Proof. The sufficiency is obvious. To show the necessity of the condition, let us suppose
Hence P is an orthonormal matrix. At the same time,
Since for any given unit vector one can always construct an orthonormal matrix with this unit vector as the first column, this leads to the following characterization of the rank-one decomposability at a given vector.
Proposition 3.2. Suppose that X ∈ S
n×n + with rank(X) = r, and
Then, X is rank-one decomposable at y ∈ n if and only if there is u ∈ r with u = 1 and y = X r u.
The next result plays an important role in this paper.
then in the real-number computation sense (viz. the BSS model [3] ), one can find in polynomial-time a vector y ∈ n such that X is rank-one decomposable at y and
Proof. Without loss of generality, we assume that
By Proposition 3.2, X is rank-one decomposable at y. Let us substitute (3.4) into (3.2) and consider the following system of equations with respect to the unknown real variables α 1 , α 2 and α 3 :
In fact, it follows from Finsler's lemma [8] that equations (3.5) and (3.6) admit a real-valued solution (α 1 , α 2 , α 3 ). However, Finsler's lemma is a pure existence result. Below we shall construct such solutions. We proceed by considering two cases.
We choose α 1 = 1, α 3 = 0. Then equation (3.5) is trivially satisfied for any values of α 2 , and equation (3.6) can be rewritten as follows:
which is a quadratic equation in α 2 and must have two distinct real roots because of (3.3), one is positive, and another is negative. Letᾱ 2 be one of the roots. Then (α 1 , α 2 , α 3 ) = (1,ᾱ 2 , 0) is a solution for (3.5) and (3.6).
We choose α 3 = 1. Then (3.5) and (3.6) become
Solving (3.7) yields
Moreover, let us denote
and define
We consider the following two possible subcases.
the function p(α 1 ) has the the properties that
Substituting (3.9) into (3.10) we obtain an equation in α 1 ,
which is essentially a quartic polynomial equation in α 1 . Since
and lim
due to (3.3), (3.11) and (3.12) it follows that g(α 1 , p(α 1 )) has at least one real rootᾱ 1 in the interval (t 1 , +∞). Moreover, such root can be found by solving a quartic polynomial equation with the standard root-finding formula, which can be regarded as a constant operation in the BSS computational model. Substituting back, we derive (ᾱ 1 , p 1 (ᾱ 1 ), 1) as a solution for (3.5) and (3.6).
The above implies that there exists k such that
3 )(2α 2 + k) = 0, for which the roots are
and
Substituting them back into (3.8), it suffices to solve either g(t 1 , α 2 ) = 0 or g(α 1 , t 2 ) = 0, which are quadratic equations in α 2 and α 1 respectively. If g(t 1 , α 2 ) has a real rootᾱ 2 then (t 1 ,ᾱ 2 , 1) is a solution to (3.5) and (3.6); otherwise, we have
Thus g(α 1 , t 2 ) has a real zero pointᾱ 1 for α 1 on the interval (t 1 , +∞) as lim α 1 →+∞ g(α 1 , t 2 ) = +∞ due to (3.3). Then (ᾱ 1 , t 2 , 1) is a solution to (3.5) and (3.6). 2
Remark that in Lemma 3.3, we require that r = 3. This condition cannot be removed. Consider the following example:
Clearly,
However, for any nonzero x ∈ 2 , A 1 • xx T = 0 if and only if x is either parallel to x 1 or to x 2 , which implies that there is no nontrivial x satisfying both A 1 • xx T = 0 and A 2 • xx T = 0 simultaneously.
Using the above lemma we now show the following theorem.
If r := rank(X) ≥ 3 then in polynomial-time (real-number computation) one finds a rank-one decomposition for X,
Proof. We shall achieve the desired decomposition by the following steps. Initially, we set X 0 := ∅ and X 1 := X. By Lemma 2.2 of [14] , one finds a rank-one decomposition for X 1 ,
Introduce an index set
and then update X 0 and X 1 by setting
If rank(X 1 ) < 3 then the procedure is completed; otherwise, i.e., rank(X 1 ) ≥ 3, using Lemma 3.3 we find y for which X 1 is rank-one decomposable at y, such that
Update X 0 and X 1 by letting
In this case, rank(X 1 ) is reduced by 1. Repeat the above procedure until rank(X 1 ) < 3. 2
Strong duality: a necessary and sufficient condition
In this section we consider (Q) with m = 2, which shall be denoted (Q) 2 hereafter. Without loss of generality, we assume q 1 (x) = x T x − 1; i.e.,
The above problem is slightly more general than the CDT subproblem, in that Q 2 above can be indefinite. The central issue to be considered here is when the corresponding SDP relaxation for (Q) 2 is tight, which is shown in Section 2 to be equivalent to a strong Lagrangian duality (alternatively, it is also equivalent to the fact that the Lagrangian function has a positive semidefinite Hessian matrix at optimum due to Theorem 2.1). As before we assume throughout the discussion that the Slater condition is satisfied by (Q) 2 .
Let (SP ) 2 be the SDP relxation for (Q) 2 and (SD) 2 be the dual of (SP ) 2 , that is,
As we observed earlier, (SD) 2 is also the Lagrangian dual of (Q) 2 . LetX and (Ẑ,ŷ 0 ,ŷ 1 ,ŷ 2 ) be a pair of optimal solutions to (SP ) 2 and to (SD) 2 respectively. It turns out that the following property of X and (Ẑ,ŷ 0 ,ŷ 1 ,ŷ 2 ) is important, which we shall call Property I for ease of reference. (1)ŷ 1ŷ2 = 0;
(2) rank (Ẑ) = n − 1;
(3) rank (X) = 2, and there is a rank-one decomposition ofX,X =x 1x
We remark here that it is easy to verify Property I, once (SP ) 2 and (SD) 2 are solved. The first two conditions being straightforward, the last one, due to Proposition 3.2, can be reduced to verifying the condition on a single parameter satisfying a quadratic equation (any 2 by 2 orthonormal matrix can be completely characterized by polar coordinates in a single parameter). The proof that the SDP relaxation is tight in this case can be found in Ye and Zhang [14] . 
Let r := rank (X). Obviously, r > 0 since I 00 •X = 1, and if r = 1 then the theorem is already true. Therefore we need only to consider the nontrivial case r ≥ 3. By Theorem 3.4 there is a rank-one decomposition ofX satisfying
Thus x 1 x T 1 /t 2 1 satisfies the complementary conditions hence optimal to (SP ) 2 . This implies that x 1 /t 1 is a homogenized optimal solution to (Q), where t 1 denotes the first element of x 1 , which must be nonzero because M (q 1 ) • x 1 x T 1 = 0, x 1 = 0, and Q 1 0. Part 1.3.ŷ 1ŷ2 = 0 and rank (X) = 2, and M (q 2 ) •x 1x
In this case, bothx 1x
are optimal to (SP ) 2 . Thus bothx 1 /t 1 andx 2 /t 2 are optimal solutions for (Q) 2 , wheret 1 andt 2 are the first elements ofx 1 andx 2 respectively, which are both nonzero as argued before. Since rank (Ẑ) + rank (X) ≤ n + 1 and rank (X) = 2, it follows that rank (Ẑ) ≤ n − 1, and therefore in this particular case rank (Ẑ) < n − 1. NowX +Ẑ is singular and bothX andẐ are positive semidefinite, so there must be a nontrivial y in the intersection of the null spaces ofX andẐ. Let
Obviously, rank (X) = 3 andẐX = 0. Since
by applying Lemma 3.3 we obtain x such that X is rank-one decomposable at x and that
Since x is in the range space of X, it must be in the null space ofẐ. That is,Ẑ • xx T = 0, implying that xx T /t 2 is an optimal solution to (SP ) 2 and x/t is an optimal solution to (Q) 2 , where t is the first component of x (which must be nonzero as argued before).
This concludes Part 1.
Next we proceed to Part 2, in which we shall prove that if Property I holds then there is definitely a gap between (Q) 2 and (SP ) 2 , i.e., v((SP 2 ) < v((Q) 2 ). To see why this is true, we use a contradiction argument. Suppose that Property I holds, while v((SP 2 ) = v((Q) 2 ). Let x * be an optimal solution of (Q) 2 (we extend the dimension of x * to be (n + 1) dimensional by putting 1 in the first component). 2 ), x * (x * ) T must be an optimal solution to (SP ) 2 . Consequently, x * (x * ) T and (Ẑ,ŷ 0 ,ŷ 1 ,ŷ 2 ) must satisfy the complementarity condition; i.e.,
Then, since v((SP 2 ) = v((Q)
This implies that x * must be in the null space ofẐ, which is two-dimensional in this case. In other words, it must be a linear combination ofx 1 andx 2 . Let us assume that there are two numbers α and β such that 
Due to (4.2), neither α nor β can be zero. (E.g., if α = 0 then by (4.6) and (4.2) it necessarily follows that β = 0, and vice versa). Thus, from (4.5) it follows that thatx T 1 M (q 1 )x 2 = 0. Let
By the Cauchy-Schwartz inequality, this is only possible when u is a multiple of v. Consequently,x 1 andx 2 must be linearly dependent, a contradiction to the fact that 2 = rank (X) =x 1x
The Lagrangian function and the KKT condition
It is intuitively clear that the Lagrangian function must be related to the SDP relaxation, as Theorem 2.1 has already indicated, primarily due to the fact that the Lagrangian dual of quadratically constrained quadratic program (Q) is identical to the dual of its SDP relaxation. It is, however, useful to translate Property I using the terms of the Lagrangian function and the KKT conditions explicitly due to its relevance in nonlinear programming community. 
and the linear independence ofx 1 andx 2 , we have t 1 t 2 = 0. Let
By (5.1), it immediately follows thatx 1 andx 2 must satisfy the following:
It now remains only to check if rank (Q 0 + λI + µQ 2 ) = n − 1. By using Zx 1 =0 and (5.2) we have
which implies that
"Property I =⇒ Property I":
Let us assume, without loss of generality, that q 2 (x 1 ) < 0, q 2 (x 2 ) > 0, and let us define
Then, one straightforwardly checks that
To complete the proof, one needs only to show that Z 0, Zx 1 = Zx 2 = 0, and rank (Z) = n − 1.
Consider the Lagrangian function
L(x; λ, µ) := q 0 (x) + λq 1 (x) + µq 2 (x), whose Hessian matrix, H(λ, µ) = Q 0 + λI + µQ 2 , is semidefinite, due to (2) of Property I . This implies that L(x; λ, µ) is a convex quadratic function in x. Furthermore, (2) and (3) of Property I imply that the minimizers of L(x; λ, µ) consist of all the points on the straight line connecting x 1 and x 2 . Consequently,
L(x; λ, µ).
Consider any (n + 1)-dimensional vector (t, x T ) T where t ∈ 1 and x ∈ n . If t = 0 then
Therefore, Zx 1 = 0 and Zx 2 = 0 because Z 0. Sincex 1 andx 2 are linearly independent, it follows that rank (Z) ≤ n − 1. On the other hand, rank (Z) ≥ rank (H(λ, µ) 
Property I is closely related to Property J studied in Chen and Yuan [6] for the CDT subproblem. Since Chen and Yuan [6] considered the CDT subproblem, they considered problem (Q) 2 with an additional condition that Q 2 0. To put things in perspective, their Property J can be stated as: 
The above Property J ( [6] ) is based on the idea of surrogate representation of the constraints, hence different from ours. However, the appearances of Property J and Property I are quite similar indeed. Despite of this, below we shall show that they are not identical in all circumstances. Before our discussion, we shall first remark that the existence of multipliers satisfying Property J cannot be directly verified, while Property I can be checked in polynomial-time by solving a pair of SDP problems. Proof. First consider the situation when Q 2 0. We shall prove in this case that Property J leads to Property I .
Restricting the quadratic function λ λ+µ q 1 (x) + µ λ+µ q 2 (x) on the line connecting x 1 and x 2 we obtain a univariate function
is strictly convex and quadratic, we have
2 is also a strictly convex quadratic function of t. Therefore, h(0) < 0 and h(1) > 0 lead to the existence of two numbers t 1 ∈ (−∞, 0) and
which means that Property I holds. Now consider the case where Q 2 0. We shall prove our assertion by the following example:
It is easy to see that the two circles q 1 (x) = 0 and q 2 (x) = 0 intersect at two points, P 1 with coordinates (
2 ) and P 2 with coordinates (
2 ). It is easy to see that P 1 and P 2 are two unique optimal solutions for this problem, for which the corresponding multipliers are λ = µ = 1 with the corresponding Hessian matrix of the Lagrangian function being
which is positive semidefinite with rank n − 1 (n = 2). So this problem has optimal solutions with positive semidefinite Lagrangian Hessian matrices. The KKT points satisfy
which lie on the line connecting P 1 and P 2 . In this case, however, by Theorem 5.2 we know that Property I is violated. We shall see below that Property J still holds nevertheless. Choose, for instance, x (1) = ( (2) , and x (1) < 1 and x (2) > 1. After checking the conditions we see that Property J is indeed satisfied in this case; however, Property I is violated as we have observed. 2
Another related result is due to Beck and Eldar [2] . Their approach is based on a comparison between the real and the complex valued SDP relaxations. They showed that if the dimension of the null space of H(λ, µ) is not equal to 1, or equivalently, rank (H(λ, µ)) = n − 1 then the SDP relaxation is tight. In the context of Theorem 5.2, this is clear, since this sufficient condition guarantees that Property I does not hold and hence the SDP relaxation must be tight.
Since in Property I in Theorem 5.2 the constraint q 2 (x) ≤ 0 plays a role only in the last part, the following corollary is immediate.
where ρ is a parameter. 6 The optimal line of the dual problem
As shown in the previous sections, if the Property I holds for a CDT problem then there exists a gap between the optimal values of the primal and dual problems. In case of Property I , we obtain two dual optimal solutions x 1 and x 2 , one of which is feasible for the primal problem, say x 1 . It can be easily proved that each point of the entire line connecting x 1 and x 2 is also an optimal solution to the dual problem. Let us call this line the optimal line of the dual problem. Naturally, we may wish to minimize the original quadratic function along this line to obtain a better approximate solution than x 1 for the primal problem. It is tempting to conjecture that this will always lead to an improvement. However, below we shall give an example to show that this approach may not yield a solution with any quality assurance.
Example.
where p is a positive parameter. The global optimal solution for this problem is x * ≈ p −0.1359 1.0218 , which is one of two intersection points of the circles q 1 (x 1 , x 2 ) = 0 and q 2 (x 1 , x 2 ) = 0, and the corresponding optimal value is v * ≈ −0.1544p 2 . The system (Q 0 + λQ 1 + µQ 2 )x = b 0 + µb 2 is in this case:
One easily verifies that Property I holds at (λ, µ) = (0.75, 0.25), and the solutions 'x 1 ' and 'x 2 ' in (3) 
on which the optimal value of q 0 (x 1 , x 2 ) is identically 0 for any p. This shows that there cannot be any bound, in neither absolute nor relative sense of error measurements, regarding the quality of the solution obtained by the heuristic method of searching along the line segment. It remains to be a challenge to solve (Q) 2 efficiently, if, after solving its SDP relaxation it turns out that Property I indeed holds, although numerical experiments in [2] suggest that this is highly unlikely for randomly generated instances.
Testing Property I numerically
In its direct form, Property I requires the knowledge of an exact solution for the SDP relaxation. As is well known, in general it is impossible to solve an SDP problem exactly. It is therefore natural to test the predictive power if one uses the necessary and sufficient condition involving Property I in an approximative sense. In other words, if we use an ε 1 -approximation solution of the SDP relaxation, then a similarly relaxed Property I can be verified, leading to the conclusion whether or not the original CDT subproblem satisfies the strong duality within an ε 2 error tolerance. The question is: how does the approximation work in practice?
First, we need to relax the requirement on the optimal solution. Applying an SDP solver (such as SeDuMi) to solve the SDP relaxation will return with a solutionX 0 and a dual solution (Z,ȳ 0 ,ȳ 1 ,ȳ 2 ) withZ 0. Of course, these solutions might however violate the equality and inequality constraints of the primal-dual feasibility requirements, say by an amount no more than ε 1 . Then, to purify the ranks ofX andZ, we may operate a spectral decomposition onX andZ: 
(2) rank (Ẑ) = n − 1; (3) rank (X) = 2, and there is a rank-one decomposition ofX,X =x 1x
Below we shall introduce a polynomial-time procedure to test the strong duality for the CDT problem, based on the ε 1 -optimal SDP relaxation solution, Property I(ε 2 ), and the matrix decomposition technique.
Step 1. LetX and (Ẑ,ŷ 0 ,ŷ 1 ,ŷ 2 ) be the purified (ε 1 , ε 2 )-approximate solutions for (SP ) 2 and its dual.
Step 2. Test whether or not Property I(ε 2 ) is satisfied by checking Definition 7.1, which runs in polynomial-time.
Step 3. We now use SeDuMi to test this procedure by numerical simulations. Throughout our tests, we let ε 2 = 10 −4 , and ε 1 be set as the default precision of SeDuMi. For a given positive integer n, our MATLAB code would generate two (n + 1) × (n + 1) matrices M (q 0 ) and M (q 2 ), of which the upper triangular part (including diagonal) of the entries are uniformly generated random numbers on the 
Let f * denote its optimal value. If f * > −10 −4 , we decrease the first entry (the (1,1)th position) of M (q 2 ) by the amount f * + 10 −4 . This ensures that the Slater condition is satisfied. We apply Algorithm 7.2 on 90 randomly generated instances. The numerical results are summarized in Tables 1,  2 and 3 , where 'n' denotes the dimension of the CDT problem, 'value 1' is equal to M (q 0 ) •X, i.e. the ε 1 -optimal value of the SDP relaxation solution returned by SeDuMi, 'value 2' denotes the objective value of the feasible solution for the CDT problem generated by Algorithm 7.2, and 'gap' indicates the difference between 'value 1' and 'value 2' (gap = value 2 − value 1), which reflects the eventual performance of Algorithm 7.2. Finally, 'rank' indicates the rank ofX, and at the column 'I(ε 2 )' the symbol 'V' denotes that Property I(ε 2 ) is violated, and 'H' signifies that Property I( 2 ) holds.
Among 90 runs summarized in Tables 1 through 3 , there are 87 instances violating Property I(ε 2 ) and only 3 cases holding Property I(ε 2 ). For all these 87 instances, the gaps between 'value 1' and 'value 2' are far less than the tolerance ε 2 , which show that Algorithm 7.2 is indeed effective. Furthermore, the rank of the purified solutionX for the 87 instances are all actually one, meaning that the eigenvector ofX is the approximate optimal solution for the original CDT problem. We also made a test for two different values of the dimension: n = 5 and n = 50. Tables 2 and 3 show that it is less likely for Property I(ε 2 ) to hold for the larger n.
