Conversions explicites entre des fonctions sommatoires de la fonction de
  M\"obius by Daval, Florian
ar
X
iv
:2
00
6.
01
29
5v
1 
 [m
ath
.N
T]
  1
 Ju
n 2
02
0
Conversions explicites entre des fonctions sommatoires de la
fonction de Mo¨bius
Daval Florian
Re´sume´
En utilisant exclusivement les outils de l’analyse re´elle, nous fournissons des esti-
mations explicites de plusieurs fonctions sommatoires classiques faisant intervenir la
fonction de Mo¨bius, et en donnons quelques applications.
Nous partons des meilleures estimations explicites disponibles de la fonction som-
matoire M(x) =
∑
n6x µ(n) du type |M(x)/x| 6 Aj/(log x)j pour tout x > Tj avec
j = 0, 1 et 2 pour obtenir des encadrements de m(x) =
∑
n6x µ(n)/n du meˆme type,
soit |m(x)| 6 A′j/(log x)j pour tout x > T ′j avec A′j = Aj(1+ εj) et 0 < εj < 6× 10−4
qui ame´liorent les re´sultats ante´rieurs.
Ensuite, nous e´tudions la fonction mˇ(x) =
∑
n6x(µ(n)/n) log(x/n) et prouvons
notamment que |mˇ(x) − 1| 6 A′′j /(log x)j avec A′′j < 1.2εj. En particulier on obtient
la valeur exacte de supx>1(log
2 x)|mˇ(x)− 1|.
Enfin, a` partir de l’estimation lim |M(x)/√x| > 1.837625 obtenue par Hurst, nous
de´montrons que lim |m(x)√x| > √2, ce qui montre en particulier que le supremum
de |m(x)√x| n’est pas atteint pour x → 2− comme pourraient le laisser croire les
premie`res observations nume´riques.
1 Introduction
Par divers aspects, la fonction de Mo¨bius µ(n), de´finie formellement par
∑
µ(n)n−z =
(
∑
n−z)−1, est lie´e aux nombres premiers. Nous allons nous appuyer sur des estimations
de´ja` obtenues par d’autres auteurs pour la fonction sommatoire
∑
n6x µ(n) et voici quatre
conse´quences de l’approche que nous de´veloppons dans cet article.
The´ore`me A.
|
∑
n6x
µ(n)/n| 6


1/4343 (x > 2 160 605) ,
0.0130073/ log x (x > 97 063) ,
362.84/(log x)2 (x > 2) .
The´ore`me B.
|
∑
n6x
(µ(n)/n) log(x/n)− 1| 6


1/9 780 919 (x > 2.5 × 1012) ,
(8.55 × 10−6)/ log x (x > 2.5 × 1011) ,
0.162/(log x)2 (x > 3) .
The´ore`me C. Posons M(t) =
∑
n6t µ(n) et m(t) =
∑
n6t µ(n)/n, on a :
2
3
6
supt6x |m(t)|t
supt6x |M(t)|
6
3
2
(x > 94) .
The´ore`me D.
lim
x→∞
|
∑
n6x
µ(n)/n|√x >
√
2 .
La pre´sentation de nos re´sultats e´tant faite, venons-en a` la partie historique puis aux
me´thodes. La fonction de Tchebichef ψ fut l’une des premie`res fonctions arithme´tiques
encadre´e efficacement. Au de´but du 20e sie`cle, on savait, graˆce aux travaux mene´s par
1
Landau (depuis sa the`se en 1899) et par Axer, que les trois re´sultats suivants e´taient
e´quivalents :
M(x) =
∑
n6x
µ(n) = o(x), xm(x) = x
∑
n6x
µ(n)
n
= o(x), ψ(x)− x = o(x) . (1)
Mais le sens pre´cis du mot e´quivalent est a` travailler dans chaque contexte, pour Landau
cela signifiait sans doute ne pas utiliser d’analyse complexe pour passer d’un re´sultat a`
l’autre. Il y a pourtant des diffe´rences entre ces fonctions. En particulier, les techniques
de´veloppe´es pour e´valuer explicitement chacune d’entre elles diffe`rent largement.
Ainsi on peut traiter ψ(x) − x par les me´thodes de l’analyse complexe en utilisant la
formule explicite de von Mangoldt, une re´gion sans ze´ro explicite et un calcul nume´rique des
premiers ze´ros de ζ. En revanche cette me´thode n’a pas encore e´te´ applique´e avec le meˆme
succe`s pour traiter M ou m explicitement, elle aboutit pour l’instant a` des majorations
faisant intervenir des constantes bien trop grandes pour eˆtre utile en pratique. Pour avoir
une ide´e de la taille des constantes obtenues par les formules de Perron pourm voir l’article
[Tru15].
Une autre voie pour e´valuer M consiste a` utiliser des formes explicites de l’implication
ψ(x)−x = o(x)⇒M(x) = o(x). Schoenfeld dans l’article [Sch69] est le premier a` obtenir
des majorations explicites de |M(x)/x| qui tendent vers 0. Son travail est poursuivi par
El Marraki [EM95] puis par Ramare´ [Ram13b]. Dans ces re´sultats qui partent d’identite´s
de convolutions, il s’agit tout d’abord d’utiliser une version explicite de M(x) = O(x)
la plus fine possible, pour El Marraki et Ramare´ c’est l’ine´galite´ |M(x)| 6 x/4345 avec
x > 2 160 535. La qualite´ de cette estimation pourtant moins forte que le the´ore`me des
nombres premiers se re´percute sur les deux majorations asymptotiquement plus petites
pre´sente´es ci-apre`s, en outre sur l’intervalle [1016, 3× 1024] c’est la plus petite majoration
de |M(x)| dont on dispose. Voici certains des meilleurs re´sultats explicites obtenus a` ce
jour pour la fonction |M(x)| et c’est a` partir d’eux que nous avons obtenus les ine´galite´s
semblables sur |m(x)| du the´ore`me A pre´sente´es au de´but de l’introduction.
(Cohen-Dress-El Marraki, 1996) : |M(x)| 6 x
4345
(x > 2 160 535), (2)
(Ramare´, 2013) : |M(x)| 6 0.013x
log x
(x > 97 067) , (3)
(El Marraki, 1995) : |M(x)| 6 362.7x
(log x)2
(x > 2) . (4)
La version explicite de M(x) = O(x) est le fruit d’ame´liorations successives des ide´es
e´le´mentaires – dans le sens ou` il n’est pas fait recours a` l’analyse complexe – de´veloppe´es
par Tchebichef pour obtenir les premiers encadrements de ψ(x) en 1850. Von Sterneck ar-
rive a` prouver ainsi dans une publication de 1898 que |M(x)| 6 x/9+8 pour tout x > 1. Ce
re´sultat a e´te´ ame´liore´ par MacLeod dans [Mac68], Costa Pereira dans [CP89], Dress, El
Marraki dans [DEM93] et les trois co-auteurs Cohen, Dress, El Marraki dans [CDEM07].
Ces travaux reposent tous sur l’emploi d’une fonction de la forme H(t) = 1−∑r cr⌊t/r⌋
ve´rifiant
∑
r cr/r = 0 et qui approche bien la fonction de´finie sur [1, +∞[ qui vaut constam-
ment 1. Nous allons voir par la suite que de telles fonctions jouent un roˆle primordial dans
notre travail.
Obtenir des encadrements explicites de la fonction sommatoire m(x), ainsi que de la
version lisse´e mˇ(x) =
∑
n6x(µ(n)/n) log(x/n), constitue un enjeu important de la the´orie
explicite des nombres premiers, comme en te´moigne leur usage dans le travail d’Helfgott
[Hel12] sur le proble`me de Goldbach ternaire. Voir e´galement la re´cente pre´publication de
Zuniga Alterman [Alt20]. Pour ce faire, on peut chercher a` exploiter des identite´s plus
ou moins sophistique´es reliant m(x) a` des inte´grales ponde´re´es de M . C’est la voie suivie
par El Marraki dans [EM96], Ramare´ [Ram15] en s’appuyant sur un travail de Balazard
[Bal12a]. Balazard introduit la fonction interme´diaire
m1(x) =
∑
n6x
µ(n)
(
1
n
− 1
x
)
= m(x)− M(x)
x
(5)
2
et par exemple il obtient l’identite´
m1(x) =
1
x
∫ x
1
M(x/t)ε′1(t) dt+
8
3x
− 4
x2
(
1− 1
3x2
)
(x > 1) , (6)
avec la fonction de´rivable ε1 qui ve´rifie
ε1(t) =
1
3
− 1
3t
+
4
3
{t}3 − 32{t}2 + 12{t}
t2
− 1
3
{t}4 − 2{t}3 + {t}2
t3
et 0 6 ε′1(t) 6
1
t2
. (7)
Dans cet article et la the`se [Dav19] nous approfondissons ces ide´es en de´veloppant un cadre
ge´ne´ral en vue d’e´tablir des identite´s du type de (6). La me´thode de fabrication de ces
identite´s diffe´re de l’article [Bal12b], il y a plus de souplesse et en particulier la fonction
inte´gre´e contre M(x/t) n’est plus ne´cessairement une fonction de´rive´e.
The´ore`me 1. 1) Soit g : [0, 1] → C une fonction inte´grable ve´rifiant ∫ 10 g(y) dy = 1. Pour
tout x > 1 on a l’e´galite´
m1(x) = m(x)−M(x)
x
=
∫ x
1
M(x/t)
x/t
G(t)
dt
t
+
1
x
∫ 1
1/x
g(y)
y
dy ou` G(t) = 1−1
t
∑
n6t
g
(n
t
)
.
2) Soit h : [0, 1] → C une fonction inte´grable ve´rifiant ∫ 10 h(y) dy = 0. Pour tout x > 1 on
a l’e´galite´
m1(x) = m(x)− M(x)
x
=
∫ x
1
m(x/t)H(t)
dt
t2
−
∫ 1/x
0
h(y) dy ou` H(t) = 1−
∑
n6t
h
(n
t
)
.
Pour exploiter au mieux du point de vue nume´rique ces re´sultats ge´ne´raux et ainsi
obtenir le the´ore`me A, nous re´utilisons avec profit la fonction H exhibe´e par Cohen, Dress
et El Marraki pour obtenir l’ine´galite´ (2). Puis en utilisant d’autres identite´s inte´grales
semblables a` celles du the´ore`me 1 nous exprimons mˇ(x) a` l’aide dem1(x) et nous obtenons
le the´ore`me B.
Par ailleurs, nos me´thodes permettent e´galement d’obtenir des encadrements ge´ne´raux
reporte´s dans le the´ore`me C, ces re´sultats montrent une certaine proximite´ entre m et
M que la formule sommatoire d’Abel ne pourrait pas donner meˆme qualitativement et
qui ne semblent pas se trouver dans la litte´rature. Depuis l’article de Odlyzko et te Riele
[OtR84] on sait que la conjecture de Mertens qui e´nonc¸ait que |M(x)| 6 √x pour tout
x > 1 est fausse. La re´futation est en fait plus pre´cise car elle montre que l’ine´galite´ est
fausse une infinite´ de fois, le dernier record de ce type est le re´sultat limx→∞ |M(x)|x−1/2 >
1.837625 e´tabli par Hurst [Hur18]. En 1897, lorsqu’il a publie´ sa conjecture, Mertens s’e´tait
notamment appuye´ sur une ve´rification pour tous les x infe´rieurs a` 10 000. En faisant la
meˆme chose pour la fonction m on serait conduit a` conjecturer que x|m(x)| 6 √2x pour
tout x > 1. En raffinant le the´ore`me C on aboutit a` l’e´nonce´ du the´ore`me D sans avoir a`
adapter la me´thode de Odlyzko et te Riele a` la fonction m.
2 De M vers m
2.1 Outils pour convertir des ine´galite´s explicites
Le lemme suivant est tire´ de l’identite´ de Balazard (6) mais les calculs d’inte´grales (9)
sont nouveaux. On pourra convertir des re´sultats |M(x)| 6 Ajxθ/(log x)j vers le meˆme
type de majorations concernant x|m1(x)| puis x|m(x)| et le the´ore`me des nombres premiers
correspond a` θ = 1.
Lemme 1. Il existe une fonction G1 : R+ → R+ telle que pour tous T, x, j, θ ∈ R tels que
1 < T 6 x, j > 0 et θ > −1, on a :
|m1(x)| 6 sup
T<u<x
(
u−θ|M(u)| logj u)× ∫ ∞
1
G1(t)t
−θ+ j
logT dt× x
θ−1
logj x
+
RT (x)
x
(8)
3
avec RT (x) = 8/3 + (1/x)
∫ T
1 |M(t)|dt.
Pour tout s ∈ C tel que ℜs > −1, s 6= 1, on a :
∫ ∞
1
G1(t)t
−s dt =
1
s− 1 −
8ζ(s)
(s+ 1)(s + 3)
. Et aussi
∫ ∞
1
G1(t)t
−1 dt =
3
4
− γ . (9)
On retrouve une ine´galite´ de l’article [Bal12b, proposition 7 p. 9] de Balazard en
prenant T = x .
Pour ne pas ralentir la lecture, dans la de´monstration suivante nous utiliserons le lemme
4 qui sera prouve´ un peu apre`s. Quand j = 0 il n’y pas besoin de ce lemme et pour suivre
le principe de notre de´marche c’est suffisant. De meˆme la de´monstration du the´ore`me 1
est renvoye´e en fin de section.
De´monstration du lemme 1. Par le the´ore`me 1 on a pour tout x > 1 l’e´galite´
m1(x) =
∫ x
1
M(x/t)
x/t
G(t)
dt
t
+
1
x
∫ 1
1/x
g(y)
y
dy ou` G(t) = 1− 1
t
∑
n6t
g
(n
t
)
. (10)
Dans l’article [Bal12b] Balazard introduit une fonction qu’il note ε′1, dans notre the`se
[Dav19, proposition 8 p. 19] nous montrons que ε′1 = G1 pour g1(y) = 4y(1 − y2) dans
les e´galite´s (10). Dans [Bal12b, propositions 2 p. 7 et 6 p. 9] l’encadrement suivant est
prouve´ :
0 6 ε′1(t) = G1(t) = 1−
1
t
∑
n6t
g1
(n
t
)
6
1
t2
. (11)
Puisque la fonction g1 est positive on a 0 6
∫ 1
1/x g1(y)/y dy 6
∫ 1
0 g1(y)/y dy = 8/3 et ainsi
|m1(x)| 6
∫ x/T
1
|M(x/t)|
x/t
|G1(t)|dt
t
+
∫ x
x/T
|M(x/t)|
x/t
|G1(t)|dt
t
+
8/3
x
. (12)
Pour la deuxie`me inte´grale dans (12), on a d’apre`s la ligne (11) la majoration
∫ x
x/T
|M(x/t)|
x/t
|G1(t)|dt
t
6
∫ x/T
1
|M(x/t)|
x/t
1
t2
dt
t
=
u=x/t
1
x2
∫ T
1
|M(u)|du . (13)
Pour la premie`re inte´grale dans (12), posons α = 1− θ pour alle´ger un peu l’e´criture, on a
∫ x/T
1
|M(x/t)|
x/t
|G1(t)|dt
t
6
∫ x/T
1
sup1<v<x/T |(x/v)α logj(x/v)M(x/v)/(x/v)|
(x/t)α logj(x/t)
|G1(t)|dt
t
=
u=x/v
sup
T<u<x
|uα−1 logj(u)M(u)|
∫ x/T
1
1
logj(x/t)
|G1(t)|tαdt
t
1
xα
. (14)
Par le lemme 4 applique´ avec la fonction F (t) = |G1(t)|tα on obtient
∫ x/T
1
1
logj(x/t)
|G1(t)|tαdt
t
6
1
logj(x)
∫ x/T
1
|G1(t)|t−1+α+
j
logT dt (15)
ce qui, ramene´ dans (14) en sachant que G1 est une fonction positive et ajoute´ a` (13) dans
l’ine´galite´ (12), termine la preuve de la majoration (8).
L’e´galite´ (9) est le prolongement analytique de la formule de Mu¨ntz, appliquons le
paragraphe II.11 du livre de Titchmarsh [THB+86] avec F (y) = g1(y)1[0,1](y) et les condi-
tions sont ve´rifie´es car g′1 est continue et on a g(1) = g
′(1) = 0, (voir notre the`se [Dav19,
p. 10 a` p. 16] pour plus de de´tails sur la formule de Mu¨ntz dans ce contexte ou` le support
est fini). On obtient
∫ ∞
0
G1(t)t
−s dt = −ζ(s)
∫ 1
0
g1(y)y
s−1 dy = − 8ζ(s)
(s+ 1)(s + 3)
(0 < ℜ(s) < 1) (16)
4
puis l’e´galite´ (9) pour 0 < ℜ(s) < 1 en soustrayant ∫ 10 G1(t)t−s dt = ∫ 10 t−s dt = −1/(s−1)
a` (16). D’apre`s les ine´galite´s (11), s 7→ ∫∞1 G1(t)t−s dt est holomorphe pour ℜs > −1
donc par prolongement analytique pour ℜ(s) > −1 en supposant s 6= 1, on obtient la
premie`re e´galite´ dans la ligne (9). Pour la deuxie`me e´galite´ dans (9), compte tenu de
ζ(s) = 1/(s − 1) + γ +O(|s− 1|), on a :
1
s− 1
∫ 1
0
g1(y) dy − ζ(s)
∫ 1
0
g1(y)y
s−1 dy
= −
∫ 1
0
g1(y)
ys−1 − 1
s− 1 dy − γ
∫ 1
0
g1(y) dy +O(|s− 1|)
−→
s→1
−
∫ 1
0
g1(y) log y dy − γ
∫ 1
0
g1(y) dy .
On finit en calculant par une primitive
∫ 1
0 g1(y) log y dy pour g1(y) = 4y(1 − y2).
Remarque 1. L’article [Bal12b] ne proce`de pas comme nous pour obtenir la deuxie`me
formule de la ligne (9) et Balazard pointe l’utilite´ de la positivite´ pour le calcul de
l’inte´grale. Il y a une petite erreur de calcul p. 10, il est e´crit (transcrit avec nos no-
tations) que
∫∞
1 G1(t)t
−1 dt = 271/360 − γ ≃ 0.1755, c’est a` comparer a` la vraie valeur
3/4−γ ≃ 0.1727. Ce nombre est le meilleur facteur multiplicatif que l’on puisse obtenir en
passant de |M(x)/x| a` |m1(x)| par le lemme 1 au sujet du the´ore`me des nombres premiers.
Nous utiliserons le lemme suivant pour convertir les premiers re´sultats sur |m| du type
|m(x)| 6 A′jxθ−1/(log x)j obtenus par le lemme 1 en des re´sultats sur |m1|. Le but est de
revenir alors a` des ine´galite´s sur |m| puis d’ite´rer cette proce´dure. Nous prenons ce chemin
moins direct car la fonction H2 du lemme ci-dessus est plus efficace pour nos conversions
(le meilleur facteur multiplicatif que l’on puisse obtenir en passant de |m(x)| a` |m1(x)|
est cette fois ≃ 0.00038). Remarquons e´galement que le supremum porte sur un intervalle
plus petit que dans le lemme 1.
Lemme 2. Soit K = 100 822. Il existe une fonction H2 : R+ → R telle que pour tous
T, x, j, θ ∈ R tels que 1 < T 6 x, x > 5× 1013, j > 0 et θ > 0, on a :
|m1(x)| 6 sup
T<u<x/K
(
u−θu|m(u)| logj u)× ∫ ∞
1
|H2(t)|t−1−θ+
j
log T dt× x
θ−1
logj x
+
RT
x
avec RT = 22527.5
∫ T
1 |m(t)|dt+ 6.
Pour tout δ ∈ R tel que 0 < δ < 1, on a :
∫ ∞
1
|H2(t)|t−2+δ dt 6 1
1− δ
(
6/pi2 × 4345 × 22527.5
δ
)δ
× pi
2
6
1
4345
. (17)
Et on a
∫ ∞
1
|H2(t)|t−2 dt 6 pi
2
6
1
4345
.
Avant d’en faire la de´monstration, voyons quelques utilisations nume´riques de ce lemme.
Les ine´galite´s suivantes explicitent l’implication m(x)≪δ x−δ ⇒M(x)/x≪δ x−δ, on a :
|m1(x)| 6 sup
1<u<x/105
|m(u)|uδ × Cδ
xδ
+
6
x
(x > 5× 1013)
ou` la constante Cδ est donne´e par la table suivante.
δ 0.5 0.1 0.05 0.01 0.001 0−
Cδ 8.261 0.0032 0.00114 0.000479 0.000389 0.000378
Tδ 8 22030 5.2 × 1021 2.7 × 1043 2× 10434 +∞
Le cas δ = 0.5 semble plus mauvais qu’utiliser la formule sommatoire d’Abel mais l’inter-
valle est ici plus court (on obtiendrait 2 au lieu de 8.261, voir e´galement la proposition 7
ou` l’on obtient 0.3).
5
De meˆme explicitons l’implication m(x) ≪ 1/ log x ⇒ M(x)/x ≪ 1/ log x, avec les
rangs Tδ ci-dessus on a :
|m1(x)| 6 sup
Tδ<u<x/105
|m(u)| log u× Cδ
log x
+
22600
∫ Tδ
1 |m(t)|dt
x
(
x > max(5× 1013, Tδ)
)
.
C’est dans l’article [CDEM07] que nous trouvons la fonction H2 du lemme 2 ou` elle
est utilise´e par les auteurs dans la de´monstration de |M(x)| 6 x/4345 et nous notons
ci-dessous les proprie´te´s de cette fonction qui nous seront utiles.
Proposition 1. Il existe une fonction H2 de´finie pour t > 1 qui s’e´crit H2(t) =
∑
r cr⌊t/r⌋
avec un nombre fini de nombres re´els cr avec r > 1 et telle que :
1. max r 6 5× 1013
2. |H2| 6 22 527.5
3.
∑
r
cr
r
= 0
4. |∑r cr| 6 6
5.
∫∞
1 |H2(t)|t−2 dt 6
pi2
6
1
4345
6. H2(t) = 0 pour t 6 K = 100 882.
De´monstration. Tous ces points se trouvent dans [CDEM07].
1. En bas de la page 58 on trouve que maxr r = 47666 734 237 381.39.
2. Voir le tableau page 59 en sachant que les auteurs notent G = |H2|. Cette majoration
provient de la me´thode de Costa Pereira de [CP89].
3. C’est le point (iv) de la page 58, il entraˆıne que la fonction H2 est pe´riodique.
4. La troisie`me ligne de la page 59 indique que |1 + 12
∑
r cr| = 2.
5. La me´thode ne peut pas de´passer J = 6pi2
∫ |H2(u)|u−2 du (voir remarque page 109
de l’article de Dress et El Marraki [DEM93]).
6. Page 58 c’est l’entier note´ k0.
Remarque 2. Pour le point 5 de la preuve ci-dessus, il est a` noter que les auteurs indiquent
apre`s le tableau page 61 que l’inte´grale ve´rifie J = 6pi2
∫ |H2(u)|u−2 du ≈ 1/4930 mais
puisque ce n’est pas utilise´ dans l’article [CDEM07] on ne peut pas affirmer que l’erreur
dans ce calcul est controˆle´e. Les coefficients cr de la fonction H2 ne sont pas tous donne´s
dans l’article donc il ne nous est pas possible de refaire le calcul de cette inte´grale. La
valeur que l’on peut utiliser avec certitude est 1/4345 mais on peut espe´rer encore gagner
un facteur d’environ 0.88 sur nos re´sultats pour m1 dans les the´ore`mes 2, 3 et 4.
Le lemme suivant permet de passer des parties entie`res de la fonction H2 de´crite dans
la proposition 1 aux sommes de´finissant les fonctions H dans le the´ore`me 1.
Lemme 3. Soit (cr) une suite finie de nombres complexes ve´rifiant
∑
r cr/r = 0. On pose
h(y) =
∑
r cr1[0,1](ry). Alors on a
∫ 1
0 h(y) dy = 1,
∑
n6t
h
(
n
t
)
=
∑
r
cr⌊t/r⌋ = −
∑
r
cr{t/r} et
∫ 1/x
0
h(y) dy = −
∑
r cr
x
(x > max r) .
De´monstration. On a
∑
n6t 1[0,1](rn/t) =
∑
rn6t 1 = ⌊t/r⌋ et on obtient la premie`re for-
mule par line´arite´. La fonction t−1
∑
r cr⌊t/r⌋ tend d’une part vers
∑
r cr/r qui vaut 0
par hypothe`se et d’autre part vers
∫ 1
0 h(y) dy. Pour une seule fonction indicatrice h(y) =
1[0,1](ry), pour x > r on a h(y) = 1 si y ∈ [0, 1/x] et donc∫ 1
0
h(y) dy −
∫ 1/x
0
h(y) dy =
1
r
− 1
x
(x > r) .
Par line´arite´, on obtient la deuxie`me formule a` condition que x > max r.
6
De´monstration du lemme 2. Soit fonction H2(t) = 1 −
∑
r cr⌊t/r⌋ provenant de l’article
[CDEM07] de´crite dans la proposition 1 de notre article. Par l’identite´ du the´ore`me 1 et
le lemme 3 on a
m1(x) =
∫ x
1
m(x/t)H2(t)
dt
t2
+
∑
r cr
x
(x > max r) . (18)
D’apre`s la proposition 1 on a |∑r cr| 6 6, H2(t) = 1 pour tout t 6 K et max r 6 5× 1013.
Ainsi en supposant que K 6 x/T l’e´galite´ (18) donne
|m1(x)| 6
∫ x/T
K
|m(x/t)H2(t)|dt
t2
+
∫ x
x/T
|m(x/t)H2(t)|dt
t2
+
6
x
(x > max 5× 1013) . (19)
Commenc¸ons par majorer la deuxie`me inte´grale dans (19), on a∫ x
x/T
|m(x/t)H2(t)|dt
t2
6 ‖H2‖∞
∫ x
x/T
|m(x/t)|dt
t2
=
u=x/t
‖H2‖∞
x
∫ T
1
|m(u)|du . (20)
Posons α = 1−θ. Par le lemme 4 la majoration de la premie`re inte´grale dans (19) donnera
∫ x/T
K
|m(x/t)H2(t)|dt
t2
6
supT<u<x/K |uα logj(u)m(u)|
logj(x)
∫ ∞
1
|H2(t)|t−2+α+
j
logT dt , (21)
la preuve est identique aux lignes (14) et (15) de la de´monstration du lemme 1 sauf que
les valeurs de m(x/t) entre t = x/K et t = x n’interviennent pas.
Pour comple´ter la preuve de la premie`re partie de l’e´nonce´ traitons le cas K > x/T ,
|m1(x)| − 6/x sera alors infe´rieur a` l’inte´grale du membre de droite de l’ine´galite´ (20)
puisque de´ja` infe´rieur ou e´gal a` la meˆme inte´grale sur l’intervalle plus court [K, x].
Passons a` la deuxie`me partie de l’e´nonce´. Posons I =
∫∞
1 |H2(t)|t−2 dt 6= 0 et de´coupons
en deux parties l’intervalle d’inte´gration de l’inte´grale
∫∞
1 |H2(t)|t−2+δ dt qui est conver-
gente par comparaison. Soit B > 1, on a :∫ ∞
B
|H2(t)|t−2+δ dt 6 ‖H2‖∞
1− δ
1
B1−δ
et
∫ B
1
|H2(t)|t−2+δ dt 6 IBδ .
On choisit B =
‖H2‖∞
Iδ
(pour minimiser la somme), on obtient :
∫ ∞
1
|H2(t)|t−2+δ dt 6 ‖H2‖∞
1− δ
1
B1−δ
+ IBδ =
δI
1− δB
δ + IBδ =
1
1− δ IB
δ .
Par la proposition 1 on a I 6 (pi2/6)/4345 et ‖H2‖∞ 6 22 527.5 ce qui termine la
de´monstration de la majoration (17).
Dans les majorations de |m1(x)| issues des identite´s du the´ore`me 1 on rencontre par
exemple pour les formules passant par M les inte´grales∫ x
1
|M(x/t)|
x/t
|G(t)|dt
t
puis
∫ x/T
1
1
logj(x/t)
|G(t)|dt
t
?
6
A(T, j)
logj(x)
(22)
ou` la deuxie`me inte´grale arrive quand on convertit une version explicite de |M(u)/u| ≪
1/ logj u. C’est un morceau plus difficile a` traiter directement, le point d’interrogation
indique que c’est l’ordre de grandeur que l’on souhaite atteindre et la question est d’obtenir
une bonne constante explicite. Pour j = 0 la constante A(T, j) =
∫∞
1 |G(t)|t−1 dt convient
e´videmment et pour j > 0 on aimerait dans l’ide´al avoir cette constante. Le lemme suivant
permet presque d’y arriver. Il servira de la meˆme manie`re pour les identite´s du the´ore`me
1 qui passe par m et les fonctions H et donc la notation F (t) de´signera principalement
|G(t)| ou |H(t)|t−1.
Lemme 4. Soit F : [1, +∞[→ R+ une fonction positive, T > 1 un nombre re´el, j > 0 un
nombre re´el. Pour tout x > T , on a :
1
logj x
∫ x/T
1
F (t)t−1 dt 6
∫ x/T
1
1
logj(x/t)
F (t)t−1 dt 6
1
logj x
∫ x/T
1
F (t)t
−1+
j
log T dt .
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De´monstration. Commenc¸ons par remarquer que pour r > j/ log T la fonction Lj(x) =
xr/ logj x est croissante sur l’intervalle [T, +∞[. En effet on a la factorisation
L′j(x) =
xr−1
(log x)j+1
(r log x− j) ,
c’est une fonction positive sur [T, +∞[ quand r > j/ log T . Posons r = j/ log T , on a
∫ x/T
1
1
logj(x/t)
F (t)
t
dt =
1
xr
∫ x/T
1
(x/t)r
logj(x/t)
F (t)
t1−r
dt 6
1
xr
(x/1)r
logj(x/1)
∫ x/T
1
F (t)
t1−r
dt . (23)
Ce qui donne bien la majoration par (log x)−j
∫ x/T
1 F (t)t
−1+j/ logT dt.
La minoration de l’e´nonce´ s’obtient directement en utilisant la croissance de la fonction
t 7→ 1/ logj(x/t) pour t ∈ [1, x/T [ et la positivite´ de F .
Pour F positive et non identiquement nulle, d’apre`s le lemme pre´ce´dent avec j = 1 on
a
∫ x/T
1 [1/ log(x/t)]F (t)t
−1 dt ∼ ∫∞1 F (t)t−1 dt/ log x quand x → ∞ et pour envisager la
suite du de´veloppement asymptotique on montre de la meˆme manie`re que
∫ x/T
1
1
log(x/t)
F (t)t−1 dt 6
1
log x
∫ ∞
1
F (t)t−1 dt+
1
log2 x
∫ ∞
1
F (t)t
−1+
1
log T log t dt .
2.2 Intervalles borne´s et comparaisons avec la fonction racine carre´e
Commenc¸ons par quelques remarques sur les ve´rifications informatiques. Dans l’ar-
ticle [Hur18] Hurst utilise des algorithmes pour faire le calcul des nombres entiers M(n)
pour tous les n 6 1016, l’auteur indique qu’il lui faut 1.35 jours pour faire les calculs de
M(n) jusqu’a` 1014 et 7.5 mois pour les mener jusqu’a` 1016. Dans des articles autour d’une
e´tude plus the´orique de la fonction de Mo¨bius, Ramare´ pour ses besoins va couramment
jusqu’a` 1012 et Helfgott jusqu’a` 1014 (avec pour ce dernier de l’arithme´tique d’intervalles).
En re´utilisant leurs calculs et nos me´thodes de conversions nous n’auront pas a` aller si
loin (seulement 5× 106).
Nous souhaitons dans tout cet article faire moins de calculs surm que surM , autrement
dit ne pas refaire pour m tout le travail qui a e´te´ fait sur M et obtenir ne´anmoins des
re´sultats du meˆme ordre. Pour bien de´limiter les ressources utilise´es, nous isolons les
ve´rifications nume´riques que nous avons eu a` faire des re´sultats que nous avons convertis
a` partir de ceux obtenus pour |M | ou |m| par d’autres auteurs.
Lemme 5. On a les ve´rifications informatiques suivantes :
4343|m(x)| 6 1 x ∈ [2 160 605, 5× 106[, log x|m(x)| 6 0.0130073 x ∈ [97 063, 230 000[ .
De´monstration. La fonctionm e´tant constante par morceaux il suffit de ve´rifier la premie`re
ine´galite´ sur [n, n+1[ pour tous les nombres entiers n conside´re´s. Pour la deuxie`me ine´galite´
si l’on ve´rifie log(n + 1)|m(n)| 6 b alors on prouve que log x|m(x)| 6 b pour tout x ∈
[n, n+1[. Nous utilisons le logiciel PARI/GP avec une pre´cision de 10−12 pour ve´rifier les
encadrements :
4343|m(n)| 6 1 n ∈ [2 160 605, 5× 106 − 1]
log(n+ 1)|m(n)| 6 0.0130073 n ∈ [97 063, 230 000 − 1] .
Cela prend quelques minutes et termine la de´monstration.
Dans notre article, pour les calculs concernant µ(n) pour n 6 7000 nous indiquerons
dans les de´monstrations ≪ par une ve´rification directe ≫.
Proposition 2 (Dress/Hurst/Helfgott). On a les estimations suivantes :
|M(x)| 6 0.5√x (201 6 x 6 7.7 × 109) , |M(x)| 6 0.571√x (33 6 x 6 1016) , (24)
x|m(x)| 6 0.5√x (3 6 x 6 7.7× 109) . (25)
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De´monstration. Dress et Cohen ont prouve´ que |M(x)| 6 0.5√x pour tout x ∈ [201, TM ]
pour TM = 7725 038 628, le re´sultat est repris en de´tails dans [Dre93]. La deuxie`me ma-
joration provient de l’article de Hurst [Hur18].
Dans [Hel12, eq. 2.11, p. 7] Helfgott e´tablit que x|m(x)| 6 0.5√x pour tout x ∈ [3, Tm]
pour Tm = 7727 068 587.
Corollaire 1. On a les quatre estimations suivantes :
x|m1(x)| 6


0.114
√
x (5× 106 6 x 6 7.7× 109) ,
0.129
√
x (7.7 × 109 6 x 6 1016) ,
5.792
√
x (1016 6 x 6 1021) ,
x|m(x)| 6 0.701√x (7.7 × 109 6 x 6 1016) .
De´monstration. Par le lemme 1 avec les parame`tres θ = 0.5, j = 0 et s = 0.5 on a
|m1(x)| 6 sup
T<x<x
|M(u)|u−1/2 × b√
x
+
8/3
x
+
∫ T
1 |M(t)|dt
x2
(x > T ) (26)
avec b = −2− (32/21)ζ(1/2) ≃ 0.225. La premie`re estimation de la ligne (24) peut s’e´crire
sup201<u<x |M(u)|u−1/2 6 0.5 pour tout x ve´rifiant 201 6 x 6 7.7 × 109. Prenons donc
T = 201, un calcul direct fournit
∫ 201
1 |M(u)|du =
∑200
n=1 |M(n)| = 461, ainsi l’ine´galite´
(26) donne
|m1(x)| 6 0.112652√
x
+
8/3
x
+
461
x2
(201 6 x 6 7.7 × 109) (27)
puis par de´croissance de la fonction obtenue apre`s multiplication par
√
x, on a
f(x) = 0.112652 + (8/3)x−0.5 + 461x−1.5 6 f(5× 106) 6 0.114 (x > 5× 106) .
Donc par comparaison avec (27) on obtient
√
x|m1(x)| 6 0.114 pour le meˆme intervalle,
ce qui termine la de´monstration de la premie`re estimation.
On part de la deuxie`me estimation dans (24) puis on applique la meˆme de´marche.
On utilise la ligne (26) avec T = 33 et par un calcul direct on a
∑32
n=1 |M(n)| = 59. La
fonction majorant
√
x|m1(x)| est cette fois f(x) = 0.12865 + (8/3)x−0.5 + 59x−1.5, par
de´croissance elle est infe´rieure a` f(7.7× 109) < 0.129 pour x > 7.7 × 109. Ce qui termine
la de´monstration de la deuxie`me estimation.
On utilise le lemme 2 avec les parame`tres θ = 0.5, T = 3, j = 0 et δ = 0.5, on a
|m1(x)| 6 sup
3<u<x/K
√
u|m(u)| × 8.261√
x
+
22527.5 × 1.5 + 6
x
(x > 5× 1013)
ou` K = 100 882 > 105. L’estimation (25) donne
√
u|m(u)| 6 0.5 pour u entre 3 et 7.7×109,
entre 7.7 × 109 et 1016 on utilise la deuxie`me estimation du lemme 1 √u|m(u)| 6 0.701,
ainsi pour tout x 6 K × 1016 on a sup3<u<x/K
√
u|m(u)| 6 0.701. On conclut puisque la
fonction de´croissante f(x) = 0.701×8.261+(22527.5×1.5+6)x−0.5 ve´rifie f(1016) < 5.792.
Pour finir, on am1(x) = m(x)−M(x)/x donc |m(x)| 6 |M(x)/x|+ |m1(x)|, on conclut
en additionnant les majorations pour |M | et pour |m1| toutes deux valables pour x dans
[7.7 × 109, 1016].
Pour un bon programmeur qui aurait du temps les estimations du corollaire 1 se-
raient surpasse´es pour x 6 1014 mais elles illustrent bien le principe des conversions, ici
cela permet de recycler rapidement des calculs fiables. De plus l’intervalle [1014, 1016] est
re´serve´ aux meilleurs programmeurs et machines. Le dernier re´sultat sur m1 est de nature
diffe´rente car son domaine de validite´ de´passe celui dont on est parti pour M : x 6 1016.
Bien que la constante devant la racine semble grande, il sera meilleur que nos estimations
asymptotiques pour m1 obtenues par nos autres me´thodes sur l’intervalle [10
16, 1021].
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2.3 Conversion d’une borne |M(x)/x| 6 ε en une borne pour |m(x)|
Nous allons convertir l’estimation rappele´e dans la proposition suivante, la meˆme tech-
nique fonctionnerait pour toutes les estimations du type |M(x)| 6 εx. Rappelons que
cette estimation particulie`re, obtenue par Cohen, Dress et El Marraki, est la meilleure de
ce type connue a` l’heure actuelle et que le rang T est optimal par rapport a` cet ε.
Proposition 3 (Cohen, Dress, El Marraki). On a :
|M(x)|
x
6
1
4345
(x > 2 160 535) . (28)
De´monstration. Le re´sultat se trouve dans le the´ore`me 5bis de [CDEM07, p. 62].
Dans cette section, nous obtenons a` partir du re´sultat de Cohen, Dress et El Marraki
le re´sultat suivant. Le rang de validite´ pour m est le plus petit possible et pour m1 nous
n’avons pas les compe´tences et les moyens informatiques de le faire avec certitude en un
temps raisonnable.
The´ore`me 2. On a :
|m(x)| 6 1
4343
(x > 2 160 605) ,
|m1(x)| 6 1
11 470 909
(x > 2.2× 1012).
Auparavant le meilleur re´sultat de ce type e´tait le suivant :
|m(x)| 6 2
4345
(x > 603 218) .
Il figure dans le manuscrit [EM96] d’El Marraki (papier difficilement trouvable) et rapporte´
dans l’e´tat des lieux de Ramare´ [Ram02, the´ore`me 9, p. 9]. Mais avec l’identite´ de Balazard
de l’article [Bal12b] on aurait pu atteindre la valeur du lemme suivant. On a un facteur
multiplicatif d’environ 1.1731 par rapport a` l’estimation de de´part et le mieux que l’on
puisse faire avec le lemme 1 est 1 + 3/4− γ soit environ 1.1728.
Lemme 6. On a la majoration suivante :
|m(x)| 6 1
3704
(x > 3.5 × 106) .
De´monstration. Nous allons dans un premier temps nous occuper uniquement des valeurs
x > 1016. Par le lemme 1 applique´ avec θ = 1 et j = 0 on a
|m1(x)| 6 sup
T<u<x
|M(u)|
u
(3/4 − γ) + 1
x2
∫ T
1
|M(t)|dt+ 8/3
x
. (29)
Posons T = 2160 535. Par la majoration triviale |M(t)| 6 t pour tout t > 1, on a
1
x2
∫ T
1
|M(t)|dt+ 8/3
x
6
(T/x)2
2
+
3
x
<
car x>1016
4× 10−16 .
Par l’estimation (28) qui est |M(u)|/u 6 1/4345 pour u > T = 2160 535 injecte´e dans la
ligne (29) on obtient
|m1(x)| 6 1
4345
× (3/4 − γ) + 4× 10−16 6 1
25146
(x > 1016) .
On en de´duit l’estimation pour m suivante
|m(x)| 6 |M(x)|
x
+ |m1(x)| 6 1
4345
+
1
25146
<
1
3704
(x > 1016) . (30)
Pour les petites valeurs de x les comparaisons par rapport a`
√
x avec le mode`le (25) et ceux
du corollaire 1 sont aise´es et terminent le raccordement a` x > 3.5×106 > (3074×0.5)2.
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De´monstration du the´ore`me 2. Posons T = 4.8 × 106 (ce choix est explique´ plus loin) et
conside´rons des x > 5× 1013. Par le lemme 2 applique´ avec θ = 1 et j = 0 on a
|m1(x)| 6 sup
T<u<x
|m(u)| × pi
2
6
1
4345
+
RT
x
ou` RT = 22527.5
∫ T
1
|m(t)|dt+ 6 . (31)
Puisque T 6 7.7×109 l’ine´galite´ (25) donne |m(t)| 6 0.5/√t pour tout t ve´rifiant 3 6 t 6 T
et donc
RT 6 22527.5 ×
(
1.5 +
∫ T
3
0.5√
t
dt
)
+ 6 6 4.94 × 107 . (32)
Par le lemme 6 on a supT<u<x |m(u)| 6 1/3704, en regroupant avec l’ine´galite´ (32) dans
la ligne (31) on obtient l’estimation
|m1(x)| 6 1.231557948 × 10−7 + 4.94 × 10
7
x
(x > T )
et par de´croissance de la fonction majorante on arrive a`
|m1(x)| 6 1/8 119 793 (x > 1021) . (33)
Pour les petites valeurs de x nous allons cette fois de´tailler les e´tapes. Utilisons le co-
rollaire 1, on a |m1(x)| 6 5.792/
√
x pour x entre 1016 et 1021 ce qui redescend la borne
infe´rieure de l’estimation (33) a` 1016. Par le meˆme corollaire on a aussi
|m1(x)| 6 0.129√
x
(33 6 x 6 1016) , (34)
et (0.129× 8 119 793)2 < 1.1× 1012 rame`ne la validite´ de l’ine´galite´ de l’estimation (33) a`
x > 1.1 × 1012. Pour les meˆmes x on obtient |m(x)| 6 1/4345 + 1/8 119 793 < 1/4342.67
et par le corollaire 1 puis l’ine´galite´ (25) on a
|m(x)| 6 0.701√
x
(3 6 x 6 1016) et |m(x)| 6 0.5√
x
(3 6 x 6 7.7× 109) , (35)
le fait que (0.701 × 4342.67)2 < 107 puis (0.5× 4342.67)2 < 4.8 × 106 = T donnent
|m(x)| 6 1
4342.67
(x > 4.8 × 106) .
Puis on recommence depuis la ligne (32) avec cette nouvelle estimation de |m|, on a
|m1(x)| 6 pi
2
6
1
4345
1
4342.67
+
4.94 × 107
x
(x > 4.8 × 106) (36)
et donc
|m1(x)| 6 1
11 470 909
(x > 1021)
ramene´e, en suivant la meˆme proce´dure que ci-dessus, a` x 6 1016 puis a` x > (0.129 ×
11 470 909)2 > 2.2× 1012 par la comparaison avec l’ine´galite´ (34).
On en de´duit que |m(x)| < 1/4343 pour x > 2.2 × 1012 puis pour x > 5 × 106 par les
comparaisons en racine (35) et le fait que (0.701×4343)2 < 107 et (0.5×4343)2 < 4.72×106.
Les calculs PARI/GP du lemme 5 permettent de finir le raccordement entre 5 × 106 et
2 160 605.
Remarque 3. Les rangs sont tre`s importants dans nos conversions car l’implication qui
semble se profiler entre l’estimation (28) de de´part sur M et l’ine´galite´ (36) pour ε =
1/4345 donnerait pour tout ε > 0 :
|M(x)|
x
6 ε (x > Tε) =⇒ |m1(x)| 6 ζ(2)ε2 +O(ε3) (x > O(Tε)) .
Ce qui est en contradiction avec Θ = supζ(s)=0ℜs < 1.
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D’ailleurs imaginons que ce supremum soit strictement infe´rieur a` 1. Suivant nos
me´thodes si l’on devait par exemple convertir |M(x)| 6 x9/10 pour tout x > 1 il fau-
drait utiliser les lemmes 1 et 2 avec θ = 9/10 et ainsi obtenir :
|M(x)|
x
6
1
x1/10
(x > 1) =⇒ |m1(x)| 6 0.004
x1/10
(x > 5× 1013) .
Notons que la formule sommatoire d’Abel donne ici le bon ordre de grandeur en x mais
avec un facteur multiplicatif 2500 fois plus grand que ci-dessus. En effet, on a
m1(x) =
∫ x
1
M(t)
t2
=
∫ ∞
1
M(t)
t2
−
∫ ∞
x
M(t)
t2
= −
∫ ∞
x
M(t)
t2
et
∫ ∞
x
t9/10
t2
dt =
10
x1/10
.
2.4 Conversion du the´ore`me des nombres premiers |M(x)/x| 6 a/ logj x
2.4.1 En partant de |M(x)/x| 6 a/ log x
Commenc¸ons par utiliser une estimation explicite de M(x) = o(x) de Ramare´. C’est
ce type d’ine´galite´s que l’on souhaite convertir dans cette partie et c’est la meilleure
estimation de ce type obtenue a` l’heure actuelle.
Proposition 4 (Ramare´). On a :
|M(x)|
x
6
0.013
log x
(x > 97 067) . (37)
De´monstration. Ce re´sultat est contenu dans le lemme 16.1 de [Ram15, p. 1384].
La conversion sera plus dure que pour |M(x)/x| 6 ε car le terme constant ε devient
variable et que nos choix de rangs sont borne´s (sinon le proble`me serait le meˆme). Par
exemple montrer un re´sultat isole´ comme |m1(x)| 6 4 × 10−8 pour tout x > 1050 ne
nous inte´resse pas ici car nous ne pourrions pas redescendre la borne de validite´ avec les
estimations sur m1 dont nous disposons.
Remarquons que l’estimation |M(x)/x| 6 1/4345 est plus pre´cise que (37) jusqu’a`
des x de l’ordre de 3 × 1024. Le meilleur re´sultat explicite de m(x) ≪ 1/ log x qui e´tait
disponible avant nos travaux est dans [Ram15] et obtenu a` partir de (37), on a
|m(x)| 6 0.0144
log x
(x > 96 955) .
Nous allons obtenir les majorations suivantes. Le rang de validite´ pour m est le plus petit
possible et pour m1 nous n’avons pas les compe´tences et les moyens informatiques de le
faire avec certitude en un temps raisonnable.
The´ore`me 3. On a :
|m(x)| 6 0.0130073
log x
(x > 97 063)
et
|m1(x)| 6 7.265 × 10
−6
log x
(x > 2.15 × 1011) .
Commenc¸ons par initialiser les diminutions sur |m1|, d’ailleurs on ne peut pas faire
beaucoup mieux en partant de l’identite´ de Balazard (6) a` travers le lemme 1 et de l’esti-
mation de Ramare´ (37).
Lemme 7. On a la majoration suivante :
|m1(x)| 6 0.0023
log x
(x > 5× 106) .
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De´monstration. Posons T = 1013. Par le lemme 1 applique´ avec θ = 1, j = 1, s =
1− 1/ log T et par la proposition 4 on a
|m1(x)| 6 0.1755 × 0.013
log x
+
1
x2
∫ T
1
|M(t)|dt+ 8/3
x
(x > T ) .
Par l’article [Hur18] on a |M(t)| 6 √t pour t 6 1016 et donc
1
x2
∫ T
1
|M(t)|dt+ 8/3
x
6
2T 3/2
3x2
+
3
x
6
a
log x
(x > 1016)
avec b = (0.67T 3/2/1032+3/1016) log(1016) ≃ 7.8×10−12. On a 0.1725×0.013+b 6 0.0023
et on a prouve´
|m1(x)| 6 0.0023
log x
(x > 1016) .
Pour les petites valeurs de x le corollaire 1 donne l’estimation annonce´e entre 5 × 106 et
1016.
De´monstration du the´ore`me 3. Posons T = 8.2 × 1025. Par la corollaire 1 on a |m(t)| 6
0.701/
√
t pour 3 6 t 6 1016 et par le the´ore`me 2 on a |m(t)| 6 1/4343 pour t > 1016, on
obtient ainsi
6 + 22727.5
∫ T
1
|m(t)|dt 6 4.254 × 1026 . (38)
Par le lemme 2 applique´ avec θ = 1, j = 1 et δ = 1/ log T , par la proposition 4 surM et le
lemme 7 sur m1 utilise´s dans l’ine´galite´ |m(u)| 6 |M(u)/u| + |m1(u)| puis par l’ine´galite´
(38), on a
|m1(x)| 6 1
1796.57
0.013 + 0.0023
log x
+
4.254 × 1026
x
. (39)
Puisque la fonction x 7→ (log x)/x est de´croissante a` partir de x = exp(1), on obtient que
|m1(x)| log x 6 f(x) pour x > T avec f une fonction de´croissante, en calculant f(2.5×1042)
on arrive a`
|m1(x)| 6 8.517 × 10
−6
log x
(x > 2.5 × 1042) . (40)
Par le the´ore`me 2 on a la premie`re ine´galite´ des deux suivantes et la seconde provient de
la re´solution d’une ine´quation tre`s simple avec un calcul d’exponentielle, on a
|m1(x)| 6 1
11 470 909
(x > 2.2×1012) , 1
11 470 909
6
8.517 × 10−6
log x
(3 6 x 6 2.6×1042)
donc le rang de validite´ de l’ine´galite´ (40) est descendu a` 2.2 × 1012. On recommence
ensuite a` partir de la ligne (39) avec notre meilleure estimation de |m| de´duite de celle de
|m1| ci-dessus, on obtient
|m1(x)| 6 1
1796.57
0.013 + 8.517 × 10−6
log x
+
4.254 × 1026
x
et par de´croissance
|m1(x)| 6 7.265 × 10
−6
log x
(x > 1.5 × 1036) . (41)
Ensuite on compare a` notre estimation constante du the´ore`me 2, on a
|m1(x)| 6 1
11 470 909
(x > 2.2×1012), 1
11 470 909
6
7.265 × 10−6
log x
(3 6 x 6 1.55×1036)
le rang de validite´ de (41) est ainsi ramene´ a` 2.2 × 1012 puis a` 2.15 × 1011 en comparant
au mode`le en
√
x du lemme 1.
Passons a` la fonction m, on a |m(x)| 6 |M(x)/x|+ |m1(x)|, pour tout x > 2.15× 1011
on obtient 0.013073/ log x en arrondissant au supe´rieur et la validite´ de cette estimation
est ramene´e a` 230000 par les comparaisons avec
√
x du lemme 1 et de l’ine´galite´ (25) puis
a` 97 063 par les calculs PARI/GP du lemme 5.
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2.4.2 En partant de |M(x)/x| 6 a/ log2 x
Comme dans les sections pre´ce´dentes commenc¸ons par donner le meilleur re´sultat de
ce type connu a` l’heure actuelle sur |M |, il n’est pas optimal : par un calcul sur ordinateur
pour les petites valeurs il semble que supu∈[1,∞[ log
2 u|M(u)/u| = log2 31× 4/31 ≈ 1.52.
Proposition 5 (El Marraki). On a :
|M(x)|
x
6
362.7
log2 x
(x > 1) .
De´monstration. Ce re´sultat est contenu dans [EM95] (corollaire en bas de la page 421).
Pour la fonction |m1| nous obtenons le re´sultat suivant, il est quant a` lui optimal a`
l’arrondi pre`s (on a supu∈1,∞ log
2 u|m1(u)| = log2 7× 29/105 = 1.0458...). Nous pourrons
en fait aller un peu loin que x > 1.
The´ore`me 4. On a :
|m1(x)| 6 1.046
log2 x
(x > 1) et |m1(x)| 6 0.138
log2 x
(x > 671) .
|m(x)| 6 362.84
log2 x
(x > 1) .
Bordelle`s, en partant de l’estimation de la proposition 5 due a` El Marraki et de l’identite´
de Balazard (6) avec ε′1, obtient dans [Bor15] l’estimation |m(x)| 6 546/ log2 x pour tout
x > 1. En utilisant la meˆme identite´ nous obtenons le re´sultat |m(x)| 6 427/ log2 x comme
e´tape interme´diaire (ce qui montre l’inte´reˆt du lemme 4).
De´monstration du the´ore`me 4. Par l’article [Hur18] on a |M(t)| 6 √t pour t 6 1016.
Posons T = 1016, par le lemme 1 applique´ avec θ = 1, j = 2 et s = 1− 2/ log T on a
|m1(x)| log2 x 6 362.7 × 0.177112 + log
2 x
x2
∫ T
1
√
t dt+
8 log2 x
3x
(42)
et par la de´croissance de la fonction du membre de droite de (42) on arrive a`
|m1(x)| log2 x 6 64.24 (x > 1016) .
Et puisque m(x) = m1(x) +M(x)/x pour tout x > 1, on obtient
|m(x)| 6 426.94
log2 x
(x > 1016) . (43)
Posons de´sormais T = exp(18900). En utilisant le lemme 2 applique´ avec θ = 1, j = 2,
δ = 2/ log T et l’ine´galite´ de Meissel |m(t)| 6 1 pour tout t > 1, on arrive a`
|m1(x)| 6 1
2633.6
426.94
log2 x
+
3000 exp(18900)
x
(x > exp(18900)) . (44)
En multipliant l’ine´galite´ par log2 x et en utilisant la de´croissance de x 7→ (log2 x)/x sur
l’intervalle conside´re´, on aboutit a`
|m1(x) log2 x| 6 0.1622 (x > exp(22000)) . (45)
On abaisse le domaine de validite´ de (45) au-dessous de 1016 car par comparaison avec le
the´ore`me 3 et un calcul d’exponentielle
|m1(x)| 6 7.265 × 10
−6
log x
(x > 3× 1011), 7.265 × 10
−6
log x
6
0.1622
log2 x
(3 6 x 6 exp(22335)) .
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On re´ite`re la proce´dure avec notre meilleure estimation de |m| juste avant la ligne (44),
on a
|m1(x)| 6 1
2633.6
362.7 + 0.1622
log2 x
+
30000T
x
(x > T ) .
Par de´croissance on aboutit a`
|m1(x) log2 x| 6 0.1378 (x > exp(18960)) . (46)
On abaisse le domaine de validite´ de (46) au-dessous de 1016 par comparaison avec le
the´ore`me 3, on a
|m1(x)| 6 7.265 × 10
−6
log x
(x > 3×1011) , 7.265 × 10
−6
log x
6
0.1378
log2 x
(3 6 x 6 exp(18967)) .
Ensuite on peut descendre le rang de l’ine´galite´ a` x > 7000 par la comparaison avec le
lemme 1 pour x > 7.7 × 109 puis avec l’ine´galite´ (27). On termine par une ve´rification
directe entre 671 et 7000.
De meˆme une ve´rification directe montre que
0 6 m1(x) log
2 x 6 1.046 (1 6 x 6 671) ,
plus pre´cise´ment le maximum est atteint pour x = 7 et vaut (29/105) log2 7.
On obtient le re´sultat sur |m| pour x > 671 a` l’aide de |m(x)| 6 |M(x)/x| + |m1(x)|,
et l’on termine par une ve´rification directe.
De´monstration du the´ore`me A. C’est une conjonction des re´sultats concernant la fonction
m du the´ore`me 2 p. 10, du the´ore`me 3 p. 12 et du the´ore`me 4 p. 14.
2.4.3 De´monstrations des deux familles d’identite´s du the´ore`me 1
Nous allons e´tablir la de´monstration du the´ore`me 1. Tout repose sur des interversions
de sommes et d’inte´grales puis sur l’inversion de Mo¨bius.
Lemme 8. Soit δ : [1,∞[→ C une fonction localement inte´grable, pour tout x > 1 nous
avons : ∫ x
1
M(x/t)δ(t)
dt
t
=
∫ x
1
∑
n6u
µ(n)δ(u/n)
du
u
. (47)
En particulier, pour tout x > 1, nous avons :∫ x
1
M(x/t)
1
t
∑
k6t
δ
( t
k
)
dt =
∫ x
1
δ(u)
du
u
. (48)
De´monstration. En e´changeant les sommes et les inte´grales dans ce qui suit, puis en effec-
tuant le changement de variable u = tn, on obtient :∫ x
1
M(x/t)δ(t)
dt
t
=
∑
n6x
µ(n)
∫ x/n
1
δ(t)
dt
t
=
∑
n6x
µ(n)
∫ x
n
δ(u/n)
du
u
=
∫ x
1
∑
n6u
µ(n)δ(u/n)
du
u
,
ce qui est la premie`re e´galite´ annonce´e en (47).
Pour la seconde formule, conside´rons la fonction δ1(t) =
∑
k6t δ(t/k). Elle est loca-
lement inte´grable sur [1, x], on peut utiliser la formule (47), qui a e´te´ pre´ce´demment
de´montre´e, pour la fonction δ1. On a∫ x
1
M(x/t)δ1(t)
dt
t
=
∫ x
1
∑
n6u
µ(n)δ1(u/n)
du
u
.
Pour finir, on remarque que la somme inte´gre´e peut se calculer par inversion de Mo¨bius,∑
n6u
µ(n)δ1(u/n) =
∑
n6u
µ(n)
∑
k6u/n
δ
(
u/(nk)
)
= δ(u) ,
ce qui ache`ve la de´monstration.
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On de´montre de la meˆme manie`re le lemme suivant.
Lemme 9. Soit δ : [1,∞[→ C une fonction localement inte´grable, pour tout x > 1 nous
avons : ∫ x
1
m(x/t)δ(t)
dt
t2
=
∫ x
1
∑
n6u
µ(n)δ
(
u
n
)
du
u2
. (49)
En particulier, pour tout x > 1, nous avons :∫ x
1
m(x/t)
∑
k6t
δ(t/k)
dt
t2
=
∫ x
1
δ(u)
du
u2
. (50)
De´monstration du the´ore`me 1. En intervertissant la somme et l’inte´grale on obtient
∫ x
1
M(x/t) dt =
∑
n6x
µ(n)
∫ x/n
1
dt =
∑
n6x
µ(n)(x/n− 1) = xm(x)−M(x) = xm1(x) . (51)
Puisque G s’exprime comme la diffe´rence G(t) = 1− 1t
∑
n6t g
(
n
t
)
on trouve
∫ x
1
M(x/t)G(t) dt =
∫ x
1
M(x/t) dt−
∫ x
1
M(x/t)
1
t
∑
n6t
g
(n
t
)
dt
= xm1(x)−
∫ x
1
g(1/u)
du
u
ou` la premie`re inte´grale est obtenue par (51) et la deuxie`me par l’inversion de Mo¨buis
du lemme 8 avec l’e´galite´ (48) applique´e pour δ(u) = g(1/u). Le changement de variable
y = x/u termine la de´monstration de la premie`re identite´ du the´ore`me 1 a` une division
par x pre`s.
Passons aux identite´s avec m, on a l’e´galite´ suivante
∫ x
1
m(x/t)
dt
t2
=
∑
n6x
µ(n)
n
∫ x/n
1
dt
t2
=
∑
n6x
µ(n)
n
(
1− n
x
)
= m1(x) . (52)
Puisque H s’exprime comme la diffe´rence H(t) = 1−∑n6t h(nt ) on trouve∫ x
1
m(x/t)H(t)
dt
t2
=
∫ x
1
m(x/t)
dt
t2
−
∫ x
1
m(x/t)
∑
n6t
h
(n
t
)dt
t2
= xm1(x)−
∫ x
1
h(1/u)
du
u2
(53)
ou` la premie`re inte´grale est obtenue par (52) et la deuxie`me par l’inversion de Mo¨buis (50)
applique´e pour δ(u) = h(1/u). Le changement de variable y = x/u donne
∫ x
1
h(1/u)
du
u2
=
∫ 1
1/x
h(y) dy =
∫ 1
0
h(y) dy −
∫ 1/x
0
h(y) dy (54)
on conclut puisque
∫ 1
0 h(y) dy = 0 par hypothe`se.
3 De m1 vers mˇ
Nous suivrons une autre me´thode que les articles [Bal12b] et [Ram15] pour e´tudier mˇ,
les deux auteurs passaient par des identite´s comportant la fonction M et nous utiliserons
la fonction m1.
On peut re´fle´chir par analogie entre le point 1) du the´ore`me 1 et la proposition 6 : les
identite´s et les conversions pour le couple (m,M) qui passent par des fonctions G vont
pouvoir se re´aliser pour le couple (mˇ,m1). Nous utiliserons ces identite´s et les bonnes
estimations obtenues pour |m1| pour aboutir a` des estimations de |mˇ− 1| proches. Ce qui
montre l’inte´reˆt d’avoir e´tudie´ plus pre´cise´ment des majorations de |m1| et pas uniquement
de s’eˆtre focalise´ sur |m|.
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Proposition 6. Soit g : [0, 1] → C une fonction inte´grable avec ∫ 10 g(y) dy = 1 et soit
x > 1, on a :
(mˇ(x)− 1)−m1(x) =
∫ x
1
m1(x/t)G(t)
dt
t
− 1
x
∫ 1
1/x
g(y)
y
dy −
∫ 1/x
0
g(y) dy
ou` G(t) = 1− 1
t
∑
n6t
g
(n
t
)
.
De´monstration. Commenc¸ons par prouver l’identite´ suivante
mˇ(x)− 1 =
∫ x
1
m(x/t)G(t)
dt
t
−
∫ 1/x
0
g(y) dy (x > 1) . (55)
Par l’e´galite´ (50) base´e sur l’inversion de Mo¨bius applique´e avec δ(u) = g(1/u) on a∫ x
1
m(x/t)G(t)
dt
t
=
∫ x
1
m(x/t)
dt
t
−
∫ x
1
m(x/t)
∑
n6t
g(n/t)
dt
t2
=
∑
n6x
µ(n)
n
log(x/n)−
∫ x
1
g(1/u)
du
u2
mais puisque
∫ 1
0 g(y) dy = 1, un changement de variable donne∫ x
1
g(1/u)u−2 du =
∫ 1
1/x
g(y) dy = 1−
∫ 1/x
0
g(y) dy,
ce qui termine de prouver l’e´galite´ (55). On peut alors calculer∫ x
1
m1(x/t)G(t)
dt
t
=
∫ x
1
m(x/t)G(t)
dt
t
−
∫ x
1
M(x/t)
x/t
G(t)
dt
t
en soustrayant l’e´galite´ (55) de l’identite´ de la partie 1) du the´ore`me 1, on obtient∫ x
1
m1(x/t)G(t)
dt
t
= mˇ(x)− 1 +
∫ 1/x
0
g(y) dy −
(
m1(x)− 1
x
∫ 1
1/x
g(y)
y
dy
)
ce qui termine la de´monstration.
La proposition ci-dessus est apparente´e au the´ore`me 1 et il e´tait aussi possible de
spe´cialiser une proposition ge´ne´rale de notre the`se [Dav19, p. 17] pour obtenir toutes ces
identite´s.
En prenant la fonction g1(y) = 4(1− y2)y issues des travaux de Balazard on obtient le
re´sultat suivant.
Lemme 10. Il existe une fonction G1 : R+ → R+ telle que pour tous T, x, j, θ ∈ R tels
que 1 < T 6 x, j > 0 et θ > −1, on a
|mˇ(x)− 1| 6 sup
T<u<x
(
u−θ+1|m1(u)| logj u
)× (1 + ∫ ∞
1
G1(t)t
−θ+ j
logT dt
)
× x
θ−1
logj x
+
RT (x)
x
avec RT (x) = 8/3 + (1/x)
∫ T
1 |M(t)|dt.
Pour tout s ∈ C tel que ℜs > −1, s 6= 1, on a
1 +
∫ ∞
1
G1(t)t
−s dt =
s
s− 1 −
8ζ(s)
(s+ 1)(s + 3)
. Et aussi 1 +
∫ ∞
1
G1(t)t
−1 dt =
7
4
− γ .
De´monstration. Posons g1(y) = 4(1−y2)y. En comparant la premie`re formule du the´ore`me
1 et l’identite´ de la proposition 6 on comprend que la de´monstration est identique a` celle
du lemme 1 en remarquant de plus qu’un calcul de primitive donne
0 6
1
x
∫ 1
1/x
g1(y)/y dy +
∫ 1/x
0
g1(y) dy =
8x3 − 6x2 + 1
3x4
6
8/3
x
.
Le +1 devant les inte´grales provient de |mˇ(x)− 1| 6 |mˇ(x)− 1−m1(x)|+ |m1(x)|.
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The´ore`me 5. Sur des intervalles finis, on a les estimations suivantes :
|mˇ(x)− 1| 6 0.16√
x
(109 6 x 6 1016) et |mˇ(x)− 1| 6 7.1√
x
(1016 6 x 6 1021) . (56)
Au voisinage de l’infini, on a :
|mˇ(x)− 1| 6 1
9 780 919
(x > 2.5× 1012) , (57)
|mˇ(x)− 1| 6 8.55× 10
−6
log x
(x > 2.5× 1011) , (58)
|mˇ(x)− 1| 6 0.162
log2 x
(x > 3) . (59)
De´monstration. Posons T = 5×106, par l’ine´galite´ (24) on trouve ∫ T1 |M(t)|dt 6 4.26×109.
Appliquons le lemme 10 avec θ = 0.5, j = 0 et s = 0.5 on obtient
|mˇ(x)− 1| 6 sup
T<u<x
|m1(u)|
√
u× 1.2254√
x
+
8/3
x
+
4.26× 109
x2
=
f(x)√
x
par le corollaire 1 on aboutit a` f(109) 6 0.16 et par de´croissance de f on prouve ainsi la
premie`re ine´galite´ du the´ore`me.
Pour tout x 6 1016 par le corollaire 1 et par la proposition 2 on a x|m(x)| 6 √2x et
|M(x)| 6 √x, donc x|m1(x)| 6 3
√
x pour x 6 1016 et ainsi on a |m1(x)|
√
x 6 5.792 pour
1 6 x 6 1021. On conclut facilement de la meˆme manie`re que pre´ce´demment en prenant
T = 1.
Posons T = 2.2× 1012, par l’ine´galite´ (24) on trouve ∫ T1 |M(t)|dt 6 1.25× 1018. Par le
lemme 10 applique´ avec θ = 1 et j = 0 on a
|mˇ(x)− 1| 6 sup
T<u<x
|m1(u)|(7/4 − γ) + 8/3
x
+
1.25 × 1018
x2
. (60)
On conclut par le the´ore`me 2 pour le supremum et par de´croissance de la majoration a`
l’estimation |mˇ(x) − 1| 6 9780919−1 pour x > 1016. Par le re´sultat (56) on redescend la
borne a` x = (0.16 × 9780919)2 6 2.5 × 1012.
Posons T = 2.15× 1011, par l’ine´galite´ (24) on trouve ∫ T1 |M(t)|dt 6 3.8× 1016. Par le
lemme 10 applique´ avec θ = 1, j = 1 et s = 1− 1/ log T on a
|mˇ(x)− 1| 6 sup
T<u<x
log u|m1(u)|1.17582
log x
+
8/3
x
+
3.8× 1016
x2
. (61)
On conclut en utilisant le the´ore`me 3 pour le supremum et par de´croissance de la majo-
ration obtenue a` log(x)|mˇ(x) − 1| 6 8.55 × 10−6 pour x > 1016. Par le re´sultat (56) on
redescend la borne a` x = 2.5× 1011.
Par le lemme 10 applique´ avec T = 10100 θ = 1, j = 2, s = 1 − 2/ log T et par la
majoration triviale
∫ T
1 |M(t)|dt 6 0.5T 2, on a
|mˇ(x)− 1| 6 sup
T<u<x
log2 u|m1(u)|1.1735
log2 x
+
8/3
x
+
0.5× 10200
x2
(62)
et on conclut en utilisant le the´ore`me 4 pour le supremum et par par de´croissance a`
l’ine´galite´ (log2 x)|mˇ(x)−1| 6 0.162 pour x > exp(100). Par le re´sultat (58) on redescend la
borne a` x = 2.5×1011. Puis par le re´sultat (56) et une conversion simple de l’ine´galite´ (27)
on redescend la borne a` x = 5000, re´sultat rapporte´ a` x = 3 par ve´rification directe.
Le meilleur re´sultat sur |mˇ(x) − 1| e´tait dans l’article [Ram13a] (voir corrigendum
[Ram19]), on a
|mˇ(x)− 1| 6 0.0014
log x
(x > 9950) .
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Dans cet article Ramare´ e´tudie e´galement ˇˇm(x) =
∑
n6x(µ(n)/n) log
2(x/n), cette fonction
est utilise´e par Helfgott [Hel12] et Zuniga Alterman [Alt20]. Nous avons prouve´ avec
l’identite´ (55) et dans notre the`se [Dav19, proposition 50] des versions explicites de
mˇ(x)− 1 =
∫ x
1
m(x/t)G(t)
dt
t
+O(1/x) (63)
ˇˇm(x)− 2 log x+ 2γ = 2
∫ x
1
(mˇ(x)− 1)G(t)dt
t
+O(1/x) , (64)
ou` G a la meˆme de´finition que dans le the´ore`me 1 et dans la proposition 6. Il serait donc
inte´ressant d’obtenir des fonctions G avec
∫∞
1 |G(t)|t−1 dt tre`s petit. En prenant la fonction
de Balazard on a environ 0.17 pour cette inte´grale et on aimerait obtenir des re´sultats de
l’ordre de la fonction H de Cohen-Dress-El Marraki ou` l’on a environ 0.0004.
Nous avons montre´ dans notre the`se que cet objectif est the´oriquement possible et
en pratique on peut meˆme utiliser une fonction H pour faire une fonction G : avec la
fonction H de l’article de Costa Peirera [CP89] nous sommes en mesure d’assurer 0.003
avec K = 8020. Nous essayons encore d’ame´liorer ces valeurs, dans les deux cas (fonctions
H et G) l’e´tude de SK(t) =
∑
k6K µ(k){t/k} est de´terminante.
C’est pour ces raisons que nous ne faisons pas ici de conversions pour ˇˇm, on aurait
les meˆme encadrements que pour mˇ avec un facteur multiplicatif de 0.35 alors que nous
obtiendrons au moins un facteur multiplicatif de 0.01 avec un peu de travail. Pre´cisons
e´galement que dans l’article [Ram13a] les estimations pour ˇˇm sont moins bonnes que pour
mˇ. De plus dans un futur papier nous allons e´tudier les sommes
∑
n6x(µ(n)/n) log
k(x/n)
pour tout nombre entier k > 0.
De´monstration du the´ore`me B. Il s’agit des 3 dernie`res majorations du the´ore`me 5.
Comme annonce´ dans le re´sume´ on obtient a` partir de la troisie`me ine´galite´ du the´ore`me
B que supx>1(log
2 x)|mˇ(x) − 1| est atteint pour x = exp((4 − 2 log 2)/3) ≃ 2.39 et vaut
exactement 2(2 − log 2)3/27 ≃ 0.1653.
4 Analogue d’un re´sultat de Odlyzko et te Riele
Nous allons maintenant tirer parti de conversions de m vers M . On e´tudiant un peu
sur son ordinateur la fonction |m(x)|√x il semble que le supremum soit atteint en x = 2−
et vaille
√
2 et qu’ensuite la fonction soit meˆme bien plus petite. Ce qui est confirme´ par
nos mode`les du corollaire 1 en effet nous avons prouve´ que |m(x)|√x 6 0.701 pour tout
3 6 x 6 1016. En fait en prouvant le the´ore`me D pre´sente´ dans l’introduction nous allons
voir que ces ine´galite´s ne peuvent subsister a` l’infini.
Nous allons utiliser une identite´ du meˆme type que l’identite´ (6) de Balazard mais qui
exprime M en fonction de m au lieu de l’inverse. Le lemme suivant est a` comparer au
lemme 1 (notons que le nombre 2.1 dans l’expression de RT ci-dessous semble pouvoir eˆtre
remplace´ par 1 mais c’est sans importance dans cet article).
Lemme 11. Il existe une fonction H1 : R+ → R+ telle que pour tous T, x, j, θ ∈ R tels
que 1 6 T 6 x et θ > −1, on a :
|m1(x)| 6 sup
T<u<x
u−θu|m(u)| ×
∫ ∞
1
H1(t)t
−1−θ dt× xθ−1 + RT (x)
x
.
avec RT (x) = 2 + (2.1/x)
∫ T
1 u|m(u)|du.
Pour tout s ∈ C tel que ℜs > −1, s 6= 0, s 6= 1 on a :
∫ ∞
1
H1(t)t
−sdt
t
=
1
s
− 4(s− 1)(5s + 9)ζ(s)
3s(s+ 1)(s + 2)(s + 3)
. Et on a
∫ ∞
1
H1(t)
dt
t
= 2ζ ′(0) +
41
18
.
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De´monstration. Nous allons e´tudier la somme
H1(t) = 1−
∑
n6t
h
(n
t
)
avec h1(y) =
2
3
(1− y2)(8y − 3) (65)
et prouver que
0 6 H1(t) 6
2.1
t
. (66)
La formule d’Euler-Maclaurin donne (voir l’appendice B p. 495 de [MV06])
H1(t) =
20
6 ({t}2 − {t}) + 1
t
+
r(t)
6t2
, |r(t)| 6 max
u∈[0,1]
|B3(u)||h′′′1 | =
√
3
36
× 32 6 1.56 (67)
ou` B3 est le polynoˆme de Bernoulli unitaire de degre´ 3. Le minimum de t 7→ 206 ({t}2 −
{t}) + 1 vaut 206 × (−14 ) + 1 = 16 , ce qui assure la positivite´ de tH1(t) pour t > 1.56. Par
de´finition de H1 en (65) on a e´galement pour t ∈ [1, 2[ l’e´galite´
3t3H1(t) = 3t
3(1− h1(1/t)) = 9t3 − 16t2 − 6t+ 16
et ce polynoˆme de degre´ 3 n’a qu’une seule racine re´elle qui de plus est ne´gative. On a
ainsi montre´ la positivite´ dans (65). L’e´quation (67) montre e´galement que |H1(t)|t 6
20
6 × 14 + 1 + 1.566 6 2.1. On a ainsi montre´ la majoration dans (65).
Maintenant on suit la meˆme de´marche que dans la de´monstration du lemme 1. Puisque∫ 1
0 h1(y) dy = 0, que h
′
1 continue et h1(1) = h
′
1(1) = 0 on peut utiliser la formule de
Mu¨ntz du paragraphe II.11 du livre de Titchmarsh [THB+86]) applique´e avec F (y) =
h1(y)1[0,1](y) on obtient
∫ ∞
1
(1−H1(t))t−sdt
t
=
∫ ∞
0
(1 −H1(t))t−s dt
t
= ζ(s)
∫ 1
0
h1(y)y
s−1 dy (0 < ℜ(s) < 1)
et pour ℜs > 0 on a ∫∞1 t−s−1 dt = 1/s, donc∫ ∞
1
H1(t)t
−sdt
t
=
1
s
[
1− ζ(s) 4(s − 1)(5s + 9)
3(s + 1)(s + 2)(s + 3)
]
(0 < ℜ(s) < 1) . (68)
D’apre`s les ine´galite´s (66), le membre de gauche de (68) est holomorphe pour ℜs > −1
donc par prolongement analytique l’identite´ (68) reste vraie pour les meˆmes valeurs de s
en supposant s 6= 0 et s 6= 1. En passant a` la limite pour s → 0 dans (68), on reconnaˆıt
un nombre de´rive´. En effet posons f(s) = ζ(s) 4(s−1)(5s+9)3(s+1)(s+2)(s+3) on a f(0) = 1 et
lim
s→0
f(0 + s)− f(0)
s
= f ′(0) = ζ ′(0)× (−2) + ζ(0)× 41
9
= −
(
2ζ ′(0) +
41
18
)
.
Ainsi la limite pour s→ 0 de (68) donne :
∫ ∞
1
H1(t)
dt
t
= 2ζ ′(0) +
41
18
.
Le the´ore`me 1 applique´ avec h1(y) =
2
3 (1− y2)(8y − 3) donne
m1(x) = m(x)− M(x)
x
=
∫ x
1
m(x/t)H1(t)
dt
t2
−
∫ 1/x
0
h1(y) dy . (69)
Puisque tout est explicable, il est facile de montrer que x 7→ −x ∫ 1/x0 h1(y) dy est une
fraction rationnelle qui est positive, croissante et tend vers 2 quand x → ∞. Ainsi
| ∫ 1/x0 h1(y) dy| 6 2/x pour tout x > 1.
Le reste de la de´monstration de la majoration avec le de´coupage de l’inte´grale dans
(69) sur les intervalles [1, x/T ] et [x/T, x] est identique a` la de´monstration du lemme 1
et ne pre´sente aucune nouvelle difficulte´.
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Pour convertir des re´sultats sur des limites supe´rieurs nous avons besoin que le su-
premum porte sur un intervalle qui part a` l’infini avec x, la majoration (71) n’aurait pas
suffit.
Proposition 7. On a :
|m1(x)|
√
x 6 b sup
t6x
|m(t)|
√
t+
2√
x
avec b = 2 +
368
315
ζ(1/2) = 0.2939... (70)
En particulier,
|M(x)|√
x
6 (1 + b) sup
t6x
|m(t)|
√
t+
2√
x
. (71)
Pour tout ε ve´rifiant 0 < ε < 3/4, on a :
|M(x)|√
x
6 (1 + b) sup
x
3
4
−ε
6t6x
|m(t)|
√
t+
2√
x
+
1.05
x2ε
. (72)
Remarque 4. L’insertion d’une majoration du type |m(t)| 6 A/√t avec A > 0 dans
l’identite´ xm1(x) =
∫ x
1 m(t) dt fournit
|m1(x)| 6 2A√
x
,
tandis que l’estimation (70) fait gagner plus d’un facteur 6 avec
|m1(x)| 6 0.3A√
x
+
2
x
.
De´monstration. Le lemme 11 applique´ avec T = 1, θ = 1/2 et s = 1/2 donne directement
le re´sultat (70).
Soit a ∈ [0, 1] un parame`tre que l’on fixera plus bas. Le meˆme lemme 11 applique´
avec cette fois T = xa et l’ine´galite´ de Meissel |m(u)| 6 1 pour tout u > 1 donne, apre`s
multiplication par
√
x, l’ine´galite´
√
x
RT (x)
x
=
2√
x
+
2.1
x1.5
∫ T
1
u|m(u)|du 6 2√
x
+
2.1 × T 2
x1.5
=
2√
x
+
1.05
x1.5−2a
(73)
Ce qui permet de conclure en prenant a = 3/4− ε.
Dans [OtR84] Odlyzko et te Riele ont prouve´ que lim |M(x)|/√x > 1 re´futant ainsi
l’hypothe`se de Mertens. Leur travail a e´te´ poursuivi par Hurst qui a donne´ une valeur
significativement plus grande que 1 qui permet, combine´e a` la proposition 7, d’e´tablir que
l’on a e´galement lim |m(x)|√x > 1 et meˆme plus.
De´monstration du the´ore`me D. D’apre`s [Hur18] on a lim |M(x)|/√x > 1.837625, on conclut
avec l’ine´galite´ (72) puisque 1.837625/(1 + b) > 1.42018.
En utilisant l’identite´ (6) de Balazard nous pouvons montrer que (voir (74) plus bas)
x|m1(x)| 6 1
3
sup
t6x
|M(t)|+ 8
3
(x > 1)
avec rappelons-le xm1(x) = xm(x)−M(x). Cela permet d’obtenir des estimations de |m|
a` partir d’estimations de |M |. Nous allons montrer que re´ciproquement, on peut obtenir
des estimations de |M | a` partir d’estimations de |m|.
Corollaire 2. On a l’ine´galite´ :
x|m1(x)| 6 0.44 sup
t6x
t|m(t)|+ 2 (x > 1) .
En particulier, on a
|M(x)| 6 1.44 sup
t6x
t|m(t)|+ 2 (x > 1) .
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De´monstration. Le lemme 10 applique´ avec T = 1, θ = 0 et 2ζ ′(0) + 4118 = 0.4399... donne
les deux re´sultats puisque |M(x)| 6 x|m(x)|+ x|m1(x)|.
Remarque 5. La formule sommatoire d’Abel
M(x) =
∑
n6x
µ(n)
n
n = m(x)x−
∫ x
1
m(t) dt
suivie de l’ine´galite´ triangulaire n’aboutirait qu’a` la majoration
x|m1(x)| 6 log x sup
t6x
t|m(t)| .
De´monstration du the´ore`me C. En prenant j = 0, θ = 0, T → 1 et s = 0 dans le lemme
1 (ou plus directement l’identite´ de Balazard (6) et le fait que
∫∞
1 ε
′
1(t) dt = ε1(1) = 1/3)
on obtient
u|m1(u)| 6 1
3
sup
t6u
|M(t)|+ 8
3
(u > 1) .
Pour tout u on a u|m(u)| 6 u|m1(u)|+ |M(u)| et |M(u)| 6 supt6u |M(t)|, ainsi
u|m(u)| 6 4
3
sup
t6u
|M(t)|+ 8
3
(u > 1) . (74)
Puisque le membre de droite de la majoration (74) est croissant, en passant au supremum
pour u ∈ [1, x] on arrive a`
sup
u6x
u|m(u)| 6 4
3
sup
t6x
|M(t)|+ 8
3
(x > 1) .
Mais puisque M(1637) = −16 on en de´duit que pour tout x > 1637 on a la majoration
8/3 6 (1/6) supt6x |M(t)| et donc
sup
u6x
u|m(u)| 6 3
2
sup
t6x
|M(t)| (x > 1637) .
Par le corollaire 2 on obtient de la meˆme manie`re
sup
u6x
|M(u)| 6 1.44 sup
t6x
|m(t)|t+ 2 (x > 1) .
Mais puisque m(8510)8510 > 36 on en de´duit que pour tout x > 8510 on a la majoration
2 6 (1.5 − 1.44) supt6x |m(t)|t et donc
sup
t6x
|M(t)| 6 3
2
sup
t6x
|m(t)|t (x > 8510) .
Une ve´rification directe avec le logiciel PARI/GP donne l’encadrement de l’e´nonce´
entre 94 et 8510.
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