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Abstract
The conventional method of lidar data processing to retrieve atmospheric temperature
profiles has some limitations which necessitate the abandonment of the temperatures re
trieved at the uppermost limits of the observational range. The application of mathematical
inversion, as a tool to remedy this problem, was investigated in this project. A simple grid
search technique was used to develop an alternative way of retrieving atmospheric temper
ature profiles from lidar data. Data obtained from the Purple Crow lidar (PCL) (42.87° N,
81.38° W, 225 m) facility at the University of Western Ontario was used to perform the pre
liminary tests on this technique. PCL data for 12 nights of observation were processed by the
new technique. Initial results show that data at the uppermost altitude limits can be reliably
retrieved with this method. A numerical scheme to analyze errors in the retrieved tempera
tures was developed. The uncertainties in retrieved temperatures computed using this method
are comparable to the corresponding uncertainities in the conventional technique.

Keywords: Atmosphere, Temperature, Lidar, Mathematical Inversion, Grid Search Tech
nique
m
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Chapter 1
Introduction
Many studies related to the atmosphere like weather prediction and modelling and others like
aviation require an in-depth database of seasonal variations and characteristics of the differ
ent atmospheric properties. Now with the increasing international interests and concerns
toward the issues of global warming and climate change, the importance of having an accu
rate and extended database of atmospheric properties has increased. Policy making is largely
dependant on what the scientific community can infer and conclude from their studies. The
need for more refined and more reliable information about the atmosphere has increased
due to this fact. The objective of this project was to devise a new method of retrieval of
atmospheric temperatures, from lidar data, to overcome the limitations of a conventional
technique of lidar data processing while assuming the same physical approximations.
In atmospheric research, particularly pertaining to global climate change, a good knowl
edge of atmospheric temperatures plays a crucial role. A basic discussion of the properties of
the Earth’s atmosphere and its latitude and altitude variations can be found in Ahrens [2009],
Andrews [2010] and Wallace and Hobbs [1977]. Figure 1.1 is an example of how the Earth’s
atmospheric temperature profile looks like, in general. It is interesting to note that the four
major layers of the atmosphere: troposphere, stratosphere, mesosphere and thermosphere,
1
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Figure 1.1: An example of Earth’s atmospheric temperature profile (Mihos [2009]).

which are distinguished from each other based upon the trends of their average tempera
tures, also depict different characteristics based on their characteristic temperatures. But this
does not imply that there are no interactions between these layers. Major atmospheric phe
nomenon like turbulence, geophysical activities like tides, gravity waves, planetary waves
etc. enable these different strata to interact with each other and result in a myriad of interest
ing atmospheric phenomenon. This intermixing, especially at higher altitudes, makes way
for global transport of pollutants and is a reason why aerosols from near the lower and mid
latitudes are found in polar regions too. Fortunately, this intermixing phenomenon occurring
so high in the atmosphere can be easily monitored using atmospheric temperature profiles
(Chanin and Hauchecorne [1981] and Hauchecome et al. [1987]). Thus, a good database of
atmospheric temperature profiles extending upto the upper atmosphere is very valuable (in
this thesis upper atmosphere is used to mean the region of the atmosphere comprised of the
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mesosphere and lower thermosphere). Instruments like high-power lidars are very useful for
making such measurements because of their high temporal and spatial resolutions.
Moreover at these high altitudes, very accurate and precise measurements of the atmo
sphere are needed to draw conclusions from them. This is because the atmospheric density
decreases and atmospheric variations originating closer to the Earth’s surface get amplified
as they move to higher altitudes. Thus much care is needed while taking measurements
and during analysis of data from these altitudes so as to accurately distinguish between a
geophysical feature and noise. Sica and Thorsley [1996] and Wilson et al. [1991] describe
that large geophysical variations are observed with increasing altitude. They describe that
temperature variations also increase due to these geophysical activities, ranging from « 2 K
near lower mesosphere or stratopause (45 - 55 km) to w 10 K near Upper mesosphere («
75 km) increasing even more with height. Hence one expects to find temperature variations,
of the above mentioned magnitudes, in the upper atmosphere. Hence temperature profiles at
these altitudes carry a signature of such geophysical activity (and other large scale motions
of the atmosphere) making them a very important atmospheric parameter. It becomes cru
cial to have a good knowledge of atmospheric temperatures at these altitudes which is made
possible by powerful instruments like lidars.
The lidar is a very powerful tool for atmospheric data retrieval. It has several advantages
over its other remote sensing counterparts. The use of a high power laser enables data col
lection from very high altitudes. Its temporal and spatial resolutions are very high, because
of its pulsed nature, as compared to the other contemporary instruments used for the same
purpose. Many different atmospheric characteristics can be monitored using a lidar - gravity
wave activity, atmospheric water vapour profiles, ozone, aerosols, wind measurements and
temperature profiles. As mentioned earlier, this project involves the retrieval of atmospheric
temperatures. The basic theoretical idea of processing lidar data to extract atmospheric tem
perature profiles was formally proposed by Chanin and Hauchecome [1984]. Lidars around
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the world have been successfully using this theoretical approach for temperature retrieval.
The approach works based on fundamental physical laws (ideal gas law and equation of hy
drostatic balance) which the Earth’s atmosphere has been observed to obey. Lidars around
the world have used this technique with slight modifications depending on what type of data
is being processed (e.g. differences depending on the type of scattering from the atmosphere:
Rayleigh, Raman etc.). But there is a basic drawback in the approach which does not permit
its usage to the full observational range of altitudes. The retrieved temperatures for a spe
cific region of the observational range have to be discarded because of the high uncertainty
associated with their retrieval and thus the data gets wasted. The analysis method suggested
by Chanin and Hauchecome [1984] is an analytical method and is straightforward. But with
the advent of modern computers and the resultant increase in our computational capabilities,
solving problems numerically has become very easy and fast. In this project a new numer
ical method, which works on the same physical principles as the conventional method, but
employs the method of mathematical inversion was developed and studied.
The theoretical details of the lidar technique and the conventional method of processing
lidar data is presented as background in Chapter 2. A general introduction to the theory
of mathematical inversion and the technique used in this project is provided in Chapter 3.
Details of the solution that was developed and its practical application to the lidar data is
discussed in Chapter 4. A detailed numerical approach to the analysis of errors for this
method is then discussed in Chapter 5. Further, the results retrieved from the data obtained
from the Purple Crow lidar facility at the University of Western Ontario, is discussed with
their error analysis in Chapter 6. A discussion of the advantages and drawbacks of the
technique, conclusions and future work, is presented in Chapter 7. Another solution which
is expected to perform better than the solution investigated in this project is also presented
in Chapter 7 as future work.

Chapter 2
Lidar Basics and lidar Equation
A detailed discussion of the lidar theory, its usage and criteria used to simplify it and the de
velopment of the ‘Conventional method’ which utilizes this theory to convert lidar data (at
mospheric density profiles) into atmospheric temperature profiles is presented in this chapter.
A lidar works on similar principles as a Radar. A monochromatic electromagnetic signal is
incident upwards on the atmosphere, the signal is scattered and attenuated by the different
atmospheric components like gaseous molecules, aerosols, water vapour, ice crystals etc. as
it travels through some volume of the atmosphere and the scattered signal is received back
and analysed. Though they work on similar principles, there is a basic difference between a
lidar and a Radar. Where a Radar uses radio waves for sounding, a lidar uses shorter wave
length electromagnetic (EM) waves for the same purpose. Depending on the wavelength of
the light used, which can vary from the infra-red, through the visible into the ultraviolet parts
of the electromagnetic wave spectrum, various aspects and characteristics of the atmosphere
can be studied using a lidar. This proves to be a big advantage of the lidars over Radars
because through this flexibility lidars become suitable for use in a number of atmospheric
sounding and other studies which are not possible with a Radar. A detailed discussion of the
theory and uses of lidars can be found in Measures [1984], Kovalev and Eichinger [2004],
5
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Sica et al. [1995], Argali and Sica [2002a], Argali and Sica [2002b] and Thomas [1995], The
basic functional blocks of a lidar system are listed here:
1. A laser transmitter which generates short and intense, monochromatic light pulses
which are directed towards the atmosphere.
2. A photo-receiver (a parabolic mirror in most cases) which collects the light scattered
from the molecules and other particles of the atmosphere. This system also includes
optical filters to separate different frequency components of the scattered light.
3. A recording system which digitizes the electrical signals generated by the receiver.
The atmosphere contains several types of particles which range over a variety of sizes
(10_l nm to 107nm), shapes and other characteristics. So the scattered signal contains a
signature of the atmospheric constituents at the scattering altitude. It is known, from the basic
knowledge of the physics of molecular and particulate scattering, that light is not scattered
isotropically in all directions, but remains symmetric about the line of incidence. One way of
observing this light is to observe it in the line of incidence. Such Lidars in which the source
and receiver are placed at the same location, so that the backscattered light is received by the
receiving system along the line of incidence, are known as monostatic Lidars. On the other
hand in a bistatic lidar set up, in which the receiver is not placed along the line of incidence
but at a distance from the light source at an angle to the line of incidence, light scattered in
angles other than 180° is observed. The Purple Crow lidar is a monostatic set up and thus a
theoretical overview of only such systems will be presented here.
Most lidars use a pulsed laser as a transmitter. It should be noted that the laser pulse width
is directly related to the spatial width of the region of the atmosphere, which it illuminates.
If Tjo is the laser pulse width in time, then the volume of the atmosphere illuminated by this
pulse falls within a range r' and r" such that the following relations hold:

C hapter 2. L idar B asics and lidar E quation
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ct,

(2.1)

2 r" = C(t-T]0),

(2.2)

where, t (t :» 7/0) is the time it takes for a pulse, emitted at t = 0, to travel through the
scattering volume, get backscattered and get detected at the receiving end. The leading end
of the pulse is scattered at r' and the trailing end is scattered at r" distance from the lidar
site. A factor of 2 occurs in both the relations because each pulse travels the corresponding
length of the atmosphere twice before being detected. From the above equations a direct
relationship between the width of the illuminated volume and the laser pulse width can be
obtained and is as follows:

Ar — r' - r" -

ct/o/2.

(2.3)

Thus, the spatial resolution Ar of the lidar is set by the temporal pulse width of the laser.
A thorough theoretical discussion of the lidar technique can be found in Kovalev and
Eichinger [2004], As the whole system of lidar data collection includes both the lidar set
up and the atmosphere, properties of both will be reflected in the total intensity of light
received at the receiver. An equation relating the different atmospheric properties, lidar
system properties of a monostatic set up and the backscattered signal can be written (under
the assumption of single scattering). This equation is known as a single-scattering lidar
equation,

N(Zi) = N0AKoKq~

(~ ^ \ - [nXzdPr + nm(Zi)/3m(ZiM z + B{Zi).

4n(zi ~ Zo)2

(2.4)

Here, z, is the ith altitude and other parameters and variables are:
N(zd is the number of photons detected from one laser pulse which is scattered from a height
range Az centred around an altitude z,
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jV0 is the total number of photons emitted per laser pulse.
A is the area of the receiving parabolic mirror.
K0 is the optical efficiency of the lidar optical system.
Kq is the quantum efficiency of the photomultiplier tubes.
t (zo, z¡)

is the atmospheric transmission coefficient calculated between the altitude of the

lidar site z0 and the altitude from where the light is backscattered z¡.
nr(z¡), nm(Zi) are the air molecule and aerosol concentrations.
/3r,j3m(Zi) are the Rayleigh and Mie backscattering cross-sections.
B(z¡) is the background signal due to dark current and sky background.
The optics used in the lidar set up for sending and receiving light signals and also the pho
tomultiplier tubes used in the detection process are not 100% efficient. Thus optical and
quantum efficiencies are included in the lidar equation.
Two optical properties of the atmosphere appear in the lidar equation namely: the molec
ular (Rayleigh) and aerosol (Mie) extinction coefficients and the molecular and aerosol
backscatter cross-sections. The data that was analysed in this project was collected from the
upper atmosphere. The atmospheric composition in this region of the atmosphere remains a
constant and aerosols are found in negligible amounts. This simplifies the lidar Equation 2.4
to a very simple form. These simplifications will be discussed in the following paragraphs.
The Rayleigh scattered component of the backscattered light from the considered altitude
range is analysed for temperature retrieval. Most of the molecules present at these altitudes
exhibit Rayleigh scattering. For a particle to exhibit Rayleigh scattering its average diameter
must be smaller than the wavelength of the incident light and the medium should not contain
free charges. Since dimensions of the particles are small in comparison with the incident

9
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light wavelength, the field over the particle’s extension may be considered constant and pe
riodically varying in time. Under the influence of the electric field in the considered particle,
a dipole is induced that is a source of a secondary field and consequently of scattered light.
The molecular scattering cross-section, which is a function of angle of observation, is given
by:

Au -

n2(m2 - l)2N
(1 + cos26)
2N^A4

(2.5)

where, m is the refractive index of the medium, N is the number density at the existing
pressure and temperature, Ns is the number density at standard temperature and pressure
(Ns = 2.547 x 1019 cm-3 at Ts = 288.15 K and Ps = 101.325 kPa), A is the wavelength of the
incident light and 6 is the direction of observation with respect to the direction of incidence. It
should be noted that the scattered light is of the same wavelength as the incident light. Since
the atmospheric composition of the atmosphere below « 105 km remains a constant and
because most of the particles in the concerned atmospheric region are Rayleigh scatterers,
the mean (averaged over all varieties of molecules) Rayleigh backscatter cross-section fir
also becomes a constant and Mie backscattered cross-section /3m = 0. Further simplifications
of the lidar equation are now discussed.
The atmospheric transmission coefficient

of a thickness H of a medium is defined as

the fraction of the original radiant flux that passes through that layer of the medium (Ko
valev and Eichinger [2004], Wallace and Hobbs [1977] and Andrews [2010]). Its value
ranges between 0 and 1. It can be expressed in terms of the molecular and aerosol extinction
coefficients a ^ r(z) and aA<m(z) as follows:

Zi

(aXr(z) + a ^m(z))dz

Tx(zo,Zi) = exp

0

Z

( 2. 6)

10
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r 2(z0, zd is the two-way transmission coefficient. It is a product of incident and backscattered transmission coefficients. The two transmission coefficients can be different depending
upon the type of scattering because the extinction coefficients aXr(z) and a Xm(z) are wave
length dependent. In inelastic scattering processes like Raman scattering the wavelength
changes whereas in elastic scattering processes like Rayleigh scattering the wavelength of
the backscattered light remains the same as that of the incident monochromatic light. Thus
in the case of inelastic scattering the transmission coefficients will be different for the inci
dent and the backscattered light. But in the case of Rayleigh scattering (which was studied in
this project), the two-way transmission coefficient can be simplified to the square of the one
way transmission coefficient. The index A is omitted in Equation 2.4 although it is calculated
at the laser wavelength 532 nm.

-

A further simplification to the lidar equation can be made because of the constant com
position of the atmosphere in the region of interest. The mean (averaged over all varieties
of molecules) molecular or Rayleigh extinction coefficient is a constant with height, within
« 0.4% uncertainty (Hauchecome and Chanin [1980] and Argali [2007]), due to constant
mixing ratio of the atmospheric gases. Whereas the mean aerosol or Mie extinction co
efficient does not remain a constant and eventually tends to zero above the aerosol layer
(aerosol layer extends from the Earth’s surface to « 30 km altitude). Because this study
was performed using data from the upper atmosphere, the mean two-way transmission co
efficient can be taken to be a constant. Because the lidar site is below the aerosol layer of
the atmosphere, there will be a contribution of the aerosols to r 2. But this contribution will
be a constant too for both the incident and backscattered beams assuming the aerosol layer
remains more or less the same between the emission and receiving of a laser shot (which
is a reasonable assumption). Thus the two-way transmission coefficient becomes a constant
too. Thus, for our purpose, there remain only two variables in the lidar equation namely the
altitude z,- and the density of the atmosphere nr(zd.
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The lidar has been used to study many atmospheric properties using the characteristics
of the backscattered signal. Density variations or gravity wave activity, aerosols, clouds, ice
and water vapour profiles are some of the atmospheric properties studied by analysing the
lidar return. The study of atmospheric temperature profiles, characteristic of a geographical
location, and its seasonal variations, is one of the most common usage of lidar data, lidar
scientists have been employing a mathematical method to relate lidar return, which is en
ergy or photocounts, to atmospheric temperature profiles. This conventional method is now
discussed.

2.1

‘Integration from top’ approach: Method of Chanin
and Hauchecorne

The Earth’s atmosphere, in near stable conditions, behaves in a peculiar way that may be
utilised to relate its different properties to each other by simple laws of physics (Chanin and
Hauchecorne [1984] and Hauchecorne and Chanin [1980]). The atmosphere is seen to follow
these physical laws even in the presence of geophysical variability and wave activity which
are almost always present in the atmosphere (Chanin and Hauchecorne [1981]). For example,
in dynamic and thermal stable conditions the atmosphere behaves as a nearly stratified fluid
in hydrostatic balance under the action of gravity. Thus one can write

dz

= -P(z)g(z),

(2.7)

where P is the atmospheric pressure, p is the density and g is the acceleration due to gravity
at altitude z. This assumption is expected to be valid in the case of a lidar considering its
coarse spatial resolution and fine temporal resolution. The atmosphere also obeys the ideal
gas law:
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( 2 .8)

where R is the universal gas constant, T is the atmospheric temperature at altitude z and M
is the mean molecular weight of air (total mass divided by the total number of particles in
a parcel of air). Assuming that the above two relations hold for a lidar, they can be used,
in conjunction with the lidar Equation 2.4, to set up a relationship between observed lidar
return and temperature at each altitude of observation.
This idea was formally suggested by Chanin and Hauchecome [1981] and Chanin and
Hauchecome [1984] (referred to as the CH method for brevity). Following them, in the
light of the above discussion, Equations 2.4, 2.7 and 2.8 can be merged together, assuming a
constant mixing ratio of the major atmospheric constituents (i.e. constant air mean molecular
weight M). Equations 2.7 and 2.8 give:

dP =
dz ~

MP(z)g(z)
RT(z)

(2.9)

dP
Mg(z) J
= —TZZZ7~dz
P(z)
RT{z)

( 2. 10)

This leads to

On integrating this expression over a thin layer of width Az, bounded by the altitudes
z - Az/2 and z + Az/2
Zi+Az/2

( 2 . 11)
Zi-Az/2

where, P+ = P(zi + Az/2) and P- = P(z, - Az/2). This is not a linear relationship in the
temperatures T{zd (as it occurs inside an integral and as a exponent in the expression for
pressure). A direct or linear relation between the observables (atmospheric density) and the
system parameters (temperatures) can be obtained by assuming an isothermal atmosphere

13
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and a constant g within each of these layers. Then the above expression can be further
simplified at each altitude Zu i = 1 to N,

Mg(zj)
RT(z¡)

(

2 . 12)

Rearranging the terms,
T(zi) = ---------- ----------- .
K * Mgfo)log(P+/P_)

(2.13)

Taking advantage of the hydrostatic balance of the atmosphere, P+ and P- can be written
as follows:

N

P(Zi + Az/2) = P0 + Y

j

P(Zj)g(Zj)Az

(2.14)

j= i+ 1

N

P(z¡ - Az/2) = P q + ^p(Z j)g(Z j)A z
j=i
= P(Zi + Az/2) + p{Zi)g{Zi)Az

(2.15)
(2.16)

Here, P0 is the pressure at the Nth altitude (or the highest altitude) of observation. As
is evident, an application of the above algorithm requires a knowledge of the atmospheric
density profile for that particular day. This is obtained at altitudes z¡ from the lidar data using
the lidar equation as discussed later (under ‘Obtaining Atmospheric Density Profile from
lidar counts’). A representative value for P0 can be obtained from a standard atmospheric
model for the corresponding date and time of observation. Using this assumed value of P q,
which is usually referred to as the ‘seed pressure’, the algorithm can be initiated to obtain an
atmospheric temperature profile using Equation 2.13.
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Obtaining atmospheric density profile from lidar counts
The physical observable obtained from a lidar is energy, which can be directly related to the
number of corresponding photocounts using the relation E = hv. Theoretically, the number
of photocounts which backscatter from an altitude should be directly proportional to the
atmospheric density at that altitude and this is exactly what the lidar equation expresses. A
relationship between system constants of the lidar, properties of the scattering atmosphere,
frequency of the light used and the expected lidar return (photo counts) is represented in
the lidar Equation 2.4. But since the data used here has been collected from the upper
atmosphere, approximations that were discussed earlier can be applied to the lidar equation
to reduce it to the following form:

p(Zi) = C(N(z¡) - B(Zi))(Zi - zo)2,

(2.17)

where symbols are as described earlier. B(z¡) is the background count due to various light
sources other than the laser itself (e.g. light pollution from nearby cities, light from stars and
Moon etc.). The signal is corrected for this background to obtain the original backscattered
signal. The constant C or the normalisation constant is a combination of all the constants
occuring in the simplified lidar equation. It depends on the laser power, the optical and
quantum efficiencies of the system and on the two-way transmission coefficient t 2(zo, z¡)- C
can be obtained by fitting or scaling the lidar counts between some of the lower altitudes
of the observational range (43 km to 65 km in our case) to the corresponding density values
obtained from a standard atmospheric model or from an experimental observation (e.g. ra
diosonde data from the nearest meteorological station). Using this constant the lidar return
at all the grid points can be converted to corresponding atmospheric densities. This density
profile can then be used to obtain pressure profiles using Equations 2.14 and 2.16 which, in
turn, can be used to obtain temperature profiles from Equation 2.13. Although it should be
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noted that only a relative density profile is needed for the retrieval because the density and
pressure terms occur in ratios. Hence scaling to a model density is not a required step. This
completes a theoretical description of the conventional method that has been used by lidar
scientists to retrieve atmospheric temperatures. But as mentioned earlier there is a limitation
to the use of this method.

2.2

Drawbacks of the method

The necessity of guessing a seed pressure value puts a limitation on the usage of the above
algorithm. It is clear that a relative pressure consistent with hydrostatic balance is to be gen
erated before applying the ideal gas law to it. Although an uncertainty AP in the assumed
seed pressure value shifts the pressure profile parallel to its true value by AP, it is observed
that as the downward integration is performed the uncertainty in the retrieved temperature
profile decreases as more observed lidar data or information is added in the retrieval process
at each step. And as the temperatures are retrieved integrating from the top, the temperatures
retrieved closer to the higher end of the observational range carry most of this error. It is
observed that for a 15 % uncertainty in the seed pressure, the uncertainty in the retrieved
temperatures decreases to less than 2 %, 15 km below the top altitude and less than 1 %,
5 km lower (Chanin and Hauchecome [1984]). Thus it is customary to discard the top 10 15 km of temperatures retrieved. This problem is confronted at the top altitude limits what
ever the working altitude range might be (lower, middle or upper atmosphere). So some of
the data has to be discarded even if one works in the middle atmosphere (w 20 - 50 km) or
higher (« 50 - 100 km). Apart from this there is one more similar issue which occurs due to
the increasing rarefaction of the atmosphere with altitude. This effect, which is mathemati
cally discussed below, is observed only at higher altitudes but causes the same effect on the
calculated temperatures at the top of the observational range, necessitating the abandonment
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of some retrieved data.
The algorithm described in Section 2.1 can also be initiated by choosing a ‘seed temper
ature’ Tseed value at the top of the atmosphere (Gardner et al. [1989]). The lidar equation
will now be reformulated to use a seed temperature.
The equation of hydrostatic balance is integrated from an altitude (z„ 7„ P,) to the top of the
observational range (zo, T0, Po) leading to

dP = P0 ~ Pi

rZi

p(z)g(z)dz,

(2.18)

but, from the ideal gas law,

Pi = PiRTi/M
and

P0 = poRTo/M.

The above equation is written in terms of a seed temperature To, chosen at the top of the
observational range, as follows:

rj, rj, Po m_ r p(z)g(z)
1 i - * o—
Pi + R X
pi
which can also be easily written in terms of seed pressure as

(2.19)

n M
. M
f °p(z)g(z)J_
( 2. 20)
Ti = P0— + —
--------- dz.
Rp> R J z ,
Pi
It should be noted that the second term in both the Equations 2.19 and 2.20 is independent
„

of the seed temperature or seed pressure value. So an uncertainty in the estimation of Po or
To effects only the first term of the RHS. i.e., if the seed pressure value is represented as a
sum of the ‘true signal’ P,rue and the error AP as

Po = P,rue + AP.

(2.21)

17

C hapter 2. L idar B asics and lidar E quation

Then Equation 2.20 becomes:
zo

T, =

RPi

+

Rp,

"
R

f

J

Pi

( 2 . 22 )

which can be rewritten as
(2.23)

Ti - T,rue + AT.
Here,

T
1 tr u e

-

M P,rue
Rpi

| Ml r p(z)g(z)

RJ

(2.24)

Pi

Zi

AP
and AT = M — .
Rpi

(2.25)

From Equation 2.25 it is evident that the uncertainty in calculated temperatures is directly
proportional to AP and because of its inverse relationship with atmospheric density, AT
increases as the density decreases with altitude. Also, because the seed pressure is chosen
at the top of the atmosphere, there is expected to be a large uncertainty in its value if the
observation range extends upto the lower thermosphere, which is about 100 km, because of
the lack of availability of good measurements at these high altitudes and presence of high
geophysical variability. Hence, the uncertainty in retrieved temperatures is very high at high
altitudes. Thus, because of this reason and the one mentioned at the beginning of this section,
it has become customary to reject the top « 10 km to « 15 km of temperature data. This is
a major drawback of this approach. This problem can be easily seen manifesting itself in
Figure 2.1.
Moreover, the coupled Equation 2.11 has been decoupled and linearised by assuming
an isothermal atmosphere between consecutive grid points. By making such an assump
tion a crucial detail of the temperature profiles is expected to get lost. Chamberlain [1978]

18
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Figure 2.1: Temperature retrieved from real lidar data using CH method. Panel 1: Different tem
perature profiles retrieved using different values of seed pressure as indicated in the legend. Panel
2: Percentage difference between these temperature profiles and the profile retrieved using unbiased
value of seed pressure.

describes that the scale height for the atmosphere is defined as the height for which the
atmospheric pressure decreases by a factor e. The general expression for scale height is:
1 _ /J_JT
77* “ ~\T~dz +

(2.26)

where, symbols are as defined earlier. In the case of an isothermal atmosphere the scale
height reduces to the following:

H = -----Mg

(2.27)

A comparison between Equations 2.26 and 2.27 instantly shows that in the parts of the atmo
sphere where there is a sharp gradient in temperatures (e.g. near temperature inversions), the
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simplified expression for scale height will no longer be a representative of this characteristic
of the atmosphere. Thus in the CH method there is expected to be a discrepancy in retrieved
temperatures near such regions.
Some methods to tackle this problem were investigated in this project. An immediate
solution, integration from bottom, that was initially investigated is discussed in the next
section. It will be see that this solution fails. Another method, of mathematical inversion
that was investigated and proved to be successful, will be discussed in the next chapter.

2.3

Integration from bottom

To apply the algorithm suggested by Chanin and Hauchecome [1984], one needs an atmo
spheric pressure value at each grid point. These values are calculated using the equation of
hydrostatic balance by successively adding hydrostatic pressure contributions (p(z)g(z)Az),
from each layer, to the seed pressure assumed at the top of the atmosphere. But the same
grid values can be generated by summing upwards by assuming a seed pressure value at the
bottom of the observational range as
f
P(z¡ + Az/2) = P0 - ^ p ( Z j ) g ( Z j ) A z

(2.28)

7=1

and
P(Zi - Az/2) = P(Zi + A z / 2 ) + p(Zi)g(Zi)Az.

(2.29)

This is expected to give a better estimate of the pressure values at different altitudes
because a better approximation of the ‘seed pressure’ value can be made at the lower limits
of the observational range if it lies in the lower or middle mesosphere (~ 40 km). This
is because a good estimate of this value is available from other experimental sources and
standard models at these altitudes. But a different problem arises in this approach. As
the pressure decreases as one moves up in altitude, to calculate a pressure profile, starting
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Figure 2.2: Temperature retrieved from real lidar data using CH method. Temperatures are retrieved
both by integrating from top (black curve) and from bottom (red curve). Seed pressure values both at
the top and bottom of the altitude range were selected from CIRA 1990 model (Rees et al. [1990]).
Upper part of the red curve extends upto « 105 K but is not displayed.

from the bottom of the observational range, the p(z)g(z)Az contributions will have to be
subtracted from the seed pressure value at the bottom. From Equation 2.28 it is clear that as
one calculates P{z¡) at higher altitudes, the difference P0 - £ 7=1 p(Zj)g(Zj)Az might become
slightly negative because a difference between two large and approximately equal numbers
is performed. If the chosen value of P0, at the bottom of the altitude range, becomes even
slightly deviant from its appropriate value then the difference will become negative as one
moves up in altitude. This makes pressures negative and hence the retrieved temperatures
start to diverge rapidly from their real value. This will happen even if the seed pressure value
is only slightly erroneous. This effect is observed in Figure 2.2. The seed pressure value
chosen for integration from bottom was borrowed from Rees et al. [1990]. It is evident that
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the retrieved temperatures are highly sensitive to the Po,bottom- Therefore the method fails to
retrieve atmospheric temperatures. Integration from top, on the other hand, does not suffer
from such a drawback because a cumulative sum is performed instead of a difference. Thus
even a large deviant value of seed pressure won’t make the retrieved pressures negative,
hence eliminating the possibility of temperatures going infinite. The only way to retrieve the
temperatures is to devise a method which is fundamentally different from the conventional
approach but is based on the same physical principles. This realization led to the work
described in this thesis and will be the subject matter of discussion throughout the rest of the
text.

Chapter 3
Mathematical Inversion
The primary candidate in our search for an alternative temperature retrieval method was
mathematical inversion. Mathematical inversion (also sometimes termed as global optimiza
tion) is a generic term used to describe a very broad class of methods which are used to
quantitatively extract useful information about a natural system using observational data ob
tained from it. It utilizes the mathematical relations that exist between the observable and the
desired parameters of the system to mathematically estimate the characteristics or the ‘state’
of the system which otherwise is very hard to observe. Inversion is a very commonplace
method which is used, most of the time, in very simple forms. For example, in many phys
ical science experiments not all the characteristics of the system can be measured directly.
But characteristics like energy of the system are very easily observed and are generally the
direct observable of the system from which information about other characteristics can be
derived using mathematical inversion. Curve fitting is another example of inversion. The
‘Forward theory’ on the other hand is the technique of predicting different observables of
the system using information about its known characteristics or ‘state’. In ‘Forward theory’
predictions of different characteristics of the system are made based upon the knowledge
of its current ‘state’, e.g. predicting the wavelength of radiation emitted by a black body
22
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based on its temperature. The ‘inverse problem’ will be to determine the temperature of the
black body based on experimental knowledge of the energy of the radiation emitted by the
black body (For detailed discussion refer to Menke [1989], Aster et al. [2005] and Twomey
[1977]).
In the general formulation of an inverse problem, the observables and parameters must
first be identified. It should be noted that variables associated with a problem are different
from the parameters of the problem which specify the ‘state’ of the system. For example,
consider the problem of a geophysical sounding experiment where the resistivity of the up
per layers of the Earth’s crust are determined by applying a potential difference between two
nearby points of the Earth. Potential differences at points midway are measured. Then the
observed data is inverted to obtain the Earth’s resistivities at different depths. Here poten
tial difference is the observable or data which has to be inverted, depth is a variable and
resistivity is a parameter which defines the ‘state’ of the system. It is the value of the param
eter which is sought from inverting the data. Therefore, one needs to separate the observ
ables and parameters for a given problem. Lets consider the two N - and M —tuple vectors
d = [di(x),d2(x),d^(x), ...,dN(x)] and m = [tn^x), m2(x), m3(x) ,..., mM(x)]. Throughout the

rest of the thesis, letters in bold face represent matrices. Here, d is the vector of observed
data and m is the vector of unknown model parameters. As can be seen both of these can be
functions of the variable x which represents elements belonging to the configuration space.
To formulate the ‘inverse problem’ one also needs to define a mathematical relation between
d and m. This relation is provide by the forward theory and is generally called the forward

model F.

F(m) = d

(3.1)

Here F can be a complex non-linear function of the M parameters m, or it can be a simple
linear function of m. In the linear case Equation 3.1 reduces to:
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(3.2)

Fm = d,

where F is the matrix form of the now linear operator F. Writing in expanded form:
(

\ f

(
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F 2,2

' ''

F 2,M

m2

\
dx
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•••
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t

.
A

k

/------------

=

Such a linear form is very easy to solve. It is just a matter of inverting the matrix F to find
out the parameters m (it should be noted that in the linear case the restriction M - N defines
the unique analytical invertibility of F)

"—

m = F;'d,

(3.3)

where F“1 is a generalized inverse. It is a generalized inverse because M t N and hence the
standard definition of a matrix inverse breaks down. In cases when the matrix is not square
(over or under determined inverse problems) such generalized inverses (e.g. the MoorePenrose inverse) are used (Aster et al. [2005, Chapter 2]).
Unfortunately, most physical problems, where inversion is to be done to obtain the physi
cal state of the system, are not linear in their parameters. In many such problems the relation
ship is linearised by taking different approximations to the system. The present problem of
retrieving atmospheric temperatures or the physical ‘state’ of the atmosphere from the exper
imental data (in the form of light intensity or energy) obtained from a lidar, is also an inverse
problem where atmospheric temperatures are the parameters sought and the observable is
light intensity. But as observed in Section 2.1, the relation between the two is not linear
and, hence, not directly invertible. To solve the inverse problem Chanin and Hauchecorne
[1984] linearised it by making an assumption of an isothermal atmosphere between two grid
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points at the cost of some information in the temperature profiles (as explained in Section
2.1). Our objective in this project is to perform mathematical inversion without making such
assumptions so as to capture the true temperature profile of the atmosphere keeping in mind
that most of the time it will not be isothermal within its layers.
There are a number of ways to solve a non-linear inverse problem (Menke [1989] and
Aster et al. [2005]). But because of the simplicity of the linear inverse problems, and be
cause of the lack of high computational power, the earliest way of solving non-linear inverse
problems was to quasi-linearise them. This approach is described in the next section.

3.1

Quasi linearisation

This is an iterative approach to approximate the ‘true’ value of parameters by guessing some
initial value for them and updating them with a better value, step by step by following some
optimisation criteria. Let us expand the the function F(m) of Equation 3.1 about a point m0
in a Taylor series:

<9F
F(m0 + 5m) = F(m0) + —
am

1 <92F
m0

+ 2! dm2 mo

5m2 + • • • .

(3.4)

If m0 is an initial guessed value of the parameter vector m and m0 + 5m is its ‘true’ value
that is sought, then F(m0) becomes a guessed value of d and F(m0 + 5m) its true value d,rue.
In such a case an approximate solution to the problem can be found by truncating the above
equation to its linear form and calculating 5m (assuming the guessed value, m0, is close to
the true value so that 5m is very small) using

5m.
F(m0 + 5m) = F(m0) + —
am mo

(3.5)
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This leads to
d¥_
5m
dm m0

=> J5m

F(m0 + 5m) - F(m0)

*true

destimated

(3.6)

where J is the Jacobian matrix defined by:

(

\

dFu
dm\

dF\2
dm\

dF\,M
dm\

dF 2,1
dm2

dF22
dm2

dF2,M
dm2

dFNA
dmM

9Fn,2
dmM

dFHM
dmM

The problem reduces to inverting the Jacobian matrix (which may or may not be square) to
obtain the increment 5m. In the case of non-square matrices, as before, generalized inverses
or other more general methods can be applied to obtain the solution (for examples refer to
Aster et al. [2005, Chapter 9,10]). This solution can be improved by iteratively updating the
‘guessed’ solution at the (t + 1 )'h iteration by its value obtained at the f h iteration

W m /+i — d true

^(V^t,est)

and IW/+1 est = mw + 5mr+i.

(3.7)
(3.8)

Following these equations, the solution can be iteratively updated by their new values which
lie closer to the ‘true’ solution. The condition on convergence of the guessed solution to
the true one is implemented by minimising the x 2 (also referred to as the cost function, not
to be confused with a x 2 distribution) difference between them. This is called the leastsquares solution. Following the method of maximum likelihood, the^ 2 difference is defined
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assuming that the data is sampled from a Gaussian distribution and is expressed as follows:
(Bevington and Robinson [1992, Chapter 4])

A"2(X) = (X - X)r Var"'(X - X).

(3.9)

This can be expressed in the following expanded form

(3.10)

This is defined for a data vector X of size N and mean vector X, where xj is an element of
the data vector, x] is the expected value of that variable and cr2 is the data variance for the j th
variable.
While obtaining a minimum;^2 solution of the quasi-linearised form of the inverse prob
lem the values of ‘guessed’ parameters are updated at each iteration and the x 2 value is
obtained with X = d (the data vector d) and X = d“ ' (the estimated value of d at the t,h iter
ation). A convergence criteria is set for the^ 2 value and as soon as the search process meets
the criteria the algorithm exists the loop with the current value of m„, as the final retrieved
value of the parameters.
Techniques similar to quasi-linearisation have been previously applied for retrieving at
mospheric properties from remote sounding measurements (Rodgers [1976, 1990]). The
inverse problem of retrieving temperatures from lidar data was initially tried to be solved
by quasi-linearisation using methods like régularisation and Occam’s method (Aster et al.
[2005, Chapter 10]) but due to some convergence issues it was decided to apply a simpler
technique, which is numerical in nature and not analytical like quasi-linearisation, to obtain
a solution. This method of global optimisation, known as grid search technique, is discussed
in the following section.
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Grid search method

The Grid Search technique is one of the many global optimisation techniques for solving
non-linear inverse problems. It is used for searching parameter space to obtain the optimum
value of every parameter m, so that it, together with the forward model F (Equation 3.1),
yields a minimum value for the cost function^ 2 given by Equation 3.9 or 3.10. Thus grid
search is also a least-squares approach but is applied in the problems of non-linear fitting
when the system of governing equations is not linear in the parameters, i.e. they are of the
form of Equation 3.1. In such cases an inverted solution can not be obtained analytically as
can be done with a system of linear equations or as in the approach of quasi-linearisation.
Solution is obtained numerically by following an iterative approach which slowly tends to
wards the expected solution (Bevington and Robinson [1992, Chapter 8]). The grid search
method is applied when the parameters are weakly correlated to each other or in other words
there is only a little sensitivity of each parameter on the values of the others. The optimum
value of every parameter is obtained by minimising x 2 with respect to each parameter in
dividually. The initial or ‘guess’ value of the i,h parameter m,<( at the tth iteration is then
replaced by the new optimum value of the parameter ml t+\ obtained at the (/ + l)i/! iteration.
If this procedure is performed for / number of times or iterations, where I is determined in
a way that is described later, then the solution is expected to converge to the right solution
or at least to the closest local minimum. Following is a systematic description of how the
algorithm is implemented:
1. A mathematical forward model F, to mathematically calculate the value of an observ
able, is formed in terms of the variables and parameters of the problem (Equation 3.1).
2. A starting value m t est for every variable is selected at iteration number t = 1, according
to some criteria described later under ‘Parameters: Starting values’. A step size or
increment value Am(i„, for each parameter is also selected at t = 1 according to the
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criteria described under ‘Step Size: Selection and Adjustment’.
3. The model value of the observable dmodei is calculated using the guessed values of the
parameters.
4. x 2 is calculated using dexp, dmodei and Equation 3.9.
5. One parameter m,-j( is incremented by its corresponding step size Amit in the direction
(either +AmiJt or -A mi4) in which x 2 decreases.
6. Incrementing mi t is continued in the same direction until x 2 stops decreasing and be
gins to increase.
7. mi t is updated by its new value for whichx 2 is a minimum.
8. The same procedure is followed to minimize^ 2 with respect to each parameter indi
vidually.
9. After updating all the parameters with their new values, the step size Am, „, is changed
to a lower value to refine the search in the next iteration.
10. All the steps after number 3 are repeated until the last iteration yields a predefined
negligibly small decrease in^-2.
11. When the predefined convergence condition is met, then the search process exits the
loop with the current value of m as the final retrieved value of parameters.
The algorithm is described sequentially in Flowcharts 3.1, 3.2 and 3.3.
A basic problem in simple optimisation methods like grid search is that the algorithm can
get caught in a local minimum. The cost function x 2 can have more than one minimum, in
other words there can be more than one combination of the parameters which may minimize
X2

but not necessarily to the actual global minimum. It is evident that the algorithm used

Figure 3.1: Basic Structure: This flowchart shows the basic structure of a grid search algorithm. In this and the following flowcharts
all bold face letters represent matrices. ‘F ’ stands for the mathematical forward model (refer Equation 3.1). m is the set of parameters

I

of the problem, d is the data vector,

i

is an index in the parameter space, i.e. represents the

d exp represents the experimentally known value of the observable (eg: lidar counts),

m guess

i th

parameter,

t

represents iteration number,

is the set of guessed values of parameters of

the problem, Am, is the set of step sizes for different parameters, dmodel is the set of values of the observable obtained using the forward
model F and the guessed values of parameters m„ x
^ p r e d e f in e d

1

is the chi square difference between

*s a predefined value of the cost function which is used as an exit point.

i

d exp

and d modei (given by Equation 3.9) and
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Figure 3.2: Direction of Increment: Flowchart for subroutine named ‘Decide direction of m, and Search parameter space’ within the
main structure Flowchart 3.1. It describes how the direction, in which the value of a parameter is to be incremented, is decided based
upon the increase or decrease in the value o f x 2 with the corresponding increase or decrease in the value of a parameter m,-.
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Figure 3.3: Search Parameter Space: This flowchart shows the functioning of the subroutine named
‘Search parameter space’ within the Flowchart 3.2. It describes how the optimum value of a parameter
is obtained by minimising^2 at that step or iteration.
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in this study is also susceptible to falling into local minima instead of a global one. In
this respect the grid search technique is not a very accurate one and there exist other, more
involved techniques, which take care of this problem more effectively than the simple grid
search (Aster et al. [2005], Bevington and Robinson [1992] and Menke [1989]). But there
are ways in which the problem of falling into local minima can be tackled while applying
the grid search technique. Some such strategies are discussed here.

Parameters: Starting Values
As discussed above there can be more than one set of parameter values that are a solution
to the ‘AT coupled equations (Equation 3.1) or which minimize^2, and in many cases these
parameter values for the eligible solutions lie within a reasonable range of values. So it is
very important that the ‘right’ set of parameter values be chosen from amongst the eligible
candidates so that the algorithm may start closer to the global minimum. There are different
ways in which the best candidate may be chosen. Bevington and Robinson [1992] describes
some of these ways in detail. The method that was initially used in the current study was
graphical. Curves for x 1 for a full and acceptable range of parameter values, for every pa
rameter, are plotted and the best initial value of the parameter is decided by choosing the
one which gives the low est^2. In this way, by visual inspection, the most favourable initial
values of the parameters can be obtained. Another way of getting a favourable starting value
of a parameter is to borrow it from some standard theoretical or experimental source.

Step Size: Selection and Adjustment
Selecting a step size, which will be different for different variables, is also crucial. Where
small step sizes can make the convergence more accurate but slow, large step sizes make
the convergence faster but can overshoot the valley that contains the desired x 2 minimum.
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The step sizes also have to be readjusted after each iteration so as to make the search more
refined. In the current study the step sizes were chosen to be proportional to the initial guess
values of the parameters and were readjusted at each step as will be described later in Section
4.2 of Chapter 4.

Bounds on Parameter Values
Some parameters can not take unrealistic values, but during the search process their values
can get outside their acceptable limits. In such cases a bound can be put on the values that
forces the search process to search for parameter values within the specified range only.

Condition for Convergence
If the initial guessed values of the parameters are good enough and if the step sizes and
other factors are properly chosen then the algorithm will converge to the desired point after
some iterations of the parameter values. One might not require to continue searching beyond
a point after reaching a reasonable solution. Moreover after some iterations the algorithm
might start to fit the noise in the data. So it is desirable to specify an appropriate exit point
to exit from the loop with the latest values of the retrieved parameters. There is no unique
method of specifying this exit point and it may differ from problem to problem. Bevington and Robinson [1992] describe in detail some criteria to select this exit point. A good
condition for convergence might be that the change in x 2 per degree of freedom or for each
parameter may be less than or equal to 0.1%. Other similar conditions may be applied too.
The criteria that was used in the current study will be discussed in Section 4.2 of Chapter 4.
The grid search method is also expected to get slow if the parameters are not independent
of each other or at least weakly correlated to each other. This can be observed in Figure 3.4.
The figure shows contour plots of the cost function x 2 as a function of its parameters for a
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Figure 3.4: (Adopted from Bevington and Robinson [1992]) Contour plot of % 2 for a problem with
two correlated parameters m \ and m i . The correlation makes the axes of the ellipse not parallel to the
coordinate axes. The zigzag line represents the path that is followed during the grid search process to
reach the minimum o f ^ 2.

two-parameter problem. For problems having more parameters the contours will be hyper
ellipses. If the parameters are correlated then the major and minor axes of the ellipse will not
be parallel to the coordinate axes. Thus an increment in the parameter value, which is parallel
to the coordinate axes and not to the axes of the ellipse, will not direct straight towards the
minimum of x 2 and hence the algorithm will follow a zigzag path towards the minimum
as shown in the Figure (Bevington and Robinson [1992]). In the case of uncorrelated or
weakly correlated parameters the axes of the ellipse will be parallel to the coordinate axes
and the convergence will hence be faster. Although the convergence will be slow if the
parameters are correlated, the grid search technique will still converge to the desired solution.
An improvement can be made to decrease the effect of ‘correlatedness’ of the parameters by
making use of the ‘true’ definition of the^ 2 function for correlated data, which is:
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(

3 . 11)

where Cov is the data variance-covariance matrix whose entries are the average values of the
product <(jc, - ~Xi)(Xj - Tj)), where jc, and xj can be any two variables of the total N number of
variables. For a system of N variables each having a sample size of M, a detailed expression
for the (i, j),h term of the variance-covariance matrix can be written as:
M
(Xg - Xj)(XjM - Xj)
Cov(Xj, xj) - ^
(3.12)
M
k=1
Variance of a data set can be derived from the above expression itself by substituting i = j
M
( x g ~ Xj)2
Var(Xj) = ^
M
it=l

(3.13)

Equation 3.11 is a general expression for^f2, the square root of which is called the ‘Mahalanobis distance’ named after P C Mahalanobis who first proposed it (Mahalanobis [1936]).
It should be noted that this expression is more general than the expression where only
variances are used as weights (Equation 3.9) (Bevington and Robinson [1992] and Menke
[1989]). This expression takes care of correlations between different parameters and hence
the convergence is expected to be faster. It will be see in Section 4.1 of Chapter 4 that the
form of the forward model developed in this study shows that there is a theoretical correlation
between temperatures retrieved at different altitudes. Also because there is geophysical vari
ation present in the atmosphere, this also introduces some correlation. Thus the algorithm,
for the current problem, was run by using both the general and simplified versions of the
definition of x 1 and an obvious improvement in the speed and accuracy of the convergence
process by the use of the general form was observed. Thus in this study the general form of
X 2 (Equation 3.11) was used as the cost function.
After a detailed discussion of mathematical inversion and the grid search technique let’s
proceed towards the details of the application of this technique to the current problem of
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retrieval of atmospheric temperature profiles using lidar data. Formulation of the mathemat
ical forward model used in this study and application of the grid search technique to it is
discussed in the next chapter.

Chapter 4
Temperature Retrieval using Grid Search
4.1

Theoretical development of the forward model

Problems that arise with the application of the CH method which limit the usage of the
method were discussed in the previous chapter. It was observed that decoupling Equations
2.11 is like losing some information about the temperature profiles near sharp temperature
gradients. Here, to include this information in the retrieved temperature profile, the full
coupled form of Equation 2.10 is used. This is achieved by integrating this equation on the
full observational range and again experimenting with integration from bottom (i.e. choosing
a seed pressure at the bottom of the observational range), in the following way:

(4.1)

(4.2)

(4.3)
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But from the ideal gas law (Equation 2.8), this equation can be written as

p iZ i)R T (zi)

—

m

~

„

( M

C

Zi 8 ( z )

= P^ ~ exp ( - j i

w

1 \

n

■

<4A>

From (Equation 2.17) p(z,) can be written in terms of the lidar return signal or photocounts
at the altitude z,-, which modifies Equation 4.3 to:

N(zd =

bottom M

exp

(4.5)

C R zm zi)

A similar relationship can be written if the integration is performed from the top instead
of bottom. By integrating Equation 4.1 from Zj to zo or from the current altitude to the top of
the altitude range the following expressions are obtained:

(4.6)

(4.7)

p(Zi)RT(zj )
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[
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Ja

H Z )

i \

(4.8)

)

J

(4.9)

This nonlinear relation (either Equation 4.5 or Equation 4.9) between N, and T} , j rang
ing from 1 to i, is our required forward model for the inversion problem. Note that it is of
the following form, making it non-linear:

d = F(m).
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This model F will be used to invert the lidar data, represented by Nexp, to calculate the
parameters, represented by T(zi). A practical overview of the application of the method to
real lidar data will now be presented.

4.2

Practical Implementation

The global optimization technique used in this study, to invert lidar data for data retrieval, is
the grid search method (described in 3.2). The forward model that was used (as discussed in
Section 4.1) is given by Equation 4.5 (integration from bottom), or Equation 4.9 (integration
from top). The mathematical and ‘practical’ implementation of the grid search technique
to solve for atmospheric temperatures, from this forward model, will be discussed in this
section.
To mathematically implement the technique, first the mathematical definitions and values
of the constants of the forward model are needed. In Equation 4.5, g(Zj) represents accelera
tion due to gravity at altitude z,. The model for gravity which incorporates effects of latitude
etc. is obtained from using a slight variation (less than 8 x 10-4% at 10 km altitude and 45°
latitude) of the gravity model in the Handbook of Geophysics and the Space Environment
(AFGL [1985, Chapter 24]). The form of the gravity model used is:

g(z) = g o - [K(5 ) + K(6)cos(2Lrad)]z + [K(7) + K(%)cos(2Lrad))z2
-[K ( 9) + K(10)cos(2Lrad)]z\

(4.10)

where, Lrad is latitude L in radians given by:

(4.11)
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Table 4.1: Values of constants used in the forward model
Constant

Value

Unit

Average Molecular mass

0.0289644

kg/mol

Universal gas constant

8.31436

m3 Pa/mol K

Term K is given by the elements of the following matrix:
K = [9.780356,1.0,5.2885 x 10“3,5.9 x 10"6, 3.085462 x 10“6
2.27 x 10-9, 7.254 x 10-13, 1.0 x 10-15, 1.517 x 10-19, 6.0 x 10-22],

(4.12)

and go is given by:
go = AT(1)[A'(2) + K (3)sin\L rad) - K(4)sin2(2Lrad)].

(4.13)

Values of the other constants needed to initialize the forward model are listed in Table
4.1 along with their respective units.
As discussed earlier in Section 2.1, a relative density profile is needed to retrieve tem
peratures from lidar data. The counts are scaled to a density model to convert its units to the
units of density which is performed as described in Section 2.1. This in turn gives the value
of C. The photocounts collected by the Purple Crow lidar are integrated both in time and
altitude. Backscatter from every 1200 laser shots (« 60 sec) and over every « 2 4 m altitude
range are binned together to form a single counts profile or a single minute counts profile
(also single minute profiles). Such single minute profiles are obtained throughout the night.
To obtain a value of the constant C an average of these single minute profiles is scaled to
a density model. In this study the CIRA 1990 atmospheric model (Rees et al. [1990]) was
used as a standard density model and the lidar counts from 43 km to 65 km were scaled to it.
The next step is to choose a representative seed pressure value. In this study this value
was obtained from either the US Standard Atmosphere 1976 USSA [1976] or the CIRA
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model (Rees et al. [1990]). CIRA 1990 provides seasonally changing atmospheric properties,
in contrast to the not seasonally varying profiles of the US 1976 standard atmosphere. Thus
CIRA 1990 is expected to provide a better estimate of the seed pressure value PbottomNow referring to Section 3.2, guessed parameter values m,- (temperature profile Tguess in
this case) are chosen to initiate the algorithm. The Tguess can be obtained from a standard
atmosphere model. Both USSA [1976] and the CIRA model Rees et al. [1990] were used
interchangeably to make this initial guess. But the temperature profile generated using the
CH method is expected to be a more accurate estimate, thus it was used as an initial temper
ature guess to process all the real data that is presented in subsequent chapters. A graphical
method (as discussed under ‘Parameters: Starting Values’ in Section 3.2) was applied to ini
tially check whether the guessed values fall close to the closest^2 minimum or not. Initially,
graphs of x 2 were plotted at each altitude range i for a full range of parameter value 7] to
ensure that only global minimum exist within the acceptable range of the parameter. This is
done to avoid any unnecessary trapping of the search process in a local minimum.
Next, the step sizes Am, = AT,, which are used to iteratively change the parameter values
(‘Step Size: Selection and Adjustment’ in Section 3.2) are to be chosen. All the parameters
in our current problem are ‘Atmospheric temperatures’ at altitudes ranging between « 40 km
to * 90 km. Moreover, temperatures between these altitudes are of the same order ranging
between 150 K to 300 K. Thus the step size A7), which should be proportional to 7), can
be taken to be the same for all of them. In the current problem AT, were chosen to be
2 K. This choice was made after doing experimentation with its other possible values by
running the search process on a computer each time. It was seen that this choice makes
the search process converge for almost every real lidar night processed and also the process
of convergence does not become very slow. Thus AT, = 2 K was taken to be the step size
for all the lidar data that was processed for this project. Note that this choice will change
from problem to problem. But in most parts of the atmosphere (below the thermosphere) the
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temperatures remain of the same order. So the above choice is expected to work for other
altitude ranges of the atmosphere as well. The step sizes are also updated after completing
each cycle of parameter search. The sizes were changed by a factor of the current number of
iteration i.e. ATu = ATiJ=0/t = 2 K/t. This choice was also made after experimenting with
different ways of changing AT,-.
In all of the data processed for this project, all the counts collected over a night of obser
vation were coadded to get nightly averaged temperature profiles. This coadding of counts
also increases the signal to noise ratio (SNR) which helps extend the upper altitude limit of
integration. Coadding is also performed while applying the CH method, details of which
will be discussed at the end of this chapter. Spatial coadding is also done for all the data
processed for this project. Most of the time spatial coadding is done with a spatial resolution
of either 200 m, 300 m or 500 m. In the conventional method it is customary to start inte
gration, after coadding, from the altitude where the SNR becomes approximately equal to
2 i.e. when the the average number of counts received becomes w 4. The lidar data above
this height is not used to do integration. This is done because above this limit the noise level
increases too much to separate noise from actual signal. This limit may change from exper
iment to experiment and the way one defines or sets the tolerance limits. In the processing
of the PCL data with the CH method this limit is generally taken to be SNR = 2 (Argali and
Sica [2007]). In the current problem this limit is set at SNR = 2. This cut-off was decided
based upon the comparison between the standard error obtained in the conventional method
and inversion technique (Figures 5.1). Because the uncertainty in the retrieved temperature
is approximately the same for both the methods, it is safe to put the same tolerance limit on
SNR as applied in the processing of PCL data by the CH method, which is » 2.
Lastly an appropriate criterion for the condition of convergence or the exit point should
be decided. As discussed in Section 3.2 under ‘Condition for Convergence’ a way in which
this condition can be imposed is by changing the parameter values so much that the x 2 Per
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degree of freedom, between two successive iterations, changes only by 0.1% or less i.e. if at
the ltth' iteration, for all the parameter values T, ^

x 100% < 0.1% then the search

process should stop with the current iterated value of T as the final value of the parameters.
Thus this is taken to be the condition on convergence in the current study. It is implemented
by fixing a factor

such that if the initial value of cost function at the tIh iteration is_*f and

if at the end of that iteration the cost function decreases only by x ] I f or loss from its value at
the ( t - \ )th iteration, then the search stops and exits the loop. This factor is chosen so that by
the t,h iteration the individual changes in the x 23value for each parameter become less than
0.1%. After experimenting with different possible values of f , f ~ 106 to 107 was chosen. It
is observed that by the time when change in total cost function becomes less than )Cmiliall f ,
the individual changes in ^ 2 per parameter become less than 0.1%. This is the condition on
convergence applied to all the data that was processed for this project.
With the values of required constants and parameters in hand and the conditions on the
search process set, the forward model is subject to the inversion algorithm to obtain temper
ature profiles as discussed in Section 3.2. With reference to the Flowcharts 3.1, 3.2 and 3.3
the following steps are taken to retrieve temperatures from lidar data collected at N number
of altitudes and at M number of time points (i.e. M single minute counts profiles in the case
of PCL data):
1. Using the values of the constants C, R, M and P0, variables z¡ and g(z¡), parameters
T(z¡) and Equation 4.5, the forward model F is obtained.
2. M single minute counts profiles Nmodei(z¡) can now be obtained at each altitude z, using
this forward model. These profiles will be single minute counts profiles because they
are obtained using C which in turn was obtained by scaling real single minute counts
profiles to model densities.
3. The covariance matrix Cov is obtained for the observed M counts profiles Nexp from
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the definition Equation 3.12.
4. The cost function^2 can now be calculated from Equation 3.11 using Nexp (or real
lidar data), Nmodei and Cov.
5. Now starting from a parameter Tiyt (t = 1 for the very first iteration), change its value
by the current step size ATUl (t = 1 for the very first iteration and ATi 0 = 1 K for
t = 1) in the direction of increase of T, (+A7)). Calculate new values for Nmodel and
X2. Notice if x 2 decreases in this direction or not. If it does not, proceed in the other
direction (-AT1,). Again calculate new values for Nmodei and^2 and observe the change
in^"2. Choose the direction in whichx 2 decreases. The chosen direction is the one in
which the parameter search has to be done.
6. Now proceeding in the chosen direction, keep on changing Ti t to the point when x 2
starts to increase. The parameter value at which x 2 minimizes is taken to be the final
value of the parameter for that iteration.
7. Similar minimisation of x 2 is done for every parameter and the old values of parame
ters are updated with the new optimized values.
8. This completes one iteration of the grid search process.
9. At this point, to refine the search in the following iteration, the step size is changed to
a smaller value by ATlt+x = ATi l=0/t + 1.
10. The above procedure is repeated by updating the values of T, and AT, each time until
the convergence condition is met.
11. The search process then exits from the loop with the current value of Tj as their final
retrieved value.
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Figure 4.1: Temperature retrieved from real lidar data using both the CH method and mathematical
inversion. Temperatures are retrieved by integration from bottom in both the cases.

Though in the project Equation 4.5 was used as a forward model i.e. integration was
performed bottom up, Equation 4.9 can be used to retrieve temperatures too. But a similar
argument, as given previously in Section 2.2, pointing towards the disadvantages of integra
tion from the top can be made for the above technique too. It is not desirable to integrate
from the top of the observational range, because of lack of availability of good atmospheric
data at very high altitudes. The algorithm was run using Equation 4.9 too and the results
obtained will be discussed later in this chapter.
The algorithm was run by using Equation 4.5 or integration from bottom. The problem
of divergence of solution in the case of integration from bottom, as discussed in Section 2.3,
was expected to exist but results like the one shown in Figure 4.1, which shows a solution
of Equation 4.5 solved using mathematical inversion compared to the conventional method,
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Figure 4.2: Average pressure profile retrieved from real data.

clearly suggested an improvement. Hence by a comparison between the two figures, it can be
concluded that mathematical inversion is a better method to solve for temperature profiles.

Obtaining Pressure Profiles
It is easy to calculate atmospheric pressure profiles once the temperature profiles have been
retrieved by applying the Ideal gas law (Equation 2.8) which is restated here:

.

prw
e)

Using the density profile and retrieved temperature profiles, obtained as described in
earlier sections, pressure profiles can be calculated. Figure 4.2 shows one such pressure
profile obtained for real data.

C hapter 4. T emperature R etrieval using G rid S earch

4.3

48

Tests using synthetic data

Figure 4.1 shows that the retrieval of temperature profiles can be successfully done by inte
grating from the bottom if the method of mathematical inversion is applied. But how does
one know that the profile retrieved is right? The first test for any such algorithm is to check if
it works for synthetically generated data so that the retrieved results can be checked against
the known parameter values which are used to generate the synthetic data itself. So the
above algorithm was first tested by inverting synthetically generated lidar counts profiles.
The results from this test will be discussed in this section.
Synthetic single minute counts profiles can be generated using the values of constants in
Table 4.1, the g(z) formula given by Equation 4.10, and an appropriate temperature profile.
The constant C is obtained as described in Section 2.1 by fitting some real lidar counts
with Rees et al. [1990] standard model density at the lower altitude range. These values are
plugged into Equation 4.5 (or Equation 4.9) and corresponding values of N(zt) are generated.
The initial temperature profile, though can be chosen to be anything, was obtained from the
US standard atmosphere model (USSA [1976]) so as to resemble real data as far as possible.
Figure 5.2 depicts this initial temperature and counts profile.

Testl: Synthetic counts without noise
To perform a preliminary test of the grid search algorithm the synthetic counts profile, gen
erated following the above argument without adding any counting uncertainty to it, was
inverted to retrieve temperatures from it and then compared to the true temperature profile of
Figure 5.2. The retrieved temperature profile converges perfectly (with « 0% difference) to
the real temperature profile confirming the proper functioning of the algorithm.

Altitude (Km)
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(a) Model Temperature profile.

(b) Synthetic Counts

Figure 4.3: The model temperature profile 4.3(a) used to generate synthetic lidar counts 4.3(b)
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Figure 4.4: Temperatures retrieved from synthetic counts profile, with Poisson noise and geophysical
variability, by employing mathematical inversion and integrating from bottom. Both the true and
retrieved temperature profiles are shown.

Test2: Synthetic counts with noise
The synthetic counts profile generated above does not have any noise like the real lidar data.
Thus, it does not represent the true nature of ‘real’ lidar data. So now a test with ‘noisy’ syn
thetic counts profiles was performed. It is known that the number of backscattered photons
obey the Poisson distribution (Oliver [1965]). Thus initially Poisson noise was added to the
synthetic signal. But it was observed that this destabilizes the convergence process and an
optimum solution is never attained. But because the same mathematical scheme works rea
sonably well with real data, it was concluded that there is some extra information in the real
data that needs to be modelled and added to the synthetic counts. It turns out that there exist
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strong correlations between counts collected at different altitudes which is evident in Figure
5.2(a) which is a map of the correlation coefficients between backscattered counts collected
from different altitudes. Based on this observation, noise in the form of geophysical vari
ability having a temporal mean zero at each altitude, was added to the synthetic counts. The
method by which this noise was modelled to resemble noise in real lidar counts profile and
its consequences are discussed later in the Section 5.2.1. It should be noted that the geophys
ical variability is added as noise with a zero temporal mean. Thus when coadding in time
is done its effect is cancelled out. Its only the covariance matrix which carries information
about this noise which itself is used just for convergence purposes. Thus this noise term is
expected not to have any effect on the trend of the retrieved temperatures. With noise added
to the counts profile, it can safely be said that the profile is very close to actual lidar data.
The grid search also becomes very stable and converges when this source of error is added.
This noisy counts profile was then inverted to retrieve a temperature profile from it, which is
shown in Figure 4.4. Because of noise in the counts profile, the temperature retrieval is not
perfect, but still is very reasonable. The retrieved temperatures lie within the standard uncer
tainty associated with retrieved temperatures shown in Figure 5.10. The difference between
the actual temperatures and the retrieved temperatures, with height, is also plotted. (Method
of generating synthetic counts is discussed in detail in Chapter 5)

Test3: Varying seed pressure value
The above tests do not depict the effect of a wrong choice of seed pressure. To include the
effect of this uncertainty, the value of seed pressure is perturbed by -10%, -5% , +5% and
+ 10% and the algorithm is run using these new values of P0 as the seed pressure. Result of
this analysis using synthetic counts profile, with noise, is shown in Figures 4.5(a). Figure
4.5(b), 4.6(a) and 4.6(b) show similar results of the temperature profiles retrieved from real
lidar data for three different dates. Contrast this result with the one shown in Figure 2.1,
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(a) Synthetic Data.

Difference (Kelvin)

(b) Real Data:

9 th December

1999

Figure 4.5: Integration from Bottom using grid search. Panel 1: Temperatures retrieved from synthetic/real lidar data at 5 values of seed pressure Po. Panel 2: Difference between temperatures
retrieved using perturbed and non perturbed Po-
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fmvil onrnniw
2 5 th

July 2003.

(b) Real Data:

\ 3 th

April 1999

(iuxi 0Dnmiw

(a) Real Data:

Figure 4.6: Integration from Bottom using grid search. Panel 1: Temperatures retrieved from real
lidar data at 5 values of seed pressure Po. Panel 2: Difference between temperatures retrieved using
perturbed and non perturbed P q.
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(a) Synthetic Data.

(b) Real Data:

\ 3 th

April 1999

Figure 4.7: Integration from Top using grid search. Panel 1: Temperatures retrieved from synthetic/real lidar data at 5 values of seed pressure Po- Panel 2: Difference between temperatures
retrieved using perturbed and non perturbed P q.
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which shows retrieved temperature profiles, at different seed pressure values, obtained using
the CH method. It is clear from the comparison that the use of mathematical inversion on the
coupled form of the forward model, Equation 4.5, gives a better convergence as compared
to the conventional method even if there is a 10% uncertainty in the guessed seed pressure
value.
The same method can be applied using Equation 4.9 (integration from top) as a forward
model. Temperatures retrieved for synthetic counts profile, with noise, integrating from top,
are plotted in Figure 4.7(a). Plotted temperatures were retrieved using 5 different values of
seed pressure differing by -10%, -5% , +5% and +10% from the true value. Figure 4.7(b)
shows a similar result for a real lidar night. It is clear from a comparison between the results
of integration from bottom and from top that the former gives a much better convergence
of guess temperature profile to the real one. Thus all of the real lidar and synthetic data
processed in this project was processed by integrating from bottom. A detailed analysis of
effects of uncertainties in input parameters on the retrieved temperature profile and error
propagation and analysis will be given in Chapter 5.

4.4

Technique of Coadding Data

As was mentioned in Section 4.2, while discussing signal-to-noise ration (SNR), that usu
ally data above an SNR = 2 is rejected while correcting the raw counts before any further
processing is done (Argali and Sica [2007]). This limit varies depending on the differences
in definitions of tolerance limits. A standard way of increasing the SNR, by giving up some
spatial and temporal resolution is by coadding data in space and time. It is known from the
theory of statistical analysis that coadding a data series increases the signal to noise ratio
(SNR) by the square root of the sample size irrespective of the probability distribution of the
data set. The mean [i and variance cr2 of the sum of n number of random variables is given
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by:

fi(X\ + X2 + .... + Xn) - fi(X\ ) + p(X2) + ... + p(X„)

(4.14)

o^CX] + X 2 + .... + Xn) = cr2(X\) + <
t 2(X2) + ... + cr2(Xn).

(4.15)

and

The SNR is defined as:

SN R

mean
standard deviation

cr

The SNR for a nightly averaged lidar counts profile, which has M number of samples in time,
will be:

(4.16)
O’

Thus the SNR increases by ^ sample size.
While coadding generally has to be done while employing the conventional method of data
retrieval to improve the SNR, it is implicitly done in the inversion technique, because to apply
the above discussed method of mathematical inversion, one needs to form a data covariance
matrix and work with the coadded counts profiles used to form this matrix. Thus some
coadding in time has to be performed to be able to form a data covariance matrix. Data is
also coadded in spatial bins (~ 100 m to 500 m bins in the case of PCL data). Data profiles
can then be coadded in time, within small groups, to obtain time varying temperature profiles
over a night of observation. Data covariance matrices can be formed for each of these groups
using their individual single minute counts profiles. The constant C can be calculated using
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the same method as described earlier but by scaling the new coadded counts profiles to
model densities. Now temperatures can be retrieved, within each group of counts profiles,
following the usual way. But it was observed that there is a lower limit to the size of these
individual groups. Groups of size lower than this limit make their respective covariance
matrices go singular. It should be noted that this estimate (of the minimum number of counts
profiles needed) is expected to vary from instrument to instrument, thus tests to determine the
minimum number of counts profiles needed for temperature retrieval should be performed
individually for every case. More discussion on the minimum number of counts profiles
needed for coadding for the particular case of PCL data is provided in Chapter 6. Not much
experimentation was done with coadding of data and thus it is a topic of future work.
The problem discussed in the last paragraph brings up a limitation of the application of
the method of mathematical inversion in picture. In the conventional method there is no
lower limit to the number of counts profiles, to be coadded, needed for temperature retrieval.
Temperatures can theoretically be retrieved even from a single minute counts profile. This
is not possible while applying the inversion technique. This is because the covariance ma
trix becomes singular if the sample size becomes too small. Thus the handicap of using a
covariance matrix limits the individual number of temperature profiles that can be retrieved
from a night’s data. A better forward model, which is expected to eliminate the usage of the
covariance matrix, will be proposed as a part of future work.

Chapter 5
Error Analysis
In this chapter a detailed analysis of propagation of errors, present in thie input data, through
the grid search algorithm will be presented. Since grid search is a numerical technique of
inversion, an analytical way of propagating errors is not possible. The Evaluation of mea
surement data: Guide to the expression of uncertainty in measurement (JCGM [2008b]) and
Evaluation of measurement data: Guide to the expression of uncertainty in measurement,
Supplement 1 (JCGM [2008a]) give a very detailed account of errors and uncertainties in
measurement and their propagation through a mathematical scheme to the end result, fol
lowing the ‘law of error propagation’ and other ‘non-analytical’ techniques. Following the
discussion in JCGM [2008b], a Monte Carlo approach is used to obtain uncertainties in the
final retrieved temperature profiles. The conventional method of error analysis will be dis
cussed first and then a comparison between the two will be done.

5.1

Error Analysis in the CH Method

The CH method of temperature retrieval is an analytical method and so uncertainties in the
retrieved profiles can be obtained analytically using the standard approach of error analysis:
58
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by taking a derivative of the logarithm of the governing equation (Chanin and Hauchecome
[1984]). To do this, combine Equations 2.13, 2.14 and 2.16 as follows to obtain another form
of the governing equation as follows:

T(zd =

MgjzdAz
R io g (i+ x y

(5.1)

where X is defined as:

_ p(Zi)g(Zi)Az

P(Zi + Az/2)'

(5.2)

Now taking a log of Equation 5.1 and differentiating it gives
6T(zd
T(z>)

= 6log(l+ X )
lo g (\+ X )
6X
(l + X)(log(l + X))'

(5.3)

Where 6X can be obtained from the expression:

(S X \2 _ /¿¡pti))2
U J
\ p(Zj) /

[SP(Zi + Az/2)\2
\ P(Zi + Az/2) j

( ‘

Uncertainty related to the pressure profile can be estimated by the following expression:
N

6P[Zi + Az/2]2 = ^ [g(Zj)Sp(Zj)Az]2 + [SP0(zN + Az/2)]2.
j=i+\

(5.5)

Where SP0(zn + Az/2) is the uncertainty in the estimation of seed pressure value at the top
of the observational range (Equations 2.14 and 2.16). dp(z;) can be obtained from Equation
2.17, similarly as described above, by differentiating its logarithm:

6p(Zi) = 6C
p(Zi )

SN(Zi )

C + N(Zi) - B(Zi)

(5.6)
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C is a scaling constant and moreover the retrieved temperatures do not depend on this con
stant. They depend on the slope of the density curve. Thus there should be no contribu
tion of uncertainties related to this constant on the retrieved temperatures, hence SC = 0.
SN(zi) is the noise in the counts profile which is Poisson distributed at each altitude. Thus
SN(zi) = «

With this information in hand and using Equations 5.3, 5.4, 5.5 and 5.6

statistical standard error (or uncertainty of estimation of the final result) can be calculated
for the CH method. Figure 5.1 shows a comparison between statistical standard error in the
temperature profiles retrieved from the CH method and that using the grid search technique
(The method of obtaining uncertainties from the grid search technique will be discussed in
the next section). It is clear from the figure that the uncertainties in both the methods are
comparable, the difference between the two being very small.
There is a subtle point that should be noted while obtaining uncertainties from CH
method. It was discussed in Section 2.2 that the uncertainty in retrieved temperature pro
file from the CH method is very high at the top of the observational range and decreases with
decreasing altitude. Because of this, data retrieved for the top « 10 km is discarded. Sim
ilar steps should be applied while calculating uncertainties from the conventional method.
Thus in Figure 5.1 and in the following figures, wherever uncertainties in the conventional
method are plotted, actual integration (from top) to obtain temperatures will be done from
the same altitude but ~ 10 km of the retrieved data (and associated uncertainties) will have
to be discarded. So if in Figure 5.1 conventional uncertainties are plotted upto 107 km, the
actual downward integration will start at that altitude but the results (both retrieved temper
atures and uncertainties) should be displayed only from and below » 97 km. Results for
the top 10 km from conventional method have not been discarded in these figures only for
comparison purpose.
It will be noted in some of the figures appearing later in this text that they are not plotted
for the full observational range which is 43 km to 110 km. Some data has been processed and
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Figure 5.1: Panel 1: Uncertainties in the retrieved temperature profile calculated using the CH
method and mathematical inversion from a sample of 150 synthetic lidar nights. Panel 2: Differ
ence between the two. A 10% uncertainty in seed pressure value and 5 K uncertainty in the guessed
temperature profile is used to calculate the standard errors.

plotted starting from a higher altitude of « 60 km. This is because it was observed during
experimentation that temperatures below ^ 60 km are retrieved to a good accuracy and agree
with the CH method temperatures very well. Also changing the starting point of integration
does not effect the retrieved temperatures and its associated uncertainties. Thus for saving
computational time some of the data was processed starting from a higher altitude. It will
also be noted that most of the retrieved data presented here is filtered with a 3s5s filter.
According to digital filter theory the filtering of some data also decreases the variance of
the data series by square root of the sum of squares of the filter coefficients (Hamming
[1989]). As a 3s5s filter was used to filter most of the data presented here, the variance

C hapter 5. E rror A nalysis

62

associated with the data is decreased by a factor. The filter coefficients for a 3s5s filter are:
1/15, 2/15, 3/15, 3/15, 3/15, 2/15, 1/15. Thus the variance of the data series decreases by
V ( l 2 + 22 + 32 + 32 + 32 + 22 + 12)/152.

5.2

Error Estimation in the Grid Search Approach

The forward model Equation 4.5 which was used to carry out this study uses observational
data as input and there is always an uncertainty involved with observational data. A thor
ough analysis of propagation of uncertainties, in observational data, through the algorithm
of global optimization will be discussed in this section.
Uncertainties in observational data can be broadly classified into two types namely ran
dom and systematic uncertainties (Bevington and Robinson [1992] and JCGM [2008a]). If
there is a systematic uncertainty present in the set of observations then the mean of of these
observations will be deviated from the true value of the attribute by a certain amount each
time an experiment is performed. Systematic uncertainties make the results different from
the true value with a reproducible discrepancy. Whereas random uncertainties are fluctu
ations about the mean of observations. They arise because of natural fluctuations in the
observations which are generally not reproducible. There are sources, in the collection of
lidar data, which introduce both types of uncertainties in the data during the measuring pro
cess. Thus, when modelling synthetic lidar counts to perform tests on them or to use them
for error analysis, variables with both types of uncertainties will have to be introduced in our
forward model. Different input variables and the characteristics of uncertainties present in
them are listed in Table 5.1.
Uncertainties which arise due to uncertain values of mean molecular mass A/, Universal
gas constant R, gravitational acceleration g(z) will not be analysed because the uncertainties
in these values are negligible.
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Table 5.1: Input Variables and their corresponding uncertainties
Variable

Uncertainty

Type

Value

Source

N{z)

Shot noise

Random

\W(z)

Photon noise

N(z)

geophysical variability

Systematic

Depends on data

Atmos, variability

Po

Unc. in seed pressure

Systematic

« ± 10%

From the model

Tguessiz)

Unc. in guessed temperatures

Systematic

~ ±5K

From the model

There is an ozone correction that is applied to data below « 35 km. Ozone, apart from ab
sorbing ultraviolet light is also a weak absorber of visible light. As PCL uses a 532 nm laser
beam for sounding and because there is a high abundance of ozone below 35 km (Andrews
[2010]), some of the light is absorbed. Because of this less than expected light is backscattered and the retrieved atmospheric density goes down. This in turn results in a higher than
expected retrieved temperature. Thus an ozone correction is applied to lidar data from the
middle atmosphere (below 35 km) (Sica et al. [2001]). Since all the data analysed for this
project was collected from the upper atmosphere, no ozone correction is specifically applied,
hence there is no uncertainty introduced in the retrieval because of ozone correction.
Because the method of mathematical inversion that was used in this study is not analyti
cal, an analytical form of uncertainties in retrieved temperature profiles can not be obtained.
The error analysis is thus done numerically by a Monte Carlo approach (JCGM [2008b]).
According to the discussion presented in JCGM [2008b], in mathematical problems which
are not solvable analytically, error propagation can be analysed by a Monte Carlo approach
where the probability distributions of the input quantities are defined, the numerical algo
rithm is run M number of times with different input values picked randomly from their
respective PDFs and the unique PDF of the output quantity is obtained using the M values
of the output. Applying this approach, uncertainties in the retrieved temperatures were es
timated. A sample of size 150 of synthetic lidar nights differing in the values of the input
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quantities was created and temperatures were retrieved from each of these synthetic nights
(Details relevant to specific input variables will be discussed in the following sections). The
mean retrieved temperature and the standard deviation of the PDF of the output were ob
tained from these 150 retrieved temperatures. According to JCGM [2008b] the standard
deviation of the output PDF is a measure of the standard error or uncertainty in the estima
tion of the output quantity for such ‘non-analytical’ problems. A sample size of 150 was
chosen because it was observed from the calculated mean and standard deviation that this is
a large enough sample representative of the whole population. Thus the error estimation was
done using a sample of 150 retrieved profiles.
Error analysis for different sources of uncertainties in the current problem will now be
presented. Systematic uncertainties and random uncertainties are dealt with in different
ways.

5.2.1

Modelling Random Uncertainties

The input counts profiles have random shot noise or random uncertainty. It is known and can
be proven theoretically (Oliver [1965]) that photon noise is Poisson distributed, i.e. the
probability distribution of a sample of lidar returns is Poisson. There are other sources
which contribute to the uncertainties in photon counts (Liu et al. [2006]). The shot noise,
which is present in the end signal recovered, is not just due to the statistical nature of photon
backscattering process, but is also dependent on the type of detection system used to detect
photons. Liu et al. [2006] discuss the estimation of shot noise in detail. From their analysis
the shot noise for a lidar using photomultiplier tubes (PMTs) can be estimated by a Poisson
distribution around the mean number of counts collected per unit time. The PCL also uses
PMTs in the detection system for the altitude range 35 km and above. Thus the shot noise in
the lidar data is Poisson distributed. The PCL data that was analysed in this study is collected
using this Rayleigh channel, thus the noise in this data is expected to be Poisson.
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There are other sources of variability too which can increase the uncertainty in the mea
surement of the true backscattered intensity. Geophysical variability is one such source. The
atmosphere does not remain “stationary” throughout a night of measurement. Density fluc
tuations about the mean occur and are also observed in the lidar data. Such variations cause
the errors present at different altitudes to become correlated. The off-diagonal terms in a
variance-covariance matrix (Equation 3.12) will not be zero and have a contribution from
geophysical variability too. This is another reason why a simple x 2 minimization will not
work in the case of lidar data (apart from the correlation between counts rate at different al
titudes, introduced by the forward model itself 2.1). Geophysical variability is an important
source of error and is discussed in the next section.
To model simple Poisson noise, first a synthetic counts profile is generated, as discussed
earlier, and geophysical variability added to it. A random number generator which produces
Poisson distributed random numbers about the mean ji is used to generate a sample of Pois
son distributed lidar counts at each altitude of observation. The mean of the distribution at
each altitude will be the original synthetically produced count rate. The added geophysical
variability cancels out while taking a temporal mean. This set of randomly generated counts
profiles is used to represent real lidar return at different times over a night of observation.
To numerically study the propagation of error, M =150 such samples were taken and the
algorithm was run using each of these samples as a lidar data night. Thus 150 temperature
profiles were retrieved. The standard deviation of this sample of retrieved temperature pro
files about its mean is regarded as the uncertainty in the retrieval process and the retrieved
temperature profiles due to shot noise.

5.2.2

Modelling Systematic Uncertainties

The initial guess value of a temperature profile and seed pressure introduce systematic un
certainties in the processed data. The geophysical variability added to the synthetic profiles
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is also a systematic uncertainty but it has been modelled so that its temporal mean is zero.
Modelling systematic uncertainties (to be superimposed on the synthetic counts profile) is
not as straight forward as modelling random noise in counts or shot noise. The values of
the above mentioned parameters are obtained from a model or from an experimental source.
Thus uncertainty in these parameters cannot be modelled the same way as shot noise. Efforts
were made to model some of the features of known the uncertainties in these parameters.

Modelling Geophysical Variability
Geophysical variability is the percentage fluctuation in atmospheric density which may oc
cur because of many reasons like atmospheric turbulence, planetary waves, tides and gravity
waves. It was observed that over a night’s observation of the atmosphere, the counts re
ceived from different altitudes are correlated to each other. This is depicted in Figure 5.2(a)
which shows the correlation coefficients between densities at different altitudes. Similar and
stronger correlations are noticed in counts collected in other seasons and years. Also, the
counts are highly correlated especially near the lower altitude ranges. Thus this correlation
because of geophysical variability can not be neglected and hence was also included in the
synthetic counts as a source of error.
Because of mathematical complexity involved in the modelling of this geophysical noise,
it was borrowed from real lidar data. A night of lidar observation, when there was ample data
collected, was selected and this variability was extracted from it. To extract this variability
first an average of all the counts collected with time, at each altitude, was calculated. If
one subtracts this mean from the original time series of counts one will be left with the
geophysical variability about 0 and random noise superimposed on it. This variability was
approximated by a smooth curve by taking a running average of the counts with time. This
variability is added to the original synthetic counts (without noise) generated from a guessed
temperature profile. These percentage fluctuations as compared to the unperturbed synthetic
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Figure 5.2: Geophysical variability (mean=0) extracted from lidar data collected on
with spatial resolution of 400 m. Displayed counts have not been filtered.
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Figure 5.3: Figure shows the changes in average retrieved temperatures and their standard deviations
with a change in the magnitude of the geophysical variability (GV) added to the synthetic counts
profiles.

signal are plotted in Figure 5.2(b) and on an average range between ± 10%. At the end
Poisson noise is added to this signal carrying geophysical variability about its mean at each
altitude. This gives the final synthetic counts profiles which can now be used for error anal
ysis. Adding this source of error, which is present in real data, is important because of one
more reason. If the inversion of counts profiles having only shot noise is performed then the
search process becomes very unstable and diverges instead of converging to the right temper
ature profile. It was observed that adding this variability term takes care of this divergence
which is also expected because the real data has a non zero correlation between different al
titudes. But because this variability is different for different nights (It varies in trend and also
in magnitude), one may argue that adding this variability might effect the retrieved tempera
tures. Although retrieved temperatures are expected to have some effect from this variability
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added by hand, the results don't show much of a variation. Figure 5.3 shows the average
temperature retrieved from the same data differing only in the magnitude of this variability.
The three geophysical variabilities used have the same trend but differ by a factor 1, 1/10
and 1/100 from the original one. It is clear that differences in geophysical variability do not
change the average retrieved temperature profiles for the first two choices, neither does the
standard deviation of the retrieved temperatures change. But as the variability is decreased
by 1 / 100, the search process becomes unstable once again and the variability in the result
increases too. Thus it is concluded that the added variability does not effect the average re
trieved temperatures but it is nevertheless needed for the stability and proper convergence of
the search process.
Thus temperatures were retrieved from 150 synthetically generated lidar nights as ex
plained earlier. These synthetic counts profiles have geophysical variability borrowed from
real lidar data and a Poisson random number generator is used to get » 500 Poisson dis
tributed single minute counts profiles in each night. The average of these temperature profiles
and the standard deviation is plotted in Figure 5.4.

Modelling Error in Seed Pressure
In this analysis, with synthetic lidar nights, the seed pressure value was obtained from USSA
[1976]. CIRA model (Rees et al. [1990]) is used to get seed pressures for processing of real
lidar data. From these and other similar sources it is known that atmospheric pressures at
different altitudes vary from season to season. Table 5.2 lists the values of such seasonal
variations in pressure obtained from AFGL [1985, Chapter 14, 15].
Because in this study integration over pressure was performed from bottom towards the
top, hence the seasonally varying pressure values listed in Table 5.2 are listed for the lowest
observational altitude, which is 43 km. The seasonal variability can be related to the standard
deviation for this sample of pressure values, which is ~ 10% of the mean. This will be taken
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Figure 5.4: Temperature retrieval from synthetically generated lidar counts using grid search. Panel
1: Average and standard deviation of temperature profiles retrieved from a sample of 150 synthetic
lidar nights. Poisson noise and geophysical variability has been added to the synthetic lidar data.
Panel 2: Difference between retrieved and true temperature profiles.

as the absolute uncertainty in the seed pressure value that is used in the analysis. The analysis
of this systematic uncertainty will be presented from two different aspects here. At first,
the propagation of error in a sample of noisy counts profile with an initial error in the seed
pressure value is analysed. A set of 150 nights was generated using the same synthetic counts
profile generated from a model temperature profile with a certain seed pressure value Po,trUeGeophysical variability and Poisson noise is added to the counts profile. Now to observe the
effect of shot noise and error in guessed seed pressure value Po,gUess»the algorithm is run for
each of these 150 nights with Po,gUess = Po,true + 10%Po,true- Figure 5.5 shows the resulting
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Table 5.2: Seasonal variation in atmospheric pressure at 43 km altitude (AFGL [1985, Chapter 14,
15]).

Month

Pressure (Pa)

January

177.0300

April

206.5750

July

226.6350

October

189.1150

average temperature profile and its standard deviation which is the statistical error in the
mean retrieved profile. A percentage difference between the retrieved and true temperature
profiles is also shown. To compare the uncertainty obtained in this case with the one obtained
when there is only shot noise and no uncertainty in the estimation of seed pressure value,
i.e. Po,guess = Po.true, the difference between the two is plotted in Figure 5.6. It is clear
from Figure 5.6 that an error in the guessed value of seed pressure introduces additional
uncertainty in the estimation of temperature values.
Another way of analysing propagation of error due to an erroneous seed pressure value
is by analysing the effect of variations in seed pressure value on the temperature retrieval
from a single night’s data. So in this analysis one night of synthetic lidar counts (with
Poisson noise and geophysical variability superimposed) is inverted with 150 different values
of seed pressure normally distributed with mean
3cr =

1 ( ) % P Qtrue

P o ,true

and standard deviation cr such that

i.e. 99.73002% confidence interval lies at P o Jrue ±

\ 0 % P 0jru e.

The result is

displayed in Figure 5.7.
It is clear from this figure that the contribution of an erroneous estimate of seed pressure
value to the uncertainty in the retrieved temperature profile is not very large even at the higher
altitudes where the density of the atmosphere becomes very low and the signal to noise ratio
is also very low.
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Figure 5.5: Panel 1: Mean and standard error of the temperature profiles retrieved from a sample
of 150 synthetic lidar nights. There is a +10% error in the seed pressure value. Panel 2: Difference
between the true and average retrieved temperature profiles.

Figure 5.6: Difference between Statistical Error in retrieved temperatures with Po,guess = Po,true and

Pft,guess = Po,true + 10%.Po,irue*
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Figure 5.7: Panel 1: Mean and standard deviation of temperatures retrieved from a single synthetic

night’s data with 150 variable seed pressure values. A sample of 150 temperatures is obtained by
randomly choosing the seed pressure value from a Gaussian with mean Ptrue and standard deviation
10/3%Ptrue. Panel 2: Difference between the true and average retrieved temperature profiles.

Modelling Error in the initial guessed temperature profile
The initial guessed temperature profile Tguess also introduces systematic uncertainty in the
retrieved temperature profile. The analysis of this source of uncertainty and its propagation
through the algorithm will also be presented from two different aspects. First the dependence
will be examined by using a sample of 150 similar nights (differing in only the shot noise
at each altitude) to retrieve temperatures starting from a Tguess value which has a constant
systematic error. A systematic error of -5 K was added to the true temperature profile T,rue
(using which the counts profile is generated), the seed pressure value was taken to be equal
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to the true value Po,true> and the 150 nights were generated by the same method as described
previously by changing the shot noise each time. The result of this analysis is presented in
Figure 5.8
A second way of analysing propagation of uncertainties in initial guess temperature pro
file through the grid search process is by changing the initial temperature profile and retriev
ing temperatures from the same synthetic lidar night. In this analysis the synthetic lidar night
was generated with geophysical variability and Poisson noise added to it. The seed pressure
value is chosen to be equal to its true value. A sample of 150 retrieved temperature profiles
is collected by varying the initial guessed temperature 150 times. These initial temperature
profiles are obtained by randomly choosing values from a normal distribution with mean
equal to the true temperature profile and standard deviation equal to 5/3 K i.e. the 99.7%
confidence interval is set at 5 K. The mean retrieved temperature profile and its standard de
viation are plotted in Figure 5.9 which also displays the percentage difference between the
average retrieved and true temperature profiles.
Thus the variations in the guessed temperature profile do not much effect the mean tem
perature retrieved, the standard error in this estimation being very low as shown in the figure.

5.3 Error Propagation: Contributions from all error sources
Lastly, the contributions from all the above mentioned sources of uncertainties are combined
to analyse total uncertainty in the retrieved temperatures. A similar Monte Carlo technique
as discussed above will be employed. The following sources of uncertainty are added to the
true synthetic counts profile N,rue (geophysical variability added):

1. Poisson Noise is added by generating counts from a Poisson randon number generator
with mean Nlrue-

75

C hapter 5. E rror A nalysis

-

2

-

1

0

1

2

Temperature (Kelvin)

Figure 5.8: Panel 1: Mean and standard error of temperatures retrieved from 150 synthetic nights
(with noise).

T guess =

T true-

5 K. Panel 2: Difference between true and average retrieved tempera

tures.

Figure 5.9: Panel 1: Mean and standard error of temperatures retrieved from a synthetic night (with
noise) with 150 T guess values chosen randomly from a Gaussian with mean

T true

tion 5/3 K. Panel 2: Difference between true and average retrieved temperatures.

and standard devia
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Figure 5.10: Panel 1: Average temperatures retrieved from 150 synthetically generated lidar nights.
Synthetic counts have geophysical variability and Poisson noise superimposed on it. The seed pres
sure used for each night is generated from a Gaussian distribution with mean P true and standard devia
tion 10/3 % P true. Guess temperature profiles are generated randomly from a Gaussian with mean T true
and standard deviation 5/3 K. Panel 2: Difference between the true and average retrieved temperature
profiles.

2. Seed pressure is varied by picking values from a Gaussian random number generator
with mean Ptrue and standard deviation 10/3%Ptrue3. Guessed temperature profile is varied by selecting values from a Gaussian random
number generator with mean Ttrue and standard deviation 5/3 K.
The error from these error sources is varied according to the criteria enumerated above
and temperatures are retrieved from 150 synthetic lidar nights. The average and standard
deviation of the PDF of the retrieved temperatures are plotted in Figure 5.10.
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This method of error estimation will be applied to obtain standard errors for temperatures
retrieved from real data. The particulars of the application of this method to real data will be
discussed in Chapter 6.

Chapter 6
Results
The previous chapters described in detail how, by inverting the measured lidar counts, av
erage atmospheric temperature profiles can be obtained using the method of mathematical
inversion. As discussed, there can be two ways in which temperatures can be retrieved, by
integrating either from the bottom or from the top of the observational range. The forward
models that can be used are given by Equations 4.5 and 4.9:

But according to the argument presented in the introduction and in Section 3.2 integration
from top has its limitations. Thus results presented in this chapter, obtained by processing
real lidar data by applying the grid search technique, are obtained by integration from bottom.
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Temperature retrieval from lidar data

Temperature profiles are retrieved from real lidar data following the method described in
Section 4.2. The Purple Crow lidar is used to collect data on relatively clear nights all round
the year. The data varies in sample size and quality depending upon the season and time
of observation. As described in Section 4.2 the PCL data is integrated both in time and in
space to form a single sample of counts collected at a particular altitude. Counts collected
for every 1200 laser shots or every 60 sec period and over every altitude range of « 24 m are
binned together to form a single minute counts profile. Several such single minute counts
profiles are collected over a night of observation. Individual density profiles can be obtained
from these single minute counts profiles by scaling them to a density value obtained from
a model. In all the processed data that is presented below, the density model was obtained
from Rees et al. [1990]. Also the values and sources of all the other constants needed to form
the forward model are given in Section 4.2. The same values of constants have been used to
generate the results from real data that are presented below.
The nature of the forward model and real lidar data is such that the counts at different
altitudes become correlated. This is the reason why, as discussed earlier, one needs to scale
th e ^ 2 difference by the covariance terms. Now in order to find out these values one needs to
have a sample of counts, in time. Thus a sample of size 1 is not enough to estimate temper
atures as opposed to the conventional method. Thus at least 2 counts profiles are needed to
retrieve average temperatures. So single minute counts profiles cannot be inverted individu
ally to obtain single minute temperature profiles. It was also observed, by experimentation,
that even a sample of size 2 is not enough to retrieve temperatures from PCL data because
the covariance matrix becomes singular. It was observed that a rather large sample is needed
to make the search process stable and converge. This limits the usage of this method and
is seen as a potential drawback. For PCL data it was observed that to work with an altitude
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resolution of « 200 m (coadded in space) about 200 single minute counts profiles are needed.
Similarly to work with an altitude resolution of 500 m coadding in time of every « 100 counts
profiles is required. This estimate is expected to vary with type of initial integration of counts
in time and space, vary with the grid spacing and vary from instrument to instrument. Thus
tests to determine the minimum number of counts profiles needed for temperature retrieval
should be performed individually for every case. Thus the data for a night can be subdivided
into groups of counts and then data profiles can be coadded in time, within each of these
small groups to obtain time varying temperature profiles over a night of observation. In all
of the results presented below all of the counts profiles collected over a night were coadded.
The covariance matrix is formed using all of the single minute counts profiles collected over
a night of observation.
The seed pressure values obtained for the lowest observational altitude, which is 43 km
or 60 km, were obtained for every lidar night processed individually from the CIRA model
(Rees et al. [1990]). These seed pressure values along with the date of observation are shown
on every graph presenting a processed lidar night. Every graph also lists the time over which
the processed data was collected, the spatial resolution and the type of filter used to filter the
retrieved data. Some of the graphs differ in their spatial resolution and starting altitude. It
was done partly because the seasonal variations in SNR force one to coadd more in space.
But this also serves as an example that the method works at various spatial resolutions and
varying starting altitudes.
The convergence criterion used to retrieve temperatures from lidar data in all the results
discussed below is implemented in the same way as discussed in Section 4.2.
The retrieved temperatures shown in all of the following figures are accompanied by the
standard errors associated with their retrieval. These were obtained in the following way: A
‘retrieved’ counts profile Nre, is also obtained along with temperatures at the end of the search
process. This counts profile is consistent with the retrieved temperatures because it is directly
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obtained from the retrieved temperatures using the forward model. To obtain standard errors
in retrieved temperatures, a Monte Carlo approach similar to the one described in Section
5.2 (Section 5.3) is applied. 150 different lidar nights of data are generated by randomly
adding Poisson noise to the retrieved counts profile Nret. Nightly averaged temperatures
are retrieved from each of these nights by also randomly varying the seed pressure value
and guessed temperature profile each time (as discussed in Section 5.3). Finally a mean
temperature profile is obtained from the 150 temperature profiles retrieved. The standard
deviation of the distribution is also obtained. This standard deviation is taken to be the
standard error in the estimated temperature profile. As discussed previously, this estimate
is dependent on SNR, thus the above error analysis is being done separately for every real
data night processed and presented later in this chapter. The temperatures retrieved using the
conventional method are also presented along with the results obtained from grid search for
the purpose of comparison.
Most of the inversion or global optimisation techniques are computationally expensive.
It was noticed while processing real or synthetic data that the convergence process becomes
very slow with increasing spatial resolution. Thus inverting the full lidar counts profile,
which has a spatial resolution of « 24 m was not practicable. It was observed that the con
vergence becomes too slow while working with such a high spatial resolution. Thus most
of the data was processed at a relatively lower spatial resolution of * 200 m to 500 m. The
spatial resolution for every processed night is displayed on its respective graph. Data was
also processed with a more refined resolution of « 100 m, but it takes a larger time with
out much improvements in the end result. Thus it was decided to process all the real lidar
data by coadding every « 200 m to 500 m. It is suggested that the grid maybe more refined
depending on availability of better computational power.
After a description of the initial conditions of the retrieval process, the lidar nights for
which the data was processed and their selection criterion is now discussed.
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Selection of lidar nights
PCL has a big data base of counts collected in different seasons for about the last 20 years.
It was made sure that the data selected for processing represents the variety present in this
data base. So data from about every year, for which PCL data was available, was chosen
and data from all the seasons was picked too. ‘Good’ lidar nights were decided based upon
signal to noise ratio. Nights with the highest levels of signal to noise ratio were chosen in
order to extend the upper altitude limit of integration. A cut-off for SNR was chosen at 4
counts/1200shots/24m. This cut-off was applied to nightly coadded single minute counts
profiles. In most of the cases the cut-off altitude was » 105 km. Some ‘bad’ lidar nights
were processed too where the SNR remains low and the above cut-off limit is met at a much
lower altitude (« 100 km). Results for some such nights are presented here too. Based on
the discussed criterion, the following nights were processed to retrieve temperature profiles:
22nd August 1995, 8'* February 1998, 13th April 1999, 16'* August 1999, 4i,! August 2000,
23rd June 2000, 26lh January 2002,1th June 2002, 21s' November 2003, 28,,! February 2004,
P ' September 2005 and 23rd November 2006.
Before presenting the results of temperature retrievals by grid search, a more crucial
result should be discussed. During the search process the algorithm tries to find that temper
ature profile which best fits the observed lidar counts profile by minimising the Mahalanobis
distance between the two at each iteration. Thus the final counts profile is expected to be very
close to the observed counts profile. Figure 6.1(a) shows the two counts profiles, retrieved
from synthetic data, on a log scale. Figure 6.1(b) shows the percentage difference between
the two at the start of and at the end of the search process.
It can be seen from Figure 6.1(a) that the two profiles are parallel to each other and the
same result is seen from Figure 6.1(b). Although initially the percent difference is very large
but it decreases as the search process proceeds and at the end the % difference becomes
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(a) True and retrieved counts profiles on lo g io scale.

Percen t Difference

(b)

%

difference between true and guessed/retrieved counts profiles at the 1)

start of the search process, 2) end of the search process.

Figure 6.1: Comparison between true and guessed/retrieved counts profiles retrieved from synthetic
data using grid search.
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very low. But it can be argued that it is still not negligible. But one should note that the
percentage difference between the experimental and final retrieved counts profile (Panel 2,
Figure 6.1(b)) remains more or less a constant with altitude i.e. the density profiles become
proportional to each other and are a mere multiplicative factor apart. Remember that the
temperature profiles are calculated from relative density profiles and not absolute density
profiles, therefore a multiplicative factor won’t change the relative density profile and will,
therefore, not change the actual temperature retrieved. So the percentage difference between
the retrieved and the real counts profiles is expected to be a constant at the end of the retrieval
process. An offset from 0% in this percentage difference value does not change the absolute
temperature retrieved.
After ensuring that the retrieval process exits the search loop with the right density pro
files, the temperature profiles were retrieved for the above mentioned dates and are displayed
in Figures 6.2 to 6.7. Data presented here was processed for some very good lidar nights and
for some relatively low quality ones. The difference will be evident by the upper altitude
limit of the data presented.
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Figure 6.2: Temperatures and corresponding standard deviation retrieved from PCL data using grid
search compared to temperature profile retrieved using the CH method. Inset: Magnified view of
temperatures retrieved at the top.
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\ 6 th
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Figure 6.3: Temperatures and corresponding standard deviation retrieved from PCL data using grid
search compared to temperature profile retrieved using the CH method. Inset: Magnified view of
temperatures retrieved at the top.
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Figure 6.4: Temperatures and corresponding standard deviation retrieved from PCL data using grid
search compared to temperature profile retrieved using the CH method. Inset: Magnified view of
temperatures retrieved at the top.
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Figure 6.5: Temperatures and corresponding standard deviation retrieved from PCL data using grid
search compared to temperature profile retrieved using the CH method. Inset: Magnified view of
temperatures retrieved at the top.
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Figure 6.6: Temperatures and corresponding standard deviation retrieved from PCL data using grid
search compared to temperature profile retrieved using the CH method. Inset: Magnified view of
temperatures retrieved at the top.
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Figure 6.7: Temperatures and corresponding standard deviation retrieved from PCL data using grid
search compared to temperature profile retrieved using the CH method. Inset: Magnified view of
temperatures retrieved at the top.
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Retrieval of pressure profiles from lidar data

The effect of using global optimization on the retrieved pressures will now be discussed.
As discussed in Section 4.2 the pressure profiles can be obtained by using the experimen
tal densities (experimental counts converted to density using Equation 2.17) and retrieved
temperature profiles. In the CH method the pressure profiles are calculated by summing the
contributions p(Zi)g(Zi)dn of every layer to the seed pressure PWp (Equation 2.14 and Equa
tion 2.16). Thus if there is an error APwp in the choice of the seed pressure, it will persist
in every pressure value calculated. This is clearly a systematic error. Thus if temperature
retrieval is done by the conventional method at different seed pressure values differing by
some amount from each other, then this error will be present in every pressure value cal
culated and hence the retrieved pressure profiles will all be parallel to each other. Whereas
in the grid search approach the retrieved pressure profiles are observed to converge as the
search process proceeds. If there is an error APbottom in the seed pressure value it diminishes
with height and the pressure profiles do not remain parallel as in the conventional retrieval
process. Figure 6.8 shows this convergence. On the other hand the percentage difference
between the pressure profiles retrieved at ‘wrong’ seed pressure values and the ‘true’ value
remains more or less a constant with height, which is shown in Figure 6.9. Thus there is not
much improvement in the retrieved pressure profiles. The absolute difference between them
decreases with height but the percentage difference remains the same.
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Figure 6.8: Pressure profiles retrieved from synthetic data using mathematical inversion. Retrieved
at five different values of seed pressure, as indicated on the graph.

Figure 6.9: Percentage difference between pressure profiles retrieved at indicated seed pressure val
ues and its true value.

Chapter 7
Conclusions and Future Work
According to the tests done over the application of mathematical inversion for the retrieval of
atmospheric temperatures from lidar data, it is concluded that it is a major improvement over
the conventional method. But some drawbacks of this technique were recognised too during
the discussion. A summary of the advantages and drawbacks of this technique is presented
here:

1. The basic problem with the CH method is that it can not be implemented for integration
from bottom. But a comparison between Figures 2.1 and 4.5(a) clearly suggests that
the application of mathematical inversion over and above the conventional method, can
be utilised to make integration from bottom possible. Moreover, the results from this
improvement attest to the basic thesis behind this project: that integration from bottom
should give a better estimate of temperatures throughout the observational range.
2. Another improvement was expected because of working with the full coupled form
of the system equations. As discussed earlier this improvement makes the forward
model consistent with the general definition of scale height. Hence some differences
with the conventionally retrieved profiles are expected near points of sharp temperature
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gradients. It seems that processed nights such as Sth February 1998 (Figure 6.2(b)) and
26th January 2002 (Figure 6.5(a)), which have a lot of sharp temperature variations,
show this effect. Because of a lot of sharp temperature variability in these profiles
the temperatures retrieved do not agree with their conventional counterparts very well.
Hence it can be concluded that the effects of the general form of scale height are
captured by this new technique.
3. The disability to obtain temperature profiles from single counts profiles is a major
drawback of this technique. Moreover it was seen that a much larger number of single
counts profiles is required to apply this method as opposed to the conventional method
where temperature profiles from each counts profile can be obtained. So if the nightly
variations in temperatures are to be observed then the conventional method can provide
a number of such temperature profiles whereas the inversion technique provides only
4 to 5 such profiles.
4. Many lidar setups do not have a very high data collection time, i.e. they might not
be collecting enough data to be able to implement this method because of the above
mentioned reason. In such cases application of this method will not be possible.
5. This is a very computationally expensive technique and working at a higher altitude
resolution is very time consuming and computationally costly. The results presented
in this text were processed on a 4 GB RAM, 2.53 GHz Intel Core 2 Duo machine. Av
erage time taken to process a lidar night at a spatial resolution of * 200 m for a full
observational range (43 km to 110 km) was about 10 min on this machine. Using the
CH method the same night is processed on this machine in about 1 min. Thus process
ing using grid search takes a larger time as compared to CH method on a reasonably
fast machine. The process is expected to perform better in the availability of better
computational power.
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Despite of the above mentioned drawbacks the method can be improved by further ex
perimentation. Some suggestions are made here for future work that should be done in order
to investigate further possibilities.

1. Experimentation with only PCL data was done in this project. It is suggested that the
method be tested by processing data from other lidar sources to check its pros and
cons.

2. A comparison of the results obtained using this method and other sources of atmo
spheric data (models and experimental sources) should be done to validate the results.

3. More research must be done on the minimum size of data set needed to successfully
retrieve temperatures.

4. There are available many other methods of mathematical inversion which are much
more stable, efficient and accurate than the simple grid search technique. Numerical
methods like particle swarm optimisation, genetic algorithm etc. should be tried in
stead of the grid search technique. An application of these methods is expected to
make the search process more stable and less time taking. Further research can be
done on quasi-linearisation of the problem. Since it is an analytical technique, analy
sis of error propagation can be done analytically which is an added advantage of this
method.

5. Another forward model that can be used at the place of the forward model used in
this study is also discussed at the end of this chapter. This forward model is being
suggested in hope of getting rid of the necessity of the use of a covariance matrix
which is a major reason of the drawbacks of this method.
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A more simplified forward model

Equation 4.5 (Equation 4.9) represent the integral version of the forward model. The model
counts at an altitude z¡ are obtained by integrating over the function g(z)/T(z) over all the ob
servational altitudes below the current one. Because of this form of relationship, the model
counts at each height are dependent on the temperatures retrieved at all the lower altitudes
if one integrates from bottom (all the upper altitudes if one integrates from the top). This
means there is a strong dependence of temperatures retrieved at an altitude on the temper
atures retrieved at all the lower altitudes, which is expected to result in an accumulation of
error from altitude to altitude. It is probably also because of this interdependence between
counts that the off diagonal elements of the variance-covariance matrix are not negligible as
compared to the diagonal terms. So it becomes necessary to minimize Mahalanobis distance
instead of a simple^ 2 minimization.
Another form of the forward model can be written in which this interdependence between
temperatures and counts at different altitudes can be eliminated. Let us take a logarithm of
and then differentiate, with respect to z, the forward model given by Equation 4.5:

logN(z¡) = log

= > logN(z¡) = log |

logN (Z,-)
dz

Pbottom M

CRzjT(zi)

(7.1)

exp

j - llog(Zi) - logT(zi)

f

JJ7)dz'

(7-2)

d_ 7 (Pbottom.M\ d
d
dz'lo s\ - c R - ) - j z 2los(zi)- d z logT(zi)
dz \ R X

T(z)

J

(7.3)

But since Pbottom, M, C and R are constants, the first term on the RHS goes to zero giving:
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Now from the fundamental theorem of calculus, differentiation (differentiation under the
integral sign) of a function F(x) of the following form:
(*)

Fix) =

£'a(x)

f(x , t)dt,

(7.5)

can be done as follows:
d

x

dF db

dF db

( * x) d r/ w
d i F(X) = IbT x - TaTx + I (x, â ï /(X’,>d'

r * x) d
— F(x) = f ix , b(x))b' - fix , aix))a' + I — /(* , t)dt.
ax
Ja(x) cfx

(7.6)

(7.7)

In Equation 7.4 a is a constant and b = z. Also the integrand in the third term of RHS does
not explicitly depend on z. Hence the third term on the RHS of Equation 7.4 reduces to:

d_
dz

(7.8)

Thus Equation 7.4 reduces to:

1 Niz)
Niz) dz

= Eizi) = ------z=Zi

Zi

1 dTiz)
Tiz) dz

gfo)
Z -Z i

TiZiY

(7.9)

This new observable ^4- 444 js independent of temperatures retrieved at other altitudes
and is also independent of the seed pressure P0- This forward model has many advantages
over the older forward model given by Equation 4.5 (or Equation 4.9) but to calculate the
derivative ^ an initial value of temperature will have to be assumed either at the lowest
observational limit or the highest one depending on the way of calculating the derivative
(backward difference, forward difference or central difference).
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Because of this form of this forward model error accumulation, which happened in the
integral form of the forward model, will no more be present because the slope of the lidar
counts versus altitude curve is directly related to the slope of the Temperature versus altitude
curve. This means that there is dependence only on the temperature at the current altitude and
the altitude below it or above it depending on the form of derivative (backward difference,
forward difference or central difference). Hence the covariance terms, for the observable
E(z), will be negligible as compared to the variance terms.
Initial tests using this forward model were performed. A forward difference scheme
was used to calculate the derivatives ^ and

It should be noted that in either a forward

or a backward difference scheme the number of observables and the number of parameters
reduces by one. Thus a value of seed temperature will be assumed to calculate the derivatives
This value was assumed at the lower limit of observational altitudes. This choice was
made for the same reason of availability of good data at lower altitudes as discussed earlier.
The other terms in Equation 4.14 can be easily calculated. But the initial results did not
seem very promising. This was because the search process becomes very unstable if this
forward model is used. Thus none of the results obtained from these tests are presented
here. But not much investigation was done to improve the functioning of the search process
with this forward model. Thus it is suggested that more experimentation with this forward
model be done by applying more ‘robust’ techniques of mathematical inversion. A successful
implementation of inversion using this forward model will ensure the non-requirement of the
covariance matrix which will in turn reduce the major drawbacks of the forward model used
in this study.
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