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Zusammenfassung
Zufallsgraphen sind Graphen, die durch einen zufälligen Prozess erzeugt
werden. Ein im Zusammenhang mit Zufallsgraphen häufig auftretendes Phäno-
men ist, dass sich die typischen Eigenschaften eines Graphen durch Hinzu-
fügen einer relativ kleinen Anzahl von zufälligen Kanten radikal verändern.
Dieses Phänomen wurde zuerst in den bahnbrechenden Arbeiten von Erdős
und Rényi untersucht.
Wir betrachten den Zufallsgraphen G(n, p), der n Knoten enthält und in
dem zwei Knoten unabhängig und mit Wahrscheinlichkeit p durch eine Kante
verbunden sind. Erdős und Rényi zeigten, dass ein Graph für p = c
n
und
c < 1 mit hoher Wahrscheinlichkeit aus Komponenten mit O(log n) Knoten
besteht. Für p = c
n
und c > 1 enthält G(n, p) mit hoher Wahrscheinlichkeit
genau eine Komponente mit Θ(n) Knoten, welche viel größer als alle anderen
Komponenten ist.
Der Punkt in der Entwicklung des Graphen, an dem sich die Kompo-
nentenstruktur durch eine kleine Erhöhung der Anzahl von Kanten stark
verändert, wird Phasenübergang genannt. Im G(n, p) passiert er bei p = 1
n
.
Darüber hinaus durchlebt G(n, p) einen sogenannten Doppelsprung. Wenn




steigt, dann wächst die größte Kom-
ponente von O(log n) auf Θ(n2/3) Knoten. Ist schließlich p gleich 1+ε
n
, dann
besteht die größte Komponente aus Θ(n) Knoten. Wenn p = 1+ε
n
, wobei
ε = ε(n) eine Funktion von n ist, die gegen 0 geht, sind wir in der kritischen
Phase, welche eine der interessantesten Phasen der Entwicklung des Zufalls-
graphen ist. In diesem Fall hängt die Komponentenstruktur des Graphen von
der Geschwindigkeit ab, mit welcher ε gegen 0 konvergiert.
In dieser Arbeit betrachten wir drei verschiedene Modelle von Zufalls-
graphen. In Kapitel 4 studieren wir den Minimalgrad-Graphenprozess. In
diesem Prozess werden sukzessive Kanten vw hinzugefügt, wobei v ein zu-
fällig ausgewählter Knoten von minimalem Grad ist. Wir beweisen, dass es
in diesem Graphenprozess einen Phasenübergang und wie im G(n, p) einen
Doppelsprung gibt.
Die zwei anderen Modelle sind Zufallsgraphen mit einer vorgeschriebenen
Gradfolge und zufällige gerichtete Graphen. Für diese Modelle wurde bereits
in den Arbeiten von Molloy und Reed (1995), Karp (1990) und Łuczak (1990)
gezeigt, dass es einen Phasenübergang bezüglich der Komponentenstruktur
gibt. In dieser Arbeit untersuchen wir in Kapitel 5 und 6 die kritische Phase
dieser Prozesse genauer und zeigen, dass sich diese Modelle ähnlich zum
G(n, p) verhalten.
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Abstract
Random graphs are graphs which are created by a random process. They
are used among other places in the study of large networks, and in the analysis
of the performance of algorithms.
A common phenomenon in random graphs is that the typical properties
of a graph change radically by the addition of a relatively small number of
random edges. This phenomenon was first investigated in the seminal papers
of Erdős and Rényi.
We consider the graph G(n, p) which contains n vertices, and where any
two vertices are connected by an edge independently with probability p.
Erdős and Rényi showed that if p = c
n
and c < 1, then with high probability
G(n, p) consists of components with O(log n) vertices. If p = c
n
and c > 1,
then with high probability G(n, p) contains exactly one component, called
the giant component, with Θ(n) vertices, which is much larger than all other
components.
The phase transition in a random graph refers to the point at which
the giant component is formed. In G(n, p) this is when p = 1
n
. Moreover,
G(n, p) undergoes a so-called double jump at this point. When the probability




, the largest component grows from O(log n) to
Θ(n2/3) vertices. When p becomes 1+ε
n
, the graph contains a giant component
with Θ(n) vertices. If we let p = 1+ε
n
, where ε is a function of n tending to
0, we are in the critical phase of the random graph, which is one of the most
interesting phases in the evolution of the random graph. In this case the
structure depends on how fast ε tends to 0.
In this dissertation we consider three different random graph models. In
Chapter 4 we consider the so-called minimum degree graph process. In this
process edges vw are added successively, where v is a randomly chosen vertex
with minimum degree. We prove that a phase transition occurs in this graph
process as well, and also that it undergoes a double jump, similar to G(n, p).
The two other models we will consider, are random graphs with a given
degree sequence and random directed graphs. In these models the point of the
phase transition has already been found, by Molloy and Reed (1995), Karp
(1990) and Łuczak (1990). In Chapter 5 and 6 we investigate the critical
phase of these processes, and show that their behaviour resembles G(n, p).
Keywords:
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In this thesis we study the evolution of random graph processes. The study
of random graphs was initiated by Erdős and Rényi around 1960, and became
a flourishing research area in the following decades. We will mostly concern
ourselves with a phenomenon which occurs in several random graph pro-
cesses, generally known as the phase transition, namely that the component
structure of a random graph changes substantially caused by the addition of
relatively few random edges.
One of the motivations for studying random graphs is the desire to de-
scribe a “typical” graph. For example, if we consider all labelled graphs on
n vertices, it is known that the vast majority of the graphs are connected, con-
tain a copy of any fixed graph F , and has chromatic number close to n2 log2 n ,provided that n is large enough. Moreover, the proportion of graphs not
having these properties decreases as n grows. We therefore feel justified in
saying that “almost all” graphs have these properties. In the terminology
of random graphs we say that a random graph has these properties with
probability tending to 1 as the number of vertices tends to infinity.
More interesting results can be obtained if we restrict ourselves to sub-
classes of graphs, for example by fixing the number of edges and asking what
the typical properties of a graph with n vertices and m edges are. Often
we think of random graphs as states in a process. We begin at time 0 with
an empty graph on n vertices. Then as the time goes, we add edges to the
graphs at random, either uniformly or according to some other random pro-
cedure. A discovery of Erdős and Rényi was that many graph properties
enjoy so-called threshold phenomena: when the number of edges in the ran-
dom graph is significantly smaller than the threshold, it has the property
with probability very close to 0, while if the number of edges is significantly
greater than the threshold, it has the property with probability very close
to 1.
The main topic of this dissertation is the phenomenon known as the
phase transition. A random graph with n vertices and 0.49n edges is very
likely to consist of many small components, none of which has more than
vi
vii
O(log n) vertices, while a random graph with n vertices and 0.51n edges
most probably contains a unique large component containing a linear number
of vertices. This large component is called the giant component, and there
has been much interest in studying the evolution of this component, and in
particular in examining the particular point in a graph process where the
giant component is first formed. This point of a graph process is generally
referred to as the phase transition, because of the similarities to the physical
phenomenon of substances turning from one phase to another by a small
change in temperature or pressure.
The phenomenon is also related to percolations in statistical mechanics. In
percolation theory a typical question is whether, and with which probability,
the centre of a porous stone becomes wet if the stone is put into water. The
stone can be represented by a graph, with different points being adjacent if
they are connected by a hole in the stone.
The thesis is organised as follows. Chapter 1 contains an introduction of
random graph theory and presents the random graph models we will examine
later in the thesis. In Chapter 2 we present some well-known results from
various areas of mathematics, which will be used in the analysis of the random
graph processes later on. In Chapter 3 we discuss recursive trees and the early
phase of the minimum degree graph process, while Chapter 4 is concerned
with the phase transition of that process. In Chapter 5 we study the critical
phase of random graphs with a given degree sequence, and in Chapter 6 we
consider the critical phase for random digraphs.
Chapters 4 and 5 are joint work with Mihyun Kang, and are based on
[29] and [28] respectively. Chapter 6 is joint work with Tomasz Łuczak and
is based on [40].
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The starting point of the theory of random graphs is generally considered to
be a series of papers by Erdős and Rényi from between 1959 and 1961, in
which random graphs were studied in their own right for the first time. Two
notable papers are [17] from 1959 and [16] from 1960; some of the results
contained therein will be given below. The field is vast, so we will mostly
restrict ourselves to topics which are relevant to later chapters.
1.1 The basic random graph models
The model which Erdős and Rényi first concentrated on is the model we now
know as the G(n,m) model. Let Ωn,m be the set of those graphs on the
vertex set [n] = {1, . . . , n} which contain exactly m edges. Then G(n,m) is
a graph chosen uniformly at random from Ωn,m. Thus, if G is a graph with
n vertices and m edges, then








Another model, which was also described in [16], but was first introduced
by Gilbert [21], is the G(n, p) model. We let Ωn be the set of graphs on
n vertices, and we let G(n, p) be chosen at random from Ωn such that if G
has n vertices and m edges, then
P [G(n, p) = G] = pm(1− p)(
n
2)−m.
Equivalently, every pair of vertices in G(n, p) forms an edge with probabil-
ity p, independently of every other pair of vertices. This model is called the
binomial model of random graphs.
1
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Typically p and m are not fixed numbers, but functions of n, and we are
interested in the asymptotic properties of G(n, p) or G(n,m) as n tends to
infinity. In general, if P is a graph property, we want to determine the limit
of the probability that G(n, p) or G(n,m) has P as n tends to infinity. Often
this probability tends to either 0 or 1; we say that G(n, p) (or G(n,m))
has the property P asymptotically almost surely, abbreviated a.a.s., if the
probability that G(n, p) (or G(n,m)) has P tends to 1 as n tends to infinity.






p. In this case the expected number of edges in G(n, p) is about m.
Although the probability that G(n, p) actually contains exactly m edges is
generally very small, in many cases theorems proved for G(n, p) also hold





p, and vice versa; see Łuczak [36]. We will mostly
consider G(n, p), rather than G(n,m), since the fact that the edges in G(n, p)
are present independently of each other makes it more comfortable to work
with than G(n,m), although some of the graph processes we will consider
later have more in common with G(n,m).
We will also consider random graphs from a dynamical viewpoint. In one
such model we start with an empty graph G on n vertices which changes
over time. At every step in the process we choose a pair of vertices {v, w}
uniformly at random from the set of pairs of nonadjacent vertices, and add
the edge vw to the graph. After precisely m edges have been added, the
probability distribution of G is the same as that of G(n,m).
It is also possible to consider G(n, p) as a dynamical graph process. Here
we give every potential edge a “birth-time” chosen uniformly at random
from the interval [0, 1]. Then we let p increase gradually from 0 to 1. The
graph G(n, p) then consists of those edges which have birth-time at most p.
Thus the graph process starts as an empty graph and grows until it becomes
complete, at the latest when the time reaches 1.
1.2 Notation
Before we can go further, we have to introduce some notation, in particu-
lar to deal with the asymptotic behaviour of functions. Let f(n) and g(n)
be two positive functions of n. We write f(n) = O(g(n)) if there is a con-
stant C such that f(n) ≤ Cg(n) for all (large enough) n, and we write
f(n) = Ω(g(n)) if there is a constant c > 0 such that f(n) ≥ cg(n) for
all (large enough) n. If f(n) = O(g(n)) and f(n) = Ω(g(n)), we write
f(n) = Θ(g(n)) or f(n)  g(n). If limn→∞ f(n)g(n) = 0, we write f(n) = o(g(n)),
or f(n) g(n), and if limn→∞ f(n)g(n) = 1, we write f(n) ∼ g(n).
1.3. THRESHOLD FUNCTIONS 3
As already mentioned, an event happens asymptotically almost surely
(a.a.s.) if its probability tends to 1 as n tends to infinity. An event happens
almost surely (a.s) if its probability equals 1.
If A is an event, IA is the indicator variable of A, which is equal to 1
if A holds and 0 otherwise. A special case of an indicator variable is the
Kronecker delta δij, which equals 1 if i = j and is 0 otherwise. The set
{1, . . . , n} is denoted by [n]. If v is a vector, its transpose is denoted by v′.
All logarithms are natural.
1.3 Threshold functions
One of the important discoveries by Erdős and Rényi was that many proper-
ties exhibit a so-called threshold phenomenon: a small change in the number
of edges of a random graph may have a big impact on the probability that
the random graph has a certain property. Let P be a graph property. Then
we say that t(n) is a threshold function for P if
lim
n→∞
P [G(n, p) has P ] =
{
0 if p(n) t(n),
1 if p(n) t(n).
Bollobás and Thomason [13] proved that every property which is preserved
by the addition of edges has such a threshold function. However, for sev-
eral properties the increase in probability happens even more abruptly. A
function t(n) is said to be a sharp threshold for P if for every ε > 0
lim
n→∞
P [G(n, p) has P ] =
{
0 if p(n) < (1− ε)t(n),
1 if p(n) > (1 + ε)t(n).
In [17] Erdős and Rényi proved that the property of a graph being con-
nected has the function t(n) = logn
n
as a sharp threshold. In fact, they
described the transition phase, in which the limit probability increases from





P [G(n, p) is connected] =

0 if c(n)→ −∞,
e−e
−c if c(n)→ c ∈ R,
1 if c(n)→∞.
They also proved that G(n,m), when considered as a dynamic process, be-
comes connected a.a.s. at the moment when the last isolated vertex disap-
pears. This holds even more generally: Erdős and Rényi [15] showed that
G(n,m) becomes k-connected a.a.s. at the moment when the last vertex
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of degree k − 1 disappears; this has a.a.s. happened when m = n2 (log n +
k log log n + α(n)) where α(n) → ∞. The first Hamiltonian cycle appears
in G(n,m) a.a.s. when the graph becomes 2-connected, which is a.a.s. when
the last vertex of degree 1 disappears. This was shown by Komlós and Sze-
merédi [33] and Bollobás [9].
All the properties just mentioned thus have sharp thresholds. A threshold
which is not sharp is called a coarse threshold. An example of a property with
a coarse threshold is that of subgraph containment. Let F be a fixed graph
with v vertices and e edges. The density of F is defined to be d(F ) = e
v
,
and the maximal density m(F ) is the density of the subgraph of F with the
highest density. Bollobás [10] showed that
lim
n→∞
P [G(n, p) ⊃ F ] =
{
0 if p n−1/m(F ),
1 if p n−1/m(F ).
In the case of balanced graphs — that is graphs for which m(F ) = d(F )
— this was proved already by Erdős and Rényi [16]. If p  n−1/m(F ), then
G(n, p) contains a copy of F with probability bounded away from 0 and 1.
More generally it appears that local properties often have coarse thresh-
olds, while global properties often have sharp thresholds. We will now con-
sider a property with a sharp threshold, namely the property that a random
graph has a component of order Θ(n). The short period of time in which
this component evolves is dubbed the phase transition and is arguably one
of the best studied periods of the entire evolution of random graphs.
1.4 The phase transition
The phase transition refers to the sudden change in the component structure
of many random graph processes. In the random graph G(n, p) it happens
around the time 1
n
. It was first described in [16] and has later been examined
in minute detail by several authors. Let us consider G(n, p) where p = c
n
for a constant c. When c < 1, the graph G(n, p) consists a.a.s. of small
components, all of which have O(log n) vertices. As we let c increase, these
components merge and grow larger, and as soon as c > 1, there is a.a.s. a
unique large component which consists of Θ(n) vertices. Thus, in the very
short time from c = 1 − ε to c = 1 + ε, for any ε > 0, many of the small
components join to form one large component. This component is known as
the giant component. If we stop the time exactly at the point when c = 1,
we will see that the largest component has in the order of n2/3 vertices, and
that there are many components of roughly the same size. As soon as c > 1,
however, there is only one large component; the second largest component
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has O(log n) vertices. Thus the order of the largest component first makes
a jump from Θ(log n) vertices to Θ(n2/3), and then to Θ(n); for this reason
the phenomenon is also called the double jump. We state this fundamental
theorem here.




(i) If c < 1, then a.a.s. no component in G(n, p) contains more than one
cycle, and no component has more than logn
c−1−log c vertices.
(ii) If c = 1 and ω(n) is a function tending to infinity as n → ∞, then
G(n, p) a.a.s. contains at least one component with more than n2/3/ω(n)
vertices and no component with more than n2/3ω(n) vertices.
(iii) If c > 1, then G(n, p) a.a.s. contains a component with (d + o(1))n
vertices, where d+ e−cd = 1, while every other component has at most
logn
c−1−log c vertices and contains at most one cycle.
We present a sketch of a proof of part (i) and (iii) of this theorem in
Chapter 2.2.2, using branching processes. The original proof of this theorem,
by Erdős and Rényi, uses a counting argument.
Theorem 1.1 tells us much about the random graph G(n, p) when c 6= 1,
but the most interesting question is arguably to find out how the giant com-
ponent is formed, which happens when c = 1. This is called the critical phase
of the graph process. In this period there are several large components of
roughly the same size vying for dominance. As p increases, these large com-
ponents eat many of the small components and merge with each other until
a single giant component remains. One important problem is to determine
at which point there is a component which a.a.s. remains largest until the
end of the process in the dynamical model. It turns out that the appropriate






Bollobás [8] goes a long way to explain the development in this phase, but a
fully satisfactory answer was only found by Łuczak [35] in 1990, thirty years
after Erdős and Rényi first described the phase transition.
Theorem 1.2 (Łuczak 1990). Let np = 1 + λn−1/3, and let Lk(G(n, p)) be
the order of the kth largest component in G(n, p).
(i) If λ→ −∞, then a.a.s. L1(G(n, p)) n2/3.
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(ii) If λ→∞, then a.a.s. L1(G(n, p)) n2/3  L2(G(n, p)). Furthermore
L1(G(n, p)) = (2 + o(1))λn2/3 a.a.s.
If we consider the dynamical model, Łuczak also proved that when λ→∞,
the largest component in G(n, p) will a.a.s. remain the largest until the end
of the process, while when λ → −∞, the largest component will a.a.s. not
remain the largest. When λ tends to a constant, the probability that the
largest component remains the largest is bounded away from 0 and 1; the
larger λ is, the closer the probability is to 1. For a detailed description of
this phase of the process, see Janson and Spencer [26].
The process G(n, p) obeys an interesting symmetry rule. Suppose that
p = c
n
with c > 1, and let d < 1 be such that de−d = ce−c. Let C be the
giant component in G(n, p). The structure of G(n, p) \ C is essentially that
of G(n′, p′), where n′ is the number of vertices outside the giant component,
and p′ = d
n
.
This symmetry rule has a parallel when np→ 1. Suppose that np = 1 +
λn−1/3 with λ→∞, but λn−1/3 = o(1). At this point a giant component, C,
has a.a.s. appeared in G(n, p). Then the structure of G(n, p)\C is essentially
similar to the structure of G(n′, p′), where n′ = n−|C| and n′p′ = 1−λn−1/3.
The situation is very similar in the random graph model G(n,m). In
fact, this is the model for which Erdős and Rényi first described the phase
transition. If m = cn2 with c < 1, then the largest component in G(n,m)
a.a.s. has O(log n) vertices. If m = cn2 with c > 1, then there is a.a.s.
a unique component with Θ(n) vertices, and every other component has
O(log n) vertices.
1.5 Random graphs with a given degree se-
quence
The random graph models G(n, p) and G(n,m) are by far the best under-
stood, but many other ways of generating random graphs have been sug-
gested. One of them is to choose a random graph with a given degree se-
quence, or as a special case, to choose a random regular graph. Newman,
Strogatz and Watts [45] present several real-world graphs, which they demon-
strate can be well approximated by this graph model.
A sequence d = (a1, a2, . . . , an) of integers is called a degree sequence if∑n
i=1 ai is even, and 0 ≤ ai ≤ n− 1 for all i = 1, . . . , n. We let Ωd be the set
of all graphs on n vertices with degree sequence d. Provided that Ωd 6= ∅, we
say that a random graph with degree sequence d is a graph chosen uniformly
at random from Ωd.
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Since we are mostly interested in random graph models for which we
can prove asymptotic results as n tends to infinity, we should define this
random graph model for increasing n. We will mostly use the model and the
terminology used by Molloy and Reed [44].
Let A ⊆ N be an infinite set of positive integers. An asymptotic de-
gree sequence is a sequence of functions D = (d0(n), d1(n), d2(n), . . .), where
di : A → N0 for every i ≥ 0, such that di(n) = 0 whenever i ≥ n, and∑
i≥0 di(n) = n. If D is an asymptotic degree sequence and n ∈ A, we
let Dn be the degree sequence (a1, a2, . . . , an), where aj ≤ aj+1 for every
j = 1, . . . , n − 1, and #{j|aj = i} = di(n). Thus, di(n) denotes the num-
ber of vertices of degree i in a graph of order n. The asymptotic degree
sequence D is said to be feasible if ΩDn 6= ∅ for all n ∈ A.
Suppose that D is a feasible asymptotic degree sequence. If n ∈ A,
a random graph Gn(D) is a graph chosen uniformly at random from the
set ΩDn . The graph Gn(D) is called a random graph with the given degree
sequence Dn.
In order to be able to state interesting theorems about graphs in this
random graph model, we need to impose some structure on D. One way
is to consider only random regular graphs: for some r ≥ 0, dr(n) = n and
di(n) = 0 for i 6= r, and A is restricted to the even numbers if r is odd. We
will come back to this model in Section 1.5.3.
Another way, which allows for more general graphs, is to assume that the
proportion of vertices of any given order is roughly the same for all n ∈ A. We
will say that an asymptotic degree sequence is smooth if there are constants λ∗i
for i ≥ 0 such that λi(n) := di(n)/n → λ∗i as n → ∞ for all i ≥ 0. We will
consider this model in Section 1.5.2.
1.5.1 The configuration model
It is difficult to study random graphs with a given degree sequence directly.
Instead, it has become customary to take the route via random config-
urations. The configuration model was introduced by Bender and Can-
field [6] and Bollobás [7], and later examined closer by Bollobás [11] and
Wormald [58].
Given a degree sequence d = (a1, . . . , an), we define a configuration with
degree sequence d in the following way. Let V = {v1, . . . , vn} be a set of
vertices. Let L be a set consisting of ai distinct copies of the vertex vi for
i = 1, . . . , n. These copies are called half-edges. A configuration C consists
of the set L, together with a perfect matching P of the half-edges in L. A
random configuration C based on the set L is a configuration, in which the
perfect matching P is chosen uniformly at random from the set of all perfect
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matchings of C.
A random perfect matching can be constructed greedily: at every step we
take an arbitrary, unmatched half-edge, and match it with another half-edge
chosen uniformly at random from the remaining half-edges. Using this pro-
cedure, every perfect matching has the same probability of being generated.
Given a configuration C on L, we define the underlying multigraph G∗
of C to be the multigraph obtained by identifying all the copies of vi with
each other for i = 1, . . . , n. For an asymptotic degree sequence D we let
G∗n(D) be the underlying multigraph of a random configuration Cn with de-
gree sequence Dn. Figure 1.1 shows a randomly generated configuration with
degree sequence (1, 1, 1, 2, 2, 2, 3, 3, 4, 5) and its underlying multigraph. The
graph G∗n(D) is a random multigraph, but is not chosen uniformly at random
from the set of multigraphs with degree sequence Dn: the probability that
G∗n(D) = G, where G is a multigraph with degree sequence Dn is propor-
tional to 2−l∏j j!−mj , where l is the number of loops, and mj is the number
of multiedges with multiplicity j in G. (See for example Section 9.1 in [27].)
This means, however, that P [G∗n(D) = G] is the same for any simple graph G.
Thus, if we repeat the above procedure until we obtain a simple graph, we
have generated a simple graph with degree sequence Dn uniformly at random.
The configuration model can therefore be used to generate the graph Gn(D).
If this procedure is to be used to generate random simple graphs, it is
important that the probability that G∗n is simple is not too small. If the
probability that G∗n is simple tends to 0 as n tends to infinity, the expected
number of times the procedure must be repeated to obtain a simple graph
increases with n. If we impose certain restrictions on D, we can ensure that
G∗n is simple with probability bounded away from 0. This holds in particular
when the maximum degree is bounded. In this case, if G∗n has the property P
a.a.s., then a simple random graph with degree sequence D also has P a.a.s.
1.5.2 The phase transition in random graphs with a
given degree sequence
Molloy and Reed [44] showed that there is a phase transition for random
graphs with given asymptotic degree sequence D. We will assume that D is
smooth — that is λi(n) := di(n)/n → λ∗i for i ≥ 0 — and that it is sparse,
which means that ∑i di(n) = O(n). We require moreover that D should
be “well-behaved” in a way which we will define precisely in Chapter 5, see
page 82. In particular the maximum degree should not be too large. Molloy
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Figure 1.1: A configuration and its multigraph





and proved the following theorem about the phase transition in this graph
model.
Theorem 1.3 (Molloy, Reed 1995). Let D be a well-behaved sparse asymp-
totic degree sequence for which there exists ε > 0 such that for all n and
i > n1/4−ε, di(n) = 0, and let G = Gn(D). Then:
(i) If Q(D) < 0, and for some function 0 ≤ ω(n) ≤ n1/8−ε, di(n) = 0 for
all i ≥ ω(n), then for some constant R dependent on Q(D), G a.a.s.
has no component with more than Rω(n)2 log n vertices, and a.a.s. has
fewer than 2Rω(n)2 log n cycles. Also, a.a.s. no component of G has
more than one cycle.
(ii) If Q(D) > 0, then there exist constants ζ1, ζ2 > 0 dependent on D, such
that G a.a.s. has a component with at least ζ1n vertices and ζ2n cycles.
Furthermore, if Q(D) is finite, then G a.a.s. has exactly one component
of size greater than C log n for some constant C dependent on D.
It may not be obvious why the quantity Q(D) appears in Theorem 1.3.
Suppose that we are given a randomly chosen vertex v in the graph and
want to determine the order of the component it lies in. We can do this by
exposing the component vertex by vertex. The vertex v has degree i with
probability λi(n). In this case there are i unexplored edges incident to v. If
we follow one of these, we reach a new vertex (unless the edge is a loop); if this
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vertex has degree j, the number of edges we can explore increases by j−2. We
continue to explore the component, until at some point there are no longer
any unexplored edges, in which case we have exposed the entire component.
Whenever we follow an edge, the probability that the vertex we find at the
other end has degree j is roughly jλj(n)
d
, where d is the average degree. This
holds as long as the number of explored vertices is small compared to the total
number of vertices. Since the number of unexplored edges then increases with




j j(j − 2)λ∗j . If this value is negative, we expect that the process will
die out rather quickly; if it is positive, there is a chance that the number of
unsaturated vertices will just continue to grow, so that a large component is
generated.
In a subsequent paper, [43], Molloy and Reed also determined the order
of the giant component: they found a function γ(D) such that the giant
component in Gn a.a.s. consists of γ(D)n+ o(n) vertices. Furthermore they
proved that a duality principle holds for this graph model: the structure of
the graph formed by removing the giant component from Gn is essentially the
same as the structure of a random graph with asymptotic degree sequence
D′ = (d′0(n), d′1(n), . . .), which can be calculated from D.
The case that Q(D) = 0, which is the critical phase of this random graph
model, is not covered by Theorem 1.3; this will be the subject of Chapter 5.
We will show that this graph model behaves roughly as G(n, p) does in the
critical phase.
1.5.3 Random regular graphs
A random r-regular graph is a graph chosen uniformly at random from the
set of r-regular graphs. It is a special case of random graphs with a given
degree sequence, where for all n, dr(n) = n and di(n) = 0 if i 6= r, and A is
restricted to the even integers if r is odd. Because it is a natural model, it
has mostly been studied in its own right, and not connected with the more
general model described earlier in this section. The configuration model can
be used to generate random regular graphs. If r is fixed, the graph produced
by the configuration model is simple with probability bounded away from 0
when n grows. Hence, if the underlying multigraph of a random r-regular
configuration has the property P a.a.s., a random simple r-regular graph also
has the property P a.a.s.
Let Greg(n, r) be a random r-regular graph. For r = 1, Greg(n, r) is sim-
ply a perfect matching. For r = 2, G(n, r) is a collection of cycles. It is fairly
straightforward to show that Greg(n, 2) is a Hamiltonian cycle with prob-
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ability asymptotically equal to
√
π
4n ; thus Greg(n, 2) is a.a.s. disconnected.
However, for r ≥ 3, Greg(n, r) is a.a.s. r-connected. A problem which was
open for a long time is whether Greg(n, r) a.a.s. contains a Hamiltonian cy-
cle. This was settled in the affirmative by Robinson and Wormald, for r = 3
in [46] and for r > 3 in [47].
1.6 The minimum degree graph process
In Chapter 4 we will consider the minimum degree graph process, where the
mechanism for adding edges guarantees that the minimum degree increases
relatively quickly.
Let {Gmin(n,m)}m≥0 be a Markov chain whose states are multigraphs on
the set {1, 2, . . . , n}. The graph Gmin(n, 0) is the empty graph on n vertices,
and for m ≥ 0, Gmin(n,m+ 1) is obtained from Gmin(n,m) by first choosing
a vertex of minimum degree in Gmin(n,m) uniformly at random, and then
connecting it by a new edge to another vertex chosen uniformly at random
among the remaining vertices in Gmin(n,m). Thus, at every step at least one
vertex of minimum degree has its degree increased.
The process was originally introduced by Wormald [57] to illustrate the
usage of the differential equation method, which we will come back to in
Section 2.3. Kang et al. [30] later found the connectivity threshold for the
process, and in Chapter 4 we will determine the point of the phase transition.
Let Hi for i ≥ 1 be the random variables such that Gmin(n,Hi − 1)
has minimum degree less than i and Gmin(n,Hi) has minimum degree at
least i. Kang et al. [30] proved that there are constants h1 ≈ 0.69, h2 ≈ 1.22
and h3 ≈ 1.73 such that a.a.s. H1 = h1n + o(n), H2 = h2n + o(n) and
H3 = h3n+ o(n). (Exact formulas for h1, h2 and h3 are given on page 49.)
They moreover proved that if t = m
n
, then if t < h2, the graph is a.a.s. discon-
nected, while if t > h3, the graph is a.a.s. connected. When h2 < t < h3, the
probability that the graph is connected tends to a value bounded away from
both 0 and 1 as n tends to infinity. In the case that the graph is not connected
in this period, it a.a.s. consists of a giant component with n− o(n) vertices,
and one or more isolated cycles. In Section 4.1 we will find an exact expres-
sion for the limit probability that Gmin(n, tn) is connected when h2 < t < h3.
In Chapter 4 we will prove that there is a phase transition in Gmin(n,m),
as there is in G(n,m). We will prove that there is a constant hg ≈ 0.86
such that if t < hg, then the graph a.a.s. consists of only small components,
while if t > hg, there is a giant component. In addition, we will show
that the phase transition happens as a double jump: first the order of the
largest component jumps from O(log n) to Θ(n2/3), and then from Θ(n2/3)
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to Θ(n). The behaviour of the phase transition is therefore similar to the
phase transition in G(n,m).
1.7 Other random graph models
A graph process similar to the minimum degree graph process is the so-
called min-min process. In this process we also start with an empty graph,
but at every step we choose two vertices of minimum degree, and add an
edge between them. This is an attempt to define a graph process which
produces random regular graphs, since after rn/2 edges have been added,
the graph is necessarily r-regular, provided that rn is even. For r = 1, we
get a perfect matching chosen uniformly at random. However, for r = 2, the
resulting graph does not have the same distribution as the random regular
graph Greg(n, 2). For r ≥ 3, it is not known whether the min-min graph
process has the same distribution as Greg(n, r). The min-min process is
closely studied by Coja-Oghlan and Kang [14]. They find that as soon as the
number of edges in the process is (1+ε)n, for any ε > 0, there is a.a.s. a giant
component with more than n2 vertices, and there is a positive probability that
the graph is connected.
Another process which can be used to produce regular graphs is the
d-process. In this process edges are added at random, subject to the re-
striction that the maximum degree should remain at most d. Every edge
which is not already in the graph, and whose addition to the graph does not
increase the degree of any vertex to larger than d has the same probability
of being added. The process ends when no further edge can be added. Ru-
ciński and Wormald [48] show that the final graph in this process is a.a.s.
d-regular if nd is even, and has a.a.s. n−1 vertices of degree d and one vertex
of degree d − 1 if nd is odd. They also show in [49] that the final graph is
a.a.s. connected when d ≥ 3. For d = 2 this is not the case: Telcs, Wormald
and Zhou [53] show that the graph is Hamiltonian, and thereby connected,
with probability Θ(n−1/2), although with a different constant than in the
uniformly random 2-regular graph.
In recent years there has been an interest in studying real-world networks
and modelling these with random graph processes. This was sparked by
a paper by Watts and Strogatz [54] from 1998. They consider some real-
world networks — the neural network of a roundworm, the power grid of the
Western United States, and the collaboration graph for movie actors — and
show that these graphs share some characteristic properties, namely high
clustering along with small diameter, in spite of the graphs being sparse.
They call these “small-world” networks, in analogy with the “small-world”
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phenomenon, popularised by the notion of “six degrees of separation”. The
random graphs which we have presented so far in this chapter typically have
small diameters, but lack the clustering property, whereas graphs which ex-
hibit more regularity, such as lattices, are generally clustering, but have large
diameters. Thus, those models are inadequate for the purpose of studying
these real-world networks, and researchers have attempted to find random
graph models which typically produce graphs that share these traits, hoping
to achieve mathematical models which are useful in the study of real-world
networks.
Another real-world network that has been given much attention, is the
“web graph”, in which the vertices are pages on the World Wide Web, and
links between pages are represented by edges. Albert, Barabási and Jeong [1]
showed that the web graph has relatively small diameter, while Faloutsos,
Faloutsos and Faloutsos [19] found that its degree sequence obeys a power
law: the number of vertices of degree d is proportional to da for some con-
stant a. Graphs satisfying such a law are often called scale-free, and several
other real-world networks have also been shown to closely follow such power
laws.
Subsequently it has been attempted to design random graph models
which produce scale-free graphs having the “small-world” properties men-
tioned above. A survey of such scale-free random graphs is found in [12].
One such scale-free graph process was proposed by Barabási and Albert [5].
In this process one starts with some small arbitrary graph, and adds vertices
one by one to the graph. Every vertex added is connected to some of existing
vertices, in such a way that the probability that a vertex receives a new edge
is proportional to its degree.
1.8 Random digraphs
Finally we will consider another random structure, namely random digraphs.
In the binomial model for random digraphs, D(n, p), a random digraph on
n vertices is chosen such that for every ordered pair (v, w) of vertices there is
an arc from v to w with probability p. All pairs are considered independently
of one another. In the context of digraphs we will use the term component
to mean a strongly connected component.
Both Karp [31] and Łuczak [38] considered the phase transition, and
proved that it occurs when p = 1/n. That is, let p = c/n, where c is
a constant. If c < 1, then a.a.s. all the components in D(n, p) are single
vertices or cycles of length at most ω(n), for any function ω(n) → ∞. If
c > 1, then there is a.a.s. a giant component with Θ(n) vertices. In fact, the
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order of the giant component is a.a.s. (d2 + o(1))n, where d is the constant
appearing in Theorem 1.1(iii). Thus the probability that a specified vertex
belongs to the giant component in D(n, p) is the square of the probability
that an arbitrary vertex belongs to the giant component in G(n, p).
In Chapter 6 we will consider the critical phase in the evolution of random
digraphs, namely when c = 1. We will prove that using the same parametri-
sation as in G(n, p), namely (1.1), the random digraph exhibits the same
behaviour as G(n, p): if λ → −∞, then a.a.s. all components in D(n, p) are
relatively small cycles or single vertices, while if λ→∞, then there is a.a.s.
exactly one component which is neither a cycle nor a vertex, which is much
bigger than every other component.
1.9 Summary of the main results
The main results in this dissertation regard the phase transitions in three
different random graph models: the minimum degree graph process, random
graphs with a given degree sequence and random digraphs. In the first of
these random graph models we will locate the point of the phase transition
and show that the graph process undergoes a double jump, similar to G(n, p).
In the two other random graphs, for which the phase transitions have already
been located ([44], [31], [38]), we will consider how the random graphs behave
very close to the point of the phase transition. The three random graph
models will be treated in Chapters 4, 5 and 6 respectively. Below we state
the main theorem in each of these chapters.
The minimum degree random graph process Gmin(n,m) was introduced
in Section 1.6, and will mainly be treated in Chapter 4, although Chapter 3
also considers some of its aspects. We will prove that the phase transition
occurs when roughly hgn edges have been added, for a constant hg.
Theorem 4.2. Let
hg = log
16 log 2− 2
3 log 2− 1 + log 2 ·
√
27 − 16 log 2
≈ 0.8607.
(i) If t < hg, then a.a.s. every component in Gmin(n, tn) has O(log n)
vertices.
(ii) If t = hg and ω(n)→∞, then Gmin(n, tn) a.a.s. contains no component
of order greater than n2/3ω(n), and at least one component of order
greater than n2/3/ω(n).
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(iii) If t > hg, then a.a.s. the largest component in Gmin(n, tn) has s(t)n +
o(n) vertices, where s(t) is a function depending only on t, and every
other component, if any, has O(log n) vertices.
Random graphs with a given degree sequence Gn(D) were presented in
Section 1.5, and the point of the phase transition was already found by Molloy
and Reed [44], see Theorem 1.3. In Chapter 5 we will consider more closely
the critical point itself. In order to state the main theorem of Chapter 5, we
will need to introduce some more notation. Recall that λi(n) is the proportion





and let τn be the largest value such that
Qn(τn) = 0.
We will prove the following theorem.
Theorem 5.2. Assume that D is a well-behaved asymptotic degree sequence,
such that for some ε > 0, di(n) = 0 whenever i > n1/4−ε. Furthermore
assume that limn→∞ τn = 1 and λ∗1 > 0. Let
δn = 1− τn.
(i) If δnn1/3 → −∞, then a.a.s. all components in Gn(D) have o(n2/3)
vertices.
(ii) There is a constant c1 such that if δnn1/3 ≥ c1 log n then a.a.s. Gn(D)
has a single component with n2/3 vertices, while all other components
have o(n2/3) vertices.
Finally, in Chapter 6, we will consider the random digraph D(n, p), which
we introduced in Section 1.8. It was proved by Karp [31] and Łuczak [38]
that the phase transition in D(n, p) happens when p = 1
n
, which is the
same as for G(n, p). The next natural question is whether one can prove an
analogue of Theorem 1.2 for random digraphs when np → 1. We will prove
the following theorem, which shows that the situation for random digraph
has similarities to the random undirected graph.
Theorem 6.1. Let np = 1 + ε, such that ε = ε(n)→ 0, and let ω(n)→∞.
(i) If ε3n→ −∞, then a.a.s. every component in D(n, p) is either a vertex
or a cycle of length at most ω(n)/|ε|.
(ii) If ε3n→∞, then a.a.s. D(n, p) contains a unique complex component,
which has order (4 + o(1))ε2n, while every other component is either a




In this chapter we will present some important results from different areas
of mathematics, which will prove useful in later chapters.
In Section 2.1 we present the concept of generating functions, and a the-
orem about the asymptotic growth of the coefficients of certain generating
functions, which can be derived using singularity analysis of complex func-
tions.
In Section 2.2 we present some basic results from the theory of branching
processes. We will then sketch a proof of parts (i) and (iii) of Theorem 1.1
using a branching process. In Chapters 4 and 5 we will use branching pro-
cesses to study the phase transitions in the minimum degree graph process
from Section 1.6 and in random graphs with a given degree sequence from
Section 1.5, respectively. However, the branching process argument is easier
and more transparent in the case of G(n, p), and it is therefore useful to
consider this case first, so that it can serve as a model for the discussion of
the other processes.
In Section 2.3 we present a method using differential equations to study
discrete random variables defined on graph processes, and Section 2.4 con-
tains a martingale central limit theorem, which we will use in Chapter 3 to
show asymptotic joint normality of a sequence of random variables.
2.1 Generating functions
Generating functions will be used throughout this dissertation, often because
their usage significantly simplifies calculations, but sometimes we will also
use properties of the generating functions themselves. We therefore include
a short introduction of generating functions and present a theorem which
provides a connection between the asymptotic behaviour of a sequence and
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the singularities of the corresponding generating function considered as a
function in the complex plane. A nice exposition of generating functions has
been written by Wilf [55]. A more comprehensive book, which especially
focuses on the analytic aspects of generating functions, is being written by
Flajolet and Sedgewick [20].
Given a sequence (a0, a1, a2, . . .) of real numbers, the generating function
















We will often work with probability generating functions. Let X be a
random variable which takes nonnegative integers as values, and let pk =







Usually we have p(1) = 1; in some cases, however, we allow the event X =∞
to have nonzero probability, and in this case p(1) = P [X <∞] < 1. Several
properties of X are easy to derive from the probability generating functions.





and the variance is
Var [X] = p′′(1) + p′(1)− p′(1)2.
Given the generating function f(z) of a sequence {a0, a1, . . .}, it can be
used to determine the asymptotic growth of the sequence. Let ρ be the
radius of convergence of f(z): if z is a point in the complex plane, then∑
k akz
k converges whenever |z| < ρ, and diverges whenever |z| > ρ. Then
an = ρ−nθ(n), where θ(n) is a subexponential factor. Sometimes the notation
an ./ ρ
−n is used to denote this.
The formal power series can then be viewed as a function in the complex
plane, which is analytic in a disc of radius ρ around the origin. We know
from complex analysis that there is a unique analytic continuation of the
function to the entire complex plane, and we also know that this function
must have a singularity on the circle |z| = ρ. Furthermore, Pringsheim’s
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theorem (see [20]) asserts that if an is nonnegative for all n, then z = ρ is a
singularity of the complex function f(z). If we are given the function f(z),
we can determine the asymptotic growth of the coefficients of its Taylor
series, by finding the singularity of f(z) which is closest to the origin. This
singularity is referred to as the dominant singularity of f(z).
Sometimes one also wants to find the subexponential function θ(n). For
many functions this can be derived from the behaviour of f(z) near its dom-
inant singularity. We will only consider the following case, where the func-
tion y(z) is a function defined implicitly by y(z) = zφ(y(z)), and φ(z) is
a known function. The following theorem is a simplified version of Theo-
rem VI.6 in [20]. A function φ(w) is periodic if, for some d ≥ 2 and function ψ,
we have φ(w) = ψ(wd).
Theorem 2.1. Let φ(w) be a function analytic at 0, having nonnegative
Taylor coefficients with φ(0) 6= 0, such that there exists a positive solution τ
to the characteristic equation
φ(τ)− τφ′(τ) = 0
strictly within the disc of convergence of φ. Let y(z) be the solution analytic
at the origin of y(z) = zφ(y(z)). Then y(z) has a dominant singularity at
z = ρ, where ρ = τ
φ(τ) . If, furthermore, φ
′′(τ) 6= 0 and φ(w) is aperiodic,













In Chapters 4 and 5 we will use Theorem 2.1, combined with an analysis
of certain generating functions close to z = 1. For this we will need the
following lemma.
Lemma 2.2. Let fn(x) =
∑
i≥0 αnix
i, where αni are real numbers for n ≥ 1
and i ≥ 0. Assume that αni → α∗i as n → ∞ for constants α∗i for all i ≥ 0.
Let r(n) = max ({i : αni 6= 0} ∪ {0}). Let {an}n≥0 and {bn}n≥0 be sequences
of real numbers such that an → 1 and bn → 0 as n → ∞. Assume that
r(n)bn = o(1). Then, as n→∞,
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Proof.






































A branching process is a random process which examines some population
of organisms, or particles. The branching processes we will consider proceed
in discrete steps, which we call generations. Every individual particle in the
gth generation has a random number of children in the g + 1st generation.
When we use branching processes in a graph context, we will generally call
the particles “vertices”. Two comprehensive books about branching processes
are Harris [22] and Athreya and Ney [3].
A central theme is whether a branching process dies out or continues
growing forever. The extinction probability of a branching process is the prob-
ability that it dies out after a finite number of steps. Branching processes can
be classified in three categories: subcritical, critical and supercritical. In sub-
critical and critical branching processes the extinction probability is 1, while
supercritical branching processes are those where the extinction probability
is strictly smaller than 1. The difference between subcritical and critical
branching processes, is that the expected number of generations before the
branching process dies out is finite in the subcritical case and infinite in the
critical case.
2.2.1 The Galton-Watson process
In the Galton-Watson process every particle has a number of children which
is distributed according to a nonnegative, integral random variable X, which
is the same for every particle in every generation. The process starts with
one particle in generation 0. We will assume that X has finite expectation.
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We let Zn be the random variables denoting the number of particles in





where Xni has the same distribution as X for n = 0, 1, . . . and 1 ≤ i ≤ Zn.
Let p(z) = ∑k≥0 P [X = k] zk be the probability generating function of X.
According to the following fundamental theorem, Theorem I.5.1 in [3],
whether the Galton-Watson process is supercritical or not depends only on
the expected value of X, and the extinction probability can be calculated
from the generating function p(z).
Theorem 2.3. The extinction probability of the {Zn} process is the smallest
nonnegative root of the equation
p(z) = z.
It is 1 if E[X] ≤ 1 and smaller than 1 if E[X] > 1.
2.2.2 Branching process argument for G(n, p)
In this section we will present a branching process argument which can be
used to prove part (i) and (iii) of Theorem 1.1. The essence of the argument is
well-known, see for example [2]. In our presentation we will use Theorem 2.1
to derive part (i) and Theorem 2.3 to show part (iii).
Assume that p = c
n
, where c is a positive constant. We take an arbitrary
vertex v in G = G(n, p) and want to determine the order of the component
containing v. We expose this component by using a sequential search in
the following way. We say that vertices can be live, dead or neutral. In the
beginning v is the only live vertex, while every other is neutral. At every step
we choose a live vertex w, and for every neutral vertex x we check whether
the edge wx is contained in the graph. If it is, then we mark x as live,
and when all neutral vertices have been checked in this way, we mark w as
dead. If there at some point is no live vertex left, we have exposed the entire
component containing v.
Every time we ask whether the graph contains a particular edge, we get
an affirmative answer with probability p. By the above procedure we are
guaranteed that we will never ask for the same edge twice. Hence every edge
we check is in the graph with probability p independently of every other edge.
Let Yk be the random variable denoting the number of exposed vertices,
(that is the number of vertices which are either live or dead) after step k in
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this process. We have Y0 = 1, since before the first step, the only exposed
vertex is v. We let Zk be the number of vertices exposed in step k. Then
Yk = Yk−1 + Zk.
The number of vertices found in the kth step is distributed binomially,
as Bin(n − Yk, p). Provided that Yk is small compared to n, the expected
number of vertices exposed in the kth step is (n−Yk)p ∼ np = c. As n tends
to infinity, the binomial distribution converges to the Poisson distribution
with mean c. Thus, the probability that the number of vertices exposed
in the kth step is i, tends to e−cci
i! as n tends to infinity, as long as Yk is
not too big. The process of exposing the component which contains the
vertex v is thus very similar to a Galton-Watson process where the number
of children of a particle is a random variable with Poisson distribution with
mean c. There are, however, certain differences. In the branching process
the distribution for the number of children remains the same throughout the
process, while in the exposure process it changes as there are fewer and fewer
neutral vertices left. Moreover, the branching process can potentially go on
forever, while in the exposure process there are only n vertices available.
Nevertheless, the approximation is so good that one can prove theorems
regarding the component structure of G(n, p) using information about the
branching process.
Let us now consider the Galton-Watson process where every vertex has a
number of children which is distributed according to the Poisson distribution







Let qk be the probability that the branching process dies out after pro-
ducing precisely k vertices, including the vertex we started with, and let
q(z) = ∑k≥0 qkzk be the corresponding probability generating function. The
process is self-similar in the sense that if we take an arbitrary vertex v at any
point in the process, then the random variable denoting the total number of
descendants of v, including v itself, has the same distribution as the random
variable denoting the total number of vertices in the entire process. Thus,
if v is a vertex with k children, then the probability generating function for





Thus, q(z) is implicitly defined in a form we recognise from Theorem 2.1,
with φ(z) = p(z) and y(z) = q(z). We have
p(z)− zp′(z) = (1− cz)ecz−1,
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so τ = 1
c
satisfies the equation p(τ) − τp′(τ) = 0. The dominant singu-




ec−1, according to Theorem 2.1. Hence
qk ./ (ce1−c)k. If one wants to be more exact, Theorem 2.1 moreover im-
plies that qk  (ce1−c)kk−3/2. Let us now calculate the probability that the
branching process produces more than a log n vertices, where a = 1
c−1−log c .
By Theorem 2.3, if c < 1, the branching process dies out after a finite number
of steps with probability 1. Hence, in this case
















= 2na(1−c+log c)(a log n)−1/2 = o(n−1).
Thus, for every vertex v, the probability that v is in a component of or-
der greater than a log n is o(n−1), so the probability that there is any such
component in G(n, p) is n · o(n−1) = o(1).
When c > 1, there is a positive probability that the branching process
continues forever. According to Theorem 2.3, the extinction probability of the
branching process is the smallest nonnegative root of the equation p(z) = z.
The solution to this equation is 1− d, where d is the constant appearing in
part (iii) of Theorem 1.1. One can show that in the case that the branching
process does die out, the probability that it generates more than O(log n)
vertices before dying out is o(n−1).
Let v be a vertex in G(n, p), and suppose we expose the component
containing v as explained above. Then, with probability 1 − d + o(1), the
process dies out after at most O(log n) vertices have been exposed, while
with probability d + o(1), the process finds more than O(log n) vertices. To
prove that there is a giant component, which we will not do here, one has to
show that the vertices, for which this process exposes many vertices, all join
together in a single component.
2.2.3 Multitype branching processes
A multitype branching process is a generalisation of the Galton-Watson pro-
cess. We have a finite number of types of particles, and the number of
children a particle has, is a random variable which depends only on the type
of the particle.
Suppose that there are k different types. For i = 1, . . . , k, we let
p(i)(j1, . . . , jk) be the probability that a particle of type i produces ji′ particles
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of type i′ for i′ = 1, . . . , k. Let
f (i)(z1, . . . , zk) =
∑
j1,...,jk≥0
p(i)(j1, . . . , jk)zj11 · · · zjkk
be the k-variate probability generating function associated with particles of
type i for i = 1, . . . , k.
As in the case of the Galton-Watson process, a central question is to
determine whether a branching process dies out with probability equal to 1,
or less than 1. To determine this, we introduce the transition matrix of a
multitype branching process. The transition matrix A is a k × k-matrix
where the entry in the ith row and jth column equals the expected number
of children of type j which are produced by a single particle of type i in one
generation.
Suppose that there are vi particles of type i for i = 1, . . . , k in some
generation. We express this as a column vector v = [v1, . . . , vk]′. Then the
expected number of particles of the different types m generations later is
given by the vector Amv. It is therefore not surprising that the destiny of
the branching process is related to the value of the largest eigenvalue of A.
This is stated in the following theorem, which is Theorem V.3.2 in [3]. (The
matrix A is strictly positive if, for some n, all the entries in An are positive.)
Theorem 2.4. Assume that A is strictly positive, and let λ1 be the largest
eigenvalue of A. If λ1 ≤ 1, then the branching process dies out after a
finite number of steps with probability 1. If λ1 > 1, then there is a positive
probability that the branching process continues forever.
In the latter case, the set of equations
y1 = f (1)(y1, . . . , yk)
...
yk = f (k)(y1, . . . , yk)
has a unique solution satisfying 0 ≤ yi < 1 for i = 1, . . . , k. Then yi is the
probability that a branching process starting with a single particle of type i
dies out after a finite number of steps.
2.3 Differential equations
In this section we consider random Markovian processes which proceed in
discrete steps. In our setting we have a sequence of random processes indexed
by n, and we want to study the asymptotic behaviour of random variables
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defined on these processes, as n tends to infinity. The technique we will
present involves a passage from the discrete to the continuous point of view.
We introduce a time variable t, in such a way that every time interval of
fixed length corresponds to a number of steps in the discrete process which
is linear in n. Many random variables defined on the process can then be
scaled in such a way that the expectations of the scaled variables converge
to some fixed continuous functions, which emerge as the solutions of certain
differential equations.
This technique was first used by Karp and Sipser [32] to analyse a random
greedy matching algorithm. It was later tailored for random graph processes
and popularised by Wormald [56]. Wormald also wrote a survey [57] of the
differential equation method and some of its applications for random graphs.
In the context of graphs, we have a sequence of random graph processes
indexed by the number of vertices, n, and we have certain random variables
defined on the graphs. The graph processes proceed by having one edge added
at every step, and the idea is to express the expected change in the random
variables in terms of the values of the random variables after the previous
step. From these expressions we derive differential equations, the solutions of
which are close to the expected value of the random variables divided by n.
Using a martingale argument one can show that if certain requirements are
imposed on the random variables and the differential equations, the random
variables are sharply concentrated around their expectations.
The following lemma is a version of Theorem 5.1 in [57], suitable for our
purposes later on. In some respects it is slightly weaker than the theorem
as it is presented in [57], but in one important respect it is stronger, namely
in that the number of random variables, k0, is allowed to increase with n.
That the lemma holds in this case is stated in the note following Theorem 5.1
in [57].
Theorem 2.5. Let {Gm}m≥0 be a random graph process, whose stages are
graphs on n vertices. For k = 1, 2, . . . , k0 with k0 = O(log n), let Xk(T ) be a
random variable defined on the process up to time T , {Gm}Tm=0, for
each T ≥ 1. Suppose also that |Xk(T )(Gm)| < Cn for some constant C,
and that for some functions m = m(n), and fk : Rk0+1 → R the following
hold:
1. there is a constant C ′ such that
|Xk(T + 1)−Xk(T )| ≤ C ′
for all T < m and k = 1, 2, , . . . , k0,
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2. for k = 1, 2, . . . , k0,
E [Xk(T + 1)−Xk(T ) | GT ] = fk(T/n,X1(T )/n, . . . , Xk0(T )/n) + o(1)
uniformly over all T < m,
3. for each k = 1, 2, . . . , k0, the function fk is continuous and satisfies
a Lipschitz condition on D, where D is some bounded connected open
set containing the intersection of {(s, z1, . . . , zk0) : s ≥ 0} with some
neighbourhood of {(0, z1, . . . , zk0) : P [Xk(0) = zkn, 1 ≤ k ≤ k0] 6= 0 }.
Then,
(a) for (T, ẑ1, . . . , ẑk0) ∈ D, the system of differential equations
dzk
ds
= fk(s, z1, . . . , zk0), k = 1, 2, . . . , k0,
has a unique solution in D for zk : R→ R passing through
zk(0) = ẑk, k = 1, 2, . . . , k0,
and which extends to points arbitrarily close to the boundary of D.
(b) for each k = 1, 2, . . . , k0, a.a.s.
Xk(T ) = nzk(T/n) + o(n)
uniformly for 0 ≤ T ≤ min{σn,m}, where zk(T ) is the solution in (a)
with ẑk = Xk(0)/n, and σ = σ(n) is the supremum of those s to which
the solution can be extended.
To illustrate how the theorem can be used, we use it to calculate the de-
gree distribution of the minimum degree graph process from Section 1.6, until
the minimum degree becomes 2. We refer to Section 1.6 for the definition of
the process.
If Gmin(n,m) contains an isolated vertex, the first vertex chosen in the
next step has degree 0, and will therefore have its degree increased to 1.
The second vertex chosen is chosen uniformly at random from the remain-
ing vertices, and has therefore degree k with probability Xk(n,m)−δ0k
n−1 . Thus,
for k ≥ 0,
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where X−1(n,m) is defined to be 0 for all n ≥ 1 and m ≥ 0. This equa-
tion has the same form as the equation in point 2 of Theorem 2.5, with
fk(t, z1, . . . , zk0) = −δ0k + δ1k− zk + zk−1. In order to show that the theorem
can be used, we also have to show that points 1 and 3 are satisfied. For all k
we have |Xk(T + 1) − Xk(T )| ≤ 2, so point 1 is satisfied. Since the func-
tions fk are all linear, they also satisfy a Lipschitz condition in a suitable
set D.
Hence the system of differential equations
dzk
ds
= fk(s, z1, . . . , zk0)
has a unique solution inD. Let (α0(t), α1(t), . . . , αk0(t)) be the solution. The-
orem 2.5 says that the random variables Xk(n,m) are concentrated around
nαk(t), that is a.a.s. Xk(n,m) = nαk(t) + o(n).
Thus, we only have to calculate the functions αk(t). In order to do this,





We know that the αk(t)’s satisfy the differential equation
d
dt
αk(t) = −δ0k + δ1k − αk(t) + αk−1(t)
for k ≥ 0, where we define α−1(t) = 0 for all t ≥ 0. Multiplying this equation











(−δ0k + δ1k − αk(t) + αk−1(t))zk
= −1 + z − A(z, t) + zA(z, t)
= (z − 1)(A(z, t) + 1).
When t = 0, all vertices have degree 0, so A(z, 0) = 1. Solving the differential
equation, together with this boundary condition, we get
A(z, t) = 2et(z−1) − 1.
This holds as long as there are isolated vertices in the graph; that is, until
t = log 2. When t = log 2, A(z, log 2) = 2z − 1, and the minimum degree
becomes 1.
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When the minimum degree is 1, the Xk(n,m)’s satisfy the equation






Hence, for h1 < t < h2,
d
dt
αk(t) = −δ1k + δ2k − αk(t) + αk−1(t).
Again multiplying by zk and summing over k, we obtain
∂
∂t
A(z, t) = (z − 1)(A(z, t) + z).
If we solve this differential equation and use the boundary condition that





(z − 1 + 2z)− z. Thus,
A(z, t) =
 2e




(z − 1 + 2z)− z if h1 < t ≤ h2,








tk + (t− log 2)k−1(k + log 2− t)
)
− δk1 if h1 < t ≤ h2,
where we write 00 = 1.
2.4 Martingale central limit theorem
A discrete martingale is a sequence of random variables X0, X1, . . . such that
for i ≥ 0, E [Xi+1|X0, . . . , Xi] = Xi. Martingales are often used for proving
large deviation inequalities. In this section we will present a martingale
central limit theorem, which is taken from Janson [24], who in turn based it
on a theorem in Jacod and Shiryaev [23].
The martingales used in [24] have index set [0,∞) rather than {0, 1, . . .},
as in our definition above. We will only use discrete martingales, and defining
continuous martingales requires much terminology to be introduced, so we
will refrain from defining them; however, we will state the theorem as it is
stated in [24], as it is straightforward to apply in a discrete setting.
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Let X and Y be two real-valued martingales of finite variation, defined
on [0,∞). Let ∆X(s) = X(s)−X(s−) and ∆Y (s) = Y (s)−Y (s−). We then
define




The quadratic variation of the martingale X is [X,X]t. If X = (Xi)mi=1 and
Y = (Yj)nj=1 are two vector-valued martingales, we define [X, Y ]t to be the
m× n matrix ([Xi, Yj]t)i,j.
Theorem 2.6 (Proposition 9.1(i) in [24]). Assume that for each n, Mn(x) =
(Mni(x))qi=1 is a real q-dimensional martingale on [0,∞) with Mn(0) = 0,
and that Σ(x), x ≥ 0, is a (nonrandom) continuous matrix-valued function
such that for every fixed x ≥ 0,
[Mn,Mn]x





ThenMn d→M as n→∞, in D[0,∞), whereM is a continuous q-dimensional
Gaussian process with E [M(x)] = 0 and covariances
E [M(x)M ′(y)] = Σ(x), 0 ≤ x ≤ y <∞.

Chapter 3
Recursive trees and forests
3.1 Recursive trees
A recursive tree is a rooted tree whose vertices are labelled 1 to n, where n
is the number of vertices, in such a way that the root is labelled 1, and every
path beginning at the root has labels in increasing order.
If v is not the root, the parent of v is the vertex closest to v on the path
from the root to v. If v is the parent of w, then w is a child of v. The degree
of a vertex is, as usual, the number of its neighbours; the out-degree of a
vertex is the number of children it has. For every vertex apart from the root
the out-degree is one less than the degree. A leaf is a vertex of degree 1.
A recursive tree can be written as a list (a2, . . . , an), where ai is the label
of the parent of the vertex labelled i, for i = 2, . . . , n. By the definition of re-
cursive trees we have 1 ≤ ai < i. On the other hand, for every list (a2, . . . , an)
with the property that 1 ≤ ai < i for i = 2, . . . , n, we can construct a re-
cursive tree. We do this by starting with a single vertex labelled 1. Then,
for i = 2, . . . , n, we include a vertex labelled i and attach it to the vertex
labelled ai. Different lists yield different recursive trees, and vice versa, so
there is a bĳection between recursive trees on n vertices and lists (a2, . . . , an)
where 1 ≤ ai < i for i = 2, . . . , n. It follows that there are (n− 1)! recursive
trees on n vertices. The 3! recursive trees on four vertices are pictured in
Figure 3.1.
We let a random recursive tree on n vertices be a recursive tree chosen
uniformly at random among all the recursive trees on n vertices. Thus every
recursive tree on n vertices is chosen with probability 1(n−1)! . There is a simple
graph process which produces random recursive trees T1, T2, . . ., where Tk is
a recursive tree on k vertices for k ≥ 1. Let T1 be a tree consisting of one
vertex, with the label 1. For k ≥ 2, we construct Tk from Tk−1 by adding a
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Figure 3.1: The six recursive trees of order 4
vertex labelled k, and attaching it by an edge to one of the vertices labelled
1 to k − 1; this vertex is chosen uniformly at random, independently of the
structure of Tk−1.
Equivalently, we may construct the random list (a2, . . . , ak), where ai is
chosen from the set [i− 1] uniformly at random, independently of the value
of aj for j < i. This procedure of choosing the list (a2, . . . , ak) ensures
that the list is chosen uniformly at random from the set of lists {ai}ki=2 with
1 ≤ ai < i for i = 2, . . . , k. Because of the bĳection between lists and recur-
sive trees, it follows that the recursive trees produced by the graph process
are also uniformly random. Many interesting results regarding various prop-
erties of random recursive trees, such as the height and independence number,
appear in the survey [51] by Smythe and Mahmoud.
Recursive trees play an important role in the analysis of the minimum
degree graph process, which we introduced in Section 1.6, and will examine
closer in Chapter 4. To see why, let us consider the minimum degree graph
process until the minimum degree becomes 1. Recall that Gmin(n, 0) is the
empty graph on n vertices, and that if Gmin(n,m) contains isolated vertices,
then Gmin(n,m + 1) is obtained from Gmin(n,m) by choosing an isolated
vertex v uniformly at random, and a vertex w uniformly at random from the
set of vertices distinct from v, and adding an edge between v and w to the
graph.
Let H = H(n) be the smallest value such that Gmin(n,H) does not contain
isolated vertices, and let F (n) = Gmin(n,H). Since F (n) is constructed by
successively attaching an isolated vertex to some other vertex, no cycle can
be formed, so F (n) must be a forest. Let C be any component in F (n), and
suppose that C has k vertices. Since C is a tree, it contains k − 1 edges,
which we name e1 to ek−1 in the order they were added in the graph process.
Then e1 connects two isolated vertices, creating an initial tree of order 2,
while each of the edges e2, . . . , ek−1 (provided that k > 2) causes the tree to
grow by one vertex. Furthermore, whenever a vertex is added to the tree, the
vertex to which the new vertex is connected is chosen uniformly at random.
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Thus, C grows in the same way that we constructed random recursive trees.
If T is some unlabelled tree on k vertices, the probability that C is iso-
morphic to T is therefore equal to the probability that the random recursive
tree Tk is isomorphic to T . Hence, the graph F (n) is a forest where every
component has been constructed as a recursive tree. We therefore feel jus-
tified in calling F (n) a recursive forest. Note however, that the trees in F (n)
are not recursive with regard to an initial labelling of the vertices, and our
random recursive forests should not be confused with the perhaps more nat-
ural model introduced by Balińska, Quintas and Szymański [4], who define
a recursive forest to be a forest on the vertex set [n], where every tree is
recursive with respect to the original labelling, and a random recursive forest
is chosen uniformly at random from such forests.
In our discussion in Chapter 4 we will need to know the probability that
an arbitrary component of order k in the random forest F (n) has exactly
p leaves, or equivalently, the probability that the random recursive tree Tk
has exactly p leaves. We will also need to know the number of components of
order k in F (n), which we denote by C(n)k . We will solve these two problems in
this chapter, but the main part of the chapter is devoted to showing that the
random variables C(n)1 , C
(n)
2 , . . . tend to a Gaussian distribution as n→∞.
Let ek,p be the probability that Tk has precisely p leaves. If k < 2, we let







In Section 3.2 we will find the following exact expression for this generating
function.
Theorem 3.1.
E(u, v) = u(1− v)
( 1








The number of leaves, and more generally the degree distribution, of ran-
dom recursive trees has also been considered by Mahmoud and Smythe [41]
and Janson [25]. Unlike Theorem 3.1, which tells us the exact probabili-
ties that a tree has a certain number of leaves, these authors consider the
asymptotic properties of the degree sequence of Tk as k →∞, showing that
the number of vertices of out-degree i for i ≥ 0 have a multivariate normal
distribution. The main theorem of [25] is given below.
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Theorem 3.2 (Janson 2005). Let Xni be the number of vertices of out-
degree i ≥ 0 in a random recursive tree with n vertices. As n → ∞,
n−1Xni → 2−i−1 a.s., and
n−1/2(Xni − 2−i−1n) d→ Vi,
jointly for all i ≥ 0, where the Vi are jointly Gaussian variables with means




jwi = 2(1− z)
2(1− w)2
(2− z)(2− w)(2− zw)(3− z − w) .
Theorem 3.2 was proved using the martingale central limit theorem of
Section 2.4, Theorem 2.6. In this chapter, we will prove a similar theorem
regarding the number of components of different orders in the random for-
est F (n). The approach we will use is similar to the one used in [25] to prove
Theorem 3.2, but differs in some places, due to the nature of the processes.
Janson studied the random recursive tree process which goes on indef-
initely. Proving an asymptotic result requires looking at the process as
the number of steps tends to infinity. In the random forest, we start with
n isolated vertices, and the process ends as soon as the isolated vertices
have all been spent, which happens after a finite, random number of steps.






as n→∞. We will show that the approach used in [25] can
be adapted to this situation, so that the following theorem can be proved.
Theorem 3.3. Let Cnk be the number of components of order k in the ran-
dom forest F (n). As n → ∞, n−1Cnk → k−1k 2
−k a.s., and n−1/2(Cnk −
k−1
k
2−kn) d→ Wk, jointly for all k ≥ 1, where the Wk are jointly Gaussian
variables with means EWk = 0, and computable covariances Cov(Wi,Wj).
By “computable”, it is here meant that we can calculate Cov(Wi,Wj)
explicitly for every choice of i and j. Moreover, we conjecture that
Cov(Wi,Wj) = −




3.2 The number of leaves
In this section we will prove Theorem 3.1, namely that (3.1) holds. For p ≥ 2,






3.2. THE NUMBER OF LEAVES 35
We will first find an expression for Ep(z). It will then be straightforward to
sum over p and obtain (3.1).







(p− i)!i2 (i− 1)(iz + p− i). (3.2)
Proof. We say that a tree is a (k, p)-tree if it consists of k vertices, exactly p
of which are leaves.
It is easy to see that ek,1 = 0 for all k ≥ 2, ek,k = 0 for all k > 2 and
e2,2 = 1. Suppose that k > 2 and 2 ≤ p < k. A (k, p)-tree can either be
constructed from a (k − 1, p)-tree by attaching the next vertex to a leaf, or
from a (k− 1, p− 1)-tree by attaching it to a non-leaf. Since no other way is
possible, ek,p satisfies the recursion
ek,p =
k − p
k − 1ek−1,p−1 +
p
k − 1ek−1,p, (3.3)
when k > 2.
We prove (3.2) by induction on p. Assume that p > 2. Multiplying (3.3)
by (k − 1)zk and summing over k, we get∑
k
(k − 1)ek,pzk =
∑
k
((k − p)ek−1,p−1 + pek−1,p)zk,






= z (zEp−1(z))′ − pzEp−1(z) + pzEp(z).
This gives
zE ′p(z)− (1 + pz)Ep(z) = z(1− p)Ep−1(z) + z2E ′p−1(z),
which is a differential equation in Ep(z). We solve it for Ep(z) and obtain
the recursive formula








for p > 2. We now need an expression for E2(z) as a basis for induction.
A tree on two vertices must have two leaves, so e2,2 = 1. Since ek,1 = 0 for
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It is then easy to derive that ek,2 = 2
k−2








Together with the fact that the coefficient of z in Ep(z) is always zero, (3.2)
now follows by induction, using (3.4).
With this information we are able to calculate the generating function


















































(p− i)!i2 (i− 1)(iu+ p− i)
)
vp
= −u(v + (1− v) log(1− v))
+u(1− v)
( 1




This completes the proof of Theorem 3.1. Table 3.1 contains the values
of ek,p for k ≤ 9. These can be obtained from (3.1), or they can simply be
calculated using the recursive formula (3.3). Table 3.2 gives the number of re-
cursive trees with a given number of leaves. Recently David Callan discovered
the number triangle in Table 3.2 in a different context (Sequence A120434
in [50]). The entry in row k and column p is also the number of permutations
of [k−1] with exactly p−2 big descents, where a big descent in a permutation
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Table 3.1: The probability that a random recursive tree with k vertices has
precisely p leaves




5 8 14 2
6 16 66 36 2
7 32 262 342 82 2
8 64 946 2416 1436 176 2
9 128 3222 14394 16844 5364 366 2
Table 3.2: The number of recursive trees with k vertices and p leaves
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(x1, x2, . . . , xn) is a position i such that xi − xi+1 ≥ 2. Interestingly, if a leaf
is defined to be a vertex of out-degree 0, rather than a vertex of degree 1,
then (see page 25 in Stanley [52]) the number of recursive trees on k vertices
with p leaves equals the number of permutations of [k − 1] with p descents,
with the last entry in the permutation always considered a descent.
We close this section by also mentioning the expectation and variance of





k − 1 ,
Var [Lk] =
(k − 3)(k2 + k + 4)
12(k − 1)2 .
3.3 A random recursive forest
For the rest of the chapter we will consider the random forest F (n), which
is obtained by running the minimum degree graph process Gmin(n,m) until
no isolated vertex is left. Recall that H = H(n) is the smallest value such
that Gmin(n,H) does not contain isolated vertices. If 0 ≤ m ≤ H, we let
F (n)m = Gmin(n,m). Thus F (n) = F
(n)
H . Form > H, we let F (n)m = F
(n)
H . It was
proved in [30] that H = n log 2+o(n) a.a.s. Later we will prove that H tends
to a normal distribution with standard deviation Θ (
√
n) when n tends to
infinity.
From now on we will suppress the variable n, so we write F = F (n),
Fm = F (n)m and H = H(n). However, it should not be forgotten that these
random variables, along with most random variables to be introduced later
in this chapter, do indeed depend on the number of vertices, n.
Let t = m
n
. We will imagine that t represents the time, so that we start
with an empty graph at time t = 0, which gradually fills up as the time goes.
As noted above, the last isolated vertex is likely to disappear when t = log 2,
at which point the process becomes stagnant.
For m ≥ 0, k ≥ 1, let Cmk be the random variable denoting the number
of components of order k in Fm. Let Ck be the random variable denoting the
number of components of order k in the random forest F . We will calculate
the expected value of Cmk, and show that the random variables Cmk are
concentrated around their expectations. For this we will use the differential
equation method of Section 2.3. First we have to make sure that the largest
component is not too large.
Lemma 3.5. The largest tree in F (n) has a.a.s. O(log n) vertices.
3.3. A RANDOM RECURSIVE FOREST 39
Proof. We have to prove that there is a positive constant c, such that there
a.a.s. is no tree of order c log n or greater.
When an edge (v, w) is added to the graph, we can think of it the way
that we first choose a vertex v of minimum degree, and then let v choose
the vertex w randomly from the remaining vertices. Then v is the choosing
vertex, while w is the chosen vertex. Set k = dc log ne − 1, and suppose
that there is a component of order at least k + 1. Let E be the set of edges
in F (n)m . Then there is a set of edges E ′ = {e1, . . . , ek} ⊂ E with the following
property:
For i = 1, . . . , k, let ei = (vi, wi), where vi is the choosing vertex of the
edge. Then for every i = 2, . . . , k, wi ∈ {v1, v2, . . . , vi−1, w1}.
Let E ′′ ⊂ E be any subset of E with |E ′′| = k. The probability that E ′′














ways to choose a set of k edges from E. Hence the probability that there is









(n− 1)k−2 ∼ n
20.7k−2,
which tends to 0 for a sufficiently large c.








k2k n+ o(n). (3.6)
Proof. The proof relies on Theorem 2.5. We first find an expression for the
expected amount of change from Cmk to Cm+1,k. When an edge is added to
the graph, the first end of the edge is always an isolated vertex. We therefore
always lose a component of order 1. If the other end is in a component of
order k, we lose one component of order k, and if it is in a component of
order k − 1, we gain one component of order k. The probabilities of these
two events are kCmk−δk1
n−1 and
(k−1)Cm,k−1−δk2
n−1 , respectively. Hence, for k ≥ 1,
E [Cm+1,k − Cm,k|Fm] = −δk1 −
kCmk
n
+ (k − 1)Cm,k−1
n
+ o(1). (3.7)
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Figure 3.2: The number of trees of order 2 and greater in F (n)tn , divided by n
Furthermore it is clear that Cmk ≤ n, and that |Cm+1,k − Cm,k| ≤ 2, for all
k ≥ 1 and m ≥ 0. Thus, by Theorem 2.5, there are functions βk(t) such that




βk(t) = −δk1 − kβk(t) + (k − 1)βk−1(t), (3.8)
which are obtained from (3.7). Furthermore, we have the boundary condi-
tions
β1(0) = 1, (3.9)
βk(0) = 0, k ≥ 2. (3.10)
Since (3.8) is linear, it satisfies a Lipschitz condition in a suitable domain D,
so all the requirements of Theorem 2.5 are satisfied. Thus, we just have to
find the functions βk(t). For k = 1, (3.8) becomes ddtβ1(t) = −1 − β1(t),
which, together with (3.9), gives us
β1(t) = 2e−t − 1. (3.11)
We can now verify that (3.11) is the same as (3.5) with k = 1, and we proceed
to prove by induction that (3.5) holds in the general case.
For k ≥ 2, using standard techniques to solve the differential equa-
tion (3.8) with respect to βk(t), we obtain the recursive formula
βk(t) = (k − 1)e−kt
∫
βk−1(t)ektdt. (3.12)
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(k + 1) e−t − 1
)
.
This implies the first part of the theorem, by Theorem 2.5.
To prove the second part of the theorem, we recall that the last isolated
vertex a.a.s. disappears after n log 2+o(n) steps, so we can therefore calculate
the number of components of order k inG by setting t = log 2 in (3.5), thereby
obtaining (3.6).
Theorem 3.6 gives us a fairly good estimate on how many trees there are
of a given order at different stages of the random graph process. If we look
closer, we see that the number of components of any given order is, in fact,
normally distributed, and that if we consider the number of components of
several different orders at the same time, they have a multivariate normal
distribution. Theorem 3.3 states this in precise terms for the graph F , the
random forest which is the final graph of the process. We will prove the
following theorem, which holds for any value 0 ≤ t < log 2, and then derive
Theorem 3.3 from it. For technical reasons we will consider Vmk, the number
of vertices in components of order k in Fm, rather than Cmk. For all k ≥ 1,
we clearly have Vmk = kCmk.
Theorem 3.7. Let 0 ≤ t < log 2, and m = tn. As n → ∞, n−1Vmk →
kβk(t), and
n−1/2(Vmk − kβk(t)n) d→ Wtk,
jointly for all k ≥ 1, where the Wtk are jointly Gaussian variables with
means E [Wtk] = 0 and computable covariances cij(t) = Cov(Wti,Wtj), where
cij(t) are continuous functions of t for all i, j ≥ 1.
Theorem 3.7 complements Theorem 3.3, in that it tells how Ftn looks
strictly before the end of the process. Note that, although we obtained the
expected number of components of order k in Theorem 3.3 by simply letting
t → log 2 in βk(t), this does not work for the covariances cij(t). Indeed,
we will observe later in this chapter that limt→log 2 c11(t) 6= 0, whereas the
covariance Cov(V1, V1) = Var(V1) must necessarily be 0, since there are no
components of order 1 in the final graph. This is explained by the fact that
the stopping time H is a random variable itself, whose variance must be
taken into account.
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3.4 Martingale
We will prove Theorem 3.7 using Theorem 2.6. In order to use this theorem,
we have to express our random variables as martingales. The first problem we
encounter is that for every t, there is an infinite number of random variables
Vtn,1, Vtn,2, Vtn,3, . . .. In order to use the martingale central limit theorem, we
must reduce this to a finite number of random variables, and we do this by
capping the largest value at some point.
Let q > 1 be a fixed integer. Let Zmk = Vmk for k = 1, . . . , q − 1, and
Zmq =
∑
k≥q Vmk. Thus, if k < q, then Zmk is the number of vertices in com-
ponents of order k, whereas Zmq is the number of vertices in components of
order at least q. We always have ∑qk=1 Zm,k = n. Let Zm = [Zm1, . . . , Zmq]′
be the corresponding stochastic q-dimensional column vector. The pro-
cess {Zm}m is a Markov process, since the distribution of Zm only depends
on Zm−1. The process is not a martingale, but we will define a transformation
of the vector Zm, such that the resulting process is a martingale.




n−1 if i = j < q,
1 + 1
n−1 if i = j = q,
i
n−1 if i = j + 1,
0 otherwise.
We see that
E [Zm|Fm−1] = TZm−1 − e1. (3.13)
If we let




−1 0 0 · · · 0 0 0
2 −2 0 · · · 0 0 0
0 3 −3 · · · 0 0 0
... ... ... . . . ... ... ...
0 0 0 · · · 2− q 0 0
0 0 0 · · · q − 1 1− q 0
0 0 0 · · · 0 q 1

.




Lemma 3.8. If m = tn, then Tm ∼ etA.
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Proof. Both A and T are lower triangular matrices with q distinct eigen-
values, and λ is an eigenvalue of A if and only if 1 + λ
n
is an eigenvalue
of T . Let λ1, . . . , λq be the eigenvalues of A, and for i = 1, . . . , q, let
λ′i = 1 + λin . Let D be the diagonal matrix with entries λ1, . . . , λq, and
let D′ be the diagonal matrix with entries λ′1, . . . , λ′q. Let vi be a vector











vi = λ′ivi. Hence
A and T have the same eigenvectors. It follows that there is a matrix Q such
that A = QDQ−1 and T = QD′Q−1. Since λ′i
tn ∼ etλi , we have D′tn ∼ etD,
and so Tm = T tn = QD′tnQ−1 ∼ QetDQ−1 = etA.
In order to find a martingale, we normalise the random vector Zm. The
first step is to find the expectation of Zm. This is
Em := n(Tm(I − A−1) + A−1)e1.
By Lemma 3.8, Em ∼ n(etA(I − A−1) + A−1)e1. To see that E[Zm] = Em,
note that E0 = ne1 = Z0, and that the two equations
E[Zm] = TE[Zm−1]− e1
and
Em = TEm−1 − e1 (3.15)
hold for m ≥ 1. By induction it follows that E [Zm] = Em for all m ≥ 0. We
get a proper normalisation of Zm to a martingale by defining
Sm = T−m(Zm − Em).
Equations (3.13) and (3.15) imply that
E [Sm − Sm−1|Sm−1] = T−m((E [Zm|Zm−1]− TZm−1)− (Em − TEm−1))
= T−m(−e1 − (−e1)) = 0,
so Sm is indeed a martingale.
3.5 Quadratic variation
We now calculate the quadratic variation of the q-dimensional martingale
{Sm}m, as defined in Section 2.4. If v is a q-dimensional vector, we let the
square of the vector be the q × q matrix v2 = vv′, where v′ is the transpose
of v.
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For m ≥ 1, we let Xm = Sm − Sm−1 be the martingale differences. The














We will now find an expression for the right hand side of (3.16), and then
use Theorem 2.5 to prove that there is a matrix Σ(t) such that a.a.s. U2m =
Σ(t)n+ o(n), where the o(n) is a matrix, all of whose entries are o(n).
Let ∆m = Zm − Zm−1. Then
Zm − TZm−1 = (I − T )Zm−1 + ∆m,
and
Sm − Sm−1 = T−m((I − T )Zm−1 + ∆m + e1)T ′−m.
We let Pm = 1nZm. Let Pm,i be the ith entry of Pm. If 1 ≤ i < q, then
Pm,i is the probability that a vertex in a component of order i is chosen
as the second vertex in step m; Pm,q is the probability that a vertex in a
component of order at least q is chosen. Using (3.14), the above equation
can be written as
Sm − Sm−1 = T−m(−APm−1 + ∆m + e1).
If Y is any random variable, we define, for short, E∗ [Y ] = E [Y |Fm−1]. Then
E∗ [∆m] = E∗ [Zm − Zm−1] = TZm−1 − e1 − Zm−1 = APm−1 − e1.
Thus E∗ [X2m] is given by
E∗ [(Sm − Sm−1)(Sm − Sm−1)′]
= T−mE∗
[






E∗ [∆m∆′m] + E∗ [∆m] (−P ′m−1A′ + e1)






E∗ [∆m∆′m]− (APm−1 − e1)(P ′m−1A′ − e1)
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The entry in the ith row and jth column of E∗ [∆m∆′m] is E[(Zm,i −
Zm−1,i)(Zm,j − Zm−1,j)]. Suppose that a vertex in a component of order k
is chosen in the mth step. If k = i, we lose a component of order i, and if
k = i − 1, we gain a component of order i. Since we also lose a component
of order 1 in every step, we get Zm,i − Zm−1,i = −δi1 − iδki + iδk,i−1 if i < q.
If i = q, then we gain a component of order q if k = q − 1. If k ≥ q, the
number of vertices in components of order at least q increases by 1. Thus,
Zm,q − Zm−1,q = qδk,q−1 + Ik≥q. This can be expressed as Zm,i − Zm−1,i =
aik − δi1 for 1 ≤ i ≤ q, where aik is the entry in the ith row and the kth
column in A. Thus





E∗ [∆m∆′m] = (A− J)DPm−1(A′ − J ′),
where J is the q×q matrix {δi1}qi,j=0, and DPm−1 is the diagonal matrix whose
ith entry is Pm−1,i. We note that DPm−1J ′ = Pm−1e′1, JDPm−1 = e1P ′m−1 and
JDPm−1J









= T−mA(DPm−1 − Pm−1P ′m−1)A′T ′
−m
.





= e−tAA(DPm−1 − Pm−1P ′m−1)A′e−tA




βk(t) if 1 ≤ k < q,∑
i≥q βi(t) if k = q.
Theorem 3.6 implies that the kth entry in Pm−1 is a.a.s. γk(t) + o(1) for










Let Ξ(t) be the matrix on the right hand side of (3.18) without the o(1)
term, and let ξij(t) be the entry in the ith row and jth column of Ξ(t). It
follows then from Theorem 2.5 that there are functions σij(t) such that a.a.s.





σij(t) = ξij(t) (3.19)
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with the boundary conditions σij(0) = 0. Let Σ(t) = {σij(t)}qi,j=0. Then the
above statement can be formulated as
n−1U2m
p→ Σ(t).
Let us now define Mn(t) = 1√nSbtnc. Since {Sm}m≥0 is a martingale,



















Theorem 2.6 then implies that Mn d→ M , where M is a Gaussian pro-
cess with EM(t) = 0 and with covariance matrix EM(t)M ′(t′) = Σ(t)
for 0 ≤ t ≤ t′ < log 2.
Since
n−1/2(Zm − Em) = n−1/2TmSm ∼ etAM(t),
we conclude that Zm tends to a Gaussian process with mean (etA(I−A−1)+
A−1)e1 and covariance matrix
{c′ij(t)} = etAΣ(t)etA
′ (3.20)
when n→∞. Since Vmk = Zmk for 1 ≤ k < q, this implies that the variables
Vm1, . . . , Vm,q−1 tend to a jointly normal distribution. Since q is arbitrary, we
conclude that this holds for all the variables Vm1, Vm2, . . ..
Moreover, since ξij(t) is given for all i and j by (3.18), the covariances
c′ij(t) can be explicitly calculated by (3.19) and (3.20). Since etA is a lower
triangular matrix, c′ij(t) does not depend on any entries in Σ(t) which are
below the ith row or to the right of the jth column. Similarly one can
see from (3.18) that the expression for ξij(t) does not contain γk(t) for any
k > max(i, j). Thus, c′ij(t) does not depend on the value of q as long as
q > max(i, j), and the covariance cij(t) in Theorem 3.7 equals c′ij(t), provided
that q is chosen large enough. This constitutes a proof of Theorem 3.7.
3.6 The final stage
We will now deduce Theorem 3.3 from Theorem 3.7. The latter theorem
states that the random variables Vtn,1, Vtn,2, . . . are jointly normal when-
ever t < log 2. We want to show that this holds also at the end of the
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process, which happens a.a.s. when t = log 2. Recall that H was defined in
Section 3.3 as the stopping time of the process, that is the number of edges
added when the last isolated vertex disappears.
In Theorem 3.7 Wtk is defined for k ≥ 0 and 0 ≤ t < log 2. We ex-
tend the definition to t = log 2, by letting Wlog 2,k be jointly normal vari-
ables for k ≥ 1, such that Cov(Wlog 2,i,Wlog 2,j) = cij(log 2) and cij(t) is as
in Theorem 3.7. If the stopping time H were not random, but determin-
istically equal to bn log 2c, we could simply say that Wk = Wlog 2,k with
Cov(Wi,Wj) = cij(log 2). However, since H is a random variable, this affects
the variables Wk.
Let us consider the case k = 1, the isolated vertices. For t < log 2, we





n−1/2(Vm1 − (2e−t − 1)n) ≥ x
]
= P [Wt1 ≥ x] (3.21)
When the process goes on, Vm1 decreases, but it will stop decreasing as soon
as it becomes 0. However, as long as Vm1 > 0, (3.21) still holds. We can use
this to show that the stopping time H is also normally distributed.
For all m,
H > m⇔ Vm,1 > 0.
Using the results of the previous section, we can calculate that if t < log 2,
then Var(Wt,1) = −1 + 6e−t− (5 + 4t)e−2t, so Var(Wlog 2,1) = 34 − log 2. Thus
Wlog 2,1 ∼ N (0, 34 − log 2).
Let η = H−n log 2√
n




m− n log 2√
n
]
= P[H > m] = P[Vm,1 > 0]
= P
[



























Thus η tends to a normal variable with mean 0 and variance 34 − log 2 as
n→∞. Moreover, Cov(η,Wlog 2,1) = 1.
We now define a new sequence of random variables V ′m,k, for m = 0, 1, . . .
and k = 1, 2, . . ., in the following way. As long as m = 0 or Fm−1 contains
at least one isolated vertex, V ′m,k = Vm,k. Suppose that Fm does not contain
any isolated vertices. Let n′m =
∑
k≥2 Vm,k. Then we let dm be a random
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variable such that dm = k with probability Vm,kn′m for k = 2, 3, . . ., and we let
V ′m+1,k = −δk,1 − kδdm,k + kδdm,k−1. Essentially V ′m,k continues to evolve in
the same way it did earlier, as if there still were isolated vertices available.
As long as m = n log 2 + o(n), we have n′m = (1 + o(1))n, so
E
[





















Since V ′m,k = k−12k n+ o(n) a.a.s., (3.22) implies that
E
[









for k = 1, 2, . . .. We are interested in the values V ′H,k = VH,k, so we have to
determine how much V ′m,k changes when m changes from n log 2 to H. We
have H − log 2 = η
√
n, and so if we let vk = k(k−3)2k , then
E
[












d→ Wlog 2,k + vkWlog 2,1,
so Wk = Wlog 2,k + vkWlog 2,1.
Thus, every Wk is a linear combination of {Wlog 2,i}i, so we can conclude
that the Wk’s are jointly normal. As for the covariances, they can be calcu-
lated by
Cov(Wi,Wj) = Cov(Wlog 2,i + viWlog 2,1,Wlog 2,j + vjWlog 2,1)
= Cov(Wlog 2,i,Wlog 2,j) + vj Cov(Wlog 2,i,Wlog 2,1)
+vi Cov(Wlog 2,1,Wlog 2,j) + vivj Var(Wlog 2,1). (3.23)
The arguments in the previous section tell us how the covariances
Cov(Wlog 2,i,Wlog 2,j) can be calculated. Thus, by (3.23), we can explicitly
calculate Cov(Wi,Wj) for any i and j. For small values of i and j the co-
variance satisfies the formula
Cov(Wi,Wj) = −




but in general this formula seems difficult to prove.
Chapter 4
The minimum degree graph
process
In this chapter we will consider the minimum degree graph process more
closely. The main goal of the chapter is to determine the point of the phase
transition and to show that the process undergoes a double jump at this
point.
For the definition of the minimum degree graph process we refer to Sec-
tion 1.6. Recall that Gmin(n,m) is the graph after m edges have been added.
Let t = m/n. For i ≥ 1, let Hi be the smallest number such that the mini-
mum degree of Gmin(n,Hi) is at least i. Kang et al. [30] proved that there are
constants h1, h2 and h3 such that a.a.s. Hi = hin+ o(n) for each i = 1, 2, 3.
These constants are
h1 = log 2 ≈ 0.6931,
h2 = log 2 + log(1 + log 2) ≈ 1.2197,
h3 = log(log2 2 + 2(1 + log 2)(1 + log(1 + log 2))) ≈ 1.7316.
(4.1)
Recall that in the standard random graph process the graph becomes
a.a.s. connected when the last isolated vertex disappears, which occurs a.a.s.
when the number of edges is n log n/2 + O(n). In contrast, Kang et al.
proved that the minimum degree graph process becomes a.a.s. connected
already after a linear number, h3n, of edges have been added; that is roughly
when the minimum degree reaches 3. Furthermore, when h2 < t < h3, the
probability that Gmin(n, tn) is connected is bounded away from 0 and 1; if the
graph is disconnected in this period, it consists a.a.s. of a giant component
containing n− o(n) vertices and a number of isolated cycles. In Section 4.1
we will derive the exact limit probability for connectivity when h2 < t < h3.
The main part of the chapter is dedicated to the phase transition of the
minimum degree graph process. We will show that Gmin(n,m) undergoes
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a phase transition similar to G(n,m), albeit somewhat later, when roughly
0.86n edges have been added.
4.1 Connectivity
Kang et al. [30] found the connectivity threshold for the minimum degree
graph process.
Theorem 4.1 (Kang, Koh, Ree, Łuczak 2006). Let the constants h2 and h3
be defined as in (4.1), and let ρn(t) denote the probability that Gmin(n, tn) is




exists, and ρ(t) = 0 for t < h2, while ρ(t) = 1 for t ≥ h3. If t ∈ (h2, h3), then








The function ρ(t) is continuous everywhere except at t = h2. Kang et al.
moreover proved that when h2 < t < h3, the graph Gmin(n, tn) a.a.s. consists
of one giant component with n − o(n) vertices, and possibly one or more
isolated cycles. They found that the number of isolated cycles has asymp-










P[Gmin(k, k) is a cycle].
Thus, the probability that Gmin(n, tn) is connected equals asymptotically the





Kang et al. did not calculate the exact values of ρ(t) and ρ+, so we will begin
our discussion of the minimum degree graph process by calculating these.
Let C be a fixed Hamiltonian cycle in the complete graph Kk. Since there
are (k−1)!2 Hamiltonian cycles in Kk, we have
P [Gmin(k, k) is a cycle] =
(k − 1)!
2 P [Gmin(k, k) = C] . (4.2)
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Figure 4.1: Cycles with gaps











kP [Gmin(k, k) = C] . (4.3)
For a graph G we let ι(G) be the number of isolated vertices. Let
0 ≤ i ≤ k − 2 and Gi = Gmin(k, k − i − 1), and suppose that Gi ⊆ C and
ι(Gi) = i. Then Gi consists of a path P of length k− i−1, which is a part of
the Hamiltonian cycle C, and i isolated vertices. Let fk,i be the probability
that Gmin(k, k) = C in this case; that is
fk,i = P [Gmin(k, k) = C|Gi ⊆ C ∧ ι(Gi) = i] .
The graphs in Figure 4.1 are examples of the graph process for k = 12.
The vertices are aligned according to the cycle C, which is the cycle we aim
for. In the graph to the left in Figure 4.1, there are two isolated vertices, so
the probability that this graph ends up as the cycle C is fk,2.
Let us now consider the graph to the right in Figure 4.1. Here there
are two gaps: one with two isolated vertices, and another with three. To
determine the probability that this graph ends up as C, we must realise that
we can handle each of the gaps essentially independently of the other.
Suppose more generally that G = Gmin(k, t) ⊆ C has two gaps, as the
graph to the right in Figure 4.1, such that upper gap U has i isolated vertices,
and the lower gap L has j isolated vertices. Let GU be the graph obtained
by filling the lower gap in G with edges in such a way that GU ⊆ C and
GU only contains one gap. We now proceed with the minimum degree graph
process on GU , until either the remaining gap has been filled or until an edge
which does not belong to C is added. Suppose u is the number of steps until
the process stops, and let (v1, v′1), . . . , (vu, v′u) be the edges added, where the
vm’s are the vertices chosen first, and the v′m’s are the vertices chosen second
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at every step. The probability that this process ends up with the upper gap
being filled is, by definition, fk,i.
Similarly, we let GL be the graph obtained by filling the upper gap in G,
and we proceed with the minimum degree graph process on GL. We let the
process continue until either the gap has been filled, or an edge which is not
a part of the cycle C is added. We let l be the number of steps until this
process stops, and we let (w1, w′1), . . . , (wl, w′l) be the edges added, where the
wm’s are the first, and the w′m’s the second vertices chosen at every step. The
probability that this process ends with the lower gap being filled is fk,j.
We now go back to the original graph G, which contains the two
gaps U and L. By considering the gaps separately above, we have got
two randomly chosen sequences of edges, V = ((v1, v′1), . . . , (vu, v′u)) and
W = ((w1, w′1), . . . , (wl, w′l)). We now proceed as follows, starting from the
graph G. We choose the upper or the lower gap at random with probabilities
proportional to the number of isolated vertices in each gap. If the upper gap
is chosen, we add the first unused edge in V to G, and if the lower gap is
chosen, we add the first unused edge in W to G. We continue like this until
there are no more isolated vertices in the graph, or until an edge which does
not form a part of C is added. After that we choose gaps with probabilities
proportional to the number of vertices of degree 1. We then continue the pro-
cess until either an edge which is not contained in C is added or until both
gaps are filled. The event that both gaps are filled can only happen if both
the upper process and the lower process were successful, so the probability is
fk,ifk,j. Although we have chosen the edges with a different procedure than
in the ordinary minimum degree graph process, the probability of a particu-
lar edge being chosen at any one step is unchanged. Hence we can conclude
that the probability that both gaps in G are filled is fk,ifk,j.
Using this observation we can obtain a recursive formula for fk,i. We
again consider Gi, which consists of a path P which forms a part of C,
and i isolated vertices which are consecutive vertices in C. There are then
i + 1 edges which are contained in C but not in P . We distinguish between
the internal edges of the gap, both of whose endpoints are isolated in Gi,
and external edges, which are incident to the path P . There are two external
edges and i− 1 internal edges.
Let us first consider the probability that one of the external edges is
added in the next step. Let e = vw be an external edge, where v is an
isolated vertex in Gi and w is an endpoint of the path P . For e to be added,
the first vertex chosen in the next step must be v, and the second must be w.
The probability of the former event is 1
i
, and the probability of the latter
is 1
k−1 . Since there are two external edges, the probability that one of them
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is added at the next step is 2
i(k−1) .
Let now e = vw be an internal edge, where both v and w are isolated
vertices. The probability that v is chosen as the first vertex and w as the
second is 1
i(k−1) . Since both vertices are isolated, they can be included in
either order, so the probability that e is added in the next step is 2
i(k−1) .
If an external edge is added, the size of the gap decreases by one. If an
internal edge is added, the gap is split in two gaps containing i− 2 isolated
vertices altogether. The sizes of the individual gaps are j − 1 and i− j − 1,
respectively, where 1 ≤ j ≤ i, and every choice of j has the same probability.
Hence the following recursion holds for i ≥ 1:
fk,i =
2fk,i−1




i(k − 1) . (4.4)
If i = 0, then Gi consists of a path of length k − 1, and only one edge is
needed to complete C. Suppose e is the missing edge. The endpoints of e
are the only ones of degree 1, so certainly one of them is chosen as the first
vertex. The probability that the other is chosen as the second vertex is 1
k−1 ;
thus fk,0 = 1k−1 .
For convenience we would like to have variables which are independent
of k, so we let gi = (k − 1)i+1fk,i, where k is arbitrarily chosen. It is easy to






























g′(z) = 2g(z) + 2zg(z)2.
Solving this differential equation, we get
g(z) = 21− 2z + ce−2z ,
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for a constant c. Since g0 = 1, we must have g(0) = 1, so
g(z) = 21− 2z + e−2z .
If we now go back to the beginning of the process, Gmin(k, 0), the prob-
ability that the first edge added is an edge in C is 2/(k − 1), and if this
happens, the probability that the process becomes C at the end is fk,k−2.
Thus
P [Gmin(k, k) = C] =
2fk,k−2
k − 1 =
2gk−2
(k − 1)k . (4.6)
The Taylor expansion of g(z) is
g(z) = 1 + 2z + 3z2 + 143 z
3 + 223 z
4 + 17215 z
5 + 26915 z
6 + . . . .
Using the Taylor expansion and the equations (4.2) and (4.6), we can cal-











Table 4.1: The probability that Gmin(k, k) is a cycle.
Although little can be concluded about the asymptotic behaviour of this
probability just by considering the initial values, it appears from Table 4.1
that the probability is roughly halved at every step. By considering the
dominant singularity of g(z), as explained in Section 2.1, we can show that
this is not very far from the truth. The dominant singularity of g(z) is 1+α2 ,
where α ≈ 0.2785 is the principal solution to αeα+1 = 1. Using Stirling’s
formula together with (4.2), we get







Figure 4.2: The probability that Gmin(n, tn) is connected
where 2
e(1+α) ≈ 0.5755.
Our main interest, however, is to use the generating function g(z) to
calculate the exact value of ρ(t). If we multiply g(z) by z and integrate, we
get ∫
zg(z)dz = −12 log
(
1 + (1− 2z)e2z
)
+ C,





k+2 = −12 log(1 + (1− 2z)e
2z) + log 22 .



















= −12 log(1 + (1− 2h(t))e
2h(t)) + log 22 .
The limit probability that Gmin(n, tn) is connected is therefore
ρ(t) = e−λ(t) =
√
1 + (1− 2h(t))e2h(t)
2
56 CHAPTER 4. THE MINIMUM DEGREE GRAPH PROCESS
for h2 < t < h3. This function is shown in Figure 4.2. We have h(h2) =
1


















Having calculated the connectivity probability, we turn our attention to the
main topic of this chapter, namely the phase transition of the minimum de-
gree graph process. We recall from Section 1.4 that if m = cn2 with c < 1,
then G(n,m) a.a.s. consists of small components, while if m = cn2 with c > 1,
then G(n,m) a.a.s. contains a unique giant component of linear order. We
will show that the minimum degree graph process undergoes a similar trans-
formation, but while G(n,m) needs only roughly 0.5n edges to produce the
giant component, Gmin(n,m) requires roughly 0.86n edges. Thus, while the
mechanism employed to choose edges in Gmin(n,m) makes the graph become
connected much earlier than G(n,m), the emergence of the giant component
is slowed down. We will also show that the phase transition in Gmin(n,m)
happens as a double jump, similar to G(n,m).
Theorem 4.2. Let
hg = log
16 log 2− 2
3 log 2− 1 + log 2 ·
√
27 − 16 log 2
≈ 0.8607.
(i) If t < hg, then a.a.s. every component in Gmin(n, tn) has O(log n)
vertices.
(ii) If t = hg and ω(n)→∞, then Gmin(n, tn) a.a.s. contains no component
of order greater than n2/3ω(n) and at least one component of order
greater than n2/3/ω(n).
(iii) If t > hg, then a.a.s. the largest component in Gmin(n, tn) has s(t)n +
o(n) vertices, where s(t) is a function depending only on t, and every
other component, if any, has O(log n) vertices.
We will prove Theorem 4.2 by approximating the graph process by a
branching process: starting with a vertex v, we expose the component con-
taining v, starting first with the vertices closest to v and then continuing as
new vertices are added to the component.
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One problem we have to circumvent is that given two incident edges,
the event that one of them is in Gmin(n,m) is not independent of the other
being in the graph. We will overcome this problem by partitioning the edges
into two classes, red and blue, according to the time they were added to the
process and partitioning the vertices into light and heavy vertices. These
concepts will be defined below.
We consider the process advancing in two separate phases. The first phase
is when the minimum degree is 0, and the other is when the minimum degree
is 1. We will represent the phases by colouring the edges in the following
way: when an edge is added, we colour it red if the minimum degree of the
graph (before the addition of the edge) is 0 and blue if the minimum degree
is 1. Other edges are uncoloured, but we will only consider the stages of the
process where all the edges are a.a.s. either red or blue, namely when t < h2.
We let the red phase be the part of the process where the graph still contains
isolated vertices. The blue phase is the phase where the minimum degree is 1.
In the red phase the graph process behaves just like the random forest we
considered in Chapter 3. Thus we can apply the results from that chapter to
the red phase. In the blue phase the graph consists of a static red subgraph
and an evolving blue subgraph. Since the first vertex chosen at every step in
the blue phase must have degree 1, it must necessarily be incident to one red
edge and no blue edges. Thus, no blue cycle can be formed, and the graph
is in fact a union of a red and a blue forest.
In the blue phase every vertex is incident to a red edge, but not necessarily
to a blue edge. Let v be a vertex. We let Cred(v) be the maximal red tree
containing v. If v is incident to at least one blue edge, we let Cblue(v) be
the maximal blue tree containing v. Otherwise, we let Cblue(v) = {v} and
consider it to be a blue tree of order 1. Thus every vertex is part of a red tree
of order at least 2 and a blue tree of order at least 1. We also define the red
and the blue degree of a vertex v to be the number of respectively red and blue
edges incident to v; these are denoted degred(v) and degblue(v) respectively.
We call v a light vertex if it has red degree 1 and heavy otherwise.
The crucial observation is that if we are given the information about
whether v is light or heavy, then the order of Cred(v) and the order of Cblue(v)
are two random variables which are essentially independent of each other.
The reason for this is that when we add a new blue edge, which vertices we
choose does not depend on the order of the components which they are part
of, but only on the degrees of the vertices.
In the branching process we build up the component containing v by al-
ternatingly adding red and blue trees. As t grows, the branching process
will produce larger components, and the value hg given in Theorem 4.2 cor-
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responds to the critical point of the branching process: when t ≤ hg, the
branching process dies out after a finite number of steps with probability 1,
but when t > hg, it continues forever with probability strictly greater than 0.
We will show in Section 4.6 that this corresponds to the existence of a giant
component in Gmin(n, tn).
The rest of the chapter is organised as follows. In Sections 4.3 and 4.4 we
discuss the order and structure of the red and blue trees respectively. Sec-
tion 4.5 deals with the branching process. In Section 4.6 we use the branching
process to prove the occurrence of the phase transition and the existence of
the giant component in Gmin(n,m) (part (i) and (iii) of Theorem 4.2), and
in Section 4.7 we consider the critical moment (part (ii) of Theorem 4.2).
Section 4.8 contains some remarks regarding the evolution of the minimum
degree graph process.
4.3 The red phase
In Section 3.3 we showed how many red trees there are in Gmin(n,m) at
the end of the red phase. We only state the result here as it was given in
Theorem 3.6.
Lemma 4.3. When the red phase is finished, the number of red trees with
exactly k vertices is a.a.s.
k − 1
k2k n+ o(n). (4.7)
This lemma implies that for every vertex v,
P [|Cred(v)| = k] =
k − 1
2k + o(1). (4.8)
In order to distinguish between light and heavy vertices, we have to distin-
guish between the red trees, not only by the number of vertices, but also
according to the number of leaves. We recall from Section 3.2 that ek,p is the
probability that a red tree of order k has exactly p leaves. The generating
function for E(u, v) = ∑k,p ek,pukvp was given in Theorem 3.1.
When t = h1, there are a.a.s. n log 2 + o(n) vertices of degree 1. Thus,
when t > h1, there are a.a.s. n log 2 + o(n) vertices incident to precisely one
red edge (light vertices). From this and (4.8) it follows that
P [Cred(v) is a (k, p)-tree| degred(v) = 1] =
p(k − 1)
k2k log 2ek,p + o(1) (4.9)
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and
P [Cred(v) is a (k, p)-tree| degred(v) > 1] =
(k − p)(k − 1)
k2k(1− log 2) ek,p + o(1). (4.10)
4.4 The blue phase
Now we will assume that we are somewhere in the blue phase; that is
h1 < t < h2. Recall that a vertex is light if it is incident to precisely one
red edge and heavy otherwise. Every nontrivial blue tree (i.e. a tree which is
not a single vertex) begins as an edge and then possibly continues to grow
one vertex at a time. When a nontrivial blue tree is first created, at most
one of the two vertices in the tree can be heavy. Every subsequent vertex
added to the tree must be light. Hence a blue tree cannot contain more than
one heavy vertex. We say that a blue tree in Gmin(n,m) is simple if every
vertex in the tree is light, and non-simple otherwise. A non-simple tree must
contain precisely one heavy vertex.
We will now determine how many simple and non-simple blue trees there
are in Gmin(n, tn). In order to simplify the formulas, we define
u = u(t) := 2e−t.
Lemma 4.4. The number of simple blue trees with exactly k vertices
in Gmin(n, tn) is a.a.s.
1
k
(1− u)k−1(u+ ku log 2− 1)n+ o(n). (4.11)
The number of non-simple blue trees with exactly k vertices in Gmin(n, tn) is
a.a.s.
(1− log 2)u(1− u)k−1n+ o(n). (4.12)
Proof. Let Sk(n,m) be the number of simple blue trees with exactly k ver-
tices, and Tk(n,m) be the number of non-simple blue trees with exactly
k vertices, in Gmin(n,m). Lemma 3.5 can be adapted to blue trees as well as
red, so we can assume that k = O(log n). We will use Theorem 2.5 to find
functions σk(t) and τk(t) for k ≥ 1, such that a.a.s. Sk(n, tn) = σk(t)n+o(n)
and Tk(n, tn) = τk(t)n+ o(n).
Consider a blue tree of order k ≥ 2. The probability that this tree grows
with one vertex when an edge is added to Gmin(n,m) is the same as the
probability that a red tree of order k grows with one vertex in the red phase.
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Hence, for k ≥ 2, (3.7) holds for blue trees as well as red, with Ck(n,m)
substituted with Sk(n,m) and Tk(n,m), respectively. Hence σk(t) and τk(t)
both satisfy the differential equation (3.8), and therefore also the recursive
formula (3.12), with βk(t) substituted with σk(t) and τk(t), respectively. Thus
for k ≥ 2,
σk(t) = (k − 1)e−kt
∫
σk−1(t)ektdt, (4.13)
τk(t) = (k − 1)e−kt
∫
τk−1(t)ektdt. (4.14)
The behaviour of the blue trees deviates from the red trees when k = 1. Every
edge added causes a simple blue tree of order one to disappear. The expected
amount of change of S1(n,m) and T1(n,m) are given by the equations









Hence the differential equations
d
dt




τ1(t) = −τ1(t) (4.16)
are satisfied. As mentioned in the previous section, it was proved in [30]
that when t = h1 = log 2, there are a.a.s. n log 2 + o(n) vertices of degree 1
in Gmin(n, tn). Hence we have the boundary conditions σ1(log 2) = log 2
and τ1(log 2) = 1 − log 2. Furthermore σk(log 2) = τk(log 2) = 0 for k ≥ 2.
Solving the differential equations (4.15) and (4.16) and using the boundary
conditions just given, we get
σ1(t) = 2(1 + log 2)e−t − 1,
τ1(t) = 2(1− log 2)e−t.





(1− u)k−1(u+ ku log 2− 1),
τk(t) = (1− log 2)u(1− u)k−1.
By Theorem 2.5, this implies the lemma.
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Since the number of vertices of red degree one when t > h1 is a.a.s.
n log 2 + o(n), Lemma 4.4 implies the following:
P [|Cblue(v)| = k| degred(v) > 1] = u(1− u)k−1 + o(1), (4.17)
P [Cblue(v) is simple and |C(v)| = k| degred(v) = 1]
= 1log 2(1− u)
k−1(u+ ku log 2− 1) + o(1), (4.18)




log 2 − 1
)
(k − 1)u(1− u)k−1 + o(1). (4.19)
4.5 Branching process
In this section we explain how we build the components in Gmin(n,m) using a
multitype branching process. Multitype branching processes were introduced
in Section 2.2.3.
In the branching process the vertices are of four different types. A vertex
is either light or heavy, and it is either an r-vertex or a b-vertex. These
will be defined below. Furthermore, we distinguish between saturated and
unsaturated vertices.
Let A be the event that the number of red trees in Gmin(n, tn) is given
by (4.7), that the number of simple blue trees is given by (4.11), and that the
number of non-simple blue trees is given by (4.12). According to Lemma 4.3
and Lemma 4.4, A holds with probability tending to 1. Thus, if we want to
show that some event holds a.a.s., it is sufficient to show that it holds a.a.s.
when conditioned on A. From now on we therefore assume that the event A
holds.
In the first step of the branching process a red tree is created. The order
of the tree is given by the probability distribution (4.8). All the vertices
created in this step are unsaturated r-vertices. If the tree has order k, we let
p of the vertices be light and k − p heavy, with probability ek,p.
In subsequent steps the branching process evolves as follows. We choose
an unsaturated vertex v at random. If v is an r-vertex, we create a blue tree
incident to v. If v is heavy, then the order of the tree is chosen randomly
with probabilities given by (4.17). If v is light, then the order of the tree, and
whether it is simple or non-simple, is determined according to the probabil-
ities in (4.18) and (4.19). All the vertices created are unsaturated b-vertices.
Note that it is possible that the tree created has order 1; in this case no new
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vertices are generated. If v is a heavy vertex, then all the newly generated
vertices in the blue tree are light. If v is light and the blue tree is simple, all
the new vertices are also light, and if the blue tree is non-simple, exactly one
of the new vertices is heavy, while the others are light.
If, on the other hand, v is a b-vertex, we create a red tree incident to v.
The probability that the red tree has order k and contains exactly p light
vertices is given by the probability distribution (4.9) if v is a light vertex and
(4.10) if v is heavy. All the newly created vertices are unsaturated r-vertices.
After the new red or blue tree has been created, we end the step by marking
v as saturated.
Thus a vertex is an r-vertex, if it was generated through the creation of
a red tree, and a b-vertex if it was generated through the creation of a blue
tree. As before, a vertex is light if it is incident to exactly one red edge, and
heavy otherwise.
This branching process approximates the way we might proceed if we want
to find all the vertices in the component in Gmin(n,m) which contains a given
vertex v. First we find the red tree containing v. Then at every vertex w
of this red tree, we find the blue tree which contains w. As explained in
Section 4.2, the order of the blue tree does not depend on the order of the red
tree of which w is a part, only on the information about whether w is incident
to one or more than one red edge. Then we continue exploring alternatingly
red and blue trees, until we have found all the vertices in the component.
Some care must be taken, because the graph process will generally contain
cycles, which the branching process does not. We will consider this problem
more closely in Sections 4.6 and 4.7.
We will now calculate the generating functions for the number of vertices
created in one step of the branching process. By one step it is meant that
from a given vertex we create a (red or blue) tree and then count the number
of vertices which have been created. In subscripts we will often use the
letters r, R, b and B. The letters r and b refer to light r- and b-vertices,
whereas R and B refer to heavy r- and b-vertices.
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P [Cblue(v) is simple and |C(v)| = k + 1| degred(v) = 1]xk















= (y log 2− y + x)u
2 + ((1− log 2)y + 1 + log 2− 2x)u− 1 + x















= u1− (1− u)x.
In order to shorten the formulas and make them more readable, we set




2 . We will also in some
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2 − 4γ2 + 4γ
4(1− γ)2 + log(1− γ)
)
.
We let T be the transition matrix associated with the branching process.
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It can be written as
T =

0 0 φ1,3(t) φ1,4(t)
0 0 φ2,3(t) φ2,4(t)
ψ3,1 ψ3,2 0 0
ψ4,1 ψ4,2 0 0
 .
Here the first row and the first column correspond to light r-vertices, the
second row and the second column to heavy r-vertices, the third row and the
third column to light b-vertices, and the fourth row and the fourth column
to heavy b-vertices. The entries denote the expected number of vertices we
get of the required type when we start with a single vertex of the given type.
The zeroes in the matrix are there because we will never go from an r-vertex
to an r-vertex, or from a b-vertex to a b-vertex.
The φ’s describe the expected number of vertices generated by the cre-
ation of a blue tree at an r-vertex, so they depend on t. The ψ’s, on the other
hand, describe how many vertices are generated by the creation of a red tree
at a b-vertex and do not depend on t, since we are after the red phase in the
graph process, and no more red edges are added.
The φ’s can be calculated by differentiating the corresponding generating
























fR(1, 1) = 0.
The fact that φ2,4(t) = 0 is explained by the fact that a blue tree can contain
at most one heavy vertex, so we will never go from a heavy r-vertex to a
heavy b-vertex.
It is slightly more difficult to calculate the ψ’s, since x− y occurs in the
denominator of the expressions of fb(x, y) and fB(x, y), so we cannot simply
evaluate them at (1, 1). The limits exist, however, so we can calculate the ψ’s
by taking the limits at (1, 1):



























16 log 2− 5
16(1− log 2) .
Thus we have expressions for all the entries in T . Since T is not strictly
positive, we cannot apply Theorem 2.4 to it directly. Instead we consider
the 2 × 2-submatrix A of T 2 consisting of the first and second rows and
columns. This matrix is the transition matrix when we consider the branch-
ing process in two steps at a time: from an r-vertex we first generate a blue








Let λ1(t) be the largest eigenvalue of A. Then λ1(t) is an increas-
ing and continuous function of t, and we define hg to be the value for
which λ1(hg) = 1. According to Theorem 2.4, the branching process dies
out with probability 1 when t ≤ hg, and it continues forever with positive
probability when t > hg.













(a− d)2 + 4bc
)
.
Setting λ1(t) = 1 gives
a+ d− ad+ bc− 1 = 0.
Substituting in the values of a, b, c and d, we end up with a quadratic
equation in u,
r2u
2 + r1u+ r0 = 0, (4.20)




2 + ζ − 1,




The solutions of (4.20) are
u± =
3ζ − ζ2 ±
√
27ζ2 − 16ζ
8ζ − ζ2 .
We must have u > 0, so the solution relevant to us is
u+ =
3ζ − ζ2 +
√
27ζ2 − 16ζ
8ζ − ζ2 =
3 log 2− 1 + log 2 ·
√
27 − 16 log 2
8 log 2− 1 .




= log 16 log 2− 2
3 log 2− 1 + log 2 ·
√
27 − 16 log 2
.
Thus we have located the critical moment of the branching process, when
the largest eigenvalue of the transition matrix becomes 1.
We can also use the generating functions to express the extinction prob-
ability P (t) of the branching process. When t ≤ hg, we have P (t) = 1.
Suppose now that t > hg. We let gr(x, y) and gR(x, y) be the generating
functions for the number of light and heavy r-vertices generated in two steps
(first generating a blue tree and then red trees afterwards) starting with one
light r-vertex and one heavy r-vertex, respectively. We have
gr(x, y) = fr(fb(x, y), fB(x, y)),
gR(x, y) = fR(fb(x, y), fB(x, y)).
By Theorem 2.4 there is a unique solution to the equations
yr = gr(yr, yR),
yR = gR(yr, yR),
satisfying 0 ≤ yr, yR < 1. Then yr is the extinction probability of the branch-
ing process starting with a single light r-vertex, and yR is the extinction
probability when starting with a single heavy r-vertiex.
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The very first step in the branching process consists of creating a red tree.


























4.6 The phase transition
In this section we prove parts (i) and (iii) of Theorem 4.2, using the branching
process defined in the previous section and the following lemma.
Lemma 4.5. Let X1, X2, . . . be nonnegative, integral, mutually independent,
identically distributed random variables with mean µ, and let X = X(r) =∑r
i=1Xi. For any constants δ > 0 and a > 0, there is a constant c > 0 such
that if r ≥ c log n, then
P[X(r) ≥ r(µ+ δ)] = o(n−a) (4.21)
and
P[X(r) ≤ r(µ− δ)] = o(n−a). (4.22)
Proof. For any u > 0, by Markov’s inequality























. To prove (4.21), it is
sufficient to show that there is a u > 0 such that f(u) < 1. Since f(0) = 1,
we only have to show that the derivative of f(u) at u = 0 is negative.









kP [Xi = k] = µ
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and
f ′(0) = g′(0)− g(0)(µ+ δ) = µ− µ− δ = −δ < 0.
To prove (4.22), we fix an m and define random variables Yi such that
Yi =
{
m−Xi if Xi ≤ m,
0 otherwise.
Let µ′ = E [Yi]. For every η > 0 we can choose m large enough so that∑m
k=0 kP [Xi = k] ≥ µ− η. Hence we can choose m so large that
µ′ = E [Yi] =
∑
k≥0
kP [Yi = k] =
m∑
k=0




P [Xi = k]−
m∑
k=0
kP [Xi = k]
≤ m− µ+ η.
Let Y = Y (r) = ∑ri=1 Yi, and note that Y ≥ rm − X. We set η = δ/2.
Then
P [X ≤ r(µ− δ)] = P [rm−X ≥ rm− r(µ− δ)]
≤ P [Y ≥ r(m− µ+ δ)]
≤ P [Y ≥ r(µ′ + δ/2)] ,
by choosingm sufficiently large. By (4.21) this probability can be well enough
bounded, by choosing a large enough c.
Proof of Theorem 4.2 (i) and (iii). We first prove part (i). Assume that
t < hg. Let v be a vertex in Gmin(n, tn), and let C(v) be the component con-
taining v. We will bound the probability that C(v) has more than O(log n)
vertices by using the branching process of the previous section.
Since every vertex in Gmin(n, tn) is incident to at least one red edge, every
b-vertex in the branching process gives rise to at least one r-vertex. The total
number of vertices is therefore at most twice the number of r-vertices, so it
is sufficient to count the number of r-vertices.
Let A = A(t) be the 2 × 2 transition matrix defined in the previous
section, and let λ1 = λ1(t) be the largest eigenvalue of A. Since t < hg,
we have λ1 = 1 − ε for some ε > 0. For a fixed k, we let [v1v2] be the left
eigenvector of A corresponding to the eigenvalue λ1, such that v1 + v2 = k.
Imagine that we start with u1 light r-vertices and u2 heavy r-vertices.
From each of these vertices we first generate a blue tree, and from each of
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the new vertices we then generate a red tree. Let V1 be the number of newly
generated light r-vertices, and V2 be the same for heavy r-vertices. We define
P (x1, x2) = P [V1 ≥ v1 or V2 ≥ v2|u1 = x1, u2 = x2].
The probability that C(v) has at least 2k vertices is bounded from above
by the probability that the branching process generates at least k r-vertices.
This probability is again bounded from above by
max
x1≤v1,x2≤v2
P (x1, x2) = P (v1, v2).
Set u1 = v1 and u2 = v2. Since [v1v2] is an eigenvector, E [V1] = (1 − ε)v1
and E [V2] = (1− ε)v2.
Let Wr→r be the random variable denoting the number of light r-vertices










Thus both V1 and V2 are the sum of two random variables, each of which
is a sum of a number of nonnegative, integral, mutually independent and
identically distributed random variables. Hence we can use Lemma 4.5 to
show that if we set k = c log n, we can always choose c so large that
P [Vi ≥ vi] = o(n−1)
for i = 1, 2, and so P (v1, v2) = o(n−1).
It follows that the expected number of vertices in components of order
greater than 2k is n · o(n−1) = o(1), which finishes the proof of part (i).
Now we prove part (iii). Assume that t > hg. In the branching process
we distinguish between saturated and unsaturated vertices as in Section 4.5.
Saturated vertices are those from which we have already added a red or a
blue tree, while unsaturated vertices are those which have been generated,
but from which we have not yet generated a new tree.
One problem appears when we try to use the branching process to model
the graph process: in the branching process newly generated vertices are
always distinct from vertices generated earlier. In the graph process it may
happen that a newly generated vertex is the same as one of the unsaturated
vertices. If the number of vertices we already have in the component is k, then
the probability that a given newly generated vertex is one of the unsaturated
vertices is bounded above by k
n
. As long as k  n, for any ε′ > 0 this value
is smaller than ε′ for large n. We therefore introduce a modified branching
process: whenever a new vertex is generated, we discard this vertex with
probability ε′ > 0. Since t > hg and the eigenvalue function is continuous,
we can always find an ε′ small enough that the largest eigenvalue remains
strictly greater than one. We will from now on assume that we are using this
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modified branching process. The largest eigenvalue of the transition matrix
of the modified branching process is λ1 = 1 + ε, with ε > 0.
We will now prove that there are constants c > 0 and δ > 0, such that
for any η with 0 < η < 12 , the following is true. Let k− = c log n and
k+ = n1−η. The probability that there is a vertex v such that for some k
with k− ≤ k ≤ k+, the branching process starting with v has fewer than
δk unsaturated vertices after k steps, given that the branching process has
not died out before k− steps, is o(1).
To prove this, we fix k with k− ≤ k ≤ k+ and assume that the branching
process has not died out after k− steps. The expected number of vertices
generated from k vertices is k(1 + ε). Let δ be a constant with 0 < δ < ε.
Lemma 4.5 implies that the constant c, which k− depends on, can be chosen
so large that the probability that the branching process after k steps (where
k ≥ k−) has fewer than k(1 + δ) vertices is o (n−2). At every step one
unsaturated vertex becomes saturated, so the number of unsaturated vertices
is then at least k(1+δ)−k = δk. The probability that for some vertex v and
some k with k− ≤ k ≤ k+ the number of unsaturated vertices is less than δk









In other words, there is a.a.s. no component with between k− and k+ vertices.
We now condition on the events that there is no component with between
k− and k+ vertices and that whenever we have exposed k vertices of a compo-
nent with k− ≤ k ≤ k+, there are δk unsaturated vertices. We want to show
that there is a.a.s. no more than one component with more than k+ = n1−η
vertices. Let v and w be two vertices belonging to components with at least
k+ vertices. We run the branching processes starting with v and w. By
assumption, when we have reached k+ vertices in each of the branching pro-
cesses, each of them has δk+ unsaturated vertices. By Lemma 4.5, the δk+
unsaturated vertices in the component containing v generate at least δ′k+
vertices for some δ′ > 0. The probability that none of these vertices is one













So a.a.s., if v and w are in components with more than k+ vertices, then
v and w are in the same component.
We call a component small if it has less than k− vertices and large if it
has more than k+ vertices. We let ρ(n, t) be the probability that a vertex v
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in Gmin(n, tn) is in a small component. In Section 4.5 we proved that when
t > hg the probability that the branching process dies out is P (t), with
0 < P (t) < 1. Thus ρ(n, t) is bounded from below by P (t) + o(1). We
let Pε′(t) be the extinction probability of the modified branching process
defined earlier in the proof, where a newly created vertex is discarded with
probability ε′. As long as ε′ > 0, Pε′(t) is an upper bound for the probability
that C(v) is small. As ε′ → 0, Pε′(t) converges to P (t), so ρ(n, t) → P (t)
as n→∞.
Letting Y be the number of vertices in small components, we get E [Y ] =
(P (t) + o(1))n. Moreover,
E [Y (Y − 1)] ≤ nρ(n, t)(k− + nρ(n−O(k−), t) = (1 + o(1))E [Y ]2 ,
so by Chebyshev’s inequality, a.a.s. Y = (P (t) + o(1))n. We conclude that
there is a.a.s. a unique component with more than O(log n) vertices, and this
component has a.a.s. (s(t) + o(1))n vertices, where s(t) = 1− P (t).
4.7 The critical phase
In this section we prove part (ii) of Theorem 4.2, the case t = hg; that is
when λ1(t) = 1. This is called the critical phase. It turns out that the largest
component in this case has order roughly n2/3. Thus a double jump occurs
in the minimum degree graph process, as in G(n, p).
It will be convenient to consider the branching process in Section 4.5 as
a single-type, rather than a multitype, branching process. We still distin-
guish between light and heavy vertices and between r-vertices and b-vertices,
but we only count one of the types, say the light r-vertices. A step in the
branching process consists of taking a light r-vertex and generating a blue
tree incident to it, and then generating a red tree incident to each of the
newly generated b-vertices. However, instead of stopping here as we did in
the previous section, if there are now heavy r-vertices, we continue generating
trees from these vertices, until there are only light r-vertices.
We let pi be the probability that one light r-vertex generates precisely
i new light r-vertices in this process. We let p(z) = ∑i≥0 pizi be the cor-
responding generating function. Since we are at the critical moment of the
branching process, when λ1(t) = 1, the process dies out with probability 1
according to Theorem 2.4. Hence the number of vertices created throughout
the process is finite with probability 1, and so p(1) = 1.
We let h(z) be the generating function for the number of light r-vertices
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that are created when starting with one heavy r-vertex. Then
p(z) = gr(z, h(z)),
h(z) = gR(z, h(z)),
where the functions gr and gR were defined in Section 4.5. Now we let qi be
the probability that the branching process starting from one light r-vertex
dies out after having produced precisely i light r-vertices, including the vertex
we started with. Then
q(z) = zp(q(z)),
by the standard argument used in Section 2.2 and in the previous section.
In Theorem 2.1, take y(z) = q(z) and φ(z) = p(z). The expected num-
ber of light r-vertices produced by a light r-vertex is given by p′(1). The
value p′(1) is in fact an increasing, continuous function of t. If p′(1) > 1, the
process continues forever with positive probability. Since this is not the case
when t = hg, we must have p′(1) ≤ 1. But for any t > hg, the process does
continue forever with positive probability, so in this case p′(1) > 1. Because
of continuity, we must therefore have p′(1) = 1 when t = hg.
Hence, by Theorem 2.1, the dominant singularity of q(z) is ρ = 1. To
show that (2.1) holds for the coefficients of q(z), we only have to show that




i(i− 1)pi > 0. (4.23)




Given a vertex v, we can build the component C(v), as explained earlier,
by starting with the red tree containing v, and then adding blue and red
trees alternatingly. The vertices in C(v) are then labelled light and heavy,
and r-vertices and b-vertices. The partition into r-vertices and b-vertices
depends, however, on which vertex v we start from.
The branching process is only an approximation of the process of exposing
the components. In the branching process the probability that we choose a
red or blue tree of order k remains fixed throughout, but in the graph, every
time we choose a tree of some order, the number of such trees in the graph
is reduced by one, so the probability that we choose such a tree again later
on is changed slightly. Every time a tree of order k is chosen, the number of
vertices in such trees is reduced by k. Therefore the number of vertices in
large trees is reduced at a greater rate than the number of vertices in smaller
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trees, so the expected growth of the component exposure process is bounded
by the expected growth of the branching process.
Let Qr→rk be the probability that a branching process starting with one














2dx = 2ck− 12 ,
for a constant c. Similarly we let QR→rk be the probability that a branching
process starting with one heavy r-vertex lasts until at least k light r-vertices
have been found. We can repeat the above calculations for the process start-
ing with a heavy r-vertex instead of a light, and show that QR→rk  k−1/2.
Recall again that the first step of the exposure process is to find the
maximal red tree C1(v) containing the vertex v. Suppose that C1(v) contains
l vertices, v1, . . . , vl. Then we can split the exposure process into l distinct
branches, each starting at vi for some i = 1, . . . , l. The first step at each of the
branches is to generate a blue tree, and then the process continues as usual.
If the exposure process starting at v reveals at least k light vertices, it means
that for at least one vertex vi with 1 ≤ i ≤ l, the branch of the exposure
process starting at vi exposes at least kl vertices. We showed above that
this happens with probability Θ((k/l)−1/2) regardless of whether vi is light
or heavy. Thus, by (4.8), the probability that exposing the component C(v)















Let X(r)k be the random variable denoting the number of vertices v in
Gmin(n, hgn) such that exposing C(v) starting at v reveals at least k light
r-vertices. By (4.24) and Markov’s inequality,











k , where for example X
(B)
k denotes
the number of vertices v in Gmin(n, hgn) such that exposing C(v) starting at
v reveals at least k heavy b-vertices. By similar calculations one can show
that the probability that either of these random variables is larger than k is
Θ(nk−3/2), although with different implicit constants in each case. Markov’s
inequality implies that the probability that at least one of the four random






k has value at least k is also Θ(nk−3/2).
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Now suppose that Gmin(n, hgn) contains a component C consisting of at
least 4k vertices. Let Cr be the set of vertices v in C such that the branching
process starting at v finds at least k light r-vertices. Analogously define the
sets CR, Cb and CB. The exposure process starting at v labels every vertex
in C as an r-vertex or a b-vertex. In addition every vertex in C is either light
or heavy. Thus for every vertex v the exposure process causes a partition of
the vertices of C into four classes. One of these classes must contain at least
k vertices, so v is a member of at least one of the sets Cr, CR, Cb and CB.
Since this holds for every vertex in C, at least one of the sets must contain at
least k vertices. It follows that if there is a component in Gmin(n, hgn) with





and X(B)k has value at least k, the probability of which we have calculated to
be Θ(nk−3/2).
Assume that ω(n)→∞ and k = n2/3ω(n). The probability that there is
a component of order at least 4k is then at most
Cnk−3/2 = C
ω(n)3/2 → 0,
for some constant C.
Now we consider the lower bound on the order of the largest compo-
nent. We will prove that for any function ω(n) → ∞, there is at least one
component C(v) which contains n2/3/ω(n) light r-vertices.
Let ρ′(n, k) be the probability that the exposure process starting at a
given vertex v reveals at least k light r-vertices. As calculated above, the
probability ρ′(n, k) is bounded above by Qk = Qr→rk . To find a lower bound
for ρ′(n, k) we define a modified branching process, as in the previous section:
whenever a new vertex is generated, we discard it with probability n−1/3ω′(n),
for some function ω′(n)→∞.
When we build the component C(v), a newly generated vertex w may
coincide with an already generated, but unsaturated, vertex w′. In this
case we cannot generate new trees from both w and from w′ — we solve
this by disregarding both the vertex w and the vertex w′. The probability
that a vertex has to be disregarded in this manner is bounded above by
n2/3ω′(n)/n = n−1/3ω′(n), since we have already proved that there are no
components of order larger than n2/3ω′(n).
Furthermore, as mentioned above, the probability that we choose a red
or blue tree of some order l changes slightly throughout the process. Let for
instance rl be the probability that a given vertex is in a red tree of order l, at
the beginning of the exposure. Thus the graph contains rln vertices in such
trees. After we have exposed cn2/3 vertices, the expected number of vertices
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exposed which are in red trees of order l is r′ln2/3, for some constant r′l. If we
now choose a vertex at random from the non-exposed vertices, the probability




Similar calculations hold if we instead consider the probability that a red
(resp. blue) tree of order l is generated from a light or heavy b-vertex (resp.
r-vertex). Thus, the probability that the branching process in one step
chooses a tree of “wrong” order is bounded by n−1/3ω′(n).
By discarding a newly generated vertex with probability δ := n−1/3ω′(n),
the order of the components generated by the modified branching process
therefore gives us a lower bound on the order of the components in the graph
process. According to Lemma 3.5 there are a.a.s. no red trees in Gmin(n,m)
with order larger than O(log n); the proof of the lemma can easily be modified
to hold for blue trees as well. In the modified branching process we therefore
assume that no vertex gets more than a log n children, for some large enough
constant a.
Now let ω(n) → ∞ and k = n2/3/ω(n), and choose ω′(n) such that
ω′(n)2 = o(ω(n)), but ω′(n)→∞. If we let p(z) be the generating function
for the number of light r-vertices which are generated in one step from one




pi((1− δ)z + δ)i
= p((1− δ)z + δ).
Defining q(z) analogously to q(z), we get q(z) = zp((1 − δ)q(z) + δ). Let τ
be such that p(τ)− τp′(τ) = 0 and let ρ = τ
p(τ) be the dominant singularity
of q(z), as in Theorem 2.1. We have p(1) = p(1) = 1 and p′(1) = (1−δ)p′(1) =
1− δ. Let δ = τ − 1. Then, using Lemma 2.2,
0 = p(τ)− τp′(τ)









= δ − δp′′(1)− δ2 12 (p
′′(1) + p′′′(1)) +O(δ3)).
We have p′′(1) = (1 − δ)2p′′(1) ∼ p′′(1) > 0 by (4.23), so we conclude that
δ  δ. Using the equation
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we calculate
log ρ = log τ
p(τ) = log τ − log p(τ)
= log(1 + δ)− log p(1 + δ)
= δ − 12δ
2 +O(δ3)− log
(
















Hence log ρ = c′(n−1/3ω′(n))2 for a constant c′. It follows that
ρ−k = e−c′kn−2/3ω′(n)2 = e−c
′ ω′(n)2
ω(n) = e−o(1) = 1− o(1).
The constant in (2.1) depends only on the derivatives of p(z), so we can
conclude that when n → ∞, we get [zi]q(z) ∼ [zi]q(z). Thus ρ′(n, k) is
asymptotically bounded below by Qk. This gives us that ρ′(n, k) ∼ Qk
and E[X(r)k ] ∼ nQk.
We now condition on the event that there is no component with more
than k′ = n2/3ω′(n) vertices; we have already proved that this event holds
a.a.s. We want to prove that there is at least one component with at least
k = n2/3/ω(n) vertices. We have





Let v be a vertex such that the exposure process starting at v reveals at
least k light r-vertices. By assumption, C(v) contains at most k′ vertices.
Hence, the expected number of pairs of vertices, v and w, such that both
the exposure process starting at v, and the one starting at w, reveal at least
k light r-vertices, is bounded from above by k′ + E[X(r)k ].











= E[X(r)k ]2(1 + o(1)),
so by Chebyshev’s inequality, we get that a.a.s. X(r)k ∼ E[X
(r)
k ]. In particular
there is a.a.s. a component in Gmin(n, hgn) of order at least k.
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4.8 The evolution of the minimum degree
graph process
Using the results in [30], [29] and Chapters 3 and 4, we have a fairly complete
picture of many aspects of the evolution of the minimum degree graph pro-
cess. Erdős and Rényi identified in [18] five phases through which the graph
process G(n,m) passes. When m = o(n), the graph G(n,m) is a.a.s. a forest.
When m ∼ cn with 0 < c < 1/2, G(n,m) consists a.a.s. of trees and unicyclic
components and has no component with more than O(log n) vertices. When
m ∼ cn with c > 1/2, G(n,m) contains a giant component, which increases
in order as c increases. In the phase where m ∼ cn log n with c ≤ 1/2, the
graph a.a.s. becomes connected, and when m  n log n, the graph is a.a.s.
connected, and the degrees of all vertices are a.a.s. asymptotically equal.
We can similarly identify five phases through which Gmin(n,m) passes,
which remind of the phases for G(n,m). As usual m = tn. The first phase
is when t < h1, which we have called the red phase in this chapter. In this
phase the graph is a forest, whose trees grow by one vertex at a time. The
second phase is when h2 < t < hg. Here the trees no longer grow with just
one vertex at a time, but merge with each other, allowing them to grow
much quicker and form cycles. However, a.a.s. no component has more than
O(log n) vertices in this phase. The third phase is when hg < t < h2. In
this phase the giant component has a.a.s. been formed, and it grows steadily
as t increases. When t reaches h2, the giant component comprises n − o(n)
vertices a.a.s., and the only vertices, if any, which have not been swallowed
by the giant form isolated cycles. The fourth phase is when h2 < t < h3.
The isolated cycles which may still exist live in constant danger of being
merged into the giant component. If the graph is not already connected,
it may become so at any time. The fifth phase is when t > h3. By now
the graph is a.a.s. connected, and the minimum degree of the graph process
grows steadily as t increases.
Theorem 4.2 states that a double jump occurs inGmin(n,m) as inG(n,m).
This implies that the phase transition happens much in the same way in
both processes, even though it occurs at different points in time: the phase
transition happens after 0.5n edges in G(n,m), but after roughly 0.86n edges
in Gmin(n,m). That the phase transition happens later in Gmin(n,m) is not
surprising, because after only 0.5n edges, the graph still contains isolated
vertices, so the components can only grow by one vertex at a time.
It may be interesting to compare Gmin(n,m) to another random graph
model which shares some of the properties of Gmin(n,m). In Section 1.5
we presented random graphs with a given degree sequence. Theorem 1.3
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by Molloy and Reed [44] states when the phase transition occurs in this
model. In order to compare Gmin(n,m) with this graph model, we proceed as
follows. We first generate the graph Gmin(n,m), and let dn(m) be its degree
sequence. Then we choose a random graph Gn with degree sequence dn(m).
Thus Gn has asymptotically the same degree distribution as Gmin(n,m), but
is generated differently. We want to determine how large m must be for this
random graph to produce a giant component.
In Section 2.3 we defined Xk(n,m) to be the number of vertices
in Gmin(n,m) with degree k, and we showed that there are functions
α0(t), α1(t), . . . such that a.a.s. Xk(n,m) = αk(t)n + o(n). We also defined






(z − 1 + 2z)− z (4.25)
when h1 < t < h2. Let Q(t) =
∑
i≥1 i(i−2)αi(t). It follows from Theorem 1.3
that the phase transition occurs when Q(t) = 0: if Q(t) < 0, we are before
the phase transition, and all components are small, and if Q(t) > 0, we are
after the phase transition, and there is a giant component. The equation












By differentiating (4.25) and evaluating at z = 1, (4.26) becomes
2t− 2 log 2 + 2t2 = 2t.
From this we conclude that the phase transition in this random graph model
occurs when t =
√
log 2 ≈ 0.8326, slightly earlier than in the minimum degree
graph process.
The research in this chapter was helped by simulations done by Zedeňek
Petrašek, which demonstrated that the phase transition occurs near hg. Us-
ing different techniques, Janson and Łuczak also found the approximate lo-
cation of the phase transition.

Chapter 5
Random graphs with a given
degree sequence
The model of random graphs with a given degree sequence was presented in
Section 1.5. We repeat the basic definitions, which to a large extent are based
on [44]. Let A be an infinite set of natural numbers. An asymptotic degree
sequence is a sequence of integer-valued functions D = {d0(n), d1(n), . . .},
where di(n) : A → N0, such that di(n) = 0 for i ≥ n, and
∑
i≥0 di(n) = n.
The set A plays no important role and is only included in the definition to
allow for certain classes of graphs, such as regular graphs with odd degree,
which place some restrictions on the number of vertices. In this chapter we
will simply assume that A = N. If D is an asymptotic degree sequence,
we let Dn be the degree sequence (a1, a2, . . . , an), where aj ≤ aj+1 for every
j = 1, . . . , n − 1, and #{j|aj = i} = di(n). Thus di(n) is the number of
vertices of degree i in a graph of order n. Let ΩDn be the set of graphs
on n vertices with degree sequence Dn. An asymptotic degree sequence D
is feasible if ΩDn 6= ∅ for all n ≥ 1. We will henceforth assume that every
asymptotic degree sequence we encounter is feasible.
If D is an asymptotic degree sequence, we let Gn = Gn(D) be a random
graph chosen uniformly at random from the set ΩDn . We say that Gn is a
random graph with the given (asymptotic) degree sequence D, and we are
interested in the properties of Gn as n tends to infinity.
5.1 Main theorem
Molloy and Reed [44] showed that this random graph model exhibits a phase
transition phenomenon, similarly to the standard random graph G(n, p):
there are degree sequences D such that the random graph Gn(D) typically
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consists of many small components, but such that by changing the degree
sequence by a small amount to D′, the random graph Gn(D′) typically con-
tains a large component of linear order. In order to discuss this result, we
need some more terminology, introduced by Molloy and Reed.
For a feasible asymptotic degree sequence D = {d0(n), d1(n), . . .}, let
λi(n) = di(n)/n. Recall from Section 1.5 that D is smooth if there are
constants λ∗i such that limn→∞ λi(n) = λ∗i for i ≥ 0.
We can now introduce the following definition, which is similar to the
definition in [44], although slightly stronger.
Definition 5.1. An asymptotic degree sequence D is well-behaved if the fol-
lowing conditions are satisfied.
1. D is feasible and smooth.
2. Let f(i) be a polynomial in i with degree at most 3. Then
(a) f(i)λi(n) tends uniformly to f(i)λ∗i : that is, for all ε > 0, there
exists N such that for all n ≥ N and for all i ≥ 0
|f(i)λi(n)− f(i)λ∗i | < ε.
(b)





exists, and the sum approaches the limit uniformly: that is, for all










Theorem 1.3, which was proved by Molloy and Reed [44], states that the
phase transition occurs when Q(D) = 0: if Q(D) < 0, all components in Gn
are a.a.s. “small”, while if Q(D) > 0, there is a.a.s. a unique component in Gn
with Θ(n) vertices. The theorem does not cover the case that Q(D) = 0,
which is usually referred to as the critical point. In this chapter we consider
this case in more detail. We will assume that λ∗1 > 0, so that there is a
nonvanishing proportion of vertices of degree 1. If Q(D) = 0 and D is well-
behaved, it follows that there must be a j > 2 such that λ∗j > 0 as well. The
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structure of the random graphs with a degree sequence such that Q(D) = 0
depends on how fast the quantity ∑i≥1 i(i− 2)λi(n) converges to 0. In order









when z > 0, and hence the function Qn(z) is convex on the interval [0,∞).
It therefore has at most two zeroes on this interval. Let τn be the largest
value such that
Qn(τn) = 0. (5.1)
If Q(D) = 0, then limn→∞ τn = 1.





Then Qn(z) can be written as
Qn(z) = z2Λ′′n(z)− zΛ′n(z). (5.2)
Note that since D is well-behaved, Λ′n(1), Λ′′n(1) and Λ′′′n (1) are all bounded
as n→∞. We let d = Λ′(1) be the average degree of Gn.
We will prove the following theorem, which is comparable to the results
regarding the critical phase of G(n, p) by Bollobás [8] and Łuczak [35] (see
Theorem 1.2 in Section 1.4).
Theorem 5.2. Assume that D is a well-behaved asymptotic degree sequence,
such that for some ε > 0, di(n) = 0 whenever i > n1/4−ε. Furthermore
assume that limn→∞ τn = 1 and λ∗1 > 0. Let
δn = 1− τn. (5.3)
(i) If δnn1/3 → −∞, then a.a.s. all components in Gn(D) have o(n2/3)
vertices.
(ii) There is a constant c1 such that if δnn1/3 ≥ c1 log n then a.a.s. Gn(D)
has a single component with n2/3 vertices, while all other components
have o(n2/3) vertices.
Note that Q(D) = limn→∞Qn(1). Since Q(D) is the quantity used in the
statement of Theorem 1.3, it may be interesting to see what Theorem 5.2
says about the quantity Qn(1). By Lemma 2.2 and (5.3), we see that
Qn(τn) = Qn(1)− δnQ′n(1) +O(δ2n).
84 CHAPTER 5. GIVEN DEGREE SEQUENCE
Equation (5.1) then implies that
Qn(1) ∼ δnQ′n(1), (5.4)
where Q′n(1) converges to a positive constant when n → ∞. Theorem 5.2
can therefore alternatively be formulated such that Qn(1)n1/3 → −∞ and
Qn(1)n1/3 ≥ c′1 log n, for some constant c′1 > 0, respectively. However, the
quantity δn occurs naturally in the proof, so it simplifies the notation to state
the theorem in terms of δn.
In order to prove Theorem 5.2, we will model the components by a branch-
ing process, which we will introduce in Section 5.2. In Section 5.3 we study
the behaviour of the branching process by examining the behaviour of some
generating functions associated with it. The proof of Theorem 5.2 follows in
Section 5.4.
In Section 1.5.1 we introduced the configuration model which is often used
to generate random graphs with a given degree sequence. Let us recall the
procedure of constructing a random configuration. SupposeDn = {a1, . . . , an}.
We let v1, . . . , vn be vertices and Ln be a set consisting of ai distinct copies of
the vertex vi for i = 1, . . . , n. These copies are called half-edges. A random
configuration Cn consists of Ln together with a perfect matching Pn of Ln,
chosen uniformly at random.
Given a configuration Cn on n vertices, we let G∗n = G∗n(Cn) be the multi-
graph obtained by identifying all copies of vi with one another for every
i = 1, . . . , n, and letting the pairs of the perfect matching in Cn become edges.
The multigraph G∗n is then a random multigraph with degree sequence Dn;
however, it is not chosen uniformly at random.
In order to generate a random simple graph with degree sequence Dn, we
repeat the above procedure until we obtain a graph G∗n without loops and
multiple edges. As explained in Section 1.5.1, every simple graph with degree
sequence Dn has the same probability of being chosen, so this procedure
produces a simple graph with degree sequence Dn uniformly at random.
Assume that di(n) = 0 for all i > n1/4−ε for some ε > 0, and that
Dn otherwise satisfies the conditions of Theorem 5.2. As observed in [44],
the main result of [42] implies that Gn is a simple graph with probability
tending to e−ν(Dn), for some ν(Dn) = O(n1/2−ε). If Q(D) is constant, then
ν(Dn) tends to a constant. This implies the following lemma:
Lemma 5.3 ([44]). If a random configuration Cn with a given degree se-
quence Dn meeting the conditions of Theorem 5.2 has a property P a.a.s.,
then a random graph with the same degree sequence has P a.a.s.
5.2. BRANCHING PROCESS 85
5.2 Branching process
We use a branching process in order to study the size of the components in
the underlying multigraph of the random configuration, which we defined in
the previous section.
Consider the set Ln. In Section 1.5.1 it was explained that the perfect
matching Pn can be constructed greedily by choosing the pairs one by one
at random. The first half-edge in a pair can be chosen arbitrarily, while the
second half-edge must be chosen uniformly at random from the set of available
half-edges. Thus we start by choosing a single pair of half-edges uniformly at
random, forming the first edge in Pn. We want to determine the size of the
component containing this edge, and we will do this by exposing the pairs of
the perfect matching Pn. Suppose that the pair we choose contains the two
half-edges v1 and v2. Then we say that v1 and v2 are exposed, while all other
half-edges are unexposed. A vertex v (consisting of one or more half-edges)
is unexposed if none of its half-edges are exposed, partially exposed if some,
but not all, of its half-edges are exposed, and fully exposed if all its half-edges
have been exposed.
The process of exposing the component containing the pair v1v2 goes on
as follows. At every step we choose an unexposed half-edge w1, randomly
or otherwise, in any partially exposed vertex, provided that such a vertex
exists. Then we choose another half-edge, w2, uniformly at random from all
unexposed half-edges in Ln. Then we add the pair w1w2 to the matching and
say that w1 and w2 are exposed.
When there is no partially exposed vertex left in the configuration, we
stop the process. The component containing the edge v1v2 has then been
fully exposed, and the set of exposed vertices forms a connected component
in G∗n.
We will model this process as a branching process, where the particles in
the branching process are edges. An edge consists of two half-edges, which
we will call the upper and lower half-edge. In the branching process an edge
gets i edges as children, for i = 0, 1, 2, . . ., with probability (i+1)λi+1
d
, where
d = ∑ iλi(n) = Λ′(1) is the average degree. This equals the probability
that a randomly chosen half-edge is a part of a vertex of degree i + 1. We
will interpret the branching process such that the lower half-edge of an edge,
together with the upper half-edges of all its children, comprises one vertex
in the random graph.
The branching process starts with a single edge, v1v2, which is special in
that we consider both the half-edges v1 and v2 to be lower half-edges. Thus
the branching process starts off with two branches which continue indepen-
dently of each other. Figure 5.1 shows the situation after the first step of the
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Figure 5.1: The first step of the branching process
branching process.
We let Bn be the random variable denoting the number of vertices pro-
duced in the branching process before it dies out. If the branching process
does not die out, but continues forever, Bn =∞.
Since the branching process starts with two independent branches, it will
be convenient to consider the corresponding branching process, which starts
with one edge v1v2, but only lets the branching process continue from one
of the half-edges, say v1, as in the boxed part of Figure 5.1. Let βn be
the random variable denoting the number of edges produced in this process,
including the original edge. The total number of edges in the branching
process is then β(1)n + β(2)n − 1, where β(1)n and β(2)n are independent random
variables with the same distribution as βn. The number of vertices produced
in the process is then Bn = β(1)n + β(2)n .
We let pn(z) be the probability generating function for the number of














The expected number of children of an edge is p′n(1). It then follows from
Theorem 2.3 that if p′n(1) ≤ 1, then P [βn <∞] = P [Bn <∞] = 1.
Let e be any edge in the branching process. Let qk(n) be the probability
that the total number of descendant edges of e, including e itself, is exactly k.
Let qn(z) =
∑
qk(n)zk be the corresponding probability generating function.




pi(n)qn(z)i = zpn(qn(z)). (5.6)
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Since Bn = β(1)n + β(2)n , the probability generating function for Bn is qn(z)2.
There are two difficulties which are not taken account of by the branch-
ing process, compared with Gn. The first problem is that in the random
graph Gn, or more precisely in the random configuration, a half-edge may
choose to form an edge with a half-edge in a vertex which already contains
exposed half-edges, which causes a cycle to be formed. We will show that
this happens sufficiently seldom that the branching process is a good enough
approximation. The second problem is that when some vertices are already
partially exposed, the probability that a new half-edge is in a vertex of de-
gree i generally deviates from iλi
d
in random configurations. However, we
will see in Lemma 5.7 that this deviation is also small enough, and that the
branching process is a good approximation.
5.3 Analysis of generating functions
In this section we will study the behaviour of the branching process. In
particular we want to calculate the probability P [Bn ≥ k] for various values
of k. The event that Bn ≥ k can happen in two ways: either the branching
process dies out after it has produced k vertices, or it continues forever.
Hence
P [Bn ≥ k] = P [k ≤ Bn <∞] + P [Bn =∞] . (5.7)
In order to calculate this quantity, we use Theorem 2.1 and Lemma 2.2 from
Section 2.1. First we calculate the second summand of (5.7), the probability
that the branching process continues forever, and find that it is proportional
to δn in the supercritical phase, and 0 in the subcritical phase.
Lemma 5.4. If τn ↓ 1, then P [Bn =∞] = 0. If τn ↑ 1, then
P [Bn =∞] ∼ 4δn. (5.8)
Proof. If τn ↓ 1, the extinction probability is 1 by Theorem 2.3, so assume
that τn ↑ 1. Let ηn = P [βn =∞]. Theorem 2.3 implies that pn(1 − ηn) =
1− ηn, so by (5.5) and Lemma 2.2,
(1− ηn)Λ′n(1) = Λ′n(1− ηn)










n (1) +O(η2n). (5.9)
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The left hand side of this equation is Qn(1). Since Qn(τn) = 0 by assumption
and δn → 0, we can use Lemma 2.2 to calculate this value. We first note
that Qn(z) and Q′n(z) can be written as
Qn(z) = z2Λ′′n(z)− zΛ′n(z),
Q′n(z) = z2Λ′′′n (z) + zΛ′′n(z)− Λ′n(z)




Then, by Lemma 2.2 and (5.3),
Qn(τn) = Qn(1)− δnQ′n(1) + δ2nQ′′n(1) +O(δ3n)








= δnΛ′′′(1) +O(δ2n). (5.11)







P [βn =∞] ∼ 2δn. (5.12)
Since Bn =∞ if and only if β(1)n =∞ or β(2)n =∞, Equation (5.8) follows.
We then have to find P [k ≤ Bn <∞], and for this we will use Theo-
rem 2.1. We recall that the functions pn(z) and qn(z) are related by (5.6).
In view of Theorem 2.1, taking φ = pn and y = qn, we let τn be such that
pn(τn)− τnp′n(τn) = 0.









which is the radius of convergence of the generating function qn(z), and the
location of the dominant singularity of qn(z), according to Theorem 2.1. The
next lemma gives us a relation between ρn and δn.
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Lemma 5.5. Assume that τn → 1, and let ρn and δn be as before. Then
log ρn ∼ c2δ2n,






Proof. Applying Lemma 2.2 to (5.3), we see that for all functions fn(z) sat-
isfying the requirements of Lemma 2.2,







Furthermore, using the equation









































































Because τn → 1 we might expect from (5.13) that Λ′′n(1)/Λ′n(1) is close
to 1. Indeed, applying Lemma 2.2 to the function xΛ′′n(x), we get





and using instead the function Λ′n(z), we get











n(τn) + δn(Λ′′n(1) + Λ′′′n (1)) +O(δ2n)
Λ′n(τn) + δnΛ′′n(1) +O(δ2n)
= 1Λ′n(τn)
τnΛ′′n(τn) + δn(Λ′′n(1) + Λ′′′n (1)) +O(δ2n)

















Using (5.13), and the fact that Λn(τn) = Λn(1) +O(δn),
Λ′′n(1)
Λ′n(1)
= 1 + δn
(























which completes the proof.
Lemma 5.6. The probability that one branch of the branching process dies
out after producing at least k vertices is
P [k ≤ βn <∞] ∼ c3e−c2kδ
2
n(1+o(1))k−1/2, (5.18)
where c3 > 0 is a constant, and c2 > 0 is as in Lemma 5.5.
Proof. Recall that qk(n) is the probability that the branching process dies
out after precisely k vertices have been produced. According to Theorem 2.1,
qk(n) ∼ cρ−kn k−3/2(1 +O(k−1))
for a constant c. Hence
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Now (5.18) follows from Lemma 5.5.
Lemma 5.6 tells us the probability that one branch of the branching
process dies out after k vertices have been created. The complete branching
process has two branches, which produce β(1)n and β(2)n vertices respectively.
We have
[k ≤ β(1)n <∞] ∧ [β(2)n <∞]⇒ [k ≤ Bn <∞]
and
[k ≤ Bn <∞]⇒ [k/2 ≤ β(1)n <∞] ∨ [k/2 ≤ β(2)n <∞].
Hence we get the lower bound










and the upper bound






Let Cn be the random variable denoting the number of vertices in the
component containing a random edge in Gn. We will show that Cn and Bn
behave very similarly.
Lemma 5.7. Let αn and γn be such that k = γnn2/3 and δn = αnn−1/3.
Suppose that γn  |αn|. Then there are constants c4, c5, c6 and c7 such that
for large enough n,
P [Cn ≥ k] ≤ c4e−c5kδ
2
n(1+o(1))k−1/2 + Iδn>04δn(1 + o(1)). (5.21)
and
P [Cn ≥ k] ≥ c6e−c7kδ
2
n(1+o(1))k−1/2 + Iδn>04δn(1 + o(1)). (5.22)
Let k− = γ−n n2/3 and k+ = γ+n n2/3, where γ−n ≤ γ+n  αn. Then there is a
positive constant c8 such that for large enough n,




Proof. There are two problems which can cause Bn and Cn to differ. The
first is the fact that in the random graph cycles can be formed, whereas this
does not happen in the ordinary branching process. The second problem is
that in the branching process the probability that a vertex has, say, i children
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remains the same throughout the process. When exposing the component in
the random graph, this is not true, since it depends on how many vertices of
degree i+ 1 we have exposed so far. We will show that both of these factors
have a negligible effect as long as the number of vertices exposed is not too
large.
We first consider the possibility of cycles forming. Suppose that k ver-
tices have already been exposed in C. We first choose a half-edge w1 in a
partially exposed vertex, and then a half-edge w2 uniformly at random from
all unexposed half-edges. The probability that w2 is in a partially exposed






On the other hand, let Xm,i denote the number of vertices of degree i
among the first m vertices exposed. These m vertices are picked at random
from the total of n vertices, with every vertex being chosen with probability
proportional to its degree. Since we consider the case that m is asymptot-






when n tends to infinity. Let bm be the degree of
the mth vertex. We obtain the upper bound



















when m ≤ k. The probability that the mth vertex exposed has degree i is
therefore (1 + o(1)) iλi
d
when m is small. Hence,













noff bounds, we can show that there is a constant c, such that with probability
1− o(n−2) we have
|Xm,i − E [Xm,i] | ≤ cσm,i
√
log n. (5.24)
Hence, with probability 1− o(n−1) (5.24) holds for all i = 1, . . . , ψ(n), where
ψ(n) is the maximum degree. We can therefore condition on this holding.
Let Kn be the set of integers i with 1 ≤ i ≤ ψ(n) such that m iλid ≥ log
2 n.
By (5.24), for every i ∈ Kn, Xm,i = (1 + o(1))E [Xm,i] = (1 + o(1))miλid , and
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i2λi +O (ψ(n) log n)
= (1 + o(1))m
d
(Λ′′(1) + Λ′(1)).
Then we can also find a lower bound on the probability that the mth vertex
has degree i.



















for 1 ≤ m ≤ k, whereas



















We will denote the branching process defined in Section 5.2 by B. Thus we
may say that if we use the branching process B to approximate the component
exposure process C, then at every step there is a chance that we choose the
“wrong” degree. We therefore introduce a modified branching process B as
follows. In B an edge gets i children with probability pi = (i+1)λi+1d . If i ∈ Kn,
then an edge in B gets i children with probability pi = pi(1 + εi), where
εi = εi(n) are error terms depending on n, such that |εi|  |δ|. If i 6∈ Kn,
then an edge in B gets i children with probability pi = pi + εi, where again
εi = εi(n) depends on n, and |εi| ≤ c
′ log2 n
n
. Note that if i 6∈ Kn, then the
error term is not relative to pi. By choosing the functions εi appropriately,
we can make sure that the process B becomes either an upper bound or a
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lower bound of the exposure process C, and we will show that as long as the
stated bounds are satisfied, the behaviour of B does not differ much from the
behaviour of B. We then obtain the probability generating function for the





















We are interested in the behaviour of pn(z) when z ∈ (1− 2δ, 1+2δ). In this





















We can therefore write pn(z) = pn(z) + cn(z), where cn(z) is a function such
that |cn(z)| = o(δ) when z ∈ (1 − 2δ, 1 + 2δ). Likewise we can show that
|∑i∈Kn ipiεizi−1| = o(δn) and ∣∣∣∑i 6∈Kn iεizi∣∣∣ = o(n−1/2), so that also |c′n(z)| =
o(δ). We let τn be defined such that pn(τn) − τnp′n(τn) = 0, and let δn =
1− τn. Let ζn = τn − τn. Then
0 = pn(τn)− τnp′n(τn)
= (pn(τn) + cn(τn))− τn (p′n(τn) + c′n(τn))
= pn(τn + ζn)− (τn + ζn)p′n(τn + ζn) + o(δn)
= pn(τn) + ζnp′n(τn)− (τn + ζn)(p′n(τn) + ζnp′′n(τn)) +O(ζ2n) + o(δn)
= −ζnp′′n(1) +O(ζ2n) + o(δn),
by Lemma 2.2. Hence ζn = o(δn), so δn ∼ δn. Let Bn be the random
variable denoting the number of vertices generated in B, and let qn(z) be the
corresponding probability generating function. Then qn(z) is given implicitly
by qn(z) = zpn(qn(z)). According to Theorem 2.1, the dominant singularity
of qn(z) is ρn = τnpn(τn) . Lemma 5.5 states that log ρn ∼ c2δ
2
n; we can similarly
calculate that log ρn ∼ c2δ2. Hence, by Theorem 2.1,
qk ∼ cρ−kn k−3/2 = ce−c2k log ρnk−3/2 = ce−c2kδ
2
n(1+o(1))k−3/2, (5.26)
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where c is a positive constant. Furthermore, as in Lemma 5.4, the probability






Instead of approximating C by the branching process B, we will approxi-
mate it by B, choosing the functions εi(n) appropriately. In C the probability
that the next vertex chosen has degree i depends on the previously exposed
vertices, while in B, the probabilities are the same all the time. In (5.25)
we gave bounds for the deviations of the probabilities between B and C. In
the definition of B, we assumed that the deviations εi are asymptotically








= γnn−1/3  αnn−1/3 = δn, so in B, the error terms εi can be
chosen in such a way that B becomes either a lower bound of C, or an upper
bound. We can therefore derive (5.21) in the same manner as (5.20), and
(5.22) in the same manner as (5.19). As for (5.23), we use (5.26) to obtain
P [k− < Cn < k+] =
k+∑
k=k−







5.4 The phase transition
Using the lemmas of the previous section, we can now prove Theorem 5.2.
5.4.1 The subcritical case
We first consider case (i) of Theorem 5.2, that αn = δnn1/3 → −∞. We want
to show that the largest component in Gn a.a.s. has o(n2/3) vertices.
Let k = cn2/3 for some constant c. Since clearly c |αn|, (5.21) implies
that






where c4, c5 > 0. Let Xk be the number of vertices in components of order
greater than k, and let Ak be the event that there is a component of order
at least k. Then, by (5.27) and Markov’s inequality,
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There is therefore a.a.s. no component in G∗n with more than cn2/3 vertices,
for every positive constant c.
5.4.2 The supercritical case
Now we consider the supercritical phase, when αn = δnn1/3 ≥ c1 log n. We
call a component large if it has n2/3 vertices and small if it has o(n2/3) ver-
tices. We will prove firstly that a.a.s. every component is either large or small,
secondly that there is a.a.s. at least one large component, and thirdly that
there is a.a.s. only one large component.
Lemma 5.8. Let ω(n) be a function which tends to infinity as n→∞, but
such that ω(n) = o(log n). There is a constant c9, such that if αn ≥ c9 log n,
then the probability that G∗n contains a component of order between k− =
n2/3/ log n and k+ = n2/3ω(n) is O(n−1).
Proof. If v is a vertex, we let C(v) be the component containing v. Then,
according to (5.23),










Let X be the number of vertices contained in components of order between
k− and k+, and let A be the event that there is at least one such component.
Then, by Markov’s inequality,
P [A] = P [X ≥ k−] ≤
E [X]
k−





Clearly c9 can be chosen so large that P [A] = O(n−1).
We assume that c1 in Theorem 5.2 satisfies c1 ≥ c9. Thus, by Lemma 5.8
we know that a.a.s. every component in G∗n is either large or small. We will
now show that there is a.a.s. at least one large component in G∗n. We will
do this by considering a subgraph H of G∗n, which can also be viewed as a
random graph with degree sequence D′0, where D′0 is some asymptotic degree
sequence.
Let us consider the configuration model Cn. We know that the perfect
matching Pn can be constructed greedily. We will construct it in the following
way: for some m, we first choose m pairs of half-edges randomly, and label
them e1, . . . , em. Let L′0 = Ln \ {e1, . . . , em} be the set of unmatched half-
edges, and let D′0 be the degree sequence of L′0. Then we choose a random
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perfect matching, P ′0, of L′0, and let C ′0 be the random configuration consisting
of the set L′0 of half-edges and the matching P ′0. Let H be the underlying
multigraph of C ′0. Then H is a subgraph of G∗n.
Each of the pairs of half-edges ei, with 1 ≤ i ≤ m, is chosen in the follow-
ing way. We first choose a half-edge uniformly at random from the set of yet
unmatched half-edges in vertices of degree at least 3. The second half-edge
is chosen uniformly at random from all unmatched half-edges. This is a valid
way to generate the random matching Pn, since, as we stated in Section 1.5.1,
the first half-edge in every pair can be chosen in an arbitrary manner, as long
as the second half-edge is chosen uniformly at random. Moreover, we will
make sure that we always have m = o(n), and since, by assumption, λ∗j > 0
for some j > 2, the set of vertices of degree at least 3 will not be exhausted.
Recall that αn = δnn1/3. We write αn = α(Dn), such that α is a function
of the degree sequenceDn. In the process explained in the previous paragraph
we do not fix m beforehand, but we choose the pairs e1, e2, . . . one by one
and remove them from Ln. Whenever an edge is removed from Ln in this
manner, the value of Qn(z) decreases. Indeed, by assumption, at least one of
the end-vertices of ei, for any i, has degree 3 or greater. In the case that the
end-vertices have degree 1 and 3 respectively, the value of Qn(1) decreases
by 2
n
. Any other combination of degrees causes Qn(1) to decrease by a greater
amount.
We know from (5.4) that Qn(1) and δ are proportional. Hence δ and α
similarly decrease whenever a pair of half-edges is removed from Ln. It is
clear that removing sufficiently many pairs of half-edges will cause Qn(1),
and thereby α, to become negative. We will continue to remove pairs of
half-edges until the degree sequence D′ of the remaining set is such that
α(D′) ≤ log3/8 n. Since the maximum degree is less than n1/4 by assumption,
the value of α decreases by at most O(n−3/4) for every pair removed; hence we
will have α′0 := α(D′) ∼ log3/8 n. The graph H is then a random multigraph
with degree sequence D′0.
Set γ− = log−9/10 n and γ+ = log2/5 n, and let k− = n2/3γ− and k+ =
n2/3γ+. We will show that H a.a.s. contains a component of order at least k−.
This implies that G∗n a.a.s. contains a component of order at least k−, and
Lemma 5.8 then implies that G∗n a.a.s. has a component of order asymptoti-
cally greater than n2/3.
We let C ′0 be the random variable denoting the order of the component
containing a specified vertex of H. We let A′k be the event that there is at
least one component in H of order at least k, and we let X ′k be the number
of vertices which are contained in such components. Then, using (5.21), we
98 CHAPTER 5. GIVEN DEGREE SEQUENCE
get




+ + 4α′0n−1/3(1 + o(1)) ∼ 4α′0n−1/3.
Thus
P[Ak+ ] = P[X ′k+ ≥ k+] ≤
n
k+
P [C ′0 ≥ k+] ≤
4α′0
γ+
= 4 log−1/40 n = o(1).
We can therefore condition on Ak+ , namely that H does not contain any
components of order k+ or greater.
By (5.22),

















c6 log9/20 n+ 4 log3/8 n
)
∼ c6n2/3 log9/20 n.
Suppose that v is a vertex in a component of order at least k−. Since
we condition on Ak+ , the component containing v has at most k+ vertices.
The expected number of vertices w 6= v, such that w is also contained in a
component of order at least k− is therefore bounded by k+ + E[X ′k− ]. Since
k+  E[X ′k− ],
E[X ′k−(X
′




k+ + E[X ′k− ]
)
= E[X ′k− ]
2(1 + o(1)),
so by Chebyshev’s inequality, a.a.s. X ′k− ∼ E[X
′
k− ]. We conclude that H,
and thereby G∗n, a.a.s. contains a component of order at least k−. Hence,
according to Lemma 5.8, G∗n a.a.s. contains at least one large component.
It remains to prove that there is just one such component in G∗n. We
will do this by deleting a certain number of edges in the same way as in
the previous step, but now we fix m = dn2/3 log ne. Furthermore, this time
we will choose the edges e1, . . . , em uniformly at random. We let as before
L′0 = L \ {e1, . . . , em}, and P ′0 be a random perfect matching of L′0. For
1 ≤ i ≤ m, we let L′i = L′i−1 ∪ {ei}, and let D′i be the degree sequence
of L′i. Furthermore we let P ′i be the perfect matching of L′i consisting of the
pairs in P ′0 together with the pairs e1, . . . , ei. We let Hi be the underlying
multigraph of the configuration C ′i, which consists of L′i and P ′i. Then Hi can
be considered a random graph with given degree sequence D′i, and G∗n = Hm.
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By assumption αn = α(D′m) ≥ c1 log n. We will first show that α′0 =
α(D′0)  αn. Let λ′i be the proportion of vertices in H0 having degree i. Let
Qn(x) =
∑
i i(i−2)λixi and Q0(x) =
∑
i i(i−2)λ′ixi. Recall that τn = 1− δn,
and that Qn(τn) = 0. We let τ ′0 be a number such that Q0(τ ′0) = 0, and we
let δ′0 = 1− τ ′0. We have to show that δ′0  δn.
We let D(x) = Q(x) − Q0(x) =
∑
i i(i − 2)(λi − λ′i)xi. Suppose first
that the difference between the degree sequence of Hm = G∗n, and the degree
sequence of H0 is that precisely one vertex has degree d in H0, but degree
d + 1 in Hm, while all other vertices have unchanged degree. (Ignore for a
moment that this is impossible.) Then
∑
i
i(i− 2)(λi − λ′i)τ in =
1
n





(2d− 1 + (1− d2)δn).
Now we remember that the difference between Hm and H0 is more substan-
tial, namely that m edges have been added to H0 to obtain Hm. Let mi be










(2i− 1 + (1− i2)δn)miτ in,
and 2m = ∑imi. Since m = n2/3 log n, τn → 1 and δn → 0, we see that
D(τn) ∼ c10mn = c10n
−1/3 log n for a constant c10 > 0. Hence
Q0(τn) = Q(τn)−D(τn) = −c10n−1/3 log n. (5.28)
Let ∆τ = τn − τ ′0. By Lemma 2.2,
Q0(τn) = Q0(τ ′0) + ∆τQ′0(τ ′0) + ∆τ 2Q′′0(τ ′0) +O(∆τ 3). (5.29)
Equations (5.28) and (5.29) imply that
∆τQ′0(τ ′0) +O(∆τ 2) = −c10n−1/3 log n,
so ∆τ  −n−1/3 log n. Since the difference between τn and τ ′0 is in the order
of n−1/3 log n, we get that α′0 ∼ (c1 − c10)αn. We assume that c1 is so large
that c1 − c10 ≥ c9, where c9 is the constant in Lemma 5.8.
Let α′i = α(D′i). Since α′i+1 ≥ α′i, we have α′i ≥ c9 log n for all i =
0, . . . ,m. Thus, by Theorem 5.8, the probability that there is a component
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with between n2/3/ log n and n2/3 in any of the graphs H0, . . . , Hm is bounded
by n2/3−1 log n = o(1). It follows that every large component in Hi for
i = 1, . . . ,m must contain some large component in Hi−1, and hence every
large component in Hm must contain at least one of the large components
in H0.
Let C1, . . . , Cl be the large components in H0. We must prove that these
components a.a.s. are contained in one component in G∗n. Recall thatm edges
were removed from G∗n to obtainH0. We will show that for every pair (Ci, Cj)
of large components in H0, it is very likely that one of the edges removed
from G∗n joins two vertices in Ci and Cj to each other.
Let E = {e1, . . . , em}, and let M be the set of vertices in G∗n which are
incident to one of the edges in E. Suppose that v is a vertex of degree i in G∗n.
The probability that ej is incident to v is idn . It follows that the expected
number of vertices of degree i which are incident to one of the edges in E
ism iλi
d
. The expected number of edges in H0 which are incident to a vertex in
M is then ∑i(i−1)m iλid = md ∑i i(i−1)λi. Because D, and therefore also D0,
is well-behaved, the sum tends to a constant, so the expected number of edges
in H0 incident to a vertex in M is c11m for some constant c11 > 0.
Now let e be any edge in H0, and suppose we expose the component con-
taining e as explained in Section 5.2. At any point in the exposure process
the probability that the next vertex is a vertex in M is c11m
dn
 n−1/3 log n.
Let ω(n) → ∞ be such that each of the components C1, . . . , Cl contains at
least n2/3ω(n) vertices. The expected number of vertices in M among the
first n2/3ω(n) vertices exposed in any component is Θ(n1/3ω(n) log n). Fur-
thermore, the distribution of the number of such vertices tends to a binomial
distribution Bin(n2/3ω(n), c11
d
n−1/3 log n) as n→∞, so we assert that for any
i = 1, . . . , l, with probability 1− o(n−1), the number of vertices in M ∩Ci is
at least c12n1/3ω(n) log n for some constant c12 > 0.
There can be at most n1/3 large components in H0, so a.a.s. each of
these components has at least c12n1/3ω(n) log n vertices from M . Consider
two components Ci and Cj in H0 with 1 ≤ i, j ≤ l, and let v be a vertex
in M ∩Ci. The probability that one of the edges in E has v as one endpoint
and its other endpoint in Cj is |M∩Cj ||M | ≥
c12n1/3 logn
2n2/3 logn  n
−1/3. The probability





∼ e−c12ω(n) logn = o(n−1).
Since l ≤ n1/3, the expected number of pairs of the components Ci, Cj with
1 ≤ i, j ≤ l, which are not connected by one of the m edges, is then at most
n2/3n−1 = o(1). Hence, a.a.s. all the components have joined to form a single
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component. This concludes the proof of Theorem 5.2.
5.5 Comparision with G(n, p)
The parameter δnn1/3, or alternatively Qn(1)n1/3, appears to play the same
role in Theorem 5.2 as λ does in Theorem 1.2. Thus Theorem 5.2 indicates
that the phase transition in the random graph model Gn(D) is similar to the
phase transition in G(n, p). We believe that part (iii) of Theorem 5.2 holds




The critical behaviour of
random digraphs
Let D(n, p) be a random digraph with vertex set [n] = {1, 2, . . . , n}, where
each of the n(n − 1) possible arcs is included in the digraph, independently
of each other, with probability p = p(n). By a component of a digraph D we
mean a maximal, strongly connected subgraph of D. A complex component
is a component which is neither a single vertex nor a cycle.
The phase transition phenomenon in D(n, p) was studied by Łuczak [38]
and Karp [31]. (For an analogous result for a multiparameter generalisation
of D(n, p), see Łuczak and Cohen [39].) They proved that if np → c < 1
and ω(n) → ∞, then a.a.s. D(n, p) contains no complex components, and
each component of D(n, p) has fewer than ω(n) vertices. On the other hand,
if np → c > 1, then a.a.s. D(n, p) contains a unique complex component
on Θ(n) vertices, while all other components ofD(n, p) are cycles and isolated
vertices. Karp [31] also considered the structure of D(n, p) when np = 1 + ε
and ε = ε(n) is a function which slowly tends to 0 as n → ∞. The main
result in this chapter states that the component structure of D(n, p) changes
when np = 1 + ε and ε = ε(n) = Θ(n−1/3).
Theorem 6.1. Let np = 1 + ε such that ε = ε(n)→ 0, and let ω(n)→∞.
(i) If nε3 → −∞, then a.a.s. every component in D(n, p) is either a vertex
or a cycle of length at most ω(n)/|ε|.
(ii) If nε3 →∞, then a.a.s. D(n, p) contains a unique complex component,
which has order (4 + o(1))ε2n, while every other component is either a
vertex or a cycle of length at most ω(n)/ε.
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6.1 D(n, p) and G(n, p)
In order to outline our argument, we need to introduce some notation. If
v and w are two vertices, and V is a set of vertices in D(n, p), then dV (v, w)
denotes the length of the shortest path from v to w in D(n, p) which visits
only vertices in V ; if no such path exists, we put dV (v, w) =∞. We also set
−→
Sd(V, v) = {w : dV (v, w) = d}
and ←−
Sd(V, v) = {w : dV (w, v) = d}.
Thus, −→S (V, v) = ⋃d≥0−→Sd(V, v) and←−S (V, v) = ⋃d≥0←−Sd(V, v) stand for the sets
of all vertices that can be reached from v in V and all vertices in V which can
reach v, respectively. In the case that V is the whole vertex set of D, we will
suppress it and write −→S (v) = −→S (D, v) and so on. The vertices in −→S (v) are
called the descendants of v, and the vertices in ←−S (v) are the ancestors of v.
Note that v is an element of both −→S (v) and ←−S (v), and that there may be
other vertices which are both descendants and ancestors of v; these are pre-
cisely the vertices comprising the component containing v. By S(v;n, p) we
denote the random variable which counts the vertices in −→S (v) for a vertex v
in D(n, p); in a similar way Sd(v;n, p) denotes the size of
−→
Sd(v) in D(n, p).
Clearly, the choice of v has no effect on the distribution of S(v;n, p) and
Sd(v;n, p); we therefore let S(n, p) and Sd(n, p) be random variables with
the same distribution as S(v;n, p) and Sd(v;n, p), respectively.
Note that for every integer k, the probability that −→S (v) has k elements
in D(n, p) equals the probability that v′ is contained in a component of
order k in G(n, p). Indeed, let us assume that we want to find all vertices
ofD(n, p) contained in−→S (v). A natural way of doing this is using a sequential
search, say the breadth-first search. Whenever w is a vertex we have already
determined is in −→S (v), and x is a vertex whose membership status in −→S (v)
we do not know yet, we ask whether (w, x) is an arc in D(n, p), and we get
an affirmative answer with probability p, in which case we include x in −→S (v).
Exposing the component containing v′ in G(n, p) can be done in the same
way, and since the probability of an affirmative answer is the same in G(n, p)
and D(n, p) whenever we ask about the presence of an edge, respectively, an
arc, the probability of finding, say, k vertices by this process is the same in
D(n, p) and G(n, p). This argument holds as long as, in D(n, p), we do not
check whether the arc (v, w) and the arc (w, v) are both contained in D(n, p).
We shall often use the above observation to deduce properties of D(n, p)
from results on G(n, p), whose structure is nowadays well studied and under-
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stood. The following theorem from Łuczak [35] (see also Chapter 5 in [27]),
which supplemented an earlier result of Bollobás [8] (see also [11]), can be
considered an analogue of Theorem 6.1 for the undirected case. (This is a
more precise version of Theorem 1.2.)
Theorem 6.2. Let np = 1 + ε, such that ε = ε(n) → 0 but nε3 → ∞, and
k0 = 2ε−2 log n|ε|3.
(i) If nε3 → −∞, then G(n, p) a.a.s. contains no component of order
greater than k0. Moreover, a.a.s. each component of G(n, p) is either a
tree or contains precisely one cycle.
(ii) If nε3 → ∞, then G(n, p) a.a.s. contains exactly one component of
order greater than k0. This component a.a.s. has (2 + o(1))εn vertices.
Let us observe that it follows from Theorem 6.2(i) that if v is a given
vertex in D(n, p), then the probability that |−→S (v)| ≥ k0 is o(1). However,
this does not directly imply that D(n, p) a.a.s. contains no vertices v such
that |−→S (v)| ≥ k0.
We shall also need some more technical results, which have been used in
the studies of the critical behaviour of G(n, p). We first remark that from
the calculations used in the proof of Theorem 6.2(ii), contained mainly in [8]
(see also [11], [27] and [34]), it follows that in the supercritical phase — that
is when np = 1 + ε, where nε3 → ∞ — the expected number of vertices
in components of G(n, p) larger than k0 is (2 + o(1))ε, and, moreover, for
every constant δ > 0 the expected number of vertices which are contained in
components of G(n, p) whose sizes belong to [0.1k0, (2− δ)εn]∪ [(2+ δ)εn, n]
is o(εn). Consequently, the following holds.
Lemma 6.3. If np = 1 + ε, where ε = ε(n) → 0 but nε3 → ∞, then the
probability that a randomly chosen vertex v from G(n, p) is contained in a
component of order larger than 0.1k0 is (2+o(1))ε. Moreover, the probability
that v is contained in a component of order (2 + o(1))εn is also (2 + o(1))ε.
Our next result bounds from above the probability that a vertex v has
many descendants in D(n, p).
Lemma 6.4. Let np = 1 + ε, where |ε| ≤ 1/2 and suppose that k ≤ |ε|n/6.
Then, for some absolute constant c, we have
P[S(n, p) = k] ≤ ck−3/2 exp(−kε2/12) ≤ ck−3/2. (6.1)
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Proof. As we have already noted, the probability that S(n, p) = k is equal to
the probability that a vertex inG(n, p) is contained in a component of order k.
Let Xk be the number of components of order k in G(n, p). Bollobás [8] (see
also [11] p.132) showed that, for some absolute constant c′,
E[Xk] ≤ c′nk−5/2 exp(−kε2/2 + kε3/3 + k2ε/2n).
Since for |ε| ≤ 1/2 and k ≤ |ε|n/6 we have
−kε2/2 + kε3/3 + k2ε/2n ≤ −kε2/12
and




From Lemmas 6.3 and 6.4 we get the following result.
Lemma 6.5. Let p = 1 + ε, where ε = ε(n) → 0, and k̄ = o(n2/3). Then,
for some absolute constant c,
E
[∣∣∣−→S (v)∣∣∣ ∣∣∣∣ ∣∣∣−→S (v)∣∣∣ ≤ k̄] ≤ 2c√k̄ .
Proof. From Lemmas 6.3 and 6.4 we get
E




[∣∣∣−→S (v)∣∣∣ = k]
P
[∣∣∣−→S (v)∣∣∣ ≤ k̄]






so the assertion follows.
6.2 The subcritical case
In this section we shall prove Theorem 6.1(i). In fact, we shall show the
following slightly stronger result.
Theorem 6.6. Let np = 1 − ε, where ε = ε(n) → 0 but nε3 → ∞. As-
sume that a is a positive constant and let Xs(n), s ≥ 1, denote the order
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Proof. Note that each complex component contains a pair of directed cycles
C1 and C2 such that the intersection of the sets of their vertices spans a
directed path (which, perhaps, consists of a single vertex). It is easy to see
that there are at most k2k! such pairs on a given set of k vertices. Hence,






















Thus, the probability that D(n, p) contains a complex component is bounded
from above by O(1/nε3) and tends to 0 as n→∞. This completes the proof
of the first part of Theorem 6.6.
Now let the random variable Ya(n) count the number of directed cycles



















dx = (1 + o(1))λa .
One can easily check that for a given r ≥ 2, the rth factorial moment
of Ya(n) tends to λra as n → ∞. Consequently, the random variable Ya(n)
tends in distribution to a Poisson variable with expectation λa, and since
clearly
P(Xs(n) < a/ε) = P(Ya(n) ≤ s− 1),
the assertion follows.
6.3 The supercritical case
Throughout this section we study the structure of D(n, p) in the supercritical
phase when np = 1 + ε, and ε = ε(n)→ 0 but nε3 →∞ as n→∞. Let us
recall that k0 = 2ε−2 log nε3.
Let X denote the number of “large” vertices which have both more than
1.9εn descendants and more than 1.9εn ancestors. The main difficulty in the
proof of Theorem 6.1(ii) is to estimate the number of large vertices, which is
done in the following lemma, whose proof we postpone until the next section.
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Lemma 6.7. If np = 1 + ε, where ε = ε(n) → 0 but nε3 → ∞, then the
expectation of X is given by EX = (4+o(1))ε2n, while for the variance of X
we have VarX = o((EX)2).
In particular, a.a.s. X = (4 + o(1))ε2n.
Once we assume that Lemma 6.7 holds, the rest of the proof of Theo-
rem 6.1(ii) is not so difficult. Let us start with the two following observa-
tions.
Lemma 6.8. If np = 1+ε, where ε = ε(n)→ 0 but nε3 →∞, then a.a.s. at
most one component of D(n, p) contains cycles longer than 2 log log nε3/ε.
Proof. Let v denote a large vertex of D(n, p). (From Lemma 6.7 we know
that a.a.s. at least one such vertex exists.) If we remove from D(n, p) all
vertices of −→S (v), we get a digraph with n′ = n−|−→S (v)| ≤ n−1.9εn vertices.
Since
n′p ≤ np− |
−→
S (v)|p ≤ (1− 0.8ε)n′ ,
from Theorem 6.1(ii) we deduce that a.a.s. D(n, p)\−→S (v) contains no cycles
longer than, say, log log nε3/ε. An analogous argument shows that a.a.s. no
such cycles are contained inD(n, p)\←−S (v). Hence, a.a.s. all cycles longer that
2 log log nε3/ε must belong to a strongly connected component containing v.
Lemma 6.9. If np = 1 + ε, where ε = ε(n) → 0 but nε3 → ∞, then a.a.s.
only o(ε2n) large vertices of D(n, p) are not contained in cycles longer than
2 log log nε3/ε.
Proof. Let v be a vertex of D(n, p). Now generate −→S (v) with the breadth-
first search process. The probability that |−→S (v)| ≥ 1.8εn is (2 + o(1))ε
(see Lemma 6.3). If v is large, then either ←−S (v) ∩ −→S (v) = {v}, or some
in-neighbours of v are in −→S (v).
The probability that ←−S (v) ∩ −→S (v) = {v} is bounded from above by
the probability that some component of G(n′, p), n′p = 1 − 0.8ε, is larger
than 1.9εn′, which is o(ε) according to Lemma 6.3.
Now let h = log log nε3/ε. The expected number of vertices in −−→S≤h(v),
conditioned on −→S (v) being large (i.e. the process does not become extinct
quickly) is given by
E[−−→S≤h(v)|
−→
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Consequently, the probability that there is an arc starting at a vertex







Thus the probability that a vertex is large but either does not belong to a
directed cycle or belongs to a cycle shorter than h, is bounded from above
by
2ε(ε/ log ε3n+ o(ε)) = o(ε2) .
Now the assertion follows from Markov’s inequality.
Proof of Theorem 6.1(ii). From Lemmas 6.7 and 6.9 we infer that a.a.s.
(4+o(1))ε2n large vertices belong to components which contain cycles longer
than 2 log log nε3/ε, while Lemma 6.8 ensures that such a component is
unique.
Finally, observe that D(n, p), with np = 1+ ε, can be viewed as obtained
from the digraph D(n, p′), where np′ = 1 + ε/2, by adding to it arcs of
D(n, p′′), where 1−p = (1−p′)(1−p′′). Thus, a.a.s. the largest component L
ofD(n, p), which has (4+o(1))ε2n vertices, contains the largest component L′
of D(n, p′), which contains (1+o(1))ε2n vertices. But then, clearly, L cannot
be a directed cycle, so it must be a complex component.
6.4 Proof of main lemma
This section is devoted to the proof of Lemma 6.7. Let A denote the set
of all large vertices of D(n, p), that is the set of those vertices which have
both more than 1.9εn descendants and more than 1.9εn ancestors. Instead
of calculating the expectation and variance of X = |A|, we shall estimate the
number Y of elements in a certain set B which overlaps with A, and then
show that the symmetric difference between A and B is likely to be small.
Let g = 2ε−1 log log nε3, and let B denote the set of those vertices from
which the breadth-first search lasts for at least g generations in both direc-
tions. In other words, B is the set of vertices v such that −→Sg(v) 6= ∅ and←−
Sg(v) 6= ∅. We will show that a.a.s. Y = |B| = (4 + o(1))εn, and then show
that a.a.s. |X − Y | = o(ε2n).
Before calculating the expectation and variance of Y , we will state a
number of inequalities which we shall use. Let v be a vertex in D(n, p), and
let D′ be a set of vertices in D(n, p) such that |D′| = n′ ≤ n. Then |−→S (D′, v)|
and |←−S (D′, v)| have the same distribution as the random variable S(n′, p),
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while for every d ≥ 0, |−→Sd(D′, v)| and |
←−
Sd(D′, v)| have the same distribution
as Sd(n′, p).
Lemma 6.3 implies that
P [S(n′, p) ≥ k0] ≤ (2 + o(1))ε.
If we moreover assume that n′ = n− o(εn), then
P [S(n′, p) ≥ k0] = (2 + o(1))ε.
The expected number of neighbours of a vertex is (n−1)p ≤ 1+ ε, so the
expected number of vertices in the ith generation of the breadth-first search
starting at v is bounded from above by (1 + ε)i. Thus






E [S≤g(n′, p)] ≤
g∑
i=0























P [S(n′, p) ≥ εn] ≤ P [S≤g(n′, p) ≥ εn] + P [Sg(n′, p) > 0] ,
and P [S(n′, p) ≥ εn] = (2+ o(1))ε if n′ = n− o(εn) by Lemma 6.3, it follows
from (6.3) that
P [Sg(n′, p) > 0] = (2 + o(1))ε, (6.4)
provided that n′ = n−o(εn). If Z is a nonnegative random variable and A is
any event with P [A] > 0, then
E [Z|A] ≤ E [Z]
P [A] . (6.5)
If A is the event that Z > 0, then we have equality in (6.5). Conditioning
on the breadth-first search from v lasting at least g generations, we get
E [Sg(n′, p)|Sg(n′, p) > 0] =
E [Sg(n′, p)]
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and
E [S≤g(n′, p)|Sg(n′, p) > 0] ≤
E [S≤g(n′, p)]







If we instead condition on the process dying out before g generations, we
obtain
E [S(n′, p)|Sg(n′, p) = 0] = E [S≤g(n′, p)|Sg(n′, p) = 0] ≤
E [S≤g(n′, p)]







Finally, from Lemma 6.5 it follows that






First we will determine the expected number of vertices in B. Let v be a
vertex in D(n, p). Using the breadth-first search we will first expose the set
−→
V := −−→S≤g(v),




Let V = −→V ∪←−V . Note that in the process of exposing the sets −→V and ←−V no
potential arc is tested more than once.






Sg(v). The significance of these
sets is that the vertices in −→Vg are the only vertices in
−→
V from which there can
be an arc to D \ −→V . Similarly, the vertices in ←−Vg are the only vertices in
←−
V
to which there can be an arc from D \ V .
Lemma 6.10. E [Y ] = (4 + o(1))ε2n.
Proof. Let v be a vertex, and let −→V and ←−V be defined as above. From (6.4)
it follows that the probability that −→Vg 6= ∅ is (2 + o(1))ε. If, in addition,
|
−→
V | = o(εn), the probability that ←−Vg 6= ∅ is also (2 + o(1))ε. The probability
that |−→V | ≥ εnlognε3 is o(ε) by (6.3), so it follows that the probability that both−→
Vg 6= ∅ and
←−
Vg 6= ∅ is (4 + o(1))ε2n.
The set ←−V may be strictly smaller than ←−S (v), so it is possible that
←−
Sg(v) 6= ∅ although
←−
Vg = ∅. This may happen only if there are arcs from
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−→
V to ←−V . As noted above there can be no arc from −→V<g to D \
−→
V , so we only
have to consider arcs going from −→Vg to
←−









p. The random variables |−→Vg| and |
←−
V | are not independent,
but we note that the bound for |←−V | given by (6.8) holds regardless of the size






















according to (6.6) and (6.8). This completes the proof of the lemma.
Lemma 6.11. Let v be a vertex of D(n, p), and let C1 denote the event that−→
Sg(v) 6= ∅ and C2 denote the event that |
−→
S (v)| ≥ k0. Then,
P
[
(C1 ∧ C2) ∨ (C1 ∧ C2)
]
= o(ε).
Proof. Suppose first that −→Sg(v) 6= ∅. Thus the breadth-first search starting
at v lasts for at least g generations. Remembering the duality of the models
D(n, p) and G(n, p), the probability that this happens in D(n, p) is equal
to the probability that it happens in G(n, p). In the model G(n, p) this can
only happen if v is in a component of diameter at least g. Let Zn,p(g) be the
number of components in G(n, p) with fewer than k0 vertices and diameter
at least g. Łuczak [37] showed that
E [Zn,p(g)] = (2 + o(1))nε3(1− ε)g.
The probability that the breadth-first search starting at v lasts at least g gen-













Sg(v) 6= ∅ ∧ |
−→
S (v)| < k0
]
= o(ε).
On the other hand, suppose that −→Sg(v) = ∅. By (6.3) the probability that
S≤g(n′, p) ≥ εn/ log nε3 is o(ε) if
−→
Sg(v) = ∅, whereas the probability that
k0 ≤ |
−→
S (v)| ≤ εn/ log nε3 is o(ε) by Lemma 6.3. Thus
P
[−→
Sg(v) = ∅ ∧ |
−→
S (v)| ≥ k0
]
= o(ε),
which finishes the proof.
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The next step in the proof is to bound the variance, in order that we may
conclude that Y is likely to be close to its expectation.
Lemma 6.12. VarY = o(E [Y ]2).
Proof. We will prove this lemma by showing that E [Y (Y − 1)] = (1 +
o(1))E [Y ]2. That is, we will calculate the number of pairs of vertices v and w




Sg(w) 6= ∅ and
←−
Sg(w) 6= ∅.
We assume that v is a vertex such that −→Sg(v) 6= ∅ and
←−
Sg(v) 6= ∅, and
count the number of vertices w 6= v such that −→Sg(w) 6= ∅ and
←−
Sg(w) 6= ∅. Our
goal is to show that the expected number of such vertices is (4 + o(1))ε2n.
As previously, we first expose the descendants and ancestors of v, producing
the sets −→V and ←−V . We then expose the descendants and ancestors of w in a
similar way, letting −→
W = −−→S≤g(D \ V,w)
and ←−
W =←−−S≤g(D \ (V ∪
−→
W ), w).
We also define the sets −→Wg =
−→




Sg(D \ (V ∪
−→
W ), w).
Finally let W = −→W ∪←−W and D′ = D \ (V ∪W ).




∣∣∣∣v ∈ B ∧ w 6∈ V ] = (2 + o(1))ε. (6.10)
The probability that −→Wg 6= ∅ is (2 + o(1))ε by (6.4). In order to show
that (6.10) holds, we will therefore show that if −→Wg = ∅, then the probability
that −→Sg(w) 6= ∅ is o(ε). In other words, if A1 is the event that v ∈ B, w 6∈ V




∣∣∣∣A1] = o(ε). (6.11)
If A1 holds and
−→
Sg(w) 6= ∅, it must be because there are arcs from
−→
W
to V . Note that there can be no arcs from −→W to ←−V<g, since the origin of any
such arc would be in ←−V . We therefore only have to consider arcs from −→W
to ←−Vg and
−→
V . We will show below that the probability that there are arcs
to←−Vg is o(ε). The probability that there are arcs to
−→
V is significantly greater,
so we will have to look more carefully at this situation.
We will distinguish between two types of vertices in −→V , which we shall call
malevolent and benevolent vertices. Loosely speaking, the malevolent vertices
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are those which have many descendants, while the benevolent vertices have
few descendants. We will then show that w has a malevolent descendant
with probability o(ε). On the other hand, w may have several benevolent
descendants, but we will show that it is unlikely to have so many of them
that the total number of descendants of w becomes k0 or more. Because of
Lemma 6.11, this will be sufficient.
Recall that the set −→V was found using a breadth-first search starting with
the vertex v. In the course of exposing the vertices in −→V we have therefore
exposed several arcs between vertices in −→V , such that we have a directed
tree, rooted at v. Let us call this tree −→T . This tree has the same vertex
set as −→V , while the set of arcs of −→T is a subset of the set of arcs of D(n, p)
joining vertices in −→V .
If x is a vertex in −→V , we define −→Tx to be the subtree of
−→
T rooted at x.
In precise terms, −→Tx consists of those vertices y ∈
−→
T such that the unique




Vg be the set of
descendants of x in −→T which are in the last generation of −→V . These are the
only vertices in −→Tx from which there can be an arc to D \
−→
V . Note that this











Thus, to obtain −→Ux, we first find the subtree of
−→
T rooted at x, and then
continue the breadth-first search for up to g generations in D′. We say
that x is malevolent if −→Tx′ is nonempty and Sg(D′, y) 6= ∅ for some y ∈ T ′x.
Otherwise we say that x is benevolent.
We will now attempt to find the vertices in −→V which are descendants of w.
We first expose all arcs from −→W to −→V and let −→Z1 be the set of vertices in
−→
V
to which there is an arc with origin in −→W . Then we expose the descendants









Having found these extra descendants of w, we expose the possible arcs go-
ing from −→U1 to
−→
V , and continue as above. We define the sets −→Z2,
−→
Z3, . . .
and −→U2,
−→
U3, . . . as follows: For m ≥ 2, let
−→
Zm be the set of vertices
in −→V \
(−→
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Finally, let −→U = ⋃m≥1−→Um be the set of all descendants of w found by this
procedure. Observe that by this process we are guaranteed to expose the
entire set of −→U , even though −→Ux and
−→
Uy may overlap for many choices of
x and y. Further observe that if none of the vertices in −→U are malevolent,
then the breadth-first searches used to expose the sets −→U1,
−→
U2, . . . are allowed
to continue until no more descendants can be found in D′. In this case there
are therefore no arcs from −→U to the rest of D′. Thus if there is also no arc
from −→W ∪ −→U to ←−V or ←−W , then −→W ∪ −→U comprises all descendants of w. We
can therefore conclude that if −→Sg(w) 6= ∅ and A1 holds, at least one of the
following events must happen.
(i) w has a malevolent descendant.
(ii) There is an arc from −→W or −→U to ←−V or ←−W .
(iii) |−→W ∪ −→U | ≥ k0.
(iv) −→Sg(w) 6= ∅ and |
−→
S (w)| < k0.
We will show that each of these events happens with probability o(ε).
That (iv) holds with probability o(ε) follows from Lemma 6.11, so we only
























Let us first count the expected number of malevolent vertices. If y ∈ −→Vg,
the probability that y is malevolent is simply the probability that −→Sg(D′, y) 6=
∅, which is bounded from above by (2+o(1))ε according to (6.4). Every vertex
in −→Vg has g ancestors in
−→
T , so by (6.12) the expected number of malevolent












Now let us count the expected number of vertices in −→U 1,
−→
U 2, . . .. Suppose
that x is a randomly chosen vertex in −→V and let y be a vertex in −→Vg. Since y
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has g ancestors in −→T , the probability that x is an ancestor of y in −→T is g/|−→V |.











































If x is benevolent, then −→Sg(D′, y) = ∅ for every y ∈
−→
Tx































































For m ≥ 1, let Bm be the event that all the sets
−→
U1, . . . ,
−→
Um contain only



















∣∣∣∣A1 ∧ Bm+1] ≤ E [|−→Um| · |−→V |∣∣∣∣A1 ∧ Bm] p. (6.20)
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for m ≥ 1, where C is the constant implicit in (6.21).
We can now calculate the probability that w has a malevolent descen-
dant. The expected number of arcs from −→W to a malevolent vertex in −→V is,

















If we assume that Bm holds, then the expected number of arcs from
−→
Um to a





























This proves that the event (i) happens with probability o(ε).
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2ε−2 log nε3 = o(ε),
thereby proving that (iii) happens with probability o(ε).
What remains is to calculate the probability that there is an arc from−→
W ∪
−→
U to ←−V or ←−W . We first note that there can be no arcs from −→W ∪ −→U
to ←−V<g, except from vertices in
−→
Vg. The equation (6.12) also holds for
←−
Vg, so





















We have made no assumptions regarding the order of ←−W , so the expected


















The only arcs we have yet to consider are therefore the ones from −→U ∩−→Vg
to ←−V<g. Let
−→
Z = ⋃m≥1−→Zm. From (6.18), (6.20) and (6.22) it follows that





















The expected size of ←−V<g is bounded by (6.7), so the probability that there
is an arc from −→U ∩ −→Vg to
←−












This completes the proof of (6.11).
We now assume that w is a vertex such that −→Sg(w) 6= ∅, and we want to




∣∣∣∣v ∈ B ∧ w 6∈ V ∧ −→Sg(w) 6= ∅] = (2 + o(1))ε. (6.25)
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The probability that←−Wg 6= ∅ is (2+o(1))ε by (6.4). Let A2 be the event that
v ∈ B, w 6∈ V , −→Sg(w) 6= ∅ and
←−
Wg = ∅. In order to show that (6.25) holds,






We want to avoid exposing arcs leading to vertices which we have exposed
before, in order to avoid dependencies. In the previous step we may have
had to expose some of the vertices in D′ in order to determine whether−→
Sg(w) 6= ∅. To be precise, we may have exposed some of the vertices in−−→
S≤2g(v) \
−→
V , but we do not know how many. In order to keep our calculations
as tidy as possible, we will simply assume that we have exposed all of the
vertices in −−→S≤2g(D′ ∪
−→
V , v), and we call this set −→V ′. In addition we let
−→
V2g
′ = −→S2g(D′ ∪
−→






























We moreover let D′′ = D′ \ V ′.
The calculations needed to prove (6.26) are very similar to in the previous
case, and we will use the same notation as earlier, with the arrows reversed:
in the course of exposing ←−V , we have exposed a directed tree, rooted at v,
which we will call ←−T . If x is a vertex in ←−V , we define ←−Tx to be the subtree


















A vertex y ∈ ←−Vg is malevolent if
←−
Sg(D′′, y) 6= ∅. A vertex x ∈
←−
V<g is malev-
olent if it has a malevolent ancestor in the tree ←−T . Vertices in ←−V which are
not malevolent are benevolent.
We let ←−Z1 be the set of vertices x in
←−
V such that there is an arc from x
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For m ≥ 1, ←−−−Zm+1 is the set of vertices x in
←−
V \ (←−U1 ∪ . . . ∪
←−
Um), such that













Finally ←−Z = ⋃m≥1←−Zm and ←−U = ⋃m≥1←−Um. As in the previous case, we see
that if A2 is satisfied and
←−
Sg(w) 6= ∅, then at least one of the following events
must happen.
(i) w has a malevolent ancestor.
(ii) There is an arc from −→V ′ or −→W to ←−W or ←−U .
(iii) |←−W ∪←−U | ≥ k0.
(iv) ←−Sg(w) 6= ∅ and |
←−−
S≤g(w)| < k0.
Most of the calculations which show that each of these events happens with
probability o(ε) are largely identical to the previous case, so we will skip
them. For example, the probability that there is an arc from −→Vg to
←−
W is
virtually the same as the probability that, in the previous case, there was an
arc from −→W to ←−Vg. The only differences from the previous case is that we
have −→Wg 6= ∅ by assumption, and we have to consider the possibility of arcs
from −→V2g ′ to
←−
U and from −→V ′ to ←−U ∩←−Vg.
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By (6.27), (6.7) and (6.31), the probability that there is an arc from −→V ′ or −→W

















This implies that (6.26) holds. It now follows from (6.10) and (6.25) that
if v ∈ B, then the expected number of vertices w 6∈ V such that w ∈ B is
(4 + o(1))ε2n.
It remains to calculate the expected number of vertices w ∈ V such
that w ∈ B. Let us first count the number of such vertices in −→V . Since by
assumption←−Sg(v) 6= ∅, for every vertex w in
−→
V we have←−Sg(w) 6= ∅, so we have
to bound the probability that −→Sg(w) 6= ∅. Recall that
−→
T is the rooted tree
on the same vertex set as −→V consisting of the arcs of −→V which were exposed
in the course of the breadth-first search beginning at v, with −→Tw being the
subtree of −→T rooted at w.
If x ∈ −→Vg, the probability that
−→
Sg(D \ V, x) 6= ∅ is at most (2 + o(1))ε





Sg(D \ V, x) 6= ∅ or x ∈
−→
V<g and x has a descendant y in
−→
T
such that y ∈ −→Vg and
−→
Sg(D \ V, y) 6= ∅. Every vertex y in
−→
Vg has at most
























S≤g(D \ V, x).
For m ≥ 1 we let −→Z (m)w be the set of vertices x in
−→
V such that there is an
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For m ≥ 1, let B(m)w be the event that none of the sets
−→
U (1)w , . . .
−→
U (m)w contains



























for a constant C. Suppose now that B(m)w holds. The probability that there
















The probability that one of the sets −→U (1)w ,
−→






























If we now let B(∞)w be the event that the sets
−→
U (m)w for m = 1, 2, . . . do















If B(∞)w holds, the probability that |
−→


















The expected number of vertices w in −→V such that none of the sets−→
U (1)w ,
−→
U (2)w , . . . contains malevolent vertices, and |
−→
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The number of vertices w in −→V such that w ∈ B is counted by (6.35) and
(6.36), and is o(nε2). By symmetry, the same holds for ←−V . This completes
the proof of the lemma.
Proof of Lemma 6.7. Lemmas 6.10 and 6.12 together with Chebyshev’s in-
equality imply that the number Y of vertices v such that −→Sg(v) 6= ∅ and←−
Sg(v) 6= ∅ is a.a.s. (4 + o(1))ε2n. To finish the proof of Lemma 6.7, we will
show that a.a.s. |X − Y | < o(ε2n).




Sg(v) 6= ∅ and |
−→
Sg(v)| < 1.9εn. From Lemma 6.3 it follows that
P[k0 ≤ |
−→
S (v)| < 1.9εn] = o(ε). On the other hand, Lemmas 6.3 and 6.11
imply that the probability that −→S g(v) 6= ∅ and |
−→
S (v)| < 1.9εn is o(ε).




∣∣∣∣|−→S (v)| < 1.9εn] ≤ P [|Sg(n, p)| > 0]
+P
[
∃ an arc from −→Sg(v) to v
]
≤ (2 + o(1))ε+ 1.9ε = (3.9 + o(1))ε.
Thus the probability that −→Sg(v) 6= ∅,
←−
Sg(v) 6= ∅ and |
−→
S (v)| < 1.9εn is o(ε2).
By symmetry, the probability that −→Sg(v) 6= ∅,
←−
Sg(v) 6= ∅ and |
←−
S (v)| < 1.9εn
is also o(ε2). By Markov’s inequality, we therefore a.a.s. have |A\B| = o(ε2n).
On the other hand, Lemma 6.11 asserts that the probability that−→
Sg(v) = ∅ and |
−→
S (v)| ≥ 1.9εn is o(ε). If this event happens, the proba-
bility that |←−S (v)| ≥ 1.9εn is still (2+ o(1))ε. In the same way one can argue
that the probability that ←−Sg(v) = ∅, |
←−
S (v)| ≥ 1.9εn and |−→S (v)| ≥ 1.9εn is
o(ε2). Thus, by Markov’s inequality |B \ A| = o(ε2n) a.a.s.
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