We study the derivation of a scalar conservation law with stochastic forcing starting from a stochastic BGK model with a high-field scaling. We prove the convergence to a new kinetic formulation where appears a modified Maxwellian. We deduce from it the existence of a weak solution to the scalar conservation law with stochastic forcing. We establish that this solution satisfies some Krushkov-like entropy relations.
Introduction
In this paper, we are interested in the derivation of a solution to a scalar conservation law with stochastic forcing of the following form:
du + div x (B(x, u))dt = C(x, u)dW t , t ∈ (0, T ), x ∈ T N , (1.0.1) from a stochastic BGK like model,
when ε goes to 0.
This type of problem belongs to the class of problems of hydrodynamical limits. The historical issue in that field goes back to the kinetic theory, first introduced by Maxwell and Boltzmann in order to model rarefied gas. Indeed, adopting a statistical point of view, a gas can be described by its density of particles f ε , a function of time, position and velocity, satisfying at the mesoscopic level, the Boltzmann equation
where Q(f ε , f ε ) is a collision operator. Formally in that case, we obtain the following hydrodynamical limit: f ε converges to a Maxwellian of parameter ρ(t, x), u(t, x) and T (t, x) such that those three functions satisfy the Euler system. In other words, starting from the Boltzmann equation at the mesoscopic level, we expect to obtain the Euler system at the macroscopic level. However, this derivation is actually still an open question and motivated the introduction of the BGK model in [4] , tough partial results have been established as for example in the case of the incompressible Euler system for "well prepared initial data" of the asymptotic equations or solution to the scaled Boltzmann equation with additional non uniform a priori estimates (see [?] for a more complete state of the art). The idea of the BGK model is to replace the collision kernel by an easier term which keeps some properties associated to the Boltzmann equation. Those models have been then generalized by Perthame and Tadmor [16] to derive at the macroscopic level some scalar conservation laws. More precisely, the BGK model that they investigate in [16] is the following:
(∂ t + a(ξ).∂ x )f ε (t, x, ξ) = 1 ε χ uε(t,x) (ξ) − f ε (t, x, ξ) , (t, x, ξ) ∈ R with A i ∈ C 1 (R) and a i = A i . Two main approaches are actually possible to get this scalar conservation law from (1.0.4). The initial one in [16] is based on a use of BV compactness arguments in the multidimensional case and compensated compactness arguments in the one dimensional case, while the second one introduced later in [14] relies on what is called a kinetic formulation. It consists in obtaining at the macroscopic level a kinetic equation involving a density-like function whose velocity distribution is the equilibrium density.
Lately, the study of scalar conservation laws starting from BGK models at the mesoscopic level have been pursued in various context: with boundary conditions in [15] and [?] , with a discontinuous in the space variable flux in [3] , with a high-field scaling in [2] or again in a stochastic context in [10] . In this paper, we are interested in the last two contexts mentioned. First of all, let us say a word about the stochastic one. Recently, the study of some conservation laws with stochastic forcing has been a subject of growing interest (see [1] , [6] , [8] , [9] , [11] , [12] or again [?] for the case of a system). Indeed, the introduction of such terms can be justified in order to translate numerical and empirical uncertainties. Moreover, it often offers the possibility to weaken assumptions and still get results. The first result on an hydrodynamical limit starting from a BGK model in a stochastic context is due to Hofmanova [10] . The idea in this paper is to use the notion of stochastic kinetic formulation developed by Debussche and Vovelle in [6] . Certainly, it seems quite natural to adopt this approach knowing that we can not get any pathwise L ∞ a priori estimates due to the presence of the white noise term.
What we intend to do here is to extend the above result to a stochastic BGK model containing a force term with a high-field scaling. The deterministic version of this result has been established by Berthelin, Poupaud and Mauser in [2] . However, due to the presence of the white noise terms, the techniques adopted through the paper will be the ones developed by Debussche and Vovelle [6] and Hofmanová [10] by proving the convergence to a kinetic formulation associated to (1.0.1). The scaling adopted being different, some new difficulties are introduced and some additional assumptions similar to the ones of the deterministic version will be adopted. Moreover, a modified Maxwellian will be obtained in the kinetic formulation leading by its properties to get some Krushkov-like inequalities.
The organization of the paper is the following: in section 2 we will present the context and state the main result. Section 3 will be dedicated to the study of the stochastic BGK model (1.0.2). We will state its existence and prove its convergence to a kinetic formulation. Finally, in section 4 we will conclude to the existence of a weak solution to (1.0.1) which satisfies some Krushkov-like entropy relations.
Settings and Main Results
In the following, we will denote by C k,µ with k ∈ N and µ > 0 the set of k times differentiable µ-Hölder functions. Let (Ω, F, (F t ) t≥0 , P) be a stochastic basis with a complete, right-continuous filtration. We can assume without loss of generality that the σ−algebra F is countably generated and (F t ) t≥0 is the completed filtration generated by the Wiener process and the initial condition. We denote by P the predictable σ-algebra on Ω × [0, T ] associated to (F t ) t≥0 and by P s the predictable σ-algebra on Ω × [s, T ] associated to (F t ) t≥s . We write
The setting of our paper has some similarities with the ones of Debussche and Vovelle [6] and Hofmanová [10] . Indeed, we will assume that we work on a finite-time interval [0, T ], T > 0 with periodic boundary conditions, x belonging to T N where T N is the N -dimensional torus. We will consider a fonction
of class C 3,µ for some µ > 0 such that its satisfies for all x, ξ ,
and for all i = 1, . . . , N , for all
We assume that W is a d-dimensional (F t )-Wiener process, defined as follows
is a regular function on T N . More precisely, the functions g 1 , . . . , g d : T N × R → R are of class C 4,µ with linear growth and bounded derivatives of all orders. In that context, the following estimate holds true
Moreover, we assume that
and for all x ∈ T N and for all k,
In addition, we assume that
Regarding the initial data, we suppose that
) for all p ∈ [1, ∞) and we will consider F 0 = 1 u0>ξ .
Finally, quite similarly to the deterministic case with a high-field scaling [2] , we will assume that
where f ε := F ε + 1 0>ξ .
We finally can state our main result: 
and converges weak- * to M u a modified Maxwellian associated to u where u is a weak solution to the conservation law with stochastic forcing (1.0.1) with
In addition, u satisfy the Krushkov-like inequalities (4.3.1).
3 Study of the stochastic BGK model with a high field scaling
The stochastic kinetic model
We are interested in the following stochastic BGK model:
1) The definition of a weak solution of this system is the following:
Let us state here several results. For Θ a smooth function with compact support satisfying 0 ≤ Θ ≤ 1 and
The coefficients Φ
R and G R,2 are defined similarly as Φ and G 2 replacing g k by g R k . We introduce the intermediate problem, 1.4) and the truncated problem associated
with S ε,R a solution operator of (3.1.5).
From above, we obtain the following proposition:
Proposition 3.3. For any ε > 0, there exists a weak solution of the stochastic BGK model with high field scaling (1.0.2) denoted by F ε . Moreover, F ε is represented by
The proof of those two results is quite similar to the ones in [10] and mainly relies on a use of the stochastic characteristics method developed by Kunita in [13] . Nevertheless, there is some additional difficulties due to the presence of the term
ε ∂ ξ F ε (which introduce a dependence on ε of the solution operator) and the dependence of a in x. Then, for the sake of completness, we give a quite detailed sketch of the proof of the existence in Appendix A.
Convergence of the stochastic kinetic model
From now on, let us denote by C a constant which does not depend on any parameter and may change from a line to another. In this section, our purpose is to study the limit of the stochastic kinetic model (1.0.2) as ε goes to 0 in the following weak formulation satisfied by F ε :
Proposition 3.4. Up to a subsequence, (F ε ) ε>0 converges weak- * to F with F satisfying the following: for any test function
with m a random nonnegative bounded Borel measure on [0, T ]×T N ×R and where m(∂ ξ ϕ) denotes
Proof. From the representation formula of F ε (3.1.7), we deduce that the set of solutions
such that, up to subsequences, as ε goes to 0,
Then, almost surely, we have as ε goes to 0,
Moreover, regarding the stochastic term, a use of dominated convergence theorem for stochastic integrals allows us to conclude that almost surely,
In addition, by assumption on g k and since F ε is bounded,
It remains to deal with the first term of the right-hand side of (3.2.1). Let us define
We can prove similarly as in [10] that the first term of the right-hand side of (3.2.4) is a random nonnegative measure over [0, T ] × T N × R and since by assumption (2.0.13), Λ(x) ≤ 0 for all x, so does the second term. Indeed, we recall that a positive distribution is a positive Radon measure.
Moreover, f ε satisfies
We consider the following test functions
Thus, using the fact that ∂ ξ 1 0>ξ = −δ 0 and assumption (2.0.11), we have
At this point, our aim is to bound
independently of ε in order to conclude thanks to properties of Radon measure on locally compact spaces. Let us first prove that the term E T 0 < ∂ ξ f ε ΦdW t , H(t) > disappears. We recall that a martingale has zero expected value. Therefore, the idea is to use the stochastic Fubini theorem (see [5, Theorem 4.18] ) to interchange the integrals with respect to x, ξ and the stochastic one. In order to apply this theorem, we must prove that
. Indeed, we have
using the fact that f ε is bounded and assumption (2.0.12). Then, we can interchange the integrals. It remains to prove that
by the same arguments as previously. So, finally we have
Then by assumptions (2.0.8) and (2.0.12), we deduce that E T 0 < m ε , ϕ > dt is bounded independently of ε. By density, the results hold true for all
Then, by properties of Radon measures on locally compact spaces, we can conclude that for almost every ω ∈ Ω, there exists a nonnegative measure m(ω) such that, up to a subsequence, almost surely,
Finally, passing to the limit in (3.2.1) leads to the statement.
Remark 3.1. The purpose of assumptions (2.0.8) and (2.0.12) can actually be found in the above proof to bound E T 0 < m ε , ϕ > dt. Indeed, due to the dependence on ε of the stochastic characteristic system because of the presence of the term
ε ∂ ξ F ε , the techniques developed in [10] can not be adopted here.
A kinetic formulation
As mentioned previously, a kinetic formulation is a kinetic equation at the macroscopic level satisfy by a density-like function. At this point, we already have obtained (3.2.2), the kinetic equation satisfy by F at the macroscopic level. Then, it remains to study the behavior of its velocity distribution.
In order to do so, let us recall here some notions that will be needed to get the kinetic formulation associated to (1.0.1).
Definition 3.5 (Young measure). Let (X, λ) be a finite measure space. Let P 1 (R) denote the set of probability measures on R. We say that a map ν :
We have the following compactness result: Theorem 3.6 (Compactness of Young measure). Let (X, λ) be a finite measure space such that L 1 (X) is separable. Let (ν n ) be a sequence of Young measures on X satisfying for some p ≥ 1,
Then, there exists a Young measure ν on X and a subsequence still denoted (ν
The proof, quite classical, can be found in [6] .
The purpose of this subsection is then actually to prove the following result:
where we denote by M u the modified Maxwellian solution to the equation
Proof. Multiplying (3.1.1) by ε, then we have
in the sense of distributions over (0, T ) × T N × R almost surely. So, we deduce that
in the sense of distributions over (0, T ) × T N × R almost surely.
We set ν ε t,x := δ uε(t,x)=ξ which by Definition 3.5 is a Young measure. Then, by assumption (2.0.14), we have
Using Proposition 3.6, we know that there exists a Young measure ν t,x such that ν ε t,x → ν t,x (up to a subsequence). Then, we deduce from (3.3.3) and Proposition 3.4 that
Let us prove then that F + Λ(x)∂ ξ F ∈ {0, 1}. Let us construct the following mollifier on [0, T ]:
withC the constant such that
Then we have
with C a constant which does not depend on δ. We set for s ∈ [0, T ],
By (3.2.1), we have that
where for i = 1, 2,
exists and is a function such that r i (ε) −→ ε→0 0 by Proposition 3.4. Then, we deduce from (3.3.8)
Moreover, since
) and
we deduce that
where by (3.3.9) and (3.3.10), r 3 (δ) and r 4 (δ) exist and are functions such that r 3 (δ), r 4 (δ) −→ δ→0 0. We denote α(x, ξ, y, ζ) = ψ 1 (x, ξ)Ψ 2 (y, ζ) and ., . the duality distribution over T N x ×R ξ ×T N y ×R ζ . Then we can rewrite the above inequality as follows
By a density argument, it remains true for any test function α ∈ C
We consider η1 and ρ η2 some mollifiers on respectively T N and R. For any R > 0, we take
Passing to the limit η 1 , η 2 −→ 0, and ε −→ 0 with δ = ε 1/4 , we finally get
Moreover, by (3.3.2) there exists a distribution r 6 such that
and passing to the limit, we get 0
Thus for almost every x, ξ, ω, ∀s ∈ [0, T ], we deduce from above that
Since we have
with ν a Young measure, there exists u(x, t, ω) ∈ R such that
Moreover, we can deduce from (3.3.5) that
Therefore because of (3.3.4), we have
which concludes the proof.
We can actually strengthen the convergence and get the following result:
Proof. Let us recall that we have (up to subsequence)
Moreover, we have established previously that ν = δ u=ξ . Then, we deduce from the compensated compactness theorem that since ν is a Dirac, (u ε ) ε>0 converges strongly in
4 Existence of a solution to the conservation law with stochastic forcing
Formal calculus and modified Maxwellian
In this section, we will show in a formal way the passage from the kinetic formulation to the conservation law with stochastic forcing (1.0.1). Indeed, by Proposition 3.7 we know that F = M u and so satisfies
For any function b(x, ξ), we have
We denote
Then we get
For b(x, ξ) solution of the equation
If we impose that b is bounded, by computation of the solution of (4.1.3), we get
Quite similarly, for c(x, ξ) solution of the equation
we have
Let us start from the kinetic formulation
Since because of (4.1.1), we have
by integrating (4.1.7), we get
In addition, the modified Maxwellian being the solution of the equation (4.1.1), we actually have an explicit expression for it:
By easy computations and Fubini's Theorem, we get the following proposition:
Proposition 4.1. We get, for any k, k ∈ R,
where 
Existence of a weak solution
We are now in position to prove the following result:
to the conservation law with stochastic forcing (1.0.1).
Proof. Let us consider the following test function
with Θ R defined in section 3.1, Ψ ∈ C c ([0, T ) × T N ). Then, applying the kinetic formulation, we get P − a.s.,
We denote < ., . > x the duality distribution over T N x . Since, we have
using the same arguments as previously, we can rewrite (4.2.2) as follows
Then, using again the dominated convergence for deterministic and stochastic integrals and the properties of the modified Maxwellian stated in Proposition 4.1, we get when R → ∞,
Krushkov-like entropies
In this section, though we are not able to obtain the exact Krushkov entropy relations using the deterministic techniques because of the presence of the stochastic term, we still are able to establish some Krushkov-like inequalities.
where C ϕ is a constant which depends only on ϕ.
Proof. Previously, we have established that
in the sense of distributions P-a.s.. We deduce from above that we have
in the sense of distributions P-a.s.
By a similar reasoning, we actually can extend (3.2.2) to the following test functioñ
T ] defined on (3.3.6) and (3.3.7). So we obtain that for all (y, ζ) in T N × R, we have
where
in the sense of distributions over (0, T ) P-a.s. In order to get the result, we need to consider the above equality against a test function depending on (y, ζ). Then, though we have the above equality for all (y, ζ) P-a.s., we need to establish it P-a.s. for all (y, ζ). It is first easy to deduce from above that the result holds true P-a.s. for all (y, ζ) ∈ (T ∩ Q) N × Q. Extending this to all (y, ζ) ∈ T N × R is direct by continuity in all the terms except (
Let us now deal with this last term. We consider a test function ϕ ∈ C ∞ c (T N y × R ζ ), and are interested in the following terms:
for k = 1, . . . , d. Let us deal with the first one. In order to use a well known result stating that we can find a continuous modification of a stochastic process, we must satisfy in our case the following assumption, for all 0
with λ > 1, > 0. Actually, we have the following inequalities for n > 1:
by assumptions on g k , P and ϕ and using the fact that M u is bounded. For n = N + 3, the assumption is satisfied. The reasoning is the same for the second term. So finally, we can conclude that (4.3.5) holds true P-a.s. for all (y, ζ) ∈ T N × R.
The next step consists in using the chain rule. Thus in order to do so, we must reformulate the problem in a Stratonovich version. We have P-a.s. for all (y, ζ) ∈ T N × R,
in the sense of distributions over (0, T ), with τ δ the corrective terms associated to the passage from
We first deal with the case m = 0. We integrate (4.3.10) against ϕ(y, ζ). Using in a similar way as previously the dominated convergence theorem for deterministic and stochastic integrals as well as the commutation lemma of Di Perna-Lions [7] to prove the disappearance of r δ , we obtain
in the sense of distributions against test functions of the form Ψ(t)ϕ(y, ζ) P-a.s. Noticing that the limit of the corrective terms of (
in the sense of distributions against test functions of the form Ψ(t)ϕ(y, ζ) P-a.s. As previously, by density we can extend it to any test function in
We conclude as in the deterministic case by taking P = sgn α and P (λ) = λ 0 sgn α (s)ds where sgn α is a smooth regularization of the sign function. By a quite similar reasoning, letting α goes to 0, we finally get
in the sense of distributions over (0,
Let us finally go back to the case m = 0. Then we have the following inequality
3.14) where K is a compact containing the support of ϕ.
Finally, integrating the above inequality against a test function of the form ϕ(t, x, ξ) = Θ R (ξ)ψ(t, x) and using the properties associated to the modified Maxwellian stated in Proposition 4.1 together again with the use of dominated convergence theorem for R → +∞ leads to the conclusion.
In order to use Duhamel's formula, let us first show an interest in the following auxiliary problem
(A.0.16)
In order to apply the stochastic characteristic of Kunita [13] , we introduce a truncated problem. Of course, we will then pass to the limit on the truncation parameter to get our original problem.
A.1 A truncated problem
We are interested in the truncated problem described in section 3.1,
To apply the method of stochastic characteristics, we must reformulate the problem in Stratonovich form. Using the formula which links Itô and Stratonovich integrals, we are able to prove that if X is a C 1 (T N × R)-valued continuous (F t )-semimartingale whose martingale part is given by
and for X being only a D (T N × R)-valued continuous (F t )-semimartingale, the result is still valid in the sense of distributions (see [10] for more details). The truncated problem can then be reformulated as follows
(A. 1.3) and applying the method, we obtain the following proposition:
Proposition A.1. Let R > 0. If X 0 ∈ C 3,µ (T N × R) almost surely, there exists a unique strong solution to (A.1.3) that we will denote X ε (t, x, ξ; s). In addition, X ε (t, x, ξ; s) is a continuous C 3,ν -semimartingale for some ν > 0 and is represented by
where Ψ R is the inverse flow of the stochastic flow associated to the stochastic characteristic system coming from (A.1.3).
Remark A.1. The stochastic characteristic system associated to (A.1.3) is the following
(A.1.5)
We notice that in our case, it still presents a dependence on ε.
We denote by S ε,R the solution operator of (A.1.3). We have
The domain of definition of the solution operator can be extended to X 0 only defined almost everywhere since diffeomorphisms preserve sets of measure zero. Nevertheless, the resulting process will no longer be a strong solution. We obtain the following properties for the operator S ε,R .
Proposition A.2. Let R > 0, ε > 0 and S ε,R = {S ε,R (t, s), 0 ≤ s ≤ t ≤ T } be defined as previously. Then (i) S ε,R is a family of bounded linear operators on L 1 (Ω × T N × R) with a unit operator norm, meaning for any
(ii) S ε,R verifies the semi-group law
Sketch of the proof. The proof being essentially the same as the one in [10] , let us only recall here the main ideas and insist on what is a bit different in our case. The idea is the following: we first work with a regularized initial data X δ 0 defined as follows
is a smooth truncation on R i.e. k δ (ξ) = k(δξ) in order to build a unique strong solution X ε,δ = S ε,R (t, s)X δ 0 to the following system
The aim is the following: we integrate the equation (A.1.9) with respect to the variables ω, x, ξ and get
Then, we want to show that all the terms disappears except for the first term of the left-hand side and the first term of the right-hand side. Let us first focus on the stochastic integral. All we need to do is:
(1) Prove that this integral is a well defined martingale with zero expected value.
(2) Use the stochastic Fubini theorem to interchange integrals with respect to x, ξ and the stochastic one.
Then we will have proven the disappearance of the second term of the right-hand side.
In order to do (1), we must prove that E t s
k |dr < +∞. The expression of X ε,δ being slightly more complicated in our case, we must claim that not only 
By assumption (2.0.7), we have div x (a(x, ξ)) ≥ 0 for all x, ξ which leads to the statement (1).
To prove (2), we must establish that
By the expression (A.1.4) of X ε,δ , we know that ∂ ξ X ε,δ only contain terms mentionned previously which all are bounded or possess moments of any order which are bounded. Then it is enough to prove that X ε 0 (Ψ ε,R s,r (x, ξ)) and ∇ x,ξ X ε 0 (Ψ ε,R s,r (x, ξ)) are compactly supported in ξ for all s, r, x, P− a.s. thanks to some growth control on the stochastic flow to conclude (for more details see [10] ).
Finally, the second term of the left-hand side disappears thanks to periodic boundary conditions and the third terms of the left-hand side and the right-hand side disappears because of the support compact in ξ of respectfully X ε,δ and G R,2 . Therefore at the end, we obtain
The statement (i) of Proposition A.2 is then obtained by passing to the limit in δ and a use of the Fatou lemma. The statement (ii) of Proposition A.2 is straightforward using the flow property of Ψ.
Moreover, a use of the regularization X δ 0 together with the dominated convergence theorem and the dominated convergence theorem for stochastic integrals directly leads to the following result:
Remark A.2. We point out that in our situation, with the presence of the term div x (a R (x, ξ)) which is not necessary equal to zero, the use of the commutation lemma of Di Perna-Lions ([7, Lemma II.1]) proves that the uniqueness of a weak solution no longer holds precisely in the case where div x (a R (x, ξ)) is not equal to zero.
A.2 Passage to the non truncated problem
Our aim is to derive the existence of a weak solution to Proof. We denote τ R (s, x, ξ) = inf{t ≥ s, |ϕ ε,R,0 s,t (x, ξ)| > R 2 } with the convention inf ∅ = T . τ R (s, x, ξ) is a stopping time with respect to the filtration (F t ) t≥s for any s ∈ [0, t], x ∈ T N , ξ ∈ R. For more clarity, we do not write the dependence on s, x, ξ of τ R in the following.
Let us first prove that (τ R ) R∈N is a non decreasing sequence such that τ ∞ := lim R→∞ τ R is equal to T almost surely. We know that for any R > 0, the process ϕ ε,R,0 satisfies the equation which is a contradiction with the fact that τ R is the infimum of the times realizing this condition. So the sequence (τ R ) R∈N is a non decreasing and we can define the almost sure limit
We know that τ ∞ is still a stopping time. We denote by ϕ (τ R ) R∈N being a non decreasing sequence, we finally obtain that P(τ ∞ = T ) = 1 passing to the limit in R.
Still because of uniqueness we have S ε,R+1 (t, s)X 0 = S ε,R (t, s)X 0 on [0, τ R (s, x, ξ)]. So, we define Corollary A.5. We have the following properties:
(i) S ε = {S ε (t, s), 0 ≤ s ≤ t ≤ T } is a family of bounded operators on L 1 (Ω × T N × R) with a unit operator norm meaning for any X 0 ∈ L 1 (Ω × T N × R), 0 ≤ s ≤ t ≤ T ,
(A.2.12)
(ii) S ε,R verifies the semi-group law S ε (t, s) = S ε (t, r) • S ε (r, s), 0 ≤ s ≤ r ≤ t ≤ T, S ε (s, s) = Id, 0 ≤ s ≤ T.
(A.2.13)
The proof is straightforward using the definition of S ε and Proposition A.2. We can conlude to the existence of a solution for the stochastic kinetic equation.
