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Abstract—In this paper, we establish a connection between
Reid’s HOMHT and the modern Random Finite Set (RFS)/
Finite Set Statistics (FISST) based methods for Multi-Target
Tracking. We start with an RFS description of the Multi-Target
probability density function (MT-pdf), and derive the prediction,
and update equations of the MT-tracking problem in the RFS
framework from a belief space perspective. We show that the
RFS pdf has a hypothesis dependent structure that is similar to
the HOMHT hypotheses structure. In particular, we examine the
different hypotheses, and derive the hypotheses update equations
under the FISST recursions, and clearly show its relationship to
the classical HOMHT hypotheses and hypothesis weight update
formula, thereby establishing a connection between the methods.
I. INTRODUCTION
In this paper, we show that the FISST recursions [1] have a
discrete hypothesis based structure analogous to the hypothesis
oriented multiple hypothesis tracking (HOMHT) [2]. In order
to facilitate this, we derive the FISST based Bayesian Multi-
Target probability density function (MT-pdf) recursion for
unlabeled target states from a belief/ pdf space viewpoint. We
show that, in the absence of target birth and death, the RFS
hypotheses are identical to the HOMHT hypotheses, and their
Bayesian update equations are identical too. For the case with
Target birth, the two are different, nonetheless, under certain
simplifying assumptions, the hypotheses update equations for
the two become identical given all new births are detected.
Moreover, the MHT heuristic of detecting all new births is
nonetheless a justifiable approximation that helps keep the
problem computationally tractable.
In the last 20 years, the theory of RFS-based multi-target
detection and tracking has been developed based on the
theory of finite set statistics (FISST) [1], [3]. The greatest
challenge in implementing FISST in real-time, which is critical
to any viable multi-target tracking solution, is computational
burden. The first-moment approximation of FISST is known as
the Probability Hypothesis Density (PHD) approach [1], [4].
The PHD has been proposed as a computationally tractable
approach to applying FISST. The PHD filter can provide infor-
mation about the number of targets (integral of the PHD over
the region of interest) and likely location of the targets (the
peaks of the PHD). The PHD can further employ a Gaussian
Mixture (GM) or a particle filter approximation to reduce the
computational burden (by removing the need to discretize the
state space). This comes at the expense of approximating the
general FISST pdf with its first-moment [4]–[7]. The PHD
filter does not attempt to solve the full FISST recursions, in
particular, by considering the PHD, the filter gets rid of the
data association problem inherent in these problems. More
recently, the generalized labeled multi-Bernoulli (GLMB) filter
has been proposed for the full bayesian MT recursion, that has
a hypotheses dependent structure. Tractable implementation of
the filter have been proposed based on a lookahead strategy
based on the cheaper PHD filter [8], [9] as well as based on
Gibbs sampling of the hypotheses [10]. The GLMB seeks to
label the target states in order to generate ”tracks” of targets
as in classical MHT.
There exist non-FISST based “classical” approaches to
multi-target tracking such as the joint probabilistic data associ-
ation (JPDA) filter, the Hypothesis Oriented MHT (HOMHT)
[2], [11]–[13], and the track oriented MHT (TOMHT) tech-
niques [14]. These techniques can be divided into single-scan
and multi-scan methods depending on whether the method
uses data from previous times to distinguish the tracks [11],
[13], [15]. The single-scan (recursive) methods such as joint
probabilistic data association (JPDA) [13], [15] maintain a
single hypothesis and typically make the assumption that
the tracks are independent which is not necessarily true.
The multi-scan methods such as HOMHT and TOMHT [13],
[14] maintain multiple hypotheses at any time step that they
disambiguate sequentially using subsequent measurements.
In this paper, we show that the full FISST pdf has a
hypothesis dependent structure identical to MHT, where the
set of hypotheses is the combination of all possible birth,
death and data association hypotheses. Albeit the FISST and
HOMHT recursions are identical for the case without target
birth or death, the FISST recursions differ from the MHT
recursions in the way target birth is handled.Our development
is different from GLMB in that we never explicitly label the
targets, in lieu, we show that the target pdfs/ beliefs, under the
different hypothesis, are already implicitly uniquely labeled in
the FISST recursion. The main thesis is that if the problem is
studied in the pdf/ belief space, hypotheses and target identity
are present in the RFS Bayesian recursions. This is implicit in
the HOMHT derivation as well [2] where the data associations
are to pdfs, and there is no explicit labeling involved. There
has been work in recent years, including our own, that seek to
relate the structure of MHT to FISST based methods, for in-
stance, the references [16]–[21] that draw an analogy between
the hypothesis dependent structure of MHT and FISST based
multi-target tracking. Our development here differs in that
we rely on a belief space perspective, (tracks are beliefs), to
study the Bayesian recursions, and a spatial binomial process
for the birth model that lets us maintain uniqueness of the
birthed pdfs, whether detected or not, but nonetheless lets us
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connect back to the usual Poisson birth model. We show that
the hypotheses and target identity is maintained in RFS based
multi-target tracking without the need for explicit labeling.
We derive the hypotheses update formulae inherent in the
FISST based method and show the connection to classical
HOMHT in terms of these update equations (Eqs. 30 and
Eqs. 34-36 in sec IV). In particular, these are derived under
different assumptions from the corresponding development in
[20]. We also consider the case of undetected birth in detail,
and show that the MHT “heuristic”/ practice of detecting all
births by seeding new tracks at the measurements, is a valid
approximation of the FISST hypotheses in the sense that any
hypothesis with undetected births has an associated hypothesis
with no undetected births that always has significantly higher
weight.
A. Outline of the Paper
The rest of the paper is organized as follows. In Section
II, we introduce the FISST MT-pdf and the MT Markov
transition and likelihood functions. In section III, we derive
the hypothesis dependent structure of the FISST Bayesian
recursion starting with the multi-target likelihood and tran-
sition functions defined on the target state space. We show
that hypothesis and target identity can be maintained in the
FISST recursions without explicit labeling when studied in
pdf/ belief space. In section IV, we show the relationship
between the RFS and HOMHT based approaches to multi-
target tracking terms of the hypothesis update equations. We
also consider the case of undetected births in this section
and show why the MHT “heuristic” of detecting all births
yields a tractable approximation of the hypothesis space. We
understand that the notation can seem overwhelming, albeit the
underlying concepts are reasonably straightforward, and thus,
we have extensively illustrated the different developments with
pictures.
The application of the FISST to multi-target tracking in Space
Situational Awareness (SSA) problems utilizing a randomized
approximation of the full FISST recursions, called the RFISST,
has appeared in several publications, and is not covered here
[22]–[25].
II. PRELIMINARIES
In this section, the preliminaries required for the Bayesian
MT-pdf recursions are very briefly laid out, the relevant details
can be found in [1].
A. Initialization
Assume, initially, there exist n targets with distinguishable
pdfs. The initial distribution can be represented as follows:
p0(X,n) = p0(X/n)ρ0(n), (1)
where p0(X/n) =
∑
ν
∏n
i=1 p
i
0(xνi), i.e., the multi-target
PDF has cardinality n, (ρ0(n) = 1), and has independent target
states with pi0(.) denoting the “distinguishable” PDF of the i
th
target. The argument of the pdfs, xνi , do not denote the state
of the νthi target, rather they are just points in the target state
space. Note that albeit the targets themselves might be indis-
tinguishable in state space resulting in the “symmetrized” MT-
pdf, the pdfs themselves are distinguishable. An illustration of
the concept is shown in Fig. 1.
x	
x’	
p1(.)
p2(.)
Belief	Space	 State	Space	
x	
x’	
Fig. 1. The initial condition pdf. The pdf is symmetrized, i.e., written as
p(x, x′) = p1(x)p2(x′) + p1(x′)p2(x), because the events E1: target 1 is
at x and target 2 is at x′, and E2: target 1 is at x′ and target 2 is at x, are
indistinguishable. This phenomenon shows up on the right in a realization
of the process in the state space where it is impossible to say if the sample
x came from target/ pdf 1and x′ came from target/ pdf 2, or vice-versa.
However, in the pdf/ belief space as shown on the left, the pdf of target 1 is
distinguishable from that of target 2 (since the pdfs are distinct), i.e., there
is no need for “labeling” them 1 and 2 to distinguish them. The symmetrized
pdf representation above is simply a Mathematical representation of the belief
space picture on the left.
B. Multi-target Markov Transition Density Function
In this section, the multi-target motion model is briefly
overviewed for two different cases.
Fixed Number Of targets: For a general time step, the FISST
one step multi-target transition density function, in the absence
of birth or death, is given by the following:
p(X,n|X ′, n) =
∑
ν
n∏
i=1
p(xνi |x′i), (2)
where p(xνi |x′i) denotes the corresponding single target tran-
sition density function, and ν = (ν1, · · · νn) represents all
possible permutations of the numbers 1 through n.
With target Birth: In a problem with fixed number of targets,
an r-target configuration could only result in another r-target
configuration, however, now due to target birth an r-target
model can result in an n-target model where n > r. Assume
that one can encode a transition including any arbitrary number
of births into a “birth hypothesis”. The multi-target transition
function, conditioned on the birth hypotheses and using the
Law of Total Probability, is given by:
p(X,n|X ′, r) =
∑
σbn−r
p(X,n|σbn−r, X ′, r)p(σbn−r), (3)
where σbp represents a birth hypothesis that results in exactly p
births, p(σbp) is the probability of the birth hypothesis. In the
p(./x) p(./x0)
x	
x’	
p
 b1
1 (.)
y	
y’	
y’’	
p(y, y0, y00/ b1, x, x
0) = p(y/x)p(y0/x0)p 
b
1
1 (y
00) + p(y/x0)p(y0/x)p 
b
1
1 (y
00)
+p(y/x)p(y00/x0)p 
b
1
1 (y
0) + p(y00/x)p(y/x0)p 
b
1
1 (y
0)
+p(y0/x)p(y00/x0)p 
b
1
1 (y) + p(y
00/x)p(y0/x0)p 
b
1
1 (y)
Fig. 2. The transition pdf given the birth hypothesis σb1 that hypothesizes
a single birth with pdf pσ
b
1
1 (.), and also given two targets at x and x
′
respectively. Albeit the transition pdf looks fearsome, it really only is a result
of the symmetrization required of the pdfs due to the indistinguishability of
the targets. However, note that in pdf space, the pdfs due to the target at x,
x′ and the birth are distinguishable. The different single birth hypotheses
σb1 correspond to all possible locations a single birth can occur.
case where a spatial binomial process is assumed for the birth
model, p(σbp) is equal to α
p(1 − α)(M−p) for all p-birth hy-
pothesis σbp. In this probability, M is a measure of the number
of possible spatial birth PDF within the sensor field of view
(FOV). For example, this can be assumed to be the number
of pixels in the sensor FOV, thereby σbp = {σbp,1, σbp,2...σbp,p}
where σbp,j denotes the pixel corresponding to the j
th birth
under σbp. Furthermore, the first factor in the summation of
Eq. 3 is as follows:
p(X,n|σbn−r, X ′, r) =
∑
ν
r∏
i=1
p(xνi |x′i)
n∏
i=r+1
p
σbn−r
i−r (xνi),
(4)
where p
σbp
j (.) denotes the j
th birth PDF under the p-birth
hypothesis σbp. We assume that the birth pdf is uniformly
distributed within the volume of the pixel σbp,j , where V¯
denotes the volume of the pixel.
Remark 1. We use the binomial birth model to simplify the
derivation of the prediction and update equations in Sec. III,
in particular, it allows us to distinguish the ”pdfs” of the
birthed targets in different pixels. We show the connection to
the standard Poisson birth model in Section IV: as the number
of pixels M becomes large, the pixel volume V¯ becomes
small, and α = λV¯ , we approach the Poisson limit for the
binomial distribution. In the standard Poisson birth model,
the number of births is distributed as a Poisson random
variable while the birth pdfs are uniform over the sensor
FOV, i.e., indistinguishable from each other. However, these
two descriptions are equivalent.
↵ =  bV¯
P ( bp) = ↵
p(1  ↵)M p
M : no. of pixels
MV¯ = V
p : no. of occupied pixels
Fig. 3. The birth model used in this paper is a spatial Binomial process noting
that the Poisson distribution is a limiting case of the Binomial distribution.
Each pixel corresponds to a unique birth pdf, and the connection to the Poisson
model is obtained by suitable interpretations of the number of pixels M , the
volume of the pixels V¯ , and the probability of a pixel being occupied, α.
C. Multi-target Likelihood Function
Given a set observation {z1, z2 · · · zm}, let σ(n) =
(σ
(n)
1 , σ
(n)
2 , ..σ
(n)
n ) denote a data association hypothesis for
n targets at the co-ordinates {x1, x2, · · ·xn}. The association
hypothesis, σ(n)i ∈ {z1, z2 · · · zm, φ}, associates the ith target
to one of m measurements, z
σ
(n)
i
, or to nothing, φ. The
multi-target likelihood conditioning on all such possible data
associations σ(n) , and using the Law of Total Probability, is
given by:
p(Z|X,n) =
∑
σ(n)
p(Z|σ(n), X, n)p(σ(n)|X,n). (5)
The term p(σ(n)|X,n) denotes the a priori probability of the
data association σ(n), given that there are n targets, and that
it assigns exactly k measurements to clutter that is Poisson
distributed, is given by:
p(σ(n)|X,n) = p(σ(n)|n) = p(m−k)D (1− pD)n−(m−k)
e−λV (λV )k
k!
.
(6)
Further, the likelihood of the measurement Z, given the data
association hypothesis σ(n), is:
p(Z|σ(n), X, n) = k!
V k
n∏
i=1
p(z
σ
(n)
i
|xi), (7)
assuming that the clutter is uniformly distributed in the sensor
volume V .
III. A BELIEF SPACE PERSPECTIVE OF RFS BAYESIAN
MULTIPLE TARGET TRACKING WITH FIXED NUMBER OF
TARGETS
In this section, the prediction and update steps for a general
multi-target tracking problem are discussed.
A. Prediction and Update After Initialization for A Fixed
Number Of targets
Assumption 1. Let the multi-target pdf at time t = 0 have
exactly n distinguishable components as defined in Eq. 1:
p0(X,n) =
∑
ν
n∏
i=1
pi0(xνi)ρ0(n),
where ρ0(n) = 1.
Let the observation at time t = 1, be denoted as Z1 =
{z11 , z12 , · · · z1m}. Let p−1 (X,n) denote the predicted MT-pdf
just before receiving Z1. Then, the following result holds:
Proposition 1. Under Assumption 1, the predicted pdf
p−1 (X,n) at time t = 1 is given by:
p−1 (X,n) = p
−
1 (X|n)ρ0(n), (8)
where
p−1 (X|n) =
∑
ν
∏
i
pi−1 (xνi),
pi−1 (x) =
∫
p(x|x′)pi0(x′)dx′,
i.e., the predicted multi-target pdf is simply the product of the
predicted pdfs of the individual targets.
Proposition 2. Under Assumption 1, the updated multi-target
PDF at time t = 1 is given by:
p1(X,n|Z1) =
∑
σ(n)
pσ
(n)
1 (X|Z1)ωσ
(n)
1 , (9)
where σ(n) is a data association ”hypothesis” given that there
are n targets and the sum is over all such data associations,
and
pσ
(n)
1 (X|Z1) =
∑
ν
∏
i
pi1(xνi |z1σ(n)i ), (10)
pi1(x|z) =
{
p(z|x)pi−1 (x)∫
p(z|x′)pi−1 (x′)dx′
, , if z 6= φ
pi−1 (x), if z = φ
(11)
ωσ
(n)
1 =
lσ(n)p(σ
(n)|n)ρ0(n)∑
q,ν(q) lν(q)p(ν
(q)|q)ρ0(q) , (12)
where p(σ(n)|n) is found from Eq. 6, and
lσ(n) =
k!
V k
∏
i
∫
p(z1
σ
(n)
i
|x)pi−1 (x)dx︸ ︷︷ ︸
l¯
σ(n)
, (13)
assuming that σ(n) assigns exactly k measurements to clutter.
Note that σ(n) implicitly assumes a sum over all k, again this
is not shown explicitly purely for notational convenience.
B. Update for a General Time Instant
Let the general multi-target PDF at time t − 1 can be
represented by,
pt−1(X,n) =
∑
q(n)
pq
(n)
t−1 (X)ω
q(n)
t−1 , (14)
Where the sum is taken over all possible parent hypotheses
q(n) containing n targets and ωq
(n)
t−1 is the corresponding
weight. The first factor of 14 corresponds to the underlying
multi-target state given the particular set of n targets, q(n),
and is expressed,
pq
(n)
t−1 (X) =
∑
ν
∏
i
pq
(n),i
t−1 (xνi). (15)
The predicted PDF at time t is given by:
p−t (X,n) =
∑
q(n)
pq
(n)−
t (X)ωq(n) , (16)
pq
(n)−
t (X) =
∑
ν
∏
i
pq
(n),i−
t (xνi),
pq
(n),i−
t (x) =
∫
p(x|x′)pq(n),it−1 (x′)dx′.
Proposition 3. Further, given a measurement Zt, the updated
multi-target PDF is given by:
pt(X,n|Zt) =
∑
q(n)
∑
σ(n)
pq
(n)σ(n)
t (X|Zt)ωq
(n)σ(n)
t , (17)
where
ωq
(n)σ(n)
t =
ωq
(n)
t−1 p(σ
(n)|n)lq(n)σ(n)∑
q
∑
r(q)
∑
ν(q) ωr(q)p(ν
(q)|q)lr(q)ν(q)
, (18)
lq(n)σ(n) =
k!
V k
∏
i
∫
p(zt
σ
(n)
i
|x)pq(n),i−t (x)dx, (19)
pq
(n)σ(n)
t (X|Zt) ≡
∑
ν
∏
i
pq
(n)σ(n),i
t (xνi |ztσ(n)i ),
pq
(n)σ(n),i
t (x|ztσ(n)i ) =
p(zt
σ
(n)
i
|x)pq(n),i−t (x)∫
p(zt
σ
(n)
i
|x′)pq(n),i−t (x′)dx′
(20)
An illustration of the results above is shown in Fig. 4.
C. Hypotheses and Target Identity in FISST based MT-
Tracking
In general, the FISST pdf (from Proposition 3) at time t is
given by the following expression:
p(X,n) =
∑
q(n)
ωq
(n)
t p
q(n)
t (X),
pq
(n)
t (X) =
∑
ν
∏
i
pq
(n),i
t (xνi), (21)
Predic'on	
q(2)
Clu.er	
pq
(2),1
t 1
pq
(2),2
t 1
pq
(2),1 
t
pq
(2),2 
t
z
 
(2)
1
z
 
(2)
2
z
 
(2)
3
pq
(2) (2),1
t
pq
(2) (2),2
t
Update	under	DA			
 (2)
(Proposi'on	3)	
(Proposi'on	1)	
Hypothesis								,	weight	
q(2) (2)Hypothesis																						,	weight		
!q
(2)
t 1
!q
(2) (2)
t
Fig. 4. An Illustration of Propositions 1-3 showing Bayesian prediction and
update under FISST. The component pdfs 1 and 2 at time t − 1 under
hypothesis q(2) are predicted to obtain the predicted prior at time t. Given
the data association σ(2), the pdfs 1 and 2 are updated according to the
measurements z
σ
(2)
1
and z
σ
(2)
2
respectively while z
σ
(2)
3
is associated to
clutter. The fearsome looks of the FISST pdfs (in Eq. 20) is again due
to the symmetrization necessary to account for the indistinguishability of
target states. Moreover, the data associations are to pdfs which are
distinguishable and not to the “labels” 1,2; the labels are purely incidental
and can be swapped without changing the MT-pdf. This is further
elaborated in Sec III C.
where the q(n) are the component n− target hypotheses
and the pq
(n),i
t (.) are the component pdfs underlying the
hypothesis q(n). An illustration of this is shown in Fig. 5.
However, the index i is purely incidental, and does not mean
it is the pdf of the ith target.
This fact raises a question about these hypotheses: can
they be identified uniquely? Moreover, can FISST maintain
target identity? At first blush, the answer seems negative.
However, the answer turns out to be affirmative. We show
below how this is indeed the case.
First, let us define a key structure. Let p(k,l)t denote
the lth track of the kth target at time t, given by the
pdf of the kth target under the measurement sequence
Zt,(k,l) = {z(k,l)τ , τ = 0 · · · t}. Here, z(k,l)τ represents the
particular measurement, which could be the null measurement
φ, assigned to target k under the track l at time τ . These
tracks are entirely identical to the tracks in the TOMHT
formulation [14].
Next, by construction (Propositions 1-3), given any
hypotheses q(n), and an underlying component pdf pq
(n),i
t (.),
it follows that pq
(n),i
t (.) = p
(k,l)
t for some unique (k, l), i.e.,
the component pdf pq
(n),i
t (.) corresponds to a unique track of
a unique target. Note that the pdf at the track end point is a
sufficient statistic/ belief state for the entire history and can be
FISST	MT-pdf	
q(n)Hypothesis										,	weight	
pq
(n),i
t (.)
!q
(n)
t
Fig. 5. The FISST pdf is a collection of hypotheses q(n) with underlying
component pdfs pq
(n),i
t (.) and weight ω
q(n)
t . The pertinent question is if
these hypotheses can be identified, and if the identity of the targets underlying
any hypothesis can be ascertained? The answer, somewhat surprisingly, is
YES!
used interchangeably with the history, as is well known from
the Partially Observed Markov Decision Problem (POMDP)
literature [26], [27].
The next question is: given some hypothesis q(n), and some
underlying component pdf pq
(n),i
t (.) , is it possible to identify
the unique track (k, l) corrsponding to it? The answer turns
out to be yes, the reason is as follows.
The tracks of any target are “almost surely unique” in the
following sense: given a track (k, l), and a different track
(m,n), in that at least one of the relationships k 6= m and
l 6= n holds true, the pdfs corresponding to the tracks are
almost surely different, p(k,l)t 6= p(m,n)t . This holds if the single
target transition measure and the single target measurement
likelihood measure admit densities as was already assumed in
Section II. The proof of this result is presented in the appendix.
Thus, we can identify the unique track (k, l) corresponding
to the component pdfs pq
(n),i
t (.), for any i. Therefore, taken
together, by construction (Propositions 1-3), these tracks define
the unique hypothesis corresponding to q(n). Moreover, the
weight of the hypothesis is given by ωq
(n)
t , again, by construc-
tion. Hence, we may summarize the above result as follows.
Theorem 1. Hypotheses and Target Identity in FISST. Given
the FISST pdf in Eq. 21, the different hypotheses q(n), and the
underlying tracks pq
(n),i
t (.) can be uniquely identified, almost
surely.
Remark 2. The above result establishes the fact that even
Object	k	
Track	(k,l)	
Track	(m,n)	Object	m	
p
(k,l)
t 6= p(m,n)t unless k = m, l = n
q(n)
pq
(n),i(.)
Hypothesis	
=	
Fig. 6. Every track is almost surely distinct from any other track and
the track end points are sufficient statistics/ belief states encapsulating the
entire history. By construction (Proposition 1-3), the FISST component pdf
pq
(n),i
t (.) corresponds to a unique track. Since tracks are almost surely
distinct, the track end point/ belief state also identifies the track.
in FISST, track identity, and consequently, hypothesis identity
is assertable, owing to the almost sure uniqueness of the
different tracks, However, this is a purely theoretical construct
in that it would require one to keep a “look up table” of
all possible tracks to identify the different tracks underlying
different hypotheses. In practice, however, this clumsy book-
keeping is unnecessary if we simply propagate a unique label
corresponding to the different tracks of each target, whenever
updating its pdf under a hypothesis. However, this is necessary
purely for implementational convenience, and should not be
construed as the necessity of labeling.
Remark 3. The hypothesis/ track based structure of the
FISST pdf flows entirely from using the MT-likelihoods and
MT-transition functions as specified by FISST, along with
Assumption 1 of distinct initial component pdfs (Propositions
1-3). This is different from the corresponding development in
[20] that uses a clever definition of “association variables”
and “association hypotheses”.
IV. RFS MULTI TARGET TRACKING WITH BIRTH
The following proposition describes the prediction and
update steps for a multi-target system with a varying number of
targets caused by birth and death and includes a measurement
model with both missed detections and false alarms.
Assumption 2. Assume that the multi-target PDF p(X, r) has
the structure:
pt−1(X, r) =
∑
q(r)
ωq
(r)
t−1p
q(r)
t (X), (22)
pq
(r)
t−1(X) =
∑
ν
r∏
i=1
pq
(r),i
t−1 (xνi). (23)
The predicted multi-target PDF under the above birth model
is then given by (the proof is provided in the Appendix):
p−t (X,n) =
∑
r
∑
σbn−r
p(σbn−r)
∑
q(r)
ωq
(r)
t−1p
q(r)−
σbn−r,t
(X), (24)
where
pq
(r)−
σbn−r,t
(X) =
∑
ν
r∏
i=1
pq
(r),i−
t (xνi)
n∏
i=r+1
p
σbn−r
i−r (xνi), (25)
pq
(r),i−
t (x) =
∫
p(x|x′)pq(r),it−1 (x′)dx′, (26)
i.e., the multi-target PDF is simply the product of the r-target
predicted PDF given the initial pdf is pq
(r)
t (.) and the birth
hypothesis encoded in σbn−r. It is clear from Eq. 24 that the
following holds.
Proposition 4. The predicted multi-target PDF, given that
the prior multi-target PDF satisfies Assumption 2, may be
expressed as:
p−t (X,n) =
∑
v(n)
ωv
(n)
t p
v(n)
t (X), (27)
where v(n) = (q(r), σbn−r), for all feasible r, i.e., each v
(n)
is a combination of some prior r-target hypothesis q(r) and a
corresponding birth hypothesis σbn−r with
ωv
(n)
t = p(σ
b
n−r)ω
q(r)
t , (28)
pv
(n)
t (X) = p
q(r)−
σbn−r,t
(X).
where pq
(r)−
σbn−r,t
(X) is given by Eq. 25.
Given the predicted PDF p−(X,n) has the hypothesis
based form above, with track independence inherent to the
multi-target PDF underlying every hypothesis, it is clear that
Proposition 3 can be used to perform the update step given a
measurement Zt. An illustration of Proposition 4 is given in
Fig. 7.
Hypothesis Weight Update Equation. Let q(r) denote an
initial r-target hypothesis, σbn−r denote a subsequent birth
hypothesis, and σ(n)a denote a subsequent data association
hypothesis. From Propositions 3 and 4, it follows that the
weight of the grandchild hypothesis (birth followed by data
association) of q(r) is given by the weight update equation:
ω
q(r)σbn−rσ
(n)
a
= ηl
q(r)σbn−r,σ
(n)
a
p(σ(n)a |n)p(σbn−r)ωq(r) , (29)
where η is a suitable normalization constant found by sum-
ming the numerator over all possible grandchild hypotheses. In
the above equation, p(σbn−r) represents the probability of the
birth hypothesis, p(σ(n)a |n) represents the a priori probability
of the data association hypothesis, and l
q(r)σbn−r,σ
(n)
a
represents
the likelihood of the data association hypothesis σ(n)a under the
birth hypothesis σbn−r, v
(n) = (q(r), σbn−r). The predicted MT-
pdf underlying v(n) = (q(r), σbn−r) is specified by Proposition
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Fig. 7. An Illustration of Propositions 4 showing Bayesian prediction with
target birth under FISST. The pdfs 1 and 2 are predicted forward as before.
However, due to the single birth hypothesis σb, there is an additional birth
pdf pσ
b
1
1 as shown. Again, the labels 1 and 2 are superfluous as the pdfs are
distinct.
4, and the likelihood is specified by Proposition 3, given
the predicted multi-target PDF. In the next section, a more
accessible form of the update will be derived in terms of the
parameters of the MTT problem.
A. Hypothesis and Target Identity with Birth
The next question that we need to answer is whether target
tracks and hypothesis identity can be ascertained in the case
with birth as was done in the case with a fixed number of
targets.
After the update step, the FISST pdf with target birth can
be written as in Eq. 21. Thus, we need to show that the
different component pdfs pq
(n),i
t (.) underlying any hypothesis
q(n) can be identified with a unique track, and consequently,
the hypothesis q(n) can be identified. The difference with the
fixed number of targets case is that in this case, the tracks
can now correspond to any of the birthed pdfs till the current
time. Recall that there are M distinct birth pdfs at any time
instant, corresponding to the different pixels in which they are
born (see Fig. 3). Thus, all the births till the current time are
distinct, and one can keep tracks for each unique birth pixel ξ,
at every time τ , till the current time time t, say denoted by the
2-tuple (τ, ξ). Again, since the number of distinct birth pdfs
is finite in any finite period of time, the tracks of these birthed
pdfs are almost surely distinct from any other track, whether
from an initial target or any other birthed target. Therefore,
analogous to the fixed number of targets case, the unique track
(k, l), corresponding to the component pdf pq
(n),i
t (.) can be
uniquely determined for all i, and consequently, the hypothesis
q(n) can be uniquely identified, while its weight is available
by construction.
Remark 4. Due to our Binomial birth model, births (in
distinct pixels) at the same time can be distinguished, even
when undetected. This is different from the standard Poisson
birth model where undetected births at the same time would
be indistinguishable, nonetheless, the Binomial model can be
related back to the standard Poisson model by letting the
number of pixels become very large as we shall show below.
V. RELATIONSHIP BETWEEN CLASSICAL (HOMHT) AND
RFS BASED MULTI-TARGET TRACKING TECHNIQUES
In this section, the RFS hypotheses update equations from
Section III are related to the MHT (specifically HOMHT)
hypotheses update equations in order to draw conclusive
evidence about the relationship between the methods. There
are three parts to this Section: the first section discusses the
relationship between the approaches when there is a fixed
number of targets while the following section expands the
discussion to include target birth. In the third section, we
consider the case of undetected births in the FISST hypotheses.
A. Relationship when the Number of Targets is Fixed
Consider a prior n-target hypothesis q(n), and assume no
birth or death of targets, and the standard measurement model
including missed detections and Poisson false alarms. Further,
let the predicted densities of the targets underlying q(n) be
given by pq
(n),i−(.). The MHT posterior hypothesis probabil-
ity, assuming that the data association σ(n) assigns exactly k
measurements to clutter, is given by [2, pg. 847 Eq. 8]:
ωq
(n),σ(n)
MHT = ηp
m−k
D (1− pD)n−(m−k)λk∏
i
∫
p(z
σ
(n)
i
|xi)pq(n),i−(xi)dxi ωq(n) . (30)
This expression for the MHT posterior probability is exactly
the same as the updated weight ωq
(n),σ(n) presented in Propo-
sition 3 in Eq. 18. Moreover, the updated pdfs of the targets
in MHT is identical to the FISST continuous update Eq. 20.
The above assertion becomes clear by noting that the factor∫
p(z
σ
(n)
i
|x)pq(n),i−(x)dx, under a Gaussian approximation,
reduces to substituting z
σ
(n)
i
into the Gaussian pdf of the
measurement innovation, N (ζ−Hxˆq(n),i−; 0, HP q(n),i−H ′+
R), where the measurement equation has the linear form
z = Hx + v, the measurement noise v has covariance R,
and the ith predicted pdf under hypothesis q(n), pq
(n),i−, is
assumed to be Gaussian with mean and covariance xˆq
(n),i−
and P q
(n),i−: the case considered in Reid’s paper. The fact
that the target pdf update in MHT is identical to the FISST
update Eq. 20, follows from noting that Eq. 20 reduces to
the Kalman filter if we assume that the predicted pdfs’ are
Gaussian. Thus, the FISST update can also be construed as
a generalization of Reid’s update to cases when the linear
Gaussian approximation does not hold.
B. Relationship between HOMHT and FISST with Target Birth
Consider the weight update equation with birth, Eq. 29.The
following development will show how this equation relates
to that of [2]. Let q(r) denote an r-target prior hypothesis.
Assuming a binomial process for birth, consider a particular
birth hypothesis σbn−r with associated n − r births at the
specified pixel locations (σbn−r,1, · · · , σbn−r,n−r). Each spatial
density is unique with pdf p
σbn−r
i (x) =
1
σb
n−r,i
(x)
V¯
where V¯ is
the volume of the pixel, and 1σbn−r,i(x) denotes the indicator
function on the pixel denoted by σbn−r,i. Furthermore, consider
a data association hypothesis σ(n)a that associates exactly s of
these birth pdf to measurements, and k to clutter. Then, let
σ
(n)
a,i , i = 1, ..., r denote the association to existing targets,
and for i = r+ 1, ..., n denote the associations to birth. Using
Eq. 29, we obtain:
ωq
(r)σbn−rσ
(n)
a =
η
k!
V k
(
r∏
i=1
∫
p(z
σ
(n)
a,i
|x)pq(r),i−(x)dx)
(
n∏
i=r+1
∫
p(z
σ
(n)
a,i
|x)
1σbn−r,i−r (x)
V¯
dx)
αn−r(1− α)M−(n−r)︸ ︷︷ ︸
p(σbn−r)
(1− pD)n−(m−k)pm−kD e−λCV
(λCV )
k
k!︸ ︷︷ ︸
p(σ
(n)
a |n)
ωq(r) (31)
Poisson Approximation to the Binomial distribution: Recall the
spatial birth model in Fig. 3. Then, the Poisson approximation
to the Binomial distribution states that as M → ∞, V¯ → 0,
with α = λBV¯ and MV¯ = V ,(
M
n− r
)
αn−r(1− α)M−(n−r) = e
−λBV (λBV )(n−r)
(n− r)! . (32)
The above can be used to yield the following approximation
to the birth probability:
α(n−r)(1− α)M−(n−r) ≈ e−λBV (λB)(n−r)V¯ (n−r). (33)
Assumptions on Measurement Model. If we assume that
z = x + v, i.e., a full state measurement, the integral∫
p(z
σ
(n)
a,i
|x)dx = 1,if z
σ
(n)
a,i
6= φ. Suppose further that the
support of the likelihood p(z/x), given z, is always within
exactly one of the pixels in the spatial birth model. The
likelihood confined to one pixel assumption is valid if the
support of the measurement likelihood is much smaller than
the pixel volume V¯ , which is a reasonable approximation
since the pixel volume is typically large.
Now, consider the factor:
∫
p(z
σ
(n)
a,i
|x).
1
σb
n−r,i
(x)
V¯
dx.Using
the assumptions on the measurement model,∫
p(z
σ
(n)
a,i
|x)
1
σb
n−r,i(x)
V¯
dx = 1
V¯
,if z
σ
(n)
a,i
6= φ, or 1 otherwise,
given the support of p(z
σ
(n)
a,i
|x) is within the volume of the
pixel σbn−r,i for all i. If even one of the measurements’
support is not within one of the pixels specified by the
birth hypothesis, then the corresponding weight of the birth
hypothesis is zero.
Substituting the above simplifications into Eq. 31,
ω
q(r)σbn−rσ
(n)
a
FISST = η(1− pD)n−(m−k)p(m−k)D
r∏
i=1
∫
p(z
σ
(n)
a,i
|x)pq(r),i−(x)dxi
(λB)
(n−r)V¯ (n−r)−s(λC)kωq(r) . (34)
Suppose now that underlying an HOMHT hypothesis, there
were r existing targets in the prior hypothesis q(r) with the
same component pdfs as in the FISST hypothesis above, n−r
births were hypothesized, and exactly k measurements were
associated to clutter under the data association σ(n)a as in the
FISST hypotheses above. It can be seen from [2, pg. 848 Eq.
16] that, the HOMHT posterior hypothesis probability is,
ω
q(r)σbn−rσ
(n)
a
HOMHT = η(1− pD)n−(m−k)p(m−k)D
(
r∏
i=1
∫
p(z
σ
(n)
a,i
|x)pq(r),i−(x)dx) (λB
pD
)n−r(λC)kωq(r) , (35)
where it should be noted that under the HOMHT update,
all n − r births are detected, i.e, there is no provision in
Reid’s HOMHT update for detecting a subset of the births
(s = n−r always). In general, this is true of MHT techniques
in practice as well where new tracks are originated from every
measurement [28]. The equations 34 and 35 clearly show that
the FISST approach treats target birth as part of the prediction,
and thus, there may be undetected births. Suppose now that in
the FISST update Eq. 34, we set s = n− r, corresponding to
the hypothesis that all hypothesized new births are detected.
Then Eq. 34 becomes,
ω
q(r)σbn−rσ
(n)
a
FISST = η(1− pD)n−(m−k)p(m−k)D
(
r∏
i=1
∫
p(z
σ
(n)
a,i
|x)pq(r),i−(x)dx)(λB)n−r(λC)kωq(r) . (36)
Treatment of Birth in FISST vs MHT: In the case of a
hypothesis with no undetected births, the difference between
Eq. 35 and Eq. 36 is the factor (λBpD )
n−r. Since the HOMHT
approach handles birth in the update step the factor is different
from that in the FISST based approach, in particular, the
HOMHT treats the births the same as clutter but with a
different arrival rate. Moreover, the new births are not detected
like a standard target, which shows up in the extra ( 1pD )
n−r
factor in the HOMHT recursion. This discrepancy stems from
the somewhat nebulous treatment of birth in Reid’s original
paper where he has both confirmed and “tentative” targets.
However, its not clear from his development how the tentative
targets are initialized, and thus, in our interpretation above,
we have assumed that there are no “tentative targets”. Later
MHT work does include the extra pD factors and the above
discrepancy does not arise in these cases [29]. However, in
general, in FISST, there can be more births than detected
whereas there is no such provision in the MHT (albeit there
is some work that addresses this issue of undetected births in
the MHT framework [30]). The differences in the treatment
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z1
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Fig. 8. Treatment of Birth in FISST vs HOMHT. The observations z1 and
z3 are associated to existing targets in both methods, while z4 is associated
to clutter. The observation z2 is associated to the new birth in FISST while
a new birth is seeded with the observation z2 in HOMHT leading to the lack
of a an extra pD factor in HOMHT. There is an undetected birth in FISST
which is not possible in the HOMHT.
of birth is illustrated in Fig. 8.
C. The Case of Undetected Births
Let us now take a closer look at the case of undetected
births. In the following, we shall show that for any hypothesis
that has undetected births, there is an associated hypothesis
with no undetected births, whose weight starts higher and
always remains higher, and significantly so, when compared
to the one with undetected births.
Consider an n-target hypothesis in FISST with n−r births,
out of which s are detected, and the rest of the measurements
are assigned to the target pdfs and false alarms according to
some data association, the weight computation gives us:
ω
q(r)σbn−rσ
(n)
a
FISST = η(1− pD)n−(m−k)p(m−k)D
r∏
i=1
∫
p(z
σ
(n)
a,i
|x)pq(r),i−(x)dxi
(λB)
(n−r)V¯ (n−r)−s(λC)kωq(r) . (37)
Let s = (n−r)−1. Now, consider an associated (n−1)-target
hypothesis which has (n− r)− 1 hypothesized births that are
identical to the detected births in the n-target hypothesis above.
Moreover, the underlying target pdfs, and data associations to
clutter, births and targets is identical to the one above. Then,
the weight computation becomes:
ω
q(r)σbn−r−1σ
n−1
a
FISST = η(1− pD)n−1−(m−k)p(m−k)D
r∏
i=1
∫
p(z
σ
(n−1)
a,i
|x)pq(r),i−(x)dxi
(λB)
(n−r−1)V¯ (n−r−1)−s(λC)kωq(r) . (38)
To simplify notation, let us denote the two hypotheses above
as v and v′ respectively. Then, along with the assumption s =
(n− r)− 1, it follows from equations 37 and 38 that:
ωv
ωv′
= (1− pD)(λBV¯ ) = (1− pD)α 1, (39)
since pD ≈ 1 and α  1. This shows that the weight of the
hypothesis with all births detected, v′, is 1(1−pD)α more likely
than that with one birth undetected, v.
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Fig. 9. For any hypothesis with an undetected birth (v), there is an equivalent
hypothesis with no undetected birth (v′) that has higher weight at time t, the
only difference between the hypotheses is the undetected birth, and they are
children of the same parent hypothesis. Moreover, for a child hypothesis of
v that has the undetected birth associated with z∗ (hypothesis γ), there is a
child hypothesis of v′ that has one new birth which is associated with z∗
(hypothesis γ′), that still has higher weight. The dotted ellipses represent the
predicted pdfs of the targets while the solid ones represent the updated pdfs,
the observations are the orange dots.
However, it may be that after prediction and update for the next
time step, a suitable child hypothesis for v might have more
weight than a child hypothesis of v′. In the following, we will
show that this is not possible under the typical assumptions in
a tracking problem.
Reconsider the hypothesis v and v′ from above and consider
the following particular prediction and update step for them.
The component pdfs underlying the two hypotheses are exactly
the same except that v has one extra undetected birth pdf. Now
consider the following birth hypotheses for the two: v has no
birth and v′ has exactly one birth. Next consider the following
data associations, the measurements associated to the targets/
clutter are exactly the same, except one measurement (say
z∗) is assigned to the undetected birth for v, and the same
measurement is assigned to a new birth in the case of v′. Let
us call these children hypotheses γ and γ′ respectively. Then:
ωγ = η¯(1−pD)n−(m−k)pm−kD (A)(
∫
p(z∗/x)p−b (x)dx) λ
k
C ωv,
(40)
where p−b (.) represents the prediction of the undetected birth
pdf, and similarly:
ωγ
′
= η¯(1− pD)n−(m−k)pm−kD (A) λB λkC ωv′ , (41)
where A represents the product of the likelihoods arising from
the detected existing targets common to both hypotheses. Thus,
ωγ
ωγ′
=
∫
p(z∗/x)p−b (x)dx
λB
ωv
ωv′
. (42)
Consider the likelihood from the predicted birth pdf∫
p(z∗/x)p−b (x)dx. We want to compare it to the likelihood
of the observation coming from a new birth pdf in the pixel
corresponding to z∗, say b∗(.) (see Fig. 10). To simplify things,
let the one step transition density be determined by the linear
system x′ = Fx+Gw, where F and G are suitable matrices,
and w is a white noise term. If the initial condition is a
Gaussian with covariance P , the predicted covariance of the
state is given by P− = FPF ′ + GQG′. In general, due to
the prediction step, P− > P , i.e., the uncertainty in the state
increases during the prediction. Suppose that all birth pdfs can
be approximated by a suitable Gaussian pdf centered on the
birth pixel, with covariance P , then predicted covariance of the
birth pdf at the next step is given by P− as above. Therefore,
the predicted covariance is strictly greater than the birth pdf’s
covariance. Consequently, the likelihood of the observation
z∗ originating from the new birth is strictly higher than that
of it originating from the predicted birth, i.e., we have that∫
p(z∗/x)p−b (x)dx <
1
V¯
. This situation is illustrated in Fig.
10.
Therefore, using this fact we have that:
ωγ
ωγ′
< (1− pD). (43)
Thus, the development above shows that the hypothesis γ′
with a new birth is at least 1(1−pD) times more likely than
the corresponding hypothesis γ with an undetected birth. The
analysis above is illustrated in Fig. 9.
In fact, with reference to Fig. 10, one can see that the
inequality 43 is conservative, and in reality, the likelihood of
the observation coming from a new brith can be significantly
more than that of it coming from an undetected birth, say∫
p(z∗/x)p−b (x)dx ≤ 1CV¯ , where C >> 1.
A similar analysis to the one above can be used to show that
given any hypothesis with S undetected births, there is always
a hypothesis with no undetected births whose weight is at least
1
(1−pD)S times the weight of the hypothesis with undetected
births. In essence, the analysis above shows that it is much
more difficult to detect an undetected birth as opposed to
detecting a new birth. This seems logical since an undetected
Undetected	Birth	
Predic-on	of	undetected	birth	
New	birth	
Observa-on	z*	
Fig. 10. Prediction of an undetected birth: the uncertainty in the prediction
of an undetected birth is always higher than that of a suitable new birth pdf
making it more likely to associate an observation z∗ to the new birth than to
the undetected birth.
birth implies missing a birth target, a high pD value makes
this difficult, which is then followed by detecting it at the
next time step, which is unlikely, since it is easier to detect a
suitable newly born target, since it has a lower uncertainty, at
the next time step.
D. Discussion
Thus far in this section, we have seen that the hypothesis
weight update equations in FISST and HOMHT are identical
for the case where there are a fixed number of targets.
However, it does turn out that the HOMHT and FISST
updates are indeed different in the case when there is target
birth. In particular, we see that there is no provision in the
HOMHT weight update law for undetected births, and thus,
any HOMHT hypothesis detects every birth hypothesized
within it. Also, due to the fact that the HOMHT treats birth
similar to clutter, it results in a birth rate of λB/pD in
HOMHT versus λB for FISST.
Nonetheless, in our opinion, these discrepancies can be
satisfactorily reconciled, at least in a practical sense. First,
the birth Poisson process is only a model, and all models are
wrong but the Poisson model happens to be useful. Thus,
the birth parameter λB should be treated as a tunable design
parameter, and therefore the actual value of λB will depend
on the application at hand. Hence, if we treat the birth rate as
a design parameter, the two methods can arrive at the same
result with slightly differing values of λB . This is akin to the
Extended Kalman filter where the designer tunes the value of
the process noise covariance to suit the application at hand.
Second, and more importantly, we believe that the MHT
“heuristic” of assuming no undetected births is a practical
way of approximating the combinatorially growing set of
FISST hypotheses. Since, as shown above, there is always
a hypotheses with no undetected birth that has significantly
higher weight than one with undetected birth, at least 11−pD
times more, it follows that these are more probable. Hence,
if our goal is to keep the top several hypotheses, then it
follows that we need not consider ones with undetected birth.
However, in such a case, the hypotheses weights, in general,
would be off from the truth, but since the weights of the
discarded hypotheses are much smaller when compared to the
retained ones, this error should be negligible if the detection
probability pD is sufficiently high.
Finally, albeit the mutli-target tracking problem is a hybrid
problem (discrete hypothesis weights and continuous MT-
pdfs), the structure of the problem dictates that the crux
resides in the discrete hypothesis space, and thus, any MTT
technique has to satisfactorily address the computational issue
of tractable hypothesis management in order to be practically
viable.
VI. CONCLUSION
In this paper, we have presented a belief space perspective
on the hypothesis dependent structure of the FISST recursions
for multi-target tracking. We have also shown a unification of
the hitherto deemed different FISST and MHT methodologies
for multi-target tracking. It turns out that the two methods are
identical for MTT problems with a fixed number of targets
while they are different in the case of MTT problems with
birth. Nonetheless, the MHT heuristic of always detecting
a new birth makes the problem of hypothesis management
computationally tractable while being theoretically justifiable
in that for every hypothesis with undetected births, there is
always a corresponding hypothesis with no undetected birth
that has significantly more weight. We have also developed a
randomized approximation to the FISST approximation called
the Randomized FISST (RFISST) that we have presented
in a companion paper. Currently we are looking to apply
the RFISST method to real data and develop large scale
implementations that can scale to realistic Space Situational
Awareness (SSA) scenarios. In other future work, we will
look into guarantees regarding approximations to the FISST
recursions such as the RFISST technique.
APPENDIX
A. Proof of Proposition 3
The proof of Proposition 2 is a special case of the proof
of Proposition 3 with q(n) = 1, and hence, we only present
the proof of Proposition 3 here. In the following, we drop the
explicit reference to subscript t for time, to declutter notation.
Proof. Let the FISST predicted MT-pdf be given by:
P (X,n) =
∑
q(n)
ωq
(n)
pq
(n)
(X). (44)
The MT-pdf in FISST is written as follows owing to the
permutation of the arguments under the set representation:
pq
(n)
(X) =
∑
ν
∏
i
pq
(n),νi(xi), (45)
where the ν are all possible permutations of the indices
{1, 2, · · ·n}, and pq(n),i(.) represents the ith component of
the product in the MT-pdf. The FISST Bayesian update for
the pdf given an MT-measurement Z is:
p(X,n/Z) =
p(Z/X, n)
∑
q(n) ω
q(n)pq
(n)
(X)∑
k
1
k!
∫
p(Z/X, k)
∑
r(k) ω
r(k)pr(k)(X ′)dX ′
,
(46)
where the k! factor is due to the interpretation of the denom-
inator as a FISST set integral. In the above expression, let us
concentrate on the term:
Tq(n)(X) = p(Z/x, n)ω
q(n)pq
(n)
(X)
= ωq
(n) ∑
σ(n)
p(σ(n)/n)
∑
ν
p(Z/σ(n), X, n)
∏
i
pq
(n),νi(xi),
(47)
where σ(n) represents any n-target data associations possible
given the measurement Z. It may be seen that:
p(X,n/Z) =
∑
q(n) Tq(n)(X)∑
k
1
k!
∑
r(k)
∫
Tr(k)(X)dX
. (48)
Let
ηq(n) ≡
1
n!
∫
Tq(n)(X)dX. (49)
Let σ(n) be a particular data association that assigns exactly
k of the measurements to clutter, then:
p(Z/σ(n), X, n) =
k!
V k
∏
i
p(z
σ
(n)
i
/xi). (50)
Then given any other data association ¯σ(n) that assigns ex-
actly k measurements to clutter and a permutation ν′, there
always exists a unique k-clutter data association σ(n) and an
associated permutation ν such that:∏
i
p(z ¯
σ
(n)
i
/xi)p
q(n),ν′i(xi) =
∏
i
p(z
σ
(n)
i
/xνi)p
q(n),i(xνi).
(51)
Therefore, using 50, 51 and 47 in 49:
ηq(n)
=
ωq
(n)
n!
∑
¯
σ(n)
p( ¯σ(n)/n)
∑
ν′
k!
V k
∏
i
∫
p(z ¯
σ
(n)
i
/xi)p
q(n),ν′i(xi)dxi
=
ωq
(n)
n!
∑
σ(n)
p(σ(n)/n)
∑
ν
k!
V k
∏
i
∫
p(z
σ
(n)
i
/xνi)p
q(n),i(xνi)dxνi︸ ︷︷ ︸
= l
q(n)σ(n)
∀ ν
=
∑
σ(n)
ωq
(n)
p(σ(n)/n)lq(n)σ(n) .
The last line of the equation above follows from the fact that there
are n! permutations ν.
Furthermore:
Tq(n)(X)
= ωq
(n) ∑
σ(n)
p(σ(n)/n)
∑
ν
k!
V k
∏
i
p(z
σ
(n)
i
/xνi)p
q(n),i(xνi)
= ωq
(n) ∑
σ(n)
p(σ(n)/n)lq(n)σ(n)
∑
ν
∏
i
pq
(n),σ(n),i(xνi),
pq
(n),σ(n),i(x) =
p(z
σ
(n)
i
/x)pq
(n),i(x)∫
p(z
σ
(n)
i
/x′)pq(n),i(x′)dx′
. (52)
where pq
(n),σ(n),i(.) is simply the ith pdf under q(n), pq
(n),i(.)
updated by the measurement z
σ
(n)
i
. Thus, it follows that:
p(X,n/Z)
=
∑
q(n),σ(n)
pq
(n),σ(n)(X)
ωq
(n)
p(σ(n)/n)lq(n)σ(n)∑
k
∑
r(k)
∑
δ(k) ω
r(k)p(δ(k)/k)lr(k),δ(k)
,
pq
(n),σ(n)(X) =
∑
ν
∏
i
pq
(n),σ(n),i(xνi).
(53)
B. Proof of Proposition 4
We provide a proof for Proposition 4 here, the proofs of
Proposition 1 and the “prediction” part of Proposition 3 are
special cases of the same.
Proof. Let X ′ = {x′1, ..., xn} be an n component MT-state
and let X = {x1, · · ·xr} be an r component MT-state. Then,
it is clear that:
p(X ′/X, σbn−r) =
∑
ν
r∏
i=1
p(x′νi/xi)
n∏
i=r+1
pσ
b
i−r(x
′
νi), (54)
where σbn−r is any n−r birth hypothesis. The primary task in
proving Prop. 4 is to show Eq. 25 for any birth hypothesis
σbn−r. In the following, to simplify notation, we drop the
explicit reference to n− r in the birth hypothesis.
pq
(r),−
σb
(X ′) =
1
r!
∫ ∑
ν
r∏
i=1
p(x′νi/xi)
n∏
i=r+1
pσ
b
i−r(x
′
νi)
∑
µ
r∏
i=1
pq
(r),µi(xi)dxi
=
1
r!
∑
ν,µ
n−r∏
i=1
pσ
b
i (x
′
νr+i)
r∏
i=1
∫
p(x′νi/xi)p
q(r),µi(xi)dxi
=
∑
νr+1..νn
n−r∏
i=1
pσ
b
i (xνr+i)
1
r!
∑
µ;ν(r)
∫ r∏
i=1
p(x′νi/xi)p
q(r),µi(xi)dxi,
(55)
where ν(r) = {ν1, ν2, · · · νr} represents the first r elements of
any n -permutation ν. Given any ν(r) and ν¯(r), there always
exists a unique r-permutation µ¯ such that:∫ r∏
i=1
p(x′ν¯i/xi)p
q(r),µ¯i(xi)dxi =
r∏
i=1
pq
(r),i−(x′νi). (56)
Using Eq. 56 to simplify the second sum on the last line of
Eq. 55,∑
µ;ν(r)
∫ r∏
i=1
p(x′νi/xi)p
q(r),µi(xi)dxi = r!
∑
ν(r)
r∏
i=1
pq
(r),i−(x′νi).
(57)
Hence, it follows that
pq
(r)−
σbn−r
(X ′) =
∑
ν
r∏
i=1
pq
(r),i−(x′νi)
n∏
i=r+1
p
σbn−r
i−r (x
′
νi),
(58)
thereby proving the result.
C. Almost Sure Uniqueness of Tracks
In this section, we shall show that the tracks are almost
surely unique. In particular, we assume that the single target
transition and likelihoods admit densities, and therefore, the
probability of a particular observation emanating from a prior
pdf is zero. We only show the result for the case of no
target birth, its extension to the other case is reasonably
straightforward.
Proof. In the following, we first show the reasoning under no
clutter or missed detections.
Let p(k)t (ω) denote the pdf of the k
th initial pdf/ target
at time t, under the sample path ω ∈ Ω, with associated
generated observations z(k)τ (ω), for τ = 1 · · · t. Recall that
track (k, l) corresponds to the pdf of the kth initial pdf
under the observation sequence z(k,l)τ , τ = 1 · · · t. Note that
the hypothesized observations z(k,l)τ are not the same as the
actual observations emanating from the kth target, z(k)τ (ω),
since these observation associations are unknown. Thus, the
tracks result from associating any of the actual observations
to any of the initial targets.
Let all the tracks at time t − 1 be distinct. Consider the
track (k, l) at time t with the end point p(k,l)t (note that this
is a sufficient statistic/ belief state for the entire history).
Consider some other track (m,n) with end point p(m,n)t .
Then, it follows that p(m,n)t = τ(p
(m,n′)
t−1 , z
(m,n)
t ) for some
unique n′, where τ(p, z) represents the posterior pdf under
observation z given the prior pdf is p, and follows from
the application of the prediction and update (with z) of the
prior pdf p. In other words, the track end point p(m,n)t is
the child of some unique track end point p(m,n
′)
t−1 from the
previous time step, under the data association z(m,n)t . In
order for the tracks to be indistinguishable, we need that
p
(k,l)
t = p
(m,n)
t = τ(p
(m,n′)
t−1 , z
(m,n)
t ). Given p
(k,l)
t , due to
the uniqueness of the the τ(., .) map, and the distinctness
of the tracks from the previous time step, there can only
be a unique z(m,n)t (if any), say z
∗, such that the above
relationship is satisfied. However, the probability that any of
the initial objects generates the observation z∗ is zero owing
to the fact that the single target transition and likelihood
probability measures admit densities, and noting that there
is only a finite number of the objects, it follows that the
probability that p(m,n)t = p
(k,l)
t is zero. Noting that this is
true for any selection of tracks (k, l) and (m,n), it follows
that the tracks are almost surely distinct from one another
at time t if they are distinct at time t − 1. We have already
assumed that the initial pdfs p(k)0 are distinct, therefore, it
follows that the tracks are almost surely distinct for all times t.
In the presence of clutter and missed detections, the tracks
can have data associations to observations due to clutter, as
well as the null (φ) observation. However, this merely in-
creases the number of possible tracks (still finite), nonetheless,
the argument above goes through by noting that the probability
of getting the particular observation z∗ required for track
indistinguishability, from Poisson clutter, is zero as well. This
completes the proof of our assertion.
D. Incorporating Target Death
For the sake of completeness, we briefly include the case
of target death in the following. Given an r-target hypothesis
q(r), the probability that a target survives can be modeled as
a binomial process with the probability that a target survives
equal to β, independent of any other target. Thus, the proba-
bility of the hypothesis that exactly p of the targets out of r
survive, say p(σdp |r) = βp(1− β)r−p. Even with target death,
the multi-target tracking problem remains that of tracking all
possible descendants of the parent hypotheses, and thus, the
primary difference with Eq. 59 for the hypothesis update is
that the survival probability p(σdp |r) is now multiplied to the
right of Eq. 29, for all possible combinations of birth, survival
and data association hypothesis:
ω
q(r)σbn−rσdpσ
(n−p)
a
= ηl
q(r)σbn−rσdpσ
(n−p)
a
p(σ(n−p)a |n− p)p(σdp)p(σbn−r)ωq(r) ,
(59)
where note that the number of targets due to the p deaths
reduces to n−p, and therefore the data association hypotheses
are for n − p targets. The MT-pdf underlying the hypothesis
is simply that of the birth hypothesis minus the pdfs of the
targets that do not survive according to the hypothesis σdp .
Note change in notation from Section IV such that: σdp = σ
s
p
and β = ps. This is also illustrated in Fig. 11.
REFERENCES
[1] R. P. S. Mahler, Statistical Multisource-Multitarget Information Fusion.
Artec House, 2007.
[2] D. Reid, “An algorithm for tracking multiple targets,” IEEE Transactions
on Automatic Control, vol. 24, no. 6, pp. 843–854, December 1979.
[3] I. R. Goodman, R. P. S. Mahler, and H. T. Nguyen, Mathematics of
Data Fusion. Kluwer Academic Publishers, 1997.
r n  pr + 1
q(r)
p( (n p)a /n  p)
!q(r)
!q¯(n p)
…..	
(Eq.	36)	
v(n) = (q(r), bn r, 
d
p)
p( bn r)p( 
d
p/r)
q¯(n p) = (q(r), bn r, 
d
p , 
(n p)
a )
Fig. 11. A schematic of the splitting of the hypothesis due to birth/ death
of targets and data associations. Underlying each blob is a continuous multi-
target pdf. A particular child and grandchild of a parent hypothesis, along
with the transition probabilities, is outlined in bold, pictorially representing
Eq. 59.
[4] B. Vo and W. Ma, “The gaussian mixture probability hypothesis density
filter,” IEEE TRANSACTIONS ON SIGNAL PROCESSING, vol. 54,
no. 11, November 2006.
[5] B. Vo et al., “Sequential monte carlo methods for multi target filtering
with random finite sets,” IEEE Tr. Aerosp. Electronic Systems, vol. 4,
pp. 1224–1245, 2005.
[6] B. T. Vo et al., “An analytic implementation of the cardinalized proba-
bility hypothesis density filter,” IEEE Tr. Signal Processing, vol. 55, pp.
3553–3567, 2007.
[7] B. Ristic et al., “Improved smc implementation of the phd filter,” in
PRoc. Conf. Info. fusion (FUSION), 2010.
[8] B.-N. Vo et al., “Labeled random finite sets and multi-object conjugate
priors,” IEEE Transactions on Signal Processing, vol. 61, pp. 3460–
3475, 2013.
[9] ——, “Labeled random finite sets and the bayes multi-target tracking
filter,” IEEE Transactions on Signal Processing, vol. 62, pp. 6554–6567,
2014.
[10] H. Hoang, B. T. Vo, and B. N. Vo, “An efficient implementation of
the generalized multi-bernoulli filter,” IEEE Transactions on Signal
Processing, vol. 65, pp. 1975–1987, 2017.
[11] Y. B. Shalom and X. Li, Multitarget-Multisensor Tracking: Principles
and Techniques, New York, 1995.
[12] Y. Blair and E. W. D. Blair, Multitarget Multisensor tracking: Applica-
tions and advances, vol. III. Norwood, MA: Artech House, 2000.
[13] S. Oh et al., “Markov chain monte carlo data association for multi-target
tracking,” IEEE Tr. Automatic Control, vol. 54, pp. 481–497, 2009.
[14] S. S. Blackman and R. Popoli, Design and Analysis of Modern Tracking
Systems. Norwood, MA: Artech House, 1999.
[15] Y. B. Shalom and T. Fortmann, Tracking and Data Association. San
Diego, CA: Academic Press, 1988.
[16] W. Faber, S. Chakravorty, and I. Hussein, “A randomized sampling
based approach to multi-object tracking,” in Proceedings of the 18th
International Conference on Information Fusion. Piscataway, NJ: IEEE,
2015, pp. 1307–1314.
[17] ——, “Multi-object tracking with multiple birth, death, and spawn sce-
narios using a randomized hypothesis generation technique (RFISST),”
in Proceedings of the 19th International Conference on Information
Fusion. Darmstadt, Germany: IEEE, 2016, pp. 154–161.
[18] J. L. Williams, “Marginal multi-bernoulli filters: Rfs derivation of mht,
jipda and association-based member,” IEEE transaction on Aerospace
And Electronic Systems, 2016.
[19] E. F. Brekke and M. Chitre, “The multi-hypothesis tracker derived from
finite set statisitics,” in Proceedings of the International Conference on
Information Fusion (FUSION), 2017.
[20] ——, “Relationship between finite set statistics and the multi-hypothesis
tracker,” IEEE Transactions on Aerospace and Electronic Systems,
vol. 54, pp. 1902–1917, 2018.
[21] S. Mori et al., “Three formalisms of multi-target tracking,” in Interna-
tional Conference on Information Fusion, 2016.
[22] W. Faber, S. Chakravorty, and I. Hussein, “A randomized sampling
based approach to multi-object tracking with comparison to HOMHT,”
Advances in the Astronautical Sciences, vol. 156, 2015, (Proceedings of
the AAS/AIAA Astrodynamics Specialist Conference, Vail, CO, August
9–13 2015, Paper AAS 15-745).
[23] ——, “R-FISST and the data association problem with applications to
space situational awareness,” in Proceedings of the AIAA/AAS Astrody-
namics Specialist Conference, Long Beach, CA, September 13-16 2016.
[24] W. R. Faber, S. Chakravorty, and I. I. Hussein, “Tracking space object
collisional cascading using randomized-fisst,” J. Astronautical Sciences,
p. under review, 2019.
[25] W. Faber, S. Chakravorty, and I. Hussein, “Multiple space object tracking
with R-FISST,” in Proceedings of the AAS/AIAA Space Flight Mechanics
Meeting Paper AAS 17-477, San Antonio Tx, February 5-9th 2017.
[26] D. P. Bertsekas, Dynamic Programming and Optimal Control, vols I and
II. Cambridge, MA: Athena Scientific, 2012.
[27] P. R. Kumar and P. P. Varaiya, Stochastic Systems: Estimation, Identifi-
cation and Adaptive Control. Prentic Hall, NJ: Prentice Hall, 1986.
[28] S. Blackman, “Multiple hypothesis tracking for multiple target tracking,”
IEEE Tr. Aerospace and Electronic Systems, vol. 19, pp. 5–19, 2004.
[29] C. Chong, S. Mori, and D. B. Reid, “Forty years of multiple hypothesis
tracking: A review of key developmnnts,” in Proc. Int. Conf. Inf. Fusion
(FUSION), 2018.
[30] S. Coraluppi and C. A. Carthel, “If a tree falls in the woods, it does make
a sound: multiple-hypothesis tracking with undetected target births,”
IEEE Tr. Aerospace Electronic Systems, vol. 50, pp. 2379–2388, 2014.
