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Abstract We present a methodology to reconstruct the daily maximum storm surge levels, obtained
from tide gauges, based on the surrounding atmospheric conditions from an atmospheric reanalysis (20th
Century Reanalysis—20CR). Tide gauge records in Southeast Asia are relatively short, so this area is often
underrepresented in studies based on long observational records, and there are just a few studies that have
analyzed storm surge trends, variability or return water levels (RWLs) from numerical models in this area.
Here we develop, calibrate, and validate a multivariate linear regression model that relates the storm surge
with the principal components of the local atmospheric conditions. This allows us to reconstruct storm
surges for the 147 year 20CR period (1866–2012) and therefore to calculate more robust RWLs from the
entire simulated data set and subsets thereof. RWLs are obtained by ﬁtting the monthly maxima values to
the Generalize Extreme Value (GEV) distribution. We ﬁnd an increase in the 50 year RWL from the second
half of the 19th century to the present unrelated to mean sea level; this increase is less noticeable when
comparing only recent periods. Therefore, further research is needed since there is evidence that atmospheric reanalyses can include spurious trends in the late 19th and early 20th. RWLs obtained from the
statistical reconstruction are validated against the ones obtained from observations and from a numerical
model. Agreements are generally higher when using surge levels from the statistical model, even before its
calibration.

1. Introduction
Southeast Asia is highly vulnerable to, and frequently impacted by, extreme sea level events of different origin: typhoons and extra-tropical cyclones may both cause severe storm surges and rainfall with potentially
devastating impacts to the economy and environment, and in many cases loss of human life. Typhoon
Tiantu, for example, generated a 2 m storm surge along the Chinese Guangdong coast in 2013, resulting in
losses of $1.82 billion (Zhang & Sheng, 2015). Also in 2013, Typhoon Haiyan, an extremely intense tropical
cyclone struck the Philippines, Vietnam, and nearby areas causing close to 6,000 fatalities and economic
losses estimated at $802 million (Mori et al., 2014). Tropical cyclone Nargis made landfall in Myanmar on
May 2008; it was the worst natural disaster ever recorded affecting Myanmar, causing more than 138,000
fatalities and damage estimated at over $10 billion. The storm surge peaked at over 5 m in the landfall area
and inundated areas as far as 50 km inland (Fritz et al., 2009). Floods from these extreme events also have
secondary effects in terms of groundwater contamination and saltwater intrusion (Cartwright et al., 2004;
Pezeshki et al., 1990). Despite the large impact of extreme sea level events in the region, there are few studies that have analyzed the storm surge climate in this speciﬁc area, where large portions of the coastal population are among the most vulnerable to future changes in mean sea level and storminess.
Extreme sea levels (excluding tsunamis) emerge from the combination of astronomical tides, nontidal residuals and there is usually also a dynamic contribution of wind waves (which is not included in this study).
The main contributor to nontidal residual extremes is the storm surge, even though the importance of the
seasonal cycle and the steric component have been addressed in this work. Tides are deterministic and can
be predicted, whereas information on storm surges need to be extracted from tide gauge (TG) records, if
available, or modeled (numerically or statistically) by taking into account their forcing variables, such as
wind stress and sea level pressure (SLP) gradients over the sea surface (e.g., Cid et al., 2016). In either case,
high frequency (hourly or daily temporal resolution) and long storm surge records are required to analyze
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trends and variability, and also to estimate return water levels (RWLs), which are key to coastal ﬂood risk
analyses and design.
Tide gauge records have been used to study sea level extremes, both at global and regional scales. At
global scale, Menendez and Woodworth (2010) investigated extreme sea level events and their spatial and
temporal variability. They used monthly maxima values with the Generalized Extreme Value distribution
(GEV) for studying the magnitude of extremes, and a Poisson process for analyzing the frequency. Merriﬁeld
et al. (2013) estimated annual maximum water levels for different sea level components (including the
astronomical tide and high frequency nontidal residuals). Also at global scale, Marcos et al. (2015) investigated long-term variations in extreme sea level intensities and frequencies using a state-space model. They
used long tide gauge records of at least 50 years from the GESLA data set (Menendez & Woodworth, 2010).
However, 90% of the tide gauges located in Southeast Asia have record lengths of less than 30 years. That
is why the entire region is often underrepresented or not covered at all in such (near) global assessments
based on long observational records. At regional scale there are only a few recent studies that have analyzed extreme sea levels from tide gauge records and have speciﬁcally obtained RWLs; those assessments
were limited to the coast of China (Feng et al., 2015; Feng & Jiang, 2015; Feng & Tsimplis, 2014).
One way to overcome the absence of long tide gauge records is to use numerical models to simulate the
storm surge component. At global scale, Muis et al. (2016) used the Delft3D Flexible Mesh software (Kernkamp
et al., 2011) to simulate storm surge data from 1979 to 2014 (Global Tide and Surge Reanalysis—GTSR) at a
resolution of approximately 5 km close to the coast. Based on the 36 year reanalysis, they obtained RWLs by
ﬁtting the annual maxima values to a Gumbel distribution. At regional scale, we are only aware of the work by
Zhang and Sheng (2015), who used the Princeton Ocean Model (POM) (Mellor, 2004) for obtaining hourly
storm surge values. From the latter, they derived annual maxima and determined 50 year RWLs along the
Northwest Paciﬁc coasts of China, Japan, and Russia by ﬁtting a Gumbel distribution. Other papers have also
analyzed modeled storm surge data in the area, but only at local scale (e.g., Guo et al., 2009; Wang et al., 2005;
Zhang et al., 2007). A common drawback of numerical models is that they need accurate high-resolution
bathymetric data to resolve small-scale near-shore processes. Such data is often not available.
A third approach, complementary to the use of (long) tide gauge records or numerical models, is to develop
and apply statistical models to reconstruct the storm surge component. In this work, we use a multivariate
regression model to reproduce the storm surge signal measured by tide gauges across Southeast Asia. Statistical techniques have been widely used to reconstruct wave-related parameters (Camus et al., 2016; Rueda
et al., 2016; Wang et al., 2012), but have also been applied to reproduce the storm surge. For example, Dangendorf et al. (2014) used a statistical-empirical formulation proposed by M€
uller-Navarra and Giese (1999) to
analyze the long-term behavior of storm surges in the North Sea and to assess the validity of reanalysis atmospheric data to reconstruct storm surges in the late 19th and early 20th centuries. Wahl and Chambers (2016)
used linear regression models to explain the observed multidecadal storm surge variability along the U.S.
coast by means of traditional and tailored climate indices. Cid et al. (2016) extended the temporal coverage of
the global DAC database (Dynamic Atmospheric Correction from AVISO) using tailored indices obtained from
atmospheric ﬁelds from the 20th Century Reanalysis (Compo et al., 2011). We are not aware of local or
regional studies where statistical models have been used to analyze extreme sea levels in Southeast Asia.
Hence, our study has the following three main objectives: (1) to apply a similar approach as used in Cid et al.
(2016) to develop, calibrate, and validate a statistical model to simulate daily and monthly maxima values of
storm surge at tide gauge locations in Southeast Asia; (2) to use the model to simulate storm surges for the
147 year period from 1866 to 2012; and (3) to calculate more robust return water levels from the entire simulated data set, and subsets thereof to assess potential changes between different periods.
The remainder of the paper is organized as follows: the TGs and atmospheric data sets are introduced in
section 2. The methodology for the model development, validation and bias correction, as well as the
extreme value analysis are described in section 3. Results are presented and discussed in section 4 and the
main conclusions are summarized in section 5.

2. Data
We use hourly sea level records from the GESLA 2 database (Woodworth et al., 2017, http://www.gesla.org).
All available tide gauges within the area enclosed by 858E and 1608E and between 308N and 208S (Figure 1)
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Figure 1. Location and description of the available GESLA2 tide gauge records for Southeast Asia (133 TGs). (a) Length (years) of the tide gauge records. (b) Maximum storm surge value (m) recorded at each tide gauge station. (c) Storm surge range (m) expressed as the difference between the maximum and minimum values. (d) Storm surge standard deviation over the total sea level standard deviation (%).

were downloaded (158 TG records) and preprocessed to remove isolated spikes, and doubtful or wrong values. After the data quality control, only those TGs with at least 2 years of valid data were retained (one for
calibrating the model and the other one for the validation of the results), making 133 in total (Figure 1). The
longest records come from stations located along the coast of Japan and Xiamen in China, with lengths
over 40 years. Approximately 50% of the records cover less than 20 years.
We obtain the astronomical tide from a year-by-year classical tidal harmonic analysis using the T2 Tide package (Pawlowicz et al., 2002), accounting for 67 constituents. Years with less than 75% of completeness were
excluded from the analysis. Nontidal residual time series are obtained by subtracting the astronomical tide
from the observed sea level. Mean sea level variability is removed by subtracting the annual moving median
at each station.
It is worth mentioning that the nontidal residual potentially includes a steric component, which is not
directly related to storm surge. A test removing the monthly mean steric signal was carried out with no
improvement in the results (see supporting information for more details). Therefore, in this work, we
assume that the nontidal residual obtained after removing both the astronomical tide and mean sea level
variability is equivalent to the storm surge signal. Relevant storm surge characteristics in the study area
are summarized in Figures 1b–1d. Areas frequently affected by tropical cyclones have the largest surge
magnitudes, such as the head of the Bay of Bengal, the southernmost coast of China and the Northeast
and Northwest coast of Australia, where the storm surges reach magnitudes of around 2 m (Figure 1b).
The storm surge range, expressed as the difference between the maximum and minimum values
recorded at each station (Figure 1c), shows that natural variability is mostly lower than 2 m, except for stations located in the Bay of Bengal, China, and Australia. Figure 1d shows the storm surge variation relative
to the total sea level variation, expressed as the standard deviation of the storm surge over the standard
deviation of the total sea level; on average, the nontidal residual accounts for around 30% of the total sea
level variability.
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The 20th Century Reanalysis version 2c ensemble mean (20CRv2c) (Compo et al., 2011) was used to select
the atmospheric variables of interest: the pressure at mean sea level (SLP) and the meridional and zonal
wind components at 10 m (Uwind and Vwind, respectively). SLP has a temporal resolution of 6 and spatial
resolution of 28 on a regular grid; wind ﬁelds have 3 hourly resolution and are available on a Gaussian grid
with a spatial resolution of 1.8758. The wind components were interpolated onto the 28 SLP grid, as well
as interpolated to a 6 hourly temporal resolution.
Multiple tests were carried out using different parameters and (sub-)sets (see section 3.1 and supporting
information for more details); using the ones described above led to the best results. The 20CRv2c spans
the period 1851–2014, but a pressure bias has been reported from 1851 to 1865 (https://www.esrl.noaa.
gov/psd/data/gridded/20thC_ReanV2c/opportunities.html) and the database was experimental for the
2013–2014 period at the time of analysis. Therefore, in this work, we consider the 20CRv2c atmospheric variables for the 147 year period from 1866 to 2012.

3. Methods
As previously mentioned, the objective of this work is to reconstruct the storm surge signal as measured by
tide gauges for the 20CRv2c period, with the intention of estimating reliable RWLs for Southeast Asia for different time periods. This is done by obtaining the statistical relationship, through a multivariate linear
regression model, between the daily maximum surge levels (predictand) and the surrounding atmospheric
conditions (predictor).
3.1. Predictor and Predictand Definition
Different tests were carried out using different predictors (both in terms of the area covered by the predictor and the variables taken into account) and also different predictands (taking/not taking into account the
seasonal cycle, the inverse barometer effect, etc.); see the supporting information section for a full
description.
Bests results were found when using a local predictor and removing the seasonal cycle from both the predictor and the predictand. The seasonal cycle was removed by subtracting climatological months of nontidal residual (predictand) and climatological months of mean sea level pressure (predictor). The local
predictor is based on the 10 m meridional and zonal winds, the sea level pressure ﬁelds, and zonal and
meridional gradients of the SLP (GRDslp). Only those grid points surrounding the tide gauge location were
used, speciﬁcally, an area of 48 3 48 (3 3 3 grid cells) centered at the tide gauge location. Regarding the
predictor, we select the daily minimum pressure and the winds and gradients associated to that instant;
and regarding the predictand, daily maximum values were only calculated for complete days (i.e., 24 values
available).
Once the predictor area and variables are deﬁned, the next step consists in performing a Principal Component Analysis (PCA) to the predictor, made of nine grid cells for each of the four variables (36 components
in total), and keep only the Principal Components (PCs) that explain 95% of the variance to reduce the
dimensionality of the model. Since the annual moving median was removed from the nontidal residual, the
same process is applied to the obtained PCs.
To summarize, the predictand in our model consists of daily maximum values of surge levels without the
seasonal cycle. The selected predictor is comprised of the PCs obtained from the daily minimum SLP (without seasonal cycle) and associated GRDslp, Uwind, and Vwind of the 3 3 3 grid cells centered at the tide
gauge location. By removing the seasonal cycle before ﬁtting the model we increase its sensitivity and performance, but the seasonal cycle is added back to the reconstructed surge prior to the extreme analysis
and bias correction.
3.2. Model Development
The statistical method to reconstruct the surge levels is explained in detail in Cid et al. (2016), which was in
turn based on a similar approach used by Camus et al. (2014) to downscale multivariate wave climate. It
consists of ﬁtting a multivariate regression model between daily maximum surge levels (predictand) and
the PCs of the daily SLP, GRDslp, and wind (predictor)
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surgeðxi ; tÞ5ai 1b1;i 3PCð1Þ ðxi ; tÞ1b2;i 3PCð2Þ ðxi ; tÞ1 . . . 1bn;i 3PCðnÞ ðxi ; tÞ

(1)

where n is the number of PCs that achieved a statistical improvement of the results and ai ; b1;i ; . . . ; bn;i are
the coefﬁcients obtained from the regression model.
The model is ﬁtted in a forward procedure: the ﬁrst predictor PC is obtained from the best ﬁt (smallest sum
of squared errors) among each of the components separately (PCð1Þ in equation (1)). The second predictor
PC (PCð2Þ in equation (1)) is chosen from the rest of the PCs so that it gives the best ﬁt with two predictors,
the best predictor selected in the previous model plus one of the remaining potential predictors. The cycle
continues until a more complex model does not produce a signiﬁcant improvement (F-test at the 5% level
of signiﬁcance) in the multivariate regression ﬁt. Therefore, only those PCs that produce a signiﬁcant
improvement in the predicted surge are taken into account in the statistical model.
This methodology allows us to estimate surge levels as a linear combination of the most important PCs. As
can be seen from equation (1), surge levels at any given location (xi) can be estimated from a speciﬁc number of PCs, which varies spatially.
Finally, when the coefﬁcients of the statistical model are obtained, the 147 years of atmospheric data from
20CRv2c are used to reconstruct the daily maxima surge levels, giving a continuous storm surge time series,
without gaps, from 1866 to 2012 at each tide gauge location.
3.3. Model Validation and Bias Correction
A k-fold cross-validation process is used, i.e., the regression model is ﬁtted for all years except one. The latter
is used to validate the surge reconstruction, and the process is repeated for the total length of the tide
gauge record. Once the model is validated, the coefﬁcients of the linear regression model are obtained by
ﬁtting the complete surge record at each location using the overlapping period from the 20CRv2c
predictors.
Both hydrodynamic and statistical models often exhibit a bias when compared to observed data (e.g., Arns
et al., 2015; Dangendorf et al., 2014). Here we remove this bias from monthly maxima values (which are
used for the extreme value analysis, see section 3.4) by applying quantile-mapping (e.g., Boe et al., 2007).
The latter calibrates the Cumulative Distribution Function (CDF) of the simulation results; i.e., the empirical
quantiles are obtained for both the observed and simulated surge, and the differences are added to the
simulated distribution.
3.4. Extreme Value Analysis
After we have tested the ability of the statistical model to reconstruct the observed monthly maxima storm
surges we ﬁt the monthly maxima values to a GEV distribution (see equation (2)).
By choosing monthly maxima to ﬁt the extreme model, we have enough observation values (also at sites
with shorter records) to estimate the 50 year RWLs and can compare results from observations with the
ones derived from the reconstruction. An additional validation was done by comparing with the 50 year
RWLs obtained from GTSR monthly maxima values
"
8

21n #!
>
x2l
>
> exp 2 11n
n 6¼ 0
>
<
w
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>
>
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>
>
: exp 2exp 2
n50
w
where 21 < l < 1 is the location parameter, w > 0 is the scale parameter, and 21 < n < 1 is the
shape parameter. Parameters are estimated by the maximum likelihood method.

4. Results
4.1. Validation of Daily Maxima
Validation results are shown in Figures 2a and 2c in terms of the Pearson correlation coefﬁcient and the
root mean squared error (RMSE). The comparison between observations and the results from a numerical
model (GTSR) is also depicted (Figures 2b and 2d). The ﬁrst thing to notice is that the statistical model gives
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Figure 2. Validation of the daily maxima values in terms of (top) the Pearson coefﬁcient and (bottom) the RMSE (cm). Agreement between observations and the
statistical reconstruction after adding back the (left) seasonal cycle and (right) between observations and GTSR.

a higher agreement with observations than the numerical model, and that the areas of common good/bad
performance agree between models. This shows that the relationship between the nontidal residual and the
atmospheric signal is less strong at those locations. The model performance is more dependent on the latitude (generally, with smaller performance at lower latitudes) than for example on the record length or on the
storm surge range. The Pearson coefﬁcient is above 0.7 at 50% of tide gauge locations (Figure 2a). Lower
model performance is found at those tide gauges located in semienclosed areas (e.g., Strait of Malacca) or
areas with an intricate coastal morphology (e.g., West Sumatra coast). In those areas, the local and baroclinic
effects become more important and the 28 resolution of the atmospheric variables is not a good descriptor of
the local atmospheric conditions. Results are also less accurate for small islands, where, for example, the sea
level variation due to eddies or planetary waves can be gathered in the nontidal residual, which could explain
that the variability is higher in the observations than in the reconstruction, especially at low latitudes. The
RMSE is close to or under 10 cm at all tide gauge locations except for those situated at the head of the Bay of
Bengal, where errors range between 15 and 25 cm (Figure 2c). This is an area where generally greater surge
magnitudes are found, as can also be seen from Figure 1b. The statistical model performs better along the
head of the Bay of Bengal, the coasts of East Malaysia, Thailand, Vietnam, China, and Japan.
Figure 3 depicts a time series comparison between the observed and reconstructed daily maximum nontidal residuals for 1 year periods at six locations scattered throughout the investigation area (see location in
Figure 4a). Scatter plots are also shown for the entire periods. Both the time series and scatter plots indicate
good performance of the statistical model, with correlation coefﬁcients varying between 0.83 at Johor
Baharu (Malaysia) and 0.93 at Groote Eylandt (Australia), and with maximum relative errors (RMSE over the
surge range) between 4% at Groote Eylandt and 8% at Vung Tau (Vietnam). It can be seen from the upper
tail of the scatter plots that extreme values are often underestimated. This is mainly because the linear
regression model is ﬁtted at a daily scale, using the smallest sum of squared errors as the indicator of the
best agreement, which leads to a good ﬁt for the daily values but less accurate results for the most extreme
events.
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Figure 3. Daily maximum surge (m). Time series (1 year period) comparison (before bias correction) and scatter plots (full
period) at six different locations. Red line represents the observed surge obtained from tide gauges and the blue line represents the statistical reconstruction. See TG locations in Figure 4.
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Figure 4. Validation of the monthly maxima values (after bias correction) for those tide gauges where the validation of
the daily maxima gives a Pearson coefﬁcient >0.7 and an NRMSED <15%. (a) Pearson coefﬁcient. (b) RMSE (cm).
(c) NRMSED (%). Numbers 1–6 locate the TGs depicted in Figures 3, 5, and 8.
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4.2. Validation and Bias Correction of Monthly Maxima
We have seen that the highest surge events are often underestimated, therefore a correction should be carried out before analyzing extreme events. Here we apply the quantile-mapping bias correction described in
section 3.3.
Tide gauges, where the validation of the daily maxima values gives Pearson coefﬁcients lower than 0.7 or
NRMSED greater than 15%, are disregarded at this stage and not subjected to the extreme value analysis
described in the following section 4.3. For the tide gauges where the validation meets this quality standard
(65 TGs in total), monthly maxima values are obtained (if the monthly completeness is >60%; Menendez &
Woodworth, 2010) and bias corrected. The agreement between the observed and the reconstructed monthly
maxima surges after the bias correction is shown in Figure 4. TGs at the east coast of Malaysia and in the Gulf
of Carpentaria show the highest agreement, reaching Pearson coefﬁcients over 0.9 (see Figure 4a) and
NRMSED below 9% (see Figure 4c). Although the head of the Bay of Bengal presents high correlation coefﬁcients, the differences between the observed and reconstructed monthly maxima can reach more than 25 cm
(see Figure 4b), but this only equals errors around 15% with respect to the surge variability in that area.
Figure 5 shows the time series comparison, scatter plots, and quantile-quantile plots (q-q plots) between the
observed and the bias corrected monthly maxima for the six locations highlighted in Figure 3. The q-q plots
also show results before bias corrections (grey dots). The intra-annual variability is captured by the statistical
model and the extreme values are generally well reproduced. Cendering and Grote Eyland both have Pearson
coefﬁcients of 0.94 and NRMSED of 8% and 6%, respectively. Johor Baharu, Keelung, and Naha have slightly
lower correlation coefﬁcients (0.91, 0.87, 0.9, respectively) and slightly higher relative errors (9%, 8%, 7%).
4.3. Extreme Value Analysis
In order to further validate our results, we calculate 50 year RWLs (using the GEV and monthly maxima) at stations with records longer than 15 years (Figure 6a), noting that extrapolation should be limited to return periods not longer than four times the observational record (Pugh & Woodworth, 2014). We compare those
estimates from observations to the ones obtained from the reconstruction (Figure 6c) and also to the ones we
obtained using surge levels from GTSR (Muis et al., 2016; Figure 6b). RWLs are generally underestimated by
the two models. Differences between the 50 year RWLs from observations and our model results range from
2 to 80 cm and are 13 cm on average (before the bias correction). The largest differences are observed again
in the Bay of Bengal where storm surges are highest. Differences in the 50 year RWLs from observations and
GTSR provide a similar spatial pattern but are generally higher; squares in Figure 6c highlight sites where our
model (before bias correction) leads to more accurate results than GTSR. In terms of both the spatial pattern
and magnitude of RWLs, our results are similar to the ones obtained by Feng and Tsimplis (2014) for the coast
of China and Zhang and Sheng (2015) for the northwestern Paciﬁc coast. Differences may result from different
models used to simulate water levels and different approaches used for the extreme value analysis.
After this additional validation exercise, we reconstruct surge water levels (at tide gauges with Pearson coefﬁcients >0.7 and NRMSED <15%) for the entire period from 1866 to 2012 using the 20CRv2c atmospheric
predictors, add back the seasonal cycle, compute monthly maxima values and apply the quantile-mapping
correction. The 50 year RWLs obtained from monthly maxima over the entire period are shown in Figure 7a.
We also calculated RWLs for the 1950–2012 period and for two subsets of approximately 30 years, the
1950–1978 period and 1979–2012 period (presatellite and postsatellite era, respectively). Differences in the
50 year RWLs between the entire simulated data set and subsets are depicted in Figures 7b and 7c, respectively. Squares represent the locations where the RWL differences between the subsets and the full period
are greater than the conﬁdence interval for the full period. An increase in the 50 year RWLs can be seen
from the second half of the 19th century to the present (Figure 7b) along the East coast of China and Japan,
and North Australia, with increases close to 25 cm in the Gulf of Carpentaria. When comparing more recent
periods (Figure 7c) we see that the increase is spatially less consistent and that most stations do not present
differences in the 50 year RWL; so based on the analyzed TG locations, it is not clear whether the 20CRv2c
has a lower quality in the presatellite era (1950–1978) for the Southeast Asia region. There are small differences between these two recent periods along the coasts of China, Japan, and Australia; while big differences (over 20 cm) are found at the Gulf of Bengal. Stations along Vietnam, Malaysia, and Indonesia present
the smallest variations, with differences below 5 cm. There are only a few stations that show a decrease in
the 50 year RWL in the last 60 years, this reduction is close to 10 cm only at Vung Tau (Vietnam) and Haikou
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Figure 5. Validation of the monthly maxima values (after correction). Time series comparison between observed monthly maxima (red line) and reconstructed
monthly maxima (blue line), scatterplot and q-q plot. Grey dots on the q-q plots represent the quantiles before the bias correction.
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Figure 6. Monthly maxima values ﬁtted to a GEV distribution for those tide gauges longer than 15 years. (a) 50 year RWL (m)
estimated from observations. (b) Difference in the 50 year RWL between GTSR and the observations (for the observations
period). (c) Difference in the 50 year RWL between the reconstruction before the bias correction and the observations (for the
observations period). Squares represent the locations where the reconstruction before correction is more accurate than GTSR.
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Figure 7. Monthly maxima values ﬁtted to a GEV distribution. (a) 50 year RWL (m) estimated from the reconstruction for
the full period (1866–2012). (b) Difference between the 50 year RWL for the 1950–2012 period and (a). (c) Difference
between the 50 year RWL for the 1979–2012 period and the 1920–1978 period. Squares represent the locations where
the RWL differences between the subset and the full period are greater than the conﬁdence interval for the full period.
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Figure 8. RWLs (m) estimated from the ﬁt of the monthly maxima values to a GEV distribution. Red line represents the
estimation of the RWLs from observations (TGs with at least 15 years of data) and the red shaded area represents the conﬁdence intervals. Blue line represents the RWLs estimated from the reconstruction (for the observation’s period). The
black line corresponds to the RWLs estimated from the reconstruction taken into account the complete 1866–2012
period, the grey shaded area represents the conﬁdence intervals.
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(China). Differences in the 50 year RWL are signiﬁcant (i.e., difference is bigger than the conﬁdence intervals
for the full period) at 32 TG locations when comparing the baseline period and the 1950–2012, and at 17
locations when comparing the 1950–1978 and the 1979–2012 periods. However, those results have to be
interpreted with great caution since there is evidence that reanalysis products, such as 20CRv2c, can include
spurious trends in the early parts where little observational data was available (Dangendorf et al., 2014;
Krueger et al., 2013).
An obvious effect of having longer records available for the extreme value analysis is a reduction of uncertainties in estimated RWLs. This is highlighted in Figure 8 where GEV distributions and conﬁdence levels are
shown for observations (red) and for simulation results for 1866–2012 (black and grey). At some sites, such
as Groote Eylandt, the changes in RWLs over time are evident again, in addition to the narrowing conﬁdence levels. As mentioned above it has not been tested (due to the lack of centennial tide gauge records)
how reliable our simulation results are for the late 19th and early 20th century; but even calculating RWLs
for the last 50 or 60 years (where it has been shown in other regions that reanalysis products provide reasonable results), instead of much shorter observational periods, leads to a signiﬁcant reduction in uncertainties. Finally, Figure 8 again shows the good agreement between observations (red) and simulations (blue)
when the same time period is considered.

5. Conclusions
This study presents a methodology to reconstruct the daily maximum storm surge levels in Southeast Asia,
obtained from tide gauges, based on the surrounding atmospheric conditions from an atmospheric reanalysis (20CRv2c). This is done by means of a multivariate linear regression model that relates the storm surge
with the PCs of the local atmospheric conditions.
The model validation has shown overall good results, but also revealed weaknesses around small islands
with complicated coastal morphology (e.g., West Sumatra coast), and in semienclosed basins (e.g., Malacca
Strait) where baroclinic and other effects (not covered by our model) become more important. Comparing
results from our statistical model with those from a global hydrodynamic storm surge model shows that the
former outperforms the latter at most locations in Southeast Asia. Numerical models, such as the one used
to produce the GTSR data set, heavily rely on accurate high-resolution bathymetric data, which is often not
available. It has been shown here that in those cases statistical models can be a very useful addition to
more sophisticated process based models. Both types of models rely on the accuracy of the atmospheric
forcing, where tropical cyclones are generally poorly resolved.
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Process based models are also computationally very expensive, whereas statistical models can produce
long records very fast for locations where observational records are available. In the present study, we have
used atmospheric data from 20CRv2c to reconstruct storm surges over a 147 year period from 1866 to
2012. Using extreme value analysis, it has been shown how such long data sets can be used to detect
changes in extreme sea levels (while being aware of potential shortcomings in the atmospheric forcing in
the late 19th and early 20th century) and help determining more robust RWLs that are highly important for
coastal ﬂood risk management and adaptation. In future research, we will use a similar approach to better
validate reanalysis atmospheric conditions at centennial time scales based on long tide gauge records. We
will explore the applicability of the presented methodology to other regions where limited observational
data availability has hampered a better understanding of extreme sea levels and RWLs and potential
changes related to climate variability and change. For coastal ﬂooding risk, it is also important to have continuous information around the coastline, not only at TG locations, so we will combine the statistical and
hydrodynamic (e.g., GTSR) approaches to apply the statistical model at a global scale and reduce the uncertainty in the RWLs compared to the reanalysis.
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