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River restoration has become increasingly important as drivers such as the Water Framework 
Directive (WFD) aim to promote a culture of “healthy” and balanced river systems. There is a 
need to monitor these schemes to learn from past mistakes and provide adequate knowledge 
transfer between all stakeholders. Identifying and promoting new and novel techniques which 
can aid this knowledge transfer and monitoring of restoration schemes over a variety of spatial 
and temporal scales is significant for future applications. A platform to collect imagery, 
Unmanned Aerial Vehicles (UAVs) and a technique to process them Structure from Motion 
(SfM) is evaluated to assess how the workflows presented can be used in a restoration 
monitoring capacity along the Whit Beck, Cumbria. Three UAV surveys (October 2014, March 
2015 and July 2015) were carried out and initial results suggest that higher image overlaps and 
increased number of targets result in better quality Digital Elevation Models (DEMs). DEMs 
were built using the optimum conditions discussed, and bathymetric correction was carried out 
using a refraction correction technique on wetted areas. A DEM of difference (DoD) technique 
was used to map patterns of erosion  and deposition using two SfM DEMs from two differing 
surveys, while hydraulic modelling of the DEM allowed geomorphic units to be mapped. SfM 
offers a low cost, high point density approach with comparable spatial-temporal dynamics to 
Terrestrial Laser Scanning (TLS) datasets. However, a number of limitations, most notably 
vegetation penetration and shallow bathymetry have been noted. The approach does however 
have great potential if these drawbacks can be improved and can also be used as a tool for 
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Chapter 1: Introduction and Context 
1.1 Introduction 
River restoration has emerged to incorporate a number of different activities which aim to 
improve and reinstate river processes and controls. It is becoming an increasingly popular term 
in the river management literature and a variety of techniques, applied over different spatial 
scales, are being utilized to achieve a number of potential benefits (Jahnig et al. 2011; Smith et 
al. 2014a). The relative success of efforts to manage and restore fluvial systems is dependent 
upon many variables, from local to international levels (Morandi et al. 2014). Many drivers of 
restoration can be identified and with the implementation of legislation such as the Water 
Framework Directive (WFD) in Europe and the Clean Water Act (CWA) in the United States, 
the importance of understanding how different rivers respond to restoration and learning from 
past mistakes is becoming increasingly important. The transfer of knowledge is seen as vital to 
drive a cycle of constant river restoration improvements. A holistic approach which 
encompasses many pockets of society (academia, environmental consultants, land owners, 
businesses) is required to maximise the potential of future restoration schemes by increased 
knowledge transfer, cooperation and collaboration (Smith et al. 2014a).  
Implementing new methods for river monitoring and mapping can increase our knowledge 
about the processes controlling and determining the state of fluvial systems on both spatial and 
temporal scales. A platform to collect images (Unmanned Aerial Vehicles) and a technique to 
process images to produce topographic data (Structure from Motion) provide unique and novel 
ways to acquire knowledge that can be used to monitor post restoration morphodynamics. This 
knowledge can better our understanding of key fluvial characteristics which can in turn 
improve future river restoration efforts (Rinaldi et al. 2011; Smith et al. 2014a). The promotion 




and use of new techniques within the geomorphic community (restoration practitioners) may 
allow better criteria for river management success to be designed (Morandi et al. 2014).  
The main aim of this study is to examine and evaluate the use of UAVs, while collecting 
adequate data to be used in SfM workflows to monitor river system development. The 
monitoring of post-restoration morphology will be at the Whit Beck site (West Cumbria, UK). 
This section will firstly define the term river restoration, while acknowledge that the term can 
be applied and used in a variety of different fields and encompass varying techniques (Section 
1.2).  The need for valid monitoring procedures will then be discussed, while lastly the aims 
and objectives of this thesis will be presented (Section 1.5). 
1.2 River Restoration Definition 
River restoration is a term applied to many different techniques which aim to reinstate a river 
corridor towards its “natural” state (Beechie et al. 2010). The definition in itself is subjective 
and deterministic depending on individual variables and characteristics. Each restoration 
project is dependent on the specific objectives that relate to the particular environment under 
investigation. This provides a wide range of differing meanings that can be incorporated within 
the larger “restoration” notion. Although the idea of improving a river that has been degraded 
may seem relatively straightforward, it is vital to recognise that river restoration will signify 
different restoration strategies depending on the context it is being used within (Wilcock 2012). 
The term river restoration has become increasingly used throughout the last 40 years (Figure 
1.1). The use of the term has increased since 1990 and the term is becoming increasingly used 
within the scientific community. The term is used and applied by academics, industries and the 
general public and thus the exact definition of the practice will differ accordingly depending 
on who and when it is used (Wilcock 2012). This is emphasised by the use of differing terms 
as indicated in Figure 1.1. The term may be used more widely within scientific literature; 




however, this may not necessarily translate to more projects on the ground. The use of all the 
terms related to river restoration has increased rapidly since 1990, but different terms such as 
“river rehabilitation” and “stream enhancement” have also been used that all relate to river 
restoration notion as a whole. These terms have been used in differing scenarios under different 
environmental pressures and within and between different groups of people. Although the term 
“river restoration” is useful, it can be easy to ignore the fact that the definition is defined and 









Figure 1.1: The use of terms within scientific literature. The figure highlights the increased use and links to river 
restoration work since 1990. It also emphasises the differing terms that can be used which relate to the broad 
concept of river restoration. Figure adapted from Smith et al. (2014b) using searches from Google Scholar. 
 
Monitoring of river restoration schemes is not a new idea and small spatial studies were 
completed in the late 1970s and early 1980s. Leeks et al. (1988) present an example from the 
Afon Trannon in mid-Wales. They concluded that understanding lessons from past restoration 
measures was important in providing the basis for further development. This principle of 
learning from past schemes was established within these early papers and continues to be a key 




idea which underpins development within the discipline.  River restoration in the 1990s was 
seen as building upon a current state and improving the river habitat from a current point. 
Today, it has been recognised that rivers are complex and ever changing, meaning it is very 
difficult to suggest rivers are static (Cairns 1991; Dufour and Piegay 2009). Restoration efforts 
now aim to reinstall processes that promote a “healthy system” that is always adjusting and 
evolving (Dufour and Piegay 2009). This however in some cases is context specific, especially 
in constrained urban stretches (Chin and Gregory 2005). Although the term is discussed 
throughout this thesis in a coherent manner, an understanding of the range of differing 
meanings connected to the term must be incorporated and acknowledged into the wider fluvial 
geomorphological community (Morandi et al. 2014).  
1.3 Importance of Monitoring  
Figure 1.2 shows a range of techniques that can be applied to monitor river restoration (England 
et al. 2008). These methods will vary depending on the type of restoration that has taken place, 
the relative risk associated with the condition of the fluvial system, and the scale of the system 
or area under investigation. There is, however, uncertainty associated with the monitoring of 
restoration schemes. One key component of adequate monitoring is the need for valid and true 
baseline data which shows the river in an “unchanged” state (Smith et al. 2014a). If initial 
baseline data is poor or unreliable, it is difficult to attain the degree to which the fluvial system 
has altered, meaning it is difficult to establish a firm set of criteria which allows subsequent 
project appraisal. In other words, you cannot determine how effective the measures put in place 
were if you have a poor understanding of the initial baseline data (England et al. 2008). A 
holistic understanding that incorporates all spatial and temporal scales under investigation is 
required for a full appreciation of project achievement (Lave 2014).  




Smith et al. (2014a) argues that the analysis and evaluation of current data from river restoration 
sites is of great importance in supporting future restoration schemes. Long term records of 
fluvial and ecological systems can give information about system resilience on local levels and 
knowledge from past schemes can be useful in the implementation of future schemes (Large et 
al. 2007). Monitoring has a big part to play in developing our knowledge of fluvial dynamics. 
The lessons learned from past restoration schemes can be used to help develop criteria for river 
restoration success. Continuous monitoring can provide baseline datasets which show how 
rivers have adjusted to a particular intervention and how they are likely to change in the future 











Figure 1.2: Different geomorphic technequies that can be applied to monitor river restoration schemes over 
varying spatial scales. Figure from England et al. (2008). 
 
Understanding and evaluating the relative successes and weaknesses of past restoration efforts 
is critical to improve the design of contemporary restoration projects (Smith et al. 2014a). Since 
the morphology of restoration schemes determines the mosaic of habitats that are created, and 
strongly influences flow dynamics and flood water storage, gaining insight into morphological 
adjustment of restoration schemes is particularly important. There is thus a growing need to 
monitor the morphological evolution of restoration schemes to investigate their sensitivity to 




adjustment. In particular, there is a need to evaluate methods that will enable repeat surveys of 
restoration schemes in an effective and affordable manner. There is also a requirement to 
critically evaluate how data from SfM surveys can be used as an input to more holistic 
assessment of river restoration.  
Table 1.1 shows a comparison of techniques and their associated characteristics. SfM offers 
high resolution topographic data at relative ease and at lower cost when compared to other 
topographical techniques (Passalaqua et al. 2015). SfM has the advantage of being utilised over 
a relatively large spatial extent (0.1-100 km2) in comparison with other techniques (ALS, MLS, 
TLS and rtkGPS). Although TLS and rtkGPS have smaller spatial extents, they offer more 
accurate data, especially when compared to MLS. SfM offers comparable accuracy to ALS and 
MLS surveys and higher point densities than ALS data. The downside to SfM appears to be 
the fact that it cannot penetrate vegetation which may reduce its applicability in certain 
environments. Similar to ALS and rtkGPS data, shallow bathymetry can be used with SfM 
data.  
SfM data compares adequately when examined alongside other geomatics techniques.  The 
spatial extent to which surveys can be undertaken and the relatively high point density (and 
associated accuracy) can be seen as advantages of the workflow. Nevertheless, the applicability 
of the technique for differing environmental settings and characteristics does need to be 
questioned. The applicability of SfM in a monitoring morphodynamics capacity will be 
assessed in this thesis. It is hoped that future studies will be able to use this knowledge in 
examining whether SfM can be utilised for other similar geomorphic enquires.  
 
 




Table 1.1: A comparison of different geomatics techniques using data discussed in Passalaqua et al. (2015). 
*ALS (Airborne LiDAR); MLS (Mobile Laser Scanner); TLS (Terrestrial Laser Scanner); rtkGPS (real time kinematic GPS) 
and SfM (Structure from motion). 
 
1.4 Aims and Objectives 
The main aim of this research was to evaluate the use and applicability of UAV and SfM 
technology in a post-restoration river environment. This would be done by acquiring a dataset 
that will be used to quantify the morphological evolution of the Whit Beck restoration scheme 
in Cumbria.  
The main objectives are as follows:  
• To apply SfM techniques using imagery captured from a UAV  
• To compare the outputs associated with the SfM with appropriate TLS data 
• To calculate bed levels from the SfM data and produce bathymetrically corrected DEMs 
• To use DoD techniques to map patterns of erosion and deposition  
• To assess if SfM outputs can be used within hydraulic modelling framework  
• To evaluate the techniques applied and evaluate the applicability of UAV and SfM 
technology to the monitoring of river restoration, and thus the potential for further use 












ALS 10 – 100s 1-30 0.05 – 0.2 Yes Yes 
MLS 1 - 100 100 - 10,000 0.05 Yes no 
TLS 0.1 - 10 1000 – 
100,000 
0.002-0.01 Yes no 
rtkGPS 0.1 - 10 1 -10 0.002-0.01 Yes yes 
SfM 0.1 - 100 1 – 1000 0.02-0.2 No indirectly, yes 





This chapter has provided an introduction to river restoration. The use of the term and its 
different drivers have been discussed. The importance of monitoring has been acknowledged, 
while a quick comparison between SfM and other techniques has been completed. At this 
current time, SfM compares adequately with other geomatics techniques, but advantages and 
drawbacks are apparent. Among various objectives, an emphasis will be placed on evaluating 
the use of SfM. 








This chapter provides an introduction to the SfM concept and then discusses the current use of 
the technique within the geomorphic community. Areas of limited knowledge are highlighted 
and further research in these fields are required to fully establish best practice guidelines. 
2.2 What is Structure from Motion (SfM)? 
 
SfM offers an alternative approach to acquiring survey points compared to other contemporary 
geomatics techniques such as TLS, ALS and Rtk-GPS. (James and Robson 2012; Fonstad et 
al. 2013). The potential for using SfM in the geosciences is particularly strong because it is 
relatively low cost and software provides an automated processing workflow. The basic 
principle of SfM is aligned to photogrammetry studies; a number of overlapping digital images 
are taken which are then processed to develop a DEM of the area under investigation (Westoby 
et al. 2012). Although the technique is relatively new from a geomorphic perspective, it has 
been used in computer science and other disciplines for longer (Snavely et al. 2008).  Many 
geomorphological disciplines (including fluvial geomorphology) have already used this 
technique to varying degrees of success and they are discussed in depth in Section 2.2.  
SfM reconstructs topography by “matching” reference points in a conjugate manner from 
images which are taken from different locations and from differing angles (Snavely et al. 2008). 
SfM is based around image correlating algorithms which were first developed by Lucas and 
Kanade (1981). These algorithms are critical to the success of the SfM process (Woodget et al. 
2014). Knowledge of camera positions is not needed and thus imagery from a variety of 
differing scales, angles and contexts can be used to accurately map areas of interest (Rosnell 




and Honkavaara 2012). GPS positioning can also accelerate the process of image matching 
(Snavely et al. 2006; Snavely et al. 2008).  
The use of SfM to collect appropriate data, to infer different river processes could allow the 
complex geometry of rivers systems to be monitored and assessed further. This helps promote 
more sophisticated technologies within river science as new techniques offer the opportunity 
for accurate topographical datasets to be developed. These techniques offer the opportunity to 
survey systems at regular intervals in order to quantify their dynamism. Appropriate timing of 
repeat surveys can then be used to quantify temporal and spatial variation in morphological 
change, and to infer process (Vericat et al. 2014; Woodget et al. 2014). UAV image acquisition 
allows regular data acquisition which can help map and locate differing river processes. This 
variation within river systems, particularly at “hyperspatial” resolutions needs to be 
investigated and analysed in detail, to ensure fluvial geomorphology and other topographic 
relations are developed and defined accordingly (Woodget et al. 2014). Additionally, 
understanding and quantifying the topography of submerged regions in fluvial systems has 
been difficult as adequate techniques have not been available to accurately “map” these 
regions. SfM offers the potential that submerged areas, where water is clear and the bed can be 
seen on imagery, can be reconstructed in DEMs, as refraction correction techniques allow 
spatial errors to be reduced (Woodget et al. 2014). There is still, however, a large amount of 
uncertainty associated with this and more research is needed in order to establish the controls 
of error formation in relation to the overall SfM process (James and Robson 2012). Other errors 
such as inadequate referencing make finding the cause of errors difficult, particularly in 
computer software packages, such as Agisoft Photoscan (Vericat et al. 2009; Fonstad et al. 
2013). The absence of a formulated technique that removes non-linear deformations in the built 
DEM has been highlighted and is seen as a current drawback (Fonstad et al. 2013).   
 




2.3 SfM in the Geosciences 
 
Although the technique has now been accepted into the wider geomorphological framework in 
relation to image capturing and DEM generation (Smith and Vericat 2015), the process of SfM 
gaining validity and attention from the geomorphic community has been gradual when 
compared with computer science investigations (Snavely et al. 2008; Woodget et al. 2014). 
The first published paper that used SfM within geomorphology was James and Robson (2012) 
who investigated three distinctly different geomorphic scales.  A coastal cliff, a volcanic crater 
and geological sample were all examined, ensuring study of a large range of spatial areas (of 
between 0.1 and 1600 m in length) (James and Robson 2012). The errors for the three distinct 
areas can be seen in Table 2.1. Errors ranged between 110 um and 1.0 m between the geological 
sample and volcanic crater suggesting the spatial extent under investigation greatly influences 
the effectiveness of the technique. Table 2.1 shows some of the key information from this study 
and shows a range of different factors which could have been responsible for influencing SfM 
outputs reported. Factors such as the number of images, data collection technique and flying 
altitude can all be seen to influence the data produced during the SfM process (Woodget et al. 
2014). More recent studies have tried to gain more insight into the “optimum” conditions 
required for best quality SfM datasets and thus DEM and DTM production. Table 2.1 shows a 
range of recent SfM studies. Woodget et al. (2014) were one of the first studies to use SfM, 
specifically in a fluvial topographic manner. Images were collected using a DragonFlyer X6 
quadcopter and a Lumix 10.1-megapixel camera, while DEMs were generated using AgiSoft 
PhotoScan software (similar to the software used in this study). The main conclusions from 
this study were that submerged areas were associated with greater errors, mainly due to 
refraction issues associated with the air-water interface.




Table 2.1: A summary of past geomorphic SfM studies.  














































construction.   
Ground control targets 
used. Images were 
selected based on image 
quality. Agisoft 
Photoscan software was 
used.  Exposed areas 0.005 0.004 0.044 0.111 
Submerged 
areas 



























Average 40            
(between 
70-10) 




Average axis SfM – GPS errors  304 photographs were 
used. A comparison of 
techniques was 
incorporated into this 
study. SfM, LIDAR and 
GPS were all utilized. 
More images required.  
 
Issues associated with: 









X Y Z  
0.03 0.05 0.07 
SfM –LiDAR errors:  
Average individual distance between SfM and LiDAR points – 
0.27 
Mean difference – 0.60 
Regression analysis showed 97% variance explanation. A 1:1 
ratio/100% would suggest all points matched. 
 













 100 8.4 80 Elbow River, 
Alberta 
(Canada) 
Mean errors:  
Exposed areas – 0.08 m  
Submerged areas – 0.11 m  
 
 
EnsoMOSAIC 45 ground control points 
used, 297 geo 
referenced check points 
incorporated into study. 
Eight flight lines used to 
construct DEM. 
Submerged DEM 














600 and 800 28 (18-
55) 
60-70 Ahuriri River 
(New 
Zealand) 
Mean error under different environmental characteristics  AgiSoft 
PhotoScan 
95 ground control points 




























OktoKopter Canon 550D 
DSCR 
camera 




  Mean 
error 
RMSE  Agisoft 
Photoscan 




















range (47 m 
for 2013 
4 and 5 Significant  Upper River 
Cinca, Ebro 
Basin (Spain) 
Total station (TS) validation of SfM mean errors (m) AgiSoft 
Photoscan 
Validation with TS and 
TLS datasets 
 













Plot scale 0.008 -0.002 0.004 -0.003 Errors smaller at the plot 
scale.  
SfM favours quickly 
changing environments  
 
Likely to be of significant 
importance in the 
future, specifically 




-0.003 0.027 0.018 - 0.020 
Landscape 
scale  
0.012 -0.014   
Terrestrial Laser Scanner (TLS) validation of SfM mean errors 
(m) 
 





























Transformation residuals (m)  Good analysis of 
limitations  












































 October 2012 September 2013  Agisoft 
Photoscan 
Two surveys completed 
in October 2012 and 
September 2013.  
 
35 images for the 
October 2012 survey.  
347 images for the 
September 2013 survey.  
Mean X 0.531 0.516 
Mean Y 0.441 0.403 








This error was also proportional to depth, with deeper areas associated with a larger degree of 
error. Tamminga et al. (2014) also found that submerged areas were more vulnerable to larger 
errors with exposed and submerged parts having errors of 0.08 and 0.11 m respectively. Despite 
this, local characteristics such as tree cover and shade were also seen to be important and a 
large amount of variation was seen between differing areas in both of the study areas 
investigated, specifically in wetter areas (Woodget et al. 2014; Tamminga et al. 2014). Tree 
cover makes the image matching process more difficult as it is harder to pair corresponding 
coherent reference points together. Shade and glare are also issues as they make the validation 
of true elevations within image processing software harder (Snavely et al. 2008).  As shown in 
Table 2.1, when a refraction correction technique is applied to submerged areas, errors do seem 
to decease substantially. Despite this, many submerged areas had elevations that were over 
predicted and the refraction technique was found to be inferior in shallower streams (>0.2 m) 
(Woodget et al. 2014). This may have implications when investigating the Whit Beck scheme 
as the Coledale Beck in Cumbria shares a similar geomorphic and hydrological background to 
the area under investigation.  






James and Robson (2012) investigated the applicability of SfM to differing spatial scales (Table 
2.2). Woodget et al. (2014) also found that variables such as flying height (which correlates 








Sample size / m 0.1 50 1600 
Equipment cost in US 
dollars 
1000-10,000 
Data collection time 20 mins 10 mins 2 x 30 min 
flights 
Number of images  92 143 89 




reliable DEMs. Figure 2.1 shows a diagram which illustrates the connections between differing 
variables in this process. The importance of acceptable point clouds is also vital and errors with 
the construction of these were also found to be an issue in AgiSoft Photoscan. The “black-box” 
characteristic of Photoscan is also unhelpful as it is virtually impossible to isolate individual 
sources of error (Woodget et al. 2014).  Other errors such as “dome like deformation” have 
also been attributable to image viewing angle and flying altitude (James and Robson 2014). 
James and Robson (2014) provide a comprehensive analysis of the effect camera calibration 
has on error propagation. The use of camera calibration within software such as Agisoft 
Photoscan can lead to dome-like deformation occurring if only downward-looking images are 
acquired during an aerial survey, promoting associated error increases. They provide a list to 
minimise the effect of dome-like deformation, including when best to use camera calibration 
adjustments, and they examine why understanding the relationship between deformation and 
radical distortion is of major importance in promoting best possible use to eliminate this type 
of error (James and Robson 2014).  More work is required to understand these differing 
variables and the deterministic effects they have on one another, and an appreciation of the 
needs of the investigation is also required to fully understand and develop the techniques 
needed in order to attain appropriate data.  There are a lot of unknowns associated with this 
technique and Woodget et al. (2014) suggest that improving knowledge relating to unknown 



















Figure 2.1: The importance of flying height and image overlap in final DEM generation. Figure adapted from 
Woodget et al. (2014).  
 
Fonstad et al. (2013) found that compared to LiDAR, the SfM technique provided results with 
a similar accuracy and precision, while acknowledging SfM was easier to use. Table 2.3 shows 
the associated error of both SfM and LiDAR techniques in the X, Y and Z axes. SfM had lower 
errors associated with the X and Z coordinates, while LiDAR was more reliable within the Y 
axis. There is a large difference observed along the Z axis where errors for the LiDAR 
technique were seven times that of proportional errors using the SfM technique (Fonstad et al. 
2013). Similar to other studies, they also found that there were significant uncertainties 
associated with the technique (Table 2.1). Smaller spatial areas were also found to be more 
favourable for DEM generation. This was associated with low image texture resulting in the 
formation of inappropriate point clouds, specifically in deeper areas of the channel. Fonstad et 
al. (2013) concluded that the validity of DEMs produced under these conditions needs to be 
questioned and analysed further. A drawback of the SfM technique is the absence of a 
procedure to correct non-linear deformations (Fonstad et al. 2013; Woodget et al. 2014; Vericat 
et al. 2014). 










Further analysis has taken place which investigates the controls of an effective Ground Control 
Point (GCP) network. There are many questions about how the characteristics of a GCP 
network influence the type of data generated, and thus the subsequent DEM produced. 
Uncertainty surrounding the number, density, orientation and style of targets have all been 
highlighted and further work is required to understand the deterministic influences of varying 
variables (Javernick et al. 2014). The overriding opinion at this current time suggests that the 
effectiveness of the GCP network is dependent on firstly establishing the true needs and 
characteristics of the investigation. This will vary over differing spatial and temporal scales 
and will undoubtedly be different depending on local characteristics associated with specific 
study locations. Research however suggests a higher density of GCPs has been correlated with 
higher resolution point clouds, leading to more sophisticated DEM production. Further studies 
have suggested that GCP errors are increased in periphery regions of images where overlap is 






Error axis SfM error (m) LiDAR error (m) 
X -0.03 -0.04 
Y 0.05 -0.03 
Z 0.07 0.51 




Table 2.4: The main advantages and disadvantages of SfM. 
 
The main advantages and disadvantages of SfM are summarised in Table 2.4. The most critical 
and significant factor is that the technique offers high resolution DEM generation that can be 
used in a range of applications (Gomez-Gutierrez et al. 2014; Piermattei et al. 2015). A good 
example that highlights the effectiveness of the SfM workflows is presented by Westoby et al. 
(2012). SfM also offers a low cost approach, and little experience in using the methods is 
required (Hugenholtz et al. 2013). Despite this, there are also negatives associated with SfM. 
As discussed above, errors are exacerbated in submerged areas due to refraction errors. These 
errors can be reduced significantly with the use of correction techniques; but, there are still 
uncertainties associated with the scale and frequency of such faults.  Also, high turbidity may 
obscure a channel bed entirely resulting in a supplementary survey being required. Many 
variables need to be investigated further as their relative importance in some cases has still not 
been identified. As examples, vegetation influences and turbidity of water can be highlighted 
as factors which are still associated with large amounts of uncertainty (Tamminga et al. 2014).  
A range of studies have concluded that the SfM technique can have great benefit for mapping 
fluvial processes and forms. A variety of spatial scales can be assessed and with the appropriate 
correction techniques, errors can be minimised accordingly. Issues surrounding submerged 
topography and periphery areas have been discussed, while the importance of variables such 
Advantages Disadvantages 
Provides high resolution and accurate DEM’s 
that are comparable to similar methods e.g. 
LiDAR  
Issues with submerged areas and refraction 
Little training needed (practical or 
computational)  
Lot of unknowns and uncertainties that need to 
be investigated.  
Low cost Correction methods needed for submerged 
regions in some cases  
Relatively easy to use software e.g. Photoscan Applicability – spatial and temporal 
High vertical accuracy, good efficiency and 
operational flexibility (see Tamminga et al. 
2014)  
Applicability to different environmental settings  




as flying height and image overlap can be vital in producing reliable point clouds, which can 
then be processed into acceptable and valid DEMs. Existing approaches such as LiDAR and 
TLS do not always allow variability over a range of differing spatial scales to be acknowledged 
(Woodget et al. 2014). SfM allows a new and dynamic approach to mapping topography to be 
utilized, but the unknowns and uncertainties associated with the technique need to be analysed 
and incorporated into future studies.  
More recent investigations have attempted to assess how different spatial scales will influence 
DEM quality. Smith and Vericat (2015) examined the use of SfM under three distinct scales 
(plot scale, small catchment scale, and landscape scale) and their results can be seen in Table 
2.1 and Figure 2.2. Figure 2.2 highlights the very small errors associated with the plot scale 
DEMs which suggest the use of SfM is very applicable to monitor small-scale topographical 
change. Errors substantially increase when a catchment or landscape scale are examined.  Small 
spatial areas (of around 0.1 m2) can be associated with lower mean error values, while larger 
spatial scales (such as small catchment and landscape scales) can be seen to have larger average 
errors associated with both validation using TS (Total station) and TLS (Terrestrial Laser 
Scanner). This suggests that smaller spatial scales are more appropriate for the use of SfM. 
Smith and Vericat (2015) conclude that SfM validation shows a reduction in error values at 
lower spatial extents. Furthermore, it is suggested that SfM should be principally used in 
environments with a large degree of change, such as fluvial systems or soil monitoring (as was 
the focus of their paper).  This assertion would seem to be supported by error results from 
Piermattei et al. (2015) who used SfM to monitor the Montasio Occidentale Glacier (Italy) in 
October 2012 and September 2013. Mean errors for this study across all axes seem to be 
substantially higher than errors reported by Smith and Vericat (2015). This may be because a 
large spatial area was investigated. Furthermore, the rate at which glacial processes occur can 
be of a longer timeframe than that of soil moisture or fluvial processes. This would suggest the 




use of SfM for glacial topographic relations may be less effective, than for studies on smaller 
spatial scales. The smallest error reported by Piermattei et al. (2015) was 0.271 m (mean error 
in z axis October 2012); this is considerably larger than any results from Smith and Vericat 
(2015). Therefore, an appreciation of spatial scale is suggested to be of major importance in 
providing an adequate methodology to promote best quality DEM generation through SfM. 
Determining the “optimum” spatial scale for SfM is likely to be challenging as it will be 
different for differing geomorphic environments. The frequency and magnitude of geomorphic 
processes occurring will ultimately influence the temporal period to which surveys are 
collected, but it is important to accept that this is likely in itself to influence SfM outputs. More 
investigations to determine the most effective spatial and temporal extents, under contrasting 












Figure 2.2: The mean error, mean absolute error and root mean squared error (all in m) for different spatial 
scales as reported by Smith and Vericat (2015). Figure A relates to the validation by TS (Total station); while 
Figure B relates to validation of SfM with TLS (Terrestrial Laser Scanner) datasets. Figure from Smith and 
Vericat (2015). 
 




2.4 Clarifying the Unknowns 
The above review shows that the amount of literature on SfM has increased considerably within 
the last 4-5 years and principal research now aims to find the “optimum” workflows for 
particular survey requirements. The precision and accuracy of DEM outputs is heavily reliable 
upon the data being input into the image processing software and determining the most 
effective way of using UAVs and SfM together remains of key importance in developing the 
technology. There is a need for more research on the mechanisms which promote a reduction 
in errors (horizontal and vertical) by exploring and explaining what control differing variables 
(such as image overlap) has to the specific building of orthophotos and DEMs. Errors have 
been seen to change substantially when different spatial extents are investigated (see Smith and 
Vericat 2015 for a recent review) and more investigations are required to fully examine this 
issue. This study hopes to assess how suitable SfM can be when mapping topographic change 
from a river restoration and river dynamics perspective and thus hopes to add some information 
which will determine how suitable the workflow can be for other similar projects. This will be 
achieved by exploring the variables outlined above. Determining the effectiveness of SfM 
remains of major importance from a geomorphology perspective as if accurate and reliable 
DEMs of similar errors to TLS and LiDAR can be achieved, a new and novel methodology for 
topographic mapping and modelling can gain further interest from a range of different scientific 
communities. Questions remain over the extent of spatial coverage using SfM, with a lack of 










To summarise, SfM has been used in many different geomorphic investigations over a variety 
of different spatial and temporal scales.  There are a number of advantages and disadvantages 
to the process, but ensuring a valid and high quality DEM is crucial in further data processing 
techniques. Improvements can be made by firstly establishing the unknowns associated with 
new approaches and secondly, targeting studies and investigations within the highlighted issues 
(to determine best suitability for practice).  
A number of uncertainties about the SfM technique have been highlighted, including the 
importance and effect of different variables. Image overlap, oblique imagery, number of 
targets, spacing of these targets and flying altitude can all be shown to affect SfM outputs. 
More information is required to determine the best possible criteria required for suitable outputs 
(DEM/orthophoto generation). The methodology used in this study hopes to gain valuable 
knowledge about how certain variables influence the quality of the SfM product. In a broader 
sense, this investigation hopes to contribute results which help to determine the environmental 
settings to which SfM can be used most effectively by assessing its applicability from a river 
restoration and fluvial geomorphology perspective. The methodology outlined in the next 
chapter aims to gather more knowledge about the key variables influencing the quality of SfM 











Chapter 3: Study Site and Methodology 
3.1 Introduction 
The study site for this project was the Whit Beck restoration scheme in the Derwent catchment, 
West Cumbria. The aim of this restoration scheme was to increase biological productivity 
within a section of river that had poor ecological status and thus failed to meet the requirements 
of the WFD. This scheme was completed in August 2014. The original channel was straight 
and thus re-meandering of the river aimed to increase habitat diversity by increasing the length 
by a factor of 4 to approximately 1200 m (Environment Agency, West Cumbria Rivers Trust 
2016). Prior to restoration, the old Whit Beck channel was failing the WFD ecological 
requirements and the creation of pool riffle sequences was aimed at increasing biological 

















3.1.1 Regional Landscape Setting – Cumbria 
Figure 3.1 shows a geological map of the same area using OneGeology mapping software. 
Figure 3.2 highlights the location of Figure 3.1 within the UK. The geological characteristics 
of Cumbria are very variable with differing bedrock types and structures present throughout 
the county. Areas of northern Cumbria and the far west coast are compromised predominantly 
of Triassic bedrock (Figure 3.1). The central area of Cumbria can be separated into 4 distinct 
geological units. The northern central area is made up of Middle Jurassic bedrock (Light blue); 
this encompasses towns such as Keswick and Cockermouth (Figure 3.2). Areas of Meso-
Variscan bedrock can also be located in “pockets” around the central area of Cumbria. The 
largest area of Meso-Variscan bedrock is situated around 3-4 km inland. The large majority of 
central Cumbria has a bedrock group classed as “Volcanism other than Cenozoic”. This 
stretches southwards until Ambleside and eastwards towards the M6 motorway (Figure 3.1). 
Most geological bedrock south of Ambleside consists of Cretaceous and Cenozoic bedrock. 
This encompasses Windermere and continues southwards towards Kendal. The majority of the 
north west of England consists of Cretaceous and Cenozoic bedrock, apart from areas of the 
western coast where Triassic bedrock can be seen, specifically around Liverpool reaching north 
as far as Fleetwood. See McMillian (2002) for a good overview of the Quaternary processes 
























Figure 3.1: A geological map of Cumbria. Data used was adapted from OneGeology (2016) using 1GE BGS 1M 
Surface Geologic Unit and Europe GISEurope 1: 1.5M Bedrock age. The orange line represents the M6 
motorway, while the red dot shows the location of the Whit Beck site.  
Figure 3.2: A OS Map of Northern England with Cumbria shown in the green box and the study site shown with 
the red dot. Data from Digimap (2016) ©. 
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Figure 3.3a shows average rainfall (precipitation) data per month for Cumbria over the last 20 
years. Rainfall is highest in October with an average value of 109 mm. Winter months 
(December, January, and February) generally have higher than average rainfall with values 
ranging from 93 to 105 mm.  Average rainfall values generally decrease as you move from the 
winter months into summer. Figure 3.3b also shows the number of average rainfall days 
associated with Cumbria. This shows a similar general trend to the values discussed for average 
rainfall. January, October and November have the highest average number of wet days with a 
value of 22. The months of February, March and December all have higher than average values 
(around 21 days).   
Frontal rainfall accounts for the majority of precipitation within Cumbria, especially during the 
winter months (Neal and Phillips 2011). The dominant wind direction is south-westerly which 
brings mild and unsettled weather in the winter and cool and overcast conditions in the summer 
months. During the summer months, with a southerly wind direction, warm land temperatures 
can also lead to localised convectional thunderstorms and rainfall (Barry and Chorley 2009). 
Topographical (orographical) rainfall can also occur at higher elevations. See Neal and Phillips 
(2011) for a detailed analysis of rainfall types and associated annual variability between them. 
A discussion on rainfall comparisons between the Derwent and Eden catchments is provided 
in Appendix I. Predicted increases in future rainfall, induced primarily by a warming climate, 
would suggest the monitoring of restoration schemes will become more significant as an 















Figure 3.3: A. The average rainfall (in mm) for Cumbria monthly. Values averaged across sites in Cumbria over 
a 20-year period. B. The average number of rainfall days per month in Cumbria. Values obtained from World 
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Figure 3.4: The aquifer classification for Cumbria. Data from the British Geological Survey (BGS) (2016). Whit 
Beck is shown with the red dot. 
 




Figure 3.4 shows the aquifer arrangement within Cumbria. The majority of the inland area of 
the county is characterised by unproductive aquifers.  Both study locations (Whit Beck and 
Barnskew) have similar aquifers of this type. The west coast of Cumbria is made up of a very 
productive aquifer, unlike central areas which has a significant intergranular flow through both 
macro and micro-pore structures. The far north of the county has moderately productive 
aquifers that stretch towards the north west and arc around the central part of Cumbria.  
 





































As discussed throughout Chapter 1, river restoration efforts have increased throughout the UK 
and Europe over the last 15-20 years for a variety of reasons. The north west of England, similar 
to much of the UK, has seen a number of different restoration efforts which combine differing 
drivers of river restoration (such as flood mitigation and improving biological relations) 
become more widespread during recent years.  Figure 3.5 shows the number of restoration 
projects within Cumbria using data provided by the Environment Agency (2016). Out of the 
87 projects on this map, the vast majority relate to restoring habitat features. 14 restoration 
projects within the area aim to have created a new habitat, while 2 maintain and improve the 






















3.2 Basic Information on Restoration Scheme 
3.2.1 Whit Beck 
The Whit Beck discharges into the River Cocker and is part of the Derwent catchment in West 
Cumbria. The WCRT (West Cumbria Rivers Trust) was responsible for managing the 
restoration scheme. The original Whit Beck channel was straight and ran for a distance of 
approximately 350 meters (Figure 3.6). The new channel was created to become an active 
meandering channel which would create new ecological habitats along the stretch of the river, 
while ensuring hydrological efficiency was maintained.  The length of the new channel is 
approximately 1200 meters meaning channel length has increased by a factor of around 4. The 
inclusion and creation of a pool-riffle sequence along this new section was also seen as 
important in sustaining local biological habitats. The new channel size (cross sectional area) 
was created to accommodate 7 m2  (Figure 3.7) in upper sections of the Whit Beck, and 9.5 m2 







Figure 3.6: A. An aerial image of the Whit Beck site. Image adapted from GoogleEarth (2016) ©. B. A map of 
the immediate area. Image adapted from DigiMap (2016) ©. The red lines represent the original straight, walled 








Figure 3.7:  A diagram showing the changes made at Whit Beck. Diagram from WCRT (2016)





The topography of the immediate area around the restoration site is shown in Figure 3.8 using 
an OS DEM 5 m resolution. The Whit Beck restoration scheme is situated near a confluence 
with the River Cocker and thus has a relatively low land elevation in comparison to the 
surrounding areas. The majority of the site is characterised by an elevation of below 50m (red 
lines) and elevations increase in both an easterly and westerly direction. Higher elevations can 
be seen in the upstream section above the Whit Beck site. Significantly higher elevations of 





















Figure 3.8: An OS (Ordinance survey) 5 m DEM of the Whit Beck area. Data adapted from Digimap (2016) ©. 
The location of the original channel is shown. 
kilometres 





The bedrock geology of West Cumbria is diverse and a range of different bedrock types can be 
found at Whit Beck. The majority of the wider catchment area is made up of either mudstone 
or siltstone; while the immediate underlying bedrock around the restoration site is considered 
kirk stile Fomration ( mixes of mudstone and sandstone). Areas of Siluro - Devonian rocks can 
also be associated with the cachment.  The bedrock geology can be important in promoting or 
controling a range of fluvial processes such as infiltration rates, groundwater, throughflow and 
thus an appreciation of the effect different bedrock material may have is important. A summary 
of the bedrock geology of the immediate area around the Whit Beck site can be seen in Figure 
3.9. Fault lines are also shown. A number of fault lines run across the study site in a east -west 
orientation. This may influence the groundwater dynamics on a smaller spatial scale and 
promote overland flow and saturation of ground, espcially at lower elevations. No apparent 










Figure 3.9: Geology of the Whit Beck area. Data from British Geological Survey (BGS) (2016). The original 





Calcalkaline dyke suite – Lamprohyres 
Hope beck Formation – mudstone and siltstone  
Loweswater Formation – Wacke 
Kirk stile Formation – mudstone and siltstone 




3.2.1.3 River Flooding Risk 
Flood risk and flood mitigation is one of the most important drivers in river restoration efforts 
and schemes across the UK (Smith et al. 2014b; Grabowski et al. 2014). The inundation risk 
from river  flooding can be summarised in Figure 3.10. It is important to note that these flooding 
potentials were reported before the construction of the new channel. The effects restoration 
will have on flood alleveation within the local area must be evaluated before new schemes and 
proposals are put forward for planning. The field directly to the north of the original channel 
had a higher probability of flooding compared to the location of the new channel. Flood risk 
along the River Cocker is also shown on the diagram, with areas of the lower section of the 
Whit Beck (new channel) located within this flood risk zone. 
 
Figure 3.10: Flooding risk at Whit Beck, using data from the Environement Agency (2016). The area shown 
(light blue) is the area at risk of flooding up to 1 in 1000 year event (0.1%). All data pre-restoration in August 
2014.  
Old straight channel 
Approximate position of 
new channel 
250 m  




3.2.1.4 Groundwater Conditions 
Groundwater hydrology and the underlying geology can play an important role in determining 
the hydrological relations through a catchment on a reach, sub-catchment and landscape scale. 
Figure 3.11 summaries the groundwater level at Furness Abbey in West Cumbria (nearest 
groundwater site with available data to the Whit Beck site) between the years of 1973 and 1995. 
As expected, oscillations can be seen between the summer and winter months. Mean annual 
rainfall at Furness Abbey is 1027 mm. The values discussed may have little relevance to the 
groundwater levels today and levels are likely to differ spatially, meaning this dataset is 
unlikely to give a fair reflection of groundwater conditions at Whit Beck. However, the Figure 
highlights the importance of different seasons in promoting differing groundwater conditions 
that will influence hydrological behaviour at the study site.  
Groundwater levels are also likely to alter significantly temporally, specifically during high 
rainfall or discharge events during prolonged periods. Predicted models for future flow suggest 
the likelihood is that groundwater levels may increase by 0.5 m on average across the year 
(Figure 3.12). Larger differences are expected in late summer and early autumn with some 
predictions suggesting groundwater levels at Furness Abbey may be around 1 m higher in 5-
10 years. It is suggested that this would be due to increased precipitation within the local area. 
Proportional increases in flood risk would be expected if these scenarios proved to be correct.  
 




Figure 3.11: Groundwater flow at Furness Abbey (West Cumbria). Observed data is shown by the black line, 
while simulated data is shown by the blue line. Data from Catchment Fact sheets, sourced from the British 
Geological Survey (BGS) (2016). Please see BGS link for full details.  
 
Figure 3.12: Predicted groundwater flow at Furness Abbey (West Cumbria). Observed data is shown by the blue 
line, while future flow data (10 years) is shown by the green lines. Differing green lines relate to different 
environmental parameter values, all relating to a warmer and wetter climate in 2026. See BGS link for specific 















3.2.1.5 Land Cover 
The area around the site has a range of different land classifications as outlined by the land 
cover map (CEH 2007). The majority of the area can be classified as improved grassland. This 
is grassland that could be used for agricultural purposes. The fields towards both the north and 
south of the old and new channel are classed as improved grassland. Towards the confluence 
with the River Cocker, a greater proportion of broadleaved, mixed and yew woodland can be 
seen that run parallel with the River Cocker moving upstream. The land cover of the Whit Beck 
can be seen in Figure 3.13, while the relative percentages of different types of land cover can 
be viewed in Table 3.1. A small area of neutral grassland can be seen towards the far south east 
section of the restoration site. For the immediate area and upstream section, around 55% of 
land can be classified as improved grassland. A fair proportion (12%) of rough grassland can 
be seen in pockets around the sub-catchment. Broadleaved and horticultural land cover make 
up about 10 and 8 % respectively. 












Land cover % 
Improved grassland 55 
Rough grassland  12 
Broadleaved, mixed and yew woodland 10 
Arable and Horticulture 8 
Acid grassland  8 
Neutral grassland 7 













Figure 3.13: Land use classifications for Whit Beck using Land use map (2007) from Centre for Ecology and 
Hydrology (CEH) (2007). The red circle shows the location of the where the old channel disscharged into the 














Figure 3.14: Land use classifications for the wider catchment using Land use map (2007) from Centre for 











The wider Derwent catchment has a range of different land classifications as shown in Figure 
3.14. Unlike the immediate Whit Beck sub-catchment, the land use is not predominately 
improved grassland (light green). Large areas of acid grassland can be noted, specifically 
towards the west in high topographical areas. Large areas of acid grassland coincide with higher 
elevations towards the north west and south east of the Whit Beck site also. Lower areas (closer 
to Whit Beck) can be characterised by improved grassland and broadleaved, mixed and yew 
woodland. Areas of heather are also more apparent at higher topographic elevations. A large 






















3.3 Fieldwork Campaigns 
A variety of different techniques are used in this thesis in order to evaluate the use of SfM 
technology in monitoring the restoration scheme examined. A discussion of the techniques 
used is presented and flowcharts are used to show specific procedures used for the data analysis 
presented. After outlining the fieldwork campaigns (Section 3.3), the use of Photoscan and the 
formation of DEMs is first examined (Section 3.4), which is followed by a dialogue on the 
techniques used in the TLS, bathymetric, DoD and modelling (Sections 3.5-3.8).  
Three visits to Cumbria were undertaken with data collection taking place in October 2014, 
March 2015 and July 2015. The purpose of this was to enable a fair representation of channel 
development to be thoroughly documented and analysed along Whit Beck. This would also 
allow monitoring of the morphodynamics of the channel during the first year since restoration. 
Table 3.2 shows information on the surveys undertaken. For all subsequent geomorphic 
analysis, the focus was on change between the upstream end of the Whit Beck and the 1st 
bridge. The October 2014 SfM survey mapped only until this point, whereas the March 2015 
and July 2015 surveys mapped the channel up until the confluence with the River Cocker. 
Three different camera/quadcopter platforms were used to allow comparison between different 

























































1342 4 Yes Yes  49 Upstream to 
downstream  













917 3 Yes No 96 Upstream to 
downstream 













2 All day 
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dusk) 



















3.4 SfM and UAV Workflow 
3.4.1 SfM Methodology 
The primary methodology used in this investigation was SfM photogrammetry. In October 
2014, a company based in Cumbria called Airscapes was asked to take aerial imagery of the 
Whit Beck site at a cost of £280. Four flight lines were flown to give an initial understanding 
of how the processing of data could be used. The aim of the first field campaign was to acquire 
data to design the methodology of subsequent image acquisition. This would allow a better 
understanding of the effect that variables such as image overlap and number of targets had on 
the quality of the DEM produced.   
A DJI Phantom+ with compact camera was used in March 2015. A DJI phantom 2 was used in 
July 2015 with an additional camera mount and Panasonic Lumix camera.  A mount from 
Drone Expert was purchased for a cost of £850.The purpose of this was to hold a camera in 
place which could take a higher quality image of the channel under investigation. The cost of 
the Panasonic Lumix camera was £450.  
The purpose of using these three different formats was to see if these had any influence in DEM 
production and formation. Comparisons between the Airscapes imagery and the DJI Phantom 
imagery could then be made. Data collection from October 2014, March 2015 and July 2015 
would then provide an appreciation of channel change through time to be acknowledged. 
For the UAV surveys, targets (consisting of 0.5 x 0.5 m plastic black sheets with yellow 
crosses) were used to ensure accurate referencing was undertaken. The number of targets and 
the spacing between them for each campaign differed. A Leica RTK GPS was used to survey 
the target points along the river corridor. The coordinates of these targets were then used in 
Photoscan to georeference the model being produced. 




These images acquired were used in the image processing software Photoscan and DEMs were 
then produced using corresponding orthophotos and dense point clouds. An overview of this 
process can be seen in Section 3.4.2. Hackney and Clayton (2015) discuss the use of UAVs in 





















3.4.1.1 SfM algorithms 
 
SfM is becoming increasingly used within the geosciences as its applicability to a wide range 
of geomorphic environments is favourable for a range of differing data requirements. The 
general SfM workflow can be split into a number of individual sections and these are explored 
in more detail below. SfM was developed primarily within the Computer Science discipline 
and interest grew in the procedures outlined after the successful development of feature 
matching algorithms in the 1980s (Forstner 1986; Harris and Stephens 1988, Westoby et al. 
2012).      
SfM has the advantage of not needing coordinates of camera positions and thus a manual GCP 
network can be set-up which can allow for targets to be placed in specific locations which 
favour the data collector. This allows more control over the spatial extent and resolution of the 
survey undertaken. Images which are sharp and have a higher resolution are likely to give 
superior results, however computer processing time must be balanced in this regard. 
Environmental variables such as lighting, shade and obstacles which are moving or hide parts 
of the image are likely to alter the results obtained. Image collection and the GCP network need 
to be aligned to the needs of the survey and the environmental and geomorphic settings 
(Westoby et al. 2012).  
The first stage of data processing (Figure 3.17) relates to finding correlating points in differing 
images. The SIFT (Scale Invariant Feature Transform) algorithm is used in many 
photogrammetry software packages and allows matching features in corresponding images to 
be attained (Snavely 2008). Keypoints are then identified and descriptors can then be used to 
allow the visualisation of matching features within a local coordinate system (i.e. before 
georeferencing has taken place) (Lowe 2004; Westoby et al. 2012). Figure 3.16 shows an 
output of the SIFT algorithm from Brown and Lowe (2007).   




Figure 3.16: Showing outputs from a SIFT algorithm. A and b: Original images, c and d: locations of feature 




































The next stage involves a bundle adjustment to allow camera positions and orientations to be 
assigned (Lourakis and Argyros 2009). This allows the formation of a sparse cloud. A number 
of algorithms can be used in this step, however many SfM packages use variations of RANSAC 
(Random Sample Consensus) (Fischler and Bolles 1987; Arya et al. 1998). RANSAC is most 
widely used as it simple to apply to different codes and can be applied to data which is noisy 
(30% + outliers) (Schnabel et al. 2007). To produce a dense point cloud from the resulting 
sparse point cloud, algorithms such as CMVS (Clustering view for Multi-view stereo) and 
PMVS2 (Patch-based Multi-view stereo) can be used.  The CMVS algorithm allows image 
clusters to be formed by selecting images where SfM points can be associated with objects of 
known reference (Furukawa et al. 2010). Figure 3.18a shows this in graphical form. This 
process is repeated until a required spatial extent of image clusters has been achieved (Figure 
3.18b).  The PMVS2 algorithm is a correlating, aggrandising and filtering technique (Furukawa 
and Ponce 2010). Corresponding points within differing images are correlated together and 
neighbouring cells which contain no data are interpolated using the patch expansion algorithm. 
Figure 3.18c shows the patch expansion algorithm developed by Furukawa and Ponce 2010. 
The interpolation and filtering steps are repeated numerous times to ensure as many points are 
created in empty cells as possible. There are only two conditions which do not allow data to be 
entered in empty neighbouring cells. Either if data has already been created within an adjacent 
cell or if surface depth between the two cells is of a large magnitude (Figure 3.18d) (Furukawa 
and Pounce 2010).  Please see Furukawa and Pounce (2010) for a detailed mathematical 
explanation of the PMVS2 algorithm, this discussion is beyond the scope of this study.  
 


























Dense point cloud formation 
Figure 3.18 a. showing how CMVS produces image clusters. Images with similar matches are correlated together (orange boxes). B. showing a 
diagram representing how the process is repeated to ensure enough image clusters are produced for a given spatial extent. Figures from 
Furukawa et al. (2010). C. Showing the PMVS algorithm for matching patches to adjacent cells, see Furukawa and Pounce (2010) for a full 
mathematical explanation. D. Showing a diagram of how cells may not be interpolated. A is this diagram represents cell data calculation in the 
correct manner, b represents issues when neighbouring cells contain adequate data pre-algorithm and c. when differences in surface depth are 










The next stage is the transformation of the dense cloud into a real world coordinate system. 
This can be done by adding GPS data to the GCP network. Georefrencing of point cloud data 
is required if enviromental processes are to be measured or monitored. Mesh/DEM/DTM 
creation can then be carried out once the model has been sucsesfully georefrenced. The 
workflows discussed represent a generic procedure and differing software will use variations 


















3.4.2 AgiSoft Photoscan 
Once imagery was collected, photos were processed using Agisoft Photoscan. Photoscan uses 
coherent points from corresponding images to mesh together an area of interest, which in turn 
allows dense point cloud, orthophoto and DEM production. Coordinates of reference points are 
added to the software and a coordinate system is selected. The series of steps required to 
produce a DEM is shown in Figure 3.19. 
The photos are loaded into the program and aligned with one another. Image overlap is 
important here as an increase in the number of coherent points between differing images allows 
for a better representation of spatial variability to be achieved (Snavely et al. 2006). Markers 
are then placed as reference points to enable triangulation between neighbouring images, so it 
is extremely important that coordinates for these points are accurate and precise. The 
movement of the bounding box allows the correct spatial representation and resolution to be 
attained, while maintaining the precise orientation required for the building of dense point 
clouds (Perez et al. 2013).  
Matching pixels from coherent images are correlated to produce a dense point cloud of the area 
under investigation (James and Robson 2012). At this stage, variables such as flying height and 
the number of GCPs becomes significant, as the point cloud needs to be of sufficient resolution 
and overlap. The point clouds are then built into a mesh which aims to build up the surface of 
the model. Edits can be made which eliminate sources of error or outliers in the data. The data 
is then exported as an orthophoto and then as a DEM. A key component of the SfM process is 
DEM evaluation and analysis, and accuracy assessments are vital in order to distinguish if the 
final product is of suitable validity for the purposes it is required for (Snavely et al. 2008). A 
good overview of the SfM process is provided by Micheletti et al. (2015).  
















1. Data collection: Images from UAV in this investigation. However other forms of data collection 
are available for imagery processing 
2. Add images into Photscan (or other DEM or Orthophoto generation software)
3. Align photos
4. Place markers 
5. Input marker coordinates 
6. Optimise camera alignment 
7. Set bounding box 




The specific algorithms within Photoscan are strictly hidden and developed with programmers 
internally. Photoscan does however use algorithms which favour better outputs, rather than a 
reduction in process speed (Photoscan 2016).  Table 3.3 shows the four main model formation 
phases and shows a description of the processes and algorithms being used. Tables 3.4 and 3.5 
show the exact parameters used within Photoscan in relation to differing phases of model 
development. These were kept uniform throughout the model phases to ensure any DEMs 
produced could be adequately compared post processing.  
Table 3.3: A description of the algorithms used in Photoscan. The exact details of which are not made available. 





Model phase Description Comparisons with other 
algorithms 
Feature matching At the first stage PhotoScan 
detects points in the source photos 
which are stable under viewpoint 
and lighting variations and 
generates a descriptor for each 
point based on its local 
neighbourhood. These descriptors 
are used later to detect 
correspondences across the 
photos.  
Very similar to the SIFT 
algorithm  
Solving for camera intrinsic and 
extrinsic orientation parameters 
PhotoScan uses a greedy 
algorithm to find approximate 
camera locations and refines them 
later using a bundle-adjustment 
algorithm. 




Dense surface reconstruction At this step several processing 
algorithms are available. Exact, 
Smooth and Height-field methods 
are based on pair-wise depth map 
computation, while Fast method 
utilizes a multi-view approach. 
 
Texture mapping At this stage PhotoScan 
parametrizes a surface possibly 
cutting it in smaller pieces, and 
then blends source photos to form 
a texture atlas. 
 















Image alignment  Accuracy: High,  
Pair preselection: generic,  
Key point limit: 40,000,  
Tie point limit: 10,000 
Camera alignment  Measurement accuracy  
Camera accuracy (m):10,  
Camera accuracy (deg): 5,   
Marker accuracy: 0.0005,  
Scale bar accuracy: 0.0001 
Image coordinate accuracy  
Marker accuracy (pix): 0.1,  
Tie point accuracy (pix): 4 
Camera optimisation 
settings 
Boxes ticked included fit f, fit cx,cy, fit k1,k2,k3 and fit p1,p2  
Dense Point cloud 
formation 
Quality: high,  
Depth filtering: Aggressive  
Mesh formation Surface type: Height field,  
Source data: dense cloud,  
Face count: high  
Texture formation Mapping mode: orthophoto,  
Blending mode: mosaic,  
Texture size/count: 8192 
No colour correction  
Orthophoto 
formation 
Type: Geographic,  
Surface: DEM, 
Blending mode: Mosaic  
DEM formation Source data: Dense cloud, 
Interpolation: enabled   




  Parameter Description (taken from Agisoft Photoscan 2016 manual) Justification of chosen value 













Higher accuracy settings help to obtain more accurate camera position 
estimates. Lower accuracy settings can be used to get the rough camera 
positions in a shorter period. While at high accuracy setting, the software 
works with the photos of the original size, medium setting causes image 
downscaling by factor of 4 (2 times by each side), at low accuracy source 
files are downscaled by factor of 16, and lowest value means further 
downscaling by 4 times more. Highest accuracy setting upscale the image 
by factor of 4. Since tie point positions are estimated based on feature 
spots found on the source images, it may be meaningful to upscale a 
source photo to accurately localize a tie point. However, highest accuracy 
setting is recommended only for very sharp image data and mostly for 
research purposes due to the corresponding processing being quite time 
consuming. 
The highest accuracy was chosen to 
ensure the most accurate camera 
positions where estimated.  
Image alignment: pair 
preselection  
The alignment process of large photo sets can take a long time. A 
significant portion of this time period is spent on matching of detected 
features across the photos. Image pair preselection option may speed 
up this process due to selection of a subset of image pairs to be 
matched.  
In the Generic preselection mode the overlapping pairs of photos are 
selected by matching photos using lower accuracy setting 
first. In  the  Reference preselection  mode  the  overlapping  pairs  of  
photos  are  selected  based  on  the measured  camera  locations  (if  
present).  For  oblique  imagery  it  is  necessary  to  set  Ground  
altitude value (average ground height in the same coordinate system 
which is set for camera coordinates data)min  the  Settings  dialog  of  
the  Reference  pane  to  make  the  preselection  procedure  work  
efficiently. 
 
Generic setting was chosen as this 
has been found to be most applicable 
for DEM formation (see DEM 
construction at AgiSoft Photoscan 
2016).  Camera positions were also 
unknown. 
Table 3.5: Parameter description and justification. 




Ground altitude information must be accompanied with yaw, pitch, roll 
data for cameras. Yaw, pitch, 
roll data should be input in the Reference pane 
Image alignment: Key point 
limit 
The number indicates upper limit of feature points on every image to be 
taken into account during current processing stage. Using zero value 
allows photoscan to find as many key points as possible, 
but it may result in a big number of less reliable points. 
 
A limit of 40,000 was chosen as this 
was suggested in the Agisoft 
Photoscan DEM formation 
guidelines. This balances mesh 
accuracy against computational 
demand.  
Image alignment: Tie point 
limit 
The number indicates upper limit of matching points for every image. 
Using zero value doesn't apply any tie point filtering. 
 
A limit of 10,000 was chosen as this 
was suggested in the Agisoft 
Photoscan DEM formation 
guidelines. This process has a 
significant influence over processing 
time and should be kept as low as 
possible if processing time is to be 
minimised.  
Dense Point Cloud: quality  Specifies the desired reconstruction quality. Higher quality settings can 
be used to obtain more detailed and accurate geometry, but they require 
longer time for processing. Interpretation of the quality 
parameters here is similar to that of accuracy settings given in Photo 
Alignment section.  
Highest quality settings were used to 
allow best possible results, despite in 
some cases very long processing 
times (over 20 hrs).  
Dense Point Cloud: Depth 
Filtering 
At the stage of dense point cloud generation reconstruction  
Photoscan calculates depth maps for every image. Due to some factors, 
like noisy or badly focused images, there can be some outliers among 
the points. To sort out the outliers Photoscan has several built-in 
filtering algorithms that answer the challenges of different projects. 
If there are important small details which are spatially distinguished in 
the scene to be reconstructed, then it is recommended to set Mild depth 
filtering mode, for important features not to be sorted out as outliers. 
This value of the parameter may also be useful for aerial projects 
An aggressive option was used as 
this is recommended for aerial 
surveys over large spatial extents.  




in case the area contains poorly textured  roofs, for example. 
 
If the area to be reconstructed does not contain meaningful small 
details, then it is reasonable to choose aggressive 
depth filtering mode to sort out most of the outliers. This value of the 
parameter normally recommended for aerial data processing, however, 
mild filtering may be useful in some projects as well  
 
Moderate depth filtering mode brings results that are in between the 
Mild and Aggressive approaches. You can experiment with the setting 
in case you have doubts which mode to choose. Additionally depth 
filtering can be disabled. But this option is not recommended as the 
resulting dense cloud could be extremely noisy. 
 
Mesh formation: Surface 
Type  
Arbitrary surface type can be used for modelling of any kind of object. 
It should be selected for closed objects, such as statues, buildings, etc. It 
doesn't make any assumptions on the type of the object being modelled, 
which comes at a cost of higher memory consumption. Height field 
surface type is optimized for modelling of planar surfaces, such as 
terrains. It should be selected for aerial photography processing as it 
requires lower amount of memory and allows for larger data sets 
processing. 
 
Height field was chosen as this 
surface type is most applicable to 
geomorphic environments.   
Mesh formation: Source 
data 
Specifies the source for the mesh generation procedure.  
Sparse cloud can be used for fast 3D model generation based solely on 
the sparse point cloud. Dense point cloud will result in longer 
processing time but will generate high quality output based on the 
previously reconstructed dense point cloud. 
 
Dense cloud was chosen to ensure 
best possible outputs were achieved.  
Mesh formation: Face count  Specifies the maximum number of polygons in the final mesh.  
 
 
High was chosen to produce the 
highest number of polygons in the 
mesh construction phase.  




Suggested values (High, Medium, Low) are calculated based on the 
number of points in the previously generated dense point cloud: the 
ration is 1/5, 1/15, and 1/45 respectively. They present optimal number 
of polygons for a mesh of a corresponding level of detail. It is still 
possible for a user to indicate the target number of polygons 
in the final mesh according to their choice. It could be done through the 
Custom value of the Polygon count parameter. Please note that while 
too small number of polygons is likely to result in too rough 
mesh, too huge custom number (over 10 million polygons) is likely to 
cause model visualization problems in external software. 
 
Texture formation: mapping 
mode 
In the Orthophoto mapping mode the whole object surface is textured in 
the orthographic projection. The Orthophoto mapping mode produces 
even more compact texture representation than the Adaptive orthophoto 
mode at the expense of texture quality in vertical regions 
 
Orthophoto mode was chosen as this 
produces the best representation of 
texture over topographical surfaces.  
Texture formation: blending 
mode 
Selects the way how pixel values from different photos will be 
combined in the final texture. 
Mosaic implies two-step approach: it does blending of low frequency 
component for overlapping images to avoid seamline problem 
(weighted average, weight being dependent on a number of 
parameters including proximity of the pixel in question to the centre of 
the image), while high frequency component, that is in charge of picture 
details, is taken from a single image - the one that 
presents good resolution for the area of interest while the camera view 
is almost along the normal to the reconstructed surface in that point. 
 
Mosaic was chosen as this gives best 
results when camera angle is along 
the normal of the reconstructed 
surface. It has also been found to be 
favourable for DEM formation ( see 
DEM construction on Agisoft 
Photoscan 2016).  
Texture formation: 
size/count 
Specifies the size (width & height) of the texture atlas in pixels and 
determines the number of files for texture to be exported to. Exporting 
texture to several files allows to archive greater resolution of 
the final model texture, while export of high resolution texture to a 
single file can fail due to RAM imitations. 
Value used was suggested for DEM 
construction.  





Texture formation: colour 
correction 
The feature is useful for processing of data sets with extreme brightness 
variation. However, please note that colour correction process takes up 
quite a long time, so it is recommended to enable the setting 
only for the data sets that proved to present results of poor quality. 
 
Not chosen as results did not suggest 
poor accuracies would be obtained.  
Orthophoto formation: 
Surface 
Orthomosaic creation based on DEM data is especially efficient for 
aerial survey data processing scenarios allowing for time saving on 
mesh generation step. Alternatively, mesh surface type allows to create 
orthomosaic for less common, yet quite demanded applications, like 
orthomosaic generation for facades of the buildings or other models that 
might be not referenced at all. 
 
DEM was used as this was suggested 
to be favourable.  
Orthophoto formation: 
blending mode 
Mosaic implements approach with data division into several frequency 
domains which are blended independently. The highest frequency 
component is blended along the seamline only, each further step away 
from the seamline resulting in a less number of domains being subject 
to blending. 
Average uses the weighted average value of all pixels from individual 
photos. The colour value for the pixel is taken from the photo with the 
camera view being almost along the normal to the reconstructed surface 
in that point. 
 
Mosaic was chosen as this is the 
default setting and is most applicable 
to the environment under 
investigation.  
DEM formation: source data  It is recommended to calculate DEM based on dense point cloud data. 
Preliminary elevation data results can be generated from a sparse point 
cloud, avoiding Build Dense Cloud step for time limitation reasons.  
 
Dense point cloud was chosen to 
produce best DEM products.  
DEM formation: 
interpolation 
If interpolation mode is disabled, it leads to accurate reconstruction 
results since only areas corresponding to dense point cloud points are 
reconstructed. 
 
Enabled was chosen as periphery 
areas needed to be interpolated too.  




With Enabled (default) interpolation mode will calculate DEM for all 
areas of the scene that are visible on at least one image.  


















3.4.3 Error Validation Workflow 
Error validation was also carried out to ensure error metrics reported in Photoscan were 
representative of the products produced (Figure 3.20). This was completed in ArcGIS. Figure 
3.20 shows a workflow for this process. 10 error validation targets were used in the initial 
analysis presented in Section 4.2. These targets were selected randomly and different from the 
targets used in image processing. A DEM and orthophoto of the area was required, along with 
coordinates for the targets used.  
Three error values were examined: MAE (Mean Absolute Error), RMSE (Root Mean Squared 
Error) and STDEV (Standard Deviation Error). MAE is calculated by deriving the average 
from a range of squared errors. A higher MAE value will represent a higher error percentage 
throughout the dataset. RMSE is calculated by working out the order of associated errors and 
correlating the multiplication of squared errors against the sum of squared errors uniformly. 
The standard deviation error is an indicator of how spread out the values are for a given dataset; 
higher values result from datasets which have a larger range of values spread around the mean. 
These values were calculated for the error validation targets only. These equations are shown 
below:  
 
is the actual observations  
is the estimated or forecasted observations                                                                                      
is the sum of the absolute errors (or deviations)  
is the number of non-missing data points  
F is modelled results  
O is collected results  
(Spider financial 2016 and StatisticsHowTo 2016 for diagrams, see reference list)  





















1. Open program which is required for error validation 
technique (e.g ArcGIS). Things that are needed: DEM, 
orthophoto, validation points, correct coordinate system
2. Create a new point shapefile that will contain the modelled points (validation points that are not 
used in image processing software). 
catalog, new shapefile, point ( polygon for digitilising WSE), ensure correct coordinate system is used
3. Add fields in attribute table ( x, y and 
z). Add field, float type, ensure correct 
precision and scale in field creation
4. Digitalise the location of the validation points - create a point at the centre of each 
target. This is done by editing features. The point file must be selected in the right sided 
panel. Right click on validation points and select label features to label for ID, save edits
5. Populate the x and y fields. Open 
the shapefile attribute table, calculate 
geometry for the required field 
6. Populate the x field by using the extract 
values to points feature. Input point = 
point shapefile and input raster = DEM
7. Use field calculator to copy across values. 
Comparison between observed and modelled values 
in appropriate programs (e.g Microsoft Excel)




3.4.4 Parameter Analysis 
Two parameters were altered in the initial testing of the October 2014 data. These were image 
overlap and the number of targets within Photoscan. 
3.4.4.1 Image Overlap 
Image overlap was altered by selecting and deselecting images in the appropriate folders used 
within Photoscan. Approximate image overlaps were checked using the reports generated from 
Photoscan (see Figure 3.22).  Four approximate image overlaps were used (60, 70, 80 and 
90%), while three different models were also examined. Models which started with the number 
one had one flight line, models which started with the number two had two flight lines, while 
models which started with three had three flight lines (one of which had oblique imagery of 
around 14°). The same number of targets were used throughout these experiments (image 
overlap experiments only), both for GCPs within Photoscan (30) and error validation in ArcGIS 
(10). Image overlap relates to each flight line; for an approximate image overlap, all flight lines 
were examined to ensure image overlap was near to the percentage required. It is difficult to 
reduce the effect of adjacent imagery when differing flight lines are close together, therefore 
greater image overlap may be induced if similar flight paths were taken. This has been taken 
into account and minimised during data processing. All flights in October 2014 were flown 











Figure 3.21: Diagram showing image overlap concept. The green dot represents a reference point of known 
coordinates.  The first picture shows a diagram showing one image which is taken 90° to the ground level 
(horizontal elevation line). A 50% image overlap is presented in the centre picture where two overlapping 
images share a coherent point with the reference marker. The right picture shows an increased image overlap 










Figure 3.22: Image from report generated from Photoscan to deduce approximate image overlap. This example 
is from October 2014 using all images available (1 flight line). Numbers on key are the number of images which 
share a coherent point.  




3.4.4.2 Number of Targets 
The number of targets used in the Photoscan model was also investigated using the initial data 
from October 2014. Figure 3.23 shows how targets were arranged for the October 2014 survey. 
Targets were placed to ensure a complete range of elevations had a georeferenced point. 
Targets were placed near channel bars and edges, and on channel banks.  All experiments used 
models which had three flight lines and a high image overlap (>90%). Targets were reduced in 
multiples of three (e.g. 33/30/27/24/21), but 10 error validation targets were still used for all 
experiments. Validation points were chosen in a random manner, where coordinate GPS points 
had been taken. A model which used two flight lines and oblique imagery (similar to model 3 
within the image overlap experiments) was used and the same spatial area was investigated to 
ensure validity. All models used October 2014 imagery (same as image overlap experiments) 
and had a 90% image overlap, as this was found to be the best image overlap value generally 
in promoting best quality products. 















Figure 3.23: Targets used in the October 2014 experiments.  
 
3.4.4.3 March 2015 and July 2015 Data 
After initial parameter analysis, best quality DEM products were built using the information 
gained from the image overlap and target analysis experiments. Details of data collection for 
March 2015 and July 2015 can be seen in Table 3.2.  
 
 




3.5 TLS and Cyclone 
TLS was also used to compare outputs with the SfM results.  A Leica 6100 Geosystems laser 
scanner was used and data was collected by triangulating corresponding reference points and 
progressing along the channel in a coherent manner. Each base station had three reference 
points that radiated from the central “recording” source. The mean error across the complete 
October 2014 TLS dataset was 0.0018 m. Moving objects, the weather and surface water 
reflection along with many other variables can all affect the quality of results and were 
acknowledged and steps were taken to ensure that their influence was minimised during the 
scanning process. Figure 3.24 shows the scanner used at Whit Beck, while Figure 3.25 shows 
how targets are placed in a triangular nature to allow a wide spatial extent of the whole area 
under investigation.  
Eleven scan stations were used in the October 2014 TLS dataset, with the original point cloud 
containing over twenty-four million points. After manual editing, this was reduced to just over 
seventeen million points. The GIS software cyclone was used to edit the TLS outputs. Cyclone 
is made by Leica Geosystems and allows 3D point cloud production and analysis. The software 
costs around £500 a year for a licence and the scanner itself costs approximately £50,000. A 
TLS dataset for August 2014 was also used that incorporated the entire restoration scheme; this 


















Figure 3.24: TLS hardware used in this investigation along the Whit Beck. 
 
Figure 3.25: Showing how targets are set out when a TLS scan is being carried out to ensure a wide spatial 
representation. The main scanner is shown in the centre circle, while two targets are shown on the left and right 
side. The third target was situated 50 m downstream of the arrow on the left side bank (looking upstream).  




The TLS data was then converted into a raster file using ArcGIS, a workflow for this technique 
is presented in Figure 3.26. This raster was then compared to the SfM outputs using the raster 
calculator function in the program. Two SfM October 2014 products were compared with the 
October 2014 TLS data. A SfM DEM made using one flight line (model starting with 1) and 
three flight lines (model starting with three) were compared. A high image overlap was used 
(>90%) and 33 targets were used in Photoscan. 
Further comparisons with the August 2014 TLS dataset were also made. Firstly, a TLS-TLS 
comparison was undertaken to assess channel change between these two surveys. Comparisons 
between the August 2014 TLS data and the two SfM October 2014 products (using one and 
three flight lines) were then investigated and compared with the earlier TLS-TLS comparison.  
All TLS comparisons were carried out with the wetted channel area shaded out, as TLS cannot 
penetrate water. Therefore, this analysis was seen as an indicator of how SfM compared to the 








Figure 3.26: Workflow for TLS raster formation. 
1. Open programme which 
is required to process and 
extract TLS data (e.g ArcGIS)
2. Add data into program and ensure 
the same coordinate system is used 
throughout (e.g British National Grid)
3. Export the data - right click on data, export 
data, add exported data into new file (unclick 
old layers to save memory and time)
4. Draw polygon around the area of interest. e.g channel area click on catalog, select 
corect file structure, right click, new shapefile, ensure this is a polygon and select the 
appropriate coordianate system. Digitilise the area of interest by editing features  
5. Create a TIN of this area. Select the appropriate coordinate system. Two input 
features were used. The new shapefile that has just been created and edited and 
the points extracted. Mass points must be selected and a hard clip feature was used 
6. TIN to raster. Use the TIN that has just been 
created. Ensure correct specifics (e.g float, 
linear), use appropriate cell size (e.g 0.1 m)
7. Raster file 
created for 
TLS data 




3.6 Bathymetric Analysis 
Bed levels were derived using the technique shown in Figure 3.27 in ArcGIS.  SfM alone 
produces datasets which do not represent wetted areas well and thus to view channel change 
accurately, this procedure was undertaken. This technique has been used in previous studies 
(e.g Woodget et al. 2014) with errors found to range between 0.02 and 0.09 m. This was the 
magnitude of error aimed for in this analysis. Depths inferred were compared with measured 
depths in the field (using raster calculator for the z field) with the assumption that shallower 
areas would to be less favourable to this technique. Measured depths were randomly taken in 












Figure 3.27: Bathymetric analysis workflow. Depth points (measured) were added and compared to the depths 
derived from this technique. 
 
 
1. Open program which is required for 
bathymeric analysis (e.g ArcGIS). Ensure 
a DEM and orthohoto is available 
2. Draw polygon (using a 
new shapefile) around 
channel or area of interest  
3. Extract points at polygon 
edges. Create a point dataset 
along the edge of the channel 
4. TIN creation in 3D Analysist, 
load two layers, polygon (hard-
clip) and point (mass points) 
5. Use the TIN 
to raster tool to 
create a raster 
6. Calculate bathymetric levels from this corrected raster. (water surface - SfM DEM) and use correct 
multiplication (x 1.6). This gives a raster of depth values. Use GPS/ depth points as validation. This can 
be completed by adding the data into the program and extracting the values to points 
7. Mosaic to new raster to 
create a DEM which fuses 
together wet and dry areas




3.6.1 Mosaicking Wet and Dry Areas 
Wet and dry areas were mosaicked together to produce a corrected DEM which was then used 
in the subsequent analysis (Figure 3.28). A cell size of 0.01 m was used for all products 
(October 2014, March 2015 and July 2015) and the raster was created using a 32_bit_float cell 





















1.Open appropriate program 
(e.g ArcGIS) for mosaicking 
wet and dry areas
2. SfM DEM - corrected depths, this procedure 
produces a corrected bed level, just for the wet 
area. Raster calculator function can be used 
3. Mosaic to new raster - use the 
mosaic to new raster function. Ensure 
appropriate file type and cell size  
4. Save in required 
format (e.g tif, 
ascii, pdf, grid)




3.7 DEMs of Difference Methodology 
 
A technique which allows geomorphic differences between surveys to be mapped was 
undertaken.  Corrected DEMs were used and Figure 3.30 shows a workflow for this technique.  
This was completed by using an additional extension in ArcGIS. The Geomorphic Change 
detection (GCD) toolbox (Table 3.6 and Figure 3.29) was used to measure change between the 
October 2014 and July 2015 surveys. These two surveys were chosen as they allowed net 
morphological change across the entire monitoring period to be attained. An appropriate cell 
size (0.01 m) and horizontal decimal position (1) was used. Williams (2012) provides a detailed 




Figure 3.29: Geomorphic Change Detection main menu. Figure from GCD (2016).  
Table 3.6: Abilities that can be carried out by the Geomorphic Change Detection Toolbox.  
Menu Options available Description 
Project New GCD project 
Open GCD project 
Close GCD project  
GCD project explorer  
Project properties 
GCD report 
General workflow buttons  
Data preparation  Clean raster 
Create bounding polygon  
Add DEM survey to explorer  
ToPCAT 
Tools available for data 
preparation before analysis   
Analysis  Uncertainty Analysis  Roughness 
Analysis 
Geomorphic Change Detection 
 
Data analysis available 
 




First, an initial DoD was used to assess morphological change on wet and dry areas using no 
Minimum Level of Detection (MLD).  Different MLDs were then used to assess larger changes 
in the October 2014 and July 2015 DEMs. MLDs of 0.05 m, 0.20 m, 0.50 m and 1.00 m were 
























3.8 Flood Modeller Modelling (formerly called ISIS 2D modelling) 
  
Flood Modeller hydraulic modelling software was also used to map geomorphic units. Rasters 
were converted to ASCII format to be usable within the Flood Modeller software. Table 3.7 
shows some of the parameters used in this modelling, while Figure 3.31 shows a workflow for 
the 2D modelling. Modelling was initially carried out on the October 2014 data. Further 
modelling using the July 2015 outputs was undertaken to assess how geomorphic units varied. 
All models were run to a steady state and results were exported to produce mapped products.  
The software developed by CH2M allows differing flood scenarios to be mapped along areas 
of interest. 1D and 2D modelling can be carried out and the software used for this investigation 
along the Whit Beck; allowed up to 100,000 2D ADI, TVD and FAST cells to be incorporated 
into the modelling program (if required). This allows a range of spatial and temporal scales to 
be examined.  Flood Modeller can also be used for a number of different applications including 
1D and 2D floodplain modelling, floodplain mapping, flood forecasting and peak values, dam 
breach analysis, blockage designs and environmental checks (Flood Modeller 2016).  
Figure 3.32 shows the peak flows from the Environment Agency (2013) modelling report on 
the Whit Beck. Peak flows for a return period of 2 years range between 8 -13 m3/s. The aim of 
the modelling was to replicate baseflow conditions along the section of river. Although, the 
report uses the old channel for modelling, it is the only data available and was used to help 
select input flows into the model. For this analysis, it was assumed baseflow was approximately 
one sixth to one eighth of a two-year return period. Total flows of 1,2,4 and 6 m3/s were selected 
and used as input values into the model.  
 
 




Table 3.7: Parameters used in the Flood Modeller modelling. 





1 The modelled simulation length  This simulation length was chosen as it 
gave an adequate precision and did not 
require long waiting times (less than 2 
hours)  
Grid size (m2) 0.2 x 0.2 The size of each cell within the model (wet and 
dry areas) 
This was decided by balancing time 
requirements and modelling accuracy  
Time step 
(seconds) 
1 The minimum time interval for modelled data This was decided by balancing time 




0.05 The roughness value given to the modelled 
area.  
This was the default figure suggested by 







The input upstream boundary flow These values were chosen by using the 
data from the River Cocker at Low 
Lorton and Whit Beck at High Lorton 
modelling report (Environment Agency 
2013). Peak flows range from between 8-
13 m3/s for a 2-year return period. Please 





depth / m) 
0.05 The downstream output flow This was suggested to keep the model 
running at a steady state 
Number of 
cells used 
68461 The number of cells within the spatial extent 
modelled (wetted area) 
The exact value was not chosen, however 
the study aimed to provide around 60,000 
cells per simulation. This was chosen in 






671 The data used for each simulation (average) The exact vale was not chosen; however, 
the aim of the study was to reduce 
computer time requirements when 
possible 
Solver Scheme ADI  The solver scheme used to model the area 
under investigation.  
The ADI solver was suggested in the 
Flood Modeller manual as best for DEM 
modelling at the Whit Beck 
 





Figure 3.31: Flood Modeller workflow. 
 
1. Convert DEM to ASCII format. This 
can be done in ArcGIS. 2.Install and Open Flood Modeller
3. Add GIS data to software. Four 
files are required. 
1. ASCII file 
2. Orthophoto
3. Input boundary
4. Output boundary 
4. Ensure input and output 
boundaries match (create these in 
ArcGIS as shapefiles)
5. Ensure correct layering of data. 
DEM and orthophoto layer must be 
below input and output cells.
6. Set up new 2D simulation
7. Select appropriate parameters 
(simulation length, grid size, time 
step)
8. Set active area. This can be 
completed by creating a shapefile 
(polygon) of the area wanted. 
9. Selct appropriate rouhness value 
or input roughness values if 
calculated. 
10. Set boundary conditions
11. Select output parameters 
(depth, velocity)
12. Ensure all other parameters are 
appropriate or at default values. 
(output Mass Frequency, ADI solver 
parameters) 
13.  Run Model 14. Select output parameter
15. Export to ArcGIS or another 
appropriate format.




Figure 3.32: Data from the River Cocker at Low Lorton and Whit Beck at High Lorton – modelling report 
(Environment Agency 2013). Peak flows range from between 8-13 m3/s for a 2-year return period. Please note 























3.9 Study Justification 
This project is significant as it aims to evaluate the use of SfM as a tool for the monitoring of 
morphological evolution of one river restoration scheme (Whit Beck, West Cumbria) over a 
considerable temporal (10 month) and spatial scale (hundreds of meters). A clear set of criteria 
will be established to enable an evaluation of whether restoration schemes can to be monitored 
effectively using a low cost approach. An overview of the feedback mechanism that enables 
constant improvement in restoration schemes is shown in Figure 3.33.  This is underpinned by 
gaining detailed and appropriate knowledge of catchment-scale processes which then can be 
acknowledged and incorporated into future projects. It is also important to realise that river 
evolution and system development can happen on a variety of interconnecting levels. This 
project will be using novel techniques and it is hoped that the results shown will be used to 
guide further restoration modelling studies. Restoration monitoring has been acknowledged as 
an integral and important factor in providing growth within the area of fluvial sciences and 
understanding how restoration schemes are likely to evolve in the future is of major importance.  
 
 
















Figure 3.33: Showing how an improved knowledge of catchment-scale processes can be gained and fed back 
into improving future restoration schemes.  
 
3.9.1 Why was the Whit Beck chosen? 
 
The site was chosen as it is an area of specific interest within Cumbria and the wider river 
restoration community. Whit Beck was chosen to evaluate the use of UAV (Unmanned Aerial 
Vehicles) surveys as it allowed the technology to be adequately tested and examined efficiently 
over a 10-month period. The main focus of this thesis is on the evaluation of the workflows 
presented, rather than the morphological evolution at the Whit Beck site.  
The site is a pioneering restoration scheme within the UK and have had a lot of regional and 
national attention (see links to BBC (2014) and ITV (2016)) due to the strategies employed at 
the site and the possible advantages to both biological and hydrological relations within the 
area. Finally, the project links to the WFD (Water Framework Directive) and highlight the 
growing importance that this has as a primary and direct driver of river restoration within the 




UK. The original straight channel failed the WFD ecological status and this was seen as an 
important driver in implementing the strategies developed on site.  
3.10 Conclusion 
An overview of the Whit Beck restoration site was discussed. A range of environmental 
characteristics were examined including topography, geology, flood risk, groundwater 
conditions and land use. A range of techniques have been described which were used in this 
thesis to evaluate the use of the SfM technology in a monitoring of river restoration capacity. 
Workflows have been presented which show detailed steps in the methods used and these can 
act as a guideline for repeat data acquisition. By using a range of appropriate methods, a 























Chapter 4: Parameter Analysis, TLS Comparisons and Bathymetry 
4.1 Introduction 
This results chapter consists of three components. First, an analysis of image overlap and target 
numbers is presented, to establish the characteristics of improved orthophoto and DEM 
production and to determine how subsequent data can be used most effectively in further data 
processing (Section 4.2). The products created are then compared to TLS outputs from August 
2014 and October 2014 in order to evaluate the two different techniques (Section 4.3). Lastly, 
bathymetric correction is carried out in order to map bed levels across the SfM DEM (Section 

















4.2 Parameter Analysis 
4.2.1 Image Overlap 
Image overlap investigations were carried out to determine the optimum percentage overlap 
required to induce best quality products from the SfM workflow. The specifics of these 
investigations were outlined in Sections 3.4.2, 3.4.3 and 3.4.4. The purpose of these 
experiments was to enable a better understanding of the parameters which control DEM and 
orthophoto production to subsequently produce best quality outputs for all campaigns 
investigated along the Whit Beck.   
4.2.1.1 Ground Control Point Errors 
 
A DEM showing the output produced for the 90% overlap using three flight lines can be seen 
in Figure 4.1. A corresponding orthophoto of this area is shown in Figure 4.2. Model 1 shows 
that errors were lowest when a 90% image overlap was used (Figure 4.3a). Mean errors of 
0.006 m (x), -0.002 m (y) and -0.003 m were calculated for model 1 (90% image overlap). 
Highest errors for 60 and 70% image overlap were seen in the z field with values of 0.024 m 
and 0.037 m respectively.  
Unlike models 1 and 3, results for model 2 show varied error values which show no clear 
pattern (Figure 4.3b). High z mean values can be observed for image overlaps of 60, 70 and 
90%. The lowest combined error reported was for an image overlap of 80% where error values 
were 0.007 m (x), - 0.016 m (y) and 0.008 m (z).  
The introduction of oblique imagery seems to produce datasets with lower error values across 
all image overlaps and throughout all three axes. Model 3 shows errors which are lower than 
any reported in both models 1 and 2 (Figure 4.3c), (apart from model 2 80% image overlap).  
An image overlap of 90% has the lowest combined error, however little difference can be 




observed throughout the experiments with model 3. Errors in the y field seem large compared 
to corresponding x and z errors with values ranging from 0.018 m to -0.023 m. An image 




















Figure 4.1: A DEM of Whit Beck for October 2014 using three flight lines (including oblique imagery) at a 90% 



















Figure 4.2: An orthophoto of the October 2014 SfM dataset using three flight lines (including oblique imagery) 
with a 90% image overlap. 






















































Figure 4.3: Errors at different image overlaps for a. model 1, using one flight line; b. model 2, using 
two flight lines and c. model 3, using three flight lines. The x, y and z axes are shown in blue, orange 
and green respectively. 
 





In summary, the results indicate that the addition of oblique imagery into the dataset reduces 
error values across all image overlaps, despite the relatively large errors in the y axis as 
compared to the x and z axis. An increased image overlap is likely to reduce errors in all three 
fields as highlighted by the error statistics associated with model 1 (90%) values, model 2 
(80%) values and model 3 (90%) values. Based on the results, models with a high image 
overlap of 90% were used in the subsequent data processing, while the inclusion of oblique 
imagery was also seen as important in promoting a reduction in errors in all fields. A table 

























4.2.1.2 Check Point Errors 
 
Further error analysis was carried out on the image overlap experiments to assess the reliability 
of any conclusions made. Details of this error validation process can be seen in Section 3.4.3. 
Figures 4.4a, 4.4b and 4.4c shows the results for MAE, RMSE and standard deviation error 
respectively.   
Figure 4.4a indicates that lower MAE values tend to be associated with higher image overlaps  
for all three models under investigations (little variation seen with model 3 results). The lowest 
errors were seen with model 3 (three flight lines, including oblique imagery), while larger 
errors were seen with higher image overlaps for models 1 and 2 respectively. A similar trend 
can be observed when RMSE is analysed for differing image overlaps and models (Figure 
4.4b). Higher image overlaps have lower RMSE values as a general trend, however specifically 
for model 3, RMSE values for a 70 and 80% image overlap are lower than the corresponding 
value for a 90% image overlap. The highest RMSE value obtained was for model 2, 60% image 
overlap.  Lower standard deviations can be associated with higher image overlaps, specifically 
for models 1 and 2 (Figure 4.4c). Model 3 has similar standard deviations throughout the four 
image overlaps investigated, which suggest that the error values are closer together than other 
model results. The largest standard deviation values were found with lower image overlaps (60 




































































































Figure 4.4: MAE, RMSE and Standard deviation for the image overlap tests. a. MAE, b. RMSE and 
c. standard deviation. M1, M2 and M3 represent models 1, 2 and 3 respectively.  
 




4.2.1.3 Summary – Image Overlap 
 
The experiments suggest that higher image overlaps result in lower error values throughout the 
dataset (x, y and z field). Lower error values are seen when higher image overlaps of 80 - 90% 
are used and thus this represents the best possible conditions for DEM and orthophoto 
production. The presence of oblique imagery within model 3 also results in a reduction in errors 
compared to other models (models 1 and 2), and can be seen as an advantage in the production 
of better quality outputs. 
4.2.2 Target Analysis 
The second parameter that was investigated was the influence of number of targets on 
orthophoto and DEM quality. As discussed, (Section 3.4.2), data was processed using the 
highest quality settings within Photoscan to ensure the best possible error results. Error 
validation was also carried out (Section 4.2.2.2). 
4.2.2.1 Ground Control Point Errors 
 
Models with a larger number of targets induce a reduction in mean errors (Figure 4.5). 33 
targets had the lowest combined error with values of 0.005 m (x), 0.018 m (y) and 0.014 m (z). 
A gradual reduction in errors can be seen in both the x and y axis errors as the number of targets 
within a model increases. Although lower combined errors can be associated with increased 
number of targets (33), lower z axis values can be observed for models with fewer targets (15, 









Figure 4.5: Mean errors when differing number of targets are used. The x, y and z axes are shown in blue, 
orange and green respectively. 
 
The results show that mean error reduces as the number of targets within the model increases. 
Nevertheless, variation can be seen, specifically in the z field. It is suggested that to ensure best 
possible outputs, a large number of targets should be used. The results strongly support the 






























4.2.2.2 Check Point Errors 
 
Further error analysis was carried out on the target experiments to assess the reliability of any 
conclusions made. Three error values were examined; MAE (Mean Absolute Error), RMSE 
(Root Mean Squared Error) and STDEV (Standard Deviation Error) (Figures 4.6a – c). A table 
showing all target analysis errors can be seen in Appendix II.    
MAE was seen to be more uniform when more targets were used for data processing (Figure 
4.6a). Error values seem constant between models 15 to 33 with similar MAE values calculated. 
The model with 21 targets had the lowest MAE value with a figure of 0.0036 m. RMSE shows 
that a model with 21 targets has the lowest error statistic (Figure 4.6b). This goes against initial 
notion that an increased number of targets within a model will result in lower error values 
across the three axes. Models with 30 and 33 targets had higher RMSE values than 
corresponding models with 24 and 27 targets. Standard deviation is uniform throughout all 
target analysis carried out, except at lower target numbers (especially 6 and 9) (Figure 4.6c).  
 
 











































































Figure 4.6: a. MAE (Mean Absolute Error), b. RMSE (Root Mean Squared Error) and c. 








4.2.2.3 Summary-Target Analysis 
 
The target experiments have provided an insight into how the number of targets influence 
output quality. Results suggest an increased number of targets within a model can significantly 
reduce error values in all fields (x, y and z), but variation within the z field can be noted.  
Highest error values can be associated with models which have fewer targets within them.  A 
higher probability of reduced errors exists when using more targets within a model. Error 
validation would suggest that a model with 33 targets will produce best quality orthophoto and 
DEM production resulting in fewer errors being propagated into subsequent datasets and 
processing. However, variability can also be acknowledged, specifically with the RMSE 
values.  
4.2.2.4 Image Overlap and Target Analysis Conclusions 
 
The image overlap and target experiments suggest that to increase the probability of best 
quality outputs, a high image overlap should be utilised in conjunction with a high number of 
targets. The presence of more than one flight line can also be seen as an advantage, while 
oblique imagery has been seen to reduce errors significantly (model 3, 90% image overlap).  
In the subsequent analysis, this knowledge has been used to construct the best possible products 
to best represent the processes and features under investigation. In the following sections, a 
brief overview of the datasets for October 2014, March 2015 and July 2015 are provided. All 









4.2.3 March 2015 and July 2015 Data 
To build the best quality March 2015 and July 2015 SfM products. a 90% image overlap was 
used for mesh construction, and as many flight paths as possible (and oblique imagery) were 
incoparated into the data processing. A discussion is presented on the March 2015 and July 
2015 data and for comparison, the same spatial area as the October 2014 dataset is used to 
allow bed level and DoD analysis. All products were made using the same resolutions (0.01 m) 
and target configurations as October 2014 to allow adequate comparisons to be made.  
4.2.3.1 DEMs 
Figures 4.7 and 4.8 show DEMs and orthophotos of the March 2015 and July 2015 data. Errors 
are presented in Figure 4.9. A table showing all error values is shown in Appendix II. The 
lowest (mean) combined errors were seen in July 2015 with values of -0.00312 m, -0.00364 m 
and -0.00572 m for the x, y and z fields respectively (Ground Control points). The highest 
combined errors were seen in the March 2015 dataset (Figure 4.9). Y axis fields had the  highest 











































Figure 4.7: DEMs for a. March 2015 and b. July 2015. Scale has been enlarged to make viewing clearer, same 
scale for both figures. The blue box shows an area of the March 2015 DEM which shows elevation values which 
are not in agreement with the other DEMs (October 2014 and July 2015), shade and tree cover are given as 
possible reasons for this. No DoD calculations were carried out using the March 2015 data as a result. This blue 









































Figure 4.8: Orthophoto for a. March 2015 and b. July 2015. 
 




Figure 4.9: Mean errors in the x, y and x field for the three surveys. The x, y and z fields are shown in blue, 
orange and green respectively. Values are Ground Control points with no error validation. All had the same 




Further data processing outputs for March 2015 and July 2015 are presented and compare 
adequately in quality with October 2014 data. July 2015 had the lowest combined errors across 
all three fields, while March 2015 had the highest combined errors seen. By examining the 
orthophotos, geomorphic variation throughout the temporal period under investigation is 




























4.3 TLS Comparisons 
 
To assess the errors in the SfM data across a spatially extensive area, a comparison with TLS 
data was carried out. This would allow a fair assessment of the SfM data to be attained and 
thus determine the effectiveness of the technique against data of a known vertical error quality.  
4.3.1 TLS Data 
TLS data from August 2014 and October 2014 were used in the subsequent discussion. Details 
regarding the error characteristics of these data can be seen in Section 3.5.  First, a comparison 
of the October 2014 TLS dataset was carried out against October 2014 SfM products. Earlier 
experiments concluded that a high image overlap produced a reduction in error values in all 
three fields (x, y and z) and thus two SfM products (both October 2014) were compared with 
the TLS data.  
 A SfM DEM which had a 90% image overlap and the inclusion of three flight lines (including 
oblique imagery) was used. This was created using 33 targets and was measured using the error 
validation technique outlined in Section 3.4.3. A second SfM DEM was also compared which 
used only one flight line, but otherwise used optimum conditions (33 targets were also used 
with this model and a 90% image overlap was used). Errors were of the same magnitude as 
reported in earlier discussion. The purpose of using two SfM outputs was to assess the 
importance of additional flight lines and oblique imagery.  It is also important to acknowledge 
that all TLS data used for comparisons consisted of z minimum values.  
In addition, data from August 2014 were also investigated to allow further analysis of the 
effectiveness of SfM outputs against TLS data. A comparison of August 2014 and October 
2014 TLS data was first completed to assess channel change over this time period. The SfM 
products were then compared to the August 2014 TLS data to assess what differences were 




observed and how these related to the changes seen when the two TLS datasets were compared. 
As discussed in the methodology section, October comparisons between TLS and SfM were 
carried out using the raw raster (using ellipsoidal elevations). TLS cannot penetrate through 
water and thus only dry areas were compared. Similarly, vegetation cannot be penetrated using 
SfM and thus these areas were omitted from the analysis.   
4.3.2 October 2014 TLS and SfM Outputs 
Figure 4.10a shows the October 2014 TLS data output for the area under investigation. The 
same spatial area as investigated in the earlier experiments was analysed. The difference 
between this October 2014 TLS data and two differing SfM outputs is shown in Figure 4.10b 
and 4.10c. The first SfM output used three flight lines from the October 2014 SfM dataset and 
had an image overlap of 90%. The mean difference between the two sets of data is 0.041 m. 
These errors are averaged across the full extent (excluding wetted area) and thus need to be 
examined with a degree of caution. The second SfM was used as a comparison and only used 
one flight line. The mean difference between this SfM output and the October 2014 TLS data 
was 0.043 m. The two comparisons show similar features and difference values throughout the 
dry area. The majority of the immediate channel bank area is characterised by small differences 
as indicated by the white colour (Figure 4.10). A similar level of difference can be seen when 
both SfM outputs are compared and this suggests that they are both of adequate quality to 

















































































































Figure 4.10: Differences observed between October 2014 TLS data and SfM outputs. a. October 2014 TLS data, 
b. comparison with SfM three flight lines and c. comparison with SfM one flight line (both 90% image overlap) 
and using optimum conditions as discussed in Section 4.2. Wetted area shaded out. D and E are close ups of the 








4.3.3 Comparisons with the August 2014 TLS Data 
 
To further assess the quality of the SfM data, comparisons with an August 2014 TLS dataset 
were made. The same spatial area that was investigated throughout the parameter analysis and 
earlier comparisons was examined.   
Figure 4.11a shows a comparison between the August (TLS) 2014 and October 2014 TLS data. 
This analysis was carried out using the raster calculator and shows the earlier raster (October 
2014) minus the older raster (August 2014). A large range of positive and negative differences 
can be observed throughout (Figure 4.11a). The mean difference is + 0.048 m (across the full 
spatial extent), which is relatively low, however this does not take into account the large range 
of positive and negative changes observed.   
The comparisons with the SfM outputs can be seen in Figures 4.11b and 4.11c respectively. 
Similar values across all August TLS comparisons can be seen, suggesting the SfM data is of 
high enough quality to accurately match the comparisons made with just TLS data alone. The 
average differences seen for the two SfM comparisons were + 0.0518 m (three flights) and         
+ 0.0517 m (one flight). Some of the similarities between the comparisons made can be seen 







































Figure 4.11: August 2014 TLS comparisons with a. October 2014 TLS, b. SfM three flight lines and c. SfM one 











SfM and TLS comparisons have been made to determine the validity of the SfM outputs in 
relation to data of a known error value. SfM data compare adequately with TLS data for the 
majority of the area under investigation. Limited differences between the comparisons between 
three flight lines and one flight line can be seen which suggests even data which has not been 
constructed using “optimum” conditions (as discussed and analysed in Section 4.2) can be of 
sufficient quality to compare with TLS outputs. The average difference observed between the 
October 2014 TLS and SfM data was around 0.04 m. These errors are across the full extent 
(excluding wetted area) and thus need to be examined with a degree of caution. The 
comparisons with the August 2014 TLS data further suggest that the SfM data are of reliable 
quality as they are very similar to associated October 2014 TLS comparisons for both datasets 




















4.4 Bed Level Correction 
A refraction correction technique was used to determine bed levels which is described in detail 
in Section 3.6. The resulting bed level data was then used in the subsequent DoD analysis and 
hydraulic modelling outputs. Bed level correction was carried out on three surveys (October 
2014, March 2015 and July 2015). The same spatial extent was investigated for each survey 
using the optimum criteria discussed in earlier sections. The purpose of correcting the wetted 
area was to examine how varied depth was between the three surveys and to establish error 
values between corrected and measured depths.   
4.4.1 Bathymetric Data 
4.4.1.1 October 2014 Data 
The refraction correction technique allowed submerged areas to be mapped, thus allowing an 
appreciation of bed level changes throughout the three surveys to be attained. Figure 4.12a 
shows the depths acquired for the October 2014 SfM data. A relatively deep area can be 
associated with the upstream section of Whit Beck, while other pool areas have been 
highlighted on the figure. A shallower section can be noted after the near 90° meander with 
depths typically of around 0.2 and 0.4 m. A deeper section is observed before the bridge where 
depths reach a maximum of 0.7 m (Figure 4.12a).  
4.4.1.2 March 2015 Data 
In comparison with the October 2014 data, the March 2015 data (Figure 4.12b) shows that the 
river was deeper on average, which correlates with measured depths in the field (Section 4.4.3). 
The majority of channel area featured depths of between 0.5 and 0.7 m. 
 




4.4.1.3 July 2015 Data 
The July 2015 bed level analysis suggests depths during this period were the lowest seen during 
monitoring (Figure 4.12c). This correlates with measured depths in the field and is what would 
be expected as precipitation levels tend to be lower during the summer months. Average depths 
within the shallower regions (upstream section and after the near 90° meander) were 
approximately 0.3 m, with deeper (pool) areas having depths which range from 0.6 to 0.7 m.  
4.4.1.4 Banding Issue 
All three depth charts shown in Figure 4.12 have areas of depth banding which may highlight 
errors within the respective datasets. It is difficult to attribute these bands to signal (real depth 
change) or noise (error formation) and thus an appreciation of this uncertainty within the data 
presented is required. These bands may be due to glare, shadow effects or tree cover and may 











































Figure 4.12: Depths derived from the refraction correction technique for a. October 2014; b. March 2015 and c. 
July 2015. The black arrows indicate the location of the bridge.  The red arrow shows the location of the tree for 
the discussion in the next section (Section 4.4.2). Scale has been enlarged to make viewing clearer, same depth 















4.4.2 Geomorphic / Depth Variation 
 
By analysing the three surveys, an area of relatively large magnitude changes can be mapped. 
Figure 4.13 shows this area in detail, and highlights that some river systems (specifically newly 
formed reaches, or reaches close to thresholds within the system) can be very dynamic, even 
over relatively small spatial and short temporal scales. Data from October 2014, March 2015 
and July 2015 indicate that channel change throughout the scheme was occurring at varying 
rates (See Section 5.2.1). The majority of the lower section of the scheme can be characterised 
as having little adjustment (for small to medium sized forcing events), while the upper section 
of the new channel experienced frequent changes in patterns of erosion and deposition. Figure 
4.13 also shows some banding of depth data which may be due to errors from glare, shadow 






















Figure 4.13: Depth and geomorphic variation at a section near the tree for a. October 2014, b. March 2015 and c. 













4.4.3 Depth Comparisons 
Comparisons between the three surveys indicate and highlight that depth variation is complex 
and dependent upon a number of deterministic variables that operate on various scales 
throughout a catchment. Table 4.1 shows the average error associated with the three different 
field campaigns and indicates that average errors were lowest during the October 2014 survey 
with a value of 0.029 m. Depth levels on average were highest during the March 2015 survey 
with an average depth value recorded in the field of 0.36 m. This correlates with the results 
discussed in Section 4.4.1.2 that indicate the March 2015 campaign had larger depths on 
average compared to the October 2014 and June 2015 campaigns.  
Table 4.1: Average error (between measured and bathymetric), average depth and number of depth points for 
surveys in October 2014, March 2015 and July 2015. 
 
 
Figure 4.14 shows these differences in depths in graphical form. The data used is from the 
refraction correction results discussed earlier. When the October 2014 and March 2015 depths 
are compared (Figure 4.14a), March 2015 depths can be seen to be generally higher. October 
2014 depths can be seen to be higher in a few isolated locations. The far upstream end of the 
area under investigation has October 2014 depths that are higher than the March 2015 values, 
while the area immediately before the bridge can be characterised as having October 2014 
depths greater than March 2015 depths.  The vast majority of the area under investigation (75%) 
had March 2015 depths that were higher than October 2014 depths (Figure 4.14a). Figure 4.14b 
shows a comparison of depth values for the March 2015 and July 2015 campaigns. The depth 
differences were very similar to the comparisons between the October 2014 and March 2015 
Survey Average error (m) Average depth measured in field (m) Number of depth points 
Oct-14 0.029 0.31 184 
Mar-15 0.046 0.36 149 
Jul-15 0.039 0.22 80 




datasets. March 2015 depths seem to be higher across the majority of the area examined, apart 
from the true left of the river in the far upstream section and the area before the bridge (Figure 
4.14b). Small areas where July 2015 depths were higher can be seen in the middle section. 
Variable depth differences can be seen when depths are compared for the October 2014 and 
July 2015 campaigns (Figure 4.14c). This is despite the July 2015 data having the lowest 
average field recorded depth measurement. Around 60% of the river can be characterised as 
having depths higher for October 2014, with the remaining 40% having larger July 2015 values.   
Data showing the differences in measured and estimated depths can be seen in Figure 4.15. 
Please note not all the depth measurements in the field as indicated in Table 4.1 were used in 
bed level validation. The highest R2 value obtained was with the July 2015 depth corrected data 
indicating values with this dataset match the trendline derived more closely than both the 
October 2014 and March 2015 refraction correction data. This is despite the October 2014 data 








































Figure 4.14: Depth differences (derived from corrected bed levels) for a. October 2014 and March 2015, b. 
March 2015 and July 2015 and c. October 2014 and July 2015.  
Areas where March 
2015 depths are highest 
Areas where October 
2014 depths are highest 
Areas where July 2015 
depths are highest 
Areas where March 
2015 depths are highest 
Areas where July 2015 
depths are highest 
Areas where October 
































































































































Figure 4.15: Measured depth (m) against estimated depth (m) for a. October 2014, 
b. March 2015 and c. July 2015. 
 




4.4.4 Corrected DEMs 
Dry and wet areas were mosaicked together to produce a corrected DEM which incorporates 
the full extent of the area under investigation. This was carried out using the procedure 
discussed in Section 3.6.1. Figure 4.16 shows the corrected DEMs for the three surveys 
undertaken. These corrected DEMs were used in the DoD and hydraulic modelling analysis 
and examined to assess their applicability. The influence of depth banding has been discussed 
throughout this section and can be seen as a reason for unrepresentative depths. Low R2 values 
also suggest estimated depths may be a poor indicator of actual depths. Despite this, average 



































Figure 4.16: Corrected DEMs for a. October 2014, b. March 2015 and c. July 2015. The box in Figure 4.16b 
shows an area which has larger errors in comparison, this may be due to tree cover and shade. Scale has been 












4.4.5 Summary – Bed Level Correction 
The March 2015 dataset was seen to be deepest on average which correlates with average 
measured depths in the field. The refraction correction technique was used to derive bed levels 
and depths; errors were lowest for the October 2014 values with an average error of 0.029 m. 
The highest average error was with the March 2015 dataset (0.046 m). A comparison between 
the three surveys indicates that channel change and adjustment can be of large magnitude. An 
examination of one area (near the tree) reveals channel change between October 2014 and 
March 2015 was high and this channel adjustment has been mapped to reveal how depths vary 
even on relatively small spatial scales. A further analysis of the measured depth differences 
suggests March 2015 depths generally deepest; smaller and more variable differences can be 
seen between the October 2014 and July 2015 levels. The issue of depth banding has been 
discussed and may be promoted by factors such as glare and shade. The bed levels derived 
from the refraction correction technique were used in subsequent DEM of Difference (DoD) 
analysis.   
4.4.6 Chapter Conclusion 
 
Initial image overlap and Target analysis experiments were conducted on the October 2014 
data to assess the best possible conditions for DEM and orthophoto production. A high image 
overlap, with more targets was concluded as best for inducing improved DEM quality, while 
the addition of oblique imagery also aided a reduction in errors. SfM data compared adequately 
with TLS data from both August and October 2014. Differences between SfM-TLS datasets 
were around 0.04 m (October 2014), while similar differences between the August 2014 and 
October 2014 data were seen in both the TLS-TLS comparisons and the TLS-SfM 
comparisons. These errors are across the full extent (excluding wetted area) and thus need to 
be examined with a degree of caution. Lastly, depths were derived from corrected bed levels 




to assess how depth varied between the three surveys. March 2015 depths were generally 
deepest, while an area of larger magnitude depth and geomorphic change has been examined. 
Differences between estimated and measured depths are adequate, with March 2015 data 
having the highest average error. Issues with depth banding which may be induced by 



























Chapter 5: DoDs and Hydraulic Modelling 
5.1 Introduction 
Further data processing techniques were applied to the SfM data to establish how effective and 
useful it could be in providing information about river change and the processes governing this 
change. Best quality products were used to first map geomorphic change using the DoD 
technique (Section 5.2). This would allow patterns of erosion and deposition to be quantified, 
while allowing an understanding of the frequency and magnitude of such change to be 
acknowledged. Hydraulic modelling was also examined to assess how SfM products could be 
used to classify geomorphic units (Section 5.3).  
5.2 DEMs of Difference (DoDs) 
DoDs (DEMs of difference) allow channel change to be quantified by comparing consecutive 
elevation models across an area of interest. This technique is very useful as it can give detailed 
information about the type of processes occurring, while also allowing the frequency and 
magnitude of such processes to be quantified. Corrected DEMs for October 2014 and June 
2015 were used to map patterns of erosion and deposition.  
This section is split into two broad sections. First, a DoD examining patterns in erosion and 
deposition is presented using no MLD for the period between October 2014 and July 2015 
(Section 5.2.1). These were chosen as they had the lower error metrics and allowed complete 
change throughout the monitoring period to be attained. Second, an examination of how change 
differed under different thresholds of MLD is presented (Section 5.2.2).  
 
 




5.2.1 Complete DEM Change Between October 2014 and July 2015 
The DoD displaying channel change between October 2014 and July 2015 can be seen in Figure 
5.1. Figure 5.2 shows the elevation chart that relates to this DoD. Figure 5.1 shows wet areas 
(channel) and also dry areas (surrounding bars, banks, fields). For the given spatial area under 
investigation, the majority of the area can be classed as showing net deposition (63%) and the 
remaining area (37%) can be classed as net erosional (Figure 5.3). The total spatial extent under 
investigation is 22151 m2, which equates to 14930 m2 of deposition and 7221 m2 of erosion. 
The largest frequency class of change was between 0.00 and -0.25, where approximately 10500 
m2 can be categorised (Figure 5.2).    
Channel change (wetted area) between the two surveys has been measured adequately and 
Figures 5.4, 5.5 and 5.6 show three examples of where the DoD has accurately mapped DEM 
change.  Bar formation on a meander in the upstream section of the site under examination has 
been mapped to show deposition over the temporal period (Figure 5.4). Figure 5.5 shows that 
even smaller features such as gulleys can be mapped and analysed using the DoD technique. 
Three distinct gulleys can be seen in the July 2015 orthophoto and all have been mapped in the 
corresponding DoD calculation. Another example showcasing the validity of this technique 
can be seen in Figure 5.6, where bar formation and fence lines has been mapped on a meander.  
To show that change of smaller magnitudes (>1 m) can be mapped accordingly, Figure 5.7 and 
5.8 show an erosion and deposition map of the area examined. Bar growth, channel erosion 

































Figure 5.1: A.DoD for October 2014 - July 2015. The locations of change highlighted in Figures 5.4,5,5 and 5.6 
are shown by letters a, b and c. River outline shown. Exported in original GCD toolbox format. B. Same data 









































































































Gully formation mapped 




























Figure 5.4: DoD change at location A (on Figure 5.1). A. DoD showing areas of erosion and deposition. Bar 
growth (deposition) and gully formation have been mapped. B. October 2014 orthophoto and c. July 2015 

















































Figure 5.5: DoD change at location B (on Figure 5.1). A. DoD showing areas of erosion and deposition. Gully 
formation, fence line and bar formation/growth have been mapped (black arrows). B. October 2014 orthophoto 











































Figure 5.6: DoD change at location C (on Figure 5.1). A. DoD showing areas of erosion and deposition. Bar 
growth and fence line has been mapped (black arrows). B. October 2014 orthophoto and c. July 2015 orthophoto 








Figure 5.7: Erosion map of the areas examined. Brighter red areas can be associted with a negative change 
(erosion). Black arrows indicate where gulleys have formed (as discussed in Figure 5.5). Large magntitudes of 
erosion are also seen in the upstream meander on this diagram (black arrow), this can be matched to an area of 











Figure 5.8: Deposition map of the areas examined. Darker blue areas can be associted with a positive change 












5.2.2 Examining Different MLDs 
 
To assess the magnitude of change, different MLD values were examined. These were 0.05 m, 
0.20 m, 0.50 m and 1.00 m. The changes observed when differing MLD values are used is 
summarised in Figures 5.9 and 5.10. The DoDs associated with these differing  MLD values 
can be seen (Figures 5.11, 5.12, 5.13 and 5.14), while elevation charts showing the relative 
proportion of change in grouped categories for these DoDs can also be viewed in Appendix III. 
A table showing this data in numerical form can also be seen in Table 5.1.   
As expected, the relative area experiencing change at higher MLD values decreased (Figures 
5.13 and 5.14). When no MLD value is used, 100% of the area examined experienced change. 
This decreased to values of 77% (17117 m2) and 34% (7576 m2) for MLD’s of 0.05 m and 0.20 
m respectively. 14% (3029 m2) of the area experienced change above 0.50 m, while 
approximately 4% (905 m2) saw change above 1.0 m. Higher MLD’s show that the percentage 
of erosion compared to deposition increases when larger magnitudes of change are assessed 
(Figure 5.10). At the 0.20 m level, deposition can be seen to be more prominent, with 62% of 
the area classed as depositing. However, at higher MLD values of 0.50 and 1.00 m, the relative 
percentage of area showing erosion increases.  43% and 53% of the area examined showed 






















Figure 5.9: Area of change when different MLDs are used. The grey bar shows complete DEM change, while 












Figure 5.10: Percentages of deposition and erosion when differing MLD values are used. Blue bar shows 






































Table 5.1: Different MLD values for spatial change. 
 
 
The DoD technique has mapped channel change adequately when corresponding orthophotos 
are compared. The only area of the channel experiencing channel change above 1.0 m is at the 
upstream meander (Figures 5.13 and 5.14) where channel change has been of the highest 
magnitude seen throughout the area examined (as discussed in section 4.4.2). This would 
suggest the DoD technique at higher MLD values has adequately mapped and determined areas 
where larger magnitudes of change are visible. This area of change can also be seen on the 









































no MLD 7,221 14,930 22,151 100 37 63 13 26 
0.05 
MLD 
4,843 12,274 17,117 77 37 63 13 26 
0.20 
MLD 
1,433 6,142 7,576 34 38 62 12 25 
0.50 
MLD 
674 2,355 3,029 14 43 57 7 14 
1.00 
MLD 
413 493 905 4 53 47 -3 -7 








Figure 5.11: DoD for October 2014 and July 2015 at the 0.05 m MLD. See Appendix III for matched elevation 
















Figure 5.12: DoD for October 2014 and July 2015 at the 0.20 m MLD. See Appendix III for matched elevation 
chart. The black arrow indicates the area of large erosion near the tree as discussed in Section 4.4.2. River 
















Figure 5.13: DoD for October 2014 and July 2015 at the 0.50 m MLD. See Appendix III for matched elevation 














Figure 5.14: DoD for October 2014 and July 2015 at the 1.0 m MLD. Please note change of scales. See 
Appendix III for matched elevation chart. The black arrow indicates the area of large erosion near the tree as 
















The complete DoD for October 2014 - July 2015 shows the spatial extent that was investigated 
(dry and wet areas) was mainly depositing. The largest frequency of change was between 0.00 
and -0.25 m (deposition) where approximately 10500 m2 can be classed in this category (Figure 
5.2). The DoD examined mapped change precisely with smaller scale features (gullys) visible 
on the maps produced. The relative proportion of erosion increased as higher MLD values (0.5 
and 1.0 m) were examined. 4% of the area examined change above 1.0 m and an area where a 
large magnitude of erosion has been physically seen has been correlated to the DoD results. 
This suggests the DoD technique is valid and reliable tool for the analysis of channel and 
surrounding land change, especially in the context of river restoration efforts. However, caution 
is required as the influence of tree cover and shade in promoting unrepresentative change may 
limit the applicability of this technique in other similar river restoration studies, specifically 
where vegetation cover changes regularly.  




5.3 Hydraulic Modelling 
Hydraulic modelling was carried out to infer geomorphic units in the Whit Beck data. This 
process would also validate the SfM outputs produced and determine how effective they could 
be in a modelling capacity. Initial testing was carried out using the October 2014 dataset by 
using the optimum conditions discussed in Section 4.2. Further modelling was undertaken 
using data from July 2015. Table 5.2 shows some of the values used in the hydraulic models 
created. Flood Modeller software was used in all model outputs. The total flows were selected 
by examining data in a modelling report for the River Cocker at Low Lorton and Whit Beck at 
High Lorton (Environment Agency 2013). A 1 in 2-year flood event along this section of the 
river was modelled to have an approximate flow of 8-13 m3/s (see Section 3.8).  Therefore, the 
range of selected flows would allow an appreciation of high and low magnitude flows (relative 
to 1 in 2 years) to be attained.  
 
 







Simulation length (hours) (model run = steady state) 1 
Grid size (m2) 0.2 x 0.2 
Time step (seconds) 1 
Roughness value (Manning’s) 0.05 
Upstream boundary (Total flow m3/s) 1,2,4 and 6  
Downstream boundary (normalised depth / m) 0.005 
Number of cells used 68461 
Memory usage (per simulation) 671 MB 
Solver Scheme ADI  




5.3.1 Total Flow Variability 
An assessment of changes in depth and velocity when different total flows are input into the 
model is presented. Figures 5.15 and 5.16 show depth and velocity variation for flows of 1, 2, 
4 and 6 m3/s using the October 2014 data. An expectation of the data would assume that depth 
and velocity generally should increase proportionally when larger total flow values are used. 
Local variation however plays a significant role in determining depth and velocity variation.  
5.3.1.1 Depth Variation 
Depth outputs using differing total flows are shown in Figure 5.15. Water levels increase as a 
larger total flow input is used. Deeper channel sections can be seen throughout Whit Beck, 
particularly in the meandering section (near the tree) and before the near 90° meander. A total 
flow of 1 m3/s is likely to be the most realistic output for daily flow variability for October 
2014. Flows of 4 m3/s and 6 m3/s show very large depths (>0.7 m) throughout the majority of 























Figure 5.15: Depth varation for different total flow inputs (October 2014 data) a. 1 m3/s b. 2 m3/s c. 4 m3/s and 











5.3.1.2 Velocity Variation 
Figure 5.16 shows velocity outputs for the different flows used. A similar general trend can be 
noted to depth variation. Velocities generally increase when larger flows are used. 1 m3/s is 
probably the most representative output for daily flows in October 2014. Meandering sections 
can be associated with areas of relatively high and low velocities compared to mean values 



































Figure 5.16: Velocity varation for different total flow inputs (October 2014 data) a. 1 m3/s b. 2 m3/s c. 4 m3/s 

















5.3.2 Geomorphic Unit Classification 
Depth and velocity data can be used to map geomorphic units throughout a channel area. Figure 
5.17 shows how different geomorphic units can be classified under different depth and velocity 
values (Wyrick et al. 2014). This can enable a better understanding and interpretation of the 




Figure 5.17: A geomorphic unit classification system derived from Wyrick et al. (2014). Coloured units relate to 


















5.3.2.1 October 2014 Geomorphic Unit Variability 
 
An appreciation of the different geomorphic units present at three sites along Whit Beck is 
presented. An input total flow of 1 m3/s was used and all data is from October 2014. Three sites 



















Figure 5.18: An orthophoto showing the three sites used for geomorphic classification under 1 m3/s 
total flow input (October 2014).  
 
Figure 5.19 shows geomorphic unit classification for a section of Whit Beck using the graph 
from Wyrick et al. (2014). Depth and velocity data is shown to demonstrate how geomorphic 
units are classified. A discussion on the geomorphic units present is presented.  
Site 1 
Site 2 
Site 3  


















Figure 5.19: Geomorphic unit classification at site 1 for October 2014. a. depths used b. velocities used and c. 




Slow glide  
Riffle  








Site 1 has 4 geomorphic units present (Figure 5.19). Two main riffle areas are seen with a large 
slow glide area present between them. Riffle transition units seen are usually in close proximity 
to riffle areas. Site 2 has three units present (Figure 5.20a). A slackwater unit present around 
the channel boundary can be seen, while the majority of the inner channel area can be classified 
as a slow glide unit. Riffle transition areas are also present.  Four units can be seen at site 3 
(Figure 5.20b), the peripheral areas of the channel can be classed as slackwater, while the 













Slow glide Riffle Riffle transition Slackwater 
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5.3.2.2 Temporal Variability 
Modelled results from July 2015 were compared with October 2014 data to investigate 
geomorphic unit variability. July 2015 data was chosen as it had the lower combined error 
compared to the March 2015 dataset and it allowed an assessment of change throughout the 
entire monitoring period. Figure 5.21 shows the associated depth and velocity at site 1 and the 
geomorphic units present. Modelled depth data for July 2015 used a flow of 1 m3/s as input to 






































































Figure 5.21: An example of how July 2015 geomorphic units were classified. a. depths used, 
b. velocities used and c. geomorphic units inferred. July orthophoto used. All figures have the 
same scale and north orientation. 
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Figure 5.22: Geomorphic units at site 1 for a. October 2014 and b. July 2015. October and July orthophoto used. 
 
Figure 5.22 shows the different geomorphic units associated with site 1 in October 2014 and 
in July 2015. The majority of the channel in both surveys can be mainly characterised as being 
slow glide or riffle transition. The riffle area in the mid-section in Figure 5.22 is longer for July 























Figure 5.23: Geomorphic unit change at site 2 a. October 2014 and b. July 2015. Same scale and north 
orientation for both Figures.  
 
At site 2, the same geomorphic units can be seen when both the October 2014 and July 2014 
modelled results are compared (Figure 5.23). However, the relative size of the riffle transition 
unit is larger in July 2015 compared to the October 2014 data. The variation in geomorphic 
units is less compared to site 1. Inner most areas of the channel can be mainly characterised as 



















Figure 5.24: Geomorphic unit change at site 3 a. October 2014 and b. July 2015. The July diagram is extended 
upstream to show riffle migration upstream. 
 
Site 3 shows a similar pattern to observations at site 2 (Figure 5.24). For the upstream section, 
the innermost channel can be seen to be a slow glide, with channel edges being slackwater 
areas. Riffle and riffle transition units are apparent in both surveys, with the riffle area larger 
in October 2014 when compared to July 2015 results. The riffle transition units are also larger 
and longer in length in October 2014. The relative position of the riffle units also migrates 
between the two surveys. In October 2014, the riffle (and riffle transition units) are on the true 
right of the channel. The riffle moves further upstream and into the meander true left side in 
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5.3.3 Modelling Summary 
The data presented suggests that SfM data can be used for valid and reliable flow modelling. 
A range of flow inputs have been used with a total flow of 1 m3/s suggested to be most realistic 
for the initial October 2014 modelling. Modelled results can be adequately used to map 
geomorphic units. By comparing modelled results from two surveys, differences between 
geomorphic unit structure can be established. Validation using locations of known geomorphic 
units along with associated velocity and depth data would allow confirmation of the accuracy 
























5.3.4 Chapter Conclusion 
 
In summary, DoD calculations were performed to map patterns of erosion and deposition. The 
technique suggests that net deposition was more widespread than erosion with 63% of the 
spatial area examined showing a positive elevation change. Different MLDs were used to see 
larger values of change and the area of geomorphic change discussed in Section 4.4.2 was 
mapped and shown to be an erosion “hotspot”. Geomorphic change such as bar growth and 
gulley formation was also mapped suggesting smaller scale features can also be examined 
adequately. Hydraulic modelling was also carried out on the October 2014 and July 2015 SfM 
data. From the resulting depth and velocity data (using a 1 m3/s total flow), geomorphic units 
were classed and differences between unit structure in October 2014 and July 2015 were 
examined. The results suggest SfM can be used in a modelling capacity, however validation 




















In this chapter, error values found along the Whit Beck are compared to similar work in other 
geomorphic contexts (Section 6.2). The cost of the equipment and software used is also 
discussed (Section 6.3), while an acknowledgement of the limitations of the methodology used 
is also provided (Section 6.4). SfM, bathymetric and TLS comparisons are made, while the 
applicability to certain environments and temporal and spatial resolutions is also examined 
(Section 6.6). Broader issues are raised including the importance of using UAVs as a tool for 
communicating geomorphology (Section 6.7).  
6.2 Error Comparisons 
6.2.1 SfM Errors 
In this study, error values for July 2015 were lowest on average with values of -0.00316 m, -
0.00364 m and -0.00572 m for the x, y and z axis (pre-correction and validation). Table 6.1 
shows all error values for the three surveys undertaken. Different cameras and quadcopters 
were used to assess if the techniques could be reproduced with different setups. It is suggested 
that the Panasonic Lumix camera had an input in minimising the errors as this was found to 
promote best quality results. Table 6.2 shows results from Woodget et al. (2014) (pre-
correction and non-submerged) to act as a comparison to the results presented from Whit Beck. 
Woodget et al. (2014) investigated two rivers, the River Arrow (Worcestershire) and the 
Coledale Beck (Cumbria). Coledale Beck in particular has very similar characteristics to that 









Table 6.1: Mean error values from this study (pre-correction and validation). All values are for models built 















Errors from Woodget et al. (2014) range from between 0.001 and 0.015 m (River Arrow). The 
majority of errors from this study fall into this range, with March 2015 data showing higher 
than average error values. When the results are compared to the Coledale Beck, errors are 
comparative with this study. Z axis errors are highest for both the July 2013 data (Coledale 
beck) and the July 2015 data (Whit Beck), while both the x and y axes show similar error ranges 
of between 0.003 m and 0.007 m. Using the previous SfM studies presented in Table 2.1 
(Section 2.3), the results presented here are in agreement, most notably with Fonstad et al. 
(2013) and Smith and Vericat (2015). The latter found errors of between 0.003 m and 0.02 m, 
specifically in relation to sub-catchment scales, which are similar to error values presented 




 Mean error (m) 
X Y Z 
October 2014 -0.00350 -0.02120 -0.00310 
March 2015 0.01170 0.01590 0.01270 
July 2015 -0.00312 -0.00364 -0.00572 





X y Z 
May 2013 0.006 -0.001 0.002 
June 2013 -0.028 0.008 -0.001 
August 
2013 
0.007 0.007 0.015 
Coledale Beck 
July 2013 0.002 -0.001 -0.015 




6.2.2 SfM and TLS Comparisons 
 
SfM-TLS differences were 0.041 m (three flight lines) and 0.043 m (one flight line) when the 
October 2014 SfM data and the October 2014 TLS data were compared (Section 4.2). Work 
by Smith and Vericat (2015) suggest, that this is a typical range of difference between SfM and 
TLS data. Differences between the two techniques were found to range between 0.02 m and 
0.13 m, while smaller scale analysis (plot scale) suggested smaller errors (less than 0.006 m) 
were possible. The catchment scale SfM-TLS comparisons made by Smith and Vericat (2015) 
are of a similar magnitude to the differences discussed for Whit Beck.   
Work by Mancini et al. (2013) in a coastal context also found comparable results using an 
assessment of individual points within DEMs (Figure 6.1). Errors range from up to ± 2 m; 
however, the majority of differences have smaller error values. Clusters of large differences 
can be observed as indicated by the red and blue points. Large differences can be seen, however 
the background level of difference remains relatively small (Figure 6.1). 
Similar work by Westoby et al. (2012) found comparable differences (± 2m) when an area of 
Constitution Hill in Aberystwyth was mapped (Figure 6.2). The majority of the area under 
investigation has relatively low differences, suggesting that the techniques are comparable. 
Areas of high differences are shown with the letters A-D.  Issues with computer demand 
(requirements of size and memory) and time for required processing were acknowledged, while 
the technique of SfM was praised as it allows camera positions to be matched without the input 
of spatial referencing data (Westoby et al. 2012). 
 
 





Figure 6.1: An individual point assessment between TLS and SfM. Clusters of high and low differences can be 











Figure 6.2: The differences observed between TLS and SfM data from Westoby et al. (2012). a, b, c & d relate 
to areas of positive (red) and negative (blue) change. The area shown is Constitution Hill in Aberystwyth (UK).  




Further investigations to understand the reasons for this clustering action is required to fully 
understand why the differences between SfM-TLS data occur (Piermattei et al. 2015). 
Although the above examples show that a range of spatial extents and environments can be 
investigated, similar patterns or trends can be seen.  
Other geomorphic surveying methods such as ALS and rtkGPS have been shown to produce 
data which has closer error statistics to TLS datasets (Passalaqua et al. 2015). Further work is 
needed if SfM technology is to match the errors seen between these comparisons (Bangen et 
al. 2014a). The inability to map and compare submerged areas between the two techniques can 
be seen as a major drawback (Passalacqua et al. 2015).  Despite this, SfM offers a spatial and 
temporal scale for geomorphic investigation which is very similar to that of TLS (Bangen et 
al. 2014a; Smith and Vericat 2015). In what follows, an evaluation of the SfM technology and 
the workflows used in this thesis will be presented.  
6.2.3 Bathymetric Errors 
Studies suggest errors for bathymetric datasets range from between 0.008 m and 0.053 m on 
average across all axes (Woodget et al. 2014). When the bathymetric errors are examined for 
Whit Beck, errors (modelled-observed) were 0.0297 m (October 2014), 0.0464 m (March 2015, 
and 0.0394 m (July 2015) (see Table 4.1, Section 4.3). These are all situated within the range 
stated by Woodget et al. (2014). Shallower depths have been found to be less favourable to the 
refraction correction technique, but results from June 2013 (River Arrow) and July 2015 (Whit 
Beck) suggest the technique can work well in drier months. Despite this, Woodget et al. (2014) 
found that the refraction correction technique had no beneficial influence over DEMs at 
Coledale Beck. The shallow depths (below 0.2 m) were suggested as the primary reason for 
this, while other factors such as shade and glare can also influence the effectiveness of the 
technique. 




6.3 What Is Low Cost? 
 
Although the methodology used was considered low cost, a specific cost threshold cannot be 
determined as low as this will represent different meanings for different groups of people or 
organisations. Table 6.3 shows the cost of some of the equipment used in this study. The cost 
of the quadcopter is much lower than that of the scanning software, and dependent upon the 
error metrics required for individual studies, SfM use may be applicable to certain tasks and 
environmental settings. Environmental characteristics can however cause error formation 
within SfM datasets and issues relating to tree cover, shade, glare and shallow water (refraction 
correction) have been identified. The initial outlay to buy a quadcopter, along with a licence 
for usable image processing software such as AgiSoft Photoscan is small in comparison to a 
terrestrial laser scanner, and this can be seen as a major advantage of the workflow presented.  
Table 6.3: Cost of equipment used in this investigation. 
Equipment Cost 
Quadcopter 
 (Phantom DJI 2) 
£800 
Battery £90 
Camera mount £750 
Camera 
 (Panasonic Lumix) 
£450 
Licence fees £500 annually (AgiSoft 
Photoscan educational 
license for SfM and 
Cyclone for TLS) 
TLS scanner £50,000 
 




The type of investigation being carried out may help to determine what the definition of low 
cost is in relation to the specific variables that need to be examined. If monitoring is of long 
term nature (maybe over a number of years), it might be suggested that acquiring a TLS with 
higher initial costs may provide better output data in the long term. If the area under 
investigation is for a shorter temporal period or the variables being examined lend themselves 
to SfM applicability, it may be more advantageous to use the SfM workflows presented as they 
provide adequate errors values and have the advantage of being more affordable compared to 
TLS. For this study, it is assumed that the technology being discussed will mainly be used by 
environmental consultancies and government organisations and thus the cost of £800 plus a 
licence fee (and associated camera if needed) is considered to be a relatively low. However, 
organisations and groups of differing size and financial security (e.g. local action groups, 
academia) may consider this cost excessive and it must be acknowledged that the technology 
will not be favourable and usable for every organisation or group. Another important question 
to be considered is the applicability of the technology for different groups of people and the 
extent to which it can be used in varying environmental conditions.  This technology in theory 
can be used by people who have had no training and thus this makes it potentially usable by a 
large number of people. This could allow a new generation of environmental monitoring to be 
initiated over a variety of different spatial, temporal and geomorphological contexts. In 
particular, SfM technology could provide the impetus to allow monitoring of landforms across 
a number of applications, at a low cost in comparison to other methods discussed and at relative 
ease. The most exciting prospect from this remains the amount of information that can be 
gathered and obtained from SfM techniques.  
The information gathered from monitoring techniques must be incorporated and used in further 
restoration studies, particularly those aim to improve environmental conditions of rivers 
without affecting the economic and social security of the area. The analysis of data which 




already exists is key for providing a foundation in which further geomorphic studies can be 
built (Smith et al. 2014a).  Different restoration techniques may work better for certain areas 
and under certain environmental constraints, and determining the best course of action remains 
of vital significance moving forward. The knowledge gained can only be enhanced by the use 
and review of suitable technology.  
6.4 Limitations of UAVs and SfM 
A number of disadvantages associated with the SfM technology need to be addressed in the 
future to ensure the methodology provides the best opportunity for numerous applications 
across a wide range of disciplines. The first issue relates to flight restrictions. Figure 6.3 shows 
some CAA (Civil Aviation Authority) guidelines for the flying of drones. A number of 
restrictions apply to the flying of UAVs which may restrict the ability to collect appropriate 
data or make it more difficult to use the technology under specific environmental conditions.  
For instance, a commercial licence must be gained if the UAV is to be used for commercial 
activities, so any environmental consultancy that wishes to use the data to make a financial 
gain must have a commercial licence to fly the quadcopter.  This license does not apply to 
research applications for academic users, however as the technology becomes more widely 
used and incorporated into environmental monitoring and planning, it can be expected that 
changes are likely to happen. Flight restrictions on the use of UAVs are likely to become tighter 
in the future and this may influence the applicability of data collection.  
Flight time for the quadcopters used in this investigation was 20 minutes per battery. This will 
limit the spatial extent over which data can be collected, however the use of more than one 
battery and portable chargers can limit the effect this can have.  Despite this, limited flight time 
is one of the major drawbacks of UAV technology (Westoby et al. 2012; Piermattei et al. 2015; 
Bangen et al. 2015a). The longer the flight time, the more data that can be collected which in 




turn can provide more information about the catchment or landform being investigated. 
Examining the wider framework in which knowledge improvement can be fed into a cycle of 
improving river restoration schemes through better monitoring and knowledge transfer 
(Section 1.5) is vital if the technology wants to achieve its full potential in the future. The 
improvement of lithium batteries is therefore of major importance in allowing longer flight 
times, improved data collection, more knowledge transfer from associated outputs and thus 
potentially “better” restoration schemes in the future.  
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Another drawback of the technology used is the applicability in certain weather conditions. 
The majority of quadcopters available cannot be flown in wet or windy conditions. This limits 
the amount of data collected and therefore the amount of knowledge that can be gained from 
an area of interest. Flights cannot be carried out in rain which may provide issues specifically 
in winter periods. This may not be favourable for flood-related applications as winter periods 
are more likely to experience higher precipitation levels.  A wind speed of above 17 mph is 
also not recommended for flying (Phantom DJI 2), while other quadcopters have other similar 
wind restrictions applicable to them.  The issue with data collection confinement to specific 
temporal periods which favour certain environmental conditions is that data which is collected 
may be biased. This therefore may not provide a fair representation of the fluvial 
processes/environmental formats being observed and lead to poor conclusions and 
interpretations. The amount of sunshine may also affect the effectiveness of a UAV survey. 
Glare from reflective surfaces (water) may induce a poor representation of elevation height, 
which may be a particular issue when river channels are investigated. However, there are glare 
removal techniques that can be used to help combat this problem and provide better elevation 
outputs.  
A further issue relating to this technology is the computational demand of some image 
processing software. Although these programs are not difficult to use, data processing can take 
considerable amounts of time (Rychkov et al. 2012; Westoby et al. 2012). Certain processes 
may take a number of hours or even days to perform, depending on a number of variables such 
as image quality, the number of images within a model, and the efficiency of the computer 
used.  The limited number of software applications that can use and apply SfM is also a 
concern, although the number of appropriate software packages is increasing with time 
(Westoby et al. 2012).  




In summary, it is important to understand that UAV technology has many advantages and an 
appreciation of both the positive and negative aspects of SfM is required before deciding on its 
applicability for a specific environmental area. The main disadvantages discussed relate to 
flight restrictions (flight time and weather conditions), but rapid technological development 
may result in improved applicability and usage of the technology in future applications 
(Woodget et al. 2014).  
6.5 Evaluating the Effectiveness of Techniques 
The applicability of the techniques used in this thesis also needs to be examined. Four different 
techniques have been used in this study to evaluate the use of SfM data and its wider 
applicability to a range of different fluvial geomorphic applications. The advantages and 
disadvantages of these workflows have been discussed in the relevant sections, however a 
summary of these can be seen in Table 6.4.   











Ability to compare dry areas against a 
technique of known vertical quality. 
Wetted areas cannot be compared as 
they are not represented well with TLS.  
Bathymetry Section 
4.4 
Ability to calculate bed levels and depths. 
Corrected DEMs which fuse together wet 
and dry areas can be produced. 
Errors can be introduced due to glare, 
shade, tree and vegetation cover and 
this can cause depth errors. This has 




Geomorphic change between surveys can 
be examined. This can even be used on 
smaller features such as gulleys.  
The use of different MLDs can help 
understand how the magnitude of change 
differs. 
Influence of vegetation and tree cover 






SfM data can be used for modelling 
purposes and can deliver data which has 
the ability to map geomorphic units. 
Need for validation of this technique by 
comparing actual geomorphic unit 
layout.  
 




To gain an insight into the fundamental post-restoration geomorphic processes and features, a 
combination of the techniques used could be undertaken. Different techniques will be more 
favourable to certain geomorphic environments and scales. For instance, DoDs can give 
information about the present processes occurring along a section of river and on the channel 
banks, while modelling could be more appropriate for future predictions and responses to 
climate change. The technique used needs to match the objectives set for each individual 
research project. The DoD technique has been shown to map the formation of gulleys, which 
may help promote a better understanding of surface run-off and groundwater saturation. 
However, the DoD technique may have little success in other geomorphic environments. It may 
be expected that the DoD technique is less effective in establishing the dominant processes in 
systems where vegetation levels change frequently for instance. By understanding the relevant 
advantages and disadvantages of the techniques utilised, it is hoped that better decisions can be 
made as to when the use of certain techniques is more favourable. This will result in improved 
data collection, leading to results with appropriate levels of validity and reliability.  
6.6 What is the applicability of UAV and SfM Technology Over Differing 
Spatial and Temporal Scales? 
 
The applicability of the technology to different temporal scales also needs to be considered. 
Many studies have questioned the temporal aspect of UAV studies and it is suggested that an 
optimum timeframe which best suits SfM software exists (Tamminga et al. 2014; Smith and 
Vericat 2015; Piermattei et al. 2015). This will obviously depend on a range of environmental 
characteristics associated with the area under investigation, and will differ significantly 
depending on the extent to which data needs to be collected.  
The limitations discussed above suggest that a small temporal resolution for data collection 
through SfM (e.g daily) may be difficult. Issues such as flight time and weather conditions are 




likely to limit the temporal resolution of surveys, except in specific, fortuitous circumstances.  
The technology cannot be used to monitor change on an hourly or daily basis in a coherent and 
reliable manner and thus larger temporal scales must be used. Morphological change on weekly 
intervals is more likely to be able to be monitored effectively and accurately given the current 
limitations of the software.  If there is a need for a shorter temporal interval (repeat surveys), 
it is unlikely that the technology can be used effectively and efficiently.   
Smith and Vericat (2015) found that the accuracy and error formation within SfM results varied 
over different spatial extents. SfM becomes less accurate over larger areas and optimum areas 
of investigation have been suggested to be in the region of around 10-20 m when patterns of 
soil erosion were analysed. This suggests the use of the technique outlined in this investigation 
is vulnerable to error inducement, specifically when larger spatial scales are examined.  
However, optimum spatial extents for different types of investigation are expected. Smith and 
Vericat (2015) do suggest that rapidly changing environments such as rivers provide the best 
chance for the software to be used effectively.  The importance of validation within the results 
is also vital and cannot be ignored (Smith and Vericat 2015).  It is difficult to assess the true 
optimum working conditions for the technology discussed given the complexity of natural 
environments. Figure 6.4 shows the spatial extent (and spatial resolution) to which it has been 
suggested a variety of topographic survey methods can be utilised. It has been suggested that 
TLS and SfM have an almost exact overlap (Figure 6.4) within a spatial system with areas of 
up to tens of km reportedly effective to survey and 100 to 100,000 points/ m2 being suggested 
as typical spatial resolutions. These are high spatial resolutions compared to other 
topographical survey techniques. Other techniques such as ALS allow larger spatial extents to 
be examined. This can be seen as a drawback of the SfM technology but improvements in flight 
time and weather resistance are likely to improve this.   
















Figure 6.4: The spatial extent over which it has been suggested different topographic surveys work. SfM is 
shown in purple. Figure adapted from Bangen et al. (2015a). 
 
6.7 Communicating Geomorphology: Promoting Geomorphology In A 
Wider Context 
 
The use of UAVs in monitoring geomorphological landforms and assessing the magnitude and 
frequency of processes can have wider benefits to the science of geomorphology as a whole.  
The methodology discussed can interact with and may initiate a “new generation” of 
geomorphologists and may have great potential for conveying intricate scientific discussion 
into wider groups of people within society.  
Gregory et al. (2014) discuss the issues and challenges associated with presenting and 
discussing geomorphic science in an ever increasing social-media friendly world. Software 
such as Twitter, Facebook and LinkedIn are promoted as new pathways through which new 
groups of people can engage with geomorphology. A shift from conventional forms of teaching 
and learning from desk or lecture type presentations, to a more holistic incorporation of a range 




of methods, which allow students or other groups of people (within academia and 
consultancies) to participate in a new way of knowledge sharing is required. Some would 
suggest that there is a real need for academic and environmental consultancy groups to change 
and partake in these new modes of communication to promote geomorphic understanding. The 
use of UAVs and other novel technology has the potential to be a primary promoter of river 
restoration monitoring and other geomorphic research. It can be viewed in the same way as 
other communicating software, in which it allows science to be applied and engaged with new 
groups of people. The use of UAVs is becoming more widespread and can be used for a range 
of different purposes, specifically in relation to leisure activities. Geomorphological research 
should embrace this new “craze of UAVs” and connect research to the more widespread use of 
the technology within society. There is a specific need for collaboration between 
geomorphology and the arts, where data can be presented more favourably to    non-specialists 
(Tooth et al. 2016). Geomorphology can become more accessible to wider groups of people in 
a fun and enjoyable manner, while promoting the transfer of knowledge between researchers 
and public bodies. The potential is large; however, organisations must act to ensure the full 
benefit of this opportunity is realised (Viles 2015).   
It is important to acknowledge that although knowledge transfer through new modes of 
communication and techniques is vital in inducing a growing community of shared knowledge, 
there are however potential issues. It is fine to increase dialogue between different 
organisations and share information, however there is a real danger of academic projects and 
environmental consultancies losing their identity and rigour by engaging in work which 
benefits a range of parties. A cycle of continual progression and integration of new technologies 
is required to maintain development (Figure 6.5).  This is one of the challenges outlined by 
Gregory et al. (2014). Knowledge transfer is integral in promoting better and improved 
restoration schemes, but if the number of people who can carry out geomorphic investigations 




increases due to new and novel procedures, the importance of certain individuals and groups 
may be reduced. This is of major concern, specifically when geomorphology becomes more 
transmitted through social media and other more transnational means.  The perfect response is 
to have a mix of new engaging technologies which help share knowledge throughout society, 
but also allow academic and consultancy institutions to maintain a clear sense of purpose within 
the larger geomorphological community. This balance in itself is constantly changing, as are 
the organisations which have to move forward in promoting new communication methods. 
UAV technology provides a great opportunity to help stimulate the growth of the science of 
geomorphology and to help share knowledge between different groups of people.  It is however 
































Figure 6.5: Showing how the promotion of new technologies can be seen as a cycle which allows a greater 











Need for promotion of 
new ways of 
communicating 
geomorphology e.g. UAVs  
Greater interest in 
geomorphology from 
different groups of 
people 
More knowledge transfer 
between different parties, 
leading to better practices 











6.8 Conclusion:  Is SfM Technology The Way forward? 
The use of UAVs and SfM has been discussed and the efficiency of the technology and 
technique will differ significantly depending on the environmental characteristics of the survey 
being carried out. It is important to appreciate that not one technique of topographical survey 
will fit the individual needs of every site, and different techniques and procedures will work 
better under differing scenarios (Bangen et al. 2015a). The applicability of SfM depends on the 
requirements of the job and thus it is difficult to evaluate all possible needs that the software 
may require.  
Despite this, a “check list” can be produced which allows the technology to be evaluated under 
certain criteria (Table 6.5). The technology can produce high quality products that enable GIS 
related tasks to be carried out. Studies have suggested optimum spatial and temporal scales for 
the use of SfM technology. The growing importance of acquiring new information to improve 
river restoration for future generations and the geomorphic community as a whole provides a 
platform for SfM to develop, however improvements must be made if the technology is to 
become imbedded fully in future geomorphic change investigations (Smith and Vericat 2015).  
The growth of drivers such as WFD can be seen as other important factors which may provide 
the impetus for further development in this technology. Improvements to the limitations 
outlined in previous sections can only allow the techniques utilized to improve and provide a 
foundation upon which the science of geomorphology can be highlighted to a wider audience 
in the future (Gregory et al. 2014). The potential is vast and ensuring the technology is 
maximised to its best capabilities is crucial for future use and development.  
 
 




Table 6.5: A summary of the UAV/SfM technology. 
 
Variable Criteria met for monitoring of 
River Restoration 
Notes and discussion with relation to this study 
Low cost 
 
UAVs are relatively low cost in comparison to TLS costs. An appreciation of what is low cost must be 
acknowledged.  
Applicability – spatial and temporal  
 
More work needs to be completed to fully understand the appropriate spatial and temporal scales. SfM is 
applicable to a large variety of spatial and temporal scales and offers a unique methodology as it is very similar to 
the scales that can be used with TLS. For the purposes of monitoring Whit Beck, the technology used has 
delivered adequate results.   
Applicability – different groups of 
people   
The applicability to a large number of people is key in promoting geomorphology and specifically river 
restoration.  The technology is becoming more usable within society and the geomorphic and hydrological 
community must embrace this change.   
Errors and reliability over different 
contexts  
Errors are of a low magnitude, and comparable with TLS outputs. Similar work stated similar error statistics 
(Woodget et al. 2014). 
Ability to perform GIS tasks  
 
TLS (raster calculations), bathymetric, DoDs and hydraulic modelling were all carried out on the SfM outputs. 
Easy to use 
 
No training is required (non-commercial), however computer demands may be an issue.  
Limitations/ issues with data 
collection 
 
The technology does have a number of limitations that have yet to be fully addressed.   
Can improvements be made?  
 
Improvements are the most important aspect in future use of this technology. Physical improvements to UAVs 
would allow a better spatial and temporal dynamic to be evaluated, while further studies in understanding error 
formation would be advantageous.  




SfM errors from Whit Beck compare in magnitude to those stated in other similar studies, most 
notably Woodget et al. (2014). The TLS differences observed also correlate closely to SfM-
TLS comparisons by Mancini et al. (2013) in coastal geomorphology and Westoby et al. (2012) 
in hillslope geomorphology. Understanding the pathways by which these differences occur and 
determining ways to improve SfM errors in relation to other topographical surveying methods 
is important for future growth of the technology (Piermattei et al. 2015). One of the major 
advantages of SfM is the low cost aspect of the technology when compared to other 
topographical methods, most notably TLS. Although TLS errors are lower on average, given 
the relative cost, many advantages in using SfM can be seen. Wider questions still need to be 
asked about the applicability of the technology, especially on small temporal scales (daily) and 
large spatial scales (tens of km’s), however a similar spatial-temporal window of applicability 
to that of TLS can be seen. The importance of UAVs as a tool for communicating 
geomorphology to a wider audience of people cannot be underestimated and this provides the 
opportunity for a “new generation of geomorphologists” to be developed. More widely, 
understanding river restoration from a social perspective can aid our understanding of the 
physical format of many fluvial systems.  A holistic approach which allows knowledge gain 
and transfer through novel technologies and techniques can only benefit future river restoration 
projects. The cycle of providing new knowledge through the testing of new methodologies is 











Chapter 7: Conclusions and Future Perspectives 
 
7.1 Summary of findings  
 
The main aim of this study was to evaluate UAV and SfM technology in monitoring of                       
post-restoration fluvial activity. A number of techniques were used which aimed to examine 
the effectiveness and applicability of SfM data, while explore the possible limitations of this 
methodology at the current time.  It was found that a high image overlap and an increased 
number of targets is likely to have a positive influence in reducing error formation. The July 
2015 data had the lowest combined errors suggesting this was the best set-up to promote highest 
quality products. TLS data compares adequately with differences of around 0.04 m, regardless 
of the number of flight lines used in the formation of DEMs. A refraction correction technique 
was also carried out and similar errors were reported to Woodget et al. (2014).   
Further data processing methods have been applied to the data to assess how SfM products can 
be used for monitoring of post-restoration fluvial dynamics. A DoD was carried out between 
the October 2014 and July 2015 datasets to assess DEM change over the period under 
investigation. Patterns of erosion and deposition can be mapped and larger magnitude changes 
can be highlighted when differing MLDs are used. Issues with changing vegetation cover and 
shadow effects are highlighted. Hydraulic modelling of data also allowed geomorphic units to 
be inferred from modelled depth and velocity data. The modelling results show SfM data has 
the potential to be used in a modelling capacity when the correct input parameters are utilised.  
The relative low cost of the technology compared to other geomatics techniques can be seen as 
a major advantage, especially when compared to TLS.  The applicability of the technology to 
different geomorphic environments is also seen as positive, while a similar spatial and temporal 
window of applicability can be acknowledged. It is suggested that future work tries to broaden 




this spatial and temporal window further in order to make the technology more applicable to 
differing needs.   
The easy-to-use nature of the methodology discussed also provides another advantage over 
other techniques. No training or licence is required (i.e. if the use is non-commercial) and this 
makes the techniques discussed available to a larger group of people. Geomorphology as a 
whole needs to become more socially involved, as discussed by Gregory et al. (2014), and 
UAVs provide the platform in which new ideas about the discipline can be projected and 
incorporate many different groups of society. Limitations are apparent however, and will need 
to be addressed in future work. The influence of vegetation, glare and shadow on certain 
workflows have been discussed, while flight time and weather resistance are two major issues 
preventing the wider applicability of the technology. It is hoped that with further technological 
development, the use of UAVs can grow, while the precision and accuracy of products can also 
be improved.  
The technology has an important role in knowledge transfer and can be used effectively to help 
manage and assess river restoration techniques. From a wider geomorphic perspective, the 
technology has many applications, as rates of geomorphic change can be mapped effectively. 
The importance of external drivers in promoting the use of the techniques presented cannot be 
underestimated, specifically in future contexts. Drivers such as the WFD (Water Framework 
Directive) are likely to ensure improvement in river restoration schemes is of key significance 
moving forward, suggesting new low cost approaches may be seen as the way forward. The 
result of the EU referendum may however provide some uncertainty.  
 
 




7.2 Future Perspectives 
A number of limitations have been identified when using the UAV and SfM workflows 
presented and improvements to the technology in the future are likely to increase the wider 
applicability of the techniques. Nine key areas that need to be addressed in the future are shown 
in Table 7.1, while timeframes for the implementation of the strategies have been suggested.   
Table 7.1: Nine pathways to improve SfM use in the future. 
Way to improve future use of SfM When should it be done by? (short, 
medium, long term) 
As a guide: 
Short term - <2 yrs. 
Medium term - 2 - 5 yrs. 
Long term - >5 yrs. 
By who? 
Understand the parameters and 
influence of parameters e.g image 
overlap, shade cover  
Short-medium  Academics, environmental 
consultancies  
Identify the most important and 
deterministic parameters on DEM 
quality  
Short-medium Academics, environmental 
consultancies 
Understand when SfM use is most 
favourable  
Short-medium Academics, environmental 
consultancies 
Improve UAVs - flight time, weather 
resistance  
Short-medium Engineers, environmental 
consultancies  
Improve computer software to aid 
image processing 
Short-medium Academics, engineers  
Promote the technology to a wider 
audience of people, specifically in 
water management and monitoring 
field 
 
Short-medium  Academics, environmental 
consultancies, governments 
Determine most appropriate 
environmental contexts for uses and 
focus efforts and resources on them 
 
Medium-long  Academics, environmental 
consultancies  
Promote a culture of improved river 
restoration which incorporates all 
applicable pockets of society by using 
UAVs as a tool for knowledge transfer 
and gain  
Long  Academics, engineers, environmental 
consultancies, governments 
Use legislation such as WFD and CWA 
to provide impetus for new 
technology 









First, further work is required to establish the importance of different variables such as GCPs 
image overlap and surface textures. The variable analysis presented here concluded that higher 
image overlaps provided a reduction in error values, while an increased number of targets was 
likely to have a positive impact on results. There is a multitude of different variables which 
have not been examined (e.g effects of slope, turbidity, glare, shadow, vegetation, light levels, 
calibration process in image processing) and further experimentation of variables is vital to 
promote best quality product formation.  By understanding the mechanisms behind the results 
obtained, a better knowledge of data quality can be established. Data quality is likely to vary 
significantly depending on the scale under investigation and this must also be examined further 
(Smith and Vericat 2015). Determining the most important influences on DEM quality is 
equally important, and frameworks should be used to guide future workflows. It is important 
the academics and environmental consultancies share knowledge and work together to identify 
gaps in our understanding. SfM will not be applicable to all investigations and thus an 
understanding of when best to use a specific geomatics technique is beneficial. The creation of 
“best use” criteria could be an important step in determining which topographical techniques 
fit the different niches of geomorphic enquiries and environments.  
Improvements to the UAVs are likely to increase potential usage. Table 7.2 shows some areas 
where UAVs could improve in the future.  Flight restrictions limit the spatial extent to which 
data can be collected, while weather conditions confine flights to specific times, which may 
influence results and produce outputs which are favourable to specific environmental 
characteristics. Improvements to UAVs potentially could increase the practicality of flights; 
this would ensure larger spatial and temporal extents can be investigated.  
 
 




Table 7.2: Some areas where UAVs could be improved in the future. 
 
Improvements to the computer programs which process the imagery would also be beneficial, 
although even at this current time, an improvement in the number of available programs is 
apparent. Programs which could process data quickly and efficiently are likely to promote the 
use of this technology. Dependent upon the amount and type of imagery, processing times 
currently are good (most DEMs could be created under a day if a batch process is requested), 
however improvements could still be made. A longer term aim is to promote a culture of 
improved river restoration through better use of UAV and SfM technology. This ideally should 
incorporate all stakeholders and use the technology as a tool to help transfer knowledge 
between differing groups of people. This will need adequate collaboration and funding in order 
to maximise potential benefits, while particular focus is required in order to ensure knowledge 
gained is translated to improved projects on the ground.   
An “order of priority” should be formed which highlights the key geomorphological landscapes 
in which SfM has the largest opportunity to impact positively on.  Further studies in all areas 
of geomorphology are integral if this knowledge is to be gained, while promoting the use of 
SfM to a wider audience of people also has to be a priority. The use of legislation such as the 
WFD in the EU can be seen as a catalyst in promoting the use of new technologies and allows 
Battery life Increasing the battery life is likely to allow a larger spatial extent to be covered. 
Battery weight Reducing the weight of the battery may improve flight times and weather 
resistance. 
Weather resistance Increasing the weather resistance is vital to improve applicability in wet and 
windy environments.   
Weightload and stability Reducing the weight of the quadcopter is likely to improve flight times. 
Safety Increasing the number of safety options on UAVs will promote the use of them 
within wider society. e.g fly-back, blade control. 
Price Although the cost in comparison to TLS is low, reductions in cost are likely to 
make the technology more affordable for a wider range of people. 




an opportunity for new partnerships and knowledge pathways to be formed, despite the 
uncertainty associated with the EU referendum.  
This remains an unanswered question at the current time. The UK voted to leave the EU and 
questions remain as to how and when this process will be initiated. The future of EU funding 
is not clear and no clear distinct strategy has been put forward to show how river restoration 
will be manged if the UK leaves the EU. From a positive perspective, the UK would have more 
control over river restoration projects and their implementation and thus funding could be 
adequately managed. More funding and resources could be placed into the restoration 
community and a specific need for cross-disciplinary knowledge transfer from all stakeholders 
could be addressed. However, if the UK leaves the EU, other areas of the economy which 
receive more public attention and engagement may be prioritised for funding (e.g NHS, 
immigration). This may leave less money available for environmental concerns, specifically 
river restoration. To some extent, fluvial geomorphologists have a key role to play in ensuring 
river restoration remains an important issue within scientific communities and wider general 
audiences. Therefore, UAVs and other techniques which can be used by a range of different 
people have an increased importance in promoting the need for monitoring of rivers, and more 
widely other geomorphic landscapes to showcase the significance of geomorphology as a 
whole. The result of the EU referendum has cast doubt over the direction of river restoration in 
the UK. The importance of drivers such as the WFD may become less significant in the coming 
years and other catalysts may be required to provide further impetus in ensuring river 
restoration remains of importance outside the geomorphic community. Alongside, changing 
hydroclimates (Appendix I) and a growing need for monitoring, the EU referendum result 
remains one of the major uncertainties about how river management and monitoring in the UK 
moves forward.    




In summary, the technology has enormous potential in offering high resolution accurate 
topographic datasets for low cost and over a spatial and temporal scale similar to that of TLS. 
This applicability will only grow in the future as improvements are made to UAVs and the 
computer programs which process the imagery.  Furthermore, UAVs have an important role in 
communicating geomorphology to a wider audience of people and can help bring together 
different groups of people in order to promote best practice for river restoration projects and 
wider geomorphological proposals. This can help drive a culture of constant improvements in 
the design, implementation and monitoring of restoration schemes and this can only help propel 
the discipline further in the future. The EU referendum result may cause uncertainty about the 
influence of drivers such as the WFD in UK river restoration going forward and fresh impetus 
may be required in future years to ensure the discipline receives the attention it deserves from 
all corners of society. Fluvial geomorphologists have a critical role to play in promoting new 
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Appendix I: Comparing Rainfall in The Two Catchments - Changing 
Hydroclimates?  
 
This brief summary of rainfall in Cumbria in 2015 is included to show the importance of 
monitoring, specifically in relation to a changing climate. The diverse topography, geology and 
land use within the two locations presents a range of complex variables which in turn may 
induce and promote a diverse range of geomorphology and fish habitat (and population). 
Rainfall is a significant factor which will influence the hydrological characteristics of both 
restoration schemes. It plays a deterministic role in many of the processes governing the 
hydrological characteristics within channels and on floodplains, so to expand on the 
information already presented, a brief comparison of rainfall dynamics is presented.  
All catchments within Cumbria for the last year (2015) have experienced exceptionally high 
rainfall levels as characterised by data from the Environment Agency (2016) and the Met 
Office (2016). More rainfall (as a percentage) has been recorded in the Eden catchment over 
the last 12 months than in the Derwent catchment. This goes against the mean annual rainfall 
values for Furness Abbey and Skirwith presented in earlier sections. Rainfall in the Eden 
catchment was 147% as a percentage of expected values for 2015, while the Derwent catchment 
had a rainfall percentage of 139% above expected values. This pattern can be observed when 
the rainfall totals for the last 6 months, 3 months and December 2015 are examined. Figure 1 
highlights the key rainfall values for all Cumbrian catchments; however, our focus here is on 
the Derwent and Eden.  December 2015 was an exceptionally wet month for both catchments, 

























Figure 1: Rainfall data for all Cumbrian catchments. Values are percentages of expected values. A 100% value 
would mean the observed value matched the expected value. Data sourced from the Environment Agency 
(2016) and the Met Office (2016). Data is for the year 2015, e.g last 6 months relate to the months of July 2015 
– December 2015.  
 
When rainfall values per month in 2015 are examined, the magnitude of the values reached 
becomes highlighted (Figure 2). In 2015, the Derwent catchment experienced 7 months where 
rainfall was above the expected value and 5 months where it was below. December 2015 had 
the highest positive difference with a value of 349%, while other positive months included 





expected values was seen in September 2015 with a value of 38%. The Eden shows a 
remarkably similar pattern. Seven months can be characterised as being above expected values 
and December is again the wettest month with a value of 364%. Other particularly high value 
months include November and May. Five months have rainfall lower than expected, with 















Figure 2: Rainfall totals per month as a percentage of expected values. A. Derwent B. Eden. Data sourced from 























































Rainfall and river flow are evidently very closely linked hydrological components within a 
catchment, thus river flow is likely to fluctuate similarly when rainfall variability is examined. 
This is despite the vast range of variables interacting within hydrological mechanisms in a 
catchment. River flow in both the Derwent and Eden catchments generally match expected 
values if the months of November and December are ignored (Figure 3).  
For the Derwent, flow was characterised as normal in March, April, June, July and August. 
River flow for October 2015 was exceptionally low and matches the low rainfall totals 
observed for the month (Figure 3). River flow increases dramatically in November 2015 with 
values starting at exceptionally low and then increasing sharply to a flow of above 90 m3/s for 
December 2015. The lower boundary for a notably high flow on the Derwent in November is 
40 m3/s and this emphasises the magnitude of the river flow discussed. A very similar pattern 
can be observed for the Eden.  River flow was classified as normal for all months between 
March and October except for May and August. Notably high flows of 60 m3/s can be observed 
in May, while values higher than 49 m3/s are seen in August. October, as seen on the Derwent 
had low river flows which were followed by extremely high flows in both November and 
December. Flow in December peaked at 325 m3/s, with the higher boundary of a notably high 























Figure 3: River flow for A. Derwent and B. Eden for months in 2015. Data sourced from the Environment 








The values presented give an overview of rainfall and river flow within both catchments in 
2015. It is important to acknowledge that 2015 in the north west of England was a very wet 
year with very high rainfall and river flow values across many catchments. The purpose of this 
brief summary was to give an indication of how two important hydrological variables differed 
within the two respective catchments. The values presented may support the notion that future 
hydroclimates may be more wet, suggesting proportional increases in precipitation and river 
discharge may be possible. The monitoring of rivers (through the techniques and methodology 
outlined) will become more important as flood risk increases due to “more sustained wetter 
periods” which will become increasingly unpredictable.  Fluvial geomorphologists have an 
important part to play in examining past, present and future hydrological data in order to 
promote best practice solutions which promote “healthy” river systems and aid our 









Appendix II: Error Values and Statistics 
 
 







 Approximate Image Overlap (%)  
Error 
(m) 
60 70 80 90 
M1 X Y Z X Y 
  
Z X Y Z X Y Z 
0.076 0.096 0.024 -0.008 -0.003 0.037 0.001 -0.013 -0.009 0.006 -0.002 -0.003 
M2 X Y Z X Y Z X Y Z X Y Z 
0.001 0.011 0.026 0.001 -0.002 -0.054 0.007 -0.015 0.008 0.029 -0.001 -0.004 
M3 X Y Z X Y Z X Y Z X Y Z 









Table 2:  Rounded MAE for image overlap experiments (Figure 4.4).  
 
Table 3:  Rounded RMSE for image overlap experiments (Figure 4.4).  
 
 







 Approximate Image Overlap (%)  
MAE 
(m)  
60 70 80 90 
M1 0.011 0.073 0.005 0.003 
M2 0.071 0.036 0.007 0.002 







 Approximate Image Overlap (%)  
RMSE 
(m)  
60 70 80 90 
M1 0.118 0.092 0.015 0.015 
M2 0.451 0.230 0.003 0.081 







 Approximate Image Overlap (%)  
STDEV 
error  
60 70 80 90 
M1 0.104 0.275 0.077 0.055 
M2 0.325 0.190 0.085 0.043 

















 Table 6:  Rounded MAE, RMSE and STDEV for Target experiments (Figure 4.6). 10 error validation targets were used for each statistic, number of GCP’s relate to 









Number of GCPs Mean error (m) 
 X Y Z 
6 0.0349 0.0196 -0.1590 
9 0.0372 -0.0306 -0.0269 
12 0.0356 -0.0220 -0.0061 
15 0.0276 0.01850 -0.0076 
18 0.0237 -0.0186 -0.0059 
21 0.0217 -0.0136 -0.0074 
24 0.0179 -0.0251 -0.0059 
27 0.0119 -0.0166 -0.0094 
30 0.0077 -0.0194 -0.0159 
33 0.0054 -0.0188 -0.0144 
Number of GCP’s MAE (m) RMSE (m) STDEV error 
6 0.0386 -0.200 0.205 
9 0.0082 -0.043 0.095 
12 0.0056 0.0186 0.078 
15 0.0047 0.0037 0.071 
18 0.0042 0.0092 0.068 
21 0.0036 0.0021 0.061 
24 0.0054 -0.040 0.075 
27 0.0038 0.0462 0.063 
30 0.0044 -0.096 0.067 
























 Mean error (m) 
X Y Z 
October 2014 -0.00350 -0.02120 -0.00310 
March 2015 0.01170 0.01590 0.01270 





Appendix III: DoD elevation charts  
(match DoD figures) - Figures 5.11- 5.14 
 
 
Figure 1: Elevation chart for 0.05 m MLD DoD (October 2014 – July 2015). Blue bars indicate a positive 
change (deposition), while red bars indicate a negative change (erosion). The grey bars indicate change which is 











Figure 2: Elevation chart for 0.20 m MLD DoD (October 2014 – July 2015). Blue bars indicate a positive 
change (deposition), while red bars indicate a negative change (erosion). The grey bars indicate change which is 












Figure 3: Elevation chart for 0.50 m MLD DoD (October 2014 – July 2015). Blue bars indicate a positive 
change (deposition), while red bars indicate a negative change (erosion). The grey bars indicate change which is 








Figure 4: Elevation chart for 0.10 m MLD DoD (October 2014 – July 2015). Blue bars indicate a positive 
change (deposition), while red bars indicate a negative change (erosion). The grey bars indicate change which is 
below the MLD investigated and thus is excluded from this DoD. 
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