Recent developments have cemented the realization that many concepts and quantities in thermodynamics and information theory are shared. In this paper we consider a highly relevant quantity in information theory and complex systems, the transfer entropy, and explore its thermodynamic role by considering the implications of time reversal upon it. By doing so we highlight the role of information dynamics on the nuanced question of observer perspective within thermodynamics by relating the temporal irreversibility in the information dynamics to the configurational (or spatial) resolution of the thermodynamics. We then highlight its role in perhaps the most enduring paradox in modern physics, the manifestation of a (thermodynamic) arrow of time. We find that for systems that process information such as those undergoing feedback, a robust arrow of time can be formulated by considering both the apparent physical behaviour which leads to conventional entropy production and the information dynamics which leads to a newly defined quantity we call the information theoretic arrow of time. We also offer an interpretation in terms of optimal encoding of observed physical behaviour.
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I. INTRODUCTION
In recent years great progress has been made in describing the thermodynamics of small systems, now increasingly experimentally realizable, through frameworks such as stochastic thermodynamics [1] [2] [3] [4] . These frameworks and, more broadly, the constituent work and fluctuation theorems [5] [6] [7] [8] [9] [10] [11] have deeply connected entropy production, dissipation, statistical irreversibility and the arrow of time [12] [13] [14] [15] . Meanwhile, the field of information theory has enjoyed great success in identifying meaningful components of computation in complex systems strongly implicating transfer entropy amongst other measures [16] [17] [18] [19] [20] [21] [22] . More recently still it has become apparent that these two fields, and the concepts they employ, are deeply connected. Through modern consideration of the thermodynamics of systems which were once only explored in the imagination as thought experiments, such as the enduringly compelling Maxwell's demon, information theoretic measures, such as transfer entropy, have taken a central role in physical systems [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] .
Such developments raise intriguing questions: Is information physical?
Do the concepts developed studying computation have a role to play in thermodynamics and do thermodynamic concepts have a role in understanding computation? And what of the arrow of time? We observe clouds of smoke billowing from chimneys, not collecting in the atmosphere and flowing into them, plates fall and smash when they hit the floor and the pieces do not spontaneously recombine. This flow of time is considered synonymous with the thermodynamic arrow of time, entropy increases, it does not decrease. Recent advances have formalized the known generalization that such a law, especially for small systems, is only valid statistically [5, 36, 37] .
However, even these statistical laws need not hold under feedback [24] or more generally under different observer perspectives of coupled systems. Information theoretic quantities that characterize the information gained by an observer through measurement, or more generally the information that flows out of the the system must be taken into account. These quantities have been used as corrections to the second law, but so far a treatment or generalization of the arrow of time, identified for a system coupled to some feedback mechanism as an involutive quantity that increases, on average, only in the forwards time direction, but decreases by the same amount if viewed in reverse, has not been offered.
In this paper we wish to contribute to these ideas by making further connections between these fields. To do so we seek to understand transfer entropy as completely as possible within physical systems, its role within the question of observer perspective, and to implicate it within a generalized form of the arrow of time. To this end we first establish how to define the transfer entropy in as broad a range of circumstances as regularly arise within non-equilibrium dynamics generalizing it such that it can be defined in the presence of driving and also in the presence of multiple sources of irreversibility. We then, by alluding to the fluctuation theorems, consider the approach of applying time reversal to such a quantity. Using these definitions and a plausible assumption about the dynamics of physically relevant systems we present three main results. The first contrasts the temporal phenomena of irreversibility in the information dynamics with the difference in the implied thermodynamics that results from different configurational resolutions, implicating transfer entropy in the question of observer perspective, uncertainty and irreversibility. This result uniquely considers the difference between transfer entropies in the same direction between partitioned con-stituents of the system, but with the inclusion of time reversal as opposed to the transfer entropy in different directions as in, for example, [28] . We go on to offer a novel information theoretic interpretation of transfer entropy, relating it to the ability of an observer to encode measured behaviour, identifying it with both a suitable difference in predictive capacity on the target and on the source. Finally, we then bring these concepts together to form a generalized thermodynamic arrow of time and examine the place of such a formalism within the field of information thermodynamics.
II. TRANSFER ENTROPY IN PHYSICAL SYSTEMS
Introduced by Schreiber [38] , the transfer entropy for a pair of coincident time ordered sequences (x 
where {k > 0} ∈ N, {l > 0} ∈ N and where the bracket notation indicates averaging over all contained variables including conditional variables by means of path integrals.
Here we generalize such a quantity for use in the physical systems that appear in non-equilibrium thermodynamics formulations such as stochastic thermodynamics [1] . The sequences (x n 0 , y n 0 ) represent dynamical trajectories of a system which behaves stochastically owing to thermal noise arising from coupling to an idealized environment.
In such formulations one often controls the dynamics through an assumedly deterministic 'protocol' or 'work parameter' [39] , λ(t), which is an exogenous state variable that parameterizes the system dynamics. By varying the protocol one can drive the system and thus perform or extract work, for example, a piston compressing or expanding a gas. Consequently, the protocol is not a dynamical variable, but a characterization of the probabilities that apply to any transitions and so, for discrete time formulations and approximations, must remain constant during any transition. As such, for a discrete time formulation, the transition x 0 → x 1 is parameterized by λ 0 , the transition x 1 → x 2 by λ 1 and so on such that the protocol cannot change using the same time scheme as the system transitions. Typically the protocol parameterizes the dynamics only through its instantaneous value. Despite this, and in the spirit of keeping the treatment of the transfer entropy as a non-parametric statistic, it is instructive to loosen these constraints for initial definitions and apply them again later where appropriate. Consequently the probabilities are generalised p(x n |x
n−m ). However, for brevity, we drop the notational dependence on the protocol (here implicitly assuming that m = k) where it is not essential, but all physical transfer entropies should be considered as conditional on the protocol history up to that time. Consequently all probabilities and transition rates should be acknowledged to depend implicitly on the history of the protocol. Further, one can generalise the transfer entropy by allowing for multiple physical mechanisms [40] [41] [42] [43] [44] [45] [46] , however we defer such a generalization to Appendix A, where it is shown that a failure to account for the additional knowledge of the mechanisms will underestimate the transfer of information.
In this paper we shall, in the main, deal with system in continuous time where we write x τ t0 indicating a continuous path function {x(t) : t 0 ≤ t < τ }. For these systems it is sensible to consider the transfer entropy rate [31, 47, 48] T (s,r)
where we emphasize the notational scheme where parentheses indicates a function and square brackets indicate a functional. We note the introduction of the positive real valued quantities s and r which, in continuous time, are analogous to the history embedding lengths k and l in discrete time. An underemphasized feature of the transfer entropy in the discussion of thermodynamics is that, just as the entropy production in stochastic thermodynamics has come to be understood as an average of a fluctuating quantity associated within individual realisations, the notion of a local transfer entropy exists and is meaningful [17, 20] . Such a quantity behaves analogously to the entropy production for a single realization which is drawn from a distribution which permits negative values. Just as an individual realisation may defy the mean and extract useful energy from its environment, here, knowledge of y may misinform on the level of a single realisation despite the knowledge of y always leading to improved predictive capabilities on average reflected by a strictly positive mean transfer entropy. Consequently we consider a quantity we call the pathwise transfer entropy, T (s,r)
], designed to have the property
where
], which we write simply as T (s,r) y→x for brevity, is a fluctuating path dependent functional analogous to the entropy production, heat, work etc. in stochastic thermodynamics. We define such a quantity by considering the log-ratio of two measures over those path realisations. We call such a quantity the naive measure. It is the conditional probability of the path x τ t0 given a fixed path {y} τ t0−r , where the notation {} indicates that the contents is evolved deterministically, given historical knowledge of length s and r for the two processes at any point in time along the paths. Alternatively, it can be considered to be the measure that arises when assuming the contents of {} as a protocol such that any dependence of y upon x is ignored (i.e. such that y is exogenous to x). Whilst there exists no distinction between the naive and actual conditional for a single transition probability, when dealing with measures along complete paths, it is important to note that the naive measure is not the conditional measure of the path given y τ t0 [27, 31] i.e.
Similarly we construct the measure p[x τ t0 |x t0 t0−s ] (s) , using the same limiting procedure as above, but without dependence on y, which is the conditional probability of the same path without knowledge of y given historical knowledge of x of length s at any point along the path. Consequently we have
We note that this functional is, as defined above, evaluated for a path sequence embedded within a larger history such that trajectories before t = t 0 can be used in its evaluation. The implication of the above is that a functional of the physical behaviour for the transfer of information can, in principle, be written down and evaluated for individual trajectories. For jump processes in continuous time on a discrete state space such a quantity, for a path starting in configuration (x 0 , y 0 ) at time t 0 and consisting of N x transitions, with the ith transition being into state x i at time t i is given by
Here the objects are the joint and coarse grained transi- 
where the notation x t+dt indicates the event x = x at time t + dt, and the mean escape rates
Derivations for the above can be found in appendix B.
III. TIME REVERSED TRANSFER ENTROPY
At the heart of modern descriptions of entropy production is time reversal [13] . Within frameworks such as stochastic thermodynamics employing Markovian dynamics a central result, following from the principle of local detailed balance [49] [50] [51] , is the identification of an external, or medium, entropy production of a single realization as the ratio of conditional measures between the forward path sequence of the realization and the time reversed sequence. We denote the time reversed sequence of a path of duration τ starting at t = t 0 , x τ t0 , by x † τ t0 = x t0 τ , such that x t0 τ is the sequence x τ t0 'played' in reverse so that it runs from x τ to x t0 , and where is a time reversal operator [52, 53] . For even variables, such as a position, it takes value = +1 whereas for odd variables, such as a velocity, it takes value = −1. Similarly the protocol, λ τ t0 , undergoes a time reversal λ † τ t0 = λ t0 τ with odd parity examples being external magnetic fields or torques [54] . For clarity, however, we restrict our discussion to even variables here and throughout. Explicitly, for Markov systems dealing with even variables, in contact with large equilibrium heat baths, we are able to write
where we now set k B = 1 throughout. Such an identity powerfully connects thermodynamic entropy with the notion of observed irreversibility and the arrow of time. In models where there is a single environment with a fixed temperature this ratio is readily identified as the heat exported to the bath divided by its temperature. Such a result can be argued more generally [55] [56] [57] [58] [59] and allows for a discussion of entropy production in terms of explicit irreversibility and when paired with the principle of micro-reversibility leads to the celebrated fluctuation theorems [10] . A key feature in the formulation of such results is the inclusion of a system entropy [2] given, for a path of duration τ , starting at time t = t 0 , by
such that the total irreversible entropy production, understood as the total entropy production of the universe consisting of the system and its environment, for a path of duration τ , starting at time t = t 0 , is given by
Here we explore the idea that a meaningful way of connecting information theory with thermodynamics is to apply this notion of time reversal to the quantities central to information theory. To this end we introduce a new quantity, the time reversed transfer entropy. We proceed, again, considering only even variables for clarity, by considering the time reversed sequence of a discretized path consisting of 2n steps such that it is centred on the nth transition. Consequently we have a time reversed path (x † , y † )
, and define the time reversed local transfer entropy as
The time reversed transfer entropy is then fully defined by the average of this quantity by means of the path probabilities obtained in the forward time direction. In discrete time this is given by
where the implicit protocol dependence has similarly been time reversed and the mechanisms used match those in the forward path. This is the information transfer understood as a physical quantity, and thus defined using the forward measure, in the same physical direction, from y to x, if time were to run backwards.
Similarly we can build the functional for jump processes in continuous time for the pathwise time reversed transfer entropy viz.
IV. RESULT FOR BIPARTITE SYSTEMS
For the remainder of this paper we shall restrict ourselves to classes of system where the entropy production can readily be identified within each component of the system. This restriction is well utilized within the literature [28-30, 42, 60, 61] and amounts to considering Markov bipartite systems. Such a restriction can be summarized by
such that the rates are unchanged in the limit s → 0, r → 0, q → 0 and W y,y
x,x = W (x , y |x, y, λ) is the transition rate from state (x, y) to (x , y ) (given λ) and W y,y x is shorthand for W y,y x,x , i.e. a transition where the x state does not change. Explicitly this is the requirement that the joint process is not path dependent beyond the current state and that transitions where both variables change value/state simultaneously are disallowed. One can understand this to be the requirement that both x and y can, in principle, be described in isolation such that when they are combined no 'new' transitions are introduced [30] . Alternatively and equivalently one can take this restriction to mean that the thermal noise each experiences is independent from each other. We note that such a structure leads to the important property
Since the dynamics are Markov this allows us to evolve the probability density function with the appropriate master equation, once again dropping the notational protocol dependence and noting, for brevity, the contraction p y x = p(x, y),
Identifying the entries
allows us to view such a equation as continuity equation such thatṗ
being a sum over local probability currents [30] . The key property of the system being bipartite is that all other parts of the system are stationary whilst another part transitions. Consequently, as the second line of eq. (19) demonstrates, in these systems, the total probability current separates into distinct components. As a consequence it is well known that the mean rate of total entropy production of the universe (the system and its environment) separates [28] [29] [30] such thaṫ
with each ofṠ x i andṠ y i bounded from below by 0 by the log sum inequality. This ability to separate the probability current can be thought of as arising from the ability to treat the other parts of the system, y, as a protocol in that they entirely parameterize the dynamics experienced by x throughout a transition. This allows us to untangle the joint dynamics and thermodynamic quantities like the exported entropy into contributions entirely attributable to transitions in either x or y. For example the exported entropy production for a realization is found by constructing eq. (11).
By using the form of conditional path probabilities found in eq. (B4) of Appendix B, whilst recognizing eq. (18) and the Markov property κ x|y [x such that the mean escape rates are equivalent in both the forward and reverse time directions one finds, for
Here each contribution is formed with a separate sum using its own time scheme which only counts transitions in that subsystem. Explicitly, there are N x transitions into states x i occurring at times t i , with x i−1 and y i−1 being the immediately preceding values and N y transitions into states y j occurring at times t j again with x j−1 and y j−1 being the immediately preceding values.
In contrast to the above, when considering the coarse grained dynamics, for instance in the absence of knowledge of y, it is important to appreciate that the behaviour of x is still, in general, non-Markov in that inferences can be made using its path history as well as historical values of the protocol. Consequently, for the coarse grained system, there is no general simplification of the transition rates and we retain the form
, but drop the notational dependence on the protocol assuming q = s. By using the above properties, particularly eqs. (23) and (18), we arrive at our first result for Markovian bipartite systems in continuous time by subtracting eq. (16) from eq. (7)
We note that the parameter r has no effect and has thus been dropped since the joint process is assumed to be Markov. Here the first term is identified as the x component of eq. (23) and the remainder is the ratio of unconditioned path probabilities of generic continuous time processes in x, in the forward and reverse time directions given by eq. (B4) in Appendix B, given historical knowledge s at all points along the paths. We emphasize the non-Markovian nature of the probabilities appearing in the final term and point out that, as with eq. (6), the above quantity is formulated for a sequence embedded in a wider historical (and future) sequence thus leading to probabilities conditional on previous and future path sequences.
On the other hand we may consider cases where there is a definite time origin and horizon such that no information about the path is available before t 0 or after τ . In these cases the path measures reduce to the form
(s) where at each point t ∈ [t 0 , τ ], min(t − t 0 , s) seconds of path history are utilised in its formulation. Of particular note are such situations, but where we otherwise let s → ∞ such that at any point, t, we may consider s taking the value t − t 0 . Similarly in the reverse measures we may consider s taking the value τ − t. We write the pathwise and reverse pathwise transfer entropy under these conditions T (t−t0) y→x = T y→x and T †,(τ −t) y→x = T † y→x . These quantities are of particular importance because they use the natural measures p[x τ t0 |x t0 ] that result from marginalizing the joint measure p[x τ t0 , y τ t0 |x t0 , y t0 ] and as such appear in our subsequent results. Under these circumstances we are free to include the coarse grained system entropy in x, using the form appearing in eq. (12), but with distributions over x arising from the marginalized joint distributions over x and y, to both entropy productions thus arriving at
where ∆S Here and throughout the notation S indicates that the quantity is formulated by considering coarse grained distributions and path probabilities.
Eqs. (24) and (25) amount to a precise relation between information dynamics, in the same physical direction, in both the forward and reverse time directions and the irreversibility of the subsystem x when observed at different levels of description or, with an appropriate partition [44] , length scales. The last term in eq. (25) is a quantity known as the coarse grained entropy production [28, 62, 63] which denotes the irreversibility of the subsystem x when no information about y, not even necessarily its existence, is known. When the process y is much faster than x then the coarse grained entropy production becomes a Markovian entropy production [41] . In contrast ∆S x tot can be interpreted as the entropy production of x when y is known to exist, but the details of which are not known [30] , or as the entropy production of x under the assumption y is a protocol. It is thus worth pointing out that there are therefore three distinct entropy productions, in the form of system entropies represented by logarithmic one time probabilities and apparent medium entropies represented by conditional path probabilities, relevant to distinct observer perspectives when viewing the system
The first represents the irreversibility in the total system, the second, based on the naive measure, is the apparent irreversibility when focused on x and treating y as a protocol and the third the irreversibility of x when y is not known to or measured by the observer. We emphasize that ∆S
, differing, in the mean, by a quantity called the information flow [30, 31] defined as the mutual information rate arising from the probability current in x. Alternatively, and equivalently, in a steady state, this difference, in addition to the coarse grained system entropy rate of x has been identified as the learning rate or entropy reduction [64] .
The result in eq. (25) can also be seen as a precise division, into physical directions, of information transfers, for finite processes, of the so called mutual entropy production appearing in [28] . This relies on the property that for bipartite systems the trajectory mutual information rate comprises the transfer entropy rate in opposite directions [29, 31] . Explicitly, using the above formalism it is equivalent to the result (27) where I m (x t0 , y t0 ) = ln p(x t0 , y t0 )/p(x t0 )p(y t0 ) is the initial local mutual information between x and y. The result in [28] then concerns the mean transfer entropy and entropy production rates such that the contribution from the initial mutual information becomes negligible.
A. Information transfer as an encoding cost
We now consider an alternative definition for the transfer entropy in physical bipartite systems. Considering again the natural measures given a fixed time origin at t = t 0 such that s = t − t 0 for all times, we now point out that for Markovian bipartite systems we have the property
The first line underlies eq. (27) and is recognizable by considering the general form of conditional path probabilities given by eq. (B4) of Appendix B along with the properties in eq. (18) and the divisibility of the total mean escape rate in eq. (20) . Consequently we may write
where I m (x t0 , y t0 ) is the local mutual information at the start of the process. This relates the transfer entropy, usually described in terms of different probability measures on the target, in terms of probability measures on the source. Specifically we interpret the remaining term in eq. (29) as a pointwise excess, that is additional, code length [65] that is associated with encoding the behaviour of subsystem y given knowledge of the behaviour of subsystem x under the naive measure, the assumption that x is deterministic or that is x is a classical switching protocol. Explicitly, if we encode messages, optimally, based on the assumption that they arrive with probabilities p e , but they actually arrive according to different probabilities p a the mean additional cost of encoding messages given this error, in nats, is D KL (p a ||p e ) = p a ln(p a /p e ). The pointwise cost, ln (p a /p e ), associated with a single message is the quantity we discuss here. Such an interpretation has been considered before, again with implications for the arrow of time, in systems without feedback [66] . We emphasize that the encoding task, and thus additional code length from a non-optimal encoding, is to encode the dynamical sequence y τ t0 given the knowledge that the realization in x is x τ t0 and that x and y are not to be interpreted as channel sources and outputs as is often considered in the classical information theory literature [65] . We also mention that discrete systems can be losslessly encoded by representing the paths using tuples of the state variable and the times between transitions, whereas for fully continuous systems the encoding is deemed to be approximate being achieved by some representation, i.e. [67] , given an available bit rate which can be considered in the limit where relationships between code lengths hold. This allows us to write our second main result
Here
] is the additional code length with notation chosen to reflect its form as a pointwise (i.e. local) Kullback-Leibler divergence. We see that the transfer entropy and additional code length are exactly equal given an initial uncorrelated state. We also point out that the transfer entropy rate, relevant in systems converged upon a steady state, defined in the limit t → ∞, such that the initial mutual information becomes negligible, can now be defined through two equivalent statements
thus identifying the transfer entropy rate as both the increase in predictability in the target given knowledge of the source, as is the commonly understood definition, but also as the additional cost associated with encoding the source given knowledge of the target when treating the target as if it were an exogenous variable i.e. a protocol.
B. Discrete time systems
It should be noted that the above result requires the system to be bipartite, Markov and in continuous time.
In continuous time a lack of correlation in the thermal noise experienced by the two subsystems and an ability to divide the current into two components coincide. However this is not the case in discrete time and so the result is required to be adapted in such cases depending on which property is chosen. One can assert that the transition probabilities experienced by subsystem x should not depend on the future state of subsystem y. We call such systems separable and have the property
(32) Such a property leads to a medium entropy production of the form
where ∆S x med is a component of the exported entropy production associated with a transition in x, but cannot be associated exclusively with the current in x. For such systems eq. (24) becomes
with ∆S x med coinciding with ∆S x med if a time step ∆t is associated with each transition and that time step is taken to 0.
Alternatively one can assert that the system is bipartite similarly to the systems which eq. (24) applies to in the sense that both x and y cannot change state within one time step. In such systems all quantities can be divided into two components associated with x and y currents and transitions [30] . To select the component that is associated with the x current component of a quantity we introduce the operatorX which filters out all steps that involve y transitions such that it applies the delta function δ yiyi+1 at each time step. In such systems eq.
V. GENERALIZING THE ARROW OF TIME FOR CONTINUOUS FEEDBACK PROCESSES
It is well known that in the absence of feedback or coupling to hidden variables the statement of the second law is a mathematical encoding of the apparent time reversal asymmetry that we observe in physical phenomena. Indeed, a famous and important corollary is that in equilibrium the absence of entropy production is to be directly associated with an inability to perform any test that can determine whether time is running forwards or backwards [39] . Indeed questions around how one might be able to make such a decision given finite observations are both interesting and contemporary [68, 69] .
However, with feedback, or more generally, with focus only on a portion of the system, an observer might be systematically misinformed in their conclusion about which direction time is flowing. In such a set up one can take the view that an observer would conflate the motion of the rest of the system with a protocol which, assumedly, but erroneously, did not depend on the behaviour of the subsystem. Alternatively one can argue that the observer only has the ability to measure the subsystem in question, but can measure the entropy exported by that subsystem which implicitly depends on the total system's state. The entropy production with such incomplete knowledge would, for subsystem y, be given by [30] ] owing to the general property that the evolution of x also depends on y [27] . This gives insight into the apparent arrow of time in such systems: the entropy production encodes the preference for the forward process over the corresponding reverse process when the motion x is assumed to be a deterministic protocol such that is predetermined and independent of y; an assumption facilitated by the bipartite structure of the dynamics.
In language more fitting with our everyday experience of the arrow of time, based on our pre-existing knowledge of the behaviour of matter (the known, albeit perhaps imperfectly, probabilities of paths given fixed protocols), we are able to discern which way a film is being played based on our level of 'surprise' in each direction: removing a barrier (a deterministic protocol) that releases coloured dye into a fluid is deemed probable whereas the recollecting of dye immediately before the closure of the barrier (the reversed protocol) is deemed improbable. But such an observation for a small enough system with enough thermal noise and with a sensing protocol might be engineered to occur more frequently. Such realizations are associated with negative entropy productions and with feedback the entropy might be negative on average.
Using this observed entropy production could lead to incorrect inferences about the arrow of time: on average the time reversed behaviour could be more probable than the forward behaviour.
There are now, well known and appealing, results concerning feedback that deal with the sum of the exported entropy and exported information. The exported information in these results is measured through an information theoretic quantity that generalizes to the pathwise transfer entropy in the continuous feedback limit, which must be greater than zero [23, 27] . However, there is no direct analogy to the canonical case of time asymmetry whereby a single involutive quantity, measured in each time direction, either increases or decreases in the mean [39, 66, 70] as such results require direct external interference in the system with the requirement that no feedback occurs in the reverse time direction. To proceed we imagine a different approach and recognize that, heuristically, the arrow of time is based on assigning a physically observed weight (probability) to the forward and reverse behaviour. We propose that we augment the arrow of time by including an information theoretic weight to each of these behaviours. To do so we introduce a new quantity designed to be an information theoretic analogue to the usual definition of the entropy production appearing in eq. (36)
Here I m is the local mutual information and plays the role of the system entropy in eq. (36) which conditions the path probabilities for the entropy production, but here characterizes the initial state of the shared information. It should be noted that in previous approaches, the transfer entropy is arrived at by comparing probabilities from a forward experiment and a carefully chosen reverse experiment which implements no feedback (see eqs. (55), (63) and (65) in [27] ). As we will see, such a situation can be equivalently characterized by a vanishing reverse transfer entropy. In contrast here, the information transfer that occurs autonomously, T y→x , is considered directly. This is then contrasted with the autonomous information transfer in the reverse time direction, T † y→x . It should also be noted that ∆S y|x info is constructed so that there is an explicit origin and horizon for the paths (x τ t0 , y τ t0 ) such that the local transfer entropies cannot utilize any path histories before t = t 0 or beyond t = τ and with s set to t − t 0 , τ − t for the forward and reverse processes such that all available information is utilized.
We interpret eq. (38) as characterizing the difference between the initial shared information plus the information that is exported by y (though, unlike the medium entropy production, may be possibly still dynamically shared with y) and the final shared information plus the information that is exported by y in the reverse process. We argue that this quantity effects an information theoretic arrow of time: it contrasts the information dynamics in the forward and reverse time directions whilst, eq. (36), which we consider to be the physical arrow of time contrasts the apparent physical dynamics in the forward and reverse time directions. Eq. (38) is similar to the quantity introduced in [71] , but includes the newly introduced reverse transfer entropy. Similarly to the observed entropy production in eq. (36) , in the steady state the boundary terms do not contribute on average so ∆S y|x info becomes a balance between the information transferred in each time direction which is to be contrasted with ∆S y tot which is a balance between the apparent path likelihoods in each time direction. Crucial to this concept is the idea that information transfer can be understood physically, that it is formed from pre-existing known physical probability measures. This means that, just as with the physical arrow of time, probabilities are not determined empirically in the direction the film happens to be playing (a technique which would leave us unable to detect which way time was flowing with or without feedback), but based on established physical behaviour when time is known to be flowing forwards.
In addition, much like ∆S y tot , ∆S y|x info has no bounds on its sign: the information transfer in the reverse time direction can be greater than in the forward direction. However, we argue that the total, or composite, arrow of time, formed from both the physical and information theoretic components ought to hold in all circumstances. This total arrow of time, in a heuristic sense, modifies its usual conception so as to contrast not only the likelihood of a path with its time reversed counterpart, but the likelihood of a path in conjunction with how much information can be or is extracted from it. Instead of contrasting the functionalp[y 
Such a quantity is known to obey an integral fluctuation theorem [63] , demonstrated in Appendix C, and is therefore positive in the mean. However, whilst the non-Markov structure can make the final quantity in eq. (39) ambiguous when interpreted as a physical entropy production, the transfer of information is well defined, explicitly with non-Markovian dependence, giving such a quantity a concrete interpretation in terms of an arrow of time comprising both physical and information flows forward and backwards in time.
At this point we recognize that both the numerator and denominator in the information theoretic arrow of time are precisely the additional encoding cost identified in eq. (30) such that the composite arrow of time can be written
The addition of this additional encoding cost can be seen as a re-weighting of the measure that considers x to be a protocol, to the measure which aligns with the actual observed conditional probability such that p w [y 
In contrast to the previous path integrals, the notation we can write the mean encoding costs under the non-optimal measure as the average cross entropy, H c (p(y), q(y)) = − dyp(y) ln q(y),
and where H(p(y)) = − dyp(y) ln p(y). In short, the information transfer which forms ∆S y|x info can be viewed as a statistical re-weighting which changes the naive measure, now on y, into the true measure. With this inclusion the total arrow of time is then formed from code lengths under the true measure and leads to the positivity of the composite arrow of time as there exists no other measure which produces, on average, a superior encoding scheme.
Further, the form in eq. (42) suggests an interesting interpretation in terms of the principle of minimum cross entropy or principle of minimum discrimination [72] [73] [74] . It concerns situations where there is a given reference measurep which is approximating some unknown measure p and an improved measure p is to be chosen given some new evidence, usually in the form of some constraint(s). The principle then states that p should be chosen such that it minimizes the discrimination entropy (the Kullback-Leibler divergence) or equivalently, the cross entropy. Such a principle can be seen as an extension of the principle of maximum entropy. The relevance here, we argue, is that the initial reference measure, given knowledge of the dynamics of y, but not of x, is sensibly chosen to be the naive measure. But as continued measurements are made evidence might arrive that this measure is not the true measure. We are then faced with the inference problem of determining the true measure given this new evidence. The principle of minimum discrimination then suggests that the best approximation to the true measure is that which minimizes the Kullback-Leibler divergence between the naive measure and the new approximation. However, because of eq. (29) we can interpret this as the measure which leads to the least information transfer from y to x: the best approximation of the true measure is through an estimation of the dynamics of x which can reproduce the necessary constraints with the minimum information about y as possible.
Finally, since the form of ∆S y|x info is involutive (−∆S y|x info is the value of ∆S y|x info when time is reversed) we can measure this one quantity in both time directions to infer the arrow of time in the same way one usually measures ∆S y tot . Alternatively, we can consider attempting to encode the forward and time reversed behaviour with the implication that the shortest code length is associated with the forward time direction. Encoding under the naive measure reflects the entropy production, but may mislead on average. Encoding under the optimal scheme will not mislead on average and the corrective term is the exported information given by the initial mutual information and the pathwise transfer entropy.
Lastly, we point out that if we restrict ourselves to the steady state, such that λ = const, and assume a finite correlation of the stochastic behaviour of the coarse grained system with its past, by considering a process of infinite duration such that the contributions near the time origin and horizon become negligible, it follows that
Such a relation is expected to provide a stronger bound on the entropy production ∆Ṡ y i near equilibrium in the total system than just the transfer entropy rate alone [31] since the information transfer in the reverse process, is a non vanishing quantity equal in magnitude to the forward information transfer at equilibrium. We also see that if only subsystem y is in thermodynamic equilibrium we have T y→x ≥ T † y→x such that information can always be extracted more effectively running forwards in time versus backwards in time, but if the measuring apparatus is also at equilibrium such that the total device is in equilibrium no distinction can be made and we have T y→x = T † y→x .
VI. CONNECTION WITH PREVIOUS RESULTS
The result we have presented is, as written, specifically formulated for systems undergoing so called autonomous feedback; systems where the natural coupling and resulting dynamics can be seen to lead to information exchange between identifiable components of the total device. It is, however, instructive to examine how such a result can be seen to lead to previous results by imagining it for different setups by making further assumptions about the nature of time reversal.
In contrast to the setup considered here is the setup known as non-autonomous feedback. In such setups rather than describing two components of a joint system one describes a single system of which measurements are made by an undescribed controller which then uses the information gained by the measurement to adjust the protocol. In these setups system x is measured by a measurement device recording outcomes in a memory controller y which then changes the protocol λ(y) [27] . Whilst it is instructive for the consideration of the thermodynamics of the system to treat it in this way, the dynamics can still be entirely captured through a combined bipartite system whereby y plays the dual role of measurement device and protocol. This is because, in line with the fundamentals of stochastic thermodynamics, protocols are stationary whilst the system transitions and any measurement results are statistically independent of the future states of the system.
Once such a connection is made the distinction between such systems is in the nature of time reversal: in autonomous feedback systems both subsystems exhibit dependence on one another regardless of time reversal, whilst for non-autonomous feedback systems the joint measurement/protocol variable becomes independent of the system variable upon time reversal [75] . Such an effect may be imagined by considering the usual bipartite system with a constant protocol variable (for the whole system) λ, such as a constant magnetic field, which transforms upon time reversal to a value λ † in such a way that mediates the ability of y to sense x. In this set up x still depends on y in both the forward and reverse processes leaving the entropy production of x unchanged as well as the initial and final mutual informations and forward transfer entropy. However, the reverse transfer entropy now explicitly vanishes for all realizations. Consequently the information theoretic arrow of time reduces to
Consequently eq. (39), which obeys an integral fluctuation relation, reduces to
thus precisely recovering the result in eqs. (5) & (6) in [71] . Written as a Kullback-Leibler divergence analogous to eq. (41) the average of such a quantity is given by
Further, if we insist that any such process, forward or backwards in time, is first prepared so that the system and the controller/protocol variable are uncorrelated the mutual information terms vanish and we find
recovering the well known result found in eq. (6) in [24] and eq. (65) in [27] . Similarly, in the stationary state the mean mutual information contributions cancel and we confirm the result in eq. (37) in [29] .
Finally we can make a connection with the result in [76] [77] [78] by noticing that if the normalization terms within such descriptions are identified as
and Z 2 = (p(x i |x i+1 , y i+1 )) −1 , the corrective log ratio term, ln(Z 1 /Z 2 ), becomes the reverse transfer entropy. Consequently the contained ∆S ext (x) should be recognized as the difference between the exported entropy production attributed to x at different levels of description.
VII. EXAMPLE SYSTEM
Relevant systems for such results are numerous [30] , however beyond numerical computation of the constituent quantities, exact analytical results are challenging to find. An instructive example where an analytical solution can be found in an appropriate limit is that of two simple harmonic oscillators, coupled by a harmonic potential, subject to distinct environments at different temperatures described by over-damped Langevin equations. In this system each oscillator represents one of the two sub-systems x = x and y = y in the preceding development with the coupling allowing us to frame the dynamics in terms of autonomous feedback when we take particular observer perspectives. By altering the temperatures that the two oscillators are exposed to we equivalently change the statistical properties of the feedback and cool/heat the oscillators relative to their respective heat baths. The equations of motion for the system take the form of the following stochastic differential equations
where γ x , γ y are the damping coefficients for x, y respectively, k the spring constant of both oscillators, k c the spring constant of the coupling potential, T x , T y the temperatures of the environments the oscillators are exposed to and dW x & dW y are two uncorrelated Wiener processes simulating the thermal environments. Such a system is continuous in time and bipartite since the current can readily be divided into two components because of this lack of correlation between the Wiener processes [31] . Whilst such systems permit solutions to the transfer entropy rate for stationary processes in the limit s → ∞ [31, 61] , we are not aware of such a solution for the reverse transfer entropy rate. Consequently, for consistency, we approximate the transfer and reverse transfer entropies using a method involving small time propagators, effectively calculating the transfer entropy rates with lim s → 0, (See appendix D), quantites which have been investigated in [61] . These then become accurate, such that T y→x =Ṫ (0) y→x , when the source variable, y, is much faster than the target, x. This occurs when γ y << γ x . In such a limit we find
Such results are illustrated in fig. (1) . When T y > T x the coupling, when viewed from the perspective of x as a protocol, serves to cool the particle and results in an apparent negative entropy production in y. This is offset by a positive transfer entropy from x to y providing a familiar bound on their sum [27, 71] . However, the transfer entropy is postive for all T y . Alternatively, if we examine the information theoretic arrow of time we see that this is positive only in the regime T y > T x . Consequently when T y = T x , when the joint system is in equilibrium, we recover no discernable arrow of time whether that be thermodynamic or information theoretic, Ṡ y tot = Ṡ x tot = Ṡ y|x info = Ṡ x|y info = 0. Interestingly, in the regime 0 ≤ T y ≤ 4T x /3, the reverse measure is not too far from the forward measure such that the reverse transfer entropy is positive: the source y still provides information about the destination x for the forward time direction whilst time is played in reverse. Within this bound the information theoretic arrow of time provides a stronger bound than the transfer entropy alone and for T x < T y < 4T x /3 this occurs whilst ∆Ṡ y tot is negative. Further, when T x > T y such that ∆Ṡ y tot is positive the reverse transfer entropy is positive and larger than the transfer entropy suggesting that when the reversed time measure over samples less dissipative paths in the source, more information can be transferred from that source.
VIII. DISCUSSION AND CONCLUSION
In this paper we have introduced a new quantity we call the reverse transfer entropy in the hope of creating deeper connections between information theory and thermodynamics. We have then described such a quantity for bipartite systems and related it to the usual transfer entropy and the observed irreversibility of a system at two different levels of description which differ in their knowledge of the source variable. Further, by making a direct comparison between physical flows represented by observed probabilities and information flows represented by the transfer entropy we have constructed an information theoretic arrow of time. This information theoretic arrow of time can, on its own, either inform or mislead about the true direction of the arrow of time. But when paired with the physical arrow of time, which similarly can mislead in the presence of feedback, we have presented a quantity, comprising both the probability of a realization and the information which it can export, which reliably informs about the arrow of time with or without feedback.
By considering different models for time reversal we have then made connections with previously known results in the literature. We argue that by doing so we have illustrated that it can be viewed that it is this composite arrow of time which underlies many of the results involving feedback as they are recovered by introducing greater restrictions and assumptions about time reversal which act to set certain quantities in the composite arrow of time, namely the reverse transfer entropy, to zero. This difference in perspective is subtle, but significant: rather than viewing bounds on the entropy production as emanating from a physical probabilities of the forward and reverse paths alone such that information theoretic quantities can be derived, we start by placing an equal weighting on the information theoretic quantities themselves and view them as relevant to the combined thermodynamics. We have also presented a succinct alternative interpretation of the arrow of time, valid in any system: it is the ability, using a single encoding strategy, to reliably encode the forward time behaviour more efficiently than the reverse. But this only holds when the optimal encoding scheme is utilized. If one uses a scheme based on the naive measure, it leads to the entropy production (eqs. (36) & (37)), but may reach the wrong conclusion about the flow of time. The additional cost of this error is precisely the information exported by the system in addition to a boundary given by the initial mutual information. Such an interpretation further highlights the difference between the approach outlined here and previous results [29, 31, 71] , because the composite arrow of time uses the same encoding scheme in both time directions whereas previous results that do not include the reverse transfer entropy, when interpreted as a comparison between encoding costs, entail a change in scheme in the reverse time direction (eq. (47)). We anticipate further richness in the comparison with other information theoretic quantities with those in stochastic thermodynamics.
Appendix A: Incorporation of mechanisms into transfer entropy
To fully describe transfer entropy in the context of stochastic physical models we must acknowledge that a given transition may occur by one of several mechanisms ν [40] [41] [42] [43] [44] [45] [46] , the existence of which additively contribute to the probability of a transition (p(x |x) = ν p ν (x |x)). An example might be a system connected to multiple heat or particle reservoirs which each provide a separable source of noise and can thus both be considered in isolation as well as together. This extension allows the development of the notion of a transition being identifiably induced by one of such sources thus providing additional information about any transition. The incorporation of this additional knowledge of how a transition occurs can be incorporated into the transfer of information through an expansion of the state space into a pseudo state-mechanism space, (x i , y i ) → (x i , y i , ν i ), whereby ν n indicates the mechanism utilized in the transition from state x n−1 → x n .
The key feature of introducing additional mechanisms into physical systems is that the rates from the contributing mechanisms are additive such that
Considering, for simplicity, continuous Markov processes described by a master equation
we can incorporate the additional knowledge of the mechanisms used into the transfer entropy by building a pseudo state space which adds the mechanism of the transition into that state so that P (x, y) → P (x, y, ν). Consequently the transition rates are now of the form W (x, y, ν|x , y , ν ). However, the rates cannot depend on the mechanism of the previous transition so we write W (x, y, ν|x , y , ν ) = W (x, y, ν|x , y ) = W ν (x, y|x , y ). The master equation then becomes
Summing over ν gives the original master equation ensuring such a description is consistent with the original system.
The transfer entropy is then formally the transfer T (s,r)
y→x,ν on the pseudo space such that, taking for simplicity s = r = 0,
is the transfer entropy of the original system if all transitions were assumed to be caused by that configuration of mechanisms ν. From the log sum inequality it follows that
where the last quantity is the transfer entropy calculated without knowledge of the mechanisms in the system. Incorporating these features along with the inclusion of the protocol transforms the transfer entropy in physical systems into a transfer entropy, conditional upon the protocol, λ, from variable y to the joint states on the state mechanism pseudo space (x, ν) and is of the form
.
(A6)
Here we start from eq. (6) and recognize that either the numerator or denominator in such a quantity, for a path running from t = t 0 to t = t N +1 consisting of N x transitions in x with the ith transition occurring at time t i being into state x i , is represented by
P (x i−1 → x i , t ∈ dt i )P (x = x i ∀t ∈ [t i , t i+1 ]). 
where it should be noted that, despite the exponential form, the Markov property is not retained due to the integral over the mean escape rate which can explicitly change while the system is not transitioning even for time homogeneous processes since the history encoded into the transition rates changes as time progresses. Simply rearranging eq. (B1) and taking the logarithm gives
being the logarithm of a path probability density with dimension dt Nx . Inserting the appropriate transition rates and taking the difference between the conditional and marginal processes then gives eq. (6).
To construct the reverse transfer entropy we consider the time reversed path, assuming even variables, given by x † (t) = x(t Nx+1 + t 0 − t) so that x † i = x Nx−i . The reverse form of eq. (B4) is then given by
where for the conditional process 
with the coarse grained process being analogous. Substituting in with the definition of the reversed path and recognizing that the path history runs in the opposite direction we have κ *
x † (t) = κ * x(t Nx +1 +t0−t) = (B8) Changing to the time variable t = t Nx+1 + t 0 − t which runs in the same direction as the forward process such that t i → t Nx−i+1 gives
which leads to the form of the reverse transfer entropy in eq. (16) . We note that when the process is Markov we have W * = W and κ * = κ. The probability distribution of the system described by eq. (49) 
and
Given such a system we can approximate the transfer entropy rate in the stationary state by starting with the short time propagator [52, 79] which yields
where dx i = x i+1 − x i . We can approximate the coarse grained dynamics viz.
