The non-linear wave equation is taken as a model problem for the investigation. Different multisymplectic reformulations of the equation are discussed. Multi-symplectic Runge-Kutta methods and multi-symplectic partitioned Runge-Kutta methods are explored based on these different reformulations. Some popular and efficient multi-symplectic schemes are collected and constructed. Stability analyses are performed for these schemes.
Introduction
Multi-symplectic partial differential equations (Hamiltonian PDEs) (see Bridges, 1997a,b) are given by
2 of 20 H. LIU AND K. ZHANG (1997a,b) and Bridges & Derks (1999) , and among them the most remarkable might be the existence of several local invariants, which are always hallmarks of conservative systems. For system (1.1), those local invariants, namely multi-symplecticity, the existence of energy and momentum conservation laws, can, respectively, be written as
2)
∂ t E(z) + ∂ x F(z) = 0, (1.3)
where
We remark here that the word 'local' means that such conservative properties do not depend on the specific domain or on boundary conditions of the PDEs.
From the above exposition, we can see that multi-symplectic PDEs represent a natural extension of Hamiltonian ODEs given by The first conservation law is conservation of symplecticity and the second is conservation of energy corresponding to the conservation laws (1.2)-(1.4). As in the case of the well-established symplectic integrators for Hamiltonian ODEs (1.5) (see Hairer et al., 2002; Sanz-Serna & Calvo, 1994) , in order to incorporate more physics into numerical simulations, there has been growing interest in geometric integration of Hamiltonian PDEs (1.1), namely in multi-symplectic integration. Thus far, multisymplectic integrators based on finite-difference methods, finite-volume methods, Runge-Kutta (RK) and partitioned Runge-Kutta (PRK) methods and spectral methods etc. have been developed for various Hamiltonian PDEs and we refer to Ascher & McLachlan (2004) , Bridges & Reich (2001b) , Hong et al. (2005a) , Hong & Liu (2003) , Reich (2000a,b) , Zhao & Qin (2000) and references therein for details about the rich literature. Two kinds of definition of the multi-symplectic integrator can be found in the literature (see Bridges & Reich, 2001a; . In the present paper, following the point of view in Bridges & Reich (2001a) , a numerical discretization for (1.1), i.e. 
and z k,l satisfies the discrete variational equation
(1.8)
The fact that wave equations have multi-symplectic structure was first shown in based on a Lagrangian formulation of the Cartan form in field theory. In the current paper, we take the 1D non-linear scalar wave equation (2.1) as a model problem for most of our investigations. Four multi-symplectic reformulations (1.1) of this equation can be found in the literature, and all of them are listed in Section 2. Mainly from the viewpoint of numerical treatment, some discussion on those different reformulations is included here, and we then introduce the concept of separable Hamiltonian PDE, which generalizes the notion of separable Hamiltonian ODE and will bring benefits for the multisymplectic integration. We would like to emphasize here that most of the results obtained are readily extendable to high dimensions and other Hamiltonian PDEs.
In Hong et al. (2005a) and Reich (2000b) , symplectic RK and symplectic PRK methods are applied to solve Hamiltonian wave equations (2.1) [in fact, the discussion in Hong et al. (2005a) is carried out for Hamiltonian PDEs of the general form (1.1)]. It is proved that proper concatenation of a pair of symplectic RK (or PRK) methods applied to the spatial discretization (or temporal discretization, respectively) can produce a multi-symplectic integrator. Since symplectic RK (PRK) methods play a crucial role in symplectic integration of Hamiltonian ODEs, we have good reasons to believe that they would yield favourable results in the case of multi-symplectic integration as well. However, most of the work in Hong et al. (2005a) and Reich (2000b) is focused on the proof of the multi-symplecticity of such concatenations of symplectic RK (PRK) methods. Few results can be found on how to numerically implement such multi-symplectic RK and PRK methods, especially in the high-order case which seems almost intractable. In Section 3, simplified vector notations are utilized to formulate those multisymplectic RK and PRK methods for the wave equation. Through such compressed formulations, the numerical method can be regarded as a two-level finite-difference scheme, which makes it much easier to understand and implement such methods and also provides more insights. However, still a lot remains for further study in this field, especially in terms of finding more efficient schemes of high accuracy, for it can be seen that such schemes are nevertheless hard to implement with high-order RK and PRK methods, due to their complexity and for reasons of being time consuming (fortunately, highly accurate schemes are not always necessary in practice). It should be noted that most of the results in this section are also applicable to the general Hamiltonian PDEs (1.1).
In Section 4, some popular and efficient multi-symplectic integrators are collected and constructed based on the above discussion. Besides, a stability analysis of these multi-symplectic schemes is carried out. Results show that discretizations for different multi-symplectic formulations of the same wave equation may have different stability properties. Particularly, Euler-type methods may not perform well as multi-symplectic schemes in some cases, while Preissman schemes yield favourable results.
Section 5 is devoted to the concluding remarks.
Hamiltonian wave equation
The scalar wave equation is given by (i) By introducing the canonical momenta v = ∂ t u, w = ∂ x u and the state variable z = (u, v, w) T ∈ R 3 , we can reformulate (2.1) into a multi-symplectic PDE (1.1) (see Reich, 2000b) , (ii) In Bridges & Reich (2001a) , the wave equation (2.1) is given in form (1.1) with
i.e.
The additional variable p(x, t) is a Lagrange multiplier associated with the constraint −w t − v x = 0 (see Bridges & Reich, 2001a) . (iii) In Moore & Reich (2003) , a multi-symplectic formulation for (2.1) is provided with
or equivalently written as Hong et al. (2005a) , the multi-symplectic wave equation is given by
which can also be written as
In the sequel, we shall refer to those different reformulations as form (i) and form (ii) etc. The multisymplectic conservation laws for all of the above equations are given by (1.2), e.g. it is 
Though all of those reformulations are, in essence, mathematically equivalent to (2.1), they do not always imply the equivalence of the resulting multi-symplectic integrators by applying the same numerical method to them, e.g. RK and PRK methods (see Section 3 and 4). Next, we would like to give some remarks.
REMARK 2.1 For form (i), it is proved in Reich (2000b) that concatenation of symplectic RK methods, applied to the spatial and temporal directions, yields a multi-symplectic integrator, i.e. it preserves a discrete version of the multi-symplectic law [see Reich (2000b) or the discussion in Section 3]. Forms (ii)-(iv) pave the way for the utilization of PRK methods, for then we can make the partitions of the PDE system as follows (see Hong et al., 2005a) :
where, K i , L i (i = 0, 1, 2) are 2 × 2 matrices and together with the other notations used here are selfexplanatory for the different reformulations (ii)-(iv). It is asserted in Hong et al. (2005a) that proper concatenation of the symplectic PRK method for (2.8) will give a multi-symplectic scheme, which preserves the same discrete multi-symplectic law as that defined in Reich (2000b) [see Hong et al. (2005a) or the discussion in Section 3]. However, this is not the only way to utilize symplectic PRK methods. In Moore (2003) and Moore & Reich (2003) , the following splittings of K and L are made (which can also be given by the Legendre transform in first-order field theories): 
(2.10)
Based on such splittings for the Hamiltonian wave equations, the symplectic Euler method (it is the first-order symplectic PRK method) can also be implemented and yields the Euler box scheme, which for forms (i), (iii) and (iv) is just the classical five-point scheme for non-linear wave equations, and for form (ii), it is a new 'five-point' scheme (see Section 4) and all of them have a 'non-compact' (see Section 3) discrete multi-symplectic conservation law. Mainly through the study of the numerical dispersion of the five-point scheme for wave equations, it is concluded in Moore (2003) that the Euler box scheme cannot be considered as multi-symplectic in some cases. Furthermore, in the present paper, based on the partition (2.8) of the Hamiltonian wave equation, the symplectic Euler method is implemented and, although it has a 'compact' discrete multi-symplectic conservation law, it is seen to be unstable (see Section 4). For these reasons, we would not regard the Euler box scheme as multi-symplectic. Essentially, we think that this is due to the symplectic Euler method, which can even encounter spurious phenomena in symplectic integration of some Hamiltonian systems [see Hong et al. (2005b) for details]. Nevertheless, thorough investigation, mainly backwards error analysis (BEA), should be conducted to give the final convincing conclusion. It should also be noted here that the splitting (2.9) is not suitable for use in conjunction with general symplectic PRK methods.
REMARK 2.2 In (2.3), if we set z = (v, w, u, p) T , then through such a permutation we can get the multi-symplectic reformulation of (2.1) as follows [referred to in the sequel as form (v)],
Such a multi-symplectic system will be called 'separable', for it corresponds to a separable Hamiltonian ODE given by
with a Hamiltonian of the form
In fact, we can introduce the following definition.
DEFINITION 2.1 A multi-symplectic system (1.1) will be called separable if it has either of the following forms,
where K i , L i (i = 1, 2) are skew-symmetric n × n matrices, 0 is the n × n matrix with all entries equal to 0, and z = ( p, q) ∈ R n × R n , F, G: R n → R n are smooth functions, or
with K 0 , L 0 being arbitrary constant n × n matrices. Now, it is readily seen that the reformulation (2.11) is of the separable form (2.14). Such separable formulation will definitely bring advantages to the construction of some efficient multi-symplectic schemes, as has been done for symplectic integration of (2.12) [we refer to the monograph Sanz-Serna & Calvo (1994) and the papers of Candy & Rozmus (1991) and Forest & Ruth (1990) ]. For example, if in 7 of 20 (2.12) the Hamiltonian is of the form H ( p, q) = 1 2 p T Ap+ H 2 (q) with A a symmetric matrix, then it is a separable Hamiltonian ODE and the two-stage Lobatto IIIA-Lobatto IIIB pair (which is a second-order symplectic PRK method) is employed for its discretization, yields the explicit symplectic staggered Störmer-Verlet scheme (see Hairer et al., 2002) . For (2.11), concatenation of the two-stage Lobatto IIIA-Lobatto IIIB pair, applied both in the x-direction and the t-direction, produces a multi-symplectic integrator, which is just the classical leap-frog discretization for the wave equation (see Bridges & Reich, 2001a) . However, for the present, the extension of those results on general special symplectic RK and PRK methods for separable Hamiltonian ODEs to separable Hamiltonian PDEs does not seem so obvious, and further studies will be conducted in this direction. REMARK 2.3 For the third and fourth kinds of multi-symplectic reformulations, i.e. (2.4) and (2.5), some algebraic constraints are introduced, namely ' p + w = 0' for (2.4) and '0 · p = 0' for (2.5). Such systems are in fact PDAEs (shortened term for partial differential algebraic equations), which correspond to the DAEs (differential algebraic equations) in ODE theory (see Hairer et al., 1989) . Given the problems one encounters in the numerical solution of DAEs, e.g. order reduction, we must be careful when numerically dealing with such PDAEs. In many cases, the multi-symplectic integrators employed are in essence finite-difference methods, and after some linear substitutions of the corresponding discretized constraint, we can in fact get the same numerical schemes by applying those numerical methods directly to (2.2) (see Section 4). REMARK 2.4 For form (ii), according to Theorem 2.1 in Hong et al. (2005a) , in order to get a multisymplectic scheme based on the partition (2.8), only a symplectic RK method can be used for the temporal discretization, whereas, for form (v), a typical symplectic PRK method can be applied for both the spatial and the temporal discretizations. REMARK 2.5 Obviously, the concept of a separable Hamiltonian PDE is not confined to the wave equation, or to hyperbolic equations. In fact, it is independent of the type of the equation and is adequate for the general Hamiltonian PDEs (1.1); also, it is easy to generalize to high dimensions. It should also be noted here that for form (ii) the first and fourth equations can be generalized to
for some smooth function F(u, p) of two variables, while retaining separability and multi-symplecticity, but gaining a more general class of coupled non-linear wave equations. A similar argument applies to form (v).
We conclude this section with the confession that we cannot say, at this moment, which multisymplectic reformulation is better. Theoretical studies together with numerical experiments should be conducted to understand this aspect. In Section 3, we will study multi-symplectic RK methods for form (i) and multi-symplectic PRK methods for form (v).
Multi-symplectic RK and PRK methods for wave equations
Following the discussions in Reich (2000b) and Hong et al. (2005a) , results on multi-symplectic RK and PRK methods for solving (1.1) will be briefly presented in this section. The highlights of our results lie in that some vector expressions are employed to give certain compressed formulations, and the scheme can then be readily regarded as a two-level finite-difference scheme, which makes it more easy to understand and also more convenient for practical implementation. Besides, more insight is gained into the multisymplectic RK and PRK methods through such formulations. We customarily refer to an s-stage RK method by the triple R = (A, b, c) ,
are, respectively, the coefficient matrix, weights and abscissae. The scheme associated with R for the ODE system
with the internal values Y (k) implicitly given by
. R is symplectic if it satisfies (see Hairer et al., 2002 )
An s-stage PRK method is given by a pair of RK methods, i.e. (2) ), which for the partitioned system
The symplecticity condition for the PRK method R (1) -R (2) is (see Hairer et al., 2002 )
Next, for our study, we introduce a uniform grid {(x k , t l )} ∈ R 2 with mesh length h in the x-direction and mesh length τ in the t-direction. Here and throughout the paper, we make use of the following notations:
• The value of a vector (scalar)-valued function z(x, t) at the point (x k , t l ) is denoted by z k,l ;
• Let c ∈ R s andc ∈ R r , then for a vector (scalar)-valued function U (x, t),
denotes an s × r block matrix;
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• Let α ∈ R s×n , β ∈ R r ×m and let U be a block matrix with each block U i, j ∈ R n×r , then α U denotes a block matrix with each block given by αU i, j , and U β a block matrix with blocks U i, j β.
First, we apply an s-stage symplectic RK method R and an r -stage symplectic RK method ∼ R, respectively, to the x-direction and t-direction, of form (i), to obtain the following scheme,
With the discrete values u k+1,l+c , w k+1,l+c , u k+c,l+1 , v k+c,l+1 to be determined, such a scheme can be seen as a two-level finite-difference scheme. The stencil for such a difference scheme in the (k, l)-th cell is shown in Fig. 1 . When the wave equation is linear, the internal values U k+c,l+c , V k+c,l+c , W k+c,l+c , ∂ t V k+c,l+c can be found from (3.3), and substitutions into (3.4) lead to a typical finitedifference scheme. For the non-linear case, the scheme results in a finite non-linear system with the unknowns u k+1,l+c , U k+c,l+c etc. (k = 0, 1, . . . , X/ h; l = 0, 1, 2, . . .). Obviously, such a scheme will quickly turn out to be intractable as the stages of the RK methods, i.e. s and r , become a little larger, and this is due to the massive computational effort required for solving the huge non-linear system involved. Now, we introduce the forward difference operators to approximate z x and z t . Then, from system (3.4) we can deduce that
which can be further written as
It is readily seen that we have made use of the approximations
Multi-symplecticity of the scheme (3.4) is shown in Reich (2000b) , i.e. the following result holds. PROPOSITION 3.1 If R and ∼ R are both symplectic, then the scheme (3.4) is multi-symplectic, i.e. it exhibits a discrete multi-symplectic law,
REMARK 3.1 Since the discrete conservation law (3.7) is given in one cell, we call it compact, in contrast with the non-compact discrete conservation law of the Euler box scheme based on splitting (2.9) given by (see Moore, 2003) , δ
for it is obviously given in four cells. In view of the strict local concept of multi-symplecticity, compact discrete conservation laws might give more insights.
We would like to emphasize here that in Hong et al. (2005a) , it is proved that Proposition 3.1 also holds for the general Hamiltonian PDEs (1.1), provided the resulting scheme is numerically solvable. Now, based on the partition (2.8), we proceed to apply symplectic PRK methods to form (v). The method used is a pair of symplectic PRK methods, namely an s-stage R (1) -R (2) method for the xdirection, and an r -stage
The following assumptions will be needed for the methods:
which are definitely not stringent conditions for the symplectic PRK methods (see Hairer et al., 2002) . With the same grid points as above, the resulting scheme for form (v) is: 
(3.13)
The scheme (3.12)-(3.13) can also be taken as a two-level finite-difference method, with the discrete values u T k+1,l+c , u k+c,l+1 etc. (k = 0, 1, . . . , X/ h; l = 0, 1, 2, . . .) to be determined. Its stencil in the (k, l)-th cell is also given by Fig. 1 . Through a slightly tedious algebraic manipulation, we can also deduce (3.6) for this scheme, and the multi-symplecticity of it is given in Hong et al. (2005a) . The following result holds.
are both symplectic and satisfy the assumption (3.9), then the scheme (3.12)-(3.13) is multi-symplectic, and exhibits the discrete multi-symplectic law such as the one given in (3.7).
We would also like to point out here that Proposition 3.2 holds for general separable Hamiltonian PDEs of the form (2.14), provided the resulting scheme is numerically solvable (refer to Hong et al., 2005a) . Finally, we emphasize that the results in this section, especially the vector formulations of the multi-symplectic RK and PRK methods, can be obviously extended to general Hamiltonian PDE systems.
Some efficient multi-symplectic schemes and stability analysis
In this section, we collect and construct some popular and efficient multi-symplectic schemes for the wave equation (2.1) with different multi-symplectic reformulations, based on concatenation of symplectic RK and PRK methods in both the spatial and temporal directions. Besides, stability analyses are performed for some of the schemes (the CFL conditions for the explicit schemes are also included); this is indispensable for numerical schemes for solving hyperbolic equations. Our results show that discretizations for different multi-symplectic formulations of the same wave equation may have different stability properties. We conduct detailed studies of the Euler box scheme and the Preissman box scheme, which are the two most popular multi-symplectic integrators. In Section 4.1, we will first present some theoretical results on the stability analysis for finite-difference methods, which are necessary for our subsequent discussion. Most of the material can also be found in Meis & Marcowitz (1981) .
Some preliminaries on stability analysis
Since the multi-symplectic methods under discussion can always be converted into a two-level scheme, most of our subsequent discussion is based on the assumption that the difference equations are given by the following two-level formula:
where A m and B m are s × s matrices, dependent on time-step τ and independent of k, and U l k is a vector with s components u l 1k , . . . , u l sk , and the sums are to be extended over the finite sets N 0 and N 1 of the neighbours of the points x k . Using the classical Fourier method for stability analysis , with V l denoting the Fourier coefficients, we obtain
where G(ah, τ ) is the amplification matrix given by
Now, we state some theorems concerning stability (see Meis & Marcowitz, 1981) .
THEOREM 4.1 A necessary condition for the stability of the difference scheme (4.1) is that when τ τ 0 , lτ T , for all a ∈ R,
where λ j (G(ah, τ ) ) is the eigenvalue of G(ah, τ ) and M is a constant.
Condition (4.3) is called the von Neumann condition, and it is necessary for the stability of (4.1); in some cases listed below, it is also a sufficient condition for stability. THEOREM 4.2 The von Neumann condition of Theorem 4.1 is sufficient for the stability of the difference scheme (4.1) if one of the following conditions is satisfied:
1. The amplification matrix G(ah, τ ) is always normal, i.e. G * G = GG * . 2. There exists a similarity transformation, independent of τ , which simultaneously transforms all the matrices A m and B m to the diagonal form. 3. G(ah, τ ) = G(σ ), where σ = ah, h = τ θ , θ is the ratio of mesh-size. Further, for each a ∈ R one of the following three cases holds:
Further ways to approach the stability analysis are given below. are uniformly bounded, where the superscript l, which is an integer, in G l (ah, τ ) denotes the power.
Sometimes, Theorem 4.4 is not so obvious to implement, and we can make use of the following theorem.
THEOREM 4.5 Suppose that G(ah, τ ) is Lipschitz continuous in τ in the neighbourhood of τ = 0, then the matrices (4.4) are uniformly bounded, if and only if, the matrices
are uniformly bounded.
Some popular and efficient multi-symplectic schemes
In this section, two kinds of the most popular multi-symplectic integrators, i.e. the Euler box schemes (which are obtained by applying the symplectic Euler method to both the spatial and temporal directions) and the Preissmann box schemes (which are obtained by applying the midpoint formula to both the spatial and temporal directions), are given for the non-linear wave equation (2.1) with different multisymplectic reformulations. In the sequel, we refer to the Euler box scheme for form (i) as 'Euler box I' and to form (ii) as 'Euler box II' and the same holds for 'Euler box III' and 'Preissman I' etc. Finally, some high-order schemes are constructed. First, based on the splitting (2.9), the Euler box scheme for the general multi-symplectic system (1.1) is 6) where the backward difference operators are defined as follows
and K + , L + are taken as the upper triangular blocks of K , L for our current analysis. Now, simple calculations show that Euler boxes I, III and IV can all be simplified to the following classical fivepoint finite-difference scheme:
For Euler box II based on such splitting, we obtain a new five-point scheme:
Whereas, Euler box V, based on the partition (2.8), is
REMARK 4.1 Exchanging the forward and backward difference operators in (4.6) for forms (i)-(iv), we will have three other versions of the Euler box scheme for each form, however, by direct calculations, it can be shown that all of them are equivalent to (4.6).
REMARK 4.2 Euler boxes I-IV satisfy the non-compact discrete multi-symplectic conservation law (3.8), while, Euler box V satisfies the compact discrete multi-symplectic conservation law (3.7).
Second, the Preissman box scheme for (1.1) is 10) with the abbreviations
Now, Preissman box I, III and IV read Finally, we will construct some higher-order schemes: second-order in time and fourth-order in space. For simplicity, we only consider the linear case where we take F (u) = u in (2.1). One of them is obtained by applying the Gauss RK method to form (i) with stage r = 1 in time (i.e. the midpoint formula) and s = 2 in space, which is
The other is given by using the fourth-order symmetric composition of the midpoint formula (see Liu & Sun, 2004) for spatial discretization and the midpoint formula for temporal discretization, and it can be formulated as the following two-level scheme:
Lz k+c 2 ,l+1
Lz k+c 3 ,l + (1 + 6a)θ (1 + 2a)(1 + 4a)
Lz k+c 2 ,l − (1 + 8a)θ (1 + 2a)(1 + 4a)
Lz k+c 1 ,l + K + τ 2 P + (1 + 6a)θ (1 + 2a)(1 + 4a) L z k,l , (4.14)
where θ = 
Stability analysis
In this section, a (linear) stability analysis will be performed for the multi-symplectic schemes discussed in Section 4.2. In what follows, we shall take F (u) = u and θ = 1. When 0 < θ < 1, Euler boxes I, III and IV are stable; 2. When 0 < θ < 1, Euler box II is stable; 3. For any θ > 0, Euler box V is unstable.
Concluding remarks
In this paper, multi-symplectic integrations for Hamiltonian PDEs are investigated, based on concatenations of symplectic RK and PRK methods, where we take the 1D non-linear wave equation as a model problem. First, several of the existing multi-symplectic reformulations of the non-linear wave equation are collected, and a discussion concerning the numerical strategy is included. However, further theoretical and numerical considerations should be made in this respect. Certain separable Hamiltonian PDEs are introduced which will bring advantages from the numerical point of view, but a thorough theoretical and numerical study in this direction is nevertheless needed. Then, simplified vector notations are utilized to formulate multi-symplectic RK and PRK methods for the wave equation, and the resulting scheme can be taken as a two-level finite-difference scheme, which makes it more easy to understand and implement in practice. Besides, such formulations provide deeper insight and might give a general framework for further study of such methods, e.g. the BEAs of such schemes (we refer to Moore & Reich, 2003) . Finally, we considered two popular multi-symplectic integrators based on RK-type methods, namely the Euler box scheme and the Preissman box scheme, for which different multi-symplectic reformulations are studied. Stability analysis together with the existing results show that discretizations of different multi-symplectic formulations of the same wave equation may have different stability properties. In particular, the Euler box scheme may not be considered as multi-symplectic in some cases, while the Preissman box scheme yields favourable results, though some effort is required in the numerical implementation of the scheme. High-order schemes for the linear case are also constructed. It should be emphasized that most of the results in the present paper are not confined to the wave equation, or to hyperbolic-type equations, and they are applicable to Hamiltonian PDEs of the general form (1.1) and are readily extendable to high dimensions. Further research will be conducted to construct more efficient multi-symplectic integrators, based on the framework provided in the present paper together with further pertinent theoretical analysis of those schemes. For numerical experiments, we refer to Moore (2003) and Reich (2000b) .
