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The surface sensitivity of x-ray photoelectron spectroscopy (XPS) has posi-
tioned the technique as a routine analysis tool for chemical and electronic
structure information. Samples ranging from ideal model systems to indus-
trial materials can be analyzed. Instrumentational developments in the past
two decades have popularized ambient pressure XPS, with pressures in the
tens of mbar now commonplace. Here, we briefly review the technique,
including a discussion of developments that allow data collection at higher
pressures. We illustrate the information XPS can provide by using examples
from the literature, including MgO studies. We hope to illustrate the possi-
bilities of ambient pressure XPS to Mg, MgO, and Mg(OH)2 systems, both in
fundamental and applied studies.
INTRODUCTION
X-ray photoelectron spectroscopy (XPS) is a
highly mature technique for surface elemental and
chemical analysis, based on the photoelectric effect.
It has been used frequently in the study of Mg
materials, for example to study the oxidation and
hydroxylation of Mg and MgO. Conventional XPS,
however, suffers from the instrumental necessity of
a high vacuum environment (<105 mbar), which
renders in situ and operando investigations of
surface chemical processes, including oxidation
and hydroxylation, largely impossible.
This pressure gap between ultrahigh vacuum
(UHV) and ambient conditions is exemplified by
surface science XPS studies of the native MgO on
Mg metal. Under ambient conditions, the surface of
MgO is hydroxylated to Mg(OH)2. In order to
perform fundamental studies, MgO is easily pre-
pared in vacuum but must be hydroxylated to
mirror realistic surface conditions relevant to, e.g.,
applications. This process is difficult since the room-
temperature sticking coefficient of water on
MgO(100) in UHV is near zero.1 MgO(100) can only
be hydroxylated above a threshold pressure on the
order of 104 mbar (bulk-like films) to 106 mbar
(bilayer films on a suitable support), and saturation
is not reached even at mbar pressures.2 To properly
study the interaction of water with MgO and
Mg(OH)2 surfaces in UHV, the sample must instead
be cooled. This removes the relevance to applica-
tions3,4 and implies the risk of not overcoming
kinetic hindrances of the system, which at realistic
temperature and pressure would not play any
further role.
The pressure gap can, however, be properly
addressed using in situ surface methods such as
ambient pressure x-ray photoelectron spectroscopy
(APXPS), also known as high-pressure or near-
ambient x-ray photoelectron spectroscopy (HPXPS,
NAPXPS). The technique allows pressures at the
sample in the mbar regime, with a demonstrated
maximum pressure of 130 mbar for a standard
sample environment5 and 1 bar for a graphene
membrane-based one.6 Hence, fundamental studies,
such as on the hydroxylation of MgO and investi-
gations of Mg(OH)2 relevant to applications, can be
conducted in ambient in situ and operando condi-
tions using APXPS.
The objective of this short review is to introduce
the Mg community to APXPS. Rather than provid-
ing a full account of the method—several excellent
reviews outline its details (see, e.g., Refs. 7–13)—we
will concentrate on exemplifying some concepts
central in XPS, valid also in APXPS. We then
discuss the instrumentation of APXPS, before pro-
viding a number of examples. Neither of the authors
has worked extensively with Mg materials;
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therefore, we primarily provide examples from
other areas and make reference to MgO and
Mg(OH)2 research to demonstrate how the illus-
trated concepts find application.
GENERAL ASPECTS OF XPS AND
RESEARCH INTO MAGNESIUM OXIDE
Photon sources for photoelectron spectroscopy
cover all energies from a few eV up to around
10 keV. Helium discharge lamps have main lines at
21.22 eV and 40.81 eV, and aluminium and magne-
sium Ka x-ray anodes at 1486.7 eV and 1253.6 eV.
In addition, synchrotron radiation sources deliver
photons with a tunable energy and play a major role
today. The largest majority of available synchrotron
beamlines provide vacuum ultraviolet (VUV) and
soft x-ray radiation up to 2000 eV, and hence
conventional XPS is a VUV and soft x-ray tech-
nique. The photoelectric effect then implies that the
kinetic energy EK of the photoelectrons, where
EK ¼ ht EB  /; ð1Þ
with EB the binding energy of the electrons in the
solid sample, ht the photon energy, and / the work
function of the investigated surface,* typically some
tens to hundreds of eV. At such low kinetic energies,
the mean free path of the electrons in matter is
short: on the order of A˚ngstro¨ms to nanometers in
solids and liquids and millimeters in gases at a
pressure of 1 mbar. The numbers imply a strong
surface sensitivity for solid and liquid samples but
lead to difficulties with respect to realistic pres-
sures, which necessitates the APXPS adaptation of
XPS (see following section).
The high surface sensitivity of XPS is one of the
central aspects in its popularity in surface and
materials science, but also the ability to tune
between more bulk and more surface-sensitive
modes, elemental resolution, chemical resolution
from chemical shifts, ease of use and rather
straightforward interpretation and semi-quantita-
tive nature of the results, and applicability to
essentially any material play an important role.
We cannot treat all these aspects here, but limit
ourselves to discussion of a few central effects:
insulating versus metallic samples and how the
method’s surface and chemical sensitivity can be
employed. For more in-depth treatments, we refer to
the excellent review literature of the past decades
(e.g. Ref. 14).
Insulating Samples
Since electrons are detected in XPS, materials
with a large band gap are difficult to study.
Photoelectrons are not replenished on the timescale
of the experiment, leading to excess positive charge
on the sample. Outgoing photoelectrons interact
with this space charge, which may heavily disturb
measured energies and lineshapes to render a
spectrum useless. Low-band gap semiconductors
such as Si are sufficiently conductive not to pose
any problem beyond the difficulty in measuring the
Fermi level, the standard reference level according
to Eq. 1, which for metallic samples, but not for
semiconductors, is easily recognizable as a step edge
structure. On properly and regularly calibrated
laboratory XPS instruments, the combination of a
well-known photon energy with a calibrated ana-
lyzer work function implies that the location of the
Fermi level is known. The problem is more severe
when using a synchrotron x-ray source where the
photon energy typically will undergo slight changes
over a day. For proper calibration in this case, the
Fermi level should be measured for each separate x-
ray photoelectron (XP) spectrum, e.g., on a Au foil in
good electrical contact with the sample. For some-
what more insulating samples, small charging
shifts can occur and the calibration should be done
directly before or after measurement of a core/va-
lence level to either another core level or the
vacuum level and in the same spot of sample
irradiation.15
Wide-band gap insulators such as bulk MgO can
only be studied with difficulty. If charging is not too
strong, reference to the known energy of a core level
might be sufficient.16 Otherwise, a low-energy elec-
tron flood gun17 can be used to replace the depleted
charge. The absolute binding energy is then rather
arbitrary, but both relative energies and intensities
are usable. Thought has then to be given to
potential damage to the sample by the electron
irradiation, but even the charging itself can give
rise to damage, which may be counteracted by the
compensation. The method of charge compensation
has been used frequently in MgO research (see, e.g.,
Ref. 18). Alternatively one can use thin, sufficiently
conducting MgO films grown on different single
crystals.19,20 Sample heating and concomitant exci-
tation of electrons into the conduction band can also
be sufficient to overcome charging.21
Surface Sensitivity
The surface sensitive of XPS depends primarily
on the kinetic energy hm and take-off angle J
(Fig. 1a) of the detected electrons with a limited
inelastic mean free path k and thus a relatively
short attenuation length K in solid matter (K is
*The equation is only valid for metals and the energies refer to
the Fermi level of the material. Strictly, for semiconductors and
insulators, the proper reference level is the vacuum level, and the
work function is omitted from the equation. However, the Fermi
level is usable even for sufficiently conductive semiconductors.
EK is measured in the analyzer with a work function that in
general is different from that of the sample; therefore, if EK de-
notes the actually measured kinetic energy, / is the analyzer
(and not the sample) work function. For a properly grounded
sample, the Fermi levels of the analyzer and (metallic) sample are
aligned apart from a well-defined voltage, and one is only inter-
ested in the kinetic energy relative to the measurable Fermi level.
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somewhat shorter than k since it also contains an
elastic contribution22). The universal curve of sur-
face science provides an estimate of k as a function
of the electron kinetic energy. From this curve, the
minimum mean free path is only a few A˚ and is
observed at a kinetic energy (chosen by the photon
energy) of around 50–100 eV. More exact values of k
for specific materials are available (Ref. 23 and
references therein).
The intensity I of the electrons varies as I0e
d
cos #,
where I0 is the intensity at the photoemitting atom
and d the path length of the electrons to the surface
through matter. The exponential behavior implies
that for a kinetic energy at the minimum of K only
the first few nm of the surface contribute to the
signal, even in the normal emission case (J = 0); at
grazing emission (J = 80) virtually only the top-
most atomic layer contributes. Variation of the
photon energy and/or emission angle provides the
opportunity to use XPS for depth profiling in the
surface and near-surface region (Fig. 1a). XPS
depth profiling has been used in MgO research,
e.g., in the determination of the thickness of the
surface oxide layer of an oxidized Mg(0001) crys-
tal,24 localization of hydroxyls after exposure of
MgO crystals to water25 or UHV treatment,26 and
surface segregation of Sr in doped MgO.27 As a word
of caution, intensity changes in XPS can have
reasons beyond depth distribution of species, and
the surface effect can be completely masked by other
phenomena such as photoelectron diffraction.
Chemical Sensitivity
The tabulated28 approximate binding energies of
the core levels of all elements can be used for
elemental analysis. The exact energies depend on
the chemical environment of the photo-emitting
atom, and chemical shifts carry information on the
chemical environment and structure, coordination
number, oxidation state, etc. In the C 1s XP spectra
of a monolayer of isonicotinic acid/TiO2(110) in
Fig. 1a,29 two primary structures can be observed:
a larger structure at 285 eV binding energy and a
smaller one at 289 eV. Based on the observed
intensities and expected C 1s binding energies of C
atoms in heterocycles and carboxylic functional
groups,30 the two features are assigned to photoe-
missions from the pyridine and carboxyl moieties,
respectively. The variation of surface sensitivity by
changing the take-off angle leads to a modification
of the lineshape of the large peak; the light gray-
shaded lower binding energy portion of the peak is
decreased more strongly at grazing angles than the
darker-shaded higher binding energy part. Noting
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Fig. 1. (a) Emission angle-dependent C 1s XP spectra of a monolayer of isonicotinic acid adsorbed on TiO2(110). The chemical structure and
adsorption geometry of the compound are shown to the left. The chemical equivalence of the different atoms is indicated, and the shaded areas
in the spectra correspond to photoemission from these different atoms. Adapted from Ref. 15 with permission from Elsevier. (b, c) Illustration of
chemical shifts in XPS: (b) O 1s spectrum of SiO2 grown on TiO2(110). (c) Si 2p spectrum of a native oxide-covered Si(100) wafer.
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1 and 5 should have a larger binding energy than
the other three carbon atoms of the heterocycle
(carbon atoms 2, 3, and 4 are chemically similar due
to the comparable H and C electronegativities), the
changes of the lineshape with angle are easily
explained. The molecules stand upright on the
surface (as also inferred from other techniques and
theory), so atoms 1 and 5 will contribute more
strongly than atoms 2, 3, and 4 for very surface
sensitive measurements at grazing emission angles.
At normal incidence, the reverse applies. Thus, the
spectra provide a somewhat more unusual example
of depth profiling by XPS.
Two more examples of chemical shifts are shown
in Fig. 1b and c. The O 1s spectrum in (b) was
measured on a layer of SiO2 grown on TiO2(110) and
exhibits the typical O 1s binding energies of the two
oxides.31 They can be distinguished easily, although
the formal oxidation states are the same in both
materials. In a simplified initial state picture, the
shift between the two peaks can be explained by the
lower electronegativity of Ti, which donates more
electron density to the oxygen atoms than Si. The
increased electron density on the O atoms leads to a
lower O 1s binding energy. Similarly, the Si 2p
spectrum of the native oxide layer of a Si(100) wafer
in Fig. 1c shows well-separated features of bulk Si0
as well as the substochiometric and stoichiometric
silicon oxides (+1, +2, +3, and +4 oxidation states).
Each of the oxidation states is represented by a
doublet of lines due to the spin-orbit splitting in the
final state of the photoemission process as a result of
the core photohole.
Chemical shifts in XP spectra of MgO samples
have been used to identify Mg oxidation states and
the nature of sorbent species. Thus, the Mg 1s, 2s,
and 2p binding energies of the Mg0 oxidation state
are 1.5 eV lower than those of Mg2+.32,33 In the O
1s XP spectra of hydroxlated MgO compounds the
hydroxyl O 1s line is found at 2 eV higher binding
energy than that of the oxide, and the line of
molecular water is another 2 eV higher in binding
energy.34,35 Surface carbonates are intermediate in
O 1s binding energy between hydroxyls and molec-
ular water.36 For mixed oxides, one can often
distinguish the different contributions: e.g., the O
1s line of TiO2 is 1.5 eV lower in binding energy
than that of MgO.36
AMBIENT PRESSURE X-RAY PHOTOELEC-
TRON SPECTROSCOPY
As outlined above, the short electron mean free
path in gases at relevant kinetic energies necessi-
tates a high vacuum in conventional XPS. This
limitation with respect to in situ and operando
investigations of surface chemical processes were
first overcome in the 1970s, when successful efforts
were made to minimize the electron path from the
sample to the electron energy analyzer (EEA)
through a gas phase surrounding the sample.37,38
However, though spectra were obtainable, the low
count rate had caused the number of in situ XPS
experimental setups and studies to be scarce. The
combination of modern, intense synchrotron radia-
tion sources with increased EEA transmission39
popularized APXPS.
Two issues limit the pressure in conventional XPS
instruments: high voltage requirements of the EEA
and scattering of photoelectrons at higher pressures.
A differential pumping scheme between the sample
in the measurement chamber and the EEA resolves
the issues and permits pressures in the mbar range
near the sample and high vacuum conditions in the
detector (Fig. 2a).10 A small aperture close to the
sample leads to the first pumping stage where the
pressure is about four orders of magnitude lower,
while additional pumping stages further lower the
pressure before the detector. The signal is maxi-
mized by electrostatic focusing onto the apertures
between the differential pumping stages.
Gas flow modeling shows that the sample-first
aperture distance should be at least twice the
aperture diameter to avoid discrepancies between
the real and measured pressures.8,39 A smaller
aperture into the differential pumping stage will
allow a higher pressure, since the sample can be put
closer to the aperture and thus the path of the
electrons through the gas is made shorter. For a
maximum signal the size of the incoming photon
beam should match that of the aperture. The
requirement of two aperture diameters can be
relaxed somewhat at pressures above around
10 mbar.40 Other factors that limit the signal, and
thus the pressure, are the gas phase photon absorp-
tion and the necessary separation of the sample
environment from the x-ray/VUV source either by a
thin membrane (e.g., Si3N4) or differential pump-
ing.9,10 Gas phase ionizations can overlap ioniza-
tions of interest, causing analysis difficulty, but can
also be used to detect products or changes in the
sample work function.41
There are three basic configurations of APXPS
measurement chambers as shown in Fig. 2b, c, and
d.10,12 Exposing a sample to a gas in a standard
vacuum chamber is the simplest. These chambers
typically have large volumes, and a background
pressure of the dosed gas remains after the exper-
iment, necessitating a bake-out to restore UHV. A
second configuration places the sample in a move-
able ambient pressure cell inside a UHV chamber.12
While this design is more complicated, gases can
flow across the sample as opposed to maintaining a
static equilibrium. A smaller volume makes for
easier cleaning, fast gas exchange, and quick access
to UHV and higher pressure conditions. The final
configuration uses customizable measurement
chambers that are easily placed on the EEA. All of
these configurations can combine APXPS with
simultaneous measurement of other information
including mass spectrometry12 and cyclic
voltammetry.11,42
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The most common systems studied using APXPS
relate to adsorption and reactions at the solid/gas or
vapor phase interface. The liquid/vapor interface
can be examined using a liquid jet, liquid thin film
from vapor condensation, or liquid meniscus above a
reservoir of liquid.11 With higher energy photons,
the solid/liquid interface can be studied.11,43
APPLICATIONS OF APXPS
The recent availability of APXPS has led to the
application of the technique to many fields. For
example, the interaction of mineral surfaces,44
semiconductors,45 ice,46 aerosol particles,47 and
amino acids48 with water has been studied as well
as the chemical speciation at the liquid/vapor
interface in deliquesced salts49 and liquid jets.50
Standing wave spectroscopy has been used to obtain
sub-nanometer resolution at the liquid/solid inter-
face in Ni corrosion51 and ion speciation at the
hematite/water interface.52 Also, surface reactions
of electrochemical systems at different biases have
been investigated.42 Below, we highlight two differ-
ent examples of APXPS studies of light metal
systems.
TiO2 Atomic Layer Deposition
Atomic layer deposition (ALD) is a thin film
deposition method for, e.g., metals and metal oxides,
nitrides and sulfides,53 which relies on the surface
reactions of two or more alternating gas phase
precursors to homogenously coat a surface with
precise thickness control, assuming the reactions
are complete and self-limiting.53 Under realistic
deposition conditions, the chemistry deviates from
the ideal situation, including incomplete precursor
reaction, contamination, precursor side reactions,
film/substrate mixing, and non-uniform growth. To
improve ALD and extend it to other materials, a
better understanding of surface chemical mecha-
nisms is required.
An APXPS study of TiO2 deposition on a
RuO2(110) surface from tetrakis(dimethylamido)
titanium (TDMAT) and water has demonstrated
the ability to follow electronic structure and chem-
istry changes in ALD processes under temperature
and pressure conditions similar to industrial growth
conditions.54 The ideal ALD model specifies the
following surface reactions (* denotes a surface
species):
Ti OHð Þ2þTi N CH3ð Þ2
 
4
! Ti Oð Þ2Ti N CH3ð Þ2
 
2
þ 2HN CH3ð Þ2
Ti Oð Þ2Ti N CH3ð Þ2
 
2
þ2H2O ! Ti OHð Þ2þ2HN CH3ð Þ2
Figure 3a and b shows the N 1s and Ti 2p XP
spectra, respectively, during TDMAT and water
dosing at ambient pressure. Variation from the
ideal chemistry is apparent during the first TDMAT
dose: three N surface species, rather than a single,
are observed in the spectrum. The majority species
are amido ligands, while dimethyl amine and
AP cell A
gas supply







































Fig. 2. (a) Differential pumping and electrostatic focusing of the photoelectrons in modern APXPS EEAs. (b–d) Common configurations of
measurement chambers. (b–d) are adapted from Ref. 12.
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methyl methyleneimine are assigned to the higher
and lower binding energy peaks, respectively. The
latter is especially surprising; while transition
metal amido complexes decompose to form imines,
there has been little evidence of surface-bound
imines in ALD processes. The broad Ti 2p peak
during the TDMAT dosing parallels the multiple N-
containing species.
Upon dosing water, further side reactions occur.
More dimethyl amine forms and is protonated at
higher water pressures (0.1 mbar). Removal of the
amido ligand is found to be pressure-dependent,
remaining until the water pressure reaches
0.1 mbar. Water does not remove the imine species.
Changes in the spectra are largely cyclic with the
alternating doses of the precursors. During the
third TDMAT dosing, there is a marked decrease in
the amount of imine in the N 1s spectra (bottom of
Fig. 3a). This decrease is likely due to the changing
composition of the surface, which fosters an
environment where the imine either does not form
or does not adsorb. With completion of three ALD
cycles, the Ti 2p spectrum looks close to that of bulk
TiO2.
The study also considered basic adsorption and
reactivity properties of TDMAT on RuO2, showing
that a multilayer of TDMAT begins to desorb at
40C. Overlap of the gas phase ionization makes the
behavior of the amine difficult to determine. Heat is
required to form the imine species, with a small
peak appearing around 60C. Similarly, the Ti3+
shoulder appears only after heating.
Overall, the results illustrate that APXPS can be
used to examine the surface species of an industrial
process at conditions close to those in the applica-
tion. By conducting these experiments in the cell
setup illustrated in Fig. 2c and d, more realistic
deposition conditions would be possible to achieve.
Studies could also be expanded to, e.g., include
depth profiling for comparison of surface and bulk
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Fig. 3. APXPS examples. (a, b) APXPS of TiO2 ALD on RuO2(110). (a) N 1s and (b) Ti 2p XP spectra during the initial TDMAT (cf. inset for the
molecular structure) and water half-cycles at the indicated pressures. Different half-cycles are shaded differently. Spectra are normalized to their
maximum intensity. (c–e) Surface species coverage of MgO under isobaric conditions of 0.5 (red), 0.15 (green), 0.02 (blue), and 0.005 (black)
Torr of water. (c) Molecularly adsorbed water, (d) hydroxyls, and (e) MgO oxide film. The appropriate axis is indicated by the arrows. The relative
humidity data are open circles, and the closed circles correspond to the sample temperature axis (Ts). Reprinted with permission from (a, b)
54
and (c–e)56; copyright 2016/2011, American Chemical Society.
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reactions, monitoring the reaction atmosphere by
mass spectrometry, and following chemical struc-
ture changes in a time-resolved manner.
MgO Surface Under Ambient Conditions
The MgO(100) surface with its simple rock salt
structure is an excellent system for the study of
water adsorption, especially since an improved
preparation method of Ag-supported bulk-like
MgO allows study without extensive sample charg-
ing.34, 55 Changes in the amount of oxide, hydrox-
ide, and water with increasing humidity are easily
predicted from the O 1s and Ag 3d XPS signals and
thus hydroxylation is quantified.34 The hydroxyla-
tion can indeed be studied in UHV by exposing the
sample to higher pressures of water in a separate
chamber connected to UHV instrumentation.2 How-
ever, the behavior of physisorbed water is not
accessible as there is no guarantee that the water
will remain on the surface in UHV. Therefore,
APXPS was used to study the details of surface
hydroxylation and molecular water adsorption
under isobaric conditions, i.e. at different relative
humidities (RHs).56 Only surface defect sites (0.08
monolayers) are hydroxylated at RHs<0.01%, and a
small amount of water (0.07 monolayers) binds to
the surface via hydrogen bonds with OH groups.
The OH coverage jumps to a saturation of 1
monolayer between 0.01% and 0.1% RH (with the
assumption of two OH groups per Mg), accompanied
by a gradual increase in water coverage. The
splitting of water on five-coordinate terrace sites of
the MgO(100) surface is responsible for this
increase. Terrace sites have been calculated to be
energetically unfavorable sites for water splitting;
therefore, an autocatalytic dissociation mechanism
is proposed where adsorbed water molecules lower
the dissociation energy for a neighboring molecule.
The 0.01% RH is the threshold pressure that
initiates the dissociation. Upon the completion of a
ML of OH groups, molecular water gradually
adsorbs on the surface, up to 1 ML at 20% RH.
This experiment provides support for DFT calcula-
tions predicting the autocatalysis mechanism.57
When plotted on a RH scale, OH coverage under
isobaric conditions overlap (cf. Fig. 3c, d, and e),
indicating an adsorption/desorption surface equilib-
rium. Thermodynamic parameters of the surface
hydroxylation have been calculated from this
data.58 A Clausius–Clapeyron analysis of the data
shows that the enthalpy (DHº) of the terrace site
hydroxylation is –40 kJ mol1 ± 2 kJ mol1 and
the entropy (DSº) is 50 kJ mol1 ± 7 kJ mol1.
From this a Gibbs free energy (DGº) of
25 kJ mol1 ± 1 kJ mol1 was calculated. Kinetic
information can also be gleaned from the APXPS
data, including the adsorption/desorption equilib-
rium constants and desorption frequency factor [1.4
(±1.2) 9 1011 s1]. The electronic structure infor-
mation gained from APXPS thus provided struc-
tural, mechanistic, thermodynamic, and kinetic
details in environmental conditions, demonstrating
the breadth of possibilities of the technique in the
characterization of surface reactions.
CONCLUSION
With this short review, we hope to have demon-
strated some of the versatility of APXPS for the
investigation of samples in ambient pressure condi-
tions up to 10’s of mbar. In relation to studies of the
solid/gas or solid/vapor interface, APXPS offers the
option of identifying surface and sorbate species
which cannot be formed in lower pressure condi-
tions. APXPS makes it possible to study, in real
time, chemical reactions driven by the gas phase
chemical potential, and accesses valuable informa-
tion on reaction mechanisms. Improved time reso-
lution, initially down to the second and millisecond
timescales, provides the opportunity to identify
transitional species which occur only during expo-
sure of a solid sample to a reactant phase. Although
not discussed here, the real-time combination and
correlation of APXPS with, e.g., mass spectrometry
or cyclic voltammetry is extremely powerful for
gaining insight into otherwise inaccessible chemical
processes. Sample environments previously out of
reach for electron spectroscopy studies, such as the
solid/liquid and liquid/vapor interfaces, thin film
growth reactors and electrochemical cells, are
presently becoming standard in APXPS investiga-
tions and will further widen the scope of APXPS.
In relationship to Mg research, the hydroxylation
process of MgO is now well studied, and the door of
opportunity is open for APXPS studies of more
complex interactions of Mg(OH)2 with other mole-
cules of relevance to applications. We hope this
review can stimulate researchers in the Mg
research community to start using the technique.
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