The problem of estimating a multivariate normal mean is considered from the decision-theoretic point of view. By using Stein's idea, we propose a new class of minimax admissible estimators. The relations among minimaxity, a prior distribution and a shrinkage factor of the generalized Bayes estimator, are also investigated.
Introduction
In this paper, we pay attention to the following Stein(1973) 's simple idea and provide it with the warrant for statistical decision theory. Before explaining his idea, we outline its background. Let X be a random variable having p-variate normal distribution N p (θ, I p ). Then we consider the problem of estimating the mean vector θ by δ(X) relative to the quadratic loss function. Therefore every estimator is evaluated on the risk function
The usual estimator X with the constant risk p is minimax. Stein(1956) showed that equivariant estimators relative to an orthogonal transformation group are of the forms δ φ (X) = (1 − φ( X 2 )/ X 2 )X and that there exists an estimator dominating X among these when p ≥ 3. James and Stein(1961) is considered and it dominates the James-Stein estimator as shown in Baranchik(1964) . Furthermore the complete class theorem, shown in Brown(1971) , implies that the JamesStein positive-part estimator is not analytic and is thus inadmissible. In view of frequentist decision theory, the construction of an admissible estimator is very important and hence it is of interest to characterize a class of estimators satisfying two optimalities, that is, minimaxity and admissibility. As you know, some classes of admissible minimax estimators have been already given in Strawderman(1971) , Alam(1973) , Berger(1976b) , Faith(1978) , Maruyama(1998 Maruyama( ,2001 ) and Fourdrinier et al.(1998) . On the mathematically next level, the derivation of admissible estimators improving the James-Stein estimator and the James-Stein positive-part estimator are of interest. Stein(1973) suggested that the generalized Bayes estimator with respect to the prior distribution: the weighted sum of that determined by the density θ 2−p and a measure concentrated at the origin may dominate the James-Stein estimator or the James-Stein positive-part estimator. Since Kubokawa(1991) afterward showed that the generalized Bayes estimator with respect to the density θ 2−p is an admissible one dominating the James-Stein estimator, Stein's suggestion is to the point in the case where the ratio of a measure concentrated at the origin is quite small. Efron and Morris(1976) expressed Stein(1973)'s estimator explicitly. Needless to say, we are interested in analytic decisiontheoretic properties of Stein(1973)'s estimator. Admissibility is easily able to be checked by using Brown(1971)'s theorem. On the other hand, even minimaxity, to say nothing of dominance over the James-Stein estimator has not been proved yet. (Hara(1997) tried to prove the minimaxity of Stein's estimator. Unfortunately his proof is incorrect.) In the above sense, considering properties of Stein(1973) 's estimator, in particular, dominance results, is a quite historical problem of estimation of a multivariate normal mean, a typical topic of the Stein phenomenon.
In this paper, we consider the extended Stein's prior distribution: scale mixtures of multivariate normal distribution whose density is proportional to
is chosen with probability β/(1 + β) and a measure concentrated at the origin is chosen with probability 1/(1 + β) for β > 0. It is assumed that h(λ) is a measurable positive function on (0, 1) and that lim λ→0 h(λ) = 1. The organization of the paper is as follows. In Section 2, we derive the generalized Bayes estimator with respect to the above distribution which is denoted by δ β and show that δ β is admissible if and only if a ≤ 2 regardless of β and h(λ). In Section 3, we review the minimaxity of δ β with β → ∞. As seen easily, all classes of minimax admissible estimators given in the hitherto researches, are expressed as δ ∞ . We point out that Fourdrinier et al.(1998) 's result is based on the boundedness of h(λ) although their result is powerful and includes results of Strawderman(1971), Berger(1976b) and Faith(1978) . Indeed, admissible minimax estimators proposed by Alam(1973) and Maruyama(1998) , are expressed as δ ∞ with unbounded h(λ). Hence we can see that the hitherto researches are divided in two, as Table 3 .1, on the basis of whether h(λ) is bounded or not, although relations among classes above have not been clear. In Section 4, we consider the minimaxity of δ β . We show that for h(λ) and a with which δ ∞ is shown to be minimax in Section 3, there exists a constant β * so that the generalized Bayes estimator δ β for β ≥ β * is minimax. In Section 5, the relations between the prior distribution, and the behavior of φ(w) are investigated. Especially, in the case where φ(w) is not monotone, the researches on the relations had been fragmentary and not been arranged yet. Combining results Section 3, 4 and 5, we can characterize a broad subclass of the prior distributions which lead minimax admissible estimators with not-monotone φ(w). As shown in Section 6, not-monotonity of φ(w) is inevitable for the admissible dominance over the James-Stein positive-part estimator. We thus believe that the class of the minimax admissible estimators include an estimator dominating the James-Stein positive-part estimator.
Generalized Bayes estimator and its admissibility
We consider the prior distribution: scale mixtures of multivariate normal distribution whose density is proportional to
is chosen with probability β/(1 + β) and a measure concentrated at the origin is chosen with probability 1/(1 + β) for β > 0. We assume that h(λ) is a measurable positive function on (0, 1) and that lim λ→0 h(λ) = 1. In this section, we construct a generalized Bayes estimator with respect to the above distribution and consider its admissibility. All results in this section are based on the hitherto researches, in particular Fourdrinier et al.(1998) . By using Fubini's theorem for positive functions, the marginal density function of X, denoted by f β (x) is calculated as
Lebesque's dominated convergence theorem ensures that differentiating under the integral sign is valid. Hence we obtain
Noting that the generalized Bayes estimator is written as X + ∇ log f β (X), we see that f β (x) exists for all x and the generalized Bayes estimator is well defined if and only if
which requires that a < p/2 + 1. Therefore we have the generalized Bayes estimator
where
Now the admissibility of δ β (X) is considered. Toward the admissibility of a generalized Bayes estimator, Brown(1971)'s theorem is used as the main tool and this is stated in the following.
Theorem 2.1. Suppose that δ(X) is the bounded risk generalized Bayes estimator with respect to a spherically symmetric prior F (θ). In this case, the marginal density of X is also spherically symmetric and hence denoted byf ( x ). Then δ(X) is admissible if and only if
Hence the asymptotic behavior of the marginal density function is crucial. A following Tauberian theorem gives a nice technique for relating the tail behavior of a function and its Laplace transform.
Theorem 2.2 (Tauberian Theorem). For the Laplace transform
Using this theorem, we can evaluate f β (x) as
as t → ∞, where C = 2
βΓ(p/2 − a + 1). Therefore the integral
dt diverges if and only if a ≤ 2 and hence we have the following result.
Theorem 2.3. δ β (X) is admissible if and only if a ≤ 2.
Therefore if we are interested in deriving admissible minimax estimators, we have only to restrict the results concerning minimax generalized Bayes estimators to the case of a ≤ 2.
Hitherto researches on minimax generalized Bayes estimators
In this section, we review the minimaxity of δ ∞ . Throughout this section, we see that all classes of minimax admissible estimators given in the hitherto researches are expressed as δ ∞ . Since we will consider the minimaxity of δ β in the next section, the results in this section are included in ones in the next section. We, however, believe that the partition into two sections bring about a better understanding of our paper.
The construction of minimax Bayes estimator
In this subsection, we assume that h(λ) is absolutely continuous on (0, 1) and that
which implies that h(λ) is bounded. Hence we denote the estimator δ ∞ and the marginal density by δ B and f B , respectively. In the following theorem which is equivalent to Fourdrinier et al.(1998) , the integration by parts
is crucial. It is noted that the assumption (3.1) guarantees this integration by parts. Although Fourdrinier et al.(1998) admitted (3.2) unconditionally, the boundedness of h(λ) is indispensable for it.
Proof. The sufficient condition for minimaxity derived by Stein(1973) is, in this case, equivalent to
By (2.3) and (2.4), we rewrite the above inequality as
/2 and A 1 (s) be the left-hand side of (3.3). Applying an integration by parts in the numerators of second and third term of A 1 (s), we have
Clearly the term in bracket of A(s) is nonnegative since the denominator of the second term is larger than that of the first. Letting, for fixed s,
we obtain
where E k denotes expectation with respect to the density with −1 < b < 0, denoted by δ U (X), was originally investigated by Alam(1973) and was developed by Maruyama(1998) . A following result is equivalent to Maruyama(1998 Maruyama( ,2001 )'s although its proof is more simplificated than Maruyama(1998)'s . 
To investigate the minimaxity of δ U (X), the representation through the confluent hypergeometric function
where (a) n = a · (a + 1) · · · (a + n − 1) for n ≥ 1 and (a) 0 = 1 is quite useful. From the formulas (13.1.27), (13.2.1), (13.4.3), (13.4.4) and (13.4.8) given in Abramowitz and Stegun(1964), we have the following relations which will be used in the sequel,
and
Proof. Similarly to the proof of Theorem 3.1, the sufficient condition for minimaxity is written as
/2, c = p/2 − a + b + 2 and A 2 (s) be the left-hand side of (3.9). Using the relations (3.5), (3.6), (3.7) and (3.8), we have . For s which satisfies M (b, c, s) < 0, we have
since the inequality
is satisfied for −1 < b < 0. The above inequality is shown by verifying that the coefficients of s n for every n ≥ 0 are nonnegative. Therefore A 2 (s) is nonnegative under the hypothesis of the theorem and this completes the proof.
In the previous and this subsections, we see that all classes of minimax generalized Bayes estimators given in the hitherto researches are expressed as δ ∞ and succeed in treating uniformly classes above as the following table. The sufficient condition for minimaxity on h(λ) and a φ ∞ (w)
Minimaxity of generalized Stein's Bayes estimators
The result of minimaxity of δ β (X) is following.
Letting s = x 2 /2 and
we can rewrite the above inequality as
Noting that Z p/2−a+1 (s) − Z p/2−a+2 (s) ≥ 0, the value β which satisfies the inequality
also satisfies the inequality (4.1). Let .
Next we can evaluate B(s) as
Moreover noting that the inequality
is satisfied for every s ≥ 0, we have
Therefore we see that β * (s) is bounded above by β * where
with −1 < b < 0. This completes the proof.
The properties of the behavior of φ β
First we investigate the limitation of φ β (w) in the case w → ∞. Similarly to (2.7), we can evaluate as
, which implies that when w tends to infinity, we have
Hence we have the following result.
Lemma 5.1. lim w→∞ φ β (w) = p − 2a + 2, which is not depend upon h(λ) and β.
Similarly to the above, we easily derive the following.
Before we further investigate the properties of the behavior of φ β (w), we review the properties of the behavior of φ ∞ (w).
Theorem 5.3.
Assume that λh (λ)/h(λ) with bounded h(λ) is monotone nonincreasing. Then φ ∞ (w) is monotone increasing.

Assume that λh (λ)/h(λ) with bounded h(λ) is monotone nondecreasing and that
h(λ) is not a constant function. Then φ ∞ (w) is increasing from the origin to a certain point and is decreasing from the point. Parts 1, 2 and 3 of the above theorem have been shown in Faith(1978) , Maruyama(2000) and Maruyama(1998) , respectively. It is noted that the assumption of part 1 implies h (λ) ≤ 0 and the assumption of part 2 implies h (λ) ≥ 0 because the value λh (λ)/h(λ) on λ = 0 is 0. Now we reconsider the properties of the behavior of φ β (w).
Theorem 5.4.
Assume that λh (λ)/h(λ) with bounded h(λ)
is monotone nondecreasing. Then φ β (w) for every β > 0 is increasing from the origin to a certain point and is decreasing from the point. We cannot derive the value β 1 analytically although we see that β 1 < β 2 where Proof. First we consider the case of bounded h(λ). Applying an integration by parts to the numerator of the right-hand side of (2.6), we rewrite φ β (w) as
Assume that λh (λ)/h(λ) with bounded h(λ) is monotone nonincreasing and that
, and
we have φ β (w) = p−2a+2+2ϕ(w) and ϕ (w) = ϕ 2 (w)(ϕ 2 (w)) Hence we have proved the result of part 1.
Next we consider the part 2 where λh (λ)/h(λ) is monotone nonincreasing. By the correlation inequality, ρ(w) is monotone increasing. Therefore if ρ(0) ≤ ψ(0), that is, β ≥ β 2 , we easily see that ψ(w) is monotone increasing, which implies that ϕ(w) is monotone increasing. For β < β 2 , ψ(w) is decreasing from the origin to a certain point and is increasing from the point. For fixed w(> p − 2a + 2), as β is smaller and smaller, there exists β such that φ β (w) exceeds p − 2a + 2, that is, ϕ(w) exceeds 0, which implies that ϕ(w) is not monotone by (5.2). By continuity of φ β (w) in β, there exists a constant β 1 such that for β ≥ β 1 , ψ(w) ≥ ϕ(w) for every w and for β < β 1 , we have the point w 0 which satisfies that ψ(w 0 ) < ϕ(w 0 ). Hence we see that for β < β 1 , there exist two points w 1 (< w 0 <)w 2 which satisfies that ψ(w) = ϕ(w). Moreover we see that for 0 ≤ w < w 1 , ψ(w) > ϕ(w) is satisfied and for w 1 < w < w 2 , ψ(w) < ϕ(w) is satisfied and for w > w 2 , ψ(w) > ϕ(w) is satisfied. Thus we have proved the result of part 2. We omit the proof of part 3 since we can prove it similarly to the proof of part 1 and to Maruyama(1998)'s Theorem 2.1.
6 Toward the improvement on the James-Stein estimator and its positive-part estimator
We first review a useful sufficient condition derived by Kubokawa(1994) . Combining Theorem 3.1, 3.2, 4.1, 5.2 and 5.3, we can easily construct many minimax admissible estimators whose φ(w) is not monotone and approaches p − 2 as w → ∞. We believe that they include an estimator dominating the James-Stein positive-part estimator.
