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Introduzione
La Teoria della Informazione e` un argomento di studio difficile ma allo stesso
tempo affascinante. Grazie a questa teoria e` stato possibile affrontare alcune
problematiche riguardanti la reale trasmissione dell’informazione.
I primi a trattare questo argomento, nell’ambito delle telecomunicazio-
ni, furono, negli anni ’20, Harry Nyquist [1] e Ralph Hartley [2]. Chi pero`
riusc`ı a trovare ottimi risultati, fu Claude Shannon nel 1948. Shannon sta-
bil`ı che su un canale di comunicazione e` possibile trasmettere dati, ovvero
informazione, con una probabilita` di errore piccola a piacere purche´ si ri-
spettino dei vincoli in termini di efficienza spettrale ed efficienza energeti-
ca. Questo risultato e` noto anche come teorema fondamentale della teoria
dell’informazione [3].
Dal 1948 ad ora la tecnologia si e` sempre di piu` evoluta, portando a stan-
dard e metodologie di accesso al mezzo sempre piu` innovativi ed ambiziosi
in termini di bitrate. Una delle tecniche di accesso al mezzo che sta riscuo-
tendo sempre piu` consensi nel mondo delle telecomunicazioni e` l’Orthogonal
Frequency Division Mutiple Access (OFDMA). Questa tipologia di accesso
al mezzo viene usata per trasmissioni a larga banda su canale radio. Nello
scenario radiomobile, questo tipo di accesso al mezzo si scontra spesso con
la problematica dell’interferenza co-canale (Co-Channel Interference, CCI).
In questo scenario e sfruttando gli studi effettuati da Shannon sulla teoria
dell’informazione abbiamo valutato, durante il lavoro di tesi, come cambia
la curva del piano di Shannon quando, oltre al rumore termico, si ha a che
fare con un interferente che non puo` piu` essere assimilato a rumore additivo
gaussiano bianco sulla banda del segnale (Additive White Gaussian Noise,
AWGN). Nel Capitolo 1 verra` illustrato, in primo luogo, la struttura ba-
se di un sistema radiomobile cellulare introducendo il concetto di distanza
di riuso, in secondo luogo, invece, si passera` ad una descrizione esausitiva
del canale radiomobile. Nel Capitolo 2 introduciamo le innovazioni portate
dall’OFDMA in termini di dinamicita` nella modulazione e nell’utilizzo della
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diversita` multiutente. Per inquadrare meglio queste tematiche descriviamo
le caratteristiche della modulazione a portanti ortogonali (Orthogonal Fre-
quency Division Multiplexing, OFDM), concludendo con la definizione di
data region. Nel Capitolo 3 verra` fornita, innanzitutto, un’ampia descrizio-
ne di un sistema di trasmissione partendo dalla sorgente fino ad arrivare
all’utilizzatore. Verrano poi illustrate le basi di teoria dell’informazione ar-
rivando ai risultati ottenuti da Shannon per il caso con sorgente continua,
ovvero SISO (Soft Input Soft Output), e per il caso con sorgente binaria,
ovvero BISO (Binary Input Soft Output). Nel Capitolo 4 vedremo, nella
prima parte, come varia la curva del piano di Shannon all’aumentare della
potenza di un interferente di tipo binario che schematizza la CCI. Faremo
poi un confronto, a parita` di potenza interferente, tra il caso appena visto
e il caso in cui l’interferente sia supposto gaussiano. Nella seconda par-
te affronteremo la medesima problematica dell’interferente binario vista in
precedenza, pero` questa volta per il caso SISO. In particolare, cercheremo
la funzione che rende massima l’informazione mutua, passando poi, anche
in questo caso, a valutare l’influenza dell’interferente binario sulla curva del
piano di Shannon. Concluderemo, anche per il SISO, con un confronto tra
il caso in cui il disturbo sia supposto binario e il caso in cui sia supposto
gaussiano. Nel Capitolo 5 infine verra` proposto un confronto, in termini di
capacita` di canale, fra le due tecniche di accesso al mezzo che utilizzano il
riuso universale delle frequenze, ovvero OFDMA e CDMA (Code Division
Multiple Access).
Capitolo 1
Le reti mobili
Un sistema di comunicazione con mezzi mobili (o anche sistema radiomobile)
e` un sistema di telecomunicazioni in cui e` possibile mantenere la connessio-
ne o il collegamento tra due o piu` utenti anche in situazioni di mobilita`
totale o parziale degli utenti stessi. Convenzionalmente, si fa coincidere la
nascita delle comunicazioni con mezzi mobili con l’invenzione della modula-
zione di frequenza FM (Frequency Modulation) avvenuta nel 1935 da E. H.
Armstrong. Nella modulazione FM, istante per istante, viene fatta variare
la frequenza di un segnale ausiliario sinusoidale (detto segnale portante o
semplicemente portante) proporzionalmente ad un segnale analogico da tra-
smettere (segnale modulante) producendo il segnale effettivamente trasmesso
(segnale modulato).
1.1 Il problema della copertura di un’area geogra-
fica
Un sistema di telefonia radiomobile costituisce un tipico esempio di rete
ad infrastruttura (infrastructure network), che si distingue dalle cosidette
ad-hoc network, in quanto, come suggerisce il nome, presenta una infra-
struttura ben consolidata. Un sistema radiomobile elementare puo` essere
schematizzato come riportato in Fig. 1.1 dove sono generalmente presenti:
• una porzione piu` o meno vasta del territorio, nella quale il sistema
radiomobile svolge le proprie funzioni, detta anche area di chiamata o
area di copertura;
• un trasmettitore, in genere fisso, denominato Base Station (BS), im-
piegato per instaurare connessioni tra gli utenti e collegato con il resto
della infrastruttura di rete;
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Figura 1.1: Sistema elementare di telefonia mobile
• uno o piu` terminali mobili detti anche Mobile Station (MS).
Le connessioni che si instaurano da un MS verso la BS sono dette in
uplink, mentre quelle nel verso opposto, cioe` tra BS alla MS, sono dette in
downlink. Tutte le connessioni, sia in uplink che in downlink, avvengono in
un unico hop tra MS e la BS, senza bisogno di instaurare una comunicazione
multi-hop per mezzo di nodi wireless intermedi.
Esempi di reti infrastrutturate includono i sistemi telefonici cellulari, le
architettureWireless Local Area Network (WLAN), e i sistemi di cercaperso-
ne. All’interno dell’area di copertura, la BS gestisce in maniera centralizzata
la trasmissione radio, intesa in tutti i vari aspetti (ad esempio, dal punto di
vista dell’allocazione dinamica delle risorse e della gestione delle chiamate).
In questo modo siamo in grado di soddisfare i requisiti di ciascun utente in
maniera piu` efficiente rispetto a una rete ad-hoc (cioe` senza infrastruttura),
in quanto comunicazioni single-hop in generale riducono i ritardi del segnale
e aumentano le prestazioni in termini di rate. Non sempre, pero`, e` pensa-
bile realizzare una rete ad infrastruttura, a causa dei costi troppo alti o per
l’impossibilita` di sviluppare un’infrastruttura, e allora le reti wireless ad-hoc
costituiscono, di fatto, l’opzione migliore.
A livello cronologico, i primi esempi di rete ad infrastruttura sono rappre-
sentati dai sistemi analogici di telefonia mobile sviluppati in via sperimentale
verso la fine degli anni ’40 in diverse parti del mondo. Ciascun sistema im-
piegava formati di segnalazione e di controllo differenti e incompatibili con
gli altri. Tipicamente, si trattava di reti che utilizzavano apparati di tipo
analogico destinati a servire aree geografiche particolari, e aventi capacita` di
servizio assai limitate (alcune decine di canali, con interruzioni del servizio
1.1 Il problema della copertura di un’area geografica 5
quando si usciva dall’area di copertura della BS), nonche´ prestazioni (in ter-
mini di efficienza energetica e spettrale) non sempre soddisfacenti. Questi
sistemi prevedevano la suddivisione del territorio in zone geografiche auto-
nome, ciascuna delle quali era coperta da una BS con l’impiego di tutte le
frequenze assegnate al servizio. L’area di copertura della BS doveva essere
la piu` estesa possibile, e cio` implicava l’impiego di potenze di trasmissione
adeguatamente elevate.
Una grave limitazione di questo tipo di sistemi era la necessita`, da parte
dell’MS di reiterare la chiamata non appena usciva dall’area di copertura
della BS. Inoltre, a causa del numero limitato di canali (e cioe` del range
frequenziale) assegnato al servizio, il numero massimo di MS conteporanea-
mente attivi all’interno di ogni area di copertura era fortemente limitato al
numero dei canali (cioe` alle frequenze) assegnate al servizio, con conseguente
bassa densita` geografica di utenti.
Per venire incontro alle esigenze che gia` all’epoca stavano emergendo,
soprattutto nelle grandi citta`, intorno agli anni ’50 e ’60 venne ideato il
concetto di rete cellulare, esempio di infrastructure network che sfrutta in
modo efficente lo spettro a sua disposizione riutilizandolo in aree geografiche
sufficientemente distanti. Il concetto alla base e` molto semplice: supponia-
mo di dover coprire in maniera capillare una certa porzione del territorio.
Suddividiamo allora il territorio interessato dal servizio in tante porzioni
relativamente piccole dette celle, ciascuna delle quali dispone di una BS. Al-
l’interno di ciascuna cella, viene impiegato un sottoinsieme delle frequenze
disponibili. Le frequenze utilizzate in una cella sono diverse da quelle utiliz-
zate nelle celle adiacenti, allo scopo di limitare le interferenze causate dalle
altre celle dislocate sul territorio che utilizzano la stessa frequenza portante
(le cosidette celle omologhe).
Per garantire il funzionamento della rete, occorre che l’interferenza cau-
sata dalle celle omologhe, detta Interferenza Co-Canale (Co-Channel Inter-
ference, CCI), non superi una certa soglia, in modo da non degradare la
qualita` del segnale in maniera sensibile. Perche´ cio` avvenga, le celle omo-
loghe, devono essere sufficientemente distanti, in modo che la potenza del
segnale interferente, che scala in funzione della distanza di propagazione, sia
sufficientemente piccola.
Le frequenze disponibili vengono distribuite opportunamente su un grup-
petto base (detto cluster) di celle adiacenti, il quale viene replicato tante
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Figura 1.2: Cluster di K = 4 celle con riuso dei canali
volte quante ne occorre per coprire un’area geografica vasta. Un semplice
esempio di rete cellulare e` rappresentato in Fig. 1.2, che riporta la struttura
di alcuni cluster adiacenti, ciascuno con un numero di celle pari a K = 4. In
questo modo siamo in grado di consentire l’accesso ad un numero maggio-
re di utenti operanti all’interno dell’area di copertura del servzio, mediante
il concetto di riuso delle frequenze. La dimensione K viene comunemente
indicata anche con il nome di fattore di riuso della rete.
Quando un utente esce da una cella (e quindi dall’area di copertura della
BS di quella cella) per passare ad una adiacente, la BS della nuova cella deve
prendersi carico di tale utente. Affinche´ il passaggio tra due celle adiacenti
sia trasparente per l’utente, la rete fissa di controllo deve provvedere auto-
maticamente ad assegnare un nuovo canale (con frequenza portante diversa),
che sara` mantenuto all’interno della cella di arrivo. Questa operazione di
sostituzione di canale prende il nome di handover o handoff e puo` essere
gestita sostanzialmente in due modi:
• sulla base di misure realizzate esclusivamente dalla parte fissa della
rete (BS e rete di controllo): in questo caso, l’handoff avviene nel
momento in cui il livello del segnale ricevuto da una BS adiacente a
quella competente e` maggiore di quello della BS di competenza;
• con la partecipazione del terminale mobile, che genera dati utili tra-
semssi su un canale di servizio: in questo caso si ha un handoff assistito.
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Tornando alla copertura del territorio con celle, in Fig. 1.2 notiamo che,
sebbene le antenne delle stazioni base abbiano diagrammi di irradiazione
tipicamente omnidirezionali sul piano orizzontale, e quindi in realta` la co-
pertura delle antenne sia di fatto circolare, la forma di riferimento della cella
viene presa esagonale. Cio` e` dovuto a fatto che con celle esagonali l’intero
territorio puo` essere ricoperto senza buchi o sovrapposizioni. Esistono altre
forme in grado di fare altrettanto: rettangoli, quadrati, rombi e triangoli
ricoprono lo spazio senza lasciare buchi o formare sovrapposizioni. La forma
esagonale, pero`, e` quella che piu` si avvicina alla circonferenza, pertanto costi-
tuisce un buon compromesso tra semplicita` della forma ed approssimazione
dell’effettivo diagramma di irradiazione della BS.
Ciascun cluster utilizza, nel complesso, tutte le frequenze portanti alloca-
te al servizio, ma, come gia` accennato, ogni cella ne impiega un sottoinsieme.
Nello schema di Fig. 1.2, ciscun sottoinsieme di portanti e` rappresentato da
un differente tono di grigio, mentre ogni cluster e` indicato da una linea mar-
cata. Celle di cluster che presentano lo stesso colore utilizzano pertanto la
stessa porzione di frequenze, e sono quelle che abbbiamo gia` definito omolo-
ghe. Come possiamo facilmente notare a livello intuitivo, la collocazione e`
scelta in modo da minimizzare la CCI.
1.1.1 Distanza di riuso
Le celle sono organizzate in cluster come in Fig. 1.3, allo scopo di ridurre
la CCI. Nei sistemi basati su tecniche di accesso a divisione di frequenza
(Frequency Division Multiple Access, FDMA), e a divisione di tempo (Ti-
me Division Multiple Access, TDMA), abbiamo interesse a far s`ı che celle
con gli stessi canali siano le piu` lontane possibile, per minimizzare l’inter-
ferenza. Non si puo` quindi avere riuso dei canali tra celle adiacenti, poiche´
la CCI sarebbe troppo grande. Nello schema di Fig. 1.3, esiste una certa
distanza, indicata con D, uguale per tutte le celle, che permette di mas-
simizzare la distanza tra celle omolghe. Questa distanza, detta distanza
di riuso, a parita` di raggio della cella R, dipende dal numero di celle per
cluster. Aumentando K, aumenta la distanza di riuso e di conseguenza au-
menta il rapporto segnale-interferenza SIR (Signal-to-Interference ratio) tra
la potenza del segnale utile e quella dell’interferenza. Per sottolineare che
il dimensionamento della rete e` sempre frutto di compromessi, e` opportuno
ricordare che, aumentando K, la densita` geografica di utenti diminuisce.
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Figura 1.3: Cluster di K = 7 celle con riuso dei canali
Sperimentalmente, troviamo che, per coprire senza buchi ne´ sovrapposi-
zioni tutto il territorio, K non puo` essere fissato arbitrariamente, ma deve
rispettare la condizione:
K = i2 + j2 + i · j, con i, j ∈ N, i+ j 6= 0 (1.1)
ovvero con i e j non entrambi nulli. Casi particolari sono: K = 7 e K = 9
(valori tipici del sistema del sistema cellulare di seconda generazione: Global
System for Mobile Communications, GSM); K = 19 e K = 21 (valori tipici
del sistema cellulare di prima generazione: Total Access Communications
System, TACS). Altro caso particolare che a noi tornera` utile nei prossimi
capitoli si ha per K = 1; questa casistica e` meglio conosciuta come riuso
universale e viene addottata sia nei sistemi che utilizzano le tecniche di
accesso a divisione di codice (Code Division Multiple Access, CDMA) che in
sistemi che utilizzano la tecnica FDMA ortogonale (Orthogonal Frequency
Division Multiple Access, OFDMA).
Grazie alle proprieta` delle celle esagonali, possiamo individuare le celle
omologhe piu` vicine ad una cella data, semplicemente (Fig. 1.4):
• muovendoci di i celle perpendicolarmente ad uno dei lati dell’esagono;
• ruotando di α = 2π/3 = 120◦ in senso orario o antiorario;
• muovendoci di j celle.
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Figura 1.4: Disposizione delle celle omologhe nel caso K = 7
Figura 1.5: Calcolo della distanza di riuso
Per determinare la distanzaD tra due celle omologhe (Fig. 1.5), utilizzia-
mo il teorema di Carnot (o dei coseni), che costituisce una generalizzazione
del teorema di Pitagora:
D =
√(
i
√
3R
)2
+
(
j
√
3R
)2
− 2
(
i
√
3R
)(
j
√
3R
)
cosα =
√
3KR (1.2)
In questo modo siamo riusciti a legare la distanza di riuso D con due
parametri di progetto della rete, K e R. In particolare D aumenta linear-
mente all’aumentare di R, e con legge del tipo radice quadrata all’aumentare
di K [4].
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1.2 Il canale radiomobile
Nella sua forma piu` semplice, un canale di propagazione non fa altro che
sommare rumore, tipicamente gaussiano bianco, al segnale trasmesso. La
sua risposta impulsiva e`, quindi, una delta di Dirac:
h (t) = δ(t) (1.3)
Nelle comunicazioni radio questo modello ideale si puo` verificare soltanto
in alcune situazioni, ad esempio quando abbiamo sistemi con antenne molto
direttive lontane da ostacoli, per cui e` presente un solo raggio diretto tra
trasmettitore e ricevitore. Nel caso pero`, di comunicazioni radiomobili di
tipo cellulare, questa combinazione fortunata di eventi e` quasi impossibile.
Le antenne che si utilizzano non sono direttive per motivi pratici, in quanto
l’orientamento e la posizione dei due terminali non sono note a priori. Il
modo piu` semplice per garantire la copertura di tutta la cella, in modo da
riuscire ad assicurare il collegamento e a seguire gli spostamenti dei terminali
mobili, e` quello di utilizzare sia sulle BS che sulle MS antenne omnidirezio-
nali. Oltre al problema delle antenne c’e` da tenere conto del fatto che lo
scambio dati tra BS e MS non avviene esclusivamente in ambienti privi di
ostacoli (ad esempio scenari di tipo urbano). In definitiva tra trasmettitore
e ricevitore si creano, oltre al raggio diretto (quello cioe` in visibilita` ottica,
ovvero line-of-sight) piu` cammini (multipath), dovuti a fenomeni di riflessio-
ne, diffrazione e diffusione. In particolare, in un ambiente di propagazione
urbano, nell’ambito delle frequenze utilizzate nelle comunicazioni cellulari,
comprese tra 30MHz e 30GHz, si presuppone che sia applicabile un modello
di propagazione del segnale a raggi tipico dell’ottica geometrica, che risulta
valido quando le dimensione degli oggetti di propagazione risultano sensibil-
mente maggiori delle lunghezza d’onda λ, che per un segnale a frequenza f0
e` pari a:
λ =
c
f0
, (1.4)
dove c ⋍ 3 ·108m/s. Sotto questa ipotesi piuttosto realistica, visto che, date
le frequenze in gioco, le lunghezze d’onda sono comprese fra 10m e 1 cm, il
segnale ricevuto e` composto da diversi contributi rivelati dall’antenna rice-
vente, ciascuno dei quali e` costituito da una “copia” del segnale trasmesso
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ma con ampiezze e ritardi di fase, nonche´ differenti ritardi di gruppo. Il
ritardo di gruppo indica il tempo che un segnale impiega ad attraversare un
certo mezzo (nel caso di propagazione radio, l’aria) o i vari ostacoli. In altre
parole, misura con quale ritardo sono ricevute le repliche del segnale. Il se-
gnale ricevuto puo` essere costituito o meno da un raggio diretto nel caso vi
sia effettivamente un collegamento a vista tra antenna trasmittente e quella
ricevente. Questa componente e` comunque accompagnata anche da molte
altre generate per riflessione del raggio diretto su ostacoli nelle vicinanze
dell’antenna ricevente (come edifici o alberi) se le dimensioni dei suddet-
ti ostacoli sono maggiori della lunghezza d’onda λ del segnale trasmesso
(Fig. 1.6). Per quanto riguarda invece gli altri fenomeni che caratterizzano
la propagazione di un’onda elettromagnetica, la diffrazione si verifica ogni
qualvolta un’onda incontra un ostacolo le cui dimensioni sono comparabili
con la lunghezza d’onda (ad esempio su superfici appuntite o spigoli). In
questo caso, il fronte d’onda viene alterato (in fase o in ampiezza) e la pro-
pagazione non e` piu` rettilinea, perche´ ciascun punto del fronte d’onda si
comporta come una sorgente puntiforme secondaria con fronti d’onda sferi-
ci. Si generano quindi delle onde elettromagnetiche secondarie che generano
campo anche nelle zone d’ombra dietro l’ostacolo, cioe` quelle che non sareb-
bero fisicamente raggiunte dal segnale a causa della presenza dell’ostacolo
stesso; da cui deriva il nome shadowing (Fig. 1.6). Infine, l’ultimo fenomeno
si verifica quando un trasmettitore irradia nello spazio circostante un’onda
elettromagnetica che incide su eventuali oggetti subendo un fenomeno di
riflessione disordinata, chiamato appunto diffusione o scattering. Si verifica
generalmente quando le dimensioni degli ostacoli incontrati dal segnale du-
rante il suo tragitto sono minori rispetto a quelle della sua lunghezza d’onda
λ, ad esempio nel caso del fogliame (Fig. 1.6) [4].
La propagazione per cammini multipli fa s`ı che il segnale ricevuto risulti
in un qualche modo distorto. Visto che abbiamo a che fare poi con mezzi
mobili come le MS al trascorrere del tempo, i cammini che legano il tra-
smettitore al ricevitore cambiano sia di numero che di lunghezza. Quindi
l’equivalente in banda base della risposta impulsiva di un canale radiomobile
puo` essere scritto in questo modo:
h˜ (t, t0) =
Nc(t0)∑
n=1
h˜n (t0) δ(t− t0 − τn(t0)) (1.5)
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Figura 1.6: Esempio di canale multipath
La dipendenza dall’istante di applicazione dell’impulso d’ingresso, t0, e`
dovuta alla natura tempo-variante del canale. Nc(t0) e` il numero di cam-
mini tra ricevitore e trasmettitore all’istante t0; h˜n (t0) = ρn(t0)e
jθn(t0) e`
l’attenuazione complessa sul cammino n-esimo all’istante t0; infine τn(t0) e`
il ritardo introdotto sull’n-esimo cammino. In realta` Nc(t), h˜n (t) e τn(t)
sono processi aleatori che si suppongono indipendenti.
A seconda degli scenari propagativi tipici delle applicazioni wireless e del
tipo di segnale trasmesso, nel dominio del tempo il canale di propagazione
puo` essere classificato in:
• statico (o stazionario): dispersivo nel tempo ma non in frequenza.
Il canale varia molto lentamente nel tempo, percio` i parametri della
risposta impulsiva si mantengono circa costanti, ovvero non dipendono
piu` da t0. Inoltre, a seconda dei parametri del segnale trasmesso, si
possono distinguere:
– fading piatto nel tempo ed in frequenza;
– fading piatto nel tempo e selettivo in frequenza.
Il fading e` piatto se, quando in ingresso c’e` una sinusoide ad ampiez-
za costante, in uscita e` presente ancora una sinusoide ad ampiezza
costante; invece piatto in frequenza se, all’interno della banda del se-
gnale trasmesso, la risposta in frequenza del canale si mantiene circa
costante. Perche´ il fading sia piatto nel tempo e in frequenza e` ne-
cessario che Nc, τn e h˜n siano indipendenti da t0; in piu` i τn devono
essere simili tra loro, ovvero la varianza deve essere molto piccola.
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• tempo-variante: dispersivo nel tempo ed in frequenza. In questo caso
si possono distinguere:
– fading selettivo nel tempo e piatto in frequenza;
– fading selettivo nel tempo e selettivo in frequenza.
Nel caso di canale tempo-variante, si parla anche di fading lento nel
caso in cui i parametri rimangono circa costanti all’interno di diversi
intervalli di segnalazione, e di fading veloce nel caso opposto, in cui
i parametri del canale varino sensibilmente anche nello spazio di un
intervallo di segnalazione.
Per uno studio preliminare consideriamo un canale statico dove la ri-
sposta non dipende dall’istante di applicazione dell’impulso in ingresso e
i parametri diventano delle costanti, quindi indicando con s˜ (t) l’inviluppo
complesso del segnale trasmesso, in ingresso si ottiene:
r˜ (t) = s˜ (t)⊗ h˜ (t) =
Nc∑
n=1
h˜n (t) · s˜(t− τn) (1.6)
Dalla trasformata di Fourier della (1.6) si ottiene:
R˜ (f) = S˜ (f) · H˜ (f) = S˜ (f)
Nc∑
n=1
h˜ne
−j2pifτn (1.7)
da cui si ricava la risposta in frequenza del canale in banda base:
H˜ (f) =
Nc∑
n=1
h˜ne
−j2pifτn (1.8)
con
h˜n = ρne
jθn (1.9)
Il modulo della (1.8) e` una funzione fluttuante, costituita da contributi
periodici di periodo pari a 1/τn. Se per semplicita` consideriamo il ricevi-
tore sincronizzato con il primo raggio, le fluttuazioni piu` veloci sono quelle
di periodo pari a 1/(τNc − τ1) = 1/(τmax − τmin). Si puo` quindi definire
quantitativamente il fading piatto o selettivo in frequenza; suppondo che il
segnale s˜ (t) abbia una banda piu` piccola del periodo delle oscillazioni piu`
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veloci, allora il fading e` piatto in frequenza e il canale e` non distorcente sulla
banda del segnale. Si definisce quindi banda di coerenza Bc la larghezza di
banda all’interno della quale la risposta in ampiezza del canale non presenta
apprezzabili fluttuazioni:
Bc =
1
10(τmax − τmin) =
1
10∆τ
(1.10)
Per analizzare gli scenari tipici di propagazione nell’ambito delle reti
radiomobili si distinguono i seguenti ambienti:
• TU (Tipical Urban): e` caratterizzato dalla presenza di molti edifici e
quindi ostacoli tra gli estremi del collegamento. Non c’e` quindi visi-
bilita` diretta tra il suo ricevitore ed il trasmettitore ed esistono molti
raggi riflessi il cui ritardo massimo, τmax, e` piccolo (inferiore a pochi
microsecondi).
• HT (Hilly Terrain): e` caratterizzato da grandi ostacoli (colline o mon-
ti), tipicamente molto distanti, per questo il τmax e` grande (dell’ordine
di qualche decina di microsecondo).
• RA (Rural Area): e` caratterizzato dall’assenza di urbanizzazione, e`
quindi tipicamente presente il raggio diretto oltre a raggi riflessi, con
ritardi piccoli da ostacoli molto vicini.
Per lo scenario TU se assumiamo, ad esempio, ∆τ = 5µs, ottenendo Bc =
1/(10·5·10−6) = 20 kHz. Per un segnale modulato con velocita` di segnalazio-
ne 1/T , la condizione di non selettivita` del canale si traduce in 1/T ≪ 1/∆τ ,
ovvero T ≫ ∆τ , con T il tempo di simbolo. La conclusione e` che la propa-
gazione di un segnale ad alto data rate indurra` un effetto di selettivita` in
frequenza del canale di trasmissione. che si traduce in una distorsione del
segnale modulato, e a sua volta in interferenza intersimbolica sul segnale
dati.
Inoltre nel caso TU e` ragionevole supporre che esistano molti raggi (Nc
elevato) grossomodo con la stessa ampiezza. Sotto questa ipotesi, sfruttando
il teorema del limite centrale, e` possibile affermare che la risultante, r˜, della
somma nella (1.6) e` una variabile aleatoria gaussiana complessa; ovvero la
parte reale e quella immaginaria sono variabili congiuntamente gaussiane a
media nulla e indipendenti e con stessa varianza σ2r . Ne segue che r , |r˜| e`
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Figura 1.7: Distribuzione di probabilita` di Rayleigh
una variabile aleatoria con distribuzione di Rayleigh (Fig. 1.7):
f(r) =
r
σ2r
e−r
2/(2σ2r )u(r) (1.11)
La fase di r˜ e` invece descritta da una variabile uniformemente distribuita
tra −π e π.
Nei casi HT e RA, oltre ai contributi dei raggi riflessi e` tipicamente
presente anche un raggio diretto. Quest’ultimo ha una intensita` maggiore
degli altri ed un ritardo di propagazione minimo. Per l’attenuazione subita
dal segnale si utilizza una distribuzione di Rice con densita` di probabilita`:
f(r) =
r
σ2r
e−r
2/(2σ2r )e−kI0
(√
2k
r
σr
)
u(r); (1.12)
dove I0(x) rappresenta la funzione di Bessel modificata di prima specie e di
ordine 0, k e` il fattore di Rice, definito come:
k ,
r21/2
σ2r
(1.13)
dove r21/2 e` la potenza della componente diretta, e σ
2
r e` ancora una volta la
potenza della componente diffusa.
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Durante il lavoro di tesi abbiamo adottato la distribuzione di Rayleigh
per l’ambiente di simulazione urbano. Per un canale statico e non selettivo in
frequenza i ritardi sono dunque piccoli rispetto all’intervallo di segnalazione,
quindi si puo` affermare che:
τn ≅ τ ≪ T (1.14)
semplificando la (1.6) in:
r˜ (t) = ρejθs˜(t− τ) (1.15)
dove
ρejθ =
Nc∑
n=1
h˜n (1.16)
Se e` chiaro quale sia la condizione per poter considerare il canale non
selettivo in frequenza, resta invece da valutare sotto quali ipotesi si possa
considerare il canale statico. Il canale radiomobile e` infatti, per sua natu-
ra, tempo-variante e, per quanto dimostrato precedentemente per le nostre
applicazioni, selettivo in frequenza. E` quindi un caso molto complesso da
trattare analiticamente in quanto occorrerebbero dei modelli per Nc, {τn} e
{h˜n} validi per ogni istante, tenendo conto di tutti gli scenari possibili. Per
questo motivo si utilizzano modelli detti WSSUS (Wide-Sense Stationary
Uncorrelated Scatterer), applicati ai tre scenari standard. La scelta di uno
scenario implica l’assunzione di particolari parametri di canale, sotto for-
ma di profilo potenza/ritardo in cui ciascuna riga rappresenta un cammino
con associato un ritardo e una potenza media (Fig. 1.8), dove usualmente il
primo ritardo, denominato τ1 in Fig. 1.8, e` posto in t = 0.
Il modello di segnale ricevuto e` quindi:
r˜ (t) =
Nc∑
n=1
dn(t)s˜(t− τn) (1.17)
dove Nc e τn sono fissati e i dn sono dei processi aleatori indipendenti e
identicamente distribuiti secondo il modello di Clarke con potenza media
σ2r,n stabilita dal profilo. La selettivita` e` mantenuta per mezzo della scelta
dei {τn}, mentre la tempo-varianza tramite i dn(t). La validita` del modello
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Figura 1.8: Esempio di profilo di canale
e` soggetta a scale temporali minori del tempo di coerenza del canale, ovvero
dall’intervallo di tempo in cui l’ambiente di propagazione non viene troppo
modificato. Si puo` dimostrare che questo e` dato da:
Tc =
√
9
16πf2d
(1.18)
dove fd e` la frequenza Doppler associata al terminale mobile [5]. Per scale
temporali piu` lunghe la potenza associta ad ogni singolo raggio non e` piu` co-
stante, ma soggetta a variazioni significative; le σ2r,n vanno quindi modellate
con delle variabili aleatorie.
1.2.1 Andamento della potenza media ricevuta in ambiente
TU al variare della distanza tra BS e MS
Un metodo efficace che viene usato per la stima delle statistiche di σ2r(d)
consiste nell’effettuare misure al variare della distanza d fra BS e MS. In
ambiente TU omogeneo si fa compiere alla MS una traiettoria radiale ri-
spetto alla BS. Per ciascuna distanza d, viene misurato il valore di σ2r(d);
successivamente si cambia posizione alla MS e si ripete il processo di misu-
razione. In questo modo, attraverso piu` misure effettuate su una traiettoria
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Figura 1.9: Misura della potenza σ2r a diverse distanze dalla BS
pressoche´ circolare, e` possibile stabilire la media statistica della potenza
ricevuta in funzione della distanza:
PR (d) , E{σ2r} (1.19)
Naturalmente ambienti urbani diversi daranno luogo a risultati diversi.
Per questo motivo in letteratura esistono dati sperimentali relativi a diverse
citta` del mondo. I risultati ottenuti da una campagna di misure di questo
tipo sono riportati in forma grafica (Fig. 1.9).
Il modello per la potenza ricevuta che si puo` derivare e` del tipo:
PR (d) =
χ
dn
(1.20)
dove χ e` una costante ed n e` il path loss exponent, cioe` l’esponente che regola
la pendenza della retta di interpolazione in Fig. 1.9 (nella Fig. 1.9 abbiamo
ottenuto n = 2.7). Un modello di questo tipo e` valido anche in spazio libero
(con n = 2). In ambiente TU risulta n > 2 e puo` arrivare fino a 4 o 5.
Esistono sporadici casi, esempio in applicazioni indoor, in cui n < 2.
La costante χ dipende dai parametri del collegamento. Per determinare
il valore si suppone che per distanze d ≤ d0, con d0 distanza di riferimento,
la propagazione avvenga in spazio libero, per cui n = 2, mentre per d > d0
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si ha n > 2. Un valore tipico di d0 in ambiente TU e` di 100 m, mentre in
ambiente suburbano d0 e` all’incirca 1 km. Quindi si ha:
PR (d) =


PTGTGR
( 4pid
λ
)2
= χ
′
d2
, per d ≤ d0
χ
dn , per d > d0
(1.21)
Imponendo la continuita` di PR (d) in d = d0, si ottiene:
PR =
χ′
d20
=
χ
dn0
(1.22)
si ha quindi:
χ = χ′dn−20 =
χ
dn0
=
PTGTGR
(4piλ )
2
dn−20 (1.23)
e di conseguenza:
PR (d) =
χ′
dn
dn−20 (1.24)
Nella Fig. 1.9 sono riportate le distanze e la perdita, path loss, in dB,
definita come:
loss|dB , 10 · log10
PT
PR
(1.25)
Uno dei problemi nel dimensionamento di un radiocollegamento e` quello
di garantire una BER (Bit Error Rate) non superiore ad un certo limite,
oppure garantire una distanza massima per il collegamento e quindi fissare
un rapporto SNR (Signal-to-Noise Ratio) minimo a quella distanza. Le cose
si fanno piu` complesse nella pratica perche´ PR (d) e` una quantita` media,
mentre il valore effettivo, aleatorio, in alcuni casi puo` essere ben al di sotto
della soglia minima. Questa e` una eventualita` che si deve accettare e bisogna
tenerne conto definendo una certa probabilita` di fuori servizio [6].

Capitolo 2
Reti cellulari OFDMA di
quarta generazione
2.1 Generalita`
La maggior parte delle nuove tecnologie che si stanno affacciando nel mon-
do delle telecomunicazioni e che si propongono come futura generazione di
sistemi di comunicazione wireless a larga banda utilizzano tecniche di ac-
cesso multiplo multicarrier basate sulla modulazione OFDM (Orthogonal
Frequency Division Multiplexing) per combattere gli effetti della selettivita`
in frequenza del canale. Gli standard 3GPP Long Term Evolution(LTE) [7] e
IEEE 802.16Worldwide Interoperability for Microwave Access (WiMAX) [8]
sono solo due esempi dell’uso di OFDM. Mentre nei sistemi OFDM l’utente
divide il proprio flusso di informazione in diversi sottoflussi che sono modula-
ti e trasmessi sulle sottoportanti disponibili, ad esempio la tecnologia ADSL
(Asymmetric Digital Subscriber Line), in OFDMA vengono assegnati diffe-
renti insiemi di sottoportanti ai vari utenti in base alle condizioni del canale
che vedono al momento dell’assegnazione. La funzione che permette di fare
cio` e` il Channel State Information (CSI). Se l’unita` preposta all’assegnazio-
ne delle portanti conosce in maniera esatta il canale, l’OFDMA puo` trarre
vantaggio dalla diversita` multiutente. Infatti, dato che la propagazione tra
i vari utenti si sviluppa su canali indipendenti, le sottoportanti che sono in
deep-fade per un utente possono essere ottime per un altro. Per far cio` ri-
sulta importante una allocazione dinamica delle risorse, favorita inoltre dal
fatto che tutte le tecnologie di tipo 802.16 e LTE utilizzano l’Adaptive Modu-
lation and Coding (AMC). L’AMC ottimizza sia il throughput sia il range di
copertura migliorando sensibilmente le prestazioni del sistema; difatti esso
provvede ad una scelta dinamica della modulazione e del rate del codice per
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ogni utente. La scelta viene fatta in base al livello del segnale che arriva alla
BS. Ad esempio, per un utente posto in un punto della cella distante dalla
BS il sistema scegliera` una modulazione piu` robusta ma meno efficente in
termini di capacita` (come vedremo nel Paragrafo 3.4.1) come puo` essere la
QPSK (Quadrature Phase Shift Keying), in maniera tale da mantenere la
probabilita` di errore a livelli accettabili; viceversa per un utente che ha un
livello di segnale piuttosto elevato si usano costellazioni piu` numerose come
puo` essere una 64-QAM (Quadrature Amplitude Modulation) senza che si
verifichi un aumento eccesivo della probabilita` di errore.
Nei sistemi OFDMA ci sono diversi approcci per sfruttare la diversita`
multiutente e la modulazione adattiva. Gli utenti possono stimare il canale
in downlink e trasmettere tramite feedback il CSI alla BS, oppure la BS sti-
ma il canale in uplink e sulla base della stima effettuata viene determinata
l’allocazione delle sottoportanti e della potenza di trasmissione. La BS poi,
terminata l’assegnazione delle sottoportanti, informa tutti gli utenti tramite
un messaggio generalmente di tipo broadcast. Questo tipo di allocazione
deve essere ripetuta ad intervalli pari almeno al tempo di coerenza del ca-
nale. Tale allocazione viene formulata come un problema di ottimizzazione
vincolato, che consiste nel minimizzare la potenza totale di trasmissione con
un vincolo sul data rate dell’utente [9, 10], oppure nel massimizzare il data
rate totale con il vincolo sulla potenza di trasmissione totale. Il primo crite-
rio, dettoMargine Adaptive (MA), e` appropriato per applicazioni a rate fisso
(ad esempio voce) mentre il secondo, Rate Adaptive (RA), e` piu` appropriato
per rate variabili (ad esempio trasmissione dati). Questa categoria e` piut-
tosto rilevante in sistemi di tipo OFDMA come WiMAX, e viene descritta
in letteratura attraverso diversi algoritmi.
Il primo di questi algoritmi e` il Maximum Sum Rate (MSR), il cui obiet-
tivo e` massimizzare la somma dei rate col vincolo della potenza totale tra-
smessa [11]. Questo e` l’algoritmo ottimo se si vuole trasmettere piu` dati
possibili attraverso il sistema. Lo svantaggio dell’MSR e` che ci sono utenti
privilegiati, sostanzialmente quelli vicini alla BS, ovvero quelli con un buon
canale, a cui vengono distribuite tutte le risorse del sistema. La generica
sottoportante e` assegnata all’utente con il maggior guadagno di canale sul-
la medesima, procedendo in un’allocazione ottimale attraverso l’algoritmo
water-filling [12]. Sebbene il throughput totale sia massimizzato dall’algo-
ritmo MSR, nei sistemi cellulari capita spesso che l’attenuazione subita dal
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segnale fra i diversi utenti nella stessa cella vari di diversi ordini di grandez-
za, cos`ı che alcuni di essi risultino danneggiati dall’algoritmo. L’algoritmo
Maximum Fairness (MF) [13] alloca le sottoportanti con l’obiettivo di mas-
simizzare il rate minimo. L’allocazione ottima e` difficile da determinare
visto che la funzione obiettivo non e` concava, percio` e` necessario affrontare
il problema con algoritmi subottimi, in cui l’allocazione delle sottoportanti,
in un primo momento, e della potenza, in un secondo tramite water-filling,
sia fatta separatamente [14]. Il punto debole di questo approccio e` dato
dal fatto che il throughput totale e` limitato dall’utente col peggiore SINR
(Signal to Interference-plus-Noise Ratio), visto che la maggior parte delle
risorse sono allocate ad esso. In piu` l’algoritmo MF non permette una distri-
buzione flessibile del rate fra gli utenti. Difatti e` verosimile che, in una rete
wireless a larga banda, gli utenti, a seconda delle applicazioni, necessitino
di rate differenti che possono variare notevolmente.
Una generalizzazione dell’algoritmo MF e` il Proportional Rate Constrain-
ts (PRC), cha ha come obiettivo quello di massimizzare il throughput totale
con il vincolo addizionale che il rate di ciascun utente sia proporzionale ad
una serie di paramentri predeterminati, facendo s`ı che ci sia la flessibilita`
massima nei confronti dei rate necessari agli utenti. Anche questo problema
e` di difficile risoluzione in senso ottimo visto che coinvolge variabili conti-
nue e binarie, rendendo l’insieme di fattibilita` non convesso. Un possibile
approccio e` quello gia` visto per l’algoritmo MF, che consiste nel tratta-
re in maniera separata l’allocazione delle sottoportanti e l’allocazione della
potenza.
2.2 OFDM e OFDMA
2.2.1 OFDM
Come abbiamo gia` accennato nel Paragrafo 2.1 le tecniche multiportante
vengono utilizzate per combattere la selettivita` in frequenza del canale. Ogni
sottoportante “vede”, sostanzialmente, un canale piatto. Perche´ si verifichi
questo, deve valere la relazione Bs < Bc con Bs banda del segnale su ogni
sottoportante e Bc banda di coerenza del canale precedentemente citata.
Una delle tecniche di tipo multiportante, forse la piu` utilizzata, e` proprio
OFDM [15].
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ej2pi0∆ft
ej2pi1∆ft
ej2pi(N−1)∆ft
cin sMC (t)S/P
∑
Figura 2.1: Schema di principio di un modulatore multicarrier
Un generico segnale multicarrier si presenta in questa forma:
sMC (t) =
N−1∑
k=0
∑
m
c(k)m · p(t−mTs)ej2pik∆ft (2.1)
dove Ts e` la durata temporale del segnale multicarrier, m e` l’indice di sotto-
blocco, k rappresenta l’indice di sottoportante, N e` il numero di sottopor-
tanti e c
(k)
m e` il simbolo su ogni sottoportante. Il numero di simbolo, ℓ(cin),
in ingresso al S/P in Fig. 2.1 e` dato dalla seguente relazione:
ℓ(cin) = m ·N + k (2.2)
L’impulso p(t) e` di tipo rect:
p(t) = rect
(
t− Ts/2
Ts
)
, (2.3)
dove:
rect(α) =


1 per |α| < 1/2
1/2 per |α| = 1/2
0 altrove
(2.4)
Dopo aver visto il trasmettitore in Fig. 2.1 , in Fig. 2.2 e` riportato un
sistema che effettua la down convertion della k-esima sottoportante.
La presenza, in generale, di altri sottocanali introduce, una certa in-
terferenza. L’effetto della presenza del sottocanale i 6= k sulla variabile di
decisione del ricevitore in Fig. 2.2 per il canale k, trascurando la presenza
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replacemen
sMC
(k)(t)
w(t) e−j2pik∆ft
1
Ts
Ts∫
0
(·)dt DEC
cˆ
(k)
m
Figura 2.2: Down convertion relativa alla sottoportante k
del rumore, e` dato da:
I
(i,k)
0 =
1
Ts
Ts∫
0
yie
−j2pik∆ftdt (2.5)
Per rendere minima l’interferenza dobbiamo far in modo che la (2.5) abbia
valore nullo:
I
(i,k)
0 =
1
Ts
Ts∫
0
c
(i)
0 e
j2pi(k−i)∆ftdt = c
(i)
0
ej2pi(k−i)∆fTs − 1
j2π(k − i)∆fTs = 0 (2.6)
Questo si ottiene quando ej2pi(k−i)∆fTs e` pari ad 1, ovvero per valori di ∆f
multipli di 1/Ts. Quindi si puo` dire subito con certezza che 1/Ts e` il valore di
∆f che cercavamo poiche´ minimizza la banda occupata e rende, se i simboli
in ingresso sono fra loro indipendenti, le sottoportanti ortogonali.
Il segnale OFDM nel tempo e` del tipo:
sOFDM (t) =
N−1∑
k=0
∑
m
c(k)m · p(t−mTs)ej
2pikt
Ts (2.7)
Il segnale nella (2.7) ha una densita` spettrale di potenza siffatta:
SsOFDM (f) =
C2
Ts
N−1∑
k=0
∣∣∣∣P
(
f − k
Ts
)∣∣∣∣
2
(2.8)
dove C2 e` la densita` spettrale di potenza dei simboli in ingresso al modulatore
OFDM. Usando un impulso p(t) visto nella (2.3) si ha:
SsOFDM (f) = C2Ts
N−1∑
k=0
sinc2
(
f − k
Ts
)
(2.9)
La valutazione sulla banda dovra` tener conto delle code che presentano
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m
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(1)
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m
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1/T
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s OFDM (0)
s OFDM (T )
s OFDM [(N − 1)T ]
DAC sOFDM (nT )S/P IFFT
Figura 2.3: Modulatore OFDM digitale
le sinc2(·). Valutando la banda rispetto al primo nullo della sinc2(·) alla
frequenza 0 e a alla frequenza N − 1 otteniamo che:
BOFDM =
N − 1
Ts
+
1
Ts
+
1
Ts
=
N + 1
Ts
(2.10)
Solitamente, a parte in alcune applicazioni, si verifica che N ≫ 1, cos`ı che
abbiamo:
BOFDM ≃ N
Ts
=
1
T
(2.11)
dove con T indichiamo il tempo di segnalazione del simbolo in ingresso al
modulatore OFDM.
Per realizzare il modulatore (ma lo stesso discorso vale anche per il de-
modulatore), bisogna generare N portanti che vanno da 0 a (N − 1)/Ts
con passo 1/Ts. Per riuscire a fare questo lo sforzo implementantivo non
e` indifferente, quindi si abbandona un approccio di tipo analogico per uno
di tipo digitale che sfrutta la trasformata veloce inversa di Fourier (Inver-
se Fast Fourier Transform, IFFT). In Fig. 2.3 si puo` vedere un schema di
principio del modulatore OFDM di tipo digitale. All’ingresso del convertito-
re digitale-analogico (Digital-to-Analog Converter, DAC) di Fig. 2.3, per la
durata di un intervallo di simbolo OFDM, abbiamo N campioni nel tempo,
distanti l’uno dall’altro T , mentre il segnale all’uscita del DAC e` del tipo:
sOFDM(nT ) =
N−1∑
k=0
∑
m
c(k)m e
j 2piknT
Ts =
N−1∑
k=0
∑
m
c(k)m e
j 2pikn
N (2.12)
In ricezione la nostra variabile di decisione relativa alla k-esima sotto-
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r(0)
r(T)
r((N-1)T)
ADC
1/T
r(t)
P/S
z
(0)
m
z
(1)
m
z
(N−1)
m
DEC cˆinS/P FFT
Figura 2.4: Demodulatore OFDM digitale
portante risultera` essere:
z(k)m =
1
Ts
N−1∑
n=0
r(nT )e−j
2piknT
Ts · T = T
Ts
N−1∑
n=0
r(nT )e−j
2pikn
N
=
1
N
N−1∑
n=0
r(nT )e−j
2pikn
N (2.13)
Visto che lavoriamo in digitale ci sara`, durante il processing, una fase di
campionamento. Campionando con un passo pari a Tsamp, si avranno delle
repliche dello spettro del segnale a multipli della frequenza di campionamen-
to (fsamp), con fsamp = 1/Tsamp. Visto che lo spettro del segnale OFDM
non e` a banda rigorosamente limitata, puo` capitare che per diversi valori
di fsamp, le repliche si sovrappongano e vadano cos`ı a distorcere il segnale.
Questo fenomeno e` conosciuto come aliasing. La frequenza di campionamen-
to del convertitore analogico-digitale (Analog-to-Digital Converter, ADC) in
Fig. 2.4 non puo` essere presa maggiore di 1/T , altrimenti si andrebbero a
creare problemi con la trasformata veloce di Fourier (Fast Fourier Tran-
sform, FFT). Quindi, per combattere il fenomeno dell’aliasing, si procede
con la riduzione della banda netta (quella lorda rimane la stessa) del segnale
tramite l’introduzione di sottoportanti virtuali, ovvero bande su cui non vie-
ne trasmessa informazione. Le sottoportanti dello spettro OFDM che sono
scelte per diventare “virtuali” sono solitamente quelle all’inizio e alla fine
dello spettro.
2.2.2 Equalizzazione del segnale OFDM in fase di ricezione
e prestazioni
Nell’ambito delle compensazioni delle distorsioni di canale prodotte dalla
propagazione per cammini multipli vi sono due soluzioni per risolvere il
28 Reti cellulari OFDMA di quarta generazione
sOFDM(t) + CP
w(t) ej2pikt/Ts
h(t) 1
Ts
Ts∫
0
(·)dt z
(k)
m
y(t) r(t)
Figura 2.5: Down convertion OFDM relativa alla sottoportante k
problema con OFDM: l’intervallo di guardia e il prefisso ciclico. Indicando
con h(t) la risposta impulsiva (in banda base) del canale e trascurando il
rumore nel ricevitore si avro` un segnale del tipo:
y(t) = s(t)⊗ h(t) (2.14)
Quindi la durata, nel tempo, di y(t) e` data dalla somma della durata del
segnale s(t) e della durata della risposta del canale h(t). Solitamente, in
OFDM, Ts e` molto maggiore rispetto alla durata della risposta del canale Th.
Quindi per evitare che si venga a creare interferenza inter-blocco (InterBlock
Interference, IBI), ovvero interferenza fra due blocchi OFDM adiacenti, si
inserisce fra un blocco e un altro un intervallo temporale detto intervallo
di guardia. Inserendo questo slot temporale, pero`, c’e` il rischio concreto di
sbagliare l’inizio della ricezione dei dati e, erroneamente, prendere campioni
anche nell’intervallo di guardia andando ad alzare in maniera sostanziale
la BER. Per evitare questo probema si copia nell’intervallo di guardia la
parte iniziale del blocco OFDM, creando cos`ı una semiperiodicita` di durata
Ts. L’intervallo di guardia in questo caso prende il nome di prefisso ciclico
(Cyclic Prefix, CP). Ragionando su una singola sottoportante ed escludendo,
per ora, il rumore termico si otteniamo, in uscita dal correlatore:
z(k)m =
1
Ts
Ts∫
0
y(t)e−j
2pikt
Ts dt (2.15)
Visto che y(t) e` periodico in Ts, gli z
(k)
m non sono altro che i coefficenti
di Fourier proprio di y(t):
z(k)m = Yk (2.16)
Questo ci permette di collegare i coefficenti di Fourier in ingresso al
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(k)
m
Hˆ
(
k
Ts
)
DEC cˆ
(k)
m(·)−11
Ts
Ts∫
0
(·)dt
ζ
(k)
m
Figura 2.6: Equalizzazione Zero Forcing in OFDM
sistema con quelli di uscita:
z(k)m = Yk = Xk ·H(f)|f=k/Ts = Xk ·H
(
k
Ts
)
(2.17)
Ora ci rimane solo da capire che legame c’e` tra la variabile di decisione z
(k)
m
e i simboli trasmessi c
(k)
m . Riscrivendo il segnale OFDM trasmesso notiamo
che:
x(t) = sOFDM(t) =
N−1∑
k=0
c(k)m e
j 2pikt
Ts (2.18)
La (2.18) non e` altro che una serie di Fourier dove i c
(k)
m sono gli Xk. Ora
abbiamo tutti gli ingredienti per scrivere il legame fra la variabile di decisione
z
(k)
m e i simboli in ingresso c
(k)
m :
z(k)m = c
(k)
m H
(
k
Ts
)
= c(k)m
∣∣∣∣H
(
k
Ts
)∣∣∣∣ ej∠H(k/Ts) (2.19)
Come si puo` vedere dalla (2.19) il simbolo c
(k)
m subisce in maniera pe-
sante gli effetti del canale; difatti esso e` scalato in ampiezza e ruotato in
fase a seconda del link che c’e` fra trasmettitore e ricevitore. Questo porta
ad un inevitabile calo delle prestazioni in senso di BER. Per cercare di cor-
reggere questo problema si deve ricorrere ad una equalizzazione del segnale
nel dominio della frequenza. Per eliminare del tutto l’errore basta che si
moltiplichi la variabile di decisione z
(k)
m con l’inverso della stima esatta del
canale (2.20). Questo tipo di equalizzazione e` meglio conosciuta come Zero
Forcing (Fig. 2.6).
ζ(k)m = c
(k)
m (2.20)
Fino ad adesso non abbiamo ancora preso in considerazione il rumore.
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Partendo dal presupposto che anche in questo caso si sia effettuata una
stima corretta del canale si ha in uscita:
ζ(k)m = c
(k)
m +
w
(k)
m
H(k/Ts)
(2.21)
dove:
w(k)m =
1
Ts
Ts∫
0
w(t)e−j
2pikt
Ts (2.22)
Se definiamo:
n(k)m =
w
(k)
m
H(k/Ts)
(2.23)
la varianza di n
(k)
m risultera` essere:
σ2n =
σ2w
|H(k/Ts)|2 (2.24)
Come possiamo vedere dalla (2.24), se il canale e` in una zona di deep-fade,
il modulo della risposta in ampiezza e` molto basso cos`ı che la varianza del
rumore assume valori piuttosto elevati andando ad influire pesantemente
sulla probabilita` media di errore sul bit di tutto il sistema OFDM. Quindi,
in definitiva, possiamo dire che questo tipo di equalizzazione corregge in ma-
niera esatta la parte utile, in presenza di un’ottima stima di canale, mentre
amplifica o attenua la varianza del rumore in base al modulo della risposta
in ampiezza della stima del canale.
Facendo riferimento ad una modulazione QPSK con mappa di Grey, la
BER sulla k-esima sottoportante e` data da:
BERk = Q
(√
Es,k
σ2n
)
(2.25)
con Es,k energia del simbolo c
(k)
m . La probabilita` di errore media sul bit per
un sistema OFDM con tutte ed N le sottoportanti attive ed equalizzato e`:
BEROFDM =
1
N
N−1∑
k=0
BERk =
1
N
N−1∑
k=0
Q
(√
Es,k
σ2n
)
(2.26)
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Se ad esempio una delle sottoportanti capita in un momento in cui il
canale e` in deep-fade, la probabilita` media sul bit puo` essere presa all’incirca
pari a:
BEROFDM ≃ 1
2N
(2.27)
2.2.3 Data Region OFDMA
Nell’ambito delle modulazioni di tipo multiportante si possono distinguere
due protocolli di accesso:
• OFDM con TDMA
• OFDMA con TDMA
Nell’approccio OFDMA/TDMA l’accesso al canale radio e` tipicamen-
te diviso in time slot assegnati ad utenti diversi: ciascun utente trasmette
esclusivamente durante il time slot che gli e` stato assegnato, con la modu-
lazione OFDM e utilizzando l’intera banda, ovvero tutte le sottoportanti a
disposizione. Affinche´ vengono limitati i problemi di interferenza tra utenti
che trasmettono in time slot consecutivi, e` necessaria una sincronizzazione
perfetta ed un intervallo di guardia durante il quale nessuno puo` trasmettere.
Questa soluzione ha lo svantaggio di non supportare un numero elevato di
utenti, per poter contenere i ritardi tra due trasmissioni consecutive relative
allo stesso utente.
L’OFDMA (Fig. 2.7) ha invece lo stesso principio di funzionamento di un
accesso FDMA, in quanto le sottoportanti sono assegnate ad utenti differenti
in funzione delle condizioni di canale; pero`, a differenza del FDMA, essa
consente di limitare l’interferenza tra gli utenti grazie all’ortogonalita` tra
le sottoportanti precedentemente discussa. Le sottoportanti, escluse quelle
virtuali, sono divise in sottogruppi, e in ciascun sottogruppo le sottoportanti
appartengono a sottocanali differenti. Poiche´ ciascun sottocanale ha una
sola sottoportante per ogni sottogruppo, il numero totale di sottoportanti
di sottocanale e` esattamente pari al numero di sottogruppo. L’accesso e`
esteso anche alla dimensione temporale, in quanto l’utente puo` trasmettere
esclusivamente nel time slot che gli e` stato assegnato e puo` usare solo le
sottoportanti che gli sono state assegnate. In questo contesto assume quindi
una notevole importanza il concetto di data region, ovvero una regione di
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Figura 2.7: Principio di funzionamento dell’OFDMA
allocazione bidimensionale di un gruppo di sottocanali, per un periodo pari
ad un certo numeri di simboli OFDMA.
L’approccio OFDMA/TDMA permette di supportare un maggior nume-
ro di utenti con ritardo minore rispetto all’approccio OFDM/TDMA. Inoltre
grazie alla sottocanalizzazione introdotta dalla modulazione OFDMA si ha
una gestione piu` efficiente delle risorse, in funzione delle esigenze degli utenti
e delle condizioni di canale. Poiche´ si tratta di una tecnica di tipo adattativo,
se l’assegnazione delle sottobande viene eseguita in maniera sufficientemente
veloce, consente di raggiungere prestazioni molto elevate sia dal punto della
robustezza alle rapide variazioni del fading, sia per quanto riguarda le in-
terferenze co-canale. Questa tecnica permette allo stesso tempo di ottenere
un’efficienza spettrale particolarmente elevata, specialmente quando viene
utilizzata in combinazione cone le tecniche MIMO (Multiple Input Multiple
Output) [16].
Capitolo 3
Basi di Teoria della
Informazione
Prima di affrontare il cuore di questo capitolo, cioe` la Teoria della infor-
mazione, e` opportuno soffermarsi ad osservare come e` composto un sistema
di comunicazione. Alcuni concetti sono gia` stati affrontati nel Capitolo 1,
come ad esempio il canale; altri invece necessitano di un approfondimento
prima di poter proseguire nella spiegazione del lavoro di tesi.
3.1 Sistemi di comunicazione
I sistemi di comunicazione possono operare sia in banda base che in banda
passante. La distinzione fra le due classi di sistemi e` spesso legata al canale
fisico a disposizione. E` infatti evidente che su un canale fisico passa banda,
come quello tipicamente impiegato nelle radiotrasmissioni, si devono impie-
gare sistemi di comunicazione in banda passante, mentre su un canale fisico
passa basso, ad esempio un cavo coassiale, si possono impiegare sia i sistemi
di comunicazione in banda base che quelli in banda passante.
Un sistema di comunicazione viene detto analogico quando consente il
trasferimento di segnali che possono assumere qualunque valore in un in-
tervallo prefissato, mentre e` detto numerico se puo` trasferire segnali che
possono assumere, sia nel tempo che nelle ampiezze, solo valori discreti,
appartenenti ad un certo alfabeto A , {m1,m2, ...,mM} costituito da un
numero limitato di elementi.
3.1.1 Struttura di un sistema di comunicazione
I principali sottoinsiemi che compongono un sistema di comunicazione sono
riassunti in modo schematico in Fig. 3.1 e descritti di seguito.
34 Basi di Teoria della Informazione
TRASD. DI
INGRESSO
COD. TX CANALE
RX DECOD.
TRASD. DI
USCITA
s(t) r(t)
w(t)
Sorg.
Utiliz.
Figura 3.1: Struttura di un sistema di comunicazione
• Sorgente: genera l’informazione da trasmettere. Data la sua intri-
seca imprevidibilita`, l’informazione e` generalmente caratterizzata da
parametri statistici. La sorgente e` analogica (o continua) quando il
segnale emesso puo` assumere qualunque valore in un intervallo prefis-
sato, mentre e` numerica quando il segnale emesso puo` assumere valori
discreti.
• Trasduttore d’ingresso: ha il compito di convertire la informazione
emessa della sorgente in un opportuno segnale elettrico. Il microfo-
no e` un esempio di traduttore. Nel caso di sorgente analogica e di
sistema di comunicazione numerico, e` necessario provvedere alla nu-
merizzazione del segnale di sorgente. A questo scopo il segnale viene
prima campionato e poi quantizzato. La conseguente riduzione della
precisione con la quale vengono rappresentati i campioni da` luogo ad
un errore di quantizzazione ineliminabile.
• Codificatore: e` utilizzato solo nei sistemi numerici di comunicazione
ed ha il compito di modificare la ridondanza del segnale (numerico)
prodotto dal trasduttore. Si possono effettuare due tipi di codifica:
– codifica di sorgente: solitamente effettua una riduzione (compres-
sione) della ridondanza del messaggio da trasmettere,
– codifica di canale: si effettua per salvaguardare il messaggio invia-
to dalla sorgente dal rumore termico. Per fare questo si aggiunge
ridondanza in modo da migliorarne la riconoscibilita` in ricezione.
• Trasmettitore: ha il compito di convertire il segnale elettrico all’u-
scita del trasduttore sorgente (o il segnale numerico all’uscita del
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codificatore) in un segnale adatto ad essere trasmesso sul canale di
comunicazione disponibile.
Fondamentalmente il trasmettitore effettua un processo (reversibile) di
modulazione su un segnale elettrico. Nel caso di sistema di trsmissione
numerico il trasmettitore effettua prima una transcodifica di alfabeto
(mappa), per convertire le parole di ν cifre binarie emesse dal codi-
ficatore (o dalla sorgente) in simboli ai di un opportuno alfabeto A,
costituito da M = 2ν elementi, e successivamente associa a ciascuno
dei possibili simboli un diverso segnale.
• Canale fisico: e` il mezzo trasmissivo (spazio libero, cavo coassiale, fi-
bra ottica, ecc.) utilizzato per la trasmissione del segnale. Spesso si
intende come canale anche l’insieme degli elementi (trasmettitore, ca-
nale fisico e ricevitore) che concorrono al trasferimento del segnale dal
trasduttore di sorgente (o dall’uscita del codificatore, nei sistemi nume-
rici) fino all’ingresso del trasduttore di ricezione (o del decodificatore).
In alcuni casi si parla di canale di comunicazione per indicare la porzio-
ne (spettrale o temporale), di un certo canale fisico. Un altro elemento
fondamentale, purtroppo ineliminabile, di qualunque sistema di comu-
nicazione e` rappresentato dal rumore termico. Esso viene generato dal
moto casuale dei portatori di carica presenti nel mezzo trasmissivo e
nei dispositivi utilizzati per elaborare il segnale (amplificatori, filtri,
antenne, cavi, ecc.). Naturalmente sono presenti anche altri tipi di di-
sturbo, come il rumore captato dalle antenne, il rumore prodotto dagli
impianti di accensione dei veicoli, le interferenze prodotte dai segnali
trasmessi sullo stesso canale da altri utenti, ecc. Normalmente si fa
l’ipotesi che il contributo complessivo w(t) delle sorgenti di rumore,
riportato all’ingresso del ricevitore, sia un processo gaussiano che si
somma al contributo del segnale trasmesso s(t). Quanto si e` detto
giustifica la denominazione di rumore gaussiano additivo adottata per
questo modello di rumore. In alcuni casi si aggiunge anche l’aggettivo
bianco, ad indicare che la densita` spettrale di potenza del rumore non
dipende dalla frequenze, almeno nella banda occupata dal segnale.
• Ricevitore: ha il compito di svolgere una operazione di demodula-
zione, inversa a quella di modulazione effettuata dal trasmettitore,
per estrarre dal segnale ricevuto il messaggio trasmesso. Come gia` si
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e` accennato, la degradazione introdotta dal canale, non consente di
ricostruire esattamente il messaggio trasmesso.
• Decodificatore: viene utilizzato nei sistemi numerici di comunicazio-
ne per estrarre, dalla sequenza di simboli ricevuti, il segnale numeri-
co applicato al codificatore a meno della degradazione introdotta dal
canale.
• Trasduttore d’uscita: converte il segnale elettrico ricevuto in un se-
gnale adatto ad essere utilizzato dall’utente finale. Un altoparlante,
una stampante, uno schermo televisivo sono esempi di trasduttori di
ricezione. Nel caso di sistema numerico di comunicazione con sorgente
analogica, il trasduttore d’uscita deve anche provvedere a convertire il
segnale numerico in segnale analogico.
3.2 Informazione ed entropia
Per giungere ad una definizione matematica della informazione associata ad
un certo evento si parta con l’osservare che l’informazione e` legata alla incer-
tezza nel prevedere quale sia l’evento che accadra` e quindi, almeno nel caso
di eventi equiprobabili, essa aumenta all’aumentare del numero di eventi
possibili. Nel caso piu` generale di eventi non equiprobabili, l’informazione
associata ad un certo evento e` tanto maggiore quanto minore e` la proba-
bilita` che esso accada. Ad esempio un evento che ha probabilita` unitaria
di presentazione, cioe` l’evento certo, non fornisce nessuna informazione. La
teoria della informazione, cioe` la disciplina che studia i sistemi in base alla
quantita` di informazione che essi sono in grado di trasferire da una qualsia-
si sorgente al fruitore, adotta come misura quantitativa della informazione
associata al generico m-esimo evento la quantita`:
Im , log2
1
Pm
(3.1)
dove Pm e` la probabilita` a priori di presentazione dell’m-esimo evento.
L’informazione e` misurata in bit (binary unit) ed e` non negativa [17].
Se una sorgente S puo` generare un numero M di eventi, l’informazione
media legata alla presentazione del generico evento e` pari alla media pesata
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dalla informazione relativa ai singoli eventi:
H(S) , E{Im} =
M∑
m=1
Pm log2
1
Pm
(3.2)
La quantita` H e` denominata entropia della sorgente.
Quando si ha a che fare con una sorgente a due eventi possibili, da noi
genericamente chiamati α e β, possiamo vedere come varia l’entropia al
variare della probabilita` p di uno dei singoli eventi:
S =

α con probabilita` pβ con probabilita` 1− p (3.3)
Applicando la (3.2) si ottiente:
H(S) = p · log2
1
p
+ (1− p) · log2
1
1− p , δ(p) (3.4)
Il grafico della funzione δ(p) e` riportato in Fig. 3.2. La Fig. 3.2 mostra
alcune proprieta` basilari dell’entropia. Ad esempio quando uno dei due
eventi e` certo che avvenga, ovvero quando p e` pari ad 1 o a 0, l’entropia
e` nulla. Invece si nota come il caso di massima incertezza, ovvero quando
p = 0.5, coincide con il massimo valore dell’entropia:
Hmax(S) = 2 ·
(
1
2
)
log2
1
1/2
= log2 2 = 1 (3.5)
L’entropia massima per una sorgente S che generaM eventi sara` dunque
pari a:
Hmax(S) = log2M (3.6)
3.3 Generalita` teoriche sull’entropia di due varia-
bili casuali
Abbiamo definito nel paragrafo precedente l’entropia di una singola variabile
casuale formata da un numero M di eventi. In questo paragrafo tratteremo
38 Basi di Teoria della Informazione
δ(
p
)
p
1
1
0
0
0.5
Figura 3.2: Entropia al variare di p
tutte le grandezze riguardanti una coppia di variabili casuali. Nel prossi-
mo paragrafo, poi, useremo le grandezze descritte di seguito per trattare
il problema della informazione legata ai sistemi di trasmissione descitti nel
Paragrafo 3.1.
3.3.1 Entropia congiunta e entropia condizionata
Non c’e` niente di nuovo rispetto a quanto abbiamo visto nel Paragrafo 3.2,
dato che possiamo considerare (S,C) come un singolo vettore di variabili
casuali. L’entropia congiunta di una coppia di variabili casuali (S,C) con
una distibuzione congiunta p(s, c) e` definita come:
H(S,C) =
∑
s∈S
∑
c∈C
p(c, s) · log2
1
p(c, s)
(3.7)
L’entropia condizionata di una variabile casuale data un’altra e` definita come
il valore atteso dalle entropie delle distribuzioni condizionate, mediate sulla
variabile casuale di condizionamento. L’entropia condizionata H(S|C) e`
definita come:
H(S|C) =
∑
s∈S
p(s)H(C|S = s) =
∑
s∈S
p(s)
∑
c∈C
p(c|s) · log2
1
p(c|s)
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=
∑
s∈S
∑
c∈C
p(s, c) · log2
1
p(c|s) (3.8)
La naturalezza della definizione di entropia congiunta ed entropia con-
dizionata si nota dal fatto che l’entropia di un paio di variabili casuali e`
l’entropia di una piu` il condizionamento dell’altra. Quello che abbiamo
detto qua sopra e` definito dal teorema riportato di seguito:
Teorema 1
H(S,C) = H(S) +H(C|S) (3.9)
Dim.
H(S,C) =
∑
s∈S
∑
c∈C
p(s, c) · log2
1
p(s, c)
=
∑
s∈S
∑
c∈C
p(s, c) · log2
1
p(s)p(c|s)
=
∑
s∈S
∑
c∈C
p(s, c) · log2
1
p(s)
+
∑
s∈S
∑
c∈C
p(s, c) · log2
1
p(c|s)
=
∑
s∈S
∑
c∈C
p(s) · log2
1
p(s)
+
∑
s∈S
∑
n∈C
p(s, c) · log2
1
p(c|s)
= H(S) +H(C|S) (3.10)
3.3.2 Entropia relativa e informazione mutua
L’entropia di una varibile casuale e` una misura dell’incertezza della variabile
casuale stessa; questa misura la quantita` di informazione richiesta, in media,
per descrivera la variabile casuale. In questo paragrafo introduciamo due
concetti correlati: l’entropia relativa e l’informazione mutua.
L’entropia relativa misura la distanza fra due distribuzioni,e si presen-
ta come il logaritmo del rapporto di verosimiglianza. L’entropia relativa
D(p||q) e` una misura della inefficienza nell’assumere che la distribuzione e` q
quando quella vera e` p. Per esempio, se noi conoscessimo la vera distribuzio-
ne della varibile casuale, cos`ı che possiamo costruire un codice che descrive
la lunghezza media H(p). Se, invece, noi usassimo il codice per una distribu-
zione q, noi avremmo bisogno di H(p)+D(p||q) bit, in media, per descivere
la variabile casuale. L’entropia relativa o Kullback Leibler distance tra due
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densita` di probabilita` p(s) e q(s) e` difinita come:
D(p||q) =
∑
s∈S
p(s) · log2
p(s)
q(s)
(3.11)
Nella (3.11) usiamo la convenzione che 0 · log2(0/q) e che p · log2(p/0) sono
uguali a +∞. L’entropia relativa e` sempre non negativa e la sua distribuzione
e` zero se e solo se p = q.
Introduciamo ora l’ultimo concetto di teoria della informazione che poi
legheremo poi all’entropia nel Paragrafo 3.3.3, cioe` l’informazione mutua.
L’informazione mutua misura la quantita` di informazione che c’e` tra due
variabili casuali. Questa grandezza ci permette di ridurre l’incertezza di
una variabile casuale grazie alla conoscenza di un’altra. Consideriamo due
variabili casuali S e C con una massa di probabilita` congiunta p(s, c) e masse
di probabilita` marginali p(s) e p(c). L’informazione mutua I(S,C) e` definita
in questo modo:
I(S,C) =
∑
s∈S
∑
c∈C
p(s, c) · log2
p(s, c)
p(s)p(c)
(3.12)
3.3.3 Relazione fra entropia e informazione mutua
Nei paragrafi prcedenti si e` parlato di entropia e informazione mutua. Per
ora fra le due non abbiamo trovato un legame e, almeno per ora, sembrano
due entita` distinte. In questo sottoparagrafo vedremo il legame che corre
fra queste due grandezze.
Partiamo con lo scrivere la (3.12) vista nel Paragrafo 3.3.2:
I(S,C) =
∑
s,c
p(s, c) · log2
p(s, c)
p(s)p(c)
=
∑
s,c
p(s, c) · log2
p(s|c)
p(s)
=
∑
s,c
p(s, c) · log2
1
p(s)
+
∑
s,c
p(s, c) · log2 p(s|c)
=
∑
s,c
p(s, c) · log2
1
p(s)
−
∑
s,c
p(s, c) · log2
1
p(s|c)
=
∑
s
p(s) · log2
1
p(s)
−
∑
s,c
p(s, c) · log2 p(s|c)
= H(S)−H(S|C) (3.13)
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H(S,C)
H(S|C) I(S,C) H(C|S)
H(S) H(C)
Figura 3.3: Relazione fra entropia e informazione mutua
In altre parole, l’informazione mutua I(S,C) e` la riduzione dell’incertezza
di S data la conoscenza di C.
Vista la simmetria, e` vero anche:
I(S,C) = H(C)−H(C|S) (3.14)
cos`ı che la variabile casuale S sa tanto della variabile casuale C quanto C
sa di S.
Data la (3.10) otteniamo che:
I(S,C) = H(S) +H(C)−H(S,C) (3.15)
Infine l’ultima relazione che vediamo e` questa:
I(S, S) = H(S)−H(S, S) = H(S) (3.16)
La (3.16) ci fa vedere che l’informazione mutua di una variabile casuale con
se stessa e` l’entropia della variabile casuale. Questa e` la ragione per cui
l’entropia viene chiamata auto-infomazione [18].
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3.4 Teoria della informazione applicata ai sistemi
di comunicazione
3.4.1 Capacita` di canale
Nei sistemi di comunicazioni la cosa fondamentale e` che il messaggio trasmes-
so sia intelligibile all’utente che ne deve usufruire. Come sappiamo, pero`,
ci sono tante concause che rendono il messaggio ricevuto non propriamente
identico a quello trasmesso. Ad esempio, basti pensare all’introduzione del
rumore bianco che aggiunge incertezza in fase di decisione. Poi in taluni ca-
si, soprattutto in comunicazioni a larga banda di tipo radiomobile, il canale
effettua sul segnale, oltre ad un’attenuazione, una distorsione. Al ricevitore,
quindi, si avra` una perdita di informazione dovuta proprio alle problema-
tiche del canale e all’introduzione da parte degli apparecchi di ricezione di
rumore termico.
Se prendiamo quello ottenuto nel Paragrafo 3.3 possiamo trovare l’infor-
mazione mutua che c’e` tra sorgente e canale. Questa, poi, ci tornera` utile
per valutare una grandezza fondamentale nelle telecomunicazioni, cioe` la
capacita` di canale.
Nel nostro caso, la variabile casuale S rappresenta la sorgente, mentre
la variabile casuale C rappresenta il canale. Riprendendo la (3.15) e appli-
candola al nostro caso possiamo dire che l’obiettivo che ci si pone, per avere
una buona trasmissione, e` quello di avere una informazione mutua la piu` al-
ta possibile. L’informazione mutua deve essere piu` alta possibile perche´, in
quel caso, significa che l’entropia della sorgente si avvicina a quella in uscita
dal canale, ed e` cio` che vogliamo. Idealmente vorremmo che l’H(S) e l’H(C)
fossero uguali. La (3.16) ci dice che se questo fosse vero, l’informazione mu-
tua I(S,C) corrisponderebbe all’H(S). Questo e` il risutlato ottimo; cioe` in
uscita al sistema si sono mantenute le caratteristiche di ingresso, trasferendo
totalmente l’informazione contenuta nel messaggio.
Purtroppo, come dicevano all’inizio del paragrafo, e` impensabile ottene-
re questo risultato vista la natura del canale. In definitiva noi ci possiamo
accontentare solo di massimizzare questa quantita`. Le armi a nostra dispo-
sizione non sono molte, visto che sul canale non possiamo effettuare nessuna
operazione. L’unica quantita` su cui si puo` agire per massimizzare l’infor-
mazione mutua e` la massa di probabilita` della sorgente S, ovvero p(s). La
massimizzazione della informazione mutua prende il nome di capacita` di
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canale:
C = max
p(s)
I(S,C) (3.17)
la cui unita` di misura e` bit/simbolo [18].
Nei prossimi paragrafi vedremo come si trattano due modelli che descri-
vono un canale, ed insieme ad esso tutto il sistema di trasmissione. Questi
due modelli sono il SISO (Soft Input Soft Output) e BISO (Binary Input
Soft Output).
3.4.2 Modello SISO
In questo modello prendiamo in considerazione un canale che ha al suo in-
gresso una grandezza di tipo soft, ovvero continua, e in uscita sempre una
grandezza di tipo soft. In pratica la nostra sorgente puo` essere descritta,
invece che da una massa di probabilita` pS(s), da una densita` di probabilita`
fS(s). Dunque data la natura della sorgente non possiamo usare il concetto
di entropia descritta nel Paragrafo 3.2. Quindi vediamo di adottare le defi-
nizioni usate fino ad adesso e di renderle fruibili anche nel nostro problema.
Partiamo col modellare la nostra sorgente continua in una di tipo discreto
S∆ a infiniti valori equispaziati di un certo ∆s. L’entropia di una sorgente
del genere e`:
H(S∆) =
∞∑
m=−∞
fS(m∆s)∆s · log2
1
fS(m∆s)∆s
=
∞∑
m=−∞
fS(m∆s) · log2
1
fS(m∆s)
∆s + log2
1
∆s
·
∞∑
m=−∞
fS(m∆s)∆s
(3.18)
Facendo ora tendere ∆s a 0, le due sommatorie tendono a risultati finiti.
In particolare la seconda sommatoria tende banalamente ad 1. Purtroppo
pero` , la quantita` − log2(∆s) tende a +∞, e la definizione cos`ı formulata
diventa inutilizzabile. Facendo delle considerazioni sulla sorgente comun-
que il risultato era prevedibile, ovvero una sorgente con un numero finito
di livelli e` associata una informazione finita che puo` essere rappresenta-
ta con un numero finito di bit, pari, per le definizioni viste durante tutto
questo capitolo, all’entropia H(S). E` facile rendersi conto, quindi, che ad
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una sorgente continua con infiniti livelli e` associata una informazione che
puo` essere rappresentata da un numero infinito di cifre, e quindi essa stessa
infinita. Dunque e` utile, nel calcolo della capacita` di canale o comunque
dell’informazione mutua sorgente-canale, avere a che fare con una differenza
fra entropie, precisamente quella della sorgente meno l’equivocazione. Per
definizione, l’equivocazione e` pari all’entropia condizionata H(S|C). Se con-
sideriamo, in generale, una seconda sorgente T , la differenza fra le entropie
delle due sorgenti discretizzate S∆ e T∆ e`:
H(S∆)−H(T∆) =
=
∞∑
m=−∞
fS(m∆s) · log2
1
fS(m∆s)
∆s + log2
1
∆s
·
∞∑
m=−∞
fS(m∆s)∆s
−
∞∑
m=−∞
fT (m∆s) · log2 1
fT (m∆s)
∆s − log2
1
∆s
·
∞∑
m=−∞
fT (m∆s)∆s (3.19)
se facciamo tendere nuovamente ∆s a 0, si vede che i due termini divergenti
si elidono e troviamo che:
H(S∆)−H(T∆) =
= lim
∆s→0
{
∞∑
m=−∞
fS(m∆s) log2
1
fS(m∆s)
∆s −
∞∑
m=−∞
fT (m∆s) log2
1
fT (m∆s)
∆s
}
=
∞∫
−∞
fS(s) · log2
1
fS(s)
ds−
∞∫
−∞
fT (s) · log2
1
fT (s)
ds (3.20)
Dunque per caratterizzare il contenuto informativo della sorgente con-
tunua, e in particolare per poi procedere con la valutazione di capacita` di
canale, si puo` usare un nuovo concetto di entropia derivante dalle operazioni
effettuate nella (3.19) e nella (3.20), ovvero quello di entropia differenziale,
cos`ı definita:
h(S) ,
∞∫
−∞
fS(s) · log2
1
fS(s)
ds (3.21)
con l’accortezza che questa, contrariamente al caso di sorgente discreta, non
rappresenta direttamente l’informazione generata dalla sorgente.
L’entropia differenziale h(S) delle sorgenti continue ha alcune proprieta`
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simili a quelle dell’entropia H(S) di una sorgente discreta, ma altre net-
tamente diverse. Innanzitutto, essa e` additiva per sorgenti indipendenti.
Inoltre, se la sorgente ha densita` di probabilita` diversa da 0 solo su di un
intervallo finito (s1, s2), la h(S) e` massima per una distribuzione uniforme
e vale:
h(S) = log2 (s2 − s1) (3.22)
Se pero` s2 − s1 e` piu` piccolo di 1, questa grandezza e` negativa, cosa impen-
sabile per l’entropia di una sorgente discreta. Il vincolo di un intervallo di
variazione limitato della sorgente e` significativo per quei casi in cui si ha
una limitazione sul valore di picco del segnale. In altri casi pero` e` piu` signi-
ficativo avere una limitazione della potenza della sorgente stessa. Dunque,
il nostro obiettivo e` trovare quella densita` di probabilita` che massimizza
l’entropia differenziale, senza limitazioni in ampiezza sul segnale e a valor
medio nullo, ma con un vincolo di potenza σ2s . Vogliamo dunque che:
h(S) ,
∞∫
−∞
fS(s) · log2
1
fS(s)
ds = max (3.23)
Usando il calcolo delle variazioni:
h(S) =
∞∫
−∞
fS(s) · log2
1
fS(s)
+ λs2fS(s) + µfS(s)ds = max (3.24)
Per trovare il massimo deriviamo la h(S) della (3.24) rispetto a fS(s) e poi
poniamo il risultato uguale a 0:
dh(S) =
∞∫
−∞
1 + log2
1
fS(s)
+ λs2 + µds = 0 (3.25)
Tenendo poi conto che λ e µ sono parametri arbitrari, troviamo che la fS(s)
desiderata e` pari a:
fS(s) = e
−1+µ · eλs2 (3.26)
che corrisponde all’equazione di una esponenziale quadratica. Se su di essa
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S
W
C
Figura 3.4: Canale additivo gaussiano
vengono applicate le normalizzazioni si ottiene:
fS(s) =
1√
2πσ2s
· e−
s2
2σ2s (3.27)
che corrisponde alla distribuzione di una variabile aleatoria gaussiana a valor
medio nullo e varianza σ2s .
Per questa sorgente l’entropia differenziale risulta essere:
h(S) =
∞∫
−∞
1√
2πσ2s
· e−
s2
2σ2s ·
(
1
2
· log2(2πσ2s) +
s2
2σ2s
· log2 e
)
ds
=
1
2
· log2(2πσ2s ) +
σ2s
2σ2s
· log2 e = log2
(√
2πeσ2s
)
(3.28)
Il vincolo di potenza media assegnato che ha portato a questo risultato e`
significativo, perche´ spesso la trasmissione su canali reali ha un vincolo di
questo tipo. L’entropia differenziale della sorgente gaussiana gioca un ruolo
fondamentale nel calcolo della capacita` del canale gaussiano. Estendiamo i
concetti visti nel Paragrafo 3.3 per masse di probabilita`, di natura discreta, a
densita` di probabilita` di natura continua. Un canale SISO a ingresso e uscita
continua e` caratterizzato non appena si conosce la densita` di probabilita`
fC|S(c|s) in uscita dal canale condizionata ad un certo valore in ingresso
al canale stesso. Nel canale additivo gaussiano (Fig. 3.4), se il rumore e` a
media nulla e varianza σ2w, si ha:
fC|S(c|s) =
1√
2πσ2w
· e−
(c−s)2
2σ2w (3.29)
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L’informazione mutua in questo caso puo` essere scritta come:
I(S,C) , h(S) − h(S|C) (3.30)
dove l’entropia al secondo membro e`:
h(S|C) =
∞∫
−∞
fC(c)
∞∫
−∞
fS|C(s|c) · log2
1
fS|C(s|c)
dsdc (3.31)
dalla quale si ottiene che l’informazione mutua e` pari a:
I(S,C) =
∞∫
−∞
∞∫
−∞
fS|C(s|c)fS(s) log2
fS|C(s|c)
∞∫
−∞
fS|C(s|c)fS(s)ds
dsdc (3.32)
La capacita` di canale nel continuo, a differenza del discreto che entrava
in gioco la massa di probabilita` p(s) (3.17), e` definita come la massimizza-
zione dell’informazione mutua tramite la scelta di una opportuna densita` di
probabilita` fS(s):
C = max
fS(s)
I(S,C) = max
fS(s)
∞∫
−∞
∞∫
−∞
fS|C(s|c)fS(s) log2
fS|C(s|c)
∞∫
−∞
fS|C(s|c)fS(s)ds
dsdc
(3.33)
Trovare una soluzione per il caso generale della (3.33) e` arduo. Per il
canale gaussiano additivo le cose sono pero` parecchio semplificate. Sappiamo
infatti che l’informazione, nel discreto, si puo` scrivere anche come nella
(3.14); quindi facendo l’equivalente nel continuo si ottiene:
I(S,C) , h(C)− h(C|S) (3.34)
dove h(C|S) e` facilmente calcolabile condizionatamente ad un valore noto
della sorgente s. Dunque l’uscita del canale e`:
C = s+W (3.35)
cioe` s e` il valor medio dell’uscita del canale C, che risulta gaussiana con
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potenza pari a σ2w. Di conseguenza:
h(C|S) = log2
(√
2πeσ2w
)
(3.36)
Mediando ulteriormente sulla sorgente S il risultato rimane identico a quello
ottenuto nella (3.36). Quindi possiamo dire che la (3.36) non dipende dalle
caratteristiche della sorgente. Dunque abbiamo, data la (3.36), che:
C = max
fS(s)
I(S,C) = max
fS(s)
(h(C)− h(C|S)) = max
fS(s)
h(C)− log2
(√
2πeσ2w
)
(3.37)
Dai risultati gia` noti sappiamo che il massimo si ottiene quando C e`
gaussiana, il che implica che anche la sorgente S deve essere gaussiana, in
quanto indipendente dal rumore W . Troviamo, dunque, che la varianza del
canale sara` uguale alla somma delle due varianze, cioe` quella del rumore
sommata a quella della sorgente:
σ2c = σ
2
s + σ
2
w (3.38)
quindi abbiamo che:
C , log2
(√
2πe(σ2s + σ
2
w)
)
− log2
(√
2πeσ2w
)
=
1
2
· log2
(
1 +
σ2s
σ2w
)
(3.39)
E` interessante discutere il risultato ottenuto nella (3.39) prendendo in
considerazione i casi limite. Se, ad esempio, il rumore W ha una varianza
(potenza) che tende a crescere illimitatamente, si nota che la capacita` di
canale tende a zero e si arriva alla situazione di canale inutile. Viceversa,
se il rumore ha una varianza che tende a decrescere, cioe` il canale diventa
pian piano ideale, il rapporto σ2s/σ
2
w tende a crescere illimitatamente, e cos`ı
anche il suo logaritmo. La conclusione e` che la capacita` di canale cresce
indefinitamente, contrariamente al caso del canale discreto in cui resta li-
mitata alla dimensione dell’alfabeto di canale anche nel caso ideale. Tale
risultato, pero`, non ci sorprende, al contrario e` un effetto dell’aver supposto
che l’ingresso del canale e` un valore continuo con, in teoria, infiniti livelli.
Come gia` accennato sarebbe teoricamente possibile, in assenza di rumore,
codificare una stringa di bit arbitrariamente lunga in un unico valore con
un numero di decimali arbitrariamente grande. Si potrebbe trasmettere tale
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valore (simbolo) in un unico atto di trasmissione e recuperarlo in maniera
esatta e senza possibilita` di equivocazione, trasmettendo una quantita` di in-
formazione arbitrariamente grande. La presenza del rumore, come avevamo
gia` accennato, pone dei limiti di accuratezza nel recuperare il valore conti-
nuo trasmesso, in quanto alcune delle ultime cifre decimali meno significative
diventano incerte, la quantita` di informazione trasmissibile diventa limitata.
L’accuratezza e` tanto migliore quanto piu` grande e` la potenza del segnale
nei confronti della potenza di rumore. E` questa una interpretazione euristica
della formula della capacita` di canale per il canale additivo gaussiano.
Cerchiamo adesso recuperare l’aspetto temporale di trasmissione dell’in-
formazione. Se la velocita` di segnalazione sul canale e` Rs = 1/T , con T
intervallo di segnalazione dei simboli in uscita dalla sorgente, si trova che la
capacita` di canale, in termini di bit/s e` pari a:
C = 1
2T
· log2
(
1 +
σ2s
σ2w
)
(3.40)
Attraverso questo caso siamo in grado di trattare il caso con forme d’onda
continue nel tempo e limitate in banda. Per ora analizziamo il caso con
l’introduzione solo del rumore gaussiano additivo bianco, caratterizzato da
una densita` spettrale di potenza:
Sw(f) =
N0
2
(3.41)
nella banda, B, del segnale. La potenza di rumore e` quindi:
Pw = σ
2
w = N0B (3.42)
Per quanto riguarda il segnale, sappiamo che la capacita` massima si rea-
lizza quando la sorgente e` gaussiana, e stavolta anche limitata in banda.
In questo caso, essa puo` essere rappresentata, secondo il teorema del cam-
pionamento, da 2B campioni al secondo che presentano tutti la medesima
potenza Ps = σ
2
s (sorgente stazionaria). Questa situazione si puo` dunque
assimilare ad una trasmissione a tempo discreto in cui la cadenza di segna-
lazione e` naturalmente 1/T = 2B. Applicando la formula gia` trovata per il
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tempo discreto, se ne conclude, data la (3.40), che:
C = B · log2
(
1 +
Ps
N0B
)
(3.43)
Come avevamo accennato, questa si misura in bit/s.
Questo e` il risultato fondamentale di Shannon sulla capacita` del cana-
le AWGN (Additive White Gaussian Noise) a banda limitata. Anche se,
purtroppo, non e` un risultato di carattere costruttivo in quanto il risultato
appena ottenuto e` un’idealizzazione, serve comunque da pietra di paragone
per valutare l’efficacia dei sistemi di comunicazione che si possono realizzare
in pratica, nel senso che nessun sistema puo` operare con probabilita` di errore
arbitrariamente piccole al di sopra della capacita` riportata nella (3.43). Si
puo` notare che la quantita` Ps/(N0B) rappresenta l’SNR. La capacita` del ca-
nale gaussiano e` dunque proporzionale alla banda disponibile (e questo non
e` sorprendente, visto che aumentando la banda si puo` aumentare la velocita`
di segnalazione), ma anche al logaritmo dell’SNR. Aumentare la banda a
parita` di livello del rumore e` sempre la maniera migliore per aumentare la
capacita` del canale, proprio per la proporzionalita` di tipo logaritmico ri-
spetto all’SNR, che rende piu` difficile aumentare la capacita` aumentando la
potenza in trasmissione.
La formula della capacita` di canale permette dunque di misurare la
bonta` dei metodi di modulazione e codifica impiegati sul canale gaussiano.
Riprendiamo la (3.43) e dividiamo il tutto per la banda B:
C
B
= log2
(
1 +
Ps
N0B
)
(3.44)
Moltiplicando Ps per Rb · Tb, dato che Rb e` pari a 1/Tb, si ottiene:
C
B
= log2
(
1 +
RbTbPs
N0B
)
(3.45)
dove Rb e` il bitrate o velocita` di informazione del sistema e Tb e` il tempo di
bit.
Poiche´ dobbiamo rispettare la condizione Rb ≤ C, dalla (3.45) otteniamo:
Rb
B
≤ log2
(
1 +
RbTbPs
N0B
)
(3.46)
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Mettendo ora la (3.46) in funzione di Eb/N0, Rb/B abbiamo che:
Eb
N0
≥ 2
Rb/B − 1
Rb/B
(3.47)
Quando, nel caso limite, Rb e` pari a C:
Eb
N0
=
2Rb/B − 1
Rb/B
(3.48)
Questa relazione puo` essere interpretata come curva limite sul piano
(Eb/N0, Rb/B), chiamato anche piano di Shannon (o piano delle efficienze);
quella al di sotto della curva e` detta “zona permessa”, quella al di sopra e`
detta “zona di cattivo pilotaggio” (Fig. 3.5). Le due zone sono cos`ı perche`
mentre nella prima si riesce, dati dei vincoli in termini di efficienza spettrale
(Rb/B) ed efficienza energetica, a trasmettere con una probabilita` piccola
a piacere, cosa che non riusciamo a fare nella zona di cattivo pilotaggio. Il
parametro Rb/B si misura in bit/s/Hz. Maggiore e` questa quantita`, minore
sara` la banda richiesta al sistema per trasmettere un flusso con una data
velocita` di informazione.
Un errore in cui si cade spesso, e` quello di chiamare “banda” la velocita`
di informazione Rb che e` misurata in bit/s e dipende dalle caratteristiche
della sorgente di informazione. La vera banda B misurata in Hz e` una ca-
ratteristica del segnale fisico utilizzato per veicolare il flusso informativo, e
dipende anche dal metodo di modulazione (multilivello, binaria, ecc.) e dal-
l’eventuale tasso di codifica, ovvero la ridondanza introdotta sulla sorgente
per proteggere la trasmissione dal rumore termico. Se il collegamento avesse
a disposizione, per assurdo, una banda infinita, la relazione della capacita` di-
ce che e` possibile una trasmssione con equivocazione arbitrariamente piccola
(cioe` in pratica senza errori) purche´:
Eb
N0
≥
(
Eb
N0
)
min
, lim
B→∞
2Rb/B − 1
Rb/B
= loge 2
∼= −1.6 dB (3.49)
Per confrontare l’efficienza di un sistema di comunicazione con la capa-
cita` di canale, cominciamo fissando un valore finito di probabilita` di errore
sul bit ritenuto soddisfacentemente piccolo per l’applicazione, e calcoliamo
poi il valore Eb/N0 necessario per ottenere tale prestazione. Il rapporto
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Figura 3.5: Piano di Shannon nel caso SISO
Eb/N0 e` solitamente definito come efficienza energetica.
3.4.3 Modello BISO
Dopo aver visto una sorgente di tipo continuo, in questo sottoparagrafo trat-
tiamo una sorgente di tipo discreto, piu` in particolare una sorgente binaria.
Difatti il modello di canale che ci apprestiamo ad analizzare si chiama BISO
(Binary Input Soft Output). Ovviamente il disturbo W e` ancora di tipo
AWGN, per cui avremo in uscita dal canale un valore soft della variabile di
decisione campionata. Aggiungiamo, quindi, nella catena di trasmissione un
codificatore di canale binario con un tasso di codifica pari a r. Il canale e` di
nuovo gaussiano a tempo discreto, pero` con un tipo diverso da tutti quel-
li considerati fino ad ora, dato che e` un canale a ingresso binario e uscita
continua. La capacita` di canale si puo` scrivere, data la (3.14) come:
C = max
pS(s)
(h(C)− h(C|S)) = max
pS(s)
h(C)− log2
(√
2πeσ2w
)
(3.50)
dove σ2w e` sempre la potenza di rumore della componente di canale. Se si
suppone che il nostro sistema di comunicazione utilizzi filtri con sagomatu-
ra a radice di Nyquist, sia in trasmissione che in ricezione, normalizzando
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l’ampiezza dei simboli trasmessi al valore unitario, si trova che:
σ2w =
(
2Es
N0
)−1
=
(
2rEb
N0
)−1
(3.51)
In questa relazione, Es e` l’energia per simbolo codificato che e` uguale alla
frazione r dell’energia per bit di sorgente Eb. Per calcolare h(C) dobbia-
mo ricavare la sua densita` di probabilita` fC(c), e dobbiamo procedere alla
massimizzazione rispetto alla probabilita` dei simboli di sorgente. Possiamo
dare per scontato, sulla base di quanto visto finora, che la massimizzazione
della h(C) relativamente alla distribuzione dei simboli di sorgente si rea-
lizza quando questi sono equiprobabili, come avevamo visto nel Paragrafo
3.2. Poiche´ i codici di canale normalmente non alterano la probabilita` dei
simboli, si trova:
fC(c) =
1
2
fC|0(c|0) +
1
2
fC|1(c|1) =
1
2
√
2πσ2w
(
e
−
(c+1)2
2σ2w + e
−
(c−1)2
2σ2w
)
(3.52)
Dato che vale la (3.51) possiamo riscrivere la (3.52) in questo modo:
fC(c) =
√
rEb
4πN0
(
e
−
rEb(c+1)
2
N0 + e
−rEb(c−1)
2
N0
)
(3.53)
dalla quale si ricava che la capacita` di canale e` pari a:
C=−
∞∫
−∞
√
rEb
4πN0
(
e
−
rEb(c+1)
2
N0 + e
−
rEb(c−1)
2
N0
)
· log2
√
rEb
4πN0
(
e
−
rEb(c+1)
2
N0 + e
−
rEb(c−1)
2
N0
)
dc− 1
2
log2
(
πeN0
rEb
)
(3.54)
Che rappresenta la capacita` misurata in bit per simbolo di codice, e non
potra` mai essere maggiore, in banda base, a r/2. Per avere una trasmissione
con affidabilita` alta quando si usano sorgenti binarie perfettamente com-
presse, ovvero con entropia pari ad 1, il tasso di codice dovra` essere minore
di due volte il valore che assume la capacita` di canale, cioe` si dovra` avere
r ≤ 2 · C. Nel caso limite di uguaglianza avremo:
r +2
∞∫
−∞
√
rEb
4πN0
(
e
−rEb(c+1)
2
N0 + e
−rEb(c−1)
2
N0
)
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Figura 3.6: Piano di Shannon nel caso BISO
· log2
√
rEb
4πN0
(
e
−
rEb(c+1)
2
N0 + e
−
rEb(c−1)
2
N0
)
dc+ log2
(
πeN0
rEb
)
= 0 (3.55)
Notiamo anche che in questo caso limite r coincide con l’efficienza spettrale:
se infatti la segnalazione avviene a velocita` Rs simboli di codice al secondo, la
velocita` di informazione di sorgente e` Rb = rRs. Usando una banda minima
per la segnalazione, cioe` la banda minima di Nyquist per un segnale passa-
banda modulato, si ha che B = Rs, e quindi Rb/B = r. La relazione appena
trovata, in cui l’integrazione deve essere calcolata numericamente, definisce
implicitamente la curva sul piano di Shannon che caratterizza la capacita`
del canale gaussiano binario con uscita soft (Fig. 3.6). Le considerazioni
che si possono fare sul piano di Shannon per il caso BISO sono le stesse
che si sono fatte nel Paragrafo 3.4.2 per quanto riguarda il caso SISO. Dalla
Fig. 3.6 si nota bene pero` come, data la sorgente binaria in ingresso, non si
raggiunga, anche per rapporti Eb/N0 elevati un’efficienza spettrale maggiore
di 2. Questo e` definito dalla (3.6) dove, nel nostro caso, M = 2 [19].
Capitolo 4
La teoria della informazione
legata ai sistemi OFDMA
4.1 Interferente binario nel modello BISO
Come abbiamo visto nel Paragrafo 1.1.1, in sistemi di tipo OFDMA si ap-
plica il riuso universale delle frequenze. Cos`ı facendo si potrebbe creare, su
utenti che utilizzano la stessa frequenza in due celle adiacenti, un’interferen-
za non trascurabile da non poter essere modellata come AWGN. Tornando
al modello BISO, visto nel Paragrafo 3.4.3, non possiamo solo assumere un
contributo W di rumore, ma dovremmo considerare un interferente I, an-
ch’esso binario, con un dato valore di interferenza. Visto che l’interferente
e` di tipo binario, I avra`, in ampiezza, due possibili valori, ovvero ξ e −ξ
che tengono conto, ad esempio, dell’attenuazione introdotta dalla propaga-
zione del segnale interferente verso il ricevitore. Possiamo dire, dunque, che
l’interferente binario avra` una potenza pari a ξ2.
In questo nuovo scenario i parametri di capacita` di canale trovati per
il caso BISO non sono piu` utilizzabili, data la presenza dell’interferente I.
Quindi il nostro obiettivo e` quello di valutare le curve ottenute sul piano
di Shannon al variare della potenza dell’interferente I, supponendo che la
nostra sorgente trasmetta con potenza unitaria, e confrontarla con quella
ottenuta per il modello BISO.
Lo schema di principio (Fig. 4.1) prevede:
• interferente binario I: che rappresenta il disturbo causato dall’utente
interferente, non approssimabile a rumore AWGN, su quello utile;
• rumore AWGN : la sua composizione, in questo caso, e` data in parte dal
rumore termico e in parte dalla somma degli altri utenti interferenti
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Figura 4.1: Canale additivo gaussiano con interferente binario I
che, vista la loro attenuazione, in potenza, rispetto al segnale utile,
possono essere assimilati, per il limite centrale, come rumore gaussiano
e bianco sulla banda del segnale.
Dallo schema di principio dobbiamo risalire alla capacita` di canale che,
comprendendo nel canale, oltre al rumore W , anche il segnale interferente
I, rimane, per definizione, quella illustrata dalla (3.50). Se si suppone,
anche in questo caso, che il nostro sistema di comunicazione utilizzi filtri
con sagomatura a radice di Nyquist, sia in trasmissione che in ricezione,
normalizzando l’ampiezza dei simboli trasmessi al valore unitario si trova
quello che avevamo gia` visto nella (3.51) per il caso BISO, ricordandoci pero`
che in N0B e` compresa anche la parte di rumore proveniente dagli altri
utenti interferenti ed assimilabili, come avevamo gia` detto prima, a rumore
gaussiano bianco in banda.
Vedendo lo schema di Fig. 4.1 e supponendo che i simboli dell’interferente
I siano equiprobabili, possiamo scrivere la fC|S(c|s) come:
fC|S(c|s) =
1
2
√
2πσ2w
(
e
− (c+ξ)
2
2σ2w + e
− (c−ξ)
2
2σ2w
)
(4.1)
Visto che, come abbiamo detto prima, vale la (3.51), otteniamo:
fC|S(c|s) =
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
(4.2)
Per quello che abbiamo visto nel Paragrafo 3.4.3 diamo per scontato che
la massimizzazione della h(C), relativamente alla distribuzione dei simboli di
sorgente, si realizza quando questi sono equiprobabili, come avevamo visto
nel Paragrafo 3.2. Poiche´ i codici di canale normalmente non alterano la
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probabilita` dei simboli, si trova che la fC(c) e` pari a:
fC(c) =
1
4
√
2πσ2w
(
e
−
(c+1+ξ)2
2σ2w + e
−
(c+1−ξ)2
2σ2w + e
−
(c−1+ξ)2
2σ2w + e
−
(c−1−ξ)2
2σ2w
)
(4.3)
Anche in questo caso, sapendo che vale la (3.51), possiamo scrivere:
fC(c) =
√
rEb
16πN0
(
e
−
rEb(c+1+ξ)
2
N0 + e
−
rEb(c+1−ξ)
2
N0 + e
−
rEb(c−1+ξ)
2
N0 + e
−
rEb(c−1−ξ)
2
N0
)
(4.4)
Visto che abbiamo gia` massimizzato la h(C), supponendo che i simboli
di sorgente siano equiprobabili, la capacita` di canale per il caso BISO con
interferente puo` essere scritta come:
C = h(C)− h(C|S) (4.5)
Ora abbiamo tutte le quantita` che ci servono per trovarci la capacita` di
canale per il caso BISO con interferente, ovvero:
C =
∞∫
−∞
fC(c) log2
1
fC(c)
− fC|S(c|s) log2
1
fC|S(c|s)
dc (4.6)
Sostituendo nella (4.6) la (4.2) e la (4.4), otteniamo la formula generale della
capacita` di canale per il caso BISO con intereferente:
C = −
∞∫
−∞
√
rEb
16πN0
(
e
−
rEb(c+1+ξ)
2
N0 + e
−
rEb(c+1−ξ)
2
N0 + e
−
rEb(c−1+ξ)
2
N0 + e
−
rEb(c−1−ξ)
2
N0
)
· log2
√
rEb
16πN0
(
e
−
rEb(c+1+ξ)
2
N0 + e
−
rEb(c+1−ξ)
2
N0 + e
−
rEb(c−1+ξ)
2
N0 + e
−
rEb(c−1−ξ)
2
N0
)
+
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
log2
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
dc
(4.7)
che rappresenta la capacita` misurata in bit per simbolo di codice, e non
potra`, come abbiamo visto nel Paragrafo 3.4.3, mai essere maggiore di r/2.
Avremo quindi che r ≤ 2 · C. Nel caso limite di uguaglianza, dalla (4.7),
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Figura 4.2: Piano di Shannon al variare del parametro ξ
otteniamo che:
r + 2
∞∫
−∞
√
rEb
16πN0
(
e
−
rEb(c+1+ξ)
2
N0 + e
−
rEb(c+1−ξ)
2
N0 + e
−
rEb(c−1+ξ)
2
N0 + e
−
rEb(c−1−ξ)
2
N0
)
· log2
√
rEb
16πN0
(
e
−
rEb(c+1+ξ)
2
N0 + e
−
rEb(c+1−ξ)
2
N0 + e
−
rEb(c−1+ξ)
2
N0 + e
−
rEb(c−1−ξ)
2
N0
)
−
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
log2
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
dc
= 0 (4.8)
La (4.8), come vediamo, e` in funzione dell’interferente I. Quindi, dob-
biamo valutare gli effetti che ha la variazione di tale parametro sul calcolo
della capacita` di canale. Variando il parametro ξ si ottengono diverse curve,
come riportato in Fig. 4.2.
Come ci aspettavamo, tutte le curve con ξ > 0 sono poste sotto quella
“ideale” senza interferente binario. In particolare, nel caso con ξ = 1 (ovvero
con potenza dell’interferente pari a quella dei simboli trasmessi) la curva,
per alti Eb/N0, mostra un asintoto in 1 piuttosto che in 2 come succede a
tutte le altre curve. La motivazione e` spiegata di seguito.
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Riprendiamo la fC(c) vista nella (4.4) e fissiamo un valore sia a ξ (nel no-
stro esempio pari a 0.4) che a σw (nel nostro esempio pari a 0.3) e grafichiamo
quello che si ottiene (Fig. 4.3).
f C
(c
)
c
−1 − ξ −1 + ξ 1 − ξ 1 + ξ
Figura 4.3: fC(c) con ξ = 0.4 e σw = 0.3
Se poi poniamo ξ pari ad 1, ovvero nel caso critico, la (4.4) puo` essere
riscritta cos`ı:
fC(c) =
√
rEb
16πN0
(
e
−
rEb(c+2)
2
N0 + 2e
−
rEbc
2
N0 + e
−
rEb(c−2)
2
N0
)
(4.9)
La densita` di probabilita` della (4.9) e` illustrata, sempre per σw = 0.3, in
Fig. 4.4.
L’ultimo passo da effettuare, per dimostrare il motivo per cui r tenda,
per ξ = 1, a 1, per alti Eb/N0, e` quello di utilizzare il caso limite, ovvero
far tendere questo rapporto a +∞. Per far questo bisogna, dato che vale
la (3.51), porre σw uguale a 0. Per questo particolare valore di σw la fC(c)
assume i connotati di massa di probabilita` e non piu` di densita` di probabilita`
come mostra la Fig. 4.5.
Dato che non abbiamo piu` a che fare con una densita` di probabilita`
ma con una massa di probabilita`, possiamo utilizzare, invece dell’entropia
differenziale, il concetto vero e proprio di entropia visto nel Paragrafo 3.2.
Quindi, l’entropia associata alla massa di probabilita` vista in Fig. 4.5 risulta
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Figura 4.4: fC(c) con ξ = 1 e σw = 0.3
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Figura 4.5: fC(c) con ξ = 1 e σw = 0
4.1 Interferente binario nel modello BISO 61
f C
|S
(c
|s)
c
−1 1
1
2
Figura 4.6: fC|S(c|s) con ξ = 1 e σw = 0
essere:
H(C) = 2 · 1
4
log2
1
1/4
+
1
2
· log2
1
1/2
= 4 · 1
4
+
1
2
=
3
2
(4.10)
Per il calcolo della capacita` di canale ci manca solo il valore dell’h(C|S),
ma sotto le ipotesi fatte per la fC(c), cioe` che la σw e` pari a 0, la densita` di
probabilita` fC|S(c|s) e` anch’essa una massa di probabilita` (Fig. 4.6). Quindi,
pure in questo caso, possiamo ragionare in termini di entropia invece che in
termini di entropia differenziale. Una massa di probabilita` di questo tipo,
ovvero con due soli valori ed equiprobabili, ha come entropia un risultato
noto, cioe` log2 2 = 1. L’H(C|S) vale quindi 1. Visto che abbiamo gia` mas-
simizzato l’H(C), ponendo i simboli in ingresso equiprobabili, la capacita` di
canale risulta essere pari a:
C = H(C)−H(C|S) = 3
2
− 1 = 1
2
(4.11)
Dato che, come abbiamo precedentemente visto, r ≤ 2 · C otteniamo nel
caso limite:
r = 2 · C = 1 (4.12)
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S
T =W + I
C
Figura 4.7: Canale additivo gaussiano con rumore T .
Quindi, per alti Eb/N0, e per ξ = 1, la massima capacita` di canale che si puo`
raggiungere e` proprio pari ad 1, che giustifica quanto ottenuto in Fig. 4.2.
4.1.1 Approssimazione gaussiana dell’interferente I nel mo-
dello BISO
Dopo aver valutato come varia la capacita` di canale al variare della potenza
dell’interferente binario, abbiamo assunto che il nostro interferente non fosse
piu` di tipo binario ma gaussiano. Quindi, in questo caso, l’interferente I,
puo` essere descritto tramite una variabile aleatoria gaussiana a valore medio
nullo e varianza ξ2.
I due disturbi introdotti sul canale sono, percio`, di tipo gaussiano e
tra loro indipendenti. Possiamo ricordurci, date le proprieta` delle variabili
aleatorie gaussiane ed indipendenti, ad un modello in cui il disturbo totale
T puo` essere visto come del tipo AWGN (Fig. 4.7) a valor medio nullo e
varianza pari a σ2ς , con σ
2
ς definito come:
σ2ς = σ
2
w + ξ
2 (4.13)
Mettendo la (4.13) in funzione dei parametri di nostro interesse, r, Eb e
N0, otteniamo:
σ2ς =
(
2rEb
N0
)−1
+ ξ2 =
N0
2rEb
+ ξ2 =
N0 + 2rEbξ
2
2rEb
(4.14)
Per la capacita` di canale quindi ci riconduciamo a quando visto per il
caso BISO senza interferente. Dobbiamo pero` definire le quantita` in gioco
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per arrivare a definire la capacita` di canale. La fC(c) risulta:
fC(c) =
1
2
√
2πσ2ς
(
e
−
(c+1)2
2σ2ς + e
−
(c−1)2
2σ2ς
)
(4.15)
Sostituendo σ2ς nella (4.15) con quello ottenuto nella (4.14), e ricordandoci
che vale la (3.51), otteniamo:
fC(c) =
√
rEb
4π(N0 + 2rEbξ2)
(
e
−
rEb(c+1)
2
(N0+2rEbξ
2) + e
−
rEb(c−1)
2
(N0+2rEbξ
2)
)
(4.16)
Visto che vale la (4.16), l’h(C) risulta pari a:
h(C) =−
∞∫
−∞
√
rEb
4π(N0 + 2rEbξ2)
(
e
−
rEb(c+1)
2
(N0+2rEbξ
2) + e
−
rEb(c−1)
2
(N0+2rEbξ
2)
)
· log2
√
rEb
4π(N0 + 2rEbξ2)
(
e
−
rEb(c+1)
2
(N0+2rEbξ
2) + e
−
rEb(c−1)
2
(N0+2rEbξ
2)
)
dc
(4.17)
Per trovare, invece, l’h(C|S) dobbiamo prendere la (3.36) e mettere al
posto della potenza di rumore σ2w, legata al caso senza interferente, la po-
tenza di rumore legata al caso con interferente gaussiano σ2ς descritta dalla
(4.13). Detto questo l’h(C|S) risulta:
h(C|S) = log2
(√
2πeσ2ς
)
(4.18)
Sostituendo σ2ς con quello ottenuto nella (4.14) abbiamo che:
h(C|S) = log2


√
2πe
(N0 + 2rEbξ2)
2rEb

 = log2


√
πe
(N0 + 2rEbξ2)
rEb


(4.19)
Quindi, dato che la h(C) e` gia` stata massimizzata, avendo posto i simboli
in ingresso equiprobabili, si ottiene che r e` pari a:
r =− 2 ·
∞∫
−∞
√
rEb
4π(N0 + 2rEbξ2)
(
e
−
rEb(c+1)
2
(N0+2rEbξ
2) + e
−
rEb(c−1)
2
(N0+2rEbξ
2)
)
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· log2
√
rEb
4π(N0 + 2rEbξ2)
(
e
−
rEb(c+1)
2
(N0+2rEbξ
2) + e
−
rEb(c−1)
2
(N0+2rEbξ
2)
)
dc
− log2
(
πe
(N0 + 2rEbξ
2)
rEb
)
(4.20)
Avendo trovato il valore limite di r nel caso in cui I sia gaussiano,
ovvero quello che soddisfa la (4.20), abbiamo deciso di fare un confronto tra
la questa curva e quella descritta dalla (4.7), cioe` nel caso in cui l’interferente
I sia binario. Il confronto e` stato effettuato per via grafica e i risultati sono
riportati in Fig. 4.8.
Come vediamo, per tutti i valori di ξ presi in considerazione, la curva
relativa all’interferente gaussiano sta sotto quella dell’interferente binario.
Questo puo` essere dimostrato guardando le densita` di probabilita` che si
hanno in gioco, ovvero la fC(c) e fC|S(c|s). Se si fa riferimento a queste
due densita` di probabilita` si puo` notare che sono simili a quelle del caso
BISO senza interferente (il caso BISO con interferente binario e` un po’ piu`
delicato da trattare ma per alti rapporti segnale rumore puo` essere facilmente
studiato), cambiano solo per la varianza che, in un caso, e` pari a σ2w e in un
altro e` pari a σ2ς .
Il massimo della capacita` di canale si ha quando, sia nel caso BISO sia nel
caso BISO con interferente binario, le due densita` di probabilita` diventano,
per σ2w che tende a 0, ovvero per alti rapporti segnale rumore, una massa di
probabilita`. Invece nel caso BISO con interferente gaussiano, anche per alti
rapporti segnale rumore, la sua varianza σ2ς non tende a zero, visto che questo
termine dipende sia da σ2w che da ξ
2. Non riusciamo, quindi, a massimizzare
la capacita` di canale se non per bassi valori di ξ2. Infatti, come si vede in
Fig. 4.8, c’e` solo un caso, di quelli presi in considerazione, in cui la curva
BISO con interferente binario e la curva BISO con interferente gaussiano
sono praticamente sovrapposte ed e` per ξ = 0.2, ovvero per ξ2 ≪ 1, cioe` per
una potenza dell’interferente piuttosto bassa.
Concludiamo dicendo che per valutare la capacita` di canale possiamo
usare, in presenza di intereferente binario, anche i risultati ottenuti per l’in-
terferente gaussiano, visto che esso rappresenta una sorta di bound inferiore,
che il caso BISO con interferente binario raggiunge solo quando la potenza
dell’interferente e` bassa.
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Figura 4.8: Confronto fra BISO con interferente binario (IB) e BISO con
interferente gaussiano (IG).
4.2 Interferente binario nel modello SISO
In questo paragrafo valutiamo, a scopo puramente teorico, il caso con inte-
referente binario ma stavolta con sorgente continua.
In questo caso si ripropone il problema di trovare quale e` la densita` di
probabilita` fS(s) che massimizza la capacita` di canale con il vincolo sulla
potenza (come del resto abbiamo visto nel Paragrafo 3.4.2).
Ritornando allo schema di Fig. 4.1, cio` che noi cerchiamo e` quella fS(s)
per il quale la fC(c) risulta essere di tipo gaussiano, con valor medio nullo e
varianza pari a:
σ2c = Ps + ξ
2 + σ2w (4.21)
dove Ps e` la potenza associata alla sorgente.
Visto che W e` gaussiano ed indipendente da quello che c’e` a monte,
possiamo fermarci alla valutazione della densita` di probabilita` fV (v) che si
ha all’uscita del primo sommatore. Questa, per ottenere una massimizza-
zione dell’informazione mutua, col vincolo della potenza, dovra` essere una
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distribuzione gaussiana a valor medio nullo e varianza pari a:
σv = Ps + ξ
2 (4.22)
Per riuscire a trovare una soluzione a questo problema abbiamo ragionato
in termini di funzione caratteristica.
Innanzitutto dobbiamo trovare la relazione che c’e` tra la fS(s) e la fV (v).
Conoscendo le proprieta` delle densita` di probabilita` sappiamo che la somma
di due variabili aleatorie equivale a fare la convoluzione delle due densita` di
probabilita`:
fV (v) = fS(v)⊗ fI(v) (4.23)
dove fI(v) e` la massa di probabilita` dell’interferente binario.
Data la (4.23), possiamo scriverci la fV (v) in funzione dei parametri di
interesse, ovvero fS(s) e ξ:
fV (v) =
1
2
fS(v + ξ) +
1
2
fS(v − ξ) (4.24)
Trasformando ora la (4.24), tramite funzione caratteristica, otteniamo:
FV (ω) =
1
2
FS(ω)e
jωξ +
1
2
FS(ω)e
−jωξ (4.25)
Dato che:
cos(x) =
1
2
ejx +
1
2
e−jx (4.26)
possiamo riscrivere la (4.25) in questo modo:
FV (ω) = FS(ω) cos(ωξ) (4.27)
L’ultimo passaggio che dobbiamo fare e` quello di estrapolare dalla (4.27)
la FS(ω):
FS(ω) =
FV (ω)
cos(ωξ)
(4.28)
Ora, ricordandoci come abbiamo definito la fV (v), la FV (ω) risultera`
essere la funzione caratteristica di una variabile aleatoria gaussiana a valor
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medio nullo e varianza σ2v :
FV (ω) = e
−
σ2vω
2
2 (4.29)
Quindi FS(ω) risulta essere:
FS(ω) =
e−
σ2vω
2
2
cos(ωξ)
(4.30)
Antitrasformando la (4.30) si ottiene proprio la fS(s) desiderata:
fS(s) =
1
2π
∞∫
−∞
e−
σ2vω
2
2
cos(ωξ)
e−jωsdω (4.31)
L’integrale della (4.31), pero`, non si riesce a risolvere in forma chiu-
sa. Per massimizzare l’informazione mutua siamo ricorsi ad una soluzione
per via numerica; purtroppo, anche in questa direzione abbiamo riscontrato
problemi e non abbiamo ottenuto un risultato soddisfacente. Quindi, nel
caso SISO con interferente binario, non riusciamo a trovare la densita` di
probabilita` che massimizza l’informazione mutua col vincolo della potenza.
Abbiamo dunque affrontato il problema supponendo di avere in ingresso
una gaussian mixture composta dalla somma di due gaussiane, una a valor
medio ε e varianza σ2s e l’altra a valor medio −ε e, anch’essa, con varianza
σ2s . Quindi la nostra fS(s) e` del tipo:
fS(s) =
1
2
√
2πσ2s
(
e
− (s+ε)
2
2σ2s + e
− (s−ε)
2
2σ2s
)
(4.32)
A questo punto ci siamo posti l’obiettivo di trovare per quale coppia di
ε e di σ2s ottenevamo il massimo dell’informazione mutua, mantenendo pero`
il vincolo sulla potenza del segnale d’ingresso che, in questo caso, coincide
con il valor quadratico medio della fS(s). Il valor quadratico medio di una
gaussian mixture risulta essere pari a:
Ps = σ
2
s + ε
2 (4.33)
Per rispettare il vincolo sulla potenza in ingresso, Ps e` posto pari ad 1
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per ogni coppia di ε e σ2s presa in considerazione, ovvero:
σ2s = 1− ε2 (4.34)
Al variare dei valori ε e σ2s , abbiamo calcolato l’informazione mutua
alla ricerca del suo massimo. Per valutare l’informazione mutua dobbiamo
vedere quali sono le grandezze in gioco partendo dalla fC(c) che in questo
caso specifico risulta essere:
fC(c) =
1
4
√
2π(σ2s + σ
2
w)
(
e
− (c+ε+ξ)
2
2(σ2s+σ
2
w) + e
− (c+ε−ξ)
2
2(σ2s+σ
2
w) + e
− (c−ε+ξ)
2
2(σ2s+σ
2
w) + e
− (c−ε−ξ)
2
2(σ2s+σ
2
w)
)
(4.35)
Dato che vale la (3.51), riscriviamo la (4.35) in questo modo:
fC(c) =
√
rEb
(
e
−
rEb(c+ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c+ε−ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε−ξ)
2
(2rEbσ
2
s+N0)
)
√
16π(2rEbσ2s +N0)
(4.36)
mentre la fC|S(c|s) e` uguale a quella vista nel caso BISO con interferente
binario e descritta nella (4.2). Ora che abbiamo tutte le grandezze che ci
interessano possiamo calcolare l’informazione mutua:
I(S,C)=
=−
∞∫
−∞
√
rEb
(
e
−
rEb(c+ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c+ε−ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε−ξ)
2
(2rEbσ
2
s+N0)
)
√
16π(2rEbσ2s +N0)
· log2
√
rEb
(
e
−
rEb(c+ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c+ε−ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε−ξ)
2
(2rEbσ
2
s+N0)
)
√
16π(2rEbσ2s +N0)
+
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
log2
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
dc
(4.37)
Facendo l’ipotesi che r ≤ 2 · I(S,C) e sfruttando il caso limite r =
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Figura 4.9: Piano di Shannon al variare di σ2s e ε per ξ = 0.6
2 · I(S,C), possiamo mettere tutto in funzione di r ed Eb/N0:
r+ 2
∞∫
−∞
√
rEb
(
e
−
rEb(c+ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c+ε−ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε−ξ)
2
(2rEbσ
2
s+N0)
)
√
16π(2rEbσ2s +N0)
· log2
√
rEb
(
e
−
rEb(c+ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c+ε−ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ε−ξ)
2
(2rEbσ
2
s+N0)
)
√
16π(2rEbσ2s +N0)
−
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
log2
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
dc
= 0 (4.38)
Nella (4.38) abbiamo fissato un valore di ξ e variato i parametri ε e
σ2s mantenendo, come accennato in precedenza, il vincolo sulla potenza.
L’andamento della capacita` massima sul piano di Shannon e` mostrato in
(Fig. 4.9), in cui ξ = 0.6.
Come possiamo notare dalla Fig. 4.9, il massimo dell’informazione mutua
si ottiene per σ2s = 1 e per ε = 0. La gaussian mixture che si ottiene con
questa coppia di valori non e` altro che una gaussiana con valor medio nullo
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e varianza pari a σ2s .
Dunque, ipotizzando di avere una gaussian mixture in ingresso, quella
che ci restituisce l’informazione mutua massima, con il vincolo di potenza,
non e` altro che la gaussiana (che e` un caso particolare di gaussian mixture).
Supponendo quindi di avere una fS(s) di tipo gaussiano, otterremo una
fC(c) di questo tipo:
fC(c) =
1
2
√
2π(σ2s + σ
2
w)
(
e
− (c+ξ)
2
2(σ2s+σ
2
w) + e
− (c−ξ)
2
2(σ2s+σ
2
w)
)
(4.39)
Dato che vale, ancora una volta, la (3.51), riscriviamo la (4.39) in questo
modo:
fC(c) =
√
rEb
4π(2rEbσ2s +N0)
(
e
−
rEb(c+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ξ)
2
(2rEbσ
2
s+N0)
)
(4.40)
In piu` sappiamo che la fC|S(c|s) e` uguale a quella descritta nella (4.2).
Ora che abbiamo tutti gli ingredienti, facendo anche in questo caso l’i-
potesi che r ≤ 2 · I(S,C) e sfruttandone il caso limite r = 2 · I(S,C),
otteniamo:
r+ 2
∞∫
−∞
√
rEb
4π(2rEbσ2s +N0)
(
e
−
rEb(c+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ξ)
2
(2rEbσ
2
s+N0)
)
· log2
√
rEb
4π(2rEbσ2s +N0)
(
e
−
rEb(c+ξ)
2
(2rEbσ
2
s+N0)+ e
−
rEb(c−ξ)
2
(2rEbσ
2
s+N0)
)
−
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
log2
√
rEb
4πN0
(
e
−
rEb(c+ξ)
2
N0 + e
−
rEb(c−ξ)
2
N0
)
dc
= 0 (4.41)
Nella (4.41) abbiamo, quindi, variato il parametro ξ (come mostrato in
Fig. 4.10).
Dalla Fig. 4.10 si puo` notare come, per bassi SNR, si ha che la curva
con interferenza minore e` la piu` performante. All’aumentare del rapporto
Eb/N0, si vede come le prestazioni migliorino all’aumentare del valore di ξ.
Cerchiamo di spiegare questo fenomeno. Prendendo un SNR alto possiamo
togliere dallo schema di principio di Fig. 4.1 il contributo W relativo al
rumore AWGN. Ottenendo la situazione riportata in Fig. 4.11.
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Figura 4.10: Piano di Shannon al variare del parametro ξ
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Figura 4.11: Schema di principio con SNR che tende a +∞.
Dallo schema di Fig. 4.11 possiamo vedere come la fC|S(c|s) sia una
massa di probabilita` con due valori possibili (ξ e −ξ) ed equiprobabili e
quindi la sua entropia sara` fissa e pari ad 1. Per quanto riguarda invece la
fC(c), sempre nel caso di alti SNR, e` una gaussian mixture composta da due
gaussiane centrate rispettivamente in ξ e −ξ, entrambe con varianza σ2s .
Prendiamo separatamente le due gaussiane che formano la fC(c) e chia-
miamole rispettivamente fC1(c) e fC2(c) (Fig. 4.12). Fatta questa premessa
possiamo vedere come, al diminuire del valore ξ e per una varianza del se-
gnale d’ingresso fissata, l’informazione mutua tra fC1(c) e fC2(c) aumenti.
L’informazione mutua in questo caso e` rappresentata dai valori in comune
nei quali le due densita` di probabilita` assumono valori significativi. Come
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Figura 4.12: fC(c) con ξ = σs
sappiamo dalla teoria, valori significativi, per una gaussiana con varianza
σ2 e valor medio nullo, sono quelli compresi fra −3σ e +3σ. Dunque, oltre
queste due soglie si puo` supporre che la densita` di probabilita` assuma valori
pressoche´ nulli.
Si puo` dire, per quello visto sopra, che C1 e C2 hanno, tra di loro,
una informazione mutua trascurabile quando la coda destra della gaussiana
C2 con valor medio −ξ, supposta in 3σs − ξ, non si sovrappone con la
coda sinistra della gaussiana C1 con valor medio ξ, supposta in −3σs + ξ
(Fig. 4.13). Quindi, perche´ si verifichi questa condizione si dovra` avere che:
−3σs + ξ ≥ 3σs − ξ (4.42)
ovvero:
ξ ≥ 3σs (4.43)
Dato che abbiamo supposto un segnale, alla sorgente, con potenza uni-
taria si possiamo scrivere che:
ξ ≥ 3 (4.44)
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Figura 4.13: fC(c) con ξ = 3.5 · σs
Se associamo a ξ un valore che soddisfa la (4.44) si ottiene una fC(c)
nella quale l’informazione mutua tra le due gaussiane e` all’incirca nulla.
L’entropia differenziale, in questo caso, e` massima ed e` pari alla somma
delle entropie delle due gaussiane che formano la fC(c):
h(C) = h(S) + h(I) (4.45)
dove h(I) e` l’entropia differenziale dell’interferente binario.
Quindi, alla fine l’informazione mutua risulta essere:
I(S,C) = h(C)− h(C|S) = h(S) + h(I)− h(C|S) (4.46)
dove h(C|S), per SNR elevati, risulta essere pari a h(I). Dunque si ottiene:
I(S,C) = h(S) + h(I)− h(I) = h(S) (4.47)
La h(S), nel caso di sorgente gaussiana, non e` altro che la capacita` di
canale del caso SISO (Fig. 4.14). Come si puo` vedere bene dalla Fig. 4.14
per un valore di ξ, 0 < ξ < 3, anche per alti SNR, la curva non si avvicina
a quella teorica SISO, mentre per ξ ≥ 3 la curva si sovrappone quasi per-
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Figura 4.14: Piano di Shannon nel caso SISO per alti SNR al variare del
parametro ξ
fettamente con quella SISO. Inoltre si puo` notare come, per ξ = 1, la curva
subisca, intorno ai 4 dB, ancora dell’effetto del rumore termico che peggiora
sensibilmente le prestazioni in termini di informazione mutua.
In definitiva per SNR bassi, valutando la Fig. 4.10, possiamo dire che
piu` l’interferente binario e` alto, piu` si ha un degrado nelle prestazioni in
termini di informazione mutua. Per SNR alti invece, valutando la Fig. 4.14,
possiamo dire che finche´ ξ < 3σs siamo sicuri di non riuscire ad arrivare alla
curva teorica di Shannon del caso SISO. Invece, quando ξ ≥ 3σs, la curva
di Shannon viene raggiunta (ma ovviamente non superata) per alti SNR.
4.2.1 Approssimazione gaussiana dell’interferente I nel mo-
dello SISO
Nel Paragrafo 4.1.1, abbiamo pero` visto come l’interferente gaussiano con va-
rianza ξ2 rappresenti un bound inferiore per l’interferente binario. Vediamo
in questo paragrafo, quindi, di valutare se anche in questo caso l’approssi-
mazione e` sempre un bound inferiore del caso SISO con interferente binario,
e se questa appossimazione e` accettabile o no.
Ci riconduciamo, quindi, ad una forma di canale come quella riportata
in Fig. 4.7. In questa modalita`, la fS(s) che massimizza l’h(C) col vincolo
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sulla potenza, per quello visto nel Paragrafo 3.4.2, e` una gaussiana con valor
medio nullo e varianza σ2s . In definitiva, C non e` altro che una variabile
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Figura 4.15: Confronto fra SISO con interferente binario (IB) e SISO con
interferente gaussiano (IG)
aleatoria gaussiana con valor medio nullo e varianza pari a quella riportata
nella (4.21). L’h(C), in questo caso e`, sempre per quello visto nel Paragrafo
3.4.2, pari a:
h(C) = log2
(√
2πe(σ2s + ξ
2 + σ2w)
)
(4.48)
mentre, data la modellazione del canale, l’h(C|S) vale:
h(C|S) = log2
(√
2πe(ξ2 + σ2w)
)
(4.49)
Quindi, la capacita` di canale risulta:
C = 1
2
log2
(
1 +
σ2s
σ2w + ξ
2
)
(4.50)
Come vediamo, la capacita` di canale dipende dalla potenza dell’inter-
ferente, supposto gaussiano, ξ2. Ricordandoci che vale la (3.51) e che la
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potenza della sorgente e` unitaria si ottiene:
r − log2
(
1 +
2rEb
N0 + rEbξ2
)
= 0 (4.51)
Il confronto tra il caso SISO con interferente I binario e quello con ap-
prossimazione dell’interferente I come gaussiano e` riportato in Fig. 4.15.
Come possiamo notare dalla Fig. 4.15, per valori di SNR bassi le due curve
sono praticamente indentiche. Per alti SNR, invece, vediamo che all’au-
mentare del parametro ξ, le prestazioni del caso con interferente gaussiano
peggiorano di gran lunga rispetto a quelle con interferente binario.
In definitiva possiamo dire che, a differenza del caso BISO, l’approsi-
mazione dell’interferente come gaussiano non ci restituisce un termine di
paragone affidabile col caso con interferente binario.
In generale abbiamo visto, sia nel caso BISO che nel caso SISO che
l’interferente porta ad un progressivo restringimento della zona “permessa”
e, come conseguenza, all’allargamento della zona di “cattivo pilotaggio”.
Lo studio che e` stato affrontato negli anni per risolvere quasta partico-
lare tipologia di problema, legata all’interferenza nell’accesso multiplo, ha
portato alla realizzazione di sistemi capaci di eliminare, in parte, questo di-
sturbo. Questi sistemi sono conosciuti, in letteratura, come cancellatori di
interferenza [20].
Capitolo 5
Confronto tra sistemi ad
accesso multiplo CDMA e
OFDMA
5.1 CDMA applicato alle reti cellulari di terza ge-
nerazione
Nell’anno 2002 e` stato introdotto il sistema cellulare di terza generazione
(3G) che, in ambito europeo, prende il nome di Universal Mobile Telecom-
munication System (UMTS). Questo sistema nasce con l’ambizione di far
convergere i vari tipi di media in un unico sistema che abbia la possibilita`
di veicolarli in modo molto flessibile ed adatto alle singole esigenze di ogni
utente.
La terza generazione offre infatti trasmissioni dati ancora piu` veloci (ri-
spetto al 2G e al 2.5G), con servizi multipli per ciascun utilizzatore, e dif-
ferenti classi di servizio. Questi sistemi permettono una elevata velocita`
di trasimssione (fino a 2 Mb/s), a costi piu` contenuti, e con possibilita` di
traffico simmetrico e asimmetrico.
5.1.1 Il segnale
Per consentire l’accesso multiplo, l’UMTS utilizza, sia in uplink che in down-
link, la tecnica DS-CDMA (Direct Sequence CDMA), che consiste nel molti-
plicare le sequenze dati da trasmettere con opportune sequenze di spreading.
In particolar modo si utilizza la tecnica Wideband CDMA (W-CDMA) [21]
su canali di banda pari a 5 MHz.
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Figura 5.1: Spreading e despreading nel DS-CDMA
La tecnica W-CDMA, insieme ad opportuni algoritmi per il controllo
della potenza (Power Control, PC), consente di realizzare delle connessioni
a differenti velocita` per ciascun utente.
Supponiamo di avere una certa sequenza dati da trasmettere b(t), con un
certo bitrate Rb, e di conseguenza una durata del bit pari a Tb = 1/Rb, come
quella rappresentata in Fig. 5.1, utilizzando una modulazione BPSK (Binary
Phase Shift Keying). Possiamo operare lo spreading della nostra sequenza
moltiplicandola per un opportuno codice di spreading c(t), sempre modulato
BPSK, che nel nostro esempio utilizza un chiprate otto volte superiore al
bitrate: Rc = 8 · Rb. Chiaramente, il tempo di chip (Tc) risultera` 1/8 di
quello di bit: Tc = Tb/8.
Il risultato e` una sequenza codificata d(t), il cui tempo di simbolo e` pari
a Td = Tc. Poiche´ la banda occupata e` proporzionale al rate, in questo caso
sara` otto volte superiore a quella impegnata dalla sequenza di partenza b(t).
In generale, la banda occupata dopo l’operazione di spreading aumenta di
un fattore Z = Rc/Rb, chiamato fattore di spreading (Spreading Factor,
SF). Ecco quindi il senso del termine sprading, che letteralmente vuol dire
spalmatura, espansione. Per questo motivo i sistemi CDMA sono solitamente
chiamati sistemi spread spectrum (a spettro espanso). Per avere un ordine di
grandezza, nell’UMTS Rc = 3.84Mc/s, che comporta (tenendo conto delle
bande di guardia e della sagomatura dell’impulso) un canale pari circa a
5MHz.
Per ottenere il segnale di partenza, che contiene l’informazione trasmessa,
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(a) segnale desiderato
(b) segnale interferente
Figura 5.2: Funzionamento del ricevitore CDMA a correlazione
possiamo moltiplicare la sequenza d(t) con esattamente la stessa sequenza
c(t) usata per lo spreading. Come possiamo vedere in Fig. 5.1, siamo in
grado di ricostruire la sequenza originaria b(t) in modo perfetto, a patto di
riuscire a sincronizzare in maniera corretta d(t) con il codice di despreading
c(t).
Non e` pero` ancora chiaro quale sia il vantaggio di aver utilizzato l’accesso
di tipo CDMA, visto che, per ora, cio` ha solo comportato l’effetto (nega-
tivo) di aver occupato una banda Z volte maggiore rispetto al necessario.
Pensiamo all’operazione che il ricevitore deve mettere in atto per ricostruire
i bit inviati dal trasmettitore. Supponiamo di essere stati in grado di aver
individuato perfettamente l’inizio della sequenza d(t) (ovvero di essere sin-
cronizzati). Per ottenere i bit trasmessi, basta integrare il segnale ricostruito
d(t) · c(t) su un tempo pari a Tb e dividere per Z. Ritorniamo alla Fig. 5.1.
Compiendo le operazioni appena descritte, il risultato che otteniamo e` quello
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mostrato in Fig. 5.2(a), che ci fornisce una sequenza {+1,−1,−1,+1,−1}
pari a quella originaria.
Prendiamo invece un altro segnale d′(t), ottenuto con una sequenza di
spreading c′(t) diversa da quella di riferimento c(t), utilizzata per codificare il
segnale desiderato, e dunque diversa da quella impiegata per il despreading:
c′(t) 6= c(t). Cio` che otteniamo andando a moltiplicare d′(t) per il codice di
spreading c(t) e` riportato in Fig. 5.2(b), dove d′(t)·c(t) 6= b(t). Se integriamo
d′(t) · c(t) su un tempo Tb e poi normalizziamo per Z, i valori che otteniamo
sono uguali a 0, come rappresentato nella parte bassa della Fig. 5.2(b). Piu`
in generale, se c(t) e c′(t) sono ortogonali, ovvero se la loro cross-correlazione
1
Tb
∫ Tb
0 c(t) · c′(t)dt e` nulla, allora i valori ottenuti sono esattamente 0, come
in questo particolare esempio. Nel caso di codici non-ortogonali, comunque,
in cui la cross-correlazione non e` esattamente nulla, i valori ottenuti sono in
modulo molto minori di 1.
Con questo semplice esempio, siamo adesso in grado di comprendere
come l’operazione di despreading sia in grado di separare il segnale deside-
rato dall’interferenza. In particolare, e` in grado di innalzare la potenza del
segnale desiderato di un fattore pari proprio a Z.
Anche per questa tecnica bisogna tener conto della propagazione multi-
path, e quindi della selettivita` in frequenza che naturalmente occorre in una
banda di 5MHz, visto lo scenario e quindi la banda di coerenza valutata nel
Paragrafo 1.2 [22]. Per combattere la selettivita` in frequenza, e` necessario
equipaggiare i ricevitori con dei correlatori multipli (detti finger) che sia-
no in grado di recuperare l’energia associata a ciascun cammino, i cosidetti
ricevitori rake [23].
dati
RcRc
codice di
scrambling
codice di
canalizzazione
(spreading)
Rb
Figura 5.3: Relazione tra spreading e scrambling
Nel caso specifico della tecnologia W-CDMA adottata dall’UMTS, la
codifica dei vari segnali avviene in due passi: il segnale da trasmettere viene
moltiplicato per il codice di spreading vero e proprio (usando codici del tipo
Orthogonal Variable Spreading Factor, OVSF), che consente di separare i
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vari canali utenti nella tratta uplink, e le varie celle nella tratta downlink;
ed un codice di scrambling, che serve a separare i vari utenti all’interno
della stessa cella nella tratta uplink, e le varie celle nella tratta downlink
(Fig. 5.3) [4].
Nell’UMTS, quindi, dato questo uso dei codici, si applica il riuso uni-
versale delle frequenze (K = 1) che abbiamo gia` accennato nel Paragrafo
1.1.1.
5.2 Confronto prestazionale fra sistemi OFDMA e
CDMA
Come abbiamo visto nel Paragrafo 5.1.1, i sistemi cellulari che usano come
tecnologia il W-CDMA applicano il riuso universale delle frequenze, come
fanno i sistemi cellulari che usano come tecnologia OFDMA. Data questa
peculiarita` risulta interessante fare un confronto fra le due tecnologie in
termini di capacita` di canale.
La capacita` di canale media a cui ci siamo riferiti e` questa:
Cmed = 1
2Nsim
Nsim∑
n=1
log2(1 + SINRn) (5.1)
dove Nsim e` il numero di simulazioni effettuate e Cmed e` invece misurata in
bit/simbolo.
Il parametro SINR e` definito come:
SINR =
Pg∑
j P
(j)
i +N0B
(5.2)
dove Pg e` la potenza utile ricevuta dall’utilizzatore (che puo` essere sia la MS
che la BS), P
(j)
i e` la potenza ricevuta dall’utilizzatore relativa al j-esimo se-
gnale interferente e N0B e` il parametro che indica la potenza associata al
rumore termico. Il termine
∑
j P
(j)
i e` conosciuto in letteratura come in-
terferenza da accesso multiplo (Multiple Access Interference, MAI). Mentre
per OFDMA l’uplink e il downlink funzionano alla stessa maniera, abbia-
mo visto, invece, come nella teconologia W-CDMA applicata all’UMTS, ci
siano delle differenze piuttosto sostanziose fra la modalita` uplink e quella
downlink.
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Nel CDMA-uplink, visto che, in fase di codifica, per distinguere un uten-
te e l’altro, non vengono utilizzati codici OVSF (a causa della difficolta` di
sincornizzare alla BS tutti gli utenti) ma dei codici di tipo Pseudo Noise
(PN), dobbiamo tener conto, oltre della CCI, dell’interferenza proveniente
dagli utenti presenti nella stessa cella dell’utente utile (Intra-Cell Interferen-
ce, ICI). Nel Paragrafo 5.1.1, abbiamo visto come si applichi, per migliorare
le prestazioni, il Power Control. Detto questo abbiamo deciso di fare un
confronto fra CDMA-uplink con PC e CDMA-uplink senza PC.
Nel caso CDMA-downlink invece, le fonti di interferenza sono rappresen-
tate esclusivamente dalle BS delle celle adiacenti.
In fase di simulazione abbiamo tenuto di conto solo delle celle omologhe di
prima fascia. Bisogna anche precisare che abbiamo tenuto conto del rumore
termico solo nei casi OFDMA-dowlink, CDMA-dowlink e OFDMA-dowlink;
mentre nel CDMA-uplink non e` stato preso in considerazione visto che le
prestazioni, con o senza, non cambiavano di molto. Quindi in CDMA-uplink
piu` che di SINR si parla di SIR.
Dato l’alto numero di simulazioni effettuato abbiamo ipotizzato che il
canale visto da tutti gli utenti in gioco, ovvero quello utile e quelli interfe-
renti, fosse lo stesso. Quello che abbiamo ipotizzato vale perche´ si ragiona
sulla media dei canali vista da tutti gli utenti lungo l’arco della simulazione.
Per quello che abbiamo appena detto, la potenza ricevuta, nel caso non
si usi il PC, dipende esclusivamente dalla path loss definita nella (1.24).
5.2.1 Metodologia del confronto
C’e` da capire, in questa fase, quale possa essere la metodologia piu` giusta
per far s`ı che il confronto sia il migliore possibile. L’approccio che abbiamo
usato e` stato quello di fare un confronto a parita` di efficienza spettrale
(Rb/B). Quindi, fissato un bitrate per entrambi i sistemi, dobbiamo fare
alcune valutazioni sulla banda.
Per il sistema che utilizza OFDMA prendiamo un numero di sottopor-
tanti (N) pari a 1024 e, a tutti gli utenti attribuiamo 4 sottoportanti. La
cella, quindi, puo` supportare, al massimo 256 utenti. Ad ogni utente in cella
viene attribuita una banda pari a:
B = 4∆f = 4
Btot
N
= 4
Btot
1024
=
Btot
256
(5.3)
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dove Btot e` la banda complessiva del sistema OFDMA e ∆f e` la banda
occupata da ogni singola sottoportante.
Nel sistema che utilizza CDMA, invece, abbiamo preso uno spreading
factor M pari a 256, quindi, un utente con una banda, dopo lo spreader di
valore Btot, risulta avere una banda netta alla sorgente uguale a:
B =
Btot
M
=
Btot
256
(5.4)
Una precisazione che va fatta prima di andare avanti riguarda la varia-
zione del numero di utenti (Nu) presenti nelle celle nel caso OFDMA. In
pratica per simulare la presenza di un certo quantitativo di utenti abbiamo
introdotto la variabile pu che puo` essere definita come una probabilita` di
occupazione delle risorse disponibili. Questo parametro puo` essere variato
andando a cambiare il numero di utenti (Nu), il numero di sottoportanti
(N) e il numero di sottoportanti assegnate per ogni utenti (Nsu), secondo
questa legge:
pu = Nu
Nsu
N
(5.5)
In altre parole, che pu regola l’occupazione della cella. Ad esempio se
imponiamo Nu = 128, N = 1024 e Nsu = 4 otteniamo pu pari ad 1/2, ovvero
e` come dire che la meta` delle risorse a disposizione della cella sono occupate
dagli utenti presenti nella cella stessa.
L’ultima considerazione da fare riguarda il numero di utenti: nella simu-
lazione abbiamo supposto che il numero di utenti nella cella di riferimento
e nelle 6 celle omologhe di prima fascia sia lo stesso.
5.2.2 Confronto OFDMA e CDMA in downlink
Nel caso downlink, per il metodo di accesso multiplo CDMA non dobbiamo
tener conto degli utenti interferenti presenti in cella dato che si suppone
che, dalla BS, si stiano diversificando i vari utenti tramite codici ortogo-
nali OVSF (come abbiamo visto nel Paragrafo 5.1.1), cos`ı che ogni utente,
risulta immune dall’interferenza degli altri utenti in cella. Quindi l’unica
fonte di interferenza nel caso CDMA-downlink, come abbiamo detto prima,
e` rappresentata dalle BS delle celle omologhe di prima fascia.
84 Confronto tra sistemi ad accesso multiplo CDMA e OFDMA
Per il downlink OFDMA, abbiamo visto come varia la capacita` di canale
media al variare del numero di utenti Nu presenti in cella. Il risultato e`
riportato in Fig. 5.4.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
2
4
6
8
10
12
14
16
 
 
Distanza normalizzata BS −MSutile
C m
e
d
[b
it
/
si
m
b
o
lo
]
CDMA
OFDMA, Nu = 64
OFDMA, Nu = 128
OFDMA, Nu = 256
Figura 5.4: Capacita` di canale media in downlink al variare della distanza
BS-MSutile
Come vediamo le curve che rappresentano la capacita` media di canale
sono molto simili fra loro. In downlink, pertanto, le prestazioni dei due
metodi di accesso sono pressoche´ identiche.
5.2.3 Confronto OFDMA e CDMA in uplink
Nel caso uplink, come si e` accennato prima, abbiamo trattato il CDMA con
o senza PC. Se si usa il PC la potenza ricevuta non e` piu` quella vista nella
(1.24).
Partiamo dunque dalla potenza trasemessa che puo` essere definita come:
PT (d
′) = Pu
(d′)n
µdn−20
(5.6)
dove Pu e` la potenza che desidera ricevere la BS dagli utenti presenti nella
propria cella di competenza, d′ e` la distanza di una generica MS dal proprio
centro cella (dove solitamente e` posta la BS di competenza) e dove µ e`
5.2 Confronto prestazionale fra sistemi OFDMA e CDMA 85
definito come:
µ =
GTGR
(4piλ )
2
(5.7)
Vista la (5.7) possiamo scrivere la (1.24) come:
PR (d) = PT
µ
dn
dn−20 (5.8)
ottenendo infine:
PR(d, d
′) = PT (d
′)
µ
dn
dn−20 = Pu
µdn−20 (d
′)n
µdn−20 d
n
= Pu
(
d′
d
)n
(5.9)
dove d rappresenta la distanza di una MS interferente dalla cella centrale
di riferimento. La MS interferente puo` essere sia nelle cella di riferimento
oppure in una delle 6 celle omologhe di prima fascia.
Come possiamo vedere, ed e` la filosofia che sta dietro al PC, se una
MS e` nella cella di riferimento d′ = d, la potenza ricevuta dalla BS sara`
semplicemente pari a:
PR = Pu (5.10)
Dalla (5.10) notiamo come la potenza ricevuta dalla BS non dipenda dalla
zona della cella centrale di riferimento dove e` posizionato l’MS, ovvero tutti
i contributi di potenza che arrivano alla BS dalle varie MS distribuite su
tutta le cella sono identici. Fatta questa precisazione mostriamo i risultati,
riportati in Fig. 5.5, ottenuti per l’uplink dei sistemi OFDMA, CDMA con
power control e CDMA senza PC. Come si vede in Fig. 5.5, ma gia` come
si notava nel caso OFDMA-downlink, l’aumento degli utenti in cella porta
ad un peggioramento in termini di capacita` media. Dalla Fig. 5.5 notiamo
anche come nel CDMA, in assenza di PC, le cose vadano bene fino ad una
certa distanza dell’MSutile dalla BS, visto che poi le prestazioni peggiorano
sensibilmente rispetto agli altri due casi. Se si usa un sistema del genere si
massimizza il rate massimo, cioe` si punta nel favorire gli utenti vicino alla
BS. Nel CDMA con PC, ovunque l’MSutile sia posizionato, riceve lo stesso
trattamento un po’ come si vede nel OFDMA quando si utilizza l’algoritmo
MF (brevemente descritto nel Paragrafo 2.1), ovvero e` come se si massimiz-
zasse il rate minimo. Nell’OFDMA otteniamo invece le stesse prestazioni
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Figura 5.5: Capacita` di canale media in uplink al variare della distanza
MSutile-BS
che ottenevamo nel caso downlink, e come vediamo bene dalla Fig. 5.5 le
prestazioni sono nettamente al di sopra di tutti e due gli altri metodi che
utilizzano come accesso multiplo il CDMA.
5.2.4 Osservazioni sui risultati ottenuti
In conclusione facciamo alcune osservazioni su i metodi di accesso al mezzo
che abbiamo trattato:
• l’OFDMA ha lo svantaggio, rispetto al CDMA, di richiedere l’alloca-
zione delle portanti.
• il CDMA-uplink deve fare il PC senno`, come si vede in Fig. 5.5, le
prestazioni, per certe distanze MSutile-BS, crollano in maniera drastica
andando a danneggiare gli utenti che si trovano lontano dalla BS.
• il CDMA potrebbe, per migliorare le prestazioni, anche se di poco,
eseguire un’allocazione ottimale dei codici.
Ritornando ai risultati ottenuti nel caso downlink si puo` notare che, a pa-
rita` di rumore termico, seppur di poco, il CDMA risulta migliore rispetto
all’OFDMA che risente pure della variazione di utenti in cella.
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Nel caso uplink, invece, andando sempre ad analizzare i dati ottenuti,
l’OFDMA risulta molto piu` performante del CDMA, sia con che senza PC.
Andando invece a fare un confronto CDMA con PC e CDMA senza PC
possiamo dire che se si vuole garantire del traffico a tutti gli utenti il metodo
che risulta piu` performante e il CDMA con PC.

Conclusioni
Durante il lavoro di tesi abbiamo affrontato alcune problematiche relative
alle tecnologie basate sull’OFDMA, scelto come futura tecnica di accesso
al mezzo per gli standard di telefonia mobile di quarta generazione. In
particolare, dopo aver illustrato lo scenario di una rete multicellulare ed
aver trattato il canale di propagazione e gli aspetti fisici della trasmissione
su portanti ortogonali, abbiamo focalizzato la nostra attenzione sulla teoria
dell’informazione. In questa ottica abbiamo cercato, modificando modelli
noti come il SISO e il BISO, di arrivare a delle soluzioni algoritmiche che
potessero rappresentare al meglio il problema dell’interferenza co-canale che
si presenta in reti cellulari che utilizzano il riuso universale delle frequenze.
Arrivati ad una adeguata modellizzazione abbiamo valutato le conse-
guenze, in termini di capacita` di canale, di un interferente binario che rap-
presenta un utente la cui interferenza co-canale non e` piu` assimilabile, in-
sieme a tutti gli altri interferenti ed al rumore termico, a rumore gaussiano
e bianco sulla banda del segnale. Abbiamo potuto notare come, sul piano
di Shannon, tale interferente faccia s`ı che la zona permessa tenda a restrin-
gersi. Cio` va cos`ı ad incidere sulla scelta di un’eventuale codifica piuttosto
che un’altra, tenendo sempre presente che lavoriamo con una probabilita` di
errore fissata a priori. Abbiamo poi concluso questa parte facendo un con-
fronto, sia nel caso SISO che nel caso BISO, considerando l’interferente di
tipo binario o di tipo gaussiano entrambi con la stessa potenza interferen-
te. Quello che abbiamo ottenuto e` che, mentre nel caso BISO l’interferente
gaussiano rappresenta un’accettabile bound inferiore, nel caso SISO, all’au-
mentare della potenza dell’interferente, questo, che rimane pur sempre un
bound inferiore, non rappresenta piu` un termine di confronto accettabile fra
le due tipologie di interferente, in quanto il gap e` troppo elevato.
Siamo passati quindi ad effettuare un confronto, in termini di efficienza
spettrale, tra OFDMA e CDMA, ovvero le due tecniche di accesso al mezzo
che utilizzano il riuso universale delle frequenze. Dai risultati ottenuti pos-
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siamo dire che, mentre nel downlink non si apprezza tanto la differenza fra
le due tecniche, nell’uplink si nota come l’interferenza intracella, che colpi-
sce il CDMA, faccia s`ı che le prestazioni dell’OFDMA siano molto superiori
rispetto al CDMA stesso.
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