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1 Introduction
Various optimization problems have great applications in everyday life. Therefore, it does
not surprise that mathematicians continuously try to find new and efficient ways of function
optimization. According to [10], a major issue in optimization is distinguishing between
global and local optima. Naturally, with all factors being equal, a globally optimal solution
is always more preferable than the local one. On the other hand, in practice it is not always
possible to find a globally optimal solution and therefore one have to be satisfied with a
locally optimal one. Although the local optimum is certainly better than no solution at
all, it can often be far from the globally optimal solution and hence point us to the wrong
conclusions. Since one can find maximum of function f by minimizing function −f , we will
focus on problems of function minimization.
Let g : S ⊂ Rd → R, d ≥ 1 be cost function we want to minimize. We say that x∗ ∈ S
is local minimum of function f if there exists open set U 3 x∗ such that for every x ∈ U ,
g(x∗) ≤ g(x). Moreover, x∗ ∈ S is global minimum of g if inequality g(x∗) ≤ g(x) holds
for every x ∈ S. There is no general method for solving optimization problems for all cost
functions. Moreover, according to [10], it is usually only possible to ensure that an algo-
rithm will approach a local minimum with a finite amount of resources being put into the
optimization process. However, we will discuss several methods of stochastic approximation
that are under certain conditions able to find global minimum among multiple local minima.
Popularity of stochastic optimization methods has grown rapidly in the last two decades.
Moreover, with a large number of methods it is now becoming the “industry standard” for
solving various challenging optimization problems [10].
This work provides a summary of several methods for sampling from distributions and
connects them with global optimization problem. We will present some stochastic optimiza-
tion algorithms such as Simulated Annealing on functions defined on discrete sets, and its
generalisation to function defined on more general sets. At the end, we will present the
one-dimensional Adaptive Annealing method and we will test it on functions with a lot of
local minima.
5
2 Sampling from a distribution
In this chapter several methods for sampling from a certain distribution will be presented.
Even though there are ad-hoc methods that efficiently sample from some particular distri-
butions, the focus will be put on distribution invariant sampling methods. Most softwares
for mathematical and statistical computation have built-in methods for generating random
numbers from typical distributions, but in the general case, there is no unified approach
to the problem. In the one dimensional case, exact and asymptotical methods will be pre-
sented, while for generating random vectors, the situation is far more complicated as the
components may be dependent.
2.1 Inverse sampling
As it has already been pointed out, many mathematical softwares have built-in methods
for generating random numbers from some standard distributions, one of which is uniform
distribution on (0, 1) interval, denoted here as U(0, 1). The following result shows how to
transform a random number from U(0, 1) into number from any continuous distribution.
Theorem 1. Let U be a random variable from U(0, 1), and F cumulative distribution func-
tion (CDF) we want to sample from. If F is invertible on (0, 1), then the random variable
X = F−1(U) has CDF F .
Proof. The distribution function of X = F−1(U) is
FX(y) = P (F
−1(U) ≤ y) = P (U ≤ F (y)) = FU(F (y))
where FU is CDF of U(0, 1). Furthermore,
FU(y) =

0, for y < 0,
y, for y ∈ [0, 1),
1, for y ≥ 1,
and since F (y) ∈ (0, 1), we have
FX(y) = FU(F (y)) = F (y), ∀ y ∈ R.
This result gives a ”cookbook” about how to directly transform random number from
U(0, 1) into a number from any distribution which has invertible CDF on (0, 1). It should
be noted that invertibility of CDF is not very restricting demand for continuous random
variables.
Eventhough, at first sight this result gives a rather simple way of generating random numbers,
in practice that is not really the case. First of all, target distribution is usually specified by
its probability density function (PDF), rather than its CDF. Obtaining CDF explicitly from
a given PDF may be impossible, just like in the case of normal distribution. Moreover, this
method requires not only CDF which is rarely explicit, but its inverse. For all these reasons,
this method could be computationally inefficient for many distributions. Therefore, other
methods are preferred, one of which we will present next.
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2.2 Markov Chain Monte Carlo
The idea of Markov Chain1 Monte Carlo methods for sampling from a distribution F is to
generate Markov chain whose limiting distribution is target distribution F . These methods
are asymptotical and they approximate random number (vector) from target distribution F
with state of the particular Markov chain after a certain number of steps. Markov Chain
Monte Carlo (MCMC) methods differ in way in which they construct an underlying Markov
chain. We present here a MCMC method called the Metropolis-Hastings2 algorithm [7].
2.2.1 Definition and basic properties of Markov chains
For the simplicity of presentation, we will assume that the target distribution is discrete.
The goal is to derive a Markov chain X = (Xn, n ∈ N0) that converges to it. To do so, the
chosen Markov chain must have a unique limiting distribution, which is equal to target one.
Hence, before further discussion of Metropolis-Hastings algorithm, some basic results about
discrete state, time-homogenous Markov chain will be presented.
Definition 1. Let S be a discrete set. A stochastic process X = (Xn, n ∈ N0) on probability
space (Ω,F , P ) with support on the set S is called a discrete time Markov chain if
P (Xt = i|Xtn = in, ..., Xt1 = i1) = P (Xt = i|Xtn = in), (1)
for each t1, ..., tn ∈ N0 such that t1 < · · · < tn and for each i, i1, . . . , in ∈ S for which (1) is
well defined.
The expression (1) is called the Markov property, and it states that the behaviour of the
chain in the future, given present, does not depend on the past. The transition probability
function of Markov chain X is defined with the expression
p(i, s; j, t) = P (Xt = j|Xs = i), for i, j ∈ S, s < t. (2)
For t = s+1, (2) is called the one-step transition probability function. Every Markov chain is
uniquely defined by its one-step transition probability function and distribution λ0 of initial
state X0.
If the one-step transition probability function does not depend on time t, then the Markov
chain X is called time-homogenous Markov chain and the one-step transition probability
function takes the form
p(i, n; j, n+ 1) = p(i,m; j,m+ 1) =: pij,∀m,n ∈ N0, ∀i, j ∈ S.
Additionally, the matrix Π = [pij]ij∈S is called the transition matrix of Markov chain X.
Moreover, Π is stochastic matrix, meaning that ∀ i, j ∈ S pij > 0 and ∀ i ∈ S,
∑
j∈S
pij = 1.
Further on, asymptotical behaviour of Markov chain will be explored.
1Named after the Russian mathematician Andrey Markov (14 June 1856 N. S. Ryazan, Russian Empire
- 20 July 1922 Petrograd, Russian SFSR)
2Named after Nicholas Constantine Metropolis (June 11, 1915 - October 17, 1999), a Greek - American
physicist who was an author along with Arianna W. Rosenbluth, Marshall Rosenbluth, Augusta H. Teller,
and Edward Teller of the 1953 paper Equation of State Calculations by Fast Computing Machines which
first proposed the algorithm for the case of symmetrical proposal distributions, and Wilfred Keith Hastings
(July 21, 1930 in Toronto, Ontario, Canada - May 13, 2016) a Canadian statistician who extended it to the
more general case in 1970.
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Definition 2. Let X = (Xn, n ∈ N0) be Markov chain with set of states S and transition
probability matrix Π = [pij]i,j∈S. A probability distribution pi = (pii, i ∈ S) on set S is
stationary (invariant) distribution of Markov chain X if
pi = piΠ,
that is
pij =
∑
k∈S
pikpkj, ∀j ∈ S.
Interpretation of the notation pi = (pii, i ∈ S) is the following. If X is random variable
from distribution pi, then for each j ∈ S, P (X = j) = pij. It should be noted that the
stationary distribution, if it exists, does not depend on the initial state distribution of Markov
chain X.
Definition 3. Let X = (Xn, n ∈ N0) be a Markov chain with set of states S and transition
probability matrix Π = [pij]i,j∈S. A probability distribution ν = (νi, i ∈ S) on the set S is
the limiting distribution of the Markov chain X, if for every i, j ∈ S
lim
n→∞
p
(n)
ij = νj, (3)
where p
(n)
ij is the element in (i, j) position of matrix Π
n.
If the limit (3) exists, then it is unique, but it does not have to define a probability
distribution.
Remark 1. Let λ0 stand for distribution of the initial state X0 of Markov chain X. It is
easily shown that the distribution of state Xn of Markov chain X after n steps is λn = Π
nλ0
[11]. More precisely, we have
P (Xn = j) = [λn]j =
∑
i∈S
[λ0]ip
n
ij.
Therefore, if X has limiting distribution ν = (νi, i ∈ S), then the distribution of state Xn in
the limit when n→∞ is
lim
n→∞
P (Xn = j) = lim
n→∞
[λn]j =
∑
i∈S
[λ0]i lim
n→∞
pnij =
∑
i∈S
[λ0]iνj = νj
∑
i∈S
[λ0]i = νj, (4)
provided that the limit in (4) exists. In other words a Markov chain (Xn, n ∈ N) converges
in distribution to limiting distribution ν. Therefore, a simulation of Markov chain with
limiting distribution as our target one, after certain numbers of steps generates number
from distribution which is arbitrary close to the target one.
Moreover, there is a strong connection between stationary and limiting distribution.
Proposition 1. Let ν = (νi, i ∈ S) be limiting distribution of Markov chain with the set of
states S. Then ν is the stationary distribution.
The following results will provide an answer under which conditions the stationary and
limiting distribution coincide.
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Definition 4. For states i, j ∈ S we say that j is reachable from i and write i→ j, if
P (Tj <∞|X0 = i) > 0,
where Tj = min{n ≥ 0 : Xn = j}. Additionally, we say that i, j communicate and write
i↔ j, if i→ j and j → i.
Furthermore, relation of communication is equivalence relation on S, and therefore in-
duces partition of S to communication classes [11].
Definition 5. Markov chain X is called irreducible if S consists of only one communication
class.
Remark 2. If pij > 0 for each i, j ∈ S, then the Markov chain X is irreducible.
Definition 6. For state i ∈ S we denote d(i) as the greatest common divisor of set {n ≥ 1 :
p
(n)
ii > 0}. We say that state i aperiodic if d(i) = 1. Otherwise, it is said to be periodic.
Remark 3. If pii > 0 for i ∈ S, then i is aperiodic state. Furthermore, it can be shown that
periodicity is a feature of the communication class. Hence, irreducible Markov chain can
either be periodic or aperiodic [11].
Theorem 2. Let (Xn, n ∈ N0) be irreducible, aperiodic Markov chain with the set of states
S, transition probability matrix Π = [pij]i,j∈S and stationary distribution pi. Then pi is also
the limiting distribution.
Proofs of Proposition 1 and Theorem 2 can be found in [11].
In the class of irreducible aperiodic Markov chains, limiting and stationary distributions co-
incide. Hence, the results that guarantee existence and uniqueness of stationary distribution,
do the same for the limiting one. The question remains to be answered, for which Markov
chain does limiting distribution exist.
Definition 7. A Markov chain (Xn, n ∈ N0) with the set of states S and transition proba-
bility matrix Π = [pij]i,j∈S is said to be reversible for probability distribution µ = (µi, i ∈ S),
if
µipij = µjpji, ∀i, j ∈ S.
Remark 4. It should be noticed that since µipij = µjpji, then∑
i∈S
µipij =
∑
i∈S
µjpji = µj
∑
i∈S
pji = µj.
In the other words, probability distribution µ from the Definition 7 is stationary distribution
for Markov chain X. Therefore, if the generated Markov chain is irreducible, aperiodic and
reversible for distribution µ, then X has limiting distribution equal to µ.
2.2.2 Metropolis-Hastings algorithm
In this section, the main goal is to obtain a form of the particular Markov chain X = (Xn, n ∈
N0), that is its transition matrix Π = [pij]ij, which has properties that guarantee existence of
the limiting distribution equal to the target distribution pi = (pii, i ∈ S). Further on, target
distribution F will be denoted as pi.
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According to Remark 4, if Markov chain X is reversible for pi then it has stationary distri-
bution equal to pi. In that manner it is desired for transition probability matrix Π = [pij]ij
of Markov chain X to satisfy
piipij = pijpji. (5)
Guided with the rejection sampling algorithm [8], the approach would be to separate tran-
sition from state i to state j ∈ S into two independent sub-steps: the proposal and the
acceptance-rejection. Let Q = [qij]ij be symmetric, stochastic matrix such that for every
i, j ∈ S and n ∈ N0, qij stands for conditional probability of j being proposed as value
for Xn+1 given Xn = i. It should be noticed that for every i ∈ S, i-th row of matrix Q
defines conditional distribution q(·|i) such that if Xcand is random variable from q(·|i), then
qij = P (X
cand = j|Xn = i). Furthermore, let for each i, j ∈ S, Aij = min{1, pij
pii
} ∈ [0, 1] be
conditional probability of proposed j being accepted as value of Xn+1 given Xn = i. More
precisely, conditionally on Xn
Xn+1 =
{
Xcand with probability Aij
Xn with probability 1− Aij,
where Xcand is the proposed value from q(·|Xn) for Xn+1. Hence, for each i, j ∈ S the
following equality holds
pij = qijAij. (6)
For i, j ∈ S, Aij and qij are further on called acceptance and proposal probabilities of
Xn+1 = j given Xn = i respectively. Moreover,
Aij
Aji
=

pij
pii
1
, if Aij < 1
1
pii
pij
, if Aij =
=
pij
pii
.
Moreover, since Q is symmetric matrix, then
Aij
Aji
=
pij
pii
=
pijqji
piiqij
,
which is due to (6) equivalent to piipij = pijpji. We have just justified the use of this special
form of the acceptance probability in a way that Markov chain obtained in this way has a
stationary distribution equal to target distribution pi. On the other hand, the irreducibility
of X should be checked in each specific application [7]. Unlike the acceptance probability,
no conditions on the form of the proposal probability had been made. It is a free param-
eter of the Metropolis-Hastings method which should be adjusted to each particular problem.
Algorithm
k = 0 : Generate the initial state x0 from an arbitrary distribution with support on S,
choose the proposal probability matrix Q = [qij]i,j∈S and number of iterations T ∈ N of the
algorithm
k = 1 :
1. Generate xcand from distribution q(·|x0)
2. Generate random number u from U(0, 1)
3. Set
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x1 =
{
xcand for u ≤ Axcandx0
x0 otherwise
Obtain x1 which is equal to proposal x
cand or remains same as x0
...
k = T : xT−1 had already been generated
1. Generate xcand from distribution q(·|xT−1)
2. Generate random number u from U(0, 1)
3. Set
xT =
{
xcand for u ≤ AxcandxT−1
xT−1 otherwise
It remains to show that this algorithm really generates Markov chain with transition prob-
abilities pij = gijAij. This follows from the fact that P (U ≤ α) = α, where U is random
variable from U(0, 1) and α ∈ (0, 1). More precisely,
pij = P (Xt+1 = j|Xt = i) = P (Xcand = j|Xt = i)P (U ≤ Aji) = qijAji.
Remark 5. We have presented Metropolis Hastings algorithm for the discrete set S. When
target distribution pi is continuous, W. K. Hastings in [7] proposes the use of proper discrete
approximation to pi and then applying the same procedure as in the discrete case. Generally,
the algorithm can be generalised to continuous distributions as well.
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3 Applying sampling from distribution to global min-
imization problem
So far several methods for generating samples from certain distribution have been presented
and it remains to connect them with the global optimization problem.
Let g : S ⊂ Rd → R be a real valued function we want to minimise, with the set of global
minima S∗. Generating a random vector from a distribution with support on S∗, would
generate a global minima of g with probability 1. The obvious problem in this concept
is the lack of insight in set S∗. Therefore, the idea is to consider the distributions with
the property: the random number generated from these distributions is close to the global
minimum of g with a high probability. That could be obtained by deriving a sequence of
distributions (pit)t, that converges to a distribution with support on S
∗. Index t in notation
pit denotes time index, unlike the previous notation pi = (pii, i ∈ S), where index i stood for
state i ∈ S. Further on, it will be clear from context weather index denotes time index or
state.
Since every PDF pit should take large values on ’small’ intervals that contain a global minima
of g and small values otherwise, it is reasonable to assume that each pit is proportional to
−γ(t)g, where γ : R+ → R+ is a nondecreasing function of t such that γ(t) → ∞ for
t → ∞. The purpose of the function γ is to provide easier separation of global from the
local minimum. Furthermore, as PDF should be nonnegative, we will consider pit ∝ e−γ(t)g,
where ∝ means proportional to. Hence, for function γ, we define
pit(a; γ(t)) =
e−γ(t)g(a)
ct
, (7)
where ct is a normalizing constant such that the Riemann-Stieltjes integral
∫
a∈R dFt(a) =
1, where Ft is CDF of pit. The distribution with PDF given by (7) is known as Gibbs
distribution3 with parameter γ(t). It can be shown that the sequence (pit) converges in
distribution to probability distribution concentrated on S∗ [4].
We provide an informal proof of that statement in the case where g is defined on a discrete set
S, and has a finite number of global minima. In this case ct is of the form ct =
∑
j∈S
e−γ(t)g(j),
hence
pit(i) =
1∑
j∈S e
γ(t)(g(i)−g(j)) .
For i ∈ S we can write
pit(i) =
1∑
j∈S1 e
γ(t)(g(i)−g(j)) +
∑
j∈S2 e
γ(t)(g(i)−g(j)) +
∑
j∈S3 e
γ(t)(g(i)−g(j)) ,
where S1i = {j ∈ S : g(i) < g(j)}, S2i = {j ∈ S : g(i) > g(j)}, S3i = {j ∈ S : g(i) = g(j)}.
We need to prove that the distribution concentrated on S∗ is a point-wise limit of (pit) as
t→∞
1. case: i /∈ S∗
S1i 6= ∅, and γ(t)(g(i)− g(j)) > 0 ∀j ∈ S1i . Hence, in the limit for t→∞, that is γ(t)→∞,
∀j ∈ S1i , γ(t)(g(i)− g(j))→∞ and consequently
∑
j∈S1
eγ(t)(g(i)−g(j)) →∞. Since both of the
3Named after Josiah Willard Gibbs (February 11, 1839 - April 28, 1903), an American scientist who made
important theoretical contributions to physics, chemistry, and mathematics
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other two sums in the denominator of pit are positive,
lim
t→∞
pit(i) = 0, for i /∈ S∗.
2. case: i ∈ S∗
S1i = ∅ and ∀j ∈ S2i γ(t)(g(i)− g(j)) < 0. Hence, in the limit for t→∞, that is γ(t)→∞,
γ(t)(g(i)−g(j))→ −∞ for j ∈ S1i and consequently eγ(t)(g(i)−g(j)) → 0 so
∑
j∈S1
eγ(t)(g(i)−g(j)) →
0. Moreover, eγ(t)(g(i)−g(j)) = 1 for j ∈ S3i = S∗, hence
∑
j∈S3
eγ(t)(g(i)−g(j)) = |S∗|.
We conclude that
lim
t→∞
pit(i) =
1
n
, for i ∈ S∗, where n := |S∗|.
If we now define pi : S → R+ as a point-wise limit of pit when t→∞, then
pi(i) =
{
1
n
, if i ∈ S∗
0, otherwise,
such that
∑
i∈S
pi(i) = 1, then pi is density of uniform distribution on set S∗.
A similar result can be obtained for functions defined on continuous sets, but proofs are
technically more demanding [4].
Remark 6. Let Xt be a random variable (vector) from pit and X a random variable (vector)
from pi. Then sequence (Xt) converges to X in distribution. More precisely, let for every
t ∈ N0, Ft be CDF of Xt and F be CDF of X. Then for every i ∈ S, Ft(i) =
∑
j≤i
pit(j) and
F (i) =
∑
j≤i
pi(j). Moreover, for every i ∈ S
lim
t→∞
Ft(i) = lim
t→∞
∑
j≤i
pit(j) =
∑
j≤i
lim
t→∞
pit(j) =
∑
j≤i
pi(j) = F (i).
Therefore, sequence (Xt) converges to pi in distribution. Moreover, if g has a unique global
minimum, then X is almost surely constant, so convergence in distribution implies conver-
gence in probability.
A stochastic global optimization algorithm that combines this idea with the Metropolis-
Hastings method will be presented in the next chapter.
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4 Simulated annealing
Simulated annealing (SA) is a stochastic optimization method proposed by Scott Kirkpatrick,
C. Daniel Gelatt and Mario P. Vecchi in 1983 and by Vlado Cˇerny in 1985. It is mostly and
quite successfully used for solving image processing and combinatorial problems. Later on,
the algorithm was modified to search global minimum of functions with domains in Rd. The
method itself was inspired by a 7000 year old process of annealing of the metal [2].
The annealing process is done in three stages: heating up metal to a temperature high
enough, keeping metal heated long enough and slowly cooling it down, usually to room
temperature. Slow cooling induces changes in the crystal cell of metal in a way that it
reaches its minimum energy configuration. The result is a firmer metal with better qualities.
The tricky part is that cooling has to be done slow enough so that changes in the crystal
structure of the metal can be properly done.
The SA algorithm randomly explores an area around the current approximation of mini-
mum and accepts the proposed neighbour as the next approximation if it has a lower function
value compared to the previous one. The difference with deterministic local optimisation
methods is that the SA algorithm also accepts a worse solution with some positive proba-
bility p > 0. The latter feature allows the algorithm to escape a local minimum in order to
find the global one. At the initial stages of the algorithm, when the temperature is higher,
it is more likely that the algorithm would accept a worse solution. At latter stages, as the
temperature lowers, the algorithm would not as likely accept a worse solution. In other
words, it is easier for SA to escape local minimum in the early stages of the algorithm.
4.1 Simulated annealing on a finite set S
We are minimizing function g : S → R, where S ⊂ Rd is a finite set. Even though S is finite,
its cardinality is usually very large, especially in combinatorial problems and that is what
makes them hard to optimize. For example, a traveling salesman is a NP-hard problem.
Theoretically, the problem of finding a global minimum could be solved with the use of
the Metropolis-Hastings algorithm by taking target distribution to be a Gibbs distribution
with a parameter γ(t) large enough. This should generate a number very close to a global
minimum of g. The main problem of the approach is that for γ(t) very large, the time
needed for Markov chain to reach equilibrium can be exponential to γ(t). The reason why
this happens is that generating homogenous Markov chain from Gibbs distribution with
large γ(t) will very likely result in ”sticking” to local minimum due to the probability of
accepting a worse solution, which allows avoiding these situations, being very small. The SA
algorithm tries to overcome this by generating discrete time-inhomogeneous Markov chain
that converges in distribution to the distribution concentrated on the set of global minima
of g.
Remark 7. In this section, for consistency with the literature, the nonincreasing function
T = T (t) called the cooling schedule will be used instead of the increasing function γ. For
simplicity, T (t) = 1/γ(t).
Before further discussion let us formalize basic elements used in the SA algorithm.
1. Finite set S ⊂ Rd
2. A function g : S → R, called the cost function, with set of global minima S∗
3. For each i ∈ S set of neighbours of i, S(i) := S \ {i}
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4. Nonincreassing function T : N→ (0,∞) called cooling schedule, whose function value
T (t) is called the temperature at time t
5. Symmetric stochastic matrix [qij]ij∈S
The SA algorithm builds discrete time, time-inhomogenous Markov chain X = (X(t))t that,
under certain assumptions converges in distribution to the distribution concentrated on the
set S∗. One-step transition probability function of X is given with
p(i, j; t) = P (X(t+ 1) = j|X(t) = i) = qij min{1, e
g(i)−g(j)
T (t) } > 0, (8)
where qij is probability of j being proposed for value of X(t+ 1) conditionally on X(t) = i.
4.1.1 The convergence analysis
Before the introduction of the main convergence result of SA let us give a few definitions.
Definition 8. We say that SA algorithm converges, if
lim
t→∞
P (X(t) ∈ S∗) = 1.
Definition 9. We say that state i communicates with S∗ at height h if there exists a path
in S that starts at i and ends up at some element of S∗ such that the largest value of g along
that path is g(i) + h.
Remark 8. Definition 9 can be interpreted in a way that there exists trajectory of Markov
chain generated with SA that starts at i ∈ S, and ends up in S∗, which at some point
requires ’climbing uphill’ to the height for h higher than the one trajectory has started from.
Theorem 3. Let d∗ be the smallest number such that every i ∈ S communicates with S∗ at
height d∗. Then, the SA algorithm converges iff
i) lim
t→∞
T (t) = 0, and
ii)
∞∑
t=1
e
−d∗
T (t) =∞.
Proof of Theorem 3 can be found in [2].
The constant d∗ is a sort of measure of difficulty for SA to escape the local minima of g.
Specifically, d∗ is the height at which the lowest local minimum, which is not a global one,
communicates with S∗. Let the current state X(t) be the local minimum i ∈ S. Then there
exists a path in S such that g(j) − g(i) ≤ d∗ for each j along the path. The probability of
successfully escaping this local minimum is
P (X(t+ 1) 6= i|X(t) = i) = P (X(t+ 1) ∈ S(i)|X(t) = i)
=
∑
j∈S(i)
P (X(t+ 1) = j|X(t) = i)
≤ |S(i)|e−d
∗
T (t) ∝ e−d
∗
T (t) ,
where we have used (8) and the definition of constant d∗ from Definition 9.
Assume now that an infinite number of trials had been made in order to escape i. Theorem 3
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states that the SA converges iff infinite number of those trials had been successful. According
to the condition (ii) of Theorem 3, T (t) should not decrease faster than of order 1/ log(t).
According to [2], one of the most popular (at least theoretically) cooling schedules are of
form
T (t) = d/ log(t). (9)
If cooling schedule T = T (t) decreases as slowly as (9), then it can be fairly approximated
by piecewise constant cooling schedule T ′ = T ′(t) defined with
T ′(t) = 1/k (10)
for t ∈ [tk, tk+1), where t1 = 1, tk+1 = tk + ekd, for d ≥ d∗. Moreover, according to [2], the
statistics of the Markov chain X under slowly decreasing cooling scedule stays pretty much
unchanged if a piece-wise cooling schedule (10) is used instead. Therefore, in order to better
understand rationale behind the SA algorithm, let us observe Markov chain X corresponding
to the cooling schedule (10). It is obvious that (10) satisfies conditions from the Theorem 3.
Moreover, T ′ is constant on intervals tk ≤ t < tk+1, so Markov chain X is homogenous along
the same intervals. In that manner let Xk = (Xkt ) be Markov chain X(t) for t ∈ [tk, tk+ekd),
that is with the transition matrix Πk = [qij min{1, ek(g(i)−g(j))}]ij.
Remark 9. Since for each k ∈ N, [Πk]ij = qij min{1, ek(g(i)−g(j))} > 0, then according to
Remarks 2 and 3 Markov chain Xk is irreducibile and apperiodic.
Consistently with conclusions in Section 2 and Remark 2 for every k ∈ N limiting distri-
bution of Xk is Gibbs distribution with parameter k. Length of [tk, tk+1) is e
kd. Therefore,
for smaller k, the interval corresponding to it is shorter, but at the same time Metropolis-
Hastings would need less iterations to reach equillibrium. On the other hand, for a larger k,
length of the corresponding interval is exponential to k, but so is the time for Markov chain
to reach equillibrium. According to that, the SA works in a way that simulates Markov
chain Xk whose limiting distribution is Gibbs distribution with parameter k. Then it uses
a random number generated from (close to) this limiting distribution as the initial state of
Markov chain Xk+1. In this way, at the early stages, the algorithm escapes local minimum
quickly. In later stages, the algorithm acts more like a gradient method, focusing on drifting
previously obtained solutions towards global minimum.
In this manner one can seek an interpretation of constant d > d∗. Since the length of the
interval [tk, tk+1) is e
kd, the more ’difficult’ function g is to optimise, that is the harder it is
to escape its local minima, more time will be needed in order to do so and consequentially
larger d is required.
Algortihm
Generate the approximation x∗ of global minimum of g from an arbitrary distribution with
support on S. Define cooling schedule T = T (t), initial and terminal temperature T0 and T
∗
While T0 ≤ T ≤ T ∗
1. Generate xcand from distribution q(·|x∗)
2. Generate random number u from U(0, 1)
3. Update current approximation x∗ of global minimum of g in way
x∗ =
{
xcand for u ≤ ex0−x
cand
T
x∗ otherwise
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4. Update temperature T
Generalization of the SA algorithm to infinite discrete S can be done in a similar way.
Firstly, because the underlying theory of Markov chain behind the SA is done generally
for discrete sets S. Nevertheless, according to [6], rigorous proofs of convergence of the
SA in its original formulation have been given only in the case of the finite state space S.
Even though generalisation of the SA for continuous sets S is also possible, we will move to
slightly different approach using diffusions. More precisely, we will move from discrete time
optimization on discrete set S, to continuous time optimization on continuous set S.
4.2 Generalization of the SA for continuous set S
Motivated by image processing4 problems with continuous grey-levels, Ulf Grenander and
Steve Geman proposed use of a special stochastic differential equation known as Langevin
equation5 as another global minimization algorithm [5].
One can find a local minimum of g : Rd → R by starting at arbitrary x0 ∈ Rd and then
applying Gradient descent algorithm
xt+1 = xt − h∇g(xt), (11)
for xt+1, where h > 0 small enough [9]. If we generalise (11) to continuous time, that is, if
we consider it in limit as h→ 0, we obtain
dxt
dt
= −∇g(xt).
The idea was to ”upgrade” gradient descent method in continuous time by adding some
randomness into it. The result is a method that has a capability of escaping the local
minima by accepting worse solutions with positive probability. Furthermore, guided with
results from the SA, these random fluctuations in the early stages of the algorithm should
have more influence on the behaviour of the algorithm, while in latter ones its influence
should drop.
Langevin equation The stochastic differential equation
dX(t) =
√
2TdB(t)−∇g(X(t))dt (12)
is called Lengevin equation at temperature T , where g is function with domain in Rd, B(t) is
the standard d-dimensional Brownian motion and T ”temperature” that controls amplitude
of random fluctuations.
Equation (12) defines d-dimensional diffusion XT whose limiting distribution (with some
conditions on g) is Gibbs distribution with the parameter 1/T [4]. Markov processes in
continuous time with the continuous set of states and almost surely continuous trajectories
are called diffusions. As already stated, when T → 0, Gibbs distribution with parameter
1/T concentrates on the set of the global minima of g. Hence, in low temperature equi-
librium it can be expected to find XT near the global minimum. Unfortunately, the time
4Image processing is a method to convert an image into digital form and perform some operations on it,
in order to get an enhanced image or to extract some useful information from it. Details can be found at
[13]
5Named after Paul Langevin (23 January 1872 - 19 December 1946), a prominent French physicist who
developed Langevin dynamics and the Langevin equation
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required to approach equilibrium increases exponentially with 1/T , just as in the discrete
case. This suggests that (12) should be considered with a gradually decreasing temperature,
T = T (t)→ 0 [4]. Therefore, given nonincreasing function T : R+ → R+ we define diffusion
X with equation
dX(t) =
√
2T (t)dB(t)−∇g(X(t))dt. (13)
The hope is that in early stages of the algorithm, when T (t) is large, random fluctuations
caused by
√
2T (t)dB(t) in (12) will be influential enough to move X from local minimum.
At later stages, small values of T (t) will cause the behaviour of algorithm to be essentially
a gradient descent.
Convergence analysis
Definition 10. Let (S, d) is a metric space and S = B(d) the Borel σ-algebra there. Let
(µn) be a sequence of probability measures on (S,S). We say that (µn) converges weakly
to a probability measure µ on (S,S) if for every continuous, bounded function f : S → R,∫
fdµn →
∫
fdµ, when n→∞.
Remark 10. In case where S = R, (µn) converges weakly to a probability measure µ iff
Fn(x) → F (x) when n → ∞, for all x such that F is continuous at x. Fn and F are CDFs
of µn and µ respectively [12].
Let
p(t, x) = p(t0, x0; t, x),
be the transition density function for diffusion X defined by (12) at temperature T , where
t0, x0 are initial time and state respectively. Furthermore, let pi(t, x) be its stationary distri-
bution, Gibbs distribution with the parameter 1/T (t).
Theorem 4. Let g : Rd → R, d ≥ 1 be C∞ function such that
lim
|x|→∞
f(x) =∞,
lim
|x|→∞
|∇f(x)| =∞.
Furthermore, assume that ∆f/(1+|∇f |2) is bounded below. Then there exists constant δ > 0
such that if
lim
t→∞
T (t) = 0, and∫ ∞
t0
e−
δ
T (t) dt =∞,
then
|p(t0, x0 : t, ·)− pi(t, ·)| → 0, as t→∞.
Smoothness condition on function g can be weakened. Proof of Theorem 4 is based on
the parabolic partial differential equation and can be found in [5].
The constant δ from Theorem 4 is sort of equivalent to the constant d∗ from Theorem 3.
Unlike the discrete case, there is no insight in the form of the constant δ. Therefore, optimal
value of δ will be given in the case where the set of minima of g consists of isolated points.
Let al, a2, ..., aN be minima of g. For simplicity, we assume that g has the unique global
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minimum aN . Furthermore, let al, ..., aN be nondegenerate, that is the Hessian of g at
al, ..., aN is positive definite. Consider now the class of curves βi(s) for s ∈ [0, 1] such that
for each i = 1, ..., N βi(0) = ai, βi(1) = aN , and define
δi = min
βi
max
s∈[0,1]
(g(β(s))− g(ai)).
δi is maximal height that the algorithm needs to climb uphill in order to reach aN from ai
in the ”easiest” way. It is now clear that δi corresponds to the height from Definition 9, at
which the local minimum ai communicates with the global minimum aN .
Finally, we define
δ = max
i=1,...,N−1
δi,
as the optimal (smallest) value of constant δ that fulfils conditions of Theorem 4 in the case
where the set of minima of g consists of isolated points.
Furthermore, condition
∫∞
t0
e−
δ
T (t) dt = ∞ of Theorem 4 implies that cooling schedule T =
T (t) should not decrease faster then of order 1/ log(t). In that manner, analogous conclusions
about approximation of such slow decreasing schedule with piece-wise constant one as in
discrete case hold here as well.
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5 Adaptive Annealing
So far we were dealing with the problem of global minimization of real valued function g
with domain in Rd. Initially, idea was to sample from Gibbs distribution with parameter
large enough to ensure that the generated number is close to global minimum of g with high
probability. The Metropolis-Hastings method turned out to be computationally inefficient
due to long time needed for appropriate Markov chain to reach its limiting distribution. Sim-
ulated annealing tries to compensate this by generating time-inhomogeneous Markov chain
which under certain conditions converges to distribution with support on the set of global
minima of g. Theorems that guarantee convergence of such Markov chain require, among
other, that cooling schedule is slow enough so that
∑∞
t=1 e
−d∗
T (t) =∞, or in the continuous case∫∞
t0
e−
δ
T (t) dt = ∞, for initial time t0 and constants d∗, δ > 0. In that manner, T (t) should
not decrease faster then of order 1/ log(t). Therefore, if cooling schedule T = T (t) decreases
slowly as in (9), then it can be fairly approximated by piecewise constant cooling schedule
(10). Moreover, according to [2], statistics of the Markov chain X under slowly decreasing
cooling schedule stays pretty much unchanged if piece-wise cooling schedule (10) is used
instead. According to that, we have showed that the SA works in a way that simulates
time-homogenous Markov chain Xk = (Xkt )t whose limiting distribution is Gibbs distribu-
tion with the parameter k. Then the algorithm uses a random number generated from (close
to) that limiting distribution as the initial state of Markov chain Xk+1. Since length of
each interval [tk, tk+1) corresponding to Xk is e
kd, that for each k, time exponential to k is
required in order to move from Gibbs distribution with parameter k to Gibbs distribution
with parameter k + 1.
The idea of the Adaptive Annealing (AA) method is to construct stohastic process (at),
which is no longer necessary Markov process, such that for every t, at is from distribution
”similar” to Gibbs distribution with the parameter γ(t). Therefore, time needed for transi-
tion from Gibbs distribution with parameter k to Gibbs distribution with parameter k+ 1 is
proportional to the inverse of the parameter function γ, i.e. for γ linear required time would
also be linear.
Let g ∈ C2(Rd) be the cost function we want to minimize. As already stated, the
approach is to generate a stochastic process (at) such that for every t > 0, at is random
vector from distribution with PDF
f(a; t) = ft(a) =
e−γ(t)g(a)
ct
f(a; 0), (14)
where f0(a) = f(a; 0) is PDF of multidimensional standard normal distribution (N (0, I)),
γ ∈ C1(R+) nondecreasing function of time t, such that γ(t) → ∞ when t → ∞ and
ct > 0 normalizing constant defined as ct =
∫
Rd
e−γ(t)g(a)f0(a)da. Let at be a random
vector describing the current approximation of a global minimum of g. The random vector
describing the next approximation at+h is determined in the following way. The deterministic
function Gt is determined so that
at+h = at − hGt(at) := Ht(at),
is random vector from ft+h, where at is random vector from ft.
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5.1 The one-dimensional AA minimisation
Let g ∈ C2(R) be the function we want to minimize. Moreover, let for every t
at random variable from ft
Gt ∈ C1(R) function whose form will be specified below
Ht : R→ R, function defined as Ht(a) = a+ hGt(a)
h > 0.
Since Gt is smooth function, for every x, y ∈ R x ≈ y we have Gt(x) ≈ Gt(y). In that
manner, for h small enough, Gt(at) ≈ Gt(at+h) so, at+h = at − hGt(at+h), that is
at = at+h + hGt(at+h) = Ht(at+h).
It is now evident that Gt, and hence Ht have to satisfy the following. If at is a random
variable from PDF ft describing the current approximation of global minimum of g, then
the random variable at+h = H
−1
t (at) describing the next approximation has to be from ft+h.
Theorem 5. Let X = (X1, ..., Xn) be continuous random vector with PDF fX and let g :
Rn → Rn be a Borel function such that
g : L→ T, is bijection where T ⊆ Rn, L = {(x1, ..., xn) ∈ Rn : fX(x1, ..., xn) > 0}
g−1 is smooth on T and Dg−1(y1, ..., yn) 6= 0 for all (y1, ..., yn) ∈ T, where
Dg−1(y1, ..., yn) = det
[∂g−1i (y1, ..., yn)
∂yi
]
ij=1...n
.
Then Y = g(X) = (Y1, ..., Yn) is continuous random vector with PDF
fY (y1, ..., yn) = fX(g
−1(y1, ..., yn))|Dg−1(y1, ..., yn)|IT (y1, ..., yn).
Proof of Theorem 5 can be found in [11]. According to Theorem 5 ft+h as PDF of a
random variable at+h = H
−1
t (at), is given by
ft+h(a) = f(a; t+ h) = f(Ht(a))|H ′t(a)|.
Since h is arbitrary small, we can assume 1 + hG′(a) ≥ 0, so that the absolute value can be
omitted. Therefore,
ft+h(a) = f(a+ hGt(a)(1 + hG
′
t(a)). (15)
By applying Taylor expansion to expression ft(a+ hGt(a)) in (15) around a we obtain
f(a; t+ h) =
(
f(a; t) + hGt(a)
∂
∂a
f(a; t) +O(h2)
)(
1 + hG′t(a)
)
= f(a; t) + h
(
Gt(a)
∂
∂a
f(a; t) +G′t(a)f(a; t)
)
+O(h2)
= f(a; t) + h
∂
∂a
(
Gt(a)f(a; t)
)
+O(h2),
that is,
f(a; t+ h)− f(a; t)
h
=
∂
∂a
(
Gt(a)f(a; t)
)
+
O(h2)
h
. (16)
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If we consider (16) in limit when h→ 0 we obtain differential equation
∂f
∂t
(a; t) =
∂
∂a
(
Gt(a)f(a; t)
)
. (17)
To ensure uniqueness of solution Gt of ordinary differential equation (ODE) (17) we add an
initial condition lim
a→∞
Gt(a) = 0 to it. That is a reasonable initial condition since we deal
with unconstrained optimization. Finally, function Gt that solves boundary value problem{
∂f
∂t
(a; t) = ∂
∂a
(
Gt(a)f(a; t)
)
lima→∞Gt(a) = 0
is given by
Gt(a) =
1
f(a; t)
∫ a
−∞
∂f
∂t
(s; t)ds. (18)
Therefore, if at is random variable from ft, transformation
at+h = at − h 1
f(at; t)
∫ at
−∞
∂f
∂t
(s; t)ds (19)
is random variable from ft+h.
It should be noted that for most function g, ∂tft can not be exactly determined. Therefore,
in order to use it in practice, it should be approximated. One way of expressing ∂tft is
∂tf(a; t) = −c
′(t)
c(t)
1
c(t)
e−γ(t)g(a)f(a; 0)− g(a)γ′(t) 1
c(t)
e−γ(t)g(a)f(a; 0)
= f(a; t)
(− c′(t)
c(t)
− g(a)γ′(t)).
Since c(t) =
∫
R
e−γ(t)g(a)f(a; 0)da, then
d
dt
c(t) =
∫
R
d
dt
e−γ(t)g(a)f(a; 0)da = −
∫
R
g(a)γ′(t)e−γ(t)g(a)f(a; 0)da,
and therefore
−c
′(t)
c(t)
=
∫
R
g(a)γ′(t)
c(t)
e−γ(t)g(a)f(0; a)da = γ′(t)
∫
R
g(a)f(t; a)da = γ′(t)Et[g(a)] = γ′(t)µt,
where µt := Et
[
g(a)
]
is expectation of transformation g(a) of random variable a from ft.
Hence, ∂tft can be expressed with
∂tf(t; a) = γ
′(t)f(t; a)
(
µt − g(a)
)
. (20)
By applying (20) in (18) it follows that
Gt(at) =
γ′(t)
f(at; t)
∫ at
−∞
(
µt − g(a)
)
f(a; t)da :=
γ′(t)
f(at; t)
I1(at). (21)
The other way to express ∂tf(a; t) is to use approximation
∂f
∂t
(a; t) ≈ f(a; t)− f(a; t− h)
h
, (22)
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and therefore obtain approximation for Gt
Gt(at) ≈ 1
hf(at; t)
∫ at
−∞
(
f(a; t)− f(a; t− h))da =: 1
hf(at; t)
I2(at). (23)
In continuation, we will discuss both (21) and (23) separately.
Remark 11. It is important to note that the expressions (21) and (23) for most function
g can not be explicitly defined. Therefore, numerically the problem of generating the next
approximation at+h of a global minima of a function g is reduced to finding an efficient way
to calculate the value of Gt in current approximation at. We will deal with this problem
below.
5.2 Monte Carlo Integration
As discussed above, the initial problem is reduced to problem of efficient calculation (ap-
proximation) of one of following integrals
I1(at) =
∫ at
−∞
(
µt − g(s)
)
f(s; t)ds (24)
I2(at) =
∫ at
−∞
(
f(a; t)− f(a; t− h))ds. (25)
The approach is to express integrals in (24) and (25) as the expectation of a proper transfor-
mation of a random variable from a distribution that is hopefully easy to sample from. After
integrals (24) and (25) are expressed as such expectations, then they can be approximated
by appropriate sample means. It should be noted that (24) and (25) are transformations
of random variable at and therefore are random variables themselves. We will now consider
three different approaches to problem of approximating (24) and (25).
5.2.1 Monte Carlo integration using sample from ft
First, let us discuss approximation of integral in (24). As commented in the introductory
section of Monte Carlo integration, first
I1(at) =
∫ ∞
−∞
(µt − g(s)) I(−∞,at](s)f(s; t)ds = Eft
[
(µt − g(a))I(−∞,at](a)
]
,
where Eft
[
(µt − g(a))I(−∞,at](a)
]
is expectation with respect to random variable a from ft.
Therefore, if a1t , ..., a
n
t is random sample from ft, then integral in (24) may be approximated
with
Eft [(µt − g(a))I(−∞,at](a)] ≈
1
n
n∑
i=1
(µt − g(ait))I(−∞,at](ait) =
1
n
∑
{i:ait≤at}
(µt − g(ait)).
Furthermore, when (26) is applied to (21) it follows that
Gt(at) ≈ γ
′(t)
nft(at)
∑
{i:ait≤at}
(µt − g(ait)),
where a1t , ..., a
n
t is random sample from ft.
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In order to approximate (25) we will deal with at first sight different approach, which is
essentially equal to previous one. First, it should be noticed that
I2(at) =
∫ at
−∞
(
f(a; t)− f(a; t− h))da = Ft(at)− Ft−h(at),
where for every t > 0 Ft is CDF of PDF ft. According to Theorem 1 Ft(at) = U , where U
is random variable from U(0, 1). Therefore,
I2(at) =
∫ at
−∞
(f(a; t)− f(a; t− h)) da = U − Ft−h(at), (26)
where U and at are random variables from U(0, 1) and ft respectively. Furthermore, ac-
cording to Glivenko-Cantelli Theorem of uniform convergence of the empirical distribution
functions,
Ft−h(at) ≈ 1
n
n∑
i=1
I{at−hi ≤at}, (27)
where a1t−h, ..., a
n
t−h is a random sample from ft−h. When (27) is applied to (26) it follows
I2(at) ≈ U − 1
n
n∑
i=1
I{ait−h≤at},
where at and U are random variables from ft and U(0, 1) respectively and a1t−h, ..., ant−h a
random sample from ft−h. Hence, (23) can be approximated with
Gt(at) ≈ 1
hf(at; t)
(
U − 1
n
n∑
i=1
I{ait−h≤at}
)
,
where at and U are random variables from ft and U(0, 1) respectively and a1t−h, ..., ant−h a
random sample from ft−h.
Algorithm 1.
Let T > 0 be such that the random number aT from fT is the target approximation of a
global minimum of function g. Furthermore, let h > 0 be step size and n length of the ran-
dom sample a1t , .., a
n
t from ft, t > 0, such that the sample mean at is target approximation
of expectation of random variable at from ft. One should notice that with target density
index T , and step size h, algorithm will have T/h =: m iterations. Number of iteration will
be denoted with k ∈ N0.
k = 0 : Generate random sample of length (m − 1)n from f0, that is, from standard
normal distribution and sort it in the increasing order, i.e.
a10, a
2
0, ..., a
n
0 , a
n+1
0 , ..., a
(m−1)n
0 .
k = 1 : Transform generated sample from N (0, 1) into sample from f1 the in following
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way:
a11 = a
n
0 −
h
nft(an0 )
∑
{i:ai0≤an0 }
(µ0 − g(ai0))
= an0 −
h
nf0(= an0 )
n∑
i=1
(µ0 − g(= ai0))
a21 = a
n+1
0 −
h
nf0(a
n+1
0 )
n+1∑
i=1
(µ0 − g(ai0))
...
a
(m−1)n−(n−1)
1 = a
(m−2)n+1
1 = a
(m−1)n
0 −
h
nft(a
(m−1)n
0 )
(m−1)n∑
i=1
(µ0 − g(ai0))
We obtain sample a11, a
2
1, ..., a
n
1 , a
n+1
1 , ..., a
(m−2)n+1
1 , from f1.
What is important to notice is that a11, a
2
1, ..., a
n
1 , a
n+1
1 , ..., a
(m−2)n+1
1 are no longer independent.
Hence, law of large numbers does not guarantee that sample mean converges to expectation.
Moreover, in each iteration of algorithm dependence between components of obtained sample
increases. After certain number of steps, that might result with unusable sample. For that
reason we will turn to slightly different approach.
5.2.2 Monte Carlo integration using N (0, 1)
As it became clear in previous section, approximation of integrals in (24) and (25) with
sample mean of random sample from ft turned out to be impractical. Therefore, we will try
with slightly different approach. In that manner
I1(at) =
∫ at
−∞
(
µt − g(a)
)
f(a; t)da
=
∫ at
−∞
(µt − g(a)) e
−γ(t)g(a)
c(t)
I(−∞,at](a)f(a; 0)da
= EN (0,1)
[
(µt − g(a)) e
−γ(t)g(a)
c(t)
I(−∞,at](a)
]
, (28)
where EN (0,1)
[
(µt − g(a)) e
−γ(t)g(a)
c(t)
I(−∞,at](a)
]
is expectation with respect to random vari-
able a from N (0, 1). Hence, integral in (24) may be approximated with
I1(at) ≈
∑
{i:ai≤at}
µt − g(ai)
c(t)
e−γ(t)g(a
i). (29)
By applying (29) to (21) we obtain the following approximation
Gt(at) ≈ γ
′(t)
nft(at)
∑
{i:ai≤at}
µt − g(ai)
c(t)
e−γ(t)g(a
i) =
γ′(t)eγ(t)g(at)
nf0(at)
∑
{i:ai≤at}
(
µt − g(ai)
)
e−γ(t)g(a
i),
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where a1, ..., an is random sample from N (0, 1).
Even though this idea in theory works just fine, in practice it shows some major issues.
Problem occurs with functions whose global minima is not likely to be a number from
standard normal distribution. No matter how large sample size n we choose, we won’t be
able to reach enough of those ai ∈ R such that for large t, e−γ(t)g(ai) is significantly larger
than zero. Since a 7→ e−γ(t)g(a) reaches its maximum at minima of function g and since at is
the best approximation of global minima of g in step t, the idea is to express for every t > 0
the integral in (24) as expectation with respect to random variable from N (at, 1). Notation
N (at, 1) stands for normal distribution N (a, 1) conditionally to at = a, where at is random
variable from ft.
5.2.3 Monte Carlo integration using standard normal with drift
The third approach we consider is to express (24) and (25) as expectations of proper trans-
formation of variable from N (at, 1). Therefore, let f˜t be PDF of N (at, 1). Since f˜t > 0, the
integral in (24) can be expressed as
I1(at) =
∫ at
−∞
(µt − g(a)) f(a; t)da
=
∫ at
−∞
(µt − g(a)) e
−γ(t)g(a)
c(t)
f0(a)da
=
∫ at
−∞
(µt − g(a)) e
−γ(t)g(a)
c(t)
f0(a)
f˜t(a)
f˜t(a)da
=
∫ at
−∞
µt − g(a)
c(t)
wt(a)f˜t(a)da, where wt(a) = e
−γ(t)g(a)f0(a)
f˜t(a)
= e
a2
2
−aat−γ(t)g(a)
= EN (at,1)
[
µt − g(a)
c(t)
wt(a)I(−∞,at](a)
]
,
where EN (at,1)
[µt − g(a)
c(t)
wt(a)I(−∞,at]
]
is expectation with respect to random variable a from
N (at, 1), for at random variable from ft. Therefore, if a1t , ..., ant is random sample from
N (at, 1), then integral in (24) may be approximated with
EN (at,1)
[
µt − g(a)
c(t)
wt(a)I(−∞,at](a)
]
≈ 1
n
∑
{i:ait≤at}
µt − g(ait)
c(t)
wt(a
i
t). (30)
Furthermore, when (30) is applied to (21) it follows
Gt(at) ≈ γ
′(t)
nft(at)
∑
{i:ait≤at}
µt − g(ait)
c(t)
wt(a
i
t),
where a1t , ..., a
n
t is random sample from N (at, 1).
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Integral in (25) will be approximated in similar way. First, according to (26)
I2(at) = U −
∫ at
−∞
f(a; t− h)da (31)
= U −
∫ at
−∞
f(a; t− h)
f˜(a)
f˜(a)da
= U −
∫ at
−∞
e
a2t
2
−aat−γ(t−h)g(a)
c(t− h) f˜(a)da
= U − EN (at,1)
ea2t2 −aat−γ(t−h)g(a)
c(t− h) I(−∞,at](a)
 ,
where EN (at,1)
ea2t2 −aat−γ(t−h)g(a)
c(t− h) I(−∞,at](a)
 is expectation with respect to random variable
a from N (at, 1) and U random variable from U(0, 1). Therefore, the integral in (31) can be
approximated with
I2(at) = U −
∑
{i:ait≤at}
e
a2t
2
−aitat−γ(t−h)g(ait)
c(t− h) , (32)
where a1t , ..., a
n
t is random sample from N (at, 1). at and U are random variables from ft and
U(0, 1) respectively. Furthermore, when (32) is applied to (23) we obtain
Gt(at) ≈ 1
hft(at)
U − 1
nc(t− h)
∑
{i:ait≤at}
e
a2t
2
−aitat−γ(t−h)g(ait)
 , (33)
where a1t , ..., a
n
t is random sample from N (at, 1), at and U are random variables from ft and
U(0, 1) respectively.
Algorithm 2.
Let T > 0 be such that the random number aT from fT is the target approximation of a
global minimum of function g. Furthermore, let h > 0 be step size and n length of the ran-
dom sample a1t , .., a
n
t from N (at, 1), t > 0, such that sample mean at is target approximation
of expectation of random variable at from PDF ft. Number of iteration will be denoted with
k ∈ N0.
To simplify the notation, the indices in the following will be denoted as if h = 1. More
precisely, we write fl, a
l, c(l)..., to denote ft, a
t, c(t)... for t = (l− 1)h, i.e. l = 1 corresponds
to t = h, l = 2 corresponds to t = 2h etc.
k = 0: Generate a01, ..., a
0
n, random sample from N (0, 1), µ0 := 0
k = 1 : For each i ∈ {1, ..., n}
1. generate random sample a′i1 , ..., a
′i
n from N (0, 1)
2. G0(a
0
i ) =
eγ(0)g(a
0
i )
nf0(a0i )
∑
{j:a′ij ≤a0i }
(µ0 − g(a′ij ))w0(a′ij )
3. a1i = a
0
i − hG0(a0i )
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We obtain random sample a11, ..., a
n
1 from f1.
...
k = l + 1 : µl =
1
n
n∑
i=1
ali
For each i ∈ {1, ..., n}
1. generate random sample a′i1 , ..., a
′i
n from N (0, al)
2. Gl(a
l
i) =
eγ(l)g(a
l
i)
nf0(l)(ali)
∑
{j:a′ij ≤ali}
(µl − g(a′ij ))wl(a′ij )
3. al+1i = a
l
i − hGl(ali)
We obtain random sample a1l+1, ..., a
n
l+1 from fl+1
Since ail = a
i
l(a
1
i , ..., a
n
i , µl−1), then for every i, a
i
l is function of µl−1 = µl−1(a
1
l−1, ...., a
n
l−1).
We notice slight dependence between a1l , ..., a
n
l which could possibly create issues with con-
vergence of sample mean to expectation. Moreover, it is clear that for approximation of µl
to be close enough to theoretical value of µl , n must be reasonably large. Besides that, we
need to transform n numbers form N (0, 1) into numbers from ft, in order to approximate
mean µt. If we could avoid that by approximating µt in a different way, we would speed up
algorithm up to n times. In that manner, since
µt :=
∫
R
g(a)
c(t)
e−γtg(a)f(0; a)da =
∫
R
(
g(a)
c(t)
wt(a)
)
f˜t(a)da = Ef˜t
[
g(a)
c(t)
wt(a)
]
,
where Ef˜t
[
g(a)
c(t)
wt(a)
]
is expectation with respect to random variable a from N (at, 1), then
µt can be approximated with
µt ≈ 1
n
n∑
i=1
g(ait)
c(t)
wt(a
i
t),
where a1t , ..., a
n
t is random sample from N (at, 1). By avoiding approximation of µt via sample
mean of random sample from ft, we have solved both dependence issue and we have reduced
transformation of entire n-dimensional sample into transformation of only one number from
N (0, 1) into number from fT . Using this result we obtain the following algorithm:
Algorithm 3.
k = 0: Generate a0 from N (0, 1), µ0 := 0
k = 1 : a0 is random number from f0
1. Generate random sample a10, ..., a
n
0 from N (0, 1)
2. G0(a0) =
γ′(0)eγ(0)g(a0)
nf0(a0)
∑
{i:ai0≤a0}
(µ0 − g(ai0))wt(ai0)
3. a1 = a0 − hG0(a0)
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We obtain a1, from f1.
...
k = l + 1 : al is random number from fl
1. Generate random sample a1l , ..., a
n
l from N (al, 1)
2. µl =
1
n
n∑
i=1
g(ail)
c(l)
wl(a
i
l)
3. Gl(al) =
γ′(l)eγ(l)g(al)
nf0(al)
∑
{i:ail≤al}
(µl − g(ail))wl(ail)
4. al+1 = al − hGl(al)
We obtain al+1 from fl+1.
Remark 12. Even though it may not seem that way, necessity of calculation of ct in every
step of algorithm is a huge problem. Let us for example take T to be only 100, h = 0.01
and γ(t) = t. That brings us to around 10000 iterations of algorithm, in which ct has to be
calculated. This motivates us to approximate ct using MCMC method as well.
Since
c(t) =
∫
R
e−γ(t)g(a)f0(a)da =
∫
R
wt(a)f˜t(a)da = Ef˜t [wt(a)],
where Ef˜t [wt(a)] denotes expectation with respect to random variable a from N (at, 1), then
it may be approximated with sample mean of the appropriate transformation of a random
sample from N (at, 1) as well. This brings us to another AA algorithm:
Algorithm 4.
k = 0: Generate a0 from N (0, 1), µ0 := 0
k = 1 : a0 is random number from f0
1. Generate random sample a10, ..., a
n
0 from N(0, 1)
2. G0(a0) =
γ′(0)eγ(0)g(a0)
nf0(a0)
∑
{i:ai0≤a0}
(µ0 − g(ai0))w0(ai0)
3. a1 = a0 − hG0(a0)
We obtain a1, from f1
...
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k = l + 1 : al is random number from fl
1. Generate random sample a1l , ..., a
n
l from N (al, 1)
2. cl =
1
n
n∑
i=1
wl(a
i
l)
2. µl =
1
n
n∑
i=1
g(ail)
cl
wl(a
i
l)
3. Gl(al) =
γ′(l)eγ(l)g(al)
nf0(al)
∑
{i:ail≤al}
(µl − g(ail))wl(ail)
3. al+1 = al − hGl(al)
We obtain al+1, from fl+1
In case where we use (33) as approximation of function Gt we obtain the following algorithm
Algorithm 5. Let T > 0 be such that a random number aT from distribution fT is
target approximation of global minimum of function g. Furthermore, let h > 0 be step size
and n length of random sample a1t , .., a
n
t from N (at, 1), t > 0, such that sample mean wt(at)
is target approximation of ct. Number of iteration will be denoted with k ∈ N0.
k = 0 : Generate a0 from N (0, 1), c(0) = 1
k = 1 : Using Algorithm 4 in iteration k = 1 transform a0 into a1 from f1
k = 2 : a0 and a1 are random numbers from f0 and f1 respectively
1. Generate random sample a11, ..., a
n
1 , from N (a1, 1)
2. Generate random number u from U(0, 1)
3. c(1) =
1
n
n∑
i=1
w1(a
i
1)
4. G1(a1) =
1
hf1(a1)
u+ 1
nc(0)
∑
{i:ai1≤a1}
e
a21
2
−ai1a1−γ(0)g(ai1)

5. a2 = a1 −G1(a1)
We obtain a2 from f2
...
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k = l + 1 : al and al−1 are random numbers from fl and fl−1 respectively, c(l − 1) is
standardizing constant of fl−1
1. Generate random sample a1l , ..., a
n
l from N (al, 1)
2. Generate random number u from U(0, 1)
3. c(1) =
1
n
n∑
i=1
wl(a
i
l)
4. Gl(al) =
1
hfl(al)
u+ 1
nc(l − h)
∑
{i:ail≤al}
e
a2l
2
−ailal−γ(l−1)g(ail)

5. al+1 = al −Gl(al).
5.2.4 Possible issues
For every t > 0, Gt is determined such that for at from ft, at+h defined implicitly with
at := at+h + hGt(at+h) is random variable from ft+h. On the other hand, once Gt(at) is
determined that way, we calculate at+h as at+h = at − hGt(at). For h very small, PDF
of at+h is rather close to ft+h, but is not exactly it. Besides that, since at is given by
analogous transformation of at−h, the PDF of at is not exactly ft. This could make PDF of
at+h even further from ft+h. Additionally, it is clear that we are, on several places, instead
of theoretical, using numerical approximations of certain values. This, combined with the
previous discussion implies that it is questionable if ft(at), for large t, numerically differs
from zero. This may cause numerical problems since we calculate Gt(at) as
1
ft(at)
I, where
I is certain approximation of
∫ at
−∞
∂tft(s)ds. Whether this will really be an issue remains to
be checked at each particular problem.
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5.3 Examples
In this chapter we will illustrate how the presented method works on several examples by
implementing Algorithm 4. We will study form of PDFs ft and trajectory of sequence
(at)t. Furthermore, we will study the absolute error (εt)t = (|at − a∗|t), where a∗ is global
minimum of function g. From the obtained results we will empirically investigate the rate
of convergence.
5.3.1 AA minimisations of some functions with a lot of local minima
AA minimization of g(a) = sin(a)/a
Using Algorithm 4. we will minimize function
g(a) =
{
sin(a)
a
, for a 6= 0,
1, for a = 0.
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Figure 1: Graph of function g
Function g has infinitely many local minima, but only two global minima. In order to deter-
mine these global minima we have first applied Wolfram Mathematica’s built-in optimisation
method called FindMinimum. textitFindMinimum is a procedure based on deterministic op-
timization methods which as input requires the cost function g and an initial approximation.
If we have no information of position of global minima, which is often the case, we would
have to guess initial approximation. Given various initial approximations, FindMinimum
returns different outputs. In tabular form
Initial approximation 100 50 20 10 1
Output a∗ 98.9501 48.6741 17.2208 10.9041 4.49341
Function value at a∗ −0.0101056 −0.0205405 −0.0579718 −0.0913252 −0.217234
One can see that for different input parameters, method returns very different approxima-
tions of minimum, and this is potentially large issue. Before discussing result obtained by
AA method, let us first discuss behaviour of PDFs ft.
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Figure 2: Graphs of nonstandardized PDFs f1, f10, f50 and f100
In Figure 2 convergence of sequence (ft) towards distribution concentrated in set of global
minima of g is nicely seen. Moreover, according to Picture (d) in (2), we would expect that
generating number from f100 would result with fair approximation of global minimum of g.
We will run algorithm with input parameters h = 0.01, n = 500 and T = 100 for three
different initial approximations a0 from f0. In tabular form
Initial approximation 0.485679 0.623366 1.21226
Output a100 4.32236 4.30985 4.47135
Function value at a100 −0.21398 −0.213481 −0.217181
Error a∗ − a100 0.171049 0.183559 0.0220595
One should notice that for all three initial approximations, the target approximation is rea-
sonably close to global minimum. Moreover, one should notice that all three approximations
have underestimated global minimum. We will notice this behaviour of the algorithm at
other examples as well. Let us consider trajectories of approximations.
As one can see in Figure 3, trajectories of approximations at have some kind of logarithmic
shape.
Definition 11. We say that the sequence (at)t converges linearly to a
∗, if there exists a
constant µ ∈ (0, 1) such that
lim
t→∞
|at+1 − a∗|
|at − a∗| = µ. (34)
Moreover, if limit (34) exists and µ = 0 the convergence is superlinear, and if limit (34)
exists and µ = 1 the convergence is sublinear. If the sequence converges sublinearly and
additionally
lim
t→∞
|at+2 − at+1|
|at+1 − at| = 1,
we say that the sequence converges logarithmically to a∗.
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Second approximation
Third approximation
Figure 3: Trajectories of approximations (at)t given three different initial approximations
According to Definition 11, we will consider following sequences. Let (εt)t = (|at − a∗|)t
be sequence of absolute errors. In order to empirically determine rate of convergence we will
consider trajectories of (εt+1/εt)t.
2000 4000 6000 8000 10000
0.9990
0.9992
0.9994
0.9996
0.9998
First approximation
Second approximation
Third approximation
Figure 4: Trajectories of (εt+1/εt)t given three different initial approximations
Due to Figure 4, we could conclude that the rate of convergence in case of first two initial
approximations is sublinear. In third case we could guess linear rate, but it would be better
to observe what happens with sequence in future. Regardless of the third case, we will stick
to the idea of logarithmic rate of convergence. That is, we will observe worst case. Moreover,
let us see if we could guess logarithmic convergence rate. In that manner we will consider
trajectories of
( |at+2 − at+1|
|at+1 − at|
)
t
.
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Figure 5: Trajectories of
(
|at+2−at+1|
|at+1−at|
)
t
given first two initial approximations
It is evident from Figure 5 that both trajectories converge to a = 1. Therefore, we could
conclude logarithmic rate.
AA minimization of g(a) = sin(a− 10)/(a− 10)
Using Algorithm 4. we will minimize function
g(a) =
{
sin(a−10)
a−10 , for a 6= 10,
1, for a = 10,
which is essentially function from previous example translated for 10. Purpose of this exam-
ple is to show possible issues connected with algorithm.
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Figure 6: Graph of function g
As in previous example, function g has also infinity many local minima, but only two global
minima. As in previous example Wolfram Mathematica’s built-in optimisation method called
FindMinimum is very sensitive to initial approximation and therefore can not determine
global minimum. Before discussing result obtained by AA method, let us discuss behaviour
of PDFs ft.
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Figure 7: Graphs of nonstandardized PDFs f1, f10, f50, f100, f150
Unlike in the previous example, convergence of sequence (ft) towards distribution concen-
trated in set of global minima of g is not so obvious. Only at f150 we see highest peak at
global minima of g. Moreover, one should notice that g has two local minima, and only
one of them is visible at f150. Reason to that is factor f0 in expression (14) of ft. If global
minima a∗ of function g is not likely to be number from N (0, 1), then ft(a∗) = eγ(t)a
∗
ct
f0(a
∗)
will be close to zero if factor
eγ(t)a
∗
ct
is not influential enough over f0(a
∗).
We will run algorithm with input parameters h = 0.01, n = 500 and T = 150 for three
different initial approximations a0 from f0. In tabular form
Initial approximation 0.485679 0.623366 1.21226
Output a150 −0.722768 −0.662596 −0.493262
Function value at a150 −0.0898106 −0.0886344 −0.0835271
Error a∗ − a150 6.22936 6.16919 5.99985
In this case we notice some serious deviations from global minimum. To get better intuition
why this happens, let us consider trajectories of approximations.
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Figure 8: Trajectories of approximations (at)t given three different initial approximations
As visible in Figure 8, trajectories of approximations at simply deviate from global min-
imum. It is understandable, according to Figure 7.d why would we obtain such results for
T = 100, but according to Figure 7.e we would expect solutions very close to global mini-
mum. Since term Gt(at) is what moves at+h from at, we will consider trajectories of sequence
(Gt(at))t in order to obtain better intuition into this behaviour.
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Figure 9: Trajectories of sequence (Gt(at))t given three different initial approximations
It is evident that all three trajectories are essentially zero, after 10000 steps. At T = 100
algorithm generated approximation a100 from f100 which is due to f100 very close to zero.
Because of behaviour of (Gt(at))t after T = 100, that is after 10000 steps, algorithm does
not have ”enough power” to shift at towards global minimum.
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6 Conclusion
We have provided a summary of several methods for sampling from distributions and con-
nected them with global optimization problem and presented some stochastic optimization
algorithms such as Simulated Annealing for functions defined on discrete sets, and its gen-
eralisation to functions defined on more general sets. Furthermore we have concluded that
global minimum of function can be well approximated by generating number from Gibbs
distribution with parameter large enough.
In that manner we have presented Adaptive Annealing method for stochastic optimiza-
tion. We have paid special attention to approximation of certain integrals in order to imple-
ment algorithm and test it on concrete examples. At the end, we have presented algorithm
on two examples. In first one, we have shown the ability of algorithm to escape local min-
ima in order to find global one. We used second example to show issues that algorithm
faces while optimizing functions whose minimum is not likely to be from N (0, 1) and when
function value at global minimum does not differ much from values around zero.
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Abstract
This work provides a summary of several methods for sampling from distributions and con-
nects them with global optimization problem. We will present some stochastic optimiza-
tion algorithms such as Simulated Annealing for functions defined on discrete sets, and its
generalisation to functions defined on more general sets. At the end, we will present the
one-dimensional Adaptive Annealing method and we will test its preformance on functions
with a lot of local minima.
Key words Markov Chain, MCMC, Metropolis-Hastings, Simulated Annealing, Gibbs dis-
tribution, Adaptive Annealing, global optimization
Sazˇetak
U ovom radu predstavit c´emo nekoliko metoda za uzorkovanje iz distribucije te c´emo ih
povezati s problemom globalne optimizacije. Predstavit c´emo nekoliko stohasticˇkih opti-
mizacijskih algoritama kao sˇto su simulirano kaljenje za funkcije definirane na diskretnom
setu, te generalizacije istoga na opc´enitije skupove. Na kraju, predstavit c´emo metodu adap-
tivnog kaljenja za jednodimenzionalnu optimizaciju, te c´emo testirati metodu na konkretnim
primjerima.
Kljucˇne rijecˇi Markovljev lanac, MCMC, Metropolis-Hastings, simulirano kaljenje, Gibb-
sova distribucija, adaptivno kaljenje, globalna optimizacija
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