Distance to the Large Magellanic Cloud (LMC) is determined using the Cepheid variables in the LMC. We combine the individual LMC Cepheid distances obtained from the infrared surface brightness method and a dataset with a large number of LMC Cepheids. Using the standard least squares method, the LMC distance modulus can be found from the ZP offsets of these two samples. We have adopted both a linear P-L relation and a "broken" P-L relation in our calculations. The resulting LMC distance moduli are 18.48 ± 0.03 mag and 18.49 ± 0.04 mag (random error only), respectively, which are consistent to the adopted 18.50 mag in the literature.
Introduction
Recently, [1] (hereafter G05) has used the infrared surface brightness method to obtain the individual distances to 13 LMC Cepheids with an averaged LMC distance modulus of 18.56 ± 0.04 mag (random error only). However, LMC hosts more than 600 Cepheids with data available from the Optical Gravitational Lensing Experiment (OGLE) [2] . A linear least squares solution (LSQ) will allow a simultaneous determination for both of the LMC distance and the P-L relation (see Figure 1 ).
Data, Method and Results
The data include the absolute magnitudes for the 13 Cepheids with individual distance measurements from G05 and the apparent magnitudes (after extinction correction) for ∼ 630 LMC Cepheids from [3] , which is based on the OGLE database. For both datasets, we fit the following regression using the LSQ: x = α∆µ + a + b log(P ) where α = 0 if x = M (for G05 data) or α = 1 if x = m (for OGLE data). The results of the LSQ are: M I = −2.98 ± 0.02 log(P ) − 1.86 ± 0.05 with ∆µ(I) = 18.48 ± 0.04. The weighted average of these ∆µ is 18.48 ± 0.03 mag (random error only).
Since the recent studies have strongly suggested the LMC P-L relation is not linear ( [3, 4, 5, 6 ]), we also use the following "broken" regression to fit the data:
where subscripts S and L refer to the short and long period Cepheids, respectively, and β = 1, γ = 0, ǫ = 0, for log(P ) < 1.0; β = 0, γ = 1, ǫ = 1, for log(P ) ≥ 1 [4, 5] ) is also applied to examine if the data is more consistent with a single-line regression (the null hypothesis) or a two-lines regression (the alternate hypothesis). For our data, we obtain F (V ) = 7.3 and F (I) = 6.9, where F ∼ 3 at 95% confident level. This suggested the null hypothesis can be rejected and the data is more consistent with the broken P-L relation.
