ABSTRACT The Internet-of-things (IoT) refer to the massive integration of electronic devices, vehicles, buildings, and other objects to collect and exchange data. It is the enabling technology for a plethora of applications touching various aspects of our lives, such as healthcare, wearables, surveillance, home automation, smart manufacturing, and intelligent automotive systems. Existing IoT architectures are highly centralized and heavily rely on a back-end core network for all decision-making processes. This may lead to inefficiencies in terms of latency, network traffic management, computational processing, and power consumption. In this paper, we advocate the empowerment of front-end IoT devices to support the back-end network in fulfilling end-user applications requirements mainly by means of improved connectivity and efficient network management. A novel conceptual framework is presented for a new generation of IoT devices that will enable multiple new features for both the IoT administrators as well as end users. Exploiting the recent emergence of software-defined architecture, these smart IoT devices will allow fast, reliable, and intelligent management of diverse IoT-based applications. After highlighting relevant shortcomings of the existing IoT architectures, we outline some key design perspectives to enable front-end intelligence while shedding light on promising future research directions.
I. INTRODUCTION
The Internet-of-Things (IoT) continues to evolve as an indispensable component for economic and social development. The IoT in fact is increasingly becoming a vital enabler of innovation in various application verticals touching every aspect of our lives. For instance, it is considered as an instrumental tool for the transformation of factories to implement further automation, in what is often referred to as the Factory of Things (FoT) [1] . Moreover, IoT systems are expected to step up the challenge of carrying the large amounts of data generated by wearable devices used for healthcare services [2] . It is becoming very essential for different other applications such as municipal services, crowd and traffic management, environmental services, and personalized services [3] .
IoT technology is becoming synonymous to diversity in use cases and application scenarios [4] - [6] , device types and deployment modes [7] , and operational objectives [8] . This actually goes hand in hand with the fact that IoT is large in scale by nature; IoT systems need to cater for a large number of devices spread over relatively large geographical spaces [5] . As a consequence, the IoT is expected to generate a tremendous amount of heterogeneous real-time data which wireless networks need to cater for [9] and [10] and database management solutions have to satisfy its requirements [11] .
While our vision and understanding of the IoT matures, a few key trends and features are quickly erupting to the surface. The foremost trend is scalability in terms of IoT device count and density [12] . Not only is the IoT large-scale by design but it is also home for devices belonging to multiple ''administrative domains'' (AD). Within the context of this paper, an AD encompasses all IoT assets, including front-end devices and back-end platform resources, which fall under the jurisdiction of a single commercial or operational entity.
Furthermore, the IoT is expected to generate an upstream data tsunami. This is partly due to the large-scale nature of IoT. It is also driven by a growing number of bandwidth-hungry (and often delay-intolerant) applications. The upcoming IoT is also characterized by a high degree of heterogeneity not only in terms of device types but also with respect to applications and quality of service (QoS) requirements. Finally, it is not a secret that cost effectiveness is a non-negotiable feature desired in every IoT setup.
Without a delicate treatment, any attempt to address the key trends and sought-after features outlined above may rapidly lead to the compromise of end user aspirations. As such, there is a strong motivation to construct an IoT system design framework that addresses the IoT application needs in light of operational, deployment, and cost constraints. To that end, this paper introduces a rather holistic approach whereby the IoT dilemma is treated from three distinct perspectives: the application, connectivity, and collaboration.
Obviously, the underlying IoT application is the starting point. IoT design and optimization tools need to cater for QoS criteria mandated by the applications as set forth by end users. On the other hand, there is no doubt that without a reliable and fast connectivity pipe, the IoT will fail to deliver its promise. The third perspective, i.e., collaboration, stems from the fact that IoT devices within proximity are naturally expected to belong to different ADs. Rather than working in silos, collaboration across ADs is poised to offer substantial gains. Collaboration is essentially a catalyst factor which leads to the abundance of connectivity or computational resources available to a given IoT locale.
Articulated slightly differently, this paper seeks to devise an optimal IoT design framework. Optimality here is perceived as the ability to cater for applications' objectives in light of connectivity constraints while exploiting potential collaboration amongst nearby devices. In practice, such a design approach yields a set of operational and management routines/algorithms which an IoT system needs to execute. Currently, IoT systems are highly centralized in terms of architecture. The current IoT system model implies a back-end core (often referred to as a ''service platform'') where most of the management and operational decisions are executed [13] . As will be shown in this paper, a highlycentralized paradigm does not lend itself to networking efficiency as well as computational efficiency. This is mainly due to the inherent inefficiencies associated with the decisionmaking process in centralized paradigms. This has been essentially the main driver for the IoT community to emphasize the need for more computational power at the front edge, often referred to as ''edge computing''. We have rather reverted to the use of the term ''front-end intelligence'' to coin the fact that front-end IoT devices will be essentially exploiting edge-computing capabilities to perform intelligent operational decisions.
It is actually demonstrated here that decision-making in centralized paradigms are associated with higher latencies in addition to higher energy consumption. On the other hand, the inferiority of centralized back-end systems in terms of computational efficiency can be illustrated using arguments similar to those in favor for cloud or distributed computing. For instance, moving towards a distributed paradigm has the effect of shifting capital expenditure to operational expenditure; a sufficiently attractive incentive for many IoT operators. There is also substantial evidence that a centralized paradigm supports lower computational power (e.g., number of instructions per unit time) [14] . Fortunately, recent advances in low-cost computationally efficient processing units (e.g., micro-controllers) [15] provide substantial incentives to revisit such a legacy paradigm. The large-scale IoT era is hard to materialize and realize without empowering frontend devices. In other words, it should be the era of ''smart IoT devices''.
In light of the above, the primary focus of this paper is to discuss the issues and challenges associated with the empowerment of front-end IoT devices. Front-end intelligence is explored in light of the three design perspectives already highlighted above, i.e., applications, connectivity, and collaboration. The paper first identifies some of the obvious drawbacks in existing off-the-shelf IoT design techniques. It then shifts gears to proposing potential solutions as well as outlining open research directions. The main contributions of the paper are summarized as follows:
1) Demonstrates the advantage of front-end intelligence for large-scale application-oriented IoT systems. 2) Provides rather a novel model for optimizing the performance of application-oriented IoT in light of connectivity constraints and collaboration potential. 3) Identifies non-debatable shortcomings of some of the existing techniques and technologies in the context of making IoT devices ''smarter''. 4) Proposes potential viable solutions while outlining open research directions. In summary, the output of this study is a conceptual framework for a new generation of IoT devices enabling multiple new features for the IoT platform administrator as well as the end user. These smart IoT devices will have significant positive impacts on different domains allowing fast, reliable, and intelligent management of diverse IoT-based applications.
The rest of this paper is organized as follows. Section II presents the recent IoT applications' requirements and trends. Section III emphasizes the need of pushing intelligence to front-end devices based on practical and analytical arguments. Section IV investigates the challenges and potential solutions for making IoT devices smarter from a connectivity perspective. In specific, this addresses shortcomings of cellular networks, while also advocating the use of deviceto-device (D2D) communications. Section V looks at the key performance metrics (KPMs) which need to be considered when optimizing the network design while also discussing means to handle the inherent tradeoffs amongst them. To close the loop, collaboration across IoT ADs is tackled in Section VI. The section aims to propose means for the IoT front-end devices to share resources with each other even if they belong to different jurisdictions. Next, the paper discusses in Section VII software-driven device architectures which are perceived to enable the next generation of smart IoT devices. Finally, the paper is concluded in Section VIII.
II. IoT TRENDS
Two interesting trends associated with the massive roll-out of IoT are next outlined. In specific, this section sheds some light on the design and operational challenges brought forward by such trends. The intention is to pave the way for the following section which discusses in more depth the motivation for front-end intelligence.
A. BANDWIDTH DEMAND AND DELAY INTOLERANCE
It is an established and undeniable fact that the IoT will be large in scale. To further escalate the complexity associated with IoT scalability, it is noteworthy that there is a growing trend of bandwidth-hungry or delay-intolerant IoT applications (or rather often a mix of both) [16] . This primarily appears in applications demanding real-time transmission of video streams. Following are a couple of examples.
1) CROWD MANAGEMENT
This application is a striking example of bandwidth-hungry delay-intolerant applications. In order to classify a crowd (e.g., gender, age, ethnicity) or estimate its parameters (e.g., density and flow intensity), high-definition (HD) video needs to be streamed and analyzed [17] , mostly in realtime. Such a task mandates the installation of a large number of cameras covering the crowds from various angles. The higher the spatial resolution of any computational task, the more cameras will be obviously required. Fig. 1 depicts a few examples of applications associated with management of massive crowds. 
2) CYBER-PHYSICAL SYSTEMS
On a different IoT wave front, live video streaming seems to be a crucial ingredient for future cyber-physical systems (CPS) [18] . With the rocket-speed development in unmanned autonomous vehicles (UAV), whether aerial or terrestrial, new horizons are currently being explored. We can now imagine public safety personnel performing critical field missions while being aided by clusters of UAV agents [19] . Research shows that the exchange of live video amongst cluster members and with the centralized control center tremendously increases the success and efficiency of the mission. This is true since it enhances the situational awareness of field personnel [20] .
3) INDUSTRIAL PROCESSES
A few other examples of bandwidth-hungry delay-intolerant IoT applications come from industry process management. Conscious to safety and operational integrity, many gas plants are installing tomography cameras which stream live characterization of the plants atmosphere [21] . Coupled with arrays of gas sensors, tomography cameras help gas plant operators detect anomalies in the underlying physical/chemical process and react in a timely manner.
Also within the context of asset integrity monitoring, there are machinery health applications. Industry has recently started to pay better attention to preventive maintenance as a best practice. This in return entails the roll-out of various asset integrity monitoring and inspection systems. For example, factories are increasingly resorting to the installation of accelerometers on rotating parts [22] . Although the transmission of readings back to the control room is quite delaytolerant, the throughput requirement is not trivial. It typically entails sending a vector containing the power spectral density as measured by the accelerometer. Similarly, ultrasonic corrosion/erosion measurements are periodically carried out on hydrocarbon transmission pipelines [23] . Again, these measurements are delay-tolerant but generate an appreciable amount of upstream throughput.
4) GEO-PHYSICAL DATA ACQUISITION
A final example of a bandwidth-hungry and delay-intolerant industrial IoT application is wireless seismic surveys [24] . Thousands of seismic sensors (typically called geophones) are spread over large swaths of area for the sake of creating an image of the hydrocarbon reservoirs underneath Earth's surface [25] . Generally, each sensor generates at least 12kbps of sustained upstream throughput in a continuous fashion. The upstream throughput demand is magnitude of order higher in case of seismic imaging during fracturing (fracking) processes. On the other hand, there exist industrial applications which are low-throughput but highly delay intolerant. This mainly includes closed-loop control and automation applications [26] . Upon the occurrence of a certain event, other sensors and actuators need to be notified very quickly in order to drive the process to a safe shutdown or emergency outage state.
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Based on the above, we believe that high-bandwidth and/or delay-intolerant IoT applications are rapidly forming shape. Nonetheless, they are highly overlooked in the current research and standardization work on IoT. For example, the 3rd Generation Partnership Project (3GPP) recently launched a narrow-band initiative for handling massive IoT roll-outs [27] . While this indeed tackles certain classes of IoT applications, it is certainly not all-inclusive.
B. DEVICE HETEROGENEITY
Device heterogeneity coins the wide spectrum of capabilities, form factors, bandwidth, process power, and radio access technologies that IoT devices may support. It is encouraging at one hand to see a number of standardization bodies and industrial forums currently engaged in the development of standardized access protocols and messaging technologies for the IoT [28] . However, historical evidence and prior experience in similar situations indicate that it is highly unlikely for the industry to eventually converge into a single homogenized solution. The rivalry that the wireless community has witnessed between the Wireless Interoperability for Microwave Access (WiMAX) and long-term evolution (LTE) radio technologies is one striking example [29] . Such an expected divergence is specifically true for IoT devices at the edge in light of the multitude of wireless access technologies and spectrum bands currently on the IoT radar screen [28] . Consequently, it is inevitable and even mandatory for IoT systems to entertain what seems to be inherent technological diversity, in other terms: heterogeneity.
As a matter of fact, the IoT is expected to introduce another form of disparity. This is related to the fact that multiple ADs need to coexist next to each other [30] . Within this context, an AD encompasses all IoT assets, including front-end devices and back-end platform resources, which fall under the jurisdiction of a single entity. An IoT AD may indeed serve one or more applications but eventually all assets are considered to belong to a single ownership. Indeed, an AD may concurrently serve multiple applications. While an end user can own and manage more than one AD, an AD by definition falls under the authority of a single end user.
The concept of ADs is further illustrated in Fig. 2 . The IoT back-end platform acts as the interface between IoT front-end assets, i.e., wireless devices, and the end user. The IoT platform may be owned and managed by the end user. Alternatively, the IoT platform can be offered as a service by an external party. In this specific illustration, there are five ADs, rather than four, since one of the four end users is running its applications using two different IoT platforms. This paper aims to exploit the coexistence of these multiple ADs by proposing innovative solutions that enlarge the potentials of the IoT applications. Effective collaboration schemes across the ADs will certainly offer more flexibility to end users. In Fig. 2 , collaboration may be initiated across domains: 1) within the same IoT platform, or 2) via a special communications interface across IoT back-end platforms.
As a final statement in this section, it is essential to point out that illustrating a clear vision of the future IoT demands and challenges is quite crucial as a tool rather than a goal. The goal is eventually to deliver the best end user quality of experience (QoE) and build IoT systems capable of meeting QoS objectives of the underlying applications [31] . Optimization of the underling IoT systems to serve the needs of applications will be effort in vain without such a clear vision. This paper proposes to take bandwidth and delay constraints into consideration while concurrently catering for the large-scale and device heterogeneity properties of the IoT [32] .
III. MOTIVATION FOR FRONT-END INTELLIGENCE A. QUALITATIVE RATIONALE
The current IoT system model implies a back-end core where most of the management and operational decisions are executed. This is not limited to critical decisions, but also often includes operational and routine management actions [8] . This is manifested in the following dimensions:
1) Decisions related to the management of the underlying IoT application are dominantly processed and taken at the back-end core. 2) Management of front-end resources, i.e., devices, is typically carried out at the back-end core. In addition to that, interaction with other ADs cannot be performed in the first place if front-end devices are not entitled to execute basic data gathering operations about their neighborhood of devices.
The adverse implications of a highly-centralized paradigm can be mainly assessed from two distinct perspectives: 1) networking efficiency, and 2) computational efficiency. Five KPMs are considered herewith, namely: energy, latency, throughput, scalability, and reliability. A centralized networking paradigm is notoriously known to lag in terms of these KPMs. It is straightforward to argue that the centralized paradigm incurs higher latencies. This is manifested in longer trip times (in case of single-hop cellular systems) or larger number of hops (in case of mutlihop D2D enable systems). As a result, centralized systems are indeed associated with higher aggregate energy consumption per bit and lower throughput per IoT device. Similarly, it is intuitive to argue that centralized systems do not lend themselves to scalability and high reliability. 1 On the other hand, centralized back-end systems raise the bar in terms of capital expenditure while featuring lower computational capability [8] .
Fortunately, recent advances in low-cost computationally efficient processing units (e.g., microcontrollers) provide substantial incentives to revisit such a legacy paradigm. The large-scale IoT era is hard to materialize and realize without empowering front-end devices. In other words, it should be the era of ''smart IoT devices''.
In fact, there is a growing tendency within the IoT community to stress the need for empowering IoT edge or frontend devices to make operational decisions. For instance, a few notable industry and academic institutions including ARM, Cisco, Dell, Intel, Microsoft and Princeton University have recently formed the OpenFog consortium for that purpose [33] . The consortium recognizes that current architectural approaches cannot sustain the projected velocity and volume requirements of IoT. To sustain IoT momentum, the OpenFog Consortium is defining a new architecture that can address infrastructure and connectivity challenges by emphasizing information processing closer to where the data is being produced or used [33] . The authors of [33] essentially call for a fluid ''fog computing'' architecture that combines the advents of cloud-based (i.e. centralized) approaches with edge computing. However, we rather emphasize here functionalities and operational decisions which are most optimally carried out all the way at the front-edge IoT device layer.
B. ANALYTICAL RATIONALE
In this study, we consider a scenario of a large-scale multihop IoT setup where a few exchanges of information must take place before an actuation event is executed by a given IoT device. It is assumed a device will execute an action after a decision is made based on vital information collected from its nearby neighbors and consequently, acts upon a potential actuation event. For example, the process of opening/closing a valve in a factory needs to be first educated by the temperature and pressure reading of nearby sensors. This is often essential to avoid hazards of extreme pressure or temperature gradients. 3 illustrates the actuation process for the back-end centric paradigm (i.e., Fig. 3(a) ) as well as the front-end empowered paradigm (i.e., Fig. 3(b) ). Note that with the back-end centric paradigm, i.e., the classical IoT setup, the information collected from nearby neighbors are forwarded to the back-end core to make the right decision which is, in turn, sent to actuator to perform the required action. However, with the front-end empowered paradigm, the device is supported with intelligence to take in-situ the decision based on the information collected from nearby sensors that directly communicate with the smart device.
In this example, we have incorporated three advantageous options thanks to the front-end intelligence: in-situ decisionmaking, socialization among different ADs, and optimized connectivity. We propose to quantitatively investigate the gain in terms of latency and energy as selected KPMs. It is quite intuitive to conclude that the number of transactions involved in the back-end paradigm is substantially higher. Thus, backend paradigms are inferior in terms of energy and latency performance, and may eventually jeopardize performance mandates or targets set forth by the underlying application. Such an intuition is further detailed in the sequel.
We consider an IoT setup composed by A ADs represented in a cluster of neighbor IoT devices (A = 2 in Fig. 3 ). We assume that, on average, N devices exists in the area of the IoT device neighborhood, denoted by S, with a density ρ. The actuator k requires, on average, q k hops to reach the back-end core and vice-versa, while its neighborhood requires, on average,q k hops to forward him a message. The communication range is denoted by R.
Axiom 1: The available network capacity per AD scales with 1 A . This is based on the following set of reasonable assumptions:
• The available spectrum is limited, • The spectrum must be shared amongst AD whose devices lie within the same neighborhood,
• Node densities are equal for different ADs,
• Therefore, ADs are equally represented within a neighborhood,
• On the long-term, spectrum is divided uniformly between ADs,
• Uniform spectrum division is accomplished whether uncoordinated access (contention-based) or coordinated access (scheduling) is exploited. We denote by l and e the average latency and average energy consumed per hop, respectively. Then, we have the following:
Lemma 1: Given unbounded l and e, q k andq k are independent of ρ.
Proof: Unconstrained l allows for an unlimited number of retransmissions before a link is successful. Similarly, unconstrained e allows for unbounded increase in transmit power. As such, R is also unbounded. Therefore, arbitrary targets for q k andq k can be set independent of ρ.
Lemma 2: For given targets of q k andq k , e and l are negative monotones in A.
Proof: A is known to be positive monotone in N . Then, E number of neighbors within R is therefore positive monotone in A, where E [.] denotes the expectation function. Similarly, for a given node k, E number of single-hop links where SNR ≥ SNR th ] is positive monotone in A, where SNR and SNR th denote the instantaneous signal-to-noise ratio (SNR) and the required SNR threshold, respectively. As the path diversity increases, average transmit power can be relaxed and/or number of retransmissions for a successful link will decrease [34] . In other words, e and l are negative monotones in A.
Consequently, an immediate conclusion can be drawn from Lemma 2 is that socialization lends itself to more energyefficient and timely networking.
Axiom 2: For a given physical process, the probability of false alarm, denoted by p fa , and the probability of miss, denoted by p m , are both negative monotones in N . This is based on the following rationales:
• With more neighbors within S, the temporal and spatial sampling rates of the underlying physical process are higher.
• Consequently, the estimation or inference errors, e.g., mean square error (MSE), are reduced.
• It is straightforward to argue that lower MSE corresponds to lower p fa and lower p m [35] . Corollary 1: Both p fa and p m are negative monotones in A. Hence, we conclude that socialization with neighboring IoT devices enhances inference and estimation capabilities of front-end devices.
Axiom 3: The average number of hops from a node within the neighborhood to a given node k is less than the average number of hops from the node k to back-end core and vice versa:q < q.
This is true since the total number of edges in the graph representing S is a subset of that comprising the whole network.
In light of Fig. 3 , the latency and energy associated with an actuation event for the back-end centric paradigm and the front-end empowered paradigm are given in Table 1 : Conclusion: Based on Axiom 3 and Lemma 2, it is evident that IoT paradigms with front-end intelligence are by far more energy-efficient and offer lower latencies.
C. COMPARATIVE SIMULATION ANALYSIS
In this section, we provide some simulation results showing an example of the advantages that can be obtained thanks to front-end intelligence. In this simulation, we investigate the radio access procedure in LTE networks. We consider a single eNodeB (eNB) serving N devices belonging to two different ADs such that N = N 1 + N 2 where N i is the number of devices corresponding to ADi where i ∈ {1, 2}. Each of the devices aims to transfer a packet of 200 octets. Fig. 4 illustrates the results obtained via a Monte Carlo simulation to determine the average transfer time and power consumption of the system. We compare between three scenarios depending on the level of collaboration among the devices. The first scenario is denoted by ''Trad.'' and corresponds to the traditional scenario where all devices establish their connections with the eNB and complete their data transfer independently. In the second scenario, denoted by ''Collab.'', we assume that devices belonging to the same AD collaborate together to accomplish the data transfer such that the devices with good channel conditions act as relays and support other devices, for instance, placed at the cell edge. In the third scenario, denoted by ''Social.'', the devices socialize together and act as if they belong to a single virtual AD. Hence, devices belonging to AD1 can support devices belonging to AD2 and vice versa. In Fig. 4(a) , we plot the average required time needed to serve 95% of all devices using the three schemes while varying the total number of devices N . In Fig. 4(b) , we plot the corresponding average total power consumption in the control and data planes. We set
In the simulation, the devices apply a random access channel (RACH) procedure to determine when they can start their transmission with the eNB. Then, they transfer their data transmission depending on the channel quality indicator (CQI). We notice, from Fig. 4 , important gains are reached compared to the traditional scenario in terms of transmission time and power consumption mainly for dense cell. Indeed, for low density of devices, the probability of collaboration and socialization is small. Then, as the number of devices increases, more collaboration either within the same ADs or between different ADs is performed. Therefore, more devices exploit those with better channel quality to complete their transmissions and hence, the risk of collision in RACH procedure is reduced and data is transferred in a faster way as the selected CQIs, on average, will be higher. For instance, the transmission time and the power consumption are reduced by around 15% for dense cells. The socialization scenario offers more gain compared to the collaboration within same ADs scenario. This appears mainly in the time transmission which is slightly reduced as there is more flexibility for devices' collaboration.
D. DESIGN IMPERATIVES
The main objective of this paper is to outline a framework for the design of IoT systems which are optimized from an applications point of view. Such a framework is primarily driven by front-end devices that are simply intelligent and empowered to make decisions. To achieve such an objective, the problem can be viewed from three distinct yet interconnected perspectives as shown in Fig. 5 . One of the shortcomings which seems to plague current IoT research and development (R&D) efforts concerns is the lack of holistic yet sufficiently deep approaches in treating the problem. Indeed, there is often considerable inertia towards embracing the heterogeneity and diversity of IoT devices as an undeniable fact. Attempts to unify physical layer (PHY) techniques and networking protocols are quite unlikely to succeed. In contrast, this paper proposes to embrace diversity and difference. It also strongly advocates for the development of ''socialization'' schemes enabling devices to share resources even if they belong to different ADs. We believe that such a holistic and neutral approach is novel in itself.
The main goal is to drive towards a comprehensive framework for designing and optimizing IoT systems for a wide range of applications. There are indeed massive efforts to create a common service layer specification such that interoperability between IoT systems becomes possible [28] . The most noteworthy of such efforts is oneM2M which has recently release its first common service layer specification [36] . Without any doubt, the ongoing efforts within the context of oneM2M offer a great value for application developers by means of creation of a common service layer. However, the service layer on top of which applications are developed reside in the back-end of IoT systems. As such, there is still a dire need to bring intelligence to the front-end of the IoT by investigating means for smart IoT devices to communicate, collaborate, and socialize at the edge.
Another key design objective that is strictly needed to the application of front-end intelligence relates to the emphasis on producing applicable solutions. This is better illustrated by means of examples. When it comes to cellular network optimization, the developed algorithms shall be streamlined to the ongoing or roadmap standards platforms. Otherwise, deviation from that shall render any outcome almost useless from a practical point of view since it cannot be applied in the field. Another example is to focus on software-driven solutions [37] . While hardware is notoriously known to be quite intolerant to changes, software-or firmware-based platforms offer sufficient elasticity [38] for the implementation of new techniques.
The proposed architecture represents an improvement of the traditional centralized IoT system. It advocates a new model that moves part of the intelligence near the front-end without neglecting the existence of the back-end. Indeed, depending on the application and/or the complexity of the executed task, the ADs' owners or the system in general can decide at which level the processing could be made based on workload requirements and device capability. Hence, the proposed model complements the already existing architecture and provides more degrees of freedom for decision making allowing additional efficiency in terms of applications' outputs.
IV. INTELLIGENT IoT DEVICES: CONNECTIVITY PERSPECTIVE
An essential task from the perspective of connectivity entails rigorous evaluation of cutting edge cellular, D2D, and multihop networking in light of large-scale heterogeneous IoT deployment setups. The evaluation is mainly approached from a capacity-oriented point of view. The emphasis on capacity is in line with the recently observed rise of bandwidth-hungry UL-centric applications mainly involving video transmission, as highlighted in Section II. With that in mind, it is illustrated in this section that the UL interface of LTE networks is inevitably going to suffer from a ''capacity deficit''. Accordingly, the aim is to devise techniques and methods which will help alleviate such a shortcoming.
Indeed, the recommendations and outlines drawn herewith are driven by the need for practicality and shorter timeto-market cycles. Consequently, techniques advocated and proposed are non-invasive. In other words, they can be conveniently implemented by industry on off-the-shelf (OTS) gear without necessitating major changes to the underlying hardware. This is an essential property characterizing this work in contrast to much of the work carried out in the research community under this realm.
In this section, we first focus on the main connectivity challenges that are faced by large-scale IoT namely the issues with cellular networks and the spectrum management.
Afterwards, we discuss two promising directions that should be massive employed to cope with these issues.
A. CELLULAR NETWORKS CONSIDERATIONS 1) CAPACITY DEFICIT
The first consideration focuses on determining radio access network settings and parameters for optimal UL performance. In other words, the objective is to optimize the UL resource allocation in the context of highly dense cellular networks where machine-type communications (MTC) and humantype communications (HTC) co-exist. Indeed, in spite of their low complexity, traditional frequency-hopping-based approaches do not guarantee enhanced system performance mainly for large-scale IoT setup as their methods are channelindependent. Therefore, there is a need to develop channelaware resource allocation approaches aiming to perform the allocation according to the achieved signal-to-interferenceplus-noise ratio (SINR) of different users. Hence, resource allocation is performed depending on the requirement of the users' applications while considering the key evaluation metrics, namely UL eNB capacity, mean channel access waiting time, and packet time-out rate.
However, such allocation approach generates extra overhead associated with channel sounding which may considerably increase the scheduling complexity as well as the total latency. The tradeoff between SINR enhancement and channel-sounding overhead becomes an essential metric for scheduling mainly in the context of huge number of terminals. A detailed assessment exercise by means of simulation and analysis of actual traffic patterns has been performed to assess the performance of LTE Release 10 UL air interface. The exercise was carried out for a massively crowded deployment scenario in Saudi Arabia. Results are summarized in Fig. 6 . For a small number of connections and/or frame arrival rates, channel-dependent UL resource allocation is indeed feasible. This is particularly true when the majority of connections experience quasi-static channels. However, as the number of connections and/or frame arrival rates increase, UL channel sounding overhead becomes intolerable. The common practice is to resort to pseudo-random frequency hopping which was proven in our study to be suboptimal.
In particular, two main conclusions could be drawn from this exercise: 1) As the number of connections/frame arrival rate increases, resource allocation becomes less efficient (and consequently achievable eNB capacity region is eroded). In the network entry procedure, the congestion on the physical random access channel (PRACH) becomes a real bottleneck as the number of connections and frame arrival frequency increases. 2) Drop rate and channel access waiting time increase as connections increase. Thus, rendering same QoE for HTC and QoS for MTC is unacceptable.
2) TIME-TO-MARKET CONSIDERATIONS
Proper parameterizations of the LTE UL interface can address the UL capacity deficit driven by large-scale IoT, but only partially. As such, there is an undeniable momentum in the research and development community to incorporate native support for a wide-range of IoT applications into the LTE standardization efforts. Nevertheless, from a business case viewpoint, an essential question is not ''what'' but rather ''when'' and ''how long before''. It is an established fact that the technology uptake, particularly in emerging markets, has a slow pace. For example, the time gap between having an LTE release ratified and making it to the market in the Levant and Arabian Gulf area was between 3 and 5 years. Accordingly, this may jeopardize and subsequently delay the business case for rolling out massive IoT services. It may be argued that densification of base stations (roll-out of small cells, also known as femto cells) is a ready and immediate recipe to address UL bottlenecks. Our intention is definitely not to refute such a very accurate argument, since small cells have already proven to positively impact capacity and QoS. Nonetheless, densification in the currently advocated form is not necessarily the answer for many operators and markets. For small cells to offer the expected capacity boost, interference must be managed by means of coordination occurring over the backhauling interface (referred to as the X2 interface). In order to be able to really capture the benefits of small cells, an ultra-low latency and robust X2 interface is necessary [39] . This is true since the available LTE spectrum bandwidth is typically limited to 10-20 MHz thus robust interference management becomes crucial. However, an ultra-low latency X2 interface may prove to be very costly. Wireless X2 backhaul is also neither expected to be cost-effective nor practical. Subsequently, the concept of densification quickly loses its appeal. This further entrenches the seriousness of the time-to-market and technology-tomarket dilemmas.
B. SPECTRUM CONSIDERATIONS
IoT communications is mainly envisioned by standardization bodies to operate in licensed spectrum. However, we believe that large-scale IoT shall eventually drive the consideration of unlicensed-spectrum. As such, it is paramount to fortify the corresponding routing and relaying techniques with effective power control mechanisms. This is instrumental to maintain the overall interference level within operationally acceptable ranges. Although large-scale IoT setups are quite likely to be noise-limited, there are other cases where interferencelimited scenarios become dominant, e.g., outdoor scenarios. Power control strategies have to accordingly cater for that as they inevitably are a necessary tool to control and manage interference.
Hence, the study of uncoordinated power control in the context of large-scale IoT setups merits a considerable attention from the IoT research community. A primary question herewith is whether the overhead associated with any coordinated power control mechanism justifies the move to an uncoordinated mechanism. Accordingly, the application scenarios whereby the overhead associated with coordinated power control makes it suboptimal to uncoordinated power control should be investigated. For such scenarios, novel strategies for uncoordinated power control in noise-and interferencelimited scenarios can be devised. For example, the optimization of power control techniques by means of introducing a slow base-station-triggered feedback message. Said message may contain location information of devices, form factors, historical traffic patterns, and RF measurement reports.
C. PROMISING DIRECTIONS: D2D COMMUNICATIONS
This key perspective has to be designated to boost the capacity on the LTE UL interface, in terms of both total throughput and number of connections. Undoubtedly, this has been a rich area of research over the past five years [28] , [40] , [41] . However, our first recommendation calls for the capitalization of ubiquitously available technologies such as Wi-Fi for the creation of an underlay coordination plane. Said plane shall serve as a medium for nearby smart IoT devices to collaborate and/or negotiate their UL access schedules. In contrast to the prevailing mentality of barring machine-tomachine (M2M) access to protect human-made traffic [28] , the goal is to alleviate the priority of time-critical M2M traffic while minimizing penalty to other network users. We believe this is a novel twist to the problem since it joins UL scheduling and cognitive radio access techniques and brings them closer to a practical setup. In fact, a very recent IEEE Spectrum feature article highlighted D2D as a key enabler in six out of eight key objectives of fifthgeneration (5G) networks' development pillars [42] .
The traditional line of thought within this context is to utilize D2D communications for the sake of bandwidth sharing. Some of the low-hanging fruits to be captured using this strategy include the reduction of the number of UL connections on the LTE interface. This subsequently allows once again for using the more efficient channel-aware UL scheduling. The bandwidth-sharing scheme allows user equipments (UEs) to route their UL traffic through a UE which enjoys the best UL SINR. For the sake of simplicity, it is assumed that a UE is allowed to associate itself only with a UE that is a single VOLUME 4, 2016 hop away. If there is no single-hop neighbor with a better SINR, a UE reverts to a stand-alone state.
Nonetheless, the well-studied bandwidth sharing D2D strategy comes with its own set of drawbacks when considered for large-scale IoT. These are summarized as follows:
1) Extensive interference in the D2D Layer: excessive use of the unlicensed spectrum for D2D communications eventually leads to raising the interference levels and adversely impacts performance. 2) Unfair battery depletion rates: maximization of UL throughput inevitably leads to the rapid depletion of the battery of the virtual access point (AP), and consequently resilience from end users due to degraded QoE. As such, UEs need to take turns in assuming the virtual AP role for the sake of fairness. 3) Accounting and billing challenges: the bandwidthsharing scheme entails intrusive changes to the backend accounting system in order for fair billing of data usage. Moreover, there is an additional intricate challenge related to the QoE of end users, and specifically battery depletion. While taking turns in assuming the virtual AP role is expected to diminish the effect of battery depletion, it is also expected to diminish the attainable gain in terms of UL throughput (UEs with low SINR will eventually assume the AP role). An alternative strategy would be to incentivize / compensate the UE with the best SINR to maintain its role as the virtual AP. Therefore, the recommendation is to develop a parallel plane approach wherein devices within proximity can rather coordinate their access schedules and hence, relax the UL random access channel constraints. The goal is to introduce the concept of underlay/overlay coordination, borrowed from cognitive radio communication, and apply them at the control plane level whereby IoT devices may collaborate together, as illustrated in Fig. 7 . The goal herewith shall be to reduce collision probability and improve the radio access procedure in the context of large-scale system. This can be applied among devices belonging to the same AD. In the case of devices belonging to different ADs, game-theoretic approaches might be involved to assess tradeoffs between altruistic and greedy paradigms. Hence, optimization schemes can be developed to attain the benefits of the underlay coordinate plane in terms of the key metrics, namely UL eNB capacity, mean channel access waiting time, and packet time-out rate.
D. PROMISING DIRECTIONS: MULTIHOP NETWORKING
The foreseen ''capacity deficit'' on LTE UL networks can be also circumvented by means of advocating the use of multihop communications. In fact, multihop networking is a legacy yet well-developed tool from M2M and wireless sensor networks (WSN) contexts. Both domain are perceived as precursors to the IoT [43] . Subsequently, it is then inevitable to apply what has been learned there in terms of scalability under energy constraints. To that end, multihop networking has been often advocated as a viable tool meeting the design objectives. Examples include smart utility/grid [44] and vehicle-to-vehicle networks [45] whereby multihop networking has been incorporated into a standardized protocol stack. As a matter of fact, an industry-leading work-group, THREAD, release last year a wireless mesh (multihop) networking protocol tailored for the IoT of the future [46] .
However, the extension of multihop networking protocols for use in large-scale IoT has been also a debatable issue. Some researchers have voiced concerns that the IoT setup pushes the envelope of scalability to an extent that discourages the use of multihop networking [5] . This may have been motivated by the fact that the routing and medium access protocols overhead builds up quite rapidly as the network grows in scale [47] . This is particularly true for dynamic networks whose topologies undergo frequent changes due to mobility and/or uncoordinated sleep schedules [48] . Indeed, the utilization of multihop networking for large-scale IoT must first address the concerns raised above. In specific, for the network to scale we need to tackle the challenge of protocol overhead [49] .
Undoubtedly, there could exist a few approaches at various protocol layers to address that issue. One direction which is believed to be quite promising, yet still poorly investigated is the use of ''autonomous cooperative transmission''. This concept was first introduced in [50] . The relaying mechanism was actually dubbed there as ''randomized distributed cooperative transmission''. In essence, autonomous cooperative relaying entails the forwarding of physical frames while not reverting to any relay selection process. The term autonomous mainly stems from the fact that nodes within a cooperative cluster are actually unaware of each other [51] . In other words, there does not exist any sort of cross-coordination between nodes before the frame is relayed.
Based on that foundation, a completely connectionless multihop routing scheme was developed in [52] . The scheme couples the use of autonomous cooperative transmission with position-based (i.e., geographical) criteria. IoT devices are able to make relaying decisions locally. This is made possible FIGURE 8. Illustration of the operation of the autonomous geo-routing scheme. A source injects a frame into the network. Receivers who are closer to the sink than the source will relay the frame. In the second hop, each receiver reads the position information conveyed by the transmitters of the first hop on the RACH in order to decide whether to forward the frame or not. Any second-hop receiver offering positive progress towards the sink will forward it. The forwarding process continues seamlessly until the frame reaches its destination.
by means of incorporating random access channel (RACH) resources into the frame's preamble. IoT devices at a given hop extract position information encoded by the nodes of the previous hop, and accordingly are able to locally make their routing decisions. It is also interesting to note here that although RACH collisions may indeed occur, such collisions do not hinder the forwarding process but rather have an unwanted impact on overall energy consumption [52] . Fig. 8 details the basic operation of a contention-free scheme and illustrates.
While there is strong evidence of superior performance to be attained by connectionless routing [53] , there are still some open research fronts. Since the RACH area is a cornerstone in the operation of connectionless routing, it is indeed a rich area for improvement. The overhead associated with the RACH area is one important aspect. The tradeoff between the probability of collision on the RACH and the overhead needs to be preferably relaxed. One way to achieve that is through the implementation of online learning mechanisms. An IoT device can sequentially inspect the collision statistics of forwarded frames. Hop after the other it can simply note the selected RACH blocks by other nodes. With time, and without any cross-coordination, devices should eventually be able to converge to the selection of unique blocks. This has the effect of reducing the probability of collision. Subsequently, the radio resources allocated for the RACH can also reduce thereby lowering the RACH PHY overhead.
V. INTELLIGENT IoT DEVICES: APPLICATION-ORIENTED PERSPECTIVE
Reliable and high-bandwidth IoT connectivity is quite essential to meet end user aspirations. Nonetheless, a big fat/fast pipe does not tell the whole story. IoT systems also entail quite a few operational challenges the most noteworthy of which are battery management, device maintenance, and software upgrades. As such, there is an inherent tradeoff between application QoS requirements versus operational constraints. This paper aims to provide insights and examples to achieve such tradeoff while taking into consideration five KPMs, namely: energy, latency, throughput, scalability, and reliability.
The most pressing challenge of IoT systems seems to be how to meet the performance aspirations of end users given the connectivity limitations as well as the underlying device heterogeneity. Rephrased slightly differently, it is a prime goal of researchers to achieve the best attainable performance from the perspective of the application in light of the restrictions and limitations inherent to IoT systems. Consequently, the design of IoT systems in reality mandates the solution of a complex set of constrained optimization problems.
The complexity of application-oriented IoT system optimization is further deepened by the fact that applications have different key performance objectives. It is quite possible to be in a situation where devices belonging to two ADs have utterly different objectives. For example, there could be a bandwidth-hungry delay-tolerant vibration sensor whose neighbor is a low-bandwidth delay-intolerant actuator.
In order to address such tradeoffs and potential compromises, it is recommended to design application-oriented optimization problems and provide low complexity solutions to solve them. This section is mainly concerned with devising a logical flow for addressing the challenge of optimizing the IoT infrastructure in light of the application objective and underlying constraints. From the perspective of end users, the IoT is only a means to create value-added applications. In mathematical terms, the task mainly aims to solve a set of joint optimization problems over the domain of five KPMs. The underlying networking paradigm (multihop or cellular) may be regarded as the 6th dimension of the problem. The fact that the IoT must simultaneously support different ADs and application scenarios inherently entails Pareto optimality.
Therefore, problem formulation must be delicately handled. It is highly advised to conduct an information gathering exercise prior to the start of the design process. In such an exercise, data about the IoT framework from an applicationoriented perspective will be collected. There are indeed some interesting efforts within the community to compile an architectural framework for IoT application domains (e.g., the VOLUME 4, 2016 IEEE P2413 standard group). However, different geographical and demographical factors may eventually entail divergent set of objectives by the underlying IoT stakeholders. For example, a highly industrialized locale is expected to involve a large number of closed-loop control applications. Such application naturally entail an abundance of actuation instructions. As already indicated before, while such applications are light in terms of throughput demand, they are quite often delay-intolerant. To add to its stringency in terms of constraints, closed-loop applications (illustrated in Fig. 9 ) require a fast round-trip time therefore placing lots of pressure on the overall delay budget. As such, it is highly advised to run through the survey exercise mentioned above to really understand the overall IoT application landscape.
Afterwards, a value proposition description for each IoT application in terms of the business impact as well as potential cost saving and/or revenue growth should be developed. Finally, the surveyed IoT applications should be classified according to mandate, i.e., open-loop (monitoring) vs. closedloop (actuation and control), level of privacy and security required, deployment mode (indoors, outdoors, building faade, light poles, etc.), and communications mode (convergecast vs. peer-to-peer).
Following, a descriptive framework capturing the high-level interactions between the five KPMs should be developed for the different classes of applications. The limitations or in contrast advantages of the underlying networking paradigm (cellular-based, infrastructure-assisted D2D, or multihop) must be researched in terms of the five metrics. Finally, the performance and QoS requirements will be mapped to the identified classes of applications.
Once the QoS requirements for each class of applications are identified, one or more objective functions must be constructed. The construction of such functions should take into consideration the five KPMs, such that tradeoffs and weighted significance are captured. Following that, a study must be conducted on the implications associated with the case of IoT devices belonging to different ADs and therefore refraining from availing resources. In the light of the previous steps, optimization problems can be formulated and solved in order to optimize the developed objective functions in terms of the key metrics.
VI. INTELLIGENT IoT DEVICES: COLLABORATIVE AND SOCIAL PERSPECTIVE
To close the loop, collaboration across IoT ADs is tackled in this paper. There is growing evidence that such collaboration is expected to help meet end user objectives while concurrently relaxing the aforementioned operational-application tradeoff. Consequently, the aim is to discuss the collaboration between devices across ADs. In particular, the goal is to propose means for the IoT front-end devices to share resources with each other even if they belong to different jurisdictions.
A key theme addressed in this paper relates to the mode of operation given multiple IoT ADs. There is growing evidence that operation in complete isolation, i.e., in silos, deprives end users from the great potentials that collaboration and resource sharing may offer. The IoT vision pursued in this paper is one whereby IoT devices belonging to multiple ADs join forces to deliver the best end user experience. This is indeed to be attained while respecting privacy, security, and QoS constraints.
Auction-based marketplaces have been already proposed but for mobile broadband data offloading [54] . However, the centralized nature of such approaches almost eliminates any possibility from reusing them at the edge, i.e., deviceend. There do exist however some early attempts for understanding social aspects in IoT device collaboration [55] , [56] . However, without a strong grasp of IoT application objective functions and device capabilities/resources, the bargaining game becomes quite loose and hazy.
Collaboration between IoT devices may actually occur within three distinct planes. The first is the data forwarding plane and encompasses collaboration in relaying and routing information towards the back-end server platform. Therefore, it entails the sharing of radio and bandwidth resources. The second plane involves sharing of intelligence and information, i.e., exchanging sensor measurements and knowledge of the surroundings. Collectively, this is expected to relax the sensory circuitry requirements and should improve the ability of IoT devices to perform in-situ decisions. The third plane of collaboration is based on offering computational resources to peers within the neighborhood. In other words, IoT devices in proximity help each other in performing possibly complex computations (relative to their computational capabilities). This can prove to be quite beneficial in terms of moving decision-making capabilities towards the edge and subsequently freeing valuable network and bandwidth resources.
Addressing the collaboration problem is a non-trivial task given the discrepancy in device form factors and computational capabilities on one hand, and application objectives/ constraints on the other hand. Therefore, there is a need to develop frameworks, that address the heterogeneity of IoT devices in rather a pragmatic manner, and methodologies that embraces differences between devices. We do not call for the homogenization of technologies. Instead, we advocate the exploitation of resources across ADs at the edge of network, i.e., at the device level.
While the benefits and gains of collaboration seem to be rather obvious, a key challenge that has to be addressed is how to resolve conflicts of interest that may arise. IoT devices within proximity would typically belong to multiple ADs having different operational objectives and QoS mandates. Hence, one of the main problems is how to create a virtual marketplace whereby IoT devices belonging to different ADs bargain resources to offer versus those to ask for. The idea is based on the concept of IoT devices ''socialization'' [57] , [58] , where the devices explore their neighborhood and establish relationship with other devices belonging to other ADs in order to improve the QoS/QoE from the perspective of the application. Accordingly, mechanisms for relationship building and optimized decision-making will be developed given privacy and trustworthiness levels. This indeed shall drive towards building more intelligence and decision-making capability into IoT devices. Therefore, novel models and techniques should be developed and investigated to design the give-and-take social relationships to be established amongst smart IoT devices. Graph theory and game-theoretical models are the best tools for these kinds of problem design. As a final note, a natural consequence of collaboration and socialization across ADs is to further scale up IoT deployment scenarios in terms of device count and density per unit area. Therefore, this sheds light again on the large-scale nature inherent to IoT systems.
An example of collaborative IoT devices is provided in Fig. 10 where IoT devices within a neighborhood belonging to different ADs are serving applications with different performance objectives. Graph theory is a suitable tool to represent social relationships between devices. In this example, the edges in the graph are given weight pairs which represent trustworthiness and collaboration benefit, respectively.
The primary objective in the context of this key perspective is to unleash the potential of cross-domain collaboration while observing end-to-end performance targets as well as privacy and security constraints. This is envisioned to be achieved by means of establishing a front-end marketplace, i.e., by empowering IoT devices with the capability of socializing with each other for the sake of bargaining and auctioning resources. It is necessary to evaluate the gains that can be achieved due to the cooperation of different devices belonging to the same and/or different ADs as well as i.e., application-related decisions to be taken by the smart IoT device often without reverting to the back-end platform? In-situ decision-making shall be assessed in terms of accuracy, timeliness, probability of false-alarm decisions, and probability of missed detection (failing to detect an important event). What is the cost saving brought forward by means of cross-domain collaboration, in terms of battery size, sensory circuitry, radio front end, etc.
All these potential gains that can be obtained thanks to collaboration of smart IoT devices require the establishment of mechanisms to model how beneficial relationships can be created among different ADs. For instance, a graph-based relationship model, incorporating perceived benefits and cost of collaboration, as well as trustworthiness, can be considered. In addition, centralized and distributed mechanisms for neighbor discovery in light of heterogeneity of radio access and networking technologies could be proposed while taking into account the protocol overhead associated with neighbor discovery particularly in terms of bandwidth and energy consumption.
Optimizing the exchange of typical resources including communication bandwidth, computational power, buffers, physical sensors, battery lifetime, etc. could be also captured and investigated such that the cost-benefit tradeoffs of collaboration for various application scenarios can be determined. Furthermore, marketplace game theory could play a key role to build an optimization framework for making the right decision and answering the essential questions in such scenarios: when to collaborate, what resources to release, and how much to ask for (the price). Different protocols could be designed in such Marketplace. Centralized and distributed socialization VOLUME 4, 2016 protocols can be developed with respect of the feasibility for collaboration marketplaces, particularly in terms of latency and network reliability. The impact of mobility and dynamic network topology on the coherence time of collaboration decisions (i.e., time after which decisions become obsolete) while considering the associated overhead for extreme cases of mobility, represents a challenging problem in this context.
VII. SOFTWARE-DRIVEN DEVICE ARCHITECTURES
This section addresses the recommendations and challenges of the implementation of all the techniques presented above. Modularity, reconfigurability, flexibility, and agility are all key design features expected in future IoT setups [59] . Consequently, software-defined architectures become a natural candidate to enable smart IoT devices' features. Indeed, the benefits of implementing such software-driven architecture in IoT systems is becoming more and more recognized in various IoT applications [60] thanks to their ability in effectively integrating robust control and communication platforms that simultaneously provision different classes of IoT traffic. Moreover, software-defined architectures enable the management of open, geographically distributed, and heterogeneous infrastructures. The objective would be to develop software tools and utilities enabling IoT devices' intelligence while exploiting the benefits offered by softwaredefined architectures allowing socialization, collaboration, and dynamic retune of the operational parameters according to the end users performance targets.
In light of the developed techniques for IoT device intelligence, the aim is to develop various IoT deployment profiles, each having distinctive characteristics and attributes. Accordingly, devising network design parameters at the device levelrather than the infrastructure level -are necessary for the operation of each profile. Another aspect that needs to be considered is to focus on the development of mechanisms and protocols enabling out-of-the-box software-defined and self-configuration device capabilities in addition to the optimization of the design of existing over-the-air (OTA) reconfiguration protocols such that network connectivity is minimally affected, and collaboration policies are respected.
In addition to that, smart IoT devices should include an abstraction layer enabling administrators to program (i.e., customize/ personalize) the operation of their IoT devices. Fig. 11 further illustrates these concepts. End users will be provided with intuitive high-level interface or graphical user interface (GUI) wizard to provide their ''wish list'' for the underlying IoT system. This is translated into QoS requirements and is fed into a parameterization engine. The engine shall have the intelligence to map the QoS requirements into the best operational profile. In other words, it will output a set of optimal values for the device to observe. This includes connectivity-related parameters such as transmit power, bandwidth, modulation scheme, routing rules, etc. It also includes socialization-related parameters such as trustworthiness of neighbors, degree of altruism/greediness, etc. Based on the prior performance and after identifying the capabilities, limitations and restrictions, software-defined architecture allows IoT devices to dynamically redefine their input parameters to optimize their outputs. This is known as the Do-It-Yourself (DIY) concept [61] . The DIY represents a major asset yielded by software-define architecture to bring intelligence to IoT devices enabling self-organized devices and in-situ decision based on information and resource share with neighbor devices.
VIII. CONCLUSIONS
In this paper, we investigated the challenges and techniques that would be implemented in future Internet-of-Things (IoT) systems to push intelligence to front-end devices. Two interesting IoT trends showing the need to develop new mechanisms to face the massive IoT challenges are discussed, namely bandwidth-hungry and delay-intolerant applications and device heterogeneity. Based on these challenges, we proved qualitatively and quantitatively the importance of front-end intelligence in the enhancement of IoT applications performance. Afterwards, we proposed and discussed three design perspectives that can be simultaneously integrated within a single smart IoT device. The first design perspective: connectivity enables better wireless and spectrum resource management by exploiting the high network density by performing efficient routing and, at the same time, coping with network congestion and capacity deficit by designing underlay coordination techniques. The second technique is to focus on developing more application-oriented strategies achieving tradeoff between the applications' key performance metrics and the computational and implementation complexity. Finally, the third design perspective exploits the co-existence of multiple administrative domains in the same geographical area to push devices to collaborate and socialize such that resources, and environment and neighborhood information are efficiently shared and exploited to enhance devices' output. Incorporated all together within software-driven architectures, these techniques allow IoT devices to be more independent from the back-end platform with the ability to make in-situ decision, to ensure seamless and reliable connectivity, and to be more productive from an IoT application point of view.
