Karpi\'nska's paradox in dimension three by Bergweiler, Walter
ar
X
iv
:0
90
2.
26
86
v1
  [
ma
th.
DS
]  
16
 Fe
b 2
00
9
KARPIN´SKA’S PARADOX IN DIMENSION THREE
WALTER BERGWEILER
Abstract. For 0 < λ < 1/e the Julia set of λez is an uncountable union of pairwise dis-
joint simple curves tending to infinity [Devaney and Krych 1984], the Hausdorff dimension
of this set is two [McMullen 1987], but the set of curves without endpoints has Hausdorff
dimension one [Karpin´ska 1999]. We show that these results have three-dimensional
analogues when the exponential function is replaced by a quasiregular self-map of R3
introduced by Zorich.
1. Introduction and main result
Zorich [38] has given an example of a quasiregular map F : R3 → R3\{0} which in
many ways can be considered as a three-dimensional analogue of the exponential map.
In fact, the construction is quite flexible and gives a whole class of such maps. It is the
purpose of this paper to show that certain results on the dynamics of entire functions of
the form Eλ(z) = λe
z have counterparts in the context of Zorich maps.
We first describe the results on the dynamics of the functions Eλ that we are concerned
with. Then we briefly introduce quasiregular maps and continue with the definition of
Zorich maps, before we finally state our results on the dynamics of such maps.
The Julia set J(f) of an entire function f is the set of all points in C where the
iterates fk of f do not form a normal family. For an attracting fixed point ξ of f we
call A(ξ) :=
{
z : limk→∞ f
k(z) = ξ
}
the attracting basin of ξ. It is a standard result of
complex dynamics that ∂A(ξ) = J(f); see, e.g., [27, Corollary 4.12]. For an introduction
to complex dynamics we refer to [4, 27, 37] for rational and to [5, 28] for entire functions.
For 0 < λ < 1/e the function Eλ has an attracting fixed point ξ ∈ R. Devaney and
Krych [9, p. 50] proved that J(Eλ) = C\A(ξ) and that J(Eλ) is a “Cantor set of curves”
for such λ. To put this in a precise form we say that a subset H of C (or Rn) is a
(Devaney) hair if there exists a homeomorphism γ : [0,∞)→ H such that γ(t) →∞ as
t → ∞. We call γ(0) the endpoint of the hair H . With this terminology we obtain the
following result from the work of Devaney and Krych.
Theorem A. If 0 < λ < 1/e, then J(Eλ) is an uncountable union of pairwise disjoint
Devaney hairs.
Actually the results of Devaney and Krych are much more precise by giving additional
information e.g. on the location of the hairs and on the dynamics of Eλ on them, but for
simplicity we have restricted ourselves to the above statement.
We denote by dimS the Hausdorff dimension of a subset S of C (or Rn). The following
result is due to McMullen [26, Theorem 1.2].
Theorem B. If λ ∈ C\{0}, then dim J(Eλ) = 2.
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In the situation of Theorem A the union of the hairs thus has Hausdorff dimension 2.
Karpin´ska [20, Theorem 1.1] proved the surprising and seemingly paradoxical result that
this changes if one removes the endpoints of the hairs.
Theorem C. Let 0 < λ < 1/e and let Cλ be the set of endpoints of the Devaney hairs
that form J(Eλ). Then dim(J(Eλ)\Cλ) = 1.
Of course, it follows from Theorem B and C that dimCλ = 2. This had been proved
before also by Karpin´ska [19, Theorem 1].
The escaping set I(f) :=
{
z : limk→∞ f
k(z) =∞} plays an important role in complex
dynamics. It was introduced by Eremenko [11] who showed that J(f) = ∂I(f) for every
entire function f . Eremenko and Lyubich [12, Theorem 1] proved that I(f) ⊂ J(f) = I(f)
for a large class of functions f , which in particular contains the functions Eλ. McMullen
actually proved that dim I(Eλ) = 2. We mention that the results of Devaney and Krych
yield that J(Eλ) \ Cλ ⊂ I(Eλ) while Cλ contains points of both I(Eλ) and C \ I(Eλ).
There are a large number of papers on dynamics of exponential functions. We refer to
a detailed (130 pages) survey by Devaney [7], but note that the papers by Rempe [29]
and Schleicher [33] also contain substantial sections devoted to a survey of the area.
We now turn to quasiregular maps. We treat this topic rather briefly and refer to
Rickman’s monograph [30] for a detailed discussion. Let n ≥ 2 and let G ⊂ Rn be a
domain. We denote the (euclidean) norm of x ∈ Rn by |x|. A continuous map f : G→ Rn
is called quasiregular if it belongs to the Sobolev space W 1n,loc(G) and if there exists a
constant KO ≥ 1 such that
(1.1) |Df(x)|n ≤ KOJf(x) a.e.,
where Df(x) denotes the derivative,
|Df(x)| := sup
|h|=1
|Df(x)(h)|
its norm, and Jf(x) the Jacobian determinant. With
ℓ(Df(x)) := inf
|h|=1
|Df(x)(h)|
the condition that (1.1) holds for some KO ≥ 1 is equivalent to the condition that
(1.2) Jf(x) ≤ KIℓ(Df(x)) a.e.,
for some KI ≥ 1. The smallest constants KO and KI for which (1.1) and (1.2) hold are
called the outer and inner dilatation of f and K := max{KI , KO} is called the (maximal)
dilatation of f ; see [30] for more details.
An important example of a quasiregular map F : R3 → R3 was given by Zorich [38,
p. 400]; see also [18, §6.5.4] and [30, §I.3.3]. This map can be considered as a three-
dimensional analogue of the exponential function. To describe it, we follow [18] and
consider the square
Q :=
{
(x1, x2) ∈ R3 : |x1| ≤ 1, |x2| ≤ 1
}
and the upper hemisphere
U :=
{
(x1, x2, x3) ∈ R3 : x21 + x22 + x23 = 1, x3 ≥ 0
}
.
Let h : Q→ U be a bilipschitz map and define
F : Q× R→ R3, F (x1, x2, x3) = ex3h(x1, x2).
Then F maps the “infinite square beam” Q × R to the upper half-space. Repeated
reflection along sides of square beams and the (x1, x2)-plane yields a map F : R
3 → R3.
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It turns out that this map F is quasiregular. Its dilatation is bounded in terms of the
bilipschitz constant of h. We call a function F defined this way a Zorich map.
We note that F (x1 + 4, x2, x3) = F (x1, x2 + 4, x3) = F (x1, x2, x3) for all x ∈ R3 so
that F is “doubly periodic”.
If DF (x1, x2, 0) exists, then
(1.3) DF (x1, x2, x3) = e
x3DF (x1, x2, 0),
and this implies that there exist α,m,M ∈ R with 0 < α < 1 and m < M such that
(1.4) |DF (x1, x2, x3)| ≤ α a.e. for x3 ≤ m
while
(1.5) ℓ(DF (x1, x2, x3)) ≥ 1
α
a.e. for x3 ≥M.
We now choose
(1.6) a ≥ eM −m
and consider the map
fa : R
3 → R3, fa(x) = F (x)− (0, 0, a).
We will use the term Zorich map also for the functions fa.
We now state the result which can be seen as a three-dimensional analogue of Theo-
rems A, B and C.
Theorem 1. Let fa be a Zorich map with parameter a satisfying (1.6). Then there exists
a unique fixed point ξ = (ξ1, ξ2, ξ3) satisfying ξ3 ≤ m, the set
J :=
{
x ∈ R3 : fka (x) 6→ ξ
}
consists of uncountably many pairwise disjoint hairs, and the set C of endpoints of these
hairs has Hausdorff dimension 3 while J\C has Hausdorff dimension 1.
For 0 < λ < 1/e the set Cλ of endpoints of the hairs in J(Eλ) can also be characterized as
the set of points which are accessible from the attracting basin A(ξ); see [8, Corollary 4.7]
and also [20]. It turns out that the situation is different for Zorich maps.
Theorem 2. Let J be as in Theorem 1. Then all points of J are accessible from R3\J .
After some preliminaries in section 2, the parts of Theorem 1 that correspond to Theo-
rems A, B and C will be proved in sections 3, 4 and 5, respectively, while Theorem 2 will be
proved in section 6. Some examples of Zorich maps will be discussed in section 7. Besides
the techniques introduced by Devaney and Krych [9], Karpin´ska [20] and McMullen [26]
we will also use (in particular in section 3) some methods of Schleicher and Zimmer [35]
who obtained analogues of Theorems A and C for general parameter values λ.
We conclude this introduction with a number of remarks.
Remark 1. Instead of the square Q = {(x1, x2) ∈ R3 : |x1| ≤ 1, |x2| ≤ 1} we could have
taken any rectangle Q = {(x1, x2) ∈ R3 : |x1| ≤ c1, |x2| ≤ c2} in the construction of F
and fa. In particular, we may take c1 =
1
2
π and choose the function h : Q→ U such that
h(x1, 0) = (sin x1, 0, cosx1). Then F (x1, 0, x3) = (e
x3 sin x1, 0, e
x3 cosx1). The function F
thus leaves the (x1, x3)-plane invariant and its restriction to this plane is conjugate to
the exponential function in the plane. In fact, with φ : {(x1, 0, x3) : x1, x3 ∈ R} → C,
φ(x1, 0, x3) = x3 + ix1, we have φ ◦ F ◦ φ−1 = exp. This underlines that Zorich maps can
be seen as three-dimensional analogues of the exponential function.
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Remark 2. Schleicher and Zimmer [35] have shown that I(Eλ) consists of pairwise disjoint,
injective, unbounded curves for all λ ∈ C\{0}. For general Zorich maps fa(x) = F (x)− a
with a ∈ R3 the situation is different, since – in contrast to the exponential function –
Zorich maps have branch points. In fact, the branch points of F are the edges of the
square beam Q × R and the lines obtained from these edges by reflection. While it is
possible to construct “tails” of hairs by the methods employed in this paper, complications
arise when a branch point is mapped onto such a tail by an iterate of F .
We mention that Zorich ([38], see also [30, Corollary III.3.8]) proved a conjecture of
Lavrent’ev saying that if n ≥ 3 and f : Rn → Rn is quasiregular and not bijective, then f
has branch points. In fact, the branch set has Hausdorff dimension at least n− 2; see [30,
p. 12] and [15] for further discussion.
Remark 3. While [35] extends many results from the special case 0 < λ < 1/e to the gen-
eral case, some striking differences between these cases were found by Baran´ski, Karpin´ska
and Zdunik [3]: if Eλ has an attracting periodic point of period greater than 1, then the
Hausdorff dimension of the boundary of each Fatou component is strictly between 1 and 2.
Remark 4. The exponential maps Eλ have at most one attracting periodic cycle. Zorich
maps may have infinitely many attracting fixed points. There may also be saddle points
and one-dimensional attractors; see section 7 for more details.
Remark 5. The existence of Devaney hairs is not a special feature of the exponential
function. That such hairs exist in large classes of entire functions was already shown by
Devaney and Tangerman [10] in 1986, and more recently for considerably wider classes
by Baran´ski [1, Theorem C] and by Rottenfußer, Ru¨ckert, Rempe and Schleicher [32,
Theorem 1.2]. We note that Baran´ski [2] has in fact shown that analogues to Theorems A,
B and C hold if the exponential function is replaced by an entire functions of finite order
for which the set of singularities of the inverse is bounded.
Remark 6. Karpin´ska’s paradox becomes even more striking in the sine family; that is,
for maps f of the form f(z) = sin(αz + β) where α, β ∈ C, α 6= 0. Devaney and
Tangerman [10, Theorem 4.1] showed that for suitable parameters the Julia set consists
of hairs and McMullen [26, Theorem 1.1] proved that the Julia set and the escaping set
have positive measure for maps in the sine family. Karpin´ska [19, Theorem 3] then proved
that already the set of endpoints of the hairs has positive measure. A particularly strong
form of Karpin´ska’s paradox was obtained by Schleicher [34] for postcritically finite maps
in the sine family: the union of the hairs without endpoints has Hausdorff dimension 1,
but every point in the plane which is not in this union is the endpoint of at least one hair.
In dimension greater than 2 it will be more difficult to construct postcritically finite
quasiregular maps since here, as already noted in Remark 2, the branch set is much larger.
Remark 7. Mayer [24] has shown that if 0 < λ < 1/e, then the set Cλ of endpoints
of the Devaney hairs is totally disconnected while Cλ ∪ {∞} is connected. There are a
number of other striking topological phenomena connected to the dynamics of exponential
functions, see [7] for a survey. It is to be expected that the dynamics of Zorich maps are
also interesting from the topological point of view.
Remark 8. A quasiregular map f is called uniformly quasiregular if the dilatation of the
iterates fk has an upper bound which does not depend on k. For uniformly quasiregular
maps f : Rn → Rn, where Rn = Rn ∪ {∞}, an iteration theory in the spirit of Fatou and
Julia has been developed by Hinkkanen, Martin, Mayer and others [17, 22, 25]; see [18,
Chapter 21] for an introduction. In principle it would also be possible to develop such a
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theory for uniformly quasiregular maps f : Rn → Rn. However, for n ≥ 3 no examples
of such maps which do not extend to quasiregular self-maps of Rn are known. Uniformly
quasiregular self-maps of R2 (or R2) are quasiconformally conjugate to entire (or rational)
maps [14, 16, 21]. There are only few results on the dynamics of quasiregular self-maps
of Rn with n ≥ 3: in [6] it is proved that if f has an essential singularity at ∞, then
I(f) 6= ∅. In fact, I(f) has an unbounded component for such maps f . (For entire f this
was proved in [31].) We also mention [36] where it is shown that quasiregular self-maps
of Rn with an essential singularity at∞ have periodic points of all periods greater than 1.
Remark 9. Zorich maps may also be defined in Rn for n ≥ 4; see [23]. While it seems
that the methods of this paper extend to this more general case, we have restricted to the
case n = 3 for simplicity. We note that Iwaniec and Martin [18], whose presentation we
have followed in the definition of Zorich maps, also confine themselves to the case n = 3.
Restriction to this case thus allows to use their results directly.
2. Preliminaries
We suppress the index a and write f = (f1, f2, f3) instead of fa. For r = (r1, r2) ∈ Z2
we put
P (r) = P (r1, r2) :=
{
(x1, x2) ∈ R2 : |x1 − 2r1| < 1, |x2 − 2r2| < 1
}
so that P (0, 0) is the interior of Q. For c ∈ R we define the half-space
H>c :=
{
(x1, x2, x3) ∈ R3 : x3 > c
}
.
The half-spaces H<c, H≥c and H≤c and the plane H=c are defined analogously. Now F
maps P (r1, r2)×R bijectively onto H>0 if r1+r2 is even and bijectively onto H<0 if r1+r2
is odd. Thus f maps P (r1, r2)×R bijectively onto H>−a or H<−a, depending on whether
r1 + r2 is even or odd. For
r = (r1, r2) ∈ S :=
{
(s1, s2) ∈ Z2 : s1 + s2 even
}
we define
T (r) := P (r)× (M,∞).
Since f(P (r)× R) = H>−a for r ∈ S and
(2.1) f3(x1, x2, x3) = e
x3h3(x1, x2)− a ≤ ex3 − eM +m ≤ m < M for x3 ≤M
and hence f(P (r)× (−∞,M ]) ⊂ H<M we see that f(T (r)) ⊃ H≥M . Thus there exists a
branch Λr : H≥M → T (r) of the inverse function of f . With Λ := Λ(0,0) we have
Λ(r1,r2)(x) = Λ(x) + (2r1, 2r2, 0)
for all x ∈ H≥M and all r ∈ S.
We shall need some estimates for the derivative DΛr. Since DΛr(x) = DΛ(x) whenever
these derivatives exist it suffices to obtain these estimates for DΛ. First we note that
(2.2) DΛ(x) = Df(Λ(x))−1
for x ∈ H≥M . Since Λ(x) ∈ T (0, 0) ⊂ H≥M for x ∈ H≥M and since DF = Df we deduce
from (1.5) that |DΛ(x)| ≤ α a.e. for x ∈ H≥M . This implies that
(2.3) |Λ(x)− Λ(y)| ≤ |x− y| ess sup
z∈[x,y]
|DΛ(z)| ≤ α|x− y| for x, y ∈ H≥M .
Next we note that (1.3) implies that there exist positive constants c1 and c2 such that
(2.4) c1e
x3 ≤ ℓ (Df(x1, x2, x3)) ≤ |Df(x1, x2, x3)| ≤ c2ex3 a.e.
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Noting that
(2.5) |f(y1, y2, y3)| − a ≤ |F (y1, y2, y3)| = ey3 ≤ |f(y1, y2, y3)|+ a
for all (y1, y2, y3) ∈ R3 we deduce from (2.2) and (2.4) that
ℓ (DΛ(x)) ≥ 1|DF (Λ(x))| ≥
1
c2 exp (Λ3(x))
≥ 1
c2 (|f (Λ(x))|+ a) =
1
c2(|x|+ a) a.e.
Thus there exists c3 > 0 such that
(2.6) ℓ (DΛ(x)) ≥ c3|x| a.e.
for x ∈ H≥M . Similarly we have
(2.7) |DΛ(x)| ≤ c4|x| a.e.
for some constant c4 > 0, as well as
(2.8)
c5
|x|3 ≤ JΛ(x) ≤
c6
|x|3 a.e.
where c5, c6 > 0.
Let now x, y ∈ H≥M . Then x and y can be connected by a path γ in
H≥M ∩
{
z ∈ R3 : |z| ≥ min{|x|, |y|}}
whose length is not greater than π|x− y|. Together with (2.7) this yields
(2.9) |Λ(x)− Λ(y)| ≤ π|x− y| ess sup
z∈γ
|DΛ(z)| ≤ c4π |x− y|
min{|x|, |y|}
Next we note that there exists a unique point (v1, v2) ∈ Q such that h(v1, v2) = (0, 0, 1).
Then F (v1, v2, x3) = (0, 0, e
x3) and hence f(v1, v2, x3) = (0, 0, e
x3 − a). It follows that if
r = (r1, r2) ∈ S, then
Λr(0, 0, ex3 − a) = (v1 + 2r1, v2 + 2r2, x3)
for x3 ∈ R and thus
(2.10) Λr(0, 0, y) = (v1 + 2r1, v2 + 2r2, log(y + a))
for y ≥M .
As in [35] we will consider the function
E : [0,∞)→ [0,∞), E(t) = et − 1.
We have E(0) = 0 while limk→∞E
k(t) =∞ if t > 0. Later we will use that if b > 1, then
log
(
Ek+1(t) + b
)
= log
(
exp(Ek(t))− 1 + b) = Ek(t) + log(1 + b− 1
exp(Ek(t))
)
so that
(2.11) log
(
Ek+1(t) + b
)
= Ek(t) +Rk(t) with 0 ≤ Rk(t) ≤ log b.
We also note that if 0 < t′ < t′′ <∞, then
(2.12) lim
k→∞
(
Ek(t′′)−Ek(t′)) =∞ and lim
k→∞
Ek(t′′)
Ek(t′)
=∞.
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3. Construction of the hairs
In this section we prove that the fixed point ξ as given in the theorem exists and that J
is a union of uncountably many pairwise disjoint hairs. We thus prove the part of the
conclusion of Theorem 1 that is the analogue of Theorem A.
We first note that f(H≤M) ⊂ H≤m by (2.1). Moreover,
|f(x)− f(y)| ≤ |x− y| ess sup
z∈[x,y]
|Df(z)| ≤ α|x− y|
for x, y ∈ H≤m by (1.4). Banach’s fixed point theorem now implies that there exists a
unique fixed point ξ ∈ H≤m and that fn(x)→ ξ as n→∞ for all x ∈ H≤M .
If r1 + r2 is odd, then f(P (r1, r2)×R) = H<−a. Since −a < m < M we deduce that f
maps the closure of P (r1, r2)× R into H≤M if r1 + r2 is odd. Thus
J ⊂
⋃
r∈S
T (r).
As in the case of exponential maps we associate to each x ∈ J a sequence
s(x) = s0s1s2 . . . = (sk)k≥0
in S, where sk = (sk,1, sk,2) ∈ S is chosen such that fk(x) ∈ T (sk) for all k ≥ 0. The
sequence s(x) is called the itinerary (or external address) of x. We denote the set of
all sequences s : N ∪ {0} → S by Σ. We say that s = (sk)k≥0 ∈ Σ is admissible (or
exponentially bounded) if there exists t > 0 such that
(3.1) lim sup
k→∞
|sk|
Ek(t)
<∞.
Here |sk| = |(sk,1, sk,2)| =
√
s2k,1 + s
2
k,2 is the euclidean norm of |sk|.
With these notations we have the following two propositions.
Proposition 3.1. Let x ∈ J . Then s(x) is admissible.
Proposition 3.2. Let s ∈ Σ be admissible. Then {x ∈ J : s(x) = s} is a hair.
Since {x ∈ J : s(x) = s} ∩ {x ∈ J : s(x) = s′} = ∅ for s, s′ ∈ Σ, s 6= s′, it follows from
these two propositions that J is a union of pairwise disjoint hairs. Moreover, the set of
admissible sequences – and thus the set of hairs – is easily seen to be uncountable.
The proof of Proposition 3.1 is straightforward, using exactly the same reasoning as in
the case of exponential maps. Therefore we omit it here.
For the proof of Proposition 3.2 we suitably modify the arguments of Schleicher and
Zimmer [35]. We fix an admissible sequence s and denote by ts be the infimum of all t > 0
for which (3.1) holds. It follows from (2.12) that
(3.2) lim sup
k→∞
|sk|
Ek(t)
=∞ for 0 < t < ts
and
(3.3) lim
k→∞
|sk|
Ek(t)
= 0 for t > ts.
Choosing tk ∈ [0,∞) such that 2|sk| = Ek(tk) and putting τk := supj≥k tj we have
ts = lim sup
k→∞
tk = lim
k→∞
τk.
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We use the abbreviation
Lk := Λ
sk = Λ(sk,1,sk,2).
For k ≥ 0 we define
gk : [0,∞)→ H≥M , gk(t) = (L0 ◦ L1 ◦ . . . ◦ Lk)(0, 0, Ek+1(t) +M).
Lemma 3.1. The sequence (gk) converges locally uniformly on (ts,∞).
Proof. It follows from (2.10) and (2.11) that
(3.4)
Lk(0, 0, E
k+1(t) +M) = (v1 + 2sk,1, v2 + 2sk,2, log(E
k+1(t) +M + a))
= (v1 + 2sk,1, v2 + 2sk,2, E
k(t) +Rk(t))
where 0 ≤ Rk(t) ≤ log(M + a). Since |v1| ≤ 1 and |v2| ≤ 1 this yields∣∣Lk(0, 0, Ek+1(t) +M)∣∣ ≥ ∣∣(2sk,1, 2sk,2, Ek(t))∣∣− c7
with c7 := 2 + log(M + a). Since Lk(H≥M) ⊂ H≥M this implies that
(3.5)
∣∣Lk(0, 0, Ek+1(t) +M)∣∣ ≥ max{2|sk| − c7, Ek(t)− c7,M}
Also, it follows from (3.4) that
(3.6)
∣∣Lk(0, 0, Ek+1(t) +M)− (0, 0, Ek(t) +M)∣∣ ≤ 2|sk|+ c7 +M.
Applying (2.9) with x = Lk(0, 0, E
k+1(t) +M), y = (0, 0, Ek(t) +M) and Λ = Lk−1 and
noting that Ek(t) ≥ 2|sk| for t ≥ tk we deduce from (3.5) and (3.6) that if t ≥ tk, then∣∣Lk−1(Lk(0, 0, Ek+1(t) +M))− Lk−1(0, 0, Ek(t) +M)∣∣ ≤ c4π Ek(t) + c7 +M
max{Ek(t)− c7,M} ≤ c8
for some constant c8. Now (2.3) gives∣∣Lk−2(Lk−1(Lk(0, 0, Ek+1(t) +M)))− Lk−2(Lk−1(0, 0, Ek(t)))∣∣ ≤ αc8
and induction yields
(3.7) |gk(t)− gk−1(t)| ≤ αk−1c8 for t ≥ tk.
In particular, |gk(t)− gk−1(t)| ≤ αk−1c8 if k ≥ j and t ≥ τj . As limj→∞ τj = ts this
implies that (gk) converges locally uniformly on (ts,∞). 
Define g : (ts,∞) → H≥M by g(t) = limk→∞ gk(t). Then g is continuous and (3.7)
yields
(3.8) |g(t)− gk−1(t)| ≤ α
k−1c8
1− α for t ≥ τk.
We also have
(3.9) |gl(t)− gk−1(t)| ≤ α
k−1c8
1− α for t ≥ τk and l ≥ k.
In particular, (3.8) yields
(3.10) |g(t)− g0(t)| ≤ c8
1− α for t ≥ τ1.
Since
g0(t) = L0(0, 0, E(t) +M) = (v1 + 2s0,1, v2 + 2s0,2, log(E(t) +M + a))
by (2.10) we deduce from (2.11) that
|g0(t)− (2s0,1, 2s0,2, t)| ≤ 2 + log(M + a) = c7.
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Combining this with (3.10) we obtain
(3.11) |g(t)− (2s0,1, 2s0,2, t)| ≤ c9 for t ≥ τ1,
where c9 := c7 + c8/(1− α).
Lemma 3.2. The sequence (gk) has a subsequence which converges uniformly on [ts,∞)
and thus g extends to a continuous map g : [ts,∞)→ H≥M .
Proof. The conclusion follows immediately from (3.7) if tk ≤ ts for all large k and thus
τk = ts for large k, since then (gk) converges uniformly on [ts,∞). We may thus assume
that there exist arbitrarily large k for which tk > ts. Then τk > ts for all k and there
exists an increasing sequence (kj) such that τk = tkj for kj−1 < k ≤ kj . Thus τkj+1 = τkj+1
and (3.9) implies that
(3.12)
∣∣gkj+1 (τkj+1)− gkj (τkj+1)∣∣ ≤ αkjc81− α ≤ α
jc8
1− α.
It follows from (3.4) that if 0 ≤ t ≤ tk, then∣∣Lk(0, 0, Ek+1(tk) +M)− Lk(0, 0, Ek+1(t) +M)∣∣
=
∣∣(0, 0, Ek(tk)−Ek(t) +Rk(tk)− Rk(t))∣∣
≤ Ek(tk) + 2 log(M + a)
= 2|sk|+ 2 log(M + a).
Combining this with (2.9) and (3.5) we find that∣∣Lk−1(Lk(0, 0, Ek+1(tk) +M))− Lk−1(Lk(0, 0, Ek+1(t) +M))∣∣
≤ c4π2|sk|+ 2 log(M + a)
max{2|sk| − c7,M}
≤ c10 for 0 ≤ t ≤ tk
with a constant c10 and thus (2.3) yields
|gk(tk)− gk(t)| ≤ αk−1c10 for 0 ≤ t ≤ tk.
Hence ∣∣gkj+1(τkj+1)− gkj+1(t)∣∣ ≤ αkj+1−1c10 ≤ αjc10 for 0 ≤ t ≤ τkj+1
and, since τkj+1 ≤ τkj , also∣∣gkj(τkj )− gkj(t)∣∣ ≤ αj−1c10 for 0 ≤ t ≤ τkj+1 .
In particular, ∣∣gkj(τkj )− gkj (τkj+1)∣∣ ≤ αj−1c10.
Combination of the last three inequalities with (3.12) yields∣∣gkj+1(t)− gkj(t)∣∣ ≤ ∣∣gkj+1(t)− gkj+1(τkj+1)∣∣+ ∣∣gkj+1(τkj+1)− gkj(τkj+1)∣∣
+
∣∣gkj(τkj+1)− gkj(τkj )∣∣+ ∣∣gkj(τkj )− gkj(t)∣∣
≤
(
3c10 +
α
1− αc8
)
αj−1 for 0 ≤ t ≤ τkj+1 .
On the other hand, (3.9) implies that∣∣gkj+1(t)− gkj(t)∣∣ ≤ αkj−1 c81− α ≤ αj−1 c81− α for t ≥ τkj+1 = τkj+1.
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The last two inequalities show that
(
gkj
)
converges uniformly on [0,∞) and thus in
particular on [ts,∞). 
We note that gk and g depend on s. Using the self-explanatory notation gs,k and gs we
find that
f(gs,k(t)) = gσ(s),k−1(E(t))
where σ : Σ→ Σ, σ(s0s1s2 . . .) = s1s2s3 . . ., is the shift map. Thus f(gs(t)) = gσ(s)(E(t))
and
(3.13) fk(gs(t)) = gσk(s)(E
k(t))
for t ≥ 0 and k ∈ N. Similarly, the sequences (tk) and (τk) depend on s. Using the
notation ts,k and τs,k a more precise formulation of (3.11) would thus be
(3.14) |gs(t)− (2s0,1, 2s0,2, t)| ≤ c9 for t ≥ τs,1.
We also note that
Ej+k(ts,j+k) = 2|sj+k| = Ej(tσk(s),j)
and hence
Ek(ts,j+k) = tσk(s),j and E
k(τs,j+k) = τσk(s),j
for j, k ≥ 0.
For x = x0 ∈ J and k ≥ 0 we put xk = (xk,1, xk,2, xk,3) := fk(x). Similarly we write
yk = (yk,1, yk,2, yk,3) := f
k(y).
Lemma 3.3. There exists a positive constant H such that if x, y ∈ J with s(x) = s(y)
and if yk,3 ≥ xk,3 +H for some k ∈ N, then yj,3 ≥ xj,3 +H for all j > k.
Proof. Since s(x) = s(y) we have |(yk,1, yk,2)− (xk,1, xk,2)| ≤ 4. Thus
yk+1,3 ≥ |yk+1| − |(yk,1, yk,2)| ≥ eyk,3 − a− |(xk,1, xk,2)| − 4 ≥ eHexk,3 − a− |xk+1| − 4
by (2.5). If |xk+1| ≥ 2a, then exp(xk,3) ≥ |xk+1| − a ≥ 12 |xk+1| by (2.5) and thus
yk+1,3 ≥
(
1
2
eH − 1) |xk+1| − a− 4.
If |xk+1| < 2a, then
yk+1,3 ≥ eHeM − 3a− 4 ≥ eHeM |xk+1|
2a
− 3a− 4.
In both cases we we obtain yk+1,3 > |xk+1| + H ≥ xk+1,3 + H if H is chosen sufficiently
large. The conclusion follows by induction. 
Lemma 3.4. g is injective on [ts,∞).
Proof. Let ts < v < w and and k ∈ N. Put
yk := f
k (gs(v)) = gσk(s)
(
Ek(v)
)
and zk := f
k (gs(w)) = gσk(s)
(
Ek(w)
)
.
For large k we have v ≥ τs,k+1 and thus Ek(w) ≥ Ek(v) ≥ Ek(τs,k+1) = τσk(s),1. It follows
from (3.14) that∣∣yk − (2sk,1, 2sk,2, Ek(v))∣∣ ≤ c9 and ∣∣zk − (2sk,1, 2sk,2, Ek(w))∣∣ ≤ c9
for such k. In particular,
∣∣yk,3 − Ek(v)∣∣ ≤ c9 and ∣∣zk,3 − Ek(w)∣∣ ≤ c9 for large k.
From (2.12) we deduce that Ek(w) > Ek(v) +H + 2c9 and thus
(3.15) zk,3 > yk,3 +H
for large k. In particular, zk 6= yk and thus gs(w) 6= gs(v). Hence g is injective on (ts,∞).
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Lemma 3.3 and (3.15) yield that yk,3 < zk,3 + H for all k ∈ N. The same argument
shows that if ts < u < v and xk := f
k(gs(u)), then xk,3 < yk,3 + H for all k ∈ N. Let
x′k := f
k(gs(ts)). With u → ts we obtain x′k,3 ≤ yk,3 +H for all k ∈ N. Using (3.15) we
obtain x′k,3 < zk,3 and thus gs(ts) 6= gs(w). Hence g is in fact injective on [ts,∞). 
Lemma 3.5. Let x ∈ J . Then xk,3 ≥ Ek(ts(x)) for k ≥ 0.
Proof. We put s = (sk) := s(x). As the conclusion is trivial for ts = 0 we may assume that
ts > 0. Since a ≥ eM −M ≥ 1 we have xk+1,3 ≤ exp (xk,3)− a ≤ exp (xk,3)− 1 = E (xk,3)
and thus
(3.16) xn,3 ≤ En−k (xk,3)
for n ≥ k. Because |xk,1 − 2sk,1| ≤ 1 and |xk,2 − 2sk,2| ≤ 1 we deduce from (2.5) that
(3.17) 2|sk| ≤ |xk|+ 2 ≤ exp(xk−1,3) + a+ 2 = E(xk−1,3) + a+ 3
for all k ≥ 0. Let now δ ∈ (0, ts). Then there exists arbitrarily large l with
(3.18) 2|sl| − a− 3 ≥ El(ts − δ).
In particular, given k ≥ 0 there exists l > k with this property. Combining (3.17)
and (3.18) we see that El(ts − δ) ≤ E(xl−1,3). Hence
El−k
(
Ek(ts − δ)
)
= El(ts − δ) ≤ E(xl−1,3) ≤ El−k (xk,3)
by (3.16) and thus
Ek(ts − δ) ≤ xk,3.
As δ can be chosen arbitrarily small, the conclusion follows. 
Lemma 3.6. Let x ∈ J . Then there exist t ≥ ts(x) with x = gs(x)(t).
Proof. We again put s = (sk) := s(x) and note that
Lk(f
k+1(x)) = fk(x) = (xk,1, xk,2, xk,3)
where |xk,1 − 2sk,1| ≤ 1, |xk,2 − 2sk,2| ≤ 1 and xk,3 ≥ M . Define uk by xk,3 = Ek(uk).
Lemma 3.5 implies that uk ≥ ts. Moreover, it follows from (3.16) that (uk) is decreasing
and hence convergent.
Using (3.4) we find that∣∣Lk(fk+1(x))− Lk((0, 0,M + Ek+1(uk)))∣∣
= |(xk,1 − 2sk,1 − v1, xk,2 − 2sk,2 − v2,−Rk(uk))|(3.19)
≤ 4 + log(M + a).
Since x = (L0 ◦L1 ◦ . . . ◦Lk)(fk+1(x)) we deduce similarly as in the proofs of Lemma 3.1
and Lemma 3.4 from (2.3) and (3.19) that
|x− gk(uk)| ≤ αk(4 + log(M + a))
so that x = limk→∞ gk(uk). With t := limk→∞ uk we obtain x = gs(t). 
Proposition 3.2 follows immediately from Lemmas 3.1–3.6. As already mentioned it
yields together with Proposition 3.1 that J is a union of pairwise disjoint Devaney hairs.
In fact, if Σ′ denotes the set of admissible sequences we have
J =
⋃
s∈Σ′
gs ([ts,∞)) and C = {gs (ts) : s ∈ Σ′} .
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4. The Hausdorff dimension of the hairs
In this section we prove that dim J = 3, thereby establishing the analogue of Theorem B.
Following McMullen [26] we consider for k ∈ N a finite collection Ak of disjoint compact
subsets of Rn such that the following two conditions are satisfied:
(a) every element of Ak+1 is contained in a unique element of Ak;
(b) every element of Ak contains at least one element of Ak+1.
Denote by Ak the union of all elements of Ak and put
A :=
∞⋂
k=1
Ak.
Suppose that (∆k) and (dk) are sequences of positive real numbers such that if B ∈ Ak,
then
dens
(
Ak+1, B
)
:=
area
(
Ak+1 ∩ B
)
area(B)
≥ ∆k
and
diamB ≤ dk.
Then we have the following result [26, Proposition 2.2].
Lemma 4.1. Let A, Ak, ∆k and dk be as above. Then
lim sup
k→∞
∑k+1
j=1 | log∆j|
| log dk| ≥ n− dimA.
The construction of the sets Ak will be very similar to that in [26], but in contrast
to [26] we will not have ∆k ≥ ∆ for some ∆ > 0 and all k, but limk→∞∆k = 0. However,
the sequence (∆k) will tend to 0 much more slowly than (dk) so that Lemma 4.1 can still
be applied.
To begin the construction we note that there exists q ∈ (0, 1) such that{
(x1, x2, x3) ∈ R3 : x21 + x22 + x23 = 1, x3 ≥ 12
} ⊂ h ({(x1, x2) ∈ R2 : |x1| ≤ q, |x2| ≤ q}) .
For r = (r1, r2) ∈ S and ℓ ∈ N we consider the box
R(r, ℓ) = R(r1, r2, ℓ) =
{
x ∈ R3 : |x1 − 2r1| ≤ q, |x2 − 2r2| ≤ q, ℓ ≤ x3 ≤ ℓ+ 34
}
and we denote by U the collection of all R(r, ℓ); that is,
U = {R(r, ℓ) : r ∈ S, ℓ ∈ N} .
We note that F (R(r, ℓ)) does not depend on r ∈ S and that{
x ∈ R3 : eℓ ≤ |x| ≤ e3/4eℓ, x3 ≥ 12 |x|
} ⊂ F (R(r, ℓ)) ⊂ {x ∈ R3 : eℓ ≤ |x| ≤ e3/4eℓ} .
Since 2 < exp
(
3
4
)
< 3 this yields
(4.1)
{
x ∈ R3 : eℓ ≤ |x| ≤ 2eℓ, x3 ≥ 12 |x|
} ⊂ f(R(r, ℓ)) ⊂ {x ∈ R3 : 1
2
eℓ ≤ |x| ≤ 3eℓ}
if ℓ is large. We put
U(ℓ) := {R ∈ U : R ⊂ f(R(r, ℓ))} and U(ℓ) :=
⋃
R∈U(ℓ)
R,
noting that this definition does not depend on r ∈ S. We deduce from (4.1) that there
exists a positive constant δ such that
(4.2) dens
(
U(ℓ), f(R(r, ℓ))
) ≥ δ
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for all sufficiently large ℓ.
Let now B0 := R(0, 0, ℓ0) where ℓ0 is so large that (4.1) and (4.2) hold for ℓ ≥ ℓ0. We
put A0 := {B0}.
We will now construct the sets Ak inductively such that if B ∈ Ak, then there exist
rj = (rj,1, rj,2) ∈ S and ℓj ∈ N, for j = 1, 2, . . . , k, such that
fk(B) = R(rk, ℓk),
f j(B) ⊂ R(rj , ℓj) for j = 1, 2, . . . , k − 1
and
ℓj ≥ 12 exp(ℓj−1) ≥ ℓj−1 ≥ ℓ0 for j = 1, 2, . . . , k.
Assuming that Ak has been constructed and B is as above, we put
Ak+1(B) := {(L0 ◦ L1 ◦ . . . ◦ Lk)(R) : R ∈ U(ℓk)}
and
Ak+1 :=
⋃
B∈Ak
Ak+1(B),
with Lj = Λ
rj as in section 3. Then Ak+1 has the required properties.
It follows from (2.8), (4.1) and (4.2) that if B ∈ Ak with rj and ℓj as above, then
dens
(
Lk(U(ℓk)), R(rk, ℓk)
)
= dens
(
Lk(U(ℓk)), Lk(f(R(rk, ℓk)))
) ≥ ηδ
where η := c5/(216c6). Since
(Lj ◦ . . . ◦ Lk)(f(R(rk, ℓk))) ⊂ R(rj, ℓj) ⊂
{
x ∈ R3 : 1
2
elj−1 ≤ |x| ≤ 3elj−1}
for 1 ≤ j ≤ k − 1 we conclude, using again (2.8), by induction that
(4.3)
dens
(
Ak+1, B
)
= dens
(
(L0 ◦ . . . ◦ Lk)
(
U(ℓk)
)
, (L0 ◦ . . . ◦ Lk)(f(R(rk, ℓk)))
)
≥ ηk+1δ.
On the other hand, since R(rk, ℓk) ⊂ H≥ℓk we deduce from (2.9) that
diamLk−1(R(rk, ℓk)) ≤ c4π
ℓk
diamR(rk, ℓk) ≤ 3c4π
ℓk
.
Putting E∗(t) =
1
2
et and noting that ℓj ≥ E∗(ℓj−1) we find that
diamLk−1(R(rk, ℓk)) ≤ 3c4π
Ek∗ (ℓ0)
.
Using (2.3) we deduce that
(4.4) diamB = diam ((L0 ◦ . . . ◦ Lk−1)(R(rk, ℓk))) ≤ αk−1 3c4π
Ek∗ (ℓ0)
≤ 1
2Ek∗ (ℓ0)
for large k.
Because of (4.3) and (4.4) we can apply Lemma 4.1 with
∆k := η
k+1δ and dk :=
1
2Ek∗ (ℓ0)
.
Since η < 1 and δ < 1 we have
k+1∑
j=1
| log∆j | =
k+1∑
j=1
(
log
1
δ
+ (j + 1) log
1
η
)
= (k + 1) log
1
δ
+
k2 + 5k + 4
2
log
1
η
≤ k3
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for large k. On the other hand,
| log dk| = log
(
2Ek∗ (ℓ0)
)
= Ek−1∗ (ℓ0)
for large k. It is not difficult to see that
lim
k→∞
k3
Ek−1∗ (ℓ0)
= 0.
Hence dimA = 3 by Lemma 4.1. Since clearly A ⊂ J we also have dim J = 3.
Remark. It follows from the construction that A ⊂ I(f). Thus we also have dim I(f) = 3.
5. The Hausdorff dimension of the hairs without endpoints
In this section we prove that J\C has Hausdorff dimension 1, thereby establishing the
analogue of Theorem C and thus completing the proof of Theorem 1.
The following lemma is standard [13, Lemma 4.8]. Here the open ball of radius r around
a point x ∈ Rn is denoted by B(x, r).
Lemma 5.1. Let K ⊂ Rn be bounded, R > 0 and r : K → (0, R]. Then there exists an at
most countable subset L of K such that B(x, r(x)) ∩ B(y, r(y)) = ∅ for x, y ∈ L, x 6= y,
and ⋃
x∈K
B(x, r(x)) ⊂
⋃
x∈L
B(x, 4r(x))
We shall deduce the following result from Lemma 5.1.
Lemma 5.2. Let K ⊂ Rn be bounded and let ρ > 1. Suppose that for all x ∈ K and
δ > 0 there exist r(x) ∈ (0, 1), d(x) ∈ (0, δ) and N(x) ∈ N satisfying N(x)d(x)ρ ≤ r(x)n
such that B(x, r(x)) ∩ K can be covered by N(x) sets of diameter at most d(x). Then
dimK ≤ ρ.
Proof. Choose R > 0 such that K ⊂ B(0, R) and let δ > 0. Since
K ⊂
⋃
x∈K
B
(
x, 1
4
r(x)
)
,
Lemma 5.1 yields the existence of an at most countable subset L of K such that
K ⊂
⋃
x∈L
B(x, r(x))
while
B
(
x, 1
4
r(x)
) ∩ B (y, 1
4
r(y)
)
= ∅ for x, y ∈ L, x 6= y.
For each x ∈ L, let A1(x), A2(x), . . . , AN(x)(x) be the sets of diameter at most d(x) which
cover B(x, r(x)) ∩K so that N(x)d(x)ρ ≤ r(x)n. Then
K ⊂
⋃
x∈L
N(x)⋃
j=1
Aj(x).
Now ∑
x∈L
N(x)∑
j=1
(diamAj(x))
ρ ≤
∑
x∈L
N(x)d(x)ρ ≤
∑
x∈L
r(x)n.
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Since r(x) ≤ δ we have B (x, 1
4
r(x)
) ≤ B (0, R + 1
4
δ
)
for all x ∈ L. Since the balls
B
(
x, 1
4
r(x)
)
, x ∈ L, are pairwise disjoint, this yields∑
x∈L
(
1
4
r(x)
)n ≤ (R + 1
4
δ
)n
.
We obtain ∑
x∈L
N(x)∑
j=1
(diamAj(x))
ρ ≤ (4R + δ)n.
Thus the ρ-dimensional Hausdorff measure of K is finite. In particular, dimK ≤ ρ. 
As in Karpin´ska’s paper [20] the key idea is to show that points in J\C escape to ∞
in a comparatively small region. To define such a region Ω, we consider the function
ψ : [1,∞)→ [1,∞), ψ(x) = exp
(√
log x
)
,
and put
Ω :=
{
(x1, x2, x3) ∈ R3 : x3 > max{1,M} and x21 + x22 < ψ(x3)2
}
.
It is not difficult to see that
(5.1) lim
x→∞
ψ(x)
xε
= 0 for ε > 0
and that
(5.2) lim
x→∞
Ek(t′)
ψ(Ek(t))
= 0 for 0 < t′ < t.
Lemma 5.3. If x ∈ J\C, then fk(x) ∈ Ω for all large k.
Proof. Let x = gs(t) where t > ts. Since f
k(x) = gσk(s)(E
k(t)) by (3.13) we have
(5.3) |fk(x)− (2sk,1, 2sk,2, Ek(t))| ≤ c9
by (3.14). Let now t′ ∈ (ts, t). Then
lim
k→∞
|sk|
Ek(t′)
= 0
by (3.3). Combining this with (5.2) yields
(5.4) lim
k→∞
|sk|
ψ (Ek(t))
= 0.
The conclusion now follows from (5.3) and (5.4). 
We define
J ′ :=
{
x ∈ J\C : fk(x) ∈ Ω for all k ≥ 0} .
We shall show that
(5.5) dim J ′ = 1.
Since
J\C =
⋃
k≥0
f−k(J ′)
by Lemma 5.3, since f is locally bilipschitz, and since bilipschitz maps preserve Hausdorff
dimension, it follows from (5.5) that dim(J\C) = 1 as claimed.
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It remains to prove (5.5). In order to do so, we apply Lemma 5.2 to a bounded subset
K of J ′, say K = B(0, R)∩ J ′ where R > 0. Fix ρ and δ and let x = gs(t) ∈ J ′. We want
to show that there exist r(x), d(x) and N(x) with the properties stated in the lemma.
For k ∈ N we put
Bk := B
(
fk(x), 1
4
Ek(t)
)
and note that (5.3) yields
J ′ ∩ Bk ⊂ Ω ∩Bk
⊂ {(y1, y2, y3) ∈ R3 : 12Ek(t) < y3 < 32Ek(t), y21 + y22 < ψ(y3)2}
⊂ [−ψ (3
2
Ek(t)
)
, ψ
(
3
2
Ek(t)
)]2 × [1
2
Ek(t), 3
2
Ek(t)
]
for large k. This implies that J ′ ∩Bk can be covered by Nk cubes of side length 1, where
(5.6) Nk ≤ 5ψ
(
3
2
Ek(t)
)2
Ek(t)
for large k. These cubes may be assumed to lie in H≥ 1
2
Ek(t). By (2.9) the preimage of
such a cube under f has diameter at most dk, where
(5.7) dk :=
2
√
3c4π
Ek(t)
.
Using (2.3) we see that the diameters of the preimage of these cubes under fk also do not
exceed dk.
Let B0 be the component of f
−k(Bk) that contains x; that is,
B0 = (L0 ◦ L1 ◦ . . . ◦ Lk−1)(Bk)
with Lj = Λ
sj as in section 3. The above reasoning shows that J ′ ∩ B0 can be covered
by Nk sets of diameter at most dk, where Nk and dk satisfy (5.6) and (5.7) if k is large.
In order to apply Lemma 5.2 we need to cover the intersection of J ′ with a ball around x
and thus we denote by rk the radius of the largest ball around x that is contained in B0.
We have to estimate rk from below. In order to do so, let y ∈ ∂B0 with |y − x| = rk.
Let γ0 be the straight line segment connecting x and y, put γj := f
j(γ0) for j = 1, 2, . . . , k
and Bj := f
j(B0) for j = 1, 2, . . . , k − 1. Then γk connects fk(x) to a point on ∂Bk and
hence
(5.8) length(γk) ≥ 14Ek(t).
It follows from (5.3) and the definition of Ω that
(5.9) Bk ⊂ B
(
0, 2Ek(t)
)
for large k. Since γk−1 = Lk−1(γk), we deduce from (2.6), (5.8) and (5.9) that
(5.10) length(γk−1) ≥ c3
2Ek(t)
length(γk) ≥ c3
8
.
Also, (2.9) implies that
diamBk−1 = diamLk−1(Bk) ≤ 2c4π
Ek(t)
diamBk = c4π,
which together with (5.3) yields
γk−1 ⊂ Bk−1 ⊂ B
(
0, 2Ek−1(t)
)
if k is sufficiently large. Repeating the argument used to obtain (5.10) we find that
length(γk−2) ≥ c3
2Ek−1(t)
length(γk−1).
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Induction shows that
length(γk−j) ≥
(c3
2
)j−1 1∏j−1
l=1 E
k−l(t)
c3
8
,
as long as k − j + 1 is large enough to guarantee that
Bk−j+1 ⊂ B
(
0, 2Ek−j+1(t)
)
.
We put τ := 1
2
c3 and deduce that there exist a positive constant κ such that
(5.11) rk = length(γ0) ≥ κ τ
k∏k−1
j=1 E
j(t)
.
For Nk, dk and rk satisfying (5.6), (5.7) and (5.11) and ρ > 1 we have
(5.12)
Nkd
ρ
k
r3k
≤ 5ψ
(
3
2
Ek(t)
)2 (
2
√
3c4π
)ρ
Ek(t)ρ−1κ3τ 3k
(
k−1∏
j=1
Ej(t)
)3
.
Using (5.1) and the fact that
lim
k→∞
∏k−1
j=1 E
j(t)
Ek(t)ε
= 0
for each ε > 0 it is not difficult to deduce that the right hand side of (5.12) tends to 0 as
k →∞. In particular, we have Nkdρk ≤ r3k for large values of k. Moreover, dk ∈ (0, δ) and
rk ∈ (0, 1) if k is large. We now take such a value of k and put N(x) := Nk, d(x) := dk
and r(x) := rk. Then the hypotheses of Lemma 5.2 are satisfied.
We conclude that dim(J ′ ∩ B(0, R)) ≤ ρ. With ρ → 1 and R → ∞ we obtain (5.5).
This completes the proof of Theorem 1.
6. Proof of Theorem 2
Let x ∈ J and put xk = (xk,1, xk,2, xk,3) := fk(x0) for k ≥ 0. We shall recursively
define a sequence (yk)k≥0 in R
3 \ J which has the following properties for certain positive
constants η and µ:
(i) yk,3 = xk,3,
(ii) |yk − xk| ≤ 4,
(iii) f(yk) ∈ H=M ,
(iv) f(yk−1) and yk can be connected by a curve γk ⊂ R3 \ (J ∪B(0, η|xk|)) with
length(γk) ≤ µ|xk|, provided k ≥ 1.
It is clear that we can choose y0 satisfying (i), (ii) and (iii). Suppose now that k ≥ 1
and that yk−1 has been defined. We put zk = (zk,1, zk,2, zk,3) := f(yk−1) and note that
zk,3 =M by (iii) and
|xk| − 2a ≤ exp(xk−1,3)− a = exp(yk−1,3)− a ≤ |zk| ≤ exp(xk−1,3) + a ≤ |xk|+ 2a
by (2.5). Now there exists rk = (rk,1, rk,2) ∈ S such that |(2rk,1, 2rk,2)− (zk,1, zk,2)| ≤ 4.
We put uk := (2rk,1 + 1, 2rk,2 + 1,M) and vk := (2rk,1 + 1, 2rk,2 + 1, xk,3). Then we have
|vk| ≥ |uk| ≥ max{M, |zk| − 6} ≥ max{M, |xk| − 6 − 2a} and thus for small η > 0 the
straight line segments [zk, uk] and [uk, vk] do not intersect B(0, η|xk|). Moreover, these
line segments are contained in R3 \ J . We also have
(6.1) length([zk, uk]) = |zk − uk| ≤ 6
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while
(6.2) length([uk, vk]) = xk,3 −M ≤ |xk|.
As before we put s = (sk)k≥0 := s(x) so that xk ∈ T (sk) for all k ≥ 0. We define
wk := (2sk,1 + 1, 2sk,2 + 1, xk,3). Then wk /∈ J ,
(6.3) |wk − xk| ≤ 4
and thus |wk| ≥ max{M, |xk|−4}. It is not difficult to see that vk and wk can be connected
by a curve
σk ⊂ H=xk,3 \ (J ∪ B(0,min{|vk|, |wk|}))
which satisfies
length(σk) ≤ 4 (|vk|+ |wk|+ 4) .
The lower bounds for |vk| and |wk| obtained above show that σk does not intersect the
ball B(0, η|xk|) if η is chosen small enough. We also have |wk| ≤ |xk|+ 4 and
|vk| ≤ |uk|+ xk,3 ≤ |zk|+ 6 + |xk| ≤ 2|xk|+ 6 + 2a.
Thus
(6.4) length(σk) ≤ 4 (3|xk|+ 14 + 2a) = 12|xk|+ 56 + 8a.
Finally we connect wk to xk by a straight line and denote by yk the point of the inter-
section of this line with ∂T (sk) which is closest to wk. Then yk satisfies (i), (ii) and (iii).
Clearly, the segment [wk, yk] does not intersect J and for small η it also does not intersect
B(0, η|xk|). The curve
γk := [zk, uk] ∪ [uk, vk] ∪ σk ∪ [wk, yk]
then connects zk = f(yk−1) with yk and (6.1), (6.2), (6.3) and (6.4) yield
length(γk) ≤ 13|xk|+ 66 + 8a.
Since xk ≥ M we deduce that length(γk) ≤ µ|xk| for some µ > 0. Moreover, it follows
from the definition of γk that γk ∈ R3 \ (J ∪B(0, η|xk|)) for some η > 0. Thus (iv) holds.
Let now (yk) and (γk) be the sequences constructed as above. We put
Γk := (L0 ◦ L1 ◦ · · · ◦ Lk−1)(γk)
where L0, L1, . . . , Lk−1 are as in section 3. From (2.7) we can deduce that
(6.5) length(Lk−1(γk)) ≤ c4 length(γk)
η|xk| ≤
c4µ
η
.
Combining (6.3) and (6.5) with (2.3) yields
dist(x,Γk) ≤ 4αk and length(Γk) ≤ c4µ
η
αk−1.
It follows that
Γ :=
∞⋃
k=1
Γk ∪ {x}
is a rectifiable curve with endpoints y0 and x which except for the point x is contained
in R3 \ J . Thus x is accessible from R3 \ J .
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7. Examples of Zorich maps
We consider Zorich maps F (x1, x2, x3) = e
x3h(x1, x2) for which there exists an annulus
A :=
{
(x1, x2) ∈ R2 : (s− δ)2 < x21 + x22 < (s+ δ)2
}
, 0 < δ < s < 1
4
,
such that if (x1, x2) = (r cosϕ, r sinϕ) ∈ A, then
h(r cosϕ, r sinϕ) =
(
R(r) cosΦ(ϕ), R(r) sinΦ(ϕ),
√
1− R(r)2
)
,
with certain increasing and continuously differentiable functions R : (s− δ, s+ δ)→ (0, 1)
and Φ : R → R such that Φ(ϕ + 2π) = Φ(ϕ) + 2π for ϕ ∈ R. We put t := R(s),
w := log(s/t) and a := s
√
1− t2/t− w.
Then
f(x1, x2, x3) = F (x1, x2, x3)− (0, 0, a) = ex3h(x1, x2)− (0, 0, a)
maps the circle
C(s, w) :=
{
(x1, x2, x3) ∈ R3 : x21 + x22 = s2, x3 = w
}
into itself. Now
∂f
∂r
(r cosϕ, r sinϕ, x3) = e
x3
(
R′(r) cosΦ(ϕ), R′(r) sinΦ(ϕ),
−R′(r)√
1−R(r)2
)
and hence
(7.1)
∣∣∣∣∂f∂r (s cosϕ, s sinϕ,w)
∣∣∣∣ = ewR′(s)
√
1 +
1
1− t2 =
s
t
R′(s)
√
2− t2
1− t2 .
Also,
∂f
∂x3
(r cosϕ, r sinϕ, x3) = e
x3h(r cosϕ, r sinϕ)
so that
(7.2)
∣∣∣∣ ∂f∂x3 (s cosϕ, s sinϕ,w)
∣∣∣∣ = ew = st .
We can choose s and R such that t = R(s) > 4s and
R′(s) <
t
4s
√
1− t2
2− t2 .
Then the right hand sides of both (7.1) and (7.2) are strictly less than 1
4
. This implies
that there exists ε > 0 such that if D := {x ∈ R3 : dist(x, C(s, w)) < ε}, then∣∣∣∣∂f∂r (x)
∣∣∣∣ ≤ 14 and
∣∣∣∣ ∂f∂x3 (x)
∣∣∣∣ ≤ 14
for x ∈ D. It follows that if x ∈ D and y ∈ C(s, w) such that |x− y| = dist(x, C(s, w)),
then |f(x)− f(y)| ≤ 1
2
|x− y|. Hence
dist(fk(x), C(s, w))→ 0
as k →∞ for all x ∈ D.
The simplest choice for the function Φ is Φ(ϕ) = ϕ. Then C(s, w) is a continuum which
consists of fixed points of f and attracts all points from a neighborhood of C(s, w).
We may also choose a function Φ which satisfies
Φ(ϕ) = ϕ+ ϕ3 sin
(
π
ϕ
)
for |ϕ| ≤ 1
5
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since then
Φ′(ϕ) = 1 + 3ϕ2 sin
(
π
ϕ
)
− ϕπ cos
(
π
ϕ
)
≥ 1− 3
25
− π
5
> 0 for |ϕ| ≤ 1
5
.
With ϕn := 1/n the points un := (s cosϕn, s sinϕn, w) are fixed points of f for n ≥ 5, and
since
Φ′(ϕn) = 1− (−1)nπ
n
for n ≥ 5
we see that un is an attracting fixed point of f if n ≥ 5 is even; that is, there exists a
neighborhood Un of un such that f
k(x) → un as k → ∞ for all x ∈ Un. Thus f has
infinitely many attracting fixed points. If n ≥ 5 is odd, then ϕn is a repelling fixed point
of Φ and thus un is a saddle point of f .
Quite generally, we can take a circle diffeomorphism Ψ and choose Φ such that the
restriction of f to C(s, w) is conjugate to Ψ.
We thus see that the dynamics of Zorich maps can be much more complicated than
those of exponential maps. Presumably Zorich maps can also have “strange attractors”.
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