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CUNTZ-KRIEGER TYPE UNIQUENESS THEOREM FOR
TOPOLOGICAL HIGHER-RANK GRAPH C∗-ALGEBRAS
SHINJI YAMASHITA
Abstract. We study Sims-Yeend’s product system C∗-algebras and topological higher-
rank graph C∗-algebras by Yeend. We give a relation between Katsura’s Cuntz-Pimsner
covariance and Sims-Yeend’s one by a direct approach and an explicit form of the core of
product system C∗-algebras. Finally, we prove Cuntz-Krieger type uniqueness theorem
for topological higher-rank graph C∗-algebras under a certain aperiodic condition.
1. Introduction
In 1980, Cuntz and Krieger introduced a class of C∗-algebras associated with Markov
shifts. These C∗-algebras of this class are generated by a family of non-zero partial
isometries with so-called Cuntz-Krieger relations. They showed if a 0-1 matrix which
gives a Markov shift satisfies condition (I), then a C∗-algebra generated by a family of
any non-zero isometries with the Cuntz-Krieger relation which comes from this Markov
shift is isomorphic to the universal one. It is now called Cuntz-Krieger uniqueness theorem
and this theorem plays a key role in analyzing structure of Cuntz-Krieger algebras. In
the proof of this theorem, we need a deep understanding of underlying dynamical systems
and covariant relations. Our main purpose in this paper is to show a kind of this theorem
for topological higher-rank graph C∗-algebras.
Since Cuntz and Krieger introduced C∗-algebras mentioned above, many authors con-
sidered various constructions motivated by Cuntz-Krieger algebras. In [13], Pimsner pro-
vided a class of C∗-algebras arising from full Hilbert C∗-bimodules with injective left
actions, and these C∗-algebras are now called Cuntz-Pimsner algebras. After Pimsner’s
work, several authors have challenged to remove some technical assumptions in the con-
struction of Cuntz-Pimsner algebras and tried to unify some constructions of C∗-algebras.
Along this line, Katsura introduced the notions of topological graphs and topological
graph C∗-algebras generalizing both graph C∗-algebras and homeomorphism C∗-algebras
[6]. In his subsequent papers, he studied relations between dynamical systems of topo-
logical graphs and properties of topological graph C∗-algebras. Furthermore he examined
that a class of topological graph C∗-algebras includes many C∗-algebras which were pre-
viously given by various ways. In particular, in [6], Katsura showed Cuntz-Krieger type
uniqueness theorem under an aperiodic condition which is called topological freeness. At
the same time, for a general Hilbert A-bimodule (it is also called a C∗-correspondence),
Katsura has proposed the appropriate analogue of the Cuntz-Pimsner algebra [7]. For a
full Hilbert A-bimodule with an injective left action, Katsura’s C∗-algebra coincides with
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Pimsner’s one. Katsura also investigated fundamental properties [7] and ideal structures
[8].
On the other hand, graph C∗-algebras were extended to higher dimension. Higher-rank
graphs and higher-rank graph C∗-algebras were defined by Kumjian and Pask [9]. Rae-
burn, Sims and Yeend removed some technical assumptions of the higher-rank graphs and
they called finitely aligned higher-rank graphs. Moreover they defined finitely aligned
higher-rank graph C∗-algebras and showed Cuntz-Krieger type uniqueness theorem for
finitely aligned higher-rank graph C∗-algebras [15], [16]. Using this theorem, Sims ana-
lyzed structure of gauge-invariant ideals of finitely aligned higher-rank graph C∗-algebras
[17]. Subsequently, as a unification of the topological graphs and the finitely aligned
higher-rank graphs, Yeend introduced the notion of topological higher-rank graphs and
using the groupoid construction [12], he defined topological higher-rank graph C∗-algebras
[20], [21].
As soon as Cuntz-Pimsner algebras were introduced, Fowler considered C∗-algebras
associated with product systems of Hilbert C∗-bimodules over quasi-lattice ordered groups
[3]. Unfortunately the Cuntz-Pimsner covariance of Fowler’s C∗-algebras does not match
with the corresponding covariances of Katsura’s C∗-correspondences and finitely aligned
higher-rank graph C∗-algebras. However, Sims-Yeend recently proposed a new Cuntz-
Pimsner covariance which succeeded to overcome this problem [18]. In [2], the authors
showed topological higher-rank graph C∗-algebras are able to be defined by using the
construction of the product system C∗-algebras or Cuntz-Nica-Pimsner algebras in the
sense of Sims-Yeend and a C∗-algebra by this construction is isomorphic to Yeend’s one.
As a remarkable result, Sims-Yeend showed the equivalence of Pimsner-Katsura’s covari-
ance and that of Sims-Yeend’s one by using gauge-invariant uniqueness theorem. However
there is a huge difference apparently between the notions of two covariances. In this pa-
per, we pay attention to Pimsner’s work in [13] and point out that there is a relation
with Sims-Yeend’s one. Then we establish a connection of two covariances by an analog
with Pimsner’s work. Moreover our treatment has an advantage that we can provide a
model of the core of Cuntz-Pimsner algebras and Cuntz-Nica-Pimsner algebras. This is
also applied to prove Cuntz-Krieger uniqueness theorem for topological higher-rank graph
C∗-algebras.
This paper is organized as follows. In Section 2, first we recall the definitions of Kat-
sura’s Cuntz-Pimsner algebras and Sims-Yeend’s product system C∗-algebras for the lat-
tice ordered group N⊕k. We also introduce a motivated theorem of this paper in Theorem
2.1 due to Pimsner. In Section 3, we shall show the equivalence of Katsura’s Cuntz-
Pimsner covariance defined in [7, Definition 3.4] and Sims-Yeend’s one over N and an
explicit form of the core of Cuntz-Pimsner algebras as a generalization of a part of Theo-
rem 2.1. In Section 4, we describe the core of product system C∗-algebras over N⊕k. This
is a higher-rank version of a part of Theorem 2.1. In Section 5, we recall the definition
of topological higher rank graphs and associated C∗-algebras, and we give the notion of
aperiodic condition in Definition 5.10. Finally we show Cuntz-Krieger type uniqueness
theorem under this aperiodic condition.
2. Notation and background
In this section, we recall Katsura’s Cuntz-Pimsner algebras and Sims-Yeend’s product
system C∗-algebras.
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2.1. Lattice ordered group N⊕k. We denote the set of natural numbers by N =
{0, 1, 2, · · · } and the integers by Z. We denote by T the group consisting of complex num-
bers whose absolute values are 1. Given a (semi)group P with identity and 1 ≤ k ≤ ∞,
we denote the direct sum of P by P⊕k = ⊕ki=1P , the direct product of P by P
k = Πki=1P ,
which have natural (semi)group structure. We consider N⊕k as an additive semigroup
with identity 0. For 1 ≤ k ≤ ∞, e1, · · · , ek are standard generators of N⊕k. We write
the i-th coordinate of m ∈ N⊕k by m(i). For m,n ∈ N
⊕k, we say m ≤ n if n(i) −m(i) is
a non-negative number for all 1 ≤ i ≤ k. Otherwise we write m 6≤ n. We say m < n if
m ≤ n and m 6= n. Then N⊕k is a lattice ordered group with a least upper bound m ∨ n
by (m ∨ n)(i) = max{m(i), n(i)} for 1 ≤ i ≤ k. For m,n ∈ N⊕k, define m ∧ n ∈ N⊕k by
(m ∧ n)(i) = min{m(i), n(i)}.
2.2. Hilbert C∗-bimodules. Next we shall recall the notion of Hilbert A-bimodules.
Let A be a C∗-algebra and Y be a right-Hilbert A-module with a right A-action Y ×
A ∋ (ξ, a) 7−→ ξa ∈ Y and an A-valued inner product 〈·, ·〉Y . We denote by L(Y ) the
C∗-algebra of the adjointable operators on Y . Given ξ, η ∈ Y , the rank-one operator
θξ,η ∈ L(Y ) is defined by θξ,η(ζ) = ξ〈η, ζ〉Y for ζ ∈ Y . The closure of the linear span
of rank-one operators is denoted by K(Y ). We say that Y is a Hilbert A-bimodule if
Y is a right-Hilbert A-module with a homomorphism φ : A −→ L(Y ). Then we can
define a left A-action on Y by aξ = φ(a)ξ for a ∈ A and ξ ∈ Y . We can see A itself
is a Hilbert A-bimodule with the multiplication from both sides. If we emphasize this
bimodule structure, we denote it by AAA. Let L : A ∋ a 7−→ La ∈ K(AAA) be a left
multiplication. Remark that L(AAA) is the multiplier C∗-algebra of A and K(AAA) = A.
For S ∈ K(AAA), there is a unique a ∈ A so that S = La.
Let A,B are C∗-algebras. Let Y be a right-Hilbert A-module and Y ′ be a right-Hilbert
B-module. Let φ : A −→ L(Y ′) be a left action of Y ′. A balanced tensor product Y ⊗φY ′
is a vector space spanned by ξ ⊗ η subject to ξa ⊗ η = ξ ⊗ φ(a)η for a ∈ A, ξ ∈ Y ,
η ∈ Y ′. Y ⊗φ Y
′ is also a right-Hilbert B-module: a right B-action (ξ ⊗ η)b = ξ ⊗ (ηb)
and a B-valued inner product 〈ξ1 ⊗ η1, ξ2 ⊗ η2〉Y⊗φY ′ = 〈η1, φ(〈ξ1, ξ2〉Y ′)η2〉Y . Similarly,
if Y is a Hilbert A-bimodule, then Y ⊗φ Y ′ has a left A-action. In particular, Y and Y ′
are Hilbert A-bimodules, then Y ⊗φ Y ′ is a Hilbert A-bimodule. For S ∈ L(Y ), we shall
define S ⊗φ 1Y ′ ∈ L(Y ⊗φ Y ′) so that (S ⊗φ 1Y ′)(ξ ⊗ η) = Sξ ⊗ η. If we do not need the
form of a left action φ, then we write Y ⊗A Y ′, S ⊗A 1 for Y ⊗φ Y ′, S ⊗φ 1.
2.3. Cuntz-Pimsner covariances and Cuntz-Pimsner algebras. We recall the def-
inition of Cuntz-Pimsner algebras. We follow Katsura’s definition. For a Hilbert A-
bimodule X and n ∈ N with a left action φ : A −→ L(X), we define a right-Hilbert
A-module X⊗n by X⊗0 = A, X⊗1 = X , and X⊗(n+1) = X ⊗A X⊗n for n ≥ 1. We denote
the A-valued inner product of X⊗n by 〈·, ·〉nA. Then X
⊗n is a Hilbert A-bimodule with a
left action φn : A −→ L(X⊗n) where φ0(a) = La, φ1(a) = φ(a) and φn+1(a) = φ(a)⊗1X⊗n
for n ≥ 1 and a ∈ A. Let X be a Hilbert A-bimodule with a left action φ and B be a
C∗-algebra. A pair consisting of a *-homomorphism π : A −→ B and a linear map
t : X −→ B is a representation of X to B if it satisfies t(ξ)∗t(η) = π(〈ξ, η〉) for ξ, η ∈ X
and π(a)t(ξ) = t(φ(a)ξ) for a ∈ A, η ∈ X . We denote by C∗(π, t) the C∗-algebra gener-
ated by the image of π and t in B. For a representation (π, t), we set t0 = π, t1 = t, and
for n = 2, 3, · · · , we define a linear map tn : X⊗n −→ B by tn(ξ ⊗ η) = t(ξ)tn−1(η) for
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ξ ∈ X , η ∈ X⊗n. Then (π, tn) is a representation of X⊗n and
C∗(π, t) = span{tn(ξ)tm(η)
∗ | ξ ∈ X⊗n, η ∈ X⊗m, n,m ∈ N}.
For a representation (π, t) of a Hilbert A-bimodule X , we define a *-homomorphism
t(n) : K(X⊗n) −→ C∗(π, t) by t(n)(θξ,η) = tn(ξ)tn(η)∗. Define an ideal JX of A by
JX = φ
−1(K(X)) ∩ (ker φ)⊥ = {a ∈ A|φ(a) ∈ K(X) and ab = 0 for all b ∈ ker φ}. A
representation (π, t) is said to be Cuntz-Pimsner covariant if we have π(a) = t(1)(φ(a))
for a ∈ JX . We denote the universal Cuntz-Pimsner covariant representation by (πX , tX).
We define the C∗-algebra OX by OX = C∗(πX , tX).
For a representation (π, t), define C∗(π, t)core = span{tn(ξ)tn(η)∗ | n ∈ N, ξ, η ∈ X⊗n}.
The C∗-subalgebra C∗(π, t)core of C∗(π, t) is called the core of C∗(π, t). For n ∈ N, we
define a C∗-subalgebra C ′n of L(X
⊗n) by C ′n = span{Sp⊗A 1n−p | Sp ∈ K(Xp), 0 ≤ p ≤ n}
where 1q = 1X⊗q for q ∈ N. For n ≤ m, we define a map j
′
m,n : K(X
⊗n) −→ L(X⊗m) by
j′m,n(x) = x ⊗A 1m−n. If we assume φ is injective, so is j
′
m,n. For each n ∈ N, we define
a correspondence κ
′(pi,t)
n : C ′n −→ C
∗(π, t)core by κ
′(pi,t)
n (
∑
p≤n Sp ⊗A 1n−p) =
∑
p≤n t
(p)(Sp).
We do not know whether κ
′(pi,t)
n is well-defined or not a priori. But in [13, Proposition
3.11], Pimsner showed that κ
′(pi,t)
n is well-defined for each n ∈ N if and only if (π, t) is a
Cuntz-Pimsner covariant representation (see also [4, Corollary 4.8]).
Theorem 2.1 (Pimsner). Let X be a Hilbert A-bimodule with an injective left action
φ and (π, t) be a representation. Then (π, t) is a Cuntz-Pimsner covariant representation
if and only if for each n ∈ N, κ′(pi,t)n is a well-defined *-homomorphism. Moreover if π is
injective, then so is κ
′(pi,t)
n and
κ′(pi,t) := lim−→
n∈N
κ′(pi,t)n : lim−→
n∈N
C ′n −→ C
∗(π, t)core
is isometry.
The aim of Section 3 and Section 4 in this paper is to show that Sims-Yeend’s definition
of covariances of a product system C∗-algebra can be seen a variant of the well-definedness
of κ
(pi,t)
n and to establish an extension of Theorem 2.1.
2.4. Cuntz-Nica-Pimsner covariances and Cuntz-Nica-Pimsner C∗-algebras. In
this paper we treat product system C∗-algebras over N⊕k, so we consult [18] for product
system C∗-algebras over general quasi-lattice ordered groups. Let A be a C∗-algebra.
A product system X over N⊕k of Hilbert A-bimodules is a semigroup with an operation
X ×X ∋ (ξ, η) 7−→ ξη ∈ X fibred by N⊕k so that each fibre Xn is a Hilbert A-bimodule
with an A-valued inner product 〈·, ·〉nA and a left action φn such that (1) the identity
fibre X0 is equal to the bimodule AAA; (2) for each m,n ∈ N⊕k \ {0}, the bilinear map
Mm,n : Xm ⊗A Xn −→ Xm+n so that Mm,n(ξ ⊗ η) = ξη is isomorphic ; (3) for a ∈ A,
ξ ∈ Xn, aξ and ξa coincide with the left action and right action on Xn respectively.
Let B be a C∗-algebra and X be a product system over N⊕k. Let ψ : X −→ B is a map
and ψn = ψ|Xn for n ∈ N
⊕k. We say ψ is a representation ofX to B if (1) for each n ∈ N⊕k,
(ψ0, ψn) is a representation of a Hilbert A-bimodule Xn; (2) ψm(ξ)ψn(η) = ψm+n(ξη) for
m,n ∈ N⊕k and ξ ∈ Xm, η ∈ Xn. Define ψ(n) : K(Xn) −→ B by ψ(n)(θξ,η) = ψn(ξ)ψn(η)∗.
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Next, let us recall the notion of a Nica covariance. For S ∈ K(Xn) and n ≤ m ∈ N⊕k,
define a *-homomorphism ιmn : K(Xn) −→ L(Xm) by
ιmn (S) =


Mn,m−n ◦ (S ⊗A 1m−n) ◦M
−1
n,m−n if 0 < n < m
φm(a) if n = 0, S = La ∈ K(X0) for some a ∈ A
S if m = n
where 1p := 1Xp for p ∈ N
⊕k. We say that X is compactly aligned if for all m,n ∈
N
⊕k, S1 ∈ K(Xm) and S2 ∈ K(Xn), we have ιm∨nm (S1)ι
m∨n
n (S2) ∈ K(Xm∨n). When a
product system X is compactly aligned, we say that ψ is a Nica covariant representation
if for all m,n ∈ N⊕k, S1 ∈ K(Xm) and S2 ∈ K(Xn), the equation ψ(m)(S1)ψ(n)(S2) =
ψ(m∨n)(ιm∨nm (S1)ι
m∨n
n (S2)) holds. For a Nica covariance ψ : X −→ B, define C
∗(ψ) =
span{ψm(ξ)ψn(η)∗|m,n ∈ N⊕k, ξ ∈ Xm, η ∈ Xn} and C∗(ψ)core = span{ψn(ξ)ψn(η)∗|n ∈
N
⊕k, ξ, η ∈ Xn}. We call C∗(ψ)core the core of C∗(ψ). By [3, Proposition 5.10], if X
is compactly aligned, then C∗(ψ) and C∗(ψ)core are C∗-subalgebras of B. In [3], it is
shown that there exist a C∗-algebra Tcov(X) and a Nica covariant representation iX of
X to Tcov(X) which is the universal one in the sense that (1) Tcov(X) is generated by
{iX(ξ)|ξ ∈ X}; (2) if ψ is any Nica covariant representation of X to a C∗-algebra B then
there is a unique homomorphism ψ∗ : Tcov(X) −→ B such that ψ∗ ◦ iX = ψ.
Let us recall the notion of a Cuntz-Nica-Pimsner covariant representation. For a right-
Hilbert A-module Y and an ideal I of A, set Y I = {ξ ∈ Y | 〈ξ, ξ〉Y ∈ I}. For n ∈ N⊕k,
define an ideal of A by
In =
{
A if n = 0⋂
0<m≤n ker φm if n 6= 0.
For p, n ∈ N⊕k with p ≤ n, define a *-homomorphism ι˜np : K(Xp) −→
⊕
0≤q≤n L(XqIn−q)
by
ι˜np (S) =
⊕
p≤q≤n
(
ιqp(S)|XqIn−q
)
⊕
⊕
0≤q≤n,p 6≤q
(
0|XqIn−q
)
∈
⊕
0≤q≤n
L(XqIn−q)
We say that a statement P (q) indexed by q ∈ N⊕k is true for large q if for every n ∈ N⊕k,
there exists m ∈ N⊕k such that n ≤ m and P (q) holds for m ≤ q. We say that a
Nica covariant representation ψ is a Cuntz-Nica-Pimsner covariant (or CNP-covariant)
representation if∑
p∈F
ψ(p)(Sp) = 0 whenever F ⊂ N
⊕k is finite, Sp ∈ K(Xp) for each p ∈ F, and
∑
p∈F
ι˜qp(Sp) = 0 for large q.
Let iX be the universal Nica covariant representation and denote by I an ideal of Tcov(X)
generated by{∑
p∈F
ψ(p)(Sp)
∣∣∣F ⊂ N⊕k is finite, Sp ∈ K(Xp) for each p ∈ F, and
∑
p∈F
ι˜qp(Sp) = 0 for large q
}
.
Define NOX = Tcov(X)/I and let qX be the quotient map qX : Tcov(X) −→ NOX .
We call NOX the Cuntz-Nica-Pimsner algebra of X . Let jX : X −→ NOX be the
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composition map jX = qX ◦ iX . Then jX is the universal CNP-representation in the sense
that if ψ : X −→ B is a CNP-covariant representation of X , then there is a unique
homomorphism Πψ : NOX −→ B such that ψ = Πψ ◦ jX . If we assume a product system
X is fibred by N⊕k, then it was shown in [18] that jX is injective. We shall rewrite these
definitions in the style of Theorem 2.1.
For any n ∈ N⊕k, set
Cn = span{ι˜
n
p (Sp) | 0 ≤ p ≤ n, Sp ∈ K(Xp)} ⊂
⊕
0≤p≤n
L(XpIn−p).
Then the multiplication is closed in Cn since ι˜
n
p (Sp)ι˜
n
q (Sq) = ι˜
n
p∨q(ι
p∨q
p (Sp)ι
p∨q
q (Sq)).
Proposition 2.2. For each n ∈ N⊕k, Cn is a C
∗-subalgebra of
⊕
0≤p≤nL(XpIn−p).
Proof. For a finite subset F ⊂ N⊕k, define BF = span(ι˜np (Sp) |p ∈ F, Sp ∈ K(Xp)}.
For p, q ∈ N⊕k with p, q ≤ n, we define d(p, q) =
∑k
l=1 |p(l) − q(l)|. Set Fi = {p ∈
N
⊕k | p ≤ n, d(n, p) = i} and F≤i = {p ∈ N⊕k | p ≤ n, d(n, p) ≤ i}. Then we have
p ∨ q ∈ F≤i for p ≤ n and q ∈ F≤i. Fix a finite set F ⊂ Fi and set G = F ∪ F≤i−1.
First we remark that BF≤0 = B{n} = ι˜
n
n(K(Xn)) is a C
∗-subalgebra of
⊕
0≤p≤nL(XpIn−p).
Suppose BG is a C
∗-subalgebra of
⊕
0≤p≤nL(XpIn−p). Take p ∈ Fi with p /∈ G. Then
B{p}∪G = ι˜
n
p (K(Xp)) +BG is a C
∗-subalgebra of
⊕
0≤p≤nL(XpIn−p) because
ι˜np (K(Xp))BG ⊂ BF≤(i−1) ⊂ BG, BGι˜
n
p (K(Xp)) ⊂ BF≤(i−1) ⊂ BG.
Repeating this, we obtain that Cn = B≤n is a C
∗-subalgebra of
⊕
0≤p≤nL(XpIn−p). 
3. Katsura’s Cuntz-Pimsner covariances and CNP-covariances
In this section, we consider product systems over N or Hilbert C∗-bimodules and as-
sociated C∗-algebras. In this case, we shall show that a representation is Cuntz-Pimsner
covariant if and only if it is CNP-covariant by a direct approach. This equivalence has
been shown in [18, Proposition 5.3 (2)] by using gauge-invariant uniqueness theorem.
However we can show it without using gauge-invariant uniqueness theorem. Moreover we
give an extension of Theorem 2.1.
We prepare some notations (for detail, see [4, Section 2] and [8, Section 1]). Let I be an
ideal of A and Y be a right-Hilbert A-module. We denote by YI the quotient space Y/Y I.
The quotient maps A −→ A/I and Y −→ YI are denoted by the same notation [·]I .
The space YI has an A/I-valued inner product 〈·, ·〉YI and a right action of A/I so that
〈[ξ]I , [η]I〉YI = [〈ξ, η〉Y ]I and [ξ]I [a]I = [ξa]I for ξ, η ∈ Y and a ∈ A. Since S(Y I) ⊂ Y I
for S ∈ L(Y ), we can define [·]I : L(Y ) −→ L(YI) so that [S]I [ξ]I = [Sξ]I for ξ ∈ Y .
Lemma 3.1. Let A,B be C∗-algebras. Let X be a right-Hilbert A-module, Y be a
right-Hilbert B-module and φ : A −→ L(Y ) be a *-homomorphism. Then we have
‖S ⊗φ 1Y ‖ = ‖[S]kerφ‖.
Proof. Let π : A −→ A/ kerφ be the quotient map. Let φ : A/ kerφ −→ L(Y ) be an
injective *-homomorphism such that φ = φ ◦ π. We want to define Φ : X ⊗φ Y −→
Xkerφ ⊗φ Y so that Φ
(∑n
i=1 ξi ⊗ ηi
)
=
∑n
i=1[ξi]kerφ ⊗ ηi. We fix elements ξ1, · · · , ξn ∈ X
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and η1, · · · , ηn ∈ Y . Then〈 n∑
i=1
[ξi]kerφ ⊗ ηi,
n∑
j=1
[ξj]kerφ ⊗ ηj
〉
XI⊗φY
=
∑
i,j
〈ηi, φ(〈[ξi]kerφ, [ξj]kerφ〉A/kerφ)ηj〉Y
=
∑
i,j
〈ηi, φ(〈ξi, ξj〉A)ηj〉Y
=
〈 n∑
i=1
ξi ⊗ ηi,
n∑
j=1
ξj ⊗ ηj
〉
X⊗φY
Hence Φ can be extended on the whole X⊗φY and this induces an isomorphism X⊗φY ∼=
Xkerφ⊗φ Y . Furthermore we have Φ ◦ (S⊗ 1Y ) = ([S]kerφ⊗φ 1Y ) ◦Φ. Since φ is injective,
we obtain ‖S ⊗φ 1Y ‖ = ‖[S]kerφ ⊗φ 1Y ‖ = ‖[S]kerφ‖. 
Lemma 3.2. Let I be an ideal of A and X be a right-Hilbert A-module. If S ∈ L(X)
satisfies [S]I = 0 and S|XI = 0, then S = 0.
Proof. [S]I = 0 implies 〈ξ, Sη〉 ∈ I for any ξ, η ∈ X . For an approximate unit {hλ}λ of I,
we have 〈ξ, Sη〉 = limλ〈ξ, Sη〉hλ = limλ〈ξ, S(ηhλ)〉 = 0 since we assume S|XI = 0. 
Proposition 3.3. Let X be a product system over N. For n ≤ m ∈ N, define jm,n :
Cn −→ Cm by
jm,n
(∑
p≤n
ι˜np (Sp)
)
=
∑
p≤n
ι˜mp (Sp).
Then jm,n is a well-defined injective *-homomorphism.
Proof. We enough to show for m = n + 1. For q ≤ n,∑
p≤n
ιqp(Sp)|XqIn−q = 0 =⇒
∑
p≤n
ιqp(Sp)
∣∣∣
XqIn+1−q
= 0
since In+1−q ⊂ In−q. Moreover∑
p≤n
ιnp (Sp) = 0 =⇒
∑
p≤n
ιnp (Sp)
∣∣∣
XnI1
= 0,
∑
p≤n
ιn+1p (Sp) = 0.
This implies that jn+1,n is well-defined.
Next we suppose ∑
p≤n
ι˜n+1p (Sp) =
∑
p≤n
j˜n+1,n
(∑
p≤n
ι˜np (Sp)
)
= 0.
By using Lemma 3.1, we have∥∥∥[∑
p≤n
ιnp (Sp)
]
kerφ
∥∥∥ = ∥∥∥(∑
p≤n
ιnp (Sp)
)
⊗φ 1X
∥∥∥ = ∥∥∥∑
p≤n
ιn+1p (Sp)
∥∥∥ = 0.
Since
[∑
p≤n ι
n
p (Sp)
]
kerφ
= 0 and
∑
p≤n ι
n
p (Sp)|X⊗nI1 = 0, we have
∑
p≤n ι
n
p (Sp) = 0 by
using Lemma 3.2. Therefore we obtain
∑
p≤n ι˜
n
p (Sp) = 0. 
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Remark 3.4. For a product system X over N⊕k with k ≥ 2, jm,n is not well-defined in
general. This happens because, for example,
ιn−e2p (Sp)|Xn−e2Ie2 = 0 =⇒ ι
n−e2+e1
p (Sp)|Xn−e2+e1Ie2 = 0
does not hold for e2 ≤ n, p ≤ n and Sp ∈ K(Xp).
Let ψ be a representation of a product system X over N. For n ∈ N, we define a
correspondence κψn : Cn −→ C
∗(ψ)core by
κψn
(∑
p≤n
ι˜np (Sp)
)
=
∑
p≤n
ψ(p)(Sp).
We say a representation (π, t) of a Hilbert A-bimodule X is CNP-covariant if the rep-
resentation from (π, t) of the product system over N defined from X is CNP-covariant.
Proposition 3.5. Let X be a Hilbert A-bimodule with a left action φ. Then (π, t)
is a CNP-covariant representation if and only if for any n ∈ N, κ(pi,t)n is a well-defined
*-homomorphism.
Proof. Let (π, t) be a CNP-covariant representation. Suppose
∑
p≤n ι˜
n
p (Sp) = 0 where
Sp ∈ K(Xp) for 0 ≤ p ≤ n. Then for any m ∈ N⊕k with n ≤ m, we have∑
p≤n
ι˜mp (Sp) = jm,n
(∑
p≤n
ι˜np (Sp)
)
= 0.
Since (π, t) is CNP-covariant, we get
∑
p≤n t
(p)(Sp) = 0. Hence κ
(pi,t)
n is well-defined.
Conversely, we assume that for each n ∈ N, κ(pi,t)n is a well-defined *-homomorphism.
Then for any finite set F ⊂ N and we suppose
∑
p∈F ι˜
q
p(Sp) = 0 for large q. Set n0 = ∨F .
Then there exists n ∈ N such that n0 ≤ n and
∑
p∈F ι˜
n
p (Sp) = 0. If we put Sp = 0
for p /∈ F with p ≤ n, then we have
∑
p≤n ι˜
n
p (Sp) = 0. Since we assume that κ
(pi,t)
n is
well-defined, we obtain
∑
p∈F t
(p)(Sp) = 0. 
Lemma 3.6. Let X be a Hilbert A-bimodule with a left action φ and (π, t) be a Cuntz-
Pimsner representation. For any S ∈ K(X⊗nJX), we have t(n)(S) = t(n+1)(S ⊗A 1).
Proof. We enough to show for S = θξa,η where ξ, η ∈ X⊗n and a ∈ JX . First, if we
represent φ(a) =
∑∞
j=1 θξi,ηi (in the sense of norm convergence) for any a ∈ φ
−1(K(X)),
then we can check
θξa,η ⊗A 1 =
∞∑
i=1
θξ⊗ξi,η⊗ηi
for any ξ, η ∈ X⊗n. For a ∈ JX ,
t(n+1)(θξa,η ⊗A 1) =
∞∑
i=1
tn+1(θξ⊗ξi,η⊗ηi) =
∞∑
i=1
tn(ξ)t1(ξi)t1(ηi)
∗tn(η)
∗
= tn(ξ)t
(1)(φ(a))tn(η)
∗ = tn(ξ)π(a)tn(η)
∗ = tn(ξa)tn(η)
∗ = t(n)(θξa,η).

Lemma 3.7. Let X be a Hilbert A-bimodule with a left action φ and n ∈ N. Suppose
S ∈ L(X⊗n) satisfies S ⊗A 1 ∈ K(X⊗(n+1)) and S|X⊗n kerφ = 0, then S ∈ K(X
⊗nJX).
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Proof. We enough to show 〈ξ, Sη〉nA ∈ JX for ξ, η ∈ X
⊗n. From the assumption S ⊗A 1 ∈
K(X⊗(n+1)), we have 〈ξ, Sη〉nA ∈ φ
−1(K(X)) for ξ, η ∈ X⊗n. For any b ∈ ker φ,
〈ξ, Sη〉nAb = 〈ξ, S(ηb)〉
n
A = 0
since S|X⊗n kerφ = 0. This says that 〈ξ, Sη〉
n
A ∈ (ker φ)
⊥. Hence we obtain 〈ξ, Sη〉nA ∈
JX . 
Proposition 3.8. Let X be a Hilbert A-bimodule with a left action φ and (π, t) be
a representation of X . Then (π, t) is Cuntz-Pimsner covariant if and only if (π, t) is
CNP-covariant.
Proof. In [18], it has shown that if (π, t) is CNP-covariant, then this is Cuntz-Pimsner
covariant. Conversely, we suppose that (π, t) is Cuntz-Pimsner covariant. We have to
show that
∑
p≤n ι˜
n
p (Sp) = 0 implies
∑
p≤n t
(p)(Sp) = 0. We can suppose S0 = La for some
a ∈ A. The equation
∑
p≤n ι˜
n
p (Sp) = 0 implies a ∈ (kerφ)
⊥ and the following equations:(
φm(a) +
∑
1≤p≤m
ιmp (Sp)
)∣∣∣
X⊗m kerφ
= 0 (1 ≤ m ≤ n− 1), φn(a) +
∑
1≤p≤n
ιnp (Sp) = 0.
Since (
φn−1(a) +
n−1∑
p=1
ιn−1p (Sp)
)
⊗A 1 = φn(a) +
n−1∑
p=1
ιnp (Sp) = −Sn ∈ K(X
⊗n)
and
(
φn−1(a) +
∑n−1
p=1 ι
n−1
p (Sp)
)∣∣∣
X⊗(n−1) kerφ
= 0, we get
φn−1(a) +
n−1∑
p=1
ιn−1p (Sp) ∈ K(X
⊗(n−1)JX)
by using Lemma 3.7. Repeating this inductively, for 1 ≤ m ≤ n− 1, we obtain
S˜m := φm(a) +
m∑
p=1
ιmp (Sp) ∈ K(X
⊗mJX)
and a ∈ JX . Since we assume that (π, t) is Cuntz-Pimsner covariant, for S˜1 ∈ K(XJX),
π(a) + t(1)(S1) = t
(1)(S˜1) = t
(2)(S˜1 ⊗A 1).
In the last part, we used Lemma 3.6. Since S˜2 = S˜1 ⊗A 1 + S2 ∈ K(X⊗2JX), we get
π(a)+ t(1)(S1)+ t
(2)(S2) = t
(2)(S˜2) = t
(3)(S˜2⊗A 1) by the similar way as above. Repeating
this, we get π(a) +
∑
1≤p≤n−1 t
(p)(Sp) = t
(n)(S˜n−1 ⊗A 1). Since S˜n−1 ⊗A 1 + Sn = 0, we
conclude ψ0(a) +
∑
1≤p≤n t
(p)(Sp) = 0. 
From Proposition 3.5 and Proposition 3.8, we get the following statement.
Theorem 3.9. Let (π, t) be a representation of a Hilbert A-bimodule. Then the following
statement is equivalent:
(1) (π, t) is Cuntz-Pimsner covariant;
(2) κ
(pi,t)
n is well-defined *-homomorphism for each n ∈ N;
(3) (π, t) is CNP-representation.
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Theorem 3.10. Let X be a Hilbert A-bimodule and (π, t) be a Cuntz-Pimsner covariant.
Then if π is injective, then so is κ
(pi,t)
n for any n ∈ N. Moreover
κ(pi,t) := lim−→
n∈N
κ(pi,t)n : lim−→
n∈N
Cn −→ C
∗(π, t)core
is isometry.
Proof. The injectivity will be proved in Proposition 4.6. We can easily check that κ
(pi,t)
m ◦
jm,n = κ
(pi,t)
n for n ≤ m ∈ N. Hence we have done. 
Remark 3.11. We shall note that our explicit form of the core will be very useful to study
the properties of the core and Cuntz-Pimsner algebras, relations to dynamical system.
On the other hand, in [6, Proposition 4.4] and [7, Proposition 6.3], Katsura showed our
Corollary 4.11 for Cuntz-Pimsner algebras. However, Katsura did not give an explicit
form of the core like Theorem 2.1 or Theorem 3.10. Instead, he used exact sequences of
subalgebras of the core and five-lemma.
4. On the core of Cuntz-Nica-Pimsner algebras
In this section, we give an explicit form of the core of Cuntz-Nica-Pimsner algebras of
product systems over N⊕k. This is a higher-rank version of Theorem 2.1. More precisely,
for an injective CNP-covariant representation ψ of a product system X over N⊕k, we shall
describe the core C∗(ψ)core of C∗(ψ) as an inductive limit C∗-algebra without using a
representation ψ. This means that the structure of the core is independent of the choice
of injective CNP-covariant representations. We note that Lemma 4.3 and Proposition 4.6
were also proved in [2, Section 3], however for the sake of completeness, we give proofs.
Definition 4.1. For n ∈ N⊕k, we define a C∗-algebra by
C˜n =
{(∑
p≤n
ι˜qp(Sp)
)
{q:n≤q}
∈
∏
n≤q
Cq
∣∣∣ p ≤ n, Sp ∈ K(Xp)}.
For n ≤ m, define a *-homomorphism j˜m,n : C˜n −→ C˜m by
j˜m,n
((∑
p≤n
ι˜qp(Sp)
)
{q:n≤q}
)
=
(∑
p≤n
ι˜qp(Sp)
)
{q:m≤q}
We will show that j˜m,n is injective in Corollary 4.9.
Definition 4.2. Define κ˜ψn : C˜n −→ C
∗(ψ)core by
κ˜ψn : C˜n ∋
(∑
p≤n
ι˜qp(Sp)
)
{q:n≤q}
7−→
∑
p≤n
ψ(p)(Sp) ∈ C
∗(ψ)core.
Then κ˜ψn is well-defined by the notion of the CNP-covariant representation. If ψ is
injective, then so is κ˜ψn .
Lemma 4.3. Let X be a compactly aligned product system of Hilbert A-bimodules over
N
⊕k, and ψ be a Nica covariant representation of X . Take n,m ∈ N⊕k such that m 6≤ n.
For ξ ∈ Xm and η ∈ XnI(m∨n)−n, we have ψm(ξ)
∗ψn(η) = 0.
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Proof. For any ξ1, ξ2 ∈ Xm, η1 ∈ XnI(m∨n)−n, η2 ∈ Xn,
ψm(ξ2)ψm(ξ1)
∗ψn(η1)ψn(η2)
∗ = ψ(m)(θξ2,ξ1)ψ
(n)(θη1,η2) = ψ
(m∨n)(ιm∨nm (θξ2,ξ1)ι
m∨n
n (θη1,η2)).
Since η1 ∈ XnI(m∨n)−n and (m ∨ n)− n 6= 0, ιm∨nn (θη1,η2)(ζ1ζ2) = (η1〈η2, ζ1〉
n
A)ζ2 holds for
ζ1 ∈ Xn, ζ2 ∈ X(m∨n)−n. Hence ι
m∨n
n (θη1,η2) = 0. This implies ψm(ξ2)ψm(ξ1)
∗ψn(η1)ψn(η2)
∗ =
0. Moreover for any ξ3 ∈ Xm and η3 ∈ Xn,
0 = ψm(ξ3)
∗ψm(ξ2)ψm(ξ1)
∗ψn(η1)ψn(η2)
∗ψn(η3) = ψm(ξ1〈ξ2, ξ3〉
m
A )
∗ψn(η1〈η2, η3〉
n
A)
holds. Since the linear span of elements in the form ξ1〈ξ2, ξ3〉 is dense in any right-Hilbert
module, we finished. 
Lemma 4.4. Let X be a compactly aligned product system of Hilbert A-bimodules over
N
⊕k, and ψ be a Nica covariant representation of X . For 0 ≤ m ≤ n, 0 ≤ p ≤ n with
p 6≤ m, S ∈ K(Xp), ξ1, ξ2 ∈ XmIn−m, we have ψm(ξ1)∗ψ(p)(S)ψm(ξ2) = 0.
Proof. This follows from ψm(ξ1)
∗ψ(p)(θη1,η2)ψm(ξ2) = ψm(ξ1)
∗ψp(η1)ψp(η2)
∗ψm(ξ2) = 0
(η1, η2 ∈ Xp) by Lemma 4.3 
Lemma 4.5. Let X be a product system of Hilbert A-bimodules over N⊕k, and ψ be
a representation of X . Suppose p ≤ m in N⊕k. Then we have ψm(ξ1)∗ψ(p)(S)ψm(ξ2) =
ψ0(〈ξ1, ι
m
p (S)ξ2〉
m
A ).
Proof.
ψm(ξ1)
∗ψ(p)(S)ψm(ξ2) = ψm(ξ1)
∗ψm(ι
m
p (S)ξ2) = ψ0(〈ξ1, ι
m
p (S)ξ2〉
m
A ).

Proposition 4.6. Let X be a compactly aligned product system of Hilbert A-bimodules
over N⊕k, and ψ be a Nica covariant representation of X . Fix n ∈ N⊕k. For l ≤ m ∈ N⊕k
with n ≤ m, ξ1, ξ2 ∈ XlIm−l, we have
ψl(ξ1)
∗
(∑
p≤n
ψ(p)(Sp)
)
ψl(ξ2) = ψ0
(
〈ξ1,
∑
p≤n, p≤l
ιlp(Sp)ξ2〉
m
A
)
where Sp ∈ K(Xp) for each 0 ≤ p ≤ n. In particular, if ψ is injective and
∑
p≤n ψ
(p)(Sp) =
0, then we have
∑
p≤n ι˜
m
p (Sp) = 0 for all n ≤ m.
Proof. By Lemma 4.4 and 4.5, we get
ψl(ξ1)
∗
(∑
p≤n
ψ(p)(Sp)
)
ψl(ξ2) = ψl(ξ1)
∗
(∑
p≤m
ψ(p)(Sp)
)
ψl(ξ2) = ψ0
(
〈ξ1,
∑
p≤n,p≤l
ιlp(Sp)ξ2〉
l
A
)
for l ∈ N⊕k with l ≤ m and ξ1, ξ2 ∈ XlIm−l. If we suppose that ψ is injective and∑
p≤n ψ
(p)(Sp) = 0, then we have 〈ξ1,
∑
p≤n,p≤l ι
l
p(Sp)ξ2〉
l
A = 0. This implies
∑
p≤n,p≤l ι
l
p(Sp)|XlIm−l =
0. 
From the previous proposition, we obtain the following corollary.
Corollary 4.7. LetX be a compactly aligned product system of Hilbert A-bimodules over
N
⊕k, and ψ be an injective CNP-covariant representation of X . Then for each n ∈ N⊕k
the *-homomorphism κ˜ψn : C˜n −→ C
∗(ψ)core is injective.
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Proposition 4.8. Let X be a compactly aligned product system of Hilbert A-bimodules
over N⊕k. Take Sp ∈ K(Xp) for p ≤ n. Then we have∑
p≤n
ι˜mp (Sp) = 0 =⇒
∑
p≤n
ι˜np (Sp) = 0
for m ∈ N⊕k with n ≤ m.
Proof. We enough to show for m = n + ei. Suppose∑
p≤n
ι˜n+eip (Sp) = 0.
Then we have
∑
p≤n ι
n
p (Sp)|Xn kerφei = 0 and
∑
p≤n ι
n+ei
p (Sp) = 0. The latter equation
says that
∑
p≤n ι
n
p (Sp)⊗φei 1Xei = 0. By Lemma 3.1, we get
[∑
p≤n ι
n
p (Sp)
]
kerφei
= 0. By
Lemma 3.2, we obtain
∑
p≤n ι
n
p (Sp) = 0. Next, for m < n, we shall show∑
p≤m
ιmp (Sp)
∣∣∣
XmIn−m
= 0.
Thanks to [18, Lemma 3.15], φ˜n−m+ei := ι˜
n−m+ei
0 : A −→
⊕
0≤q≤n+m−ei
L(XqIn−m+ei−q) is
injective. So we shall prove(∑
p≤m
ιmp (Sp)
∣∣∣
XmIn−m
)
⊗φ˜n−m+ei
1⊕
q≤n+m−ei
XqIn−m+ei−q
= 0.
To prove this, we shall show(∑
p≤m
ιmp (Sp)
∣∣∣
XmIn−m
)
⊗φq 1XqI(n−m+ei)−q = 0.
for q ≤ n−m+ ei. We shall consider the following three cases for q.
Case.1 q 6= 0 and q ≤ n−m: Since XmIn−m⊗φq XqI(n−m+ei)−q = {0} by the definition
of In−m, we have (∑
p≤m
ιmp (Sp)
∣∣∣
XmIn−m
)
⊗φq 1XqI(n−m+ei)−q = 0.
Case.2 q = 0: Remark that XmIn−m ⊗φ0 In−m+ei = XmIn−m+ei and we now assume∑
p≤m
ιmp (Sp)
∣∣∣
XmIn−m+ei
= 0.
From these, we obtain (∑
p≤m
ιmp (Sp)
∣∣∣
XmIn−m
)
⊗φ0 1In−m+ei = 0.
Case.3 q 6= 0 and q 6≤ n − m: Fix ξ ∈ XmIn−m and η ∈ XqIn−m+ei. Then we have
ξη ∈ Xm+qIn−m+ei and (∑
p≤m
ιmp (Sp)ξ
)
η =
∑
p≤m
ιm+qp (Sp)(ξη) = 0
by the assumption. Hence we have
∑
p≤m ι
m
p (Sp)ξ ⊗ η = 0. Hence we have done for this
case.
Combining the all cases, we get
∑
p≤n ι˜
n
p (Sp) = 0. 
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Corollary 4.9. Let X be a compactly aligned product system of Hilbert A-bimodules
over N⊕k. For n ≤ m ∈ N⊕k, j˜m,n is injective.
Hence we can consider an inductive limit C∗-algebra
lim−→
n∈N⊕k
C˜n = lim−→
n∈N⊕k
(C˜n, j˜m,n).
We have the structure of the core of a C∗-algebra C∗(ψ) for a CNP-representation ψ of
a compactly aligned product system over N⊕k.
Theorem 4.10. Let X be a compactly aligned product system of Hilbert A-bimodules
over N⊕k, and ψ be an injective CNP-covariant representation of X . Then
κ˜ψ := lim−→
n∈N⊕k
κ˜ψn : lim−→
n∈N⊕k
C˜n −→ C
∗(ψ)core
is isometry.
Proof. Since we assume ψ is an injective CNP-covariant representation, κ˜ψn is injective by
Corollary 4.7. We can check easily κ˜ψm ◦ j˜m,n = κ˜
ψ
n for n ≤ m in N
⊕k. Hence we obtain
this theorem. 
Let X be a product system of Hilbert A-bimodules over N⊕k. For the universal CNP-
covariant representation jX : X −→ NOX , there is an action γ of Tk = Ẑ⊕k such that
γz(jX(ξ)) = z
njX(ξ) for ξ ∈ Xn by the universality. Then γ is strongly contiunuous and
we can define a linear map by
E(x) =
∫
Tk
γz(x)dz
for x ∈ NOX , where dz is the normalized Haar measure. Then we have E(ψn(ξ)ψm(η)∗) =
δn,mψn(ξ)ψm(η)
∗ for ξ ∈ Xn, η ∈ Xm. Hence E is a faithful conditional expectation onto
C∗(jX)
core. Using this conditional expectation, we can easily check that the core C∗(jX)
core
coincides with the fixed point algebra NOγX .
Corollary 4.11. Let X be a compactly aligned product system of Hilbert A-bimodules
over N⊕k. Let ψ be an injective CNP-covariant representation. Then the restriction of
the surjection Πψ : NOX −→ C
∗(ψ) to the fixed point algebra NOγX is injective.
Proof. Since the universal CNP-covariant representation jX is injective, we get this corol-
lary by Theorem 4.10 
5. Cuntz-Krieger type uniqueness theorem for topological higher-rank
graph C∗-algebras
In this section, we investigate product system C∗-algebras associated with topological
higher-rank graphs. In particular, we shall prove Cuntz-Krieger type uniqueness theorem
for compactly aligned topological k-graph in the sense of Yeend ([20], [21]) under certain
aperiodic condition. We also refer to [2, Section 5]. In the case that Λ is row-finite without
sources, it has done in [19, Section 3].
First, we set up the notations. For a locally compact (Hausdorff) space Ω, we denote
by C(Ω) the linear space of all continuous functions on Ω. We define Cc(Ω), C0(Ω), Cb(Ω)
by those of compactly supported functions, functions vanishing at infinity, and bounded
functions, respectively.
13
We say that (Λ, d) is a topological k-graph if (1) a small category Λ which has a locally
compact topology; (2) the range map r and the source map s are continuous and the
source map s is locally homeomorphic; (3) the composition map of Λ is continuous and
open; (4) the degree map d : N⊕k −→ Λ is continuous where we endow N⊕k with the
discrete topology; (5) for all λ ∈ Λ and m,n ∈ N⊕k such that d(λ) = m+ n, there exists
unique µ, ν ∈ Λ such that d(µ) = m, d(ν) = n, and λ = µν. By the property (5) of Λ,
for 0 ≤ n ≤ m ≤ l in N⊕k and λ ∈ Λl, there are unique λ(0, n) ∈ Λn, λ(n,m) ∈ Λm−n
and λ(m, l) ∈ Λl−m such that λ = λ(0, n)λ(n,m)λ(m, l). Define Segl(n,m) : Λ
l −→ Λm−n
by Segl(n,m)(λ) = λ(n,m).
For m ∈ N⊕k, we define Λm = d−1({m}) and rm = r|Λm, sm = s|Λm. For U, V ⊂ Λ, we
write UV = {λµ | λ ∈ U, µ ∈ V, s(λ) = r(µ)}. For U ⊂ Λm, V ⊂ Λn, define
U ∨ V = UΛm∨n−m ∩ V Λm∨n−n.
Next we shall construct a product system over N⊕k from a topological k-graph Λ.
Set A = C0(Λ
0) and for n ∈ N⊕k, let Xn be the Hilbert A-bimodule associated to the
topological graph (Λ0,Λn, r|Λn, s|Λn) in the sense of Katsura [6, Definition 2.1]. Xn is the
completion of the pre Hilbert A-bimodule Xcptn := Cc(Λ
n) with
〈ξ, η〉nA(v) =
∑
λ∈Λnv
ξ(λ)η(λ), (aξb)(λ) = a(r(λ))ξ(λ)b(s(λ))
for n ∈ N⊕k, a, b ∈ A, ξ, η ∈ Xcptn v ∈ Λ
0 and λ ∈ Λn. Then X = ⊔n∈N⊕kXn is a product
system over N⊕k (see [2, Proposition 5.9]).
We say a topological k-graph Λ is compactly aligned if U ∨ V is compact whenever U
and V are compact. In [2, Proposition 5.15], it is shown that a topological k-graph Λ is
compactly aligned if and only if the product system arising from Λ is compactly aligned.
Next we define some terms for convenience.
Definition 5.1. Given finitely many functions ξ1, · · · , ξL, η1, · · · ηL of Cc(Λm), we say
{(ξi, ηi)}Li=1 is a pair of orthogonal functions for degree m if for any i = 1, · · · , L,
ξi(λ)ηi(λ′) = 0 for s(λ) = s(λ
′) and λ 6= λ′. For a set Ω ⊂ Λm and u1, · · · , uL ∈ Cc(Λm),
{ui}Li=1 is a partition of unity for Ω if ui satisfies 0 ≤ ui ≤ 1,
∑L
i=1 u
2
i (λ) = 1 for λ ∈ Ω, and
the restriction of sm to the support supp(ui) of ui is injective. In partcular, {(ui, ui)}Li=1
is an pair of orthogonal functions.
Lemma 5.2. Let Λ be a topological k-graph and X be the product system arising from
Λ.
(1) For ξ ∈ Cc(Λm), there exists a partition of unity {ui}Li=1 for the compact support
supp(ξ) of ξ.
(2) If ξ ∈ Xm and {ui}Li=1 is a partition of unity for the support supp(ξ) of ξ, then
ξ =
∑L
i=1 ui〈ui, ξ〉.
Proof. (1) Take ξ ∈ Cc(Λm). Since s is a local homeomorphism, for each λ ∈ Λm there
exists an relative compact open neighborhood Uλ of λ such that the restriction of sm
to Uλ is injective. Since supp(ξ) is compact, we can find λ1, · · · , λL ∈ Λm such that
supp(ξ) ⊂ ∪Li=1Uλi . Take functions v1, · · · , vL satisfying 0 ≤ vi ≤ 1, supp(vi) ⊂ Uλi for
each 1 ≤ i ≤ L, and
∑L
i=1 vi(λ) = 1 for all λ ∈ supp(ξ). Set ui := v
1/2
i . Then {ui}
L
i=1 is a
partition of unity for supp(ξ).
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(2) Take ξ ∈ Xm and a partition of unity {ui}Li=1 for supp(ξ). For λ ∈ Λ
m,( L∑
i=1
ui〈ui, ξ〉
)
(λ) =
L∑
i=1
ui(λ)
( ∑
s(µ)=s(λ)
ui(µ)ξ(µ)
)
=
L∑
i=1
ui(λ)
2ξ(λ) = ξ(λ).

Lemma 5.3. Let Λ be a topological k-graph and X be the product system arising from
Λ, and ψ be a representation of X . Let {ui}Li=1 be a partition of unity for the support
supp(ξ) of ξ ∈ Xn. Then
L∑
i=1
ψn(ui)xψn(ui)
∗ψn(ξ) = ψn(ξ)x
for all elements x of the relative commutant algebra ψ0(A)
′ ∩ C∗(ψ).
Proof. For x ∈ ψ0(A)′ ∩ C∗(ψ),
L∑
i=1
ψn(ui)xψn(ui)
∗ψn(ξ) =
L∑
i=1
ψn(ui)xψ0(〈ui, ξ〉) =
L∑
i=1
ψn(ui)ψ0(〈ui, ξ〉)x
= ψn(
L∑
i=1
ui〈ui, ξ〉)x.
Since {ui}Li=1 is a partition of unity for supp(ξ), we obtain
∑L
i=1 ui〈ui, ξ〉 = ξ by Lemma
5.2. 
Let Λ be a topological k-graph. Form ∈ N⊕k, let us define an injective *-homomorphism
πm : Cb(Λ
m) −→ L(Xm) by
(πm(Q)ξ)(λ) = Q(λ)ξ(λ), Q ∈ Cb(Λ
m), λ ∈ Λm.
The following lemma is proved by Katsura ([6, Lemma 1.16, 1.17])
Lemma 5.4. Let Λ be a topological k-graph. For each m ∈ N, the image πm(C0(Λm)) of
C0(Λ
m) is included in the C∗-algebra K(Xm). Given Q ∈ Cc(Λm), there exists a pair of
orthogonal functions {(ξi, ηi)}Li=1 such that
Q =
L∑
i=1
ξiηi, and πm(Q) =
L∑
i=1
θξi,ηi.
Lemma 5.5. Let Λ be a topological k-graph and X be the product system arising from
Λ. Let ψ be a representation of X . Set ϕψm = ψ
(m) ◦ πm : C0(Λm) −→ C∗(ψ). Then, for
any Q ∈ C0(Λm), we have ϕψm(Q) ∈ ψ0(A)
′ ∩ C∗(ψ).
Proof. For a ∈ A and S ∈ K(Xm), we can show ψ0(a)ψ(m)(S) = ψ(m)(φm(a)S) (see [7,
Lemma 2.4]). For Q ∈ C0(Λm), we get
ψ0(a)ϕ
ψ
m(Q) = ψ0(a)ψ
(m)(πm(Q)) = ψ
(m)(φm(a)πm(Q)) = ψ
(m)(πm(Q)φm(a)) = ϕ
ψ
m(Q)ψ0(a).

ForQ1 ∈ Cb(Λm), Q2 ∈ Cb(Λn), define a functionQ1⊗̂Q2 ∈ Cb(Λm+n) by (Q1⊗̂Q2)(λ) =
Q1(λ(0, m))Q2(λ(m,m+ n)) for λ ∈ Λm+n.
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Lemma 5.6. Let Λ be a topological k-graph and X be the product system arising from
Λ. Let ψ be a representation of X . Let {(ui, ui)}Li=1 be a pair of orthogonal functions for
degree m. Then for Q ∈ C0(Λn), we have
L∑
i=1
ψm(ui)ϕ
ψ
n(Q)ψm(ui)
∗ = ϕψm+n(
L∑
i=1
|ui|
2⊗̂Q).
Proof. It is enough to show for Q ∈ Cc(Λm). By Lemma 5.4, there is a pair of orthogonal
functions {(ξj, ηj)}Mj=1 such that Q =
∑M
j=1 ξjηj. Then {(ui⊗ ξj , ui⊗ ηj)}1≤i≤L,1≤j≤M is a
pair of orthogonal functions for degree m+ n and
L∑
i=1
ψm(ui)ϕ
ψ
n(Q)ψm(ui)
∗ =
∑
i,j
ψm+n(ui ⊗ ξj)ψm+n(ui ⊗ ηj)
∗
= ϕψm+n(
∑
i,j
(ui⊗̂ξj)(ui⊗̂ηj))
= ϕψm+n(
L∑
i=1
|ui|
2⊗̂Q).

Using the lemmas above, we obtain the following.
Lemma 5.7. Let Λ be a topological k-graph and X be the product system arising from
Λ. Let ψ be a representation of X . Let {ui}Li=1 be a partition of unity for the support
supp(ξ) of ξ ∈ Xm and Q ∈ C0(Λn). Then we have
ψm(ξ)ϕ
ψ
n(Q) =
L∑
i=1
ϕψm+n(u
2
i ⊗̂Q)ψm(ξ)
Next, we introduce aperiodic condition which is used in Cuntz-Krieger type theorem.
For λ ∈ Λ and p, q ∈ N⊕k such that p ≤ q, there exists uniquely λ(p, q) ∈ Λp−q such that
λ = λ1λ(p, q)λ2 where λ1 ∈ Λp and λ ∈ Λn−q. For m ∈ (N ∪ {∞})k, define a (discrete)
topological k-graph Ωk,m by
Ωk,m = {(p, q) ∈ N
⊕k × N⊕k | p ≤ q ≤ m}, r(p, q) = p, s(p, q) = q
and d(p, q) = q − p. We denote Ω0k,m = {p ∈ N
⊕k | p ≤ m}.
Definition 5.8. Let Λ be a topological k-graph and m ∈ (N∪{∞})k. We say a morphism
α : Ωk,m −→ Λ is a boundary path if α(n)Λ
ei = ∅ for n ∈ N⊕k with n(i) = m(i). Let us
define d(α) = m for a boundary path α and Λ≤∞ be the set of boundary paths. For
V ⊂ Λ0, we define V Λ≤∞ = {α ∈ Λ≤∞ | α(0) ∈ V }.
Lemma 5.9. For 1 ≤ k ≤ ∞, vΛ≤∞ is non-empty.
Proof. For the case 1 ≤ k < ∞, for any v ∈ Λ0, we can show that vΛ≤∞ is not empty
by the same way of [16, Lemma 2.11]. But we remark that the method of [16, Lemma
2.11] can not be applied for the case k = ∞. For m ≤ n, define a surjective map
πm,n : vΛ
≤n −→ vΛ≤m by
πm,n(λ) =
{
λ(0, m) if m ≤ d(λ)
λ(0, m′) otherwise
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where m′ is defined by (m′)(l) = m(l) if m(l) ≤ d(λ)(l) and otherwise (m′)(l) = d(λ)(l). We
can check πm,n is surjective. Then
vΛ≤∞ ∋ α 7−→ {α(0, l)}l∈N⊕∞,l≤d(α) ∈ lim←−
n∈N⊕∞
(vΛ≤n, πm,n)
is bijective. By [1, Proposition 5, p.198], lim←−n∈N⊕∞(vΛ
≤n, πm,n) is non-empty. 
For p ≤ σpα, define σp : Λ≤∞ −→ Λ≤∞ so that (σpα)(m,n) = α(m + p, n + p) for
m,n ∈ N⊕k with m ≤ n ≤ d(α)− p . We shall define aperiodic condition which is slightly
stronger than [21, Definition 5.1].
Definition 5.10. We say Λ satisfies aperiodic condition if for a non-empty open set V ,
there are v0 ∈ V and α ∈ v0Λ≤∞ such that
p, q ∈ N⊕k with p 6= q ≤ d(α) =⇒ σp(α) 6= σq(α)(A)
Remark that if d(α) /∈ N⊕k then σp(α) 6= σq(α) means that there is M = Mp,q ≤
d(σp(α)) ∧ d(σq(α)) such that α(p, p+M) 6= α(q, q +M).
First we shall show that aperiodic condition implies with topological freeness which is
defined in [6, Definition 5.4] when k = 1. We recall the definition of topological freeness.
Let Λ be a topological 1-graph. For n ≥ 1, λ ∈ vΛnv is called a loop and v is called
a base point of λ. A loop λ ∈ vΛnv based at v is said to be without entrances if for
0 ≤ m ≤ n− 1, µ ∈ Λ1 satisfies r(µ) = r(λ(m,m+ 1)), then µ = λ(m,m+ 1).
Definition 5.11. Let Λ be a topological 1-graph. For n ≥ 1, define
Pern := {v ∈ Λ
0 | Every λ ∈ vΛnv has no entrance.}
and Per := ∪∞n=1Pern. We say Λ is topologically free if the set of interior points of Per is
the empty set.
Proposition 5.12. Let Λ be a topological 1-graph. Then if Λ satisfies aperiodic condition,
then Λ is topologically free.
Proof. We assume Λ satisfies aperiodic condition. For any non-empty open set V of Λ0,
there are v ∈ V and α ∈ vΛ≤∞ such that α satisfies (A). We shall show that for any
n ≥ 1 and λ ∈ vΛnv, there is an entrance of λ. First we suppose α = λα. Then we have
α = λλ · · · . But this contradicts to σnα 6= α. So we get α 6= λα. This says that there
is a minimal M ≥ 0 such that α(0,M) 6= (λα)(0,M). If we suppose M ≤ d(λ), then
α(0, d(λ)) 6= λ and this says the existence of an entrance of α. Suppose M > d(λ). By
the minimality of M , we have α(0, d(λ)) = λ and α(d(λ),M) 6= λ(0,M − d(λ)). Hence
we have shown λ has an entrance. 
Example 5.13. Let P = {p1, p2, · · · |p1 ≤ p2 ≤ · · · } be the set of all prime numbers. For
each q ∈ P , we define by Zq the q-adic ring. Define Z =
∏
p∈P Zp. For n ∈ N
⊕∞, we set
pn = (p
n(i)
i )
∞
i=1. For each n ∈ N
⊕∞, define the endomorphism αn on C(Z) so that
αn(f)(x) =
{
f(x/pn) if x ∈ pnZ =
∏∞
i=1(p
n(i)
i Zpi)
0 otherwise.
Then the Bost-Connes algebra is isomorphic to C(Z) ⋊α N⊕∞ which was shown in [10,
Proposition 32].
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For n ∈ N⊕∞, define Λ0 = Z, Λn = pnZ. For n ∈ N⊕∞, x ∈ Λn, define rn(x) = x.
sn(x) = x/p
n. From (Λ0,Λn, rn, sn), we can construct a topological ∞-graph ΛBC. We
remark that for each n ∈ N⊕∞, rn(Λn) is not dense in Λ0. This says that left actions of
Hilbert bimodules are not injective.
Let X be the product system arising from ΛBC. Then NOX is isomorphic to the Bost-
Connes algebra by the universality. In particular, if we set un := ψn(1pnZ), we have
unum = un+m and unψ0(f)u
∗
n = ψ0(αn(f)).
We want to show that ΛBC satisfies aperiodic condition. Take α ∈ vΛ
≤∞
BC . If d(α)(l) =
∞, then we have x(0)l = 0. But for each p ∈ P , Zp \ {0} is dense in Zp. Hence we have
that v ∈ Λ0BC such that every element of vΛ
≤∞
BC has a finite degree is dense in Λ
0
BC. This
implies that ΛBC satisfies aperiodic condition.
We prepare a lemma which is due to Renault-Sims-Yeend. We would like to thank
Aidan Sims who allows us to use it in here.
Lemma 5.14. Let Λ be a compactly aligned topological k-graph. Let K be a compact
subset of Λ and λ ∈ Λ. If {λ}∨K = ∅ holds, then there is a neighborhood of λ such that
V ∨K = ∅.
Proof. Let us suppose V ∨ K 6= ∅ for any neighborhood V of λ. Fix a compact neigh-
borhood V0 of λ such that V0 ∨ K 6= ∅. For λ ∈ V ⊂ V0, we can take µV ∈ V0 ∨ K
and µV (0, d(λ)) ∈ V . Since the net {µV }V⊂V0 is in the compact set V0 ∨K, we can find
a subnet {µVj} of {µV } such that µVj converges to some µ ∈ V0 ∨ K. Since Seg(0,d(λ))
is continuous, we obtain µ(0, d(λ)) = λ. Hence we obtain µ ∈ {λ} ∨ K, however this
contradicts {λ} ∨K = ∅. 
Let X be the product system arising from a compact aligned topological k-graph Λ and
ψ be a CNP-covariant representation of X . Define a linear subspace C∗(ψ)cpt of C∗(ψ)
by
C∗(ψ)cpt = span{ψn(ξ)ψm(η)
∗|n,m ∈ N⊕k, ξ ∈ Xcptn , η ∈ X
cpt
m }.
By [6, Lemma 1.6], C∗(ψ)cpt is dense in C∗(ψ).
Next, we shall show the key proposition in this section.
Proposition 5.15. Let Λ be a compactly aligned topological k-graph and X be the
product system arising from Λ. Let ψ be a CNP-covariant representation. Suppose Λ
satisfies aperiodic condition and ψ is injective. Take x, x0 ∈ C
∗(ψ)cpt such that
x =
∑
1≤i≤L
ψni,1(ξi,1)ψni,2(ξi,2)
∗, x0 =
∑
{1≤i≤L|ni,1=ni,2}
ψni,1(ξi,1)ψni,2(ξi,2)
∗
where ξi,j ∈ X
cpt
ni,j
(j = 1, 2). Then for any ǫ > 0 and x ∈ C∗(ψ)cpt, there exist b1, b2 ∈
C∗(ψ) such that ‖b1‖, ‖b2‖ ≤ 1, b∗1xb2 = b
∗
1x0b2 and ‖x0‖ ≤ ‖b
∗
1xb2‖+ ǫ.
Proof. Set n0 =
∨L
i=1(ni,1∨ni,2). Define I0 = {1 ≤ i ≤ L | ni,1 = ni,2} and ni := ni,1 = ni,2
for i ∈ I0. Then
x0 =
∑
i∈I0
ψni(ξi,1)ψni(ξi,2)
∗ =
∑
i∈I0
ψ(ni)(θξi,1,ξi,2)
= κ˜ψn0
((∑
i∈I0
ι˜nni(θξi,1,ξi,2)
)
{n:n0≤n}
)
.
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Since we assume ψ is injective, κ˜ψn is also injective by Corollary 4.7. Hence for any ǫ > 0,
there is some n ≥ n0 such that
‖x0‖ ≤
∥∥∥∑
i∈I0
ι˜nni(θξi,1,ξi,2)
∥∥∥⊕
0≤p≤n L(XpIn−p)
+
ǫ
2
.
Then there is 0 ≤ p ≤ n such that
‖x0‖ ≤
∥∥∥ ∑
{i∈I0|ni≤p}
ιpni(θξi,1,ξi,2)
∣∣∣
XpIn−p
∥∥∥
L(XpIn−p)
+ ǫ.
Therefore for the above ǫ, there exist some η1, η2 ∈ Xcptp In−p such that
‖x0‖ <
∥∥∥ ∑
{i∈I0|ni≤p}
〈η1, ι
p
ni
(θξi,1,ξi,2)η2〉
p
A
∥∥∥+ ǫ = ‖gp‖+ ǫ
where we put gp =
∑
{i∈I0|ni≤p}
〈η1, ιpni(θξi,1,ξi,2)η2〉
p
A ∈ A. Then there are v
′ ∈ Λ0 and
non-empty neighborhood V of v′ such that ‖x0‖ < |gp(v)|+ ǫ for any v ∈ V . If 0 ≤ p < n,
then by Lemma 4.3, we have
ψp(η1)
∗xψp(η2) =
∑
{i|ni,1,ni,2≤p}
ψp(η1)
∗ψni,1(ξi,1)ψni,2(ξi,2)
∗ψp(η2)
=
∑
{i|ni,1,ni,2≤p}
ψn′i,1(ξ
′
i,1)
∗ψn′i,2(ξ
′
i,2)
where ξ′i,j ∈ X
cpt
n′i,j
In−p (j = 1, 2) and n
′
i,j = p − ni,j ∈ N
⊕k. Next we suppose p = n. Set
n′i,j := n− ni,j . Then
ψn(η1)
∗xψn(η2) =
L∑
i=1
ψn(η1)
∗ψni,1(ξi,1)ψni,2(ξi,2)
∗ψn(η2)
=
L∑
i=1
ψn′i,1(ξ
′
i,1)
∗ψn′i,2(ξ
′
i,2)
where ξ′i,j ∈ X
cpt
n′
i,j
(j = 1, 2). Hence for 0 ≤ p ≤ n, we get
ψp(η1)
∗xψp(η2) =
∑
{i|ni,1,ni,2≤p}
ψn′i,1(ξ
′
i,1)
∗ψn′i,2(ξ
′
i,2)
and
ψp(η1)
∗x0ψp(η2) =
∑
{i|ni,1=ni,2≤p}
ψp(η1)
∗ψni,1(ξi,1)ψni,2(ξi,2)
∗ψp(η2) = ψ0(gp).
For Q ∈ C0(ΛM), by Lemma 5.2 and Lemma 5.7, there are ui,j ∈ X
cpt
n′i,j
such that∑
i∈Ic0
ϕψM(Q)ψn′i,1(ξ
′
i,1)
∗ψn′i,2(ξ
′
i,2)ϕ
ψ
M(Q)
=
∑
i∈Ic0
ψn′i,1(ξ
′
i,1)
∗ϕψn′i,1+M
(ui,1⊗̂Q)ϕ
ψ
n′i,2+M
(ui,2⊗̂Q)ψn′i,2(ξ
′
i,2)(♯)
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where Ic0 = {1 ≤ i ≤ L | i /∈ I0}. We want to find Q ∈ Cc(Λ
M) such that (♯) = 0. Since
ψ is Nica covariant, for each i ∈ Ic0 we have
ϕψn′i,1+M
(ui,1⊗̂Q)ϕ
ψ
n′i,2+M
(ui,2⊗̂Q)
= ψ(n
′
i,1∨n
′
i,2+M)
(
ι
(n′i,1∨n
′
i,2)+M
n′i,1+M
(
πn′i,1+M(ui,1⊗̂Q)
)
ι
(n′i,1∨n
′
i,2)+M
n′i,2+M
(
πn′i,2+M(ui,2⊗̂Q)
))
.
where we used (n′i,1+M)∨ (n
′
i,2+M) = (n
′
i,1∨n
′
i,2)+M . For proving (♯) = 0, we enough
to construct a compact neighborhood U such that
supp(ui,1)U ∨ supp(ui,2)U = ∅
for all i ∈ Ic0 and a function Q ∈ Cc(U). Since we suppose Λ satisfies aperiodic condition,
there is α ∈ v0Λ
≤∞ such that α holds (A). Fix i ∈ Ic0.
Case 1, there is 1 ≤ l ≤ k such that d(α)(l) <∞ and (n′i,1)(l) 6= (n
′
i,2)(l).
Set n′i = n
′
i,1 ∨ n
′
i,2. We may suppose d(α) ∈ N
⊕k with αΛel = ∅ and (n′i − n
′
i,2)(l) > 0 for
the above l. Set
Ki,1 = supp(ui,1), Ki,2 = supp(ui,2)
If there is a non-empty compact neighborhood Ui,1 of α such that Ki,1Ui,1 ∨Ki,2Ui,1 = ∅,
then we finished. So we suppose Ki,1Ui,1 ∨Ki,2Ui,1 6= ∅. Then
Seg
n′i+d(α)
(n′i,2,n
′
i+d(α))
(Ki,1Ui,1 ∨Ki,2Ui,1)
is a compact neighborhood because Seg
n′i+d(α)
n′i,2,n
′
i+d(α)
is open continuous map. Since (n′i −
n′i,2)(l) > 0 and d(α)(l) <∞, we have
Seg
n′i+d(α)
(n′i,2,n
′
i+d(α))
(Ki,1Ui,1 ∨Ki,2Ui,1) ∨ {α} = ∅.
By Lemma 5.14, there is a compact neighborhood Ui,2 of α such that
Seg
n′i+d(α)
(n′i,2,n
′
i+d(α))
(Ki,1Ui,1 ∨Ki,2Ui,1) ∨ Ui,2 = ∅.
Set Ui = Ui,1∩Ui,2. Suppose we can take an element λ ∈ Ki,1Ui∨Ki,2Ui ⊂ Λn
′
i+d(α). Then
we have
λ(n′i,2, n
′
i + d(α)) ∈ Seg
n′i+d(α)
(n′i,2,n
′
i+d(α))
(Ki,1Ui,1 ∨Ki,2Ui,1)
and λ(n′i,2, n
′
i,2 + d(α)) ∈ Ui,2. But there is no element with this property.
In this case, we set Mi = d(α).
Case 2, for all 1 ≤ l ≤ k, we have d(α)(l) = ∞ or if d(α)(l) < ∞, then (n
′
i,1)(l) =
(n′i,2)(l).
Set n′′i,j = n
′
i,j ∧ d(α) for j = 1, 2 and n
′′
i = n
′′
i,1 ∨n
′′
i,2. We remark n
′′
i,1 6= n
′′
i,2. By condition
(A), there is Mi ≤ d(σ
n′′i,1α) ∧ d(σn
′′
i,2α) such that
α(n′′i,1, n
′′
i,1 +Mi) 6= α(n
′′
i,2, n
′′
i,2 +Mi).
For j = 1, 2, take a neighborhood Ui,j of α(n
′′
i +Mi) such that Ui,1 ∩ Ui,2 = ∅. Then we
remark that d(α) ≥ n′′i +Mi. Define a neighborhood U
′
i of α(0, n
′′
i +Mi) by
U ′i =
⋂
j=1,2
(
Seg
n′′i +Mi
(n′′i,j ,n
′′
i,j+Mi)
)−1
(Ui,j).
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Take a compact neighborhood Ui ⊂ U ′i of α(0, n
′
i +Mi).
Suppose we can take λ ∈ Ki,1Ui ∨Ki,2Ui. Then we have λ(n′i,1, n
′
i,1+n
′′
i +M) ∈ Ui and
λ(n′i,2, n
′
i,2 + n
′′
i +M) ∈ Ui. Hence we obtain
Seg
n′′i +Mi
(n′′i,2,n
′′
i,2+Mi)
(λ(n′i,1, n
′
i,1 + n
′′
i +Mi)) = λ(n
′
i,1 + n
′′
i,2, n
′
i,1 + n
′′
i,2 +Mi) ∈ Ui,2
and
Seg
n′′i +Mi
(n′′i,1,n
′′
i,1+Mi)
(λ(n′i,2, n
′
i,2 + n
′′
i +Mi)) = λ(n
′′
i,1 + n
′
i,2, n
′′
i.1 + n
′
i,2 +Mi) ∈ Ui,1.
From the assumption in this case, we can easily check n′i,1 + n
′′
i,2 = n
′′
i,1 + n
′
i,2. But this
contradicts Ui,1 ∩ Ui,2 = ∅.
From the two subcases, for each i ∈ I0, we have a non-empty compact neighborhood
Ui ⊂ ΛMi of α(0,Mi) such that supp(ui,1)Ui ∨ supp(ui,2)Ui = ∅. Define M = ∨i∈Ic0Mi,
U = ∨i∈Ic0Ui. This U satisfies supp(ui,1)U ∨ supp(ui,2)U = ∅ for all i ∈ I
c
0. Then U is
a non-empty compact neighborhood of α(0,M). Define Q ∈ Cc(U) so that 0 ≤ Q ≤ 1,
Q(α(0,M)) = 1.
If we define bj = ψp(ηj)ϕ
ψ
M(Q), then we obtain b
∗
1xb2 = b
∗
1x0b2 from (♯) = 0. Moreover
‖x0‖ < |gp(v0)|+ ǫ = |Q(α(0,M))gp(v0)Q(α(0,M))|+ ǫ
≤ ‖Q(gp ◦ rM)Q‖C0(ΛM ) + ǫ
= ‖πM(Q(gp ◦ rM)Q)‖L(XM ) + ǫ (∵ πM is injective)
= ‖ψ(M)(πM(Q)φM(gp)πM (Q))‖+ ǫ (∵ ψ
(M) is injective since ψ is injective)
= ‖ϕψM(Q)ψ0(gp)ϕ
ψ
M(Q)‖+ ǫ = ‖ϕ
ψ
M(Q)ψp(η1)
∗x0ψp(η2)ϕ
ψ
M(Q)‖+ ǫ
= ‖b∗1xb2‖+ ǫ
Hence we complete the proof. 
The following statement is the main theorem which is called Cuntz-Krieger type unique-
ness theorem.
Theorem 5.16. Let Λ be a compactly aligned topological k-graph and X be the product
system arising from Λ. Suppose Λ satisfies aperiodic condition and ψ is an injective
CNP-covariant representation. Then Πψ : NOX −→ C∗(ψ) is isometry.
Proof. Take x, x0 ∈ C
∗(ψ)cpt as in Proposition 5.15. Since ‖x0‖ ≤ ‖x‖ by Proposition
5.15 and C∗(ψ)cpt is dense in C∗(ψ), we can define Eψ : C
∗(ψ) −→ C∗(ψ)core such that
Πψ ◦ E = Eψ ◦ Πψ on NOX . Suppose a positive element x ∈ NOX satisfies Πψ(x) = 0.
Then Πψ(E(x)) = Eψ(Πψ(x)) = 0 and by Corollary 4.11, we get E(x) = 0. Hence x = 0
and this implies Πψ is injective. 
Example 5.17. Consider ΛBC defined in Example 5.13 and the associated product system
X . Since ΛBC satisfies aperiodic condition, Cuntz-Krieger uniqueness theorem holds for
NOX . This gives another proof of [11, Theorem 3.7].
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