We study a class of Cayley graphs as models for interconnection networks. With focus on efficient communication we prove that for any graph in the class there exists a gossiping protocol which exhibits attractive features, and moreover we give an algorithm for constructing such a protocol. In particular, these hold for two important subclasses of graphs, namely, Cayley graphs admitting a complete rotation and Frobenius graphs of a certain type. For such Frobenius graphs, we obtain the minimum gossip time and give an optimal gossiping protocol under which messages are transmitted along shortest paths and each arc is used exactly once at each time step. Moreover, for such Frobenius graphs we construct an all-to-all routing which is a shortest path routing, arc-transitive, edge-and arc-uniform, and optimal for the edge-and arc-forwarding indices simultaneously.
Introduction
An interconnection network is often modelled by an undirected graph in which vertices represent processors, memory modules or routers, and edges represent bidirectional communication links. To achieve high performance mathematicians and computer scientists recommend (e.g. [1, 18, 23] ) Cayley graphs as models for interconnection networks because of the many advantages [18] that they exhibit. In fact, a number of networks of both theoretical and practical importance, including hypercubes, butterflies, cube-connected cycles, star graphs and their generalisations, are Cayley graphs. The reader is referred to the survey papers [18, 23] for a large number of results pertaining to Cayley graphs as models for interconnection networks.
Given a group G and a subset S ⊆ G \ {1} such that S = S −1 := {s −1 : s ∈ S} (where 1 is the identity element of G), the Cayley graph on G relative to S, denoted by Cay(G, S), is defined to have vertex set G and edge set {{x, y} : x, y ∈ G, xy −1 ∈ S}. Obviously, the class of Cayley graphs is huge, and thus the following problem arises naturally: which Cayley graphs should we use for the purpose of constructing high performance interconnection networks? This general problem has been investigated extensively from different angles, and a number of Cayley graphs have been proposed and studied; see e.g. [1, 3, 7, 10, 25, 26, 28] . Of course the answer to this problem depends on the measures of performance that we are concerned with. In this paper we will focus on efficiency of communication, which is typically measured by certain invariants such as the vertex-forward index [6] , edge-forwarding index [20] , minimum gossip time [4] , etc. In this regard researchers have published a large number of papers on various information dissemination problems; see for example [21] for a survey on broadcasting and gossiping. In particular, much attention has been paid to finding Cayley networks with desirable routing protocols. In this direction Heydemann, Meyer and Sotteaut [20] proved that any Cayley graph admits an all-toall routing of shortest paths with uniform load on all vertices. It was observed [18] that similar statement for edges is not true in general. However, Solé [30] proved that for a certain family of graphs, called orbital-regular graphs, there exists an all-to-all routing of shortest paths such that the load on all edges is uniform. In [11] , Fang, Li and Praeger proved that a graph is orbitalregular if and only if it is a cycle C n , a star K 1,n−1 , or a Frobenius graph whose definition will be given in Section 2.
In 1995, Bermond, Kodate and Pérennes [4] introduced the concept of complete rotation in a Cayley graph Cay(G, S), which can be defined as an automorphism of G that induces a cyclic permutation on S. Under the full-duplex all-port communication model, they provided an optimal gossip algorithm for any Cayley graph which admits a complete rotation and satisfies a certain condition. Independently, Fragopoulou, Akl and Meijer [12, 13, 14] introduced a similar but more restrictive concept of rotation in Cayley graphs, which turns out to be a complete rotation induced by an inner automorphism of the underlying group. In [13] Fragopoulou and Akl explicitly gave such rotations for hypercubes, multidimensional tori, star graphs, bubble sort graphs and a few other popular Cayley graphs. For an arbitrary Cayley graph admitting such a rotation, Fragopoulou and Akl [13] constructed certain spanning subgraphs which enable nearoptimal routings for three communication problems. In [19] Heydemann, Marlin and Pérennes investigated Cayley graphs admitting a complete rotation and gave an account of known results on such graphs. Examples of rotational Cayley graphs include Hamming graphs H(d, q), that is, Cartesian product of d copies of the complete graph K q , where q is a prime power. In [24] , Lim and Praeger proved that H(d, q) is an orbital-regular graph if and only if each prime divisor of d divides q − 1.
Inspired by the researches above, in this paper we expand the notions of complete rotation and orbital-regularity and study the class of Cayley graphs Cay(G, S) such that the setwise stabiliser of S in Aut(G), Aut(G, S), contains a subgroup which acts regularly on S. This class contains all Cayley graphs admitting a complete rotation and all Frobenius graphs of the first type (see Section 2 for definition). We prove that for any graph in this class there exists a gossiping protocol which exhibits very attractive features essential for efficient communication, and moreover we give an algorithm for constructing such a protocol. (See Theorem 4.1, Algorithm 4.3 and Corollary 4.4 for details.) In particular, for Frobenius graphs of the first type we find simple formulae for the minimum gossip time, the edge-forwarding index and the arcforwarding index, and give explicitly an all-to-all routing which is (i) a shortest path routing, (ii) arc-transitive, (iii) both edge-and arc-uniform, and (iv) optimal for these invariants simultaneously. (See Theorems 5.1 and 6.1. A generalisation of Theorem 5.1 is given in Theorem 5.3.) Moreover, the work in this paper extends the framework in [13, Section 4 ] to a much larger class of Cayley graphs and answers the question in [13, Section 6] .
The rest of this paper is organised as follows. In the next section we will introduce the notation and terminology that will be used throughout. As demonstrated in [13] and many other papers, a gossiping protocol can be induced by a family of spanning subgraphs of the underlying network. In Section 3 we will prove the existence of a certain family of spanning subgraphs of any Cayley graph Cay(G, S) such that Aut(G, S) contains a subgroup H acting transitively on S (Theorem 3.1). Such spanning subgraphs play a fundamental role in our subsequent discussion on gossiping and routing. In Section 4 we will give a gossiping protocol (Algorithm 4.3) for Cayley graphs Cay(G, S) with H regular on S, and summarize main features of this protocol in Theorem 4.1 and Corollary 4.4. In Sections 5 and 6 we will discuss the minimum gossip time and the edge-and arc-forwarding indices of Frobenius graphs of the first type, respectively. The paper ends with examples and remarks.
Preliminaries
We will consider only finite groups and use standard notation and terminology (see e.g. [9] ) on permutation groups. For a set V and a group G with identity 1, an
As usual we use v G := {v g : g ∈ G} to denote the G-orbit containing v and G v := {g ∈ G : v g = v} the stabiliser of v in G. The group G is said to be semiregular on V if G v = 1 for all v ∈ V , transitive on V if v G = V for some (and hence all) v ∈ V , and regular on V if it is both transitive and semiregular on V . For U ⊆ V , denote U g := {u g : u ∈ U } and let G U := {g ∈ G : U g = U } be the setwise stabiliser of U in G. For two groups K, H, if H acts on K (as a set) such that (xy) h = x h y h for any x, y ∈ K and h ∈ H, then H is said to act on K as a group. In this case we use K : H to denote the semidirected product [9, 27] of K by H with respect to the action.
For a graph Γ = (V (Γ), E(Γ)), denote by Arc(Γ) the set of arcs of Γ, where an arc is an ordered pair of adjacent vertices. For x, y ∈ V (Γ), d(x, y) denotes the distance in Γ between x and y, and d the diameter of Γ. For i = 0, 1, . . . , d, define
In particular, Γ(x) := Γ 1 (x) is the neighbourhood of x in Γ. Let G be a group of automorphisms of Γ, that is, G acts on V (Γ) and preserves the adjacency of Γ. Then G induces an action on Arc(Γ) defined by (x, y) g := (x g , y g ), where g ∈ G and (x, y) ∈ Arc(Γ). In the case when G is transitive on Arc(Γ), Γ is called a G-arc transitive graph.
From now on we will use Γ = Cay(G, S) to denote a Cayley graph with degree δ := |S| and diameter d, and we assume that Γ is connected, that is, S = G. The identity element of G will be denoted by 1 throughout. The arcs of Γ will be thought as coloured by the elements of S: for x, y ∈ G adjacent in Γ, the arcs (x, y), (y, x) receive colours xy −1 , yx −1 , respectively. It is well-known that G × G → G, (x, g) → xg, x, g ∈ G, defines a regular action of G on G (as a set). The permutation x → xg, x ∈ G, induced by g is called a translation. Under this translation the image of a subset X of G is Xg := {xg : x ∈ X}. This regular action of G on G preserves the adjacency of Γ (see e.g. [5] ), and hence we may take G as a subgroup of the automorphism group Aut(Γ) of Γ. Let 
where Aut(Γ) 1 is the stabiliser of 1 in Aut(Γ). In [16, Lemma 2.1] it was proved that the normalizer of G in Aut(Γ) is G : Aut(G, S). Since G : Aut(G, S) is a subgroup of the holomorph Hol(G) [27] of G, it acts on G in the same way as Hol(G) acts on G. See Figure 1 for relationships among the groups in this paragraph. The following observation will be used in our subsequent discussion. Since G is a normal subgroup of G : Aut(G, S), the elements of G : Aut(G, S) have the form φg, φ ∈ Aut(G, S), g ∈ G.
A u t ( Γ )
Lemma 2.1 Let Γ = Cay(G, S) be a connected Cayley graph over a finite group G. Let H ≤ Aut(G, S). Then Γ is G : H-arc transitive if and only if H is transitive on S, that is, S is an H-orbit on G.
Proof Let (x, y) and (u, v) be arcs of Γ. Then x = ay and u = bv for some a, b ∈ S by the definition of Γ. Suppose that H is transitive on S. Then there exists φ ∈ H such that a φ = b.
and hence x φg = (ay) φg = ((ay) φ ) g = (a φ y φ )g = by φ g = bv = u. Thus, (x, y) φg = (u, v) and G : H is transitive on Arc(Γ).
Suppose conversely that Γ is G : H-arc transitive. For any a, b ∈ S, since (a, 1) and (b, 1) are arcs of Γ, there exists φg ∈ G : H (where g ∈ G and φ ∈ H) such that (b, 1) = (a, 1) φg . Thus, 1 = 1 φg = g and b = a φg = a φ g = a φ , and hence H is transitive on S.
2
A Frobenius group is a transitive permutation group L on a set V which is not regular on V , but has the property that the only element of L which fixes two points of V is the identity of L. It is well-known (see e.g. [9, pp.86] ) that a finite Frobenius group L has a nilpotent normal subgroup G, called the Frobenius kernel, which is regular on V . Hence L is the semidirect product G : H, where H is the stabiliser of a point of V ; each such group H is called a Frobenius complement of G in L. Given a Frobenius group L = G : H, an L-Frobenius graph [11] is a connected graph with vertex set V and edge set {{x, y} : (x, y) ∈ O} for some L-orbital O in {(x, y) : x, y ∈ V, x = y}. Since G is regular on V , we may identify V with G in such a way that G acts on itself by right multiplication, and we may take H as the stabiliser of 1 (identity of G) such that H acts on G by conjugation. In the following we will adopt this convention. It was proved in [11, Theorem 1.4 ] that any L-Frobenius graph is a Cayley graph Cay(G, S) on its Frobenius kernel G, where
for some a ∈ G satisfying a H = G, where |a| is the order of a. Here, for x ∈ G, x H := {h −1 xh : h ∈ H} is the H-orbit containing x under the action of H on G (by conjugation). Conversely, for any a ∈ G with a H = G, the Cayley graph Cay(G, S) with respect to the above-defined S is an L-Frobenius graph. Since L is a Frobenius group, we may take H as a subgroup of Aut(G) so that H ≤ Aut(G, S). Moreover, H is semiregular on G \ {1}. We call Cay(G, S) an L-Frobenius graph of the first (second) type if S is given in the first (second) line of (2) . Note that, if Cay(G, S) is of the first type, then H is regular on S. Let Γ = Cay(G, S) be a Cayley graph. A bijection ω : G → G is called a complete rotation [4] of Γ if there exists an ordering of S = {s 0 , s 1 , . . . , s δ−1 } such that
for all x ∈ G and i = 0, 1, . . . , δ −1 with subscripts modulo δ. In particular, ω(s i ) = s i+1 for each i and so ω permutes the elements of S cyclically. As observed in [24] , a complete rotation is a special case of a skew-morphism [22] , and the existence of a complete rotation of Γ is equivalent to the existence of a balanced regular Cayley map [29] with Γ as the underlying graph. In [19, Proposititon 2.2] it is shown that a bijection φ : G → G is a complete rotation of Γ if and only if φ ∈ Aut(G, S) and φ induces a cyclic permutation on S, called a cyclic S-stabliser of G [19] . In other words, a complete rotation is an element φ of Aut(G, S) such that, for some (and hence all) s ∈ S, s φ = {s, s φ , s φ 2 , . . . , s φ δ−1 } = S. In [13] a rotation of Γ is defined to be an inner automorphism of G, say, φ : x → x g := g −1 xg, x ∈ G, such that φ ∈ Aut(G, S) and φ induces a cyclic permutation on S. Thus, a rotation of Γ is an inner automorphism of G which is a complete rotation φ. It is shown [13] that some popular Cayley networks, including hypercubes, multidimensional tori, star graphs, modified bubble-sort graphs, bisectional networks, all admit rotations. See [18, Appendix] or [19, Appendix A] for details.
The objects of study in this paper are Cayley graphs Cay(G, S) such that Aut(G, S) contains a subgroup H which is regular on S. By Lemma 2.1 such a graph is G : H-arc transitive, justifying the title of this paper. Let R denote the class of such graphs, and F the class of Frobenius graphs of the first type. Let CR (RO, respectively) denote the class of Cayley graphs admitting a complete rotation (rotation, respectively). From the previous paragraph, if Cay(G, S) admits a complete rotation φ ∈ Aut(G, S), then φ is regular on S and so Cay(G, S) ∈ R. Hence RO ⊆ CR ⊆ R. Moreover, we have F ⊆ R from the above discussion on Frobenius graphs. In fact, F is identical with the subclass of R consisting of those Cayley graphs Cay(G, S) such that H is regular on S and semiregular on G \ {1} for some 1 = H ≤ Aut(G, S), because in this case G : H is a Frobenius group and Cay(G, S) is a first type G : H-Frobenius graph. Note that CR ∩ F = ∅ since by [24, Theorem 1.3, Section 5] any Hamming graph H(d, q) with q a prime and every prime divisor of d dividing q − 1 belongs to both CR and F. By [13, Lemma 8] , hypercubes Q d of dimension d ≥ 3 are members of RO. Since, for example, 3 is not a divisor of 2 3 − 1, we have Q 3 ∈ F and hence CR \ F = ∅. This fact also follows from the discussion in [24, Section 5] .
The classes of graphs above are illustrated in Figure 2 . Notation and terminology concerning communication and routing will be introduced in subsequent sections when needed. 
Spanning subgraphs
In this section we will construct a family of spanning subgraphs of any connected Cayley graph Γ = Cay(G, S) such that there exists a subgroup H of Aut(G, S) acting transitively on S.
(Note that H is not required to be regular on S in this section.) Since H is transitive on S, Γ is G : H-arc transitive by Lemma 2.1. For ψ ∈ Aut(Γ) and a subgraph ∆ of Γ, the image of ∆ under ψ, denoted by ∆ ψ , is the subgraph of Γ with V (∆ ψ ) = {x ψ : x ∈ V (∆)} and E(∆ ψ ) = {{x ψ , y ψ } : {x, y} ∈ E(∆)}. In particular, for g ∈ G ≤ Aut(Γ), ∆ g is the subgraph of Γ with edge set {{xg, yg} : {x, y} ∈ E(∆)}, and we say that ∆ g is obtained from ∆ by translation g. The arcs (x ψ , y ψ ), ψ ∈ Aut(Γ), are said to be in the same position. It can be verified that (∆ ψ ) ρ = ∆ ψρ for any ψ, ρ ∈ Aut(Γ). Thus, Aut(Γ) induces an action on the set of subgraphs of Γ under which the subgraphs in the same orbit are isomorphic to each other. It is evident that, for ψ ∈ Aut(Γ), ∆ is a spanning subgraph of Γ if and only if ∆ ψ is a spanning subgraph of Γ. For X ⊆ G and a spanning subgraph ∆ of Γ, define ∆(X) := {y ∈ G \ X : y is adjacent to at least one vertex of X in ∆}.
A subtree ∆ of Γ is called a shortest path subtree of Γ rooted at g, where g is a fixed vertex of ∆, if for each x ∈ V (∆) the unique path in ∆ from g to x is a shortest path in Γ; and ∆ is called a shortest path spanning tree of Γ rooted at g if in addition ∆ is a spanning tree of Γ.
The following theorem will be used repeatedly in subsequent sections. In its proof the promised family of spanning subgraphs will be constructed in an inductive manner. Such a construction is the basis for the gossiping protocols and the optimal routings that will be given in Sections 4, 5 and 6, respectively. Given subgraphs Γ 1 , . . . , Γ k of Γ, denote by k i=1 Γ i the union of them, that is, the subgraph of Γ with vertex set
Theorem 3.1 Let Γ = Cay(G, S) be a connected Cayley graph of degree δ = |S| and diameter d. Suppose that there exists a subgroup H of Aut(G, S) which is transitive on S. Then there exists a family A := {∆ g : g ∈ G} of connected spanning subgraphs of Γ with ∆ g rooted at g such that the following hold, where in (b)-(d) g is an arbitrary element of G.
(a) G is transitive on A; more explicitly, ∆ g = ∆ g 1 for any g ∈ G and thus ∆ g (g ∈ G) are isomorphic to each other via translations;
is a shortest path subtree of Γ rooted at g and with g as a degree-one vertex, and each edge of ∆ g joins a vertex in
Hg is transitive on {∆ g,φ : φ ∈ H}, and thus the subtrees ∆ g,φ (φ ∈ H) of ∆ g are isomorphic to each other; moreover, each ∆ g,φ contains exactly one vertex from each g −1 Hg-orbit on G, and each element of S is used exactly |H|/δ times (counting possible multiplicity) as colours by those arcs of ∆ g,φ (φ ∈ H) which are in the same position;
of ∆ g , and ∆ g contains at least |H x | shortest paths of Γ from g to x; moreover, for any edge {x, v} of ∆ g , where
Moreover, ∆ g is a shortest path spanning tree of Γ if and only if G : H is a Frobenius group with Frobenius kernel G, where H is a Frobenius complement of G, and in this case Γ is a G : H-Frobenius graph of the first type.
Proof Since H leaves S invariant and is transitive on S, S is an H-orbit on G and hence S = s H for any s ∈ S. We will first construct ∆ g for g = 1, and then obtain ∆ g from ∆ 1 for any g ∈ G via translations. Since H ≤ Aut(Γ) and H fixes 1 by (1), we have the following:
Let us fix an element a of S and construct a shortest path subtree ∆ 1,1 of Γ with root 1 and containing the edge {1, a}. (Indeed a is adjacent to 1 since a ∈ S.) To this end we will construct inductively L i (1) := Γ i (1) ∩ V (∆ 1,1 ), the set of vertices of ∆ 1,1 with distance i from 1 in Γ, together with the edges between L i (1) and L i−1 (1) such that the following (i)-(ii) hold: Initially, set L 0 (1) = {1}, L 1 (1) = {a}, and let the edge {1, a} of Γ be in ∆ 1,1 . For any
Since H is transitive on S, there exists φ ∈ H such that b φ = a. Since φ is an automorphism of Γ by (1), it follows that x φ is adjacent to a in Γ. Add this very vertex x φ together with the edge {x φ , a} to ∆ 1,1 , and apply this procedure to each H-orbit x H contained in Γ 2 (1) . In this way we have constructed L 2 (1) such that the conditions (i)-(ii) above are satisfied for i = 1, 2.
Inductively, suppose that we have chosen one vertex from each H-orbit contained in Γ i (1) and added an edge of Γ joining it and a vertex in Γ i−1 (1) to ∆ 1,1 . In other words, the subgraph of ∆ 1,1 up to layer L i (1) has been constructed and (i)-(ii) are satisfied up to this layer. If i = d, then stop and output ∆ 1,1 ; otherwise we continue as follows.
Claim 2. Under the induction hypothesis above, each H-orbit x H contained in Γ i+1 (1) contains a vertex which is adjacent to at least one vertex in L i (1).
In fact, since d(1, x) = i + 1, there exists u ∈ Γ i (1) such that x, u are adjacent in Γ. By Claim 1, u H is contained entirely in Γ i (1), and by our induction hypothesis there exists exactly one vertex v ∈ u H such that v ∈ L i (1). Now that v ∈ u H , there exists φ ∈ H such that v = u φ . Let y = x φ , so that y ∈ x H and y ∈ Γ i+1 (1) by Claim 1. Since x and u are adjacent and φ ∈ Aut(Γ) by (1), y and v must be adjacent in Γ, and hence Claim 2 follows. See Figure 3 for an illustration.
From Claim 2 and using the notation above, we can add y together with the edge {y, v} to ∆ 1,1 , and we do this for each H-orbit x H contained in Γ i+1 (1) . In this way we have constructed L i+1 (1) together with the edges of ∆ 1,1 between L i+1 (1) and L i (1) such that (i)-(ii) are satisfied up to layer L i+1 (1). If i + 1 = d, then stop and output ∆ 1,1 ; otherwise set i := i + 1 and repeat the procedure above. Since Γ is a finite graph, we can finish the construction of ∆ 1,1 in d + 1 rounds. From (i)-(ii) one can check that ∆ 1,1 is a subtree of Γ rooted at 1 and the unique path between 1 and any vertex of ∆ 1,1 is a shortest path in Γ. In other words, ∆ 1,1 is a shortest path subtree of Γ with root 1. It is clear that 1 is a degree-one vertex in ∆ 1,1 . Moreover, from (i) it follows that ∆ 1,1 contains exactly one vertex from each H-orbit on G.
Note that, for distinct H-orbits x H contained in Γ i+1 (1), the two vertices y guaranteed by Claim 2 may be adjacent to the same vertex v in L i (1).
For any φ ∈ H, define
Since φ fixes 1, 1 is a vertex of ∆ 1,φ and so we may take 1 as the root of ∆ 1,φ . Obviously, H is transitive on {∆ 1,φ : φ ∈ H}. From the definition of (∆ 1,1 ) φ it follows that ∆ 1,φ is isomorphic to ∆ 1,1 via the restriction of φ to ∆ 1,1 , and moreover it contains {1, a φ } and has 1 as a degree-one vertex. Since ∆ 1,1 is a shortest path subtree of Γ rooted at 1, so is ∆ 1,φ . Using the notation in the proof of Claim 2, since y is the unique vertex of ∆ 1,1 in the H-orbit y H (= x H ), y φ is the unique vertex of ∆ 1,φ in y H . Since yv −1 ∈ S and φ fixes S setwise, the arc (
and (y ψ , v ψ ) are in the 'same position', and they receive the same colour if and only if φψ −1 ∈ H yv −1 . Thus, each colour is used by such arcs exactly |H|/δ times when multiplicity is taken into account. (Since
In particular, when H is regular on S we have |H| = |S| = δ and hence each colour from S is used exactly once by such arcs in the "same position". Define
Then ∆ 1 is connected since all ∆ 1,φ are connected and have a common vertex 1. Moreover, Claim 1 and the construction of ∆ 1,1 imply that
Let z be an arbitrary vertex of Γ. Without loss of generality we may assume that z ∈ y H , where y ∈ L i+1 (1) as in the proof of Claim 2. Then there exists φ ∈ H such that z = y φ , and hence z ∈ ∆ 1,φ . Thus each vertex of Γ is a vertex of at least one subtree ∆ 1,φ with φ ∈ H, and consequently ∆ 1 is a spanning subgraph of Γ. Moreover, for any ψ ∈ H, since z = y φ ∈ y H and y ψ is the unique vertex of ∆ 1,ψ which is contained in y H , we have: z ∈ ∆ 1,ψ ⇔ z = y ψ ⇔ ψφ −1 ∈ H y . Therefore, each vertex in y H belongs to exactly |H y | = |H|/|y H | subtrees ∆ 1,φ (φ ∈ H), and hence ∆ 1 contains at least |H y | shortest paths of Γ from 1 to y. In particular, noting that S = a H is an H-orbit on G, we have the following: G : H is a Frobenius group with Frobenius kernel G (where H is a Frobenius complement of G) ⇔ H is semiregular on G \ {1} ⇔ |H x | = 1 for each x ∈ G \ {1} ⇔ each vertex of Γ other than 1 is in exactly one subtree ∆ 1,φ ⇔ ∆ 1 is a spanning tree of Γ rooted at 1 ⇔ ∆ 1 is a shortest path spanning tree of Γ. In this case since S = S −1 there exists φ ∈ H such that a φ = a −1 and so a φ 2 = a. Hence φ 2 = 1 by the semiregularity of H on G \ {1}. Thus, either |a| = 2 or |H| is even, and hence Γ is a G : H-Frobenius graph of the first type.
Up to now we have proved that, for g = 1, ∆ g satisfies (b)-(d) in the theorem. For an arbitrary g ∈ G, let ∆ g := ∆ g 1 and ∆ g,φ := (∆ 1,φ ) g (where φ ∈ H) be translations of ∆ 1 and ∆ 1,φ by g respectively. Since ∆ 1 is a connected spanning subgraph of Γ, so is ∆ g . Moreover, from (3) and (4) it follows that
Obviously, ∆ g is isomorphic to ∆ 1 , and one can verify that it inherits (b)
Hg is transitive on {∆ g,φ : φ ∈ H}. Using the notation in the construction of ∆ 1,1 , since y is the unique vertex of ∆ 1,1 in the H-orbit y H (= x H ), y φg is the unique vertex of ∆ g,φ in the g −1 Hg-orbit (y g ) g −1 Hg = y H g. That is, each ∆ g,φ contains exactly one vertex from each g −1 Hg-orbit on G. Moreover, for any x, g ∈ G, we
Thus, all ∆ g are determined by ∆ 1,1 and the action of G : H on G. Note that (∆ 1,1 ) φg has vertices x φ g with x running over all vertices of ∆ 1,1 , and edges {x φ g, w φ g} with {x, w} running over all edges of ∆ 1,1 .
(b) From the proof above, one can see that the family A in Theorem 3.1 is not unique in general, and this is the case even for Frobenius graphs of the first type.
Gossiping
This section is devoted to the gossiping problem for which each vertex has a distinct set of m messages to be sent to all other vertices, where m ≥ 1 is a given integer. In the following discussion we assume the store-and-forward model, that is, a vertex must receive a message wholly before retransmitting it to other vertices. Also, we assume that it takes one time step to transmit any message, that is, the time required to transmit a message is independent of its length. Further, we assume that during each time step a vertex can exchange messages (which may be different) with all of its neighbours simultaneously (all-port), and that an edge can be used to transmit messages in both directions (full-duplex ) at the same time. Finally, to facilitate presentation of our results we make the following assumption:
( †) at each time step a vertex can send (receive) at most m messages to (from) each of its neighbours, and these messages may have different destinations (sources). (i) each arc of Γ is exploited exactly once for message transmission;
(ii) for each g ∈ G precisely δ arcs with different colours are used to transmit messages with source g, and the sets A t (g) of such arcs for g running over G form a partition of Arc(Γ); and
(c) the total number of time steps required to complete the gossiping is
, where v is the unique neighbour of y in ∆ 1,1 contained in Γ i (1), and
is the set of arcs of ∆ g from v H g to y H g, and the δ arcs in C g (y, v) receive distinct colours. Furthermore, if in addition H is semiregular on G \ {1}, then C g (y, v) = {(v ψ g, y ψ g) : ψ ∈ H} is a matching of δ arcs.
Proof Since H is regular on S, S = a H is an H-orbit on G (where a is a fixed element of S), |H| = |S| = δ, and the results in Theorem 3.1 apply. Let us continue the discussion in the proof of Theorem 3.1 and use the notation there. In particular, let
In other words, in ∆ 1 each vertex of y H has q neighbours contained in v H . Since ∆ 1 = φ∈H ∆ 1,φ , it is evident that the subtrees containing y are ∆ 1,φ j (0 ≤ j ≤ q −1), and thus in ∆ 1 the neighbours of y contained in
Since v is adjacent to y in Γ, we have vy −1 ∈ S and hence v = aφy for someφ ∈ H. Since H ≤ Aut(G) is regular on S, we have:
In other words, for distinct φ j , φ j ∈ H y , the neighbours v φ j , v φ j of y in ∆ 1 are distinct. In general, since {ψ 0 , ψ 1 , . . . , ψ p−1 } (ψ 0 = 1) is a right transversal to H y in H, we have H = p−1 =0 H y ψ and y H = {y ψ : 0 ≤ ≤ p − 1}. Since H y ψ = {φ j ψ : 0 ≤ j ≤ q − 1}, 0 ≤ ≤ p − 1, the subtrees containing y ψ are ∆ 1,φ j ψ . Hence in ∆ 1 the neighbours of y ψ contained in Γ i (1) are v φ j ψ (0 ≤ j ≤ q − 1), which are pairwise distinct. Therefore, in ∆ 1 the arcs from v H to y H are exactly those in C 1 (y, v), and hence the set of arcs of ∆ 1 from Γ i (1) to Γ i+1 (1) is given by y∈R i+1 C 1 (y, v). Based on this and ∆ g = ∆ g 1 , we then obtain the required results for any g ∈ G by translation, that is, C g (y, v) = C 1 (y, v) g . Since pq = |H| = δ, we have |C g (y, v)| = δ and Theorem 3.1(c) ensures that the δ arcs in C g (y, v) receive distinct colours.
In the case where H is semiregular on G \ {1}, we have q = 1 for all y ∈ G \ {1} and hence C g (y, v) = {(v ψ g, y ψ g) : ψ ∈ H}, which is clearly a matching of δ arcs.
As in Theorem 3.1, in Lemma 4.2 H is semiregular on G \ {1} if and only if G : H is a Frobenius group, and in this case Γ is a first type G : H-Frobenius graph. Equipped with Lemma 4.2 we now give the promised m-gossiping protocol and prove that it satisfies (a)-(c) in Theorem 4.1. A process of disseminating messages at a specific source vertex to all other vertices is called broadcasting.
Algorithm 4.3
We use the notation in Theorem 3.1 and Lemma 4.2. Using ∆ 1 we will first give the following broadcasting algorithm (1a)-(1b) for the identity vertex 1 and then obtain the desired m-gossiping protocol by means of translations.
(1a) In the beginning the m messages at 1 are to be transmitted to all other vertices. The broadcasting goes through d phases each consisting of a number of time steps. The first phase consists of the first step only in which the m messages at 1 are transmitted to all of its neighbours a φ (φ ∈ H) simultaneously. In the ith phase, 2 ≤ i ≤ d, messages are transmitted from Γ i−1 (1) to Γ i (1) in the way to be specified in (1b).
(1b) Inductively, suppose that the ith phase has finished, that is, all vertices in Γ i (1) have received via Γ i−1 (1) the m messages which are originated from 1. In the next phase these messages are to be transmitted from Γ i (1) to Γ i+1 (1) such that the vertices in the same H-orbit contained in Γ i+1 (1) receive messages in the same time step.
More explicitly, let y ∈ R i+1 and v be as in Lemma 4.2. Then y H = {y ψ : 0 ≤ ≤ p − 1}, v H = {v φ j ψ : 0 ≤ ≤ p − 1, 0 ≤ j ≤ q − 1}, and C 1 (y, v) = {(v φ j ψ , y ψ ) : 0 ≤ ≤ p − 1, 0 ≤ j ≤ q − 1}. Split the m messages at each vertex in Γ i (1) into q parts, M 0 , M 1 , . . . , M q−1 , such that each part contains at least m/q and at most m/q messages. Since m ≥ δ, we have m/q ≥ 1 and thus none of these parts is empty. In the same time step, the messages in the jth part M j are transmitted from v φ j ψ to y ψ , 0 ≤ ≤ p − 1, 0 ≤ j ≤ q − 1. Thus, each vertex in y H receives exactly one copy of each message in M j for 0 ≤ j ≤ q − 1. By Lemma 4.2 in this time step the δ arcs in C 1 (y, v) are used to transmit messages from v H to y H , and each arc is used exactly once in this step. Moreover, by Lemma 4.2 the arcs in C 1 (y, v) have different colours.
For each y ∈ R i+1 we apply the above so that each y H takes one time step to receive messages from Γ i (1). Since R i+1 is a set of representatives of the family of H-orbits contained in Γ i+1 (1), after all y ∈ R i+1 have been treated every vertex in Γ i+1 (1) receives the m messages with source 1 via Γ i (1).
If i + 1 = d, then the broadcasting is completed; otherwise set i := i + 1 and repeat the procedure above.
(2) Let A t (1) denote the set of arcs used in the broadcasting above at time t. Let A t (g) := A t (1) g = {(wg, zg) : (w, z) ∈ A t (1)}. At time t when the messages with source 1 are transmitting along the arcs in A t (1), disseminate the messages with source g along arcs in A t (g) for all g ∈ G.
Thus, in the first step (t = 1) the messages with source g are transmitted to all of its neighbours a φ g (φ ∈ H) simultaneously for all g ∈ G. At time t ≥ 2, from (1a)-(1b) above we have A t (1) = C 1 (y, v) for some (y, v), and hence A t (g) = C g (y, v) by Lemma 4.2. For 0 ≤ ≤ p − 1 and 0 ≤ j ≤ q − 1, when M j (originating from 1) is transmitted from v φ j ψ to y ψ at time t, for all g ∈ G, M j (originating from g) is transmitted from v φ j ψ g to y ψ g at the same time step. 2
In (1b) above, since H is not necessarily regular on v H , a vertex w ∈ v H may be written in two different ways, e.g. w = v φ j ψ = v φ j ψ for ( , j) = ( , j ). If j = j , then v φ j = v φ j and hence = . In the case when j = j but = , part M j at w is transmitted to both y ψ and y ψ in the same time step.
Proof of Theorem 4.1 It is easy to verify that Algorithm 4.3 gives an m-gossiping protocol for Γ. Continuing the discussion in Algorithm 4.3, for any t ≥ 2 the set of arcs used for transmission at time t is g∈G A t (g) = g∈G A t (1) g = g∈G C 1 (y, v) g . By Lemma 4.2 we have |A t (g)| = δ and the arcs in A t (g) (⊆ Arc(∆ g )) have different colours. Since H is regular on S, by Lemma 2.1, Γ is G : H-arc transitive. For any φg ∈ G : H (where φ ∈ H and g ∈ G), since φ leaves all H-orbits invariant, it leaves A t (1) = C 1 (y, v) invariant. Thus, the G : H-arc transitivity of Γ implies that g∈G A t (g) = Arc(Γ), that is, all arcs of Γ are used at each time t. Since Γ has exactly δ|G| arcs, it follows that | g∈G A t (g)| = δ|G|. On the other hand, since |A t (g)| = δ for all g ∈ G, we have δ|G| = | g∈G A t (g)| ≤ g∈G |A t (g)| = δ|G|. Therefore, {A t (g) : g ∈ G} must be a partition of Arc(Γ). In other words, at each time step t ≥ 2, all arcs of Γ are used for message transmission, and moreover each arc is used exactly once. Obviously, G is transitive on {A t (g) : g ∈ G}.
(It may happen that at the same time step a vertex is required to process messages from different sources. This is allowed by our assumption ( †).) Thus, the statements in (b) of Theorem 4.1 hold for t ≥ 2. Clearly, these statements are true for t = 1 as well. From Algorithm 4.3 it follows that all messages are transmitted along shortest paths, and the total number of time steps required is one less than the the number of H-orbits on G. In other words, the total number of steps is (i) each arc of Γ is used at most once for message transmission;
(ii) for each g ∈ G at most δ arcsÂ t (g) with different colours are used to transmit messages with source g;
(c) the total number of time steps is d i=1 n i , where n i is the number of H-orbits contained in
Proof Since m < δ, we may add δ − m 'dummy messages' at each vertex so that Theorem 4.1 applies. The messages with source g need to be partitioned into q parts when transmitting along C g (y, v), where q = |H y | (≤ δ). Put all original messages into the first m/q parts, so that the dummy messages are in the remaining parts and possibly in the m/q th part. In Algorithm 4.3 the arcs (v φ j ψ g, y ψ g) (0 ≤ i ≤ p − 1, 0 ≤ j ≤ m/q − 1) are the only ones in C g (y, v) which carry the original messages. Thus, at each time step t the setÂ t (g) of arcs carrying the original messages is a subset of A t (g). The results follow from Theorem 4.1 immediately by ignoring those parts which contain dummy messages only.
2 
Minimum gossip time
In this section we consider the gossiping problem with m = 1, that is, each vertex has exactly one message to transmit to other vertices. This is the case that receives most attention in the literature. As in the previous section we assume the store-and-forward, all-port and full-duplex model, and each vertex can send (receive) at most one message to (from) each of its neighbours at each time step. In addition we assume that no two messages can transmit over the same arc at the same time. An algorithm which fulfils the gossiping task under these assumptions will be called a gossiping protocol. Denote by t(Γ) the minimum number of time steps required by such a protocol. (Thus, t(Γ) is the minimum gossip time g F * (1, Γ) discussed in [4] .) A gossiping protocol is called optimal if uses t(Γ) time steps.
The main results in this section generalise two results in [4] to a wider class of Cayley graphs. For any regular graph Γ of degree δ, since any vertex v can receive at most δ messages at each time step and in total there are |V (Γ)| − 1 messages to be transmitted to v, it follows ([4, Proposition 7] and [13, Lemma 16] ) that
The next theorem shows that this trivial lower bound is attained by all Frobenius graphs of the first type, or equivalently Cayley graphs Cay(G, S) such that H is regular on S and semiregular on G \ {1} for some H ≤ Aut(G, S). Note that in Theorem 4.1 we assumed m ≥ δ in order to facilitate presentation. However, in Algorithm 4.3 what we really used was that m ≥ |H y | for each y ∈ G \ {1} so that all M j = ∅. Under the assumption that H is semiregular on G \ {1} we have |H y | = 1 and hence an algorithm similar to Algorithm 4.3 works well for m = 1.
Theorem 5.1 Let L = G : H be a Frobenius group with Frobenius kernel G, where H is a Frobenius complement of G in L. Let Γ = Cay(G, S) be a first type L-Frobenius graph of degree δ = |S|, where S = a H for some a ∈ G with a H = G and |H| is even or |a| = 2. Then the minimum gossip time of Γ is given by
Moreover, there exists an optimal gossiping protocol for Γ such that the following (a)-(b) hold:
(a) messages are always transmitted along shortest paths of Γ;
(b) at any time t:
(i) each arc of Γ is used exactly once for message transmission;
(ii) for each g ∈ G exactly δ arcs with different colours are used to transmit messages with source g, the set A t (g) of such arcs form a matching of Γ, and moreover {A t (g) : g ∈ G} is a partition of Arc(Γ);
Proof Since H is regular on S, we have δ = |S| = |H| and the results in Theorem 3.1 hold for (Γ, G). In particular, by Theorem 3.1 the subgraphs ∆ g (g ∈ G) are shortest path spanning trees of Γ. Applying Lemma 4.2 and using the notation there, by the semiregularity of H on G \ {1} we have p = |x H | = |H| = |S| = δ and q = |H x | = 1 for all x ∈ G \ {1}, and each C g (y, v) = {(v ψ g, y ψ g) : ψ ∈ H} is a matching of δ arcs. Algorithm 5.2 below is a modification of Algorithm 4.3, and it gives the required gossiping protocol. The difference is that in the current situation there is only one message originating from each vertex and each C g (y, v) is a matching.
Algorithm 5.2 As in Algorithm 4.3, at time t = 1 the messages with source g are transmitted to all of its neighbours a φ g (φ ∈ H) simultaneously for all g ∈ G. In the (i + 1)th phase the message with source g is transmitted from Γ i (g) to Γ i+1 (g) for g ∈ G. For g = 1 this is achieved simply by sending the message with source 1 along the arcs of C 1 (y, v) (that is, from v ψ to y ψ , ψ ∈ H) at the same time step, and we do this for all y ∈ R i+1 such that each y H takes one time step, where as in Lemma 4.2 R i+1 is a set of representatives of the family of H-orbits contained in Γ i+1 (1). Suppose C 1 (y, v) is used for transmission at time t ≥ 2, so that
, and at the same time t transmit the message with source g along the arcs in A t (g) (that is, from v ψ g to y ψ g, ψ ∈ H). 2 By Lemma 4.2 A t (g) is a matching of ∆ g with its δ arcs having different colours. Note that the message with source g is transmitted along shortest paths to other vertices since ∆ g is a shortest path spanning tree. Similar to the proof of Theorem 4.1, one can verify that {A t (g) : g ∈ G} is a partition of Arc(Γ), G is transitive on {A t (g) : g ∈ G}, and each arc of Γ is used exactly once at each time t. Thus, Algorithm 5.2 is indeed a gossiping protocol satisfying (a) and (b) in Theorem 5.1. Since all H-orbits in G \ {1} have length δ as shown above and each H-orbit needs one time step, this gossiping protocol requires (|G| − 1)/δ steps in total. Hence t(Γ) ≤ (|G| − 1)/δ. This together with (6) yields t(Γ) = (|G| − 1)/δ and implies that the protocol is optimal. 2
In the following we discuss the more general case where H is not necessarily semiregular on G \ {1}. We still assume that H is regular on S, so that |H| = |S| = δ. Thus, by the orbit-stabiliser lemma, an H-orbit x H on G \ {1} has length δ if and only if H x = 1, and in this case H u = 1 for all u ∈ x H . Let
Then X \ {1} is the union of all H-orbits on G \ {1} of length δ. Thus, δ is a divisor of |X| − 1. Since H is semiregular on G \ {1} if and only if X = G, Theorem 5.3 below can be viewed as a generalisation of Theorem 5.1. It also generalises [4, Lemma 17] , which itself was very useful [4] in determining the exact values of the minimum gossip time for hypercubes, multidimensional tori and star graphs. An independent set of a graph is a set of pairwise nonadjacent vertices of the graph, and a vertex-cut is a subset of the vertex set whose removal increases the number of connected components.
Theorem 5.3 Let Γ = Cay(G, S) be a connected Cayley graph with degree δ = |S|. Suppose that there exists H ≤ Aut(G, S) such that H is regular on S and that G \ X is an independent set and not a vertex-cut of Γ, where X = {x ∈ G : H x = 1} ∪ {1} as above. Then the minimum gossip time of Γ is given by
Moreover, we can give an optimal gossiping protocol for Γ under which messages are transmitted along shortest paths.
Proof Since H is regular on S, we have |H| = |S| = δ. Let Γ[X] denote the subgraph of Γ induced on X. Since G \ X is not a vertex-cut of Γ, Γ[X] is connected. Since G \ X is an independent set, any edge with one end-vertex in G \ X must have the other end-vertex in X and hence is in the edge-cut δ(X, G \ X) (that is, the set of edges of Γ between X and G \ X).
Note that X \ {1} is the union of H-orbits y H on G with H y = 1, and G \ X is the union of H-orbits z H on G with H z = 1. Note also that each
Without loss of generality we may assume that v is the unique neighbour of y in ∆ 1,1 . Since |H y | = 1, from Lemma 4.2 the set of arcs of Γ from v H to y H is C 1 (y, v) = {(v ψ , y ψ ) : ψ ∈ H}. Thus, we can apply Algorithm 5.2 but restrict to X so that at each time step transmission takes place over one C 1 (y, v). Since each y H contained in X \ {1} has length δ, the message with source 1 can reach all vertices in X in t 0 := (|X| − 1)/δ time steps, and moreover it transmits along shortest paths. Now let us partition G \ X into t 1 := (|G| − |X|)/δ parts, V 1 , . . . , V t 1 , such that |V 1 | = · · · = |V t 1 −1 | = δ and |V t 1 | ≤ δ. For 1 ≤ i ≤ t 1 , choose an injection θ i : V i → S, which can be taken as an assignment of δ colours (elements of S) to the vertices in V i such that different vertices receive distinct colours. (For 1 ≤ i ≤ t 1 − 1, θ i is in fact a bijection since |V i | = δ. Similarly, θ t 1 is a bijection when |V t 1 | = δ.) For each i, since all δ colours appear on the δ arcs incident with each vertex in V i , we can choose a set C i of |V i | arcs of Γ such that each z ∈ V i is incident with exactly one arc (w, z) ∈ C i and that zw −1 = θ i (z), where w is necessarily in X. From the choice of θ i it follows that such arcs (w, z) ∈ C i receive different colours. However, for distinct z, z ∈ V i , it is allowed to have w = w for corresponding arcs (w, z), (w , z ) ∈ C i . At time t 0 + i we simply transmit the message with source 1 from X to V i along the arcs in C i , 1 ≤ i ≤ t 1 . Thus, we can broadcast the message with source 1 to all other vertices in t 0 + t 1 = (|G| − 1)/δ steps. From the discussion in the first paragraph one can see that this broadcasting uses shortest paths for transmission.
For g ∈ G, Xg = {xg : x ∈ X} induces a connected subgraph of Γ isomorphic to Γ[X], and G \ Xg is an independent set and not a vertex-cut of Γ. At the time when the message with source 1 is transmitted from a vertex u to a vertex x, the message with source g is transmitted from ug to xg for all g ∈ G. To show that this is indeed a gossiping protocol, it suffices to prove that at the same step two messages do not compete for the same arc. Let us consider t ≤ t 0 first. Suppose otherwise and let, say, the messages with sources 1 and g = 1 use the same arc (v ψ , y ψ ) = (v ψ g, y ψ g) at the same time, where ψ, ψ ∈ H. Then v ψ = v ψ g, y ψ = y ψ g, and hence (vy −1 ) ψ = (vy −1 ) ψ . Since vy −1 ∈ S and H is regular on S, we have ψ = ψ and so g = 1, a contradiction. Thus, each arc is used to transmit at most one message at any time t ≤ t 0 . It remains to deal with times after t 0 . Suppose, say, the messages with sources 1 and g use the same arc (w, z) = (ug, xg) at time t 0 + i, where x, z ∈ V i and (u, x), (w, z) ∈ C i . Then
, contradicting the choice of C i . Thus, no two messages with different sources use the same arc at time t 0 + i, 1 ≤ i ≤ t 1 . Therefore, the scheme above is a gossiping protocol indeed. Moreover, messages are transmitted along shortest paths since this is the case for the broadcasting described in the previous paragraph. Clearly, the gossiping protocol requires t 0 + t 1 = (|G| − 1)/δ steps. Hence t(Γ) ≤ (|G| − 1)/δ , which together with (6) yields (8) and ensures that the protocol is optimal. 
Forwarding indices
An all-to-all routing (or routing for short) of a graph Γ = (V (Γ), E(Γ)) is a set P of oriented paths of Γ such that for each ordered pair x, y ∈ V (Γ), x = y, there is exactly one path in P from x to y. The load of an edge under P is the number of paths in P going through the edge in either direction, and the load of an arc is defined similarly with direction taking into account. A routing P is edge-uniform (arc-uniform, respectively) if all edges (arcs, respectively) have the same load, and is a shortest path routing if each path in P is a shortest path between the end-vertices. Let π(Γ, P) ( − → π (Γ, P), respectively) be the maximum load on an edge (arc, respectively) of Γ under P. Call
the edge-and arc-forwarding indices of Γ [20] respectively, where the minimum is taken over all possible routings of Γ. If the minimum is restricted to shortest path routings, we obtain π m (Γ) and − → π m (Γ), the minimal edge-and arc-forwarding indices [18] of Γ. It is clear that
, and the equalities do not hold in general. A routing achieving π(Γ) is said to be optimal for π, and similar terminology will be used for − → π , π m and − → π m . For a routing P and a subgroup G of Aut(Γ), if G leaves P invariant (that is, P ∈ P implies P g ∈ P for g ∈ G) and is transitive on E(Γ) (Arc(Γ), respectively), then P is said [24] to be a G-edge transitive routing (G-arc transitive routing, respectively).
In general it is difficult to determine the indices above (see e.g. [18, Section 5] ). For any Frobenius graph Γ (regardless of its type), it was proved [30, Theorem 2.2] that π(Γ) = ( (u,v)∈G×G d(u, v)/|E(Γ)|, and this was obtained under the name of orbital regular graphs. A second formula for π(Γ) was given in [11, Theorem 1.6] for Frobenius graphs, namely,
in i , depending on whether Γ is of the first or second type, where n i is the number of H-orbits contained in Γ i (1). However, as far as we know no optimal routing for π is known in the literature. Using Theorem 3.1, for Frobenius graphs Γ of the first type we now give a shortest path routing which exhibits interesting features and is optimal for π, − → π , − → π m and π m simultaneously.
Theorem 6.1 Let L = G : H be a Frobenius group with Frobenius kernel G, where H is a Frobenius complement of G in L. Let Γ = Cay(G, S) be a first type L-Frobenius graph, where S = a H for some a ∈ G with a H = G and |H| is even or |a| = 2. Then
Denote by P the routing obtained from A = {∆ g : g ∈ G} (guaranteed by Theorem 3.1) such that for any g, x ∈ G the route from g to x is the unique path from g to x in the shortest path spanning tree ∆ g of Γ. Then P is As mentioned above, the value of π(Γ) is known in the literature. However, the value of − → π (Γ) above is new. In [20, Theorem 3.2] it was shown that
and the equalities hold if and only if Γ admits an edge-uniform shortest path routing. Similarly, one can verify that
and the equalities hold if and only if Γ admits an arc-uniform shortest path routing.
Lemma 6.2 Let P be a routing for a graph Γ. If P is G-arc transitive for some G ≤ Aut(Γ), then it is also G-edge transitive, and is both arc-and edge-uniform. If in addition P is a shortest path routing, then
optimal with respect to the four indices simultaneously.
Proof Since P is G-arc transitive, G leaves P invariant and is transitive on Arc(Γ). Hence G is also transitive on E(Γ). Since Γ is G-arc transitive, for any (u, v), (u , v ) ∈ Arc(Γ) there exists g ∈ G such that (u, v) g = (u , v ). If P ∈ P, then P g ∈ P as P is G-invariant; and if P goes through (u, v) in its direction, then P g goes through (u , v ) in its direction. Based on this one can show that there is a one-to-one correspondence between the paths of P going through (u, v) and that going through (u , v ). It follows that (u, v) and (u , v ) have the same load under P, and hence P is arc-uniform. This implies that P is also edge-uniform since the load on {u, v} is the sum of the loads on (u, v) and (v, u). Therefore, if in addition P is a shortest path routing, then by (10)- (11) we have
and thus P is optimal with respect to all these indices. 2
Proof of Theorem 6.1 Since L = G : H is a Frobenius group and Γ = Cay(G, S) is a first type L-Frobenius graph, the results in Theorem 3.1 hold for (Γ, G) and in particular A = {∆ g : g ∈ G} is a family of shortest path spanning trees of Γ. Let P be the routing under which for any g, x ∈ G the route from g to x is the unique path of ∆ g from g to x. Of course P is a shortest path routing. For any g ∈ G and ψf ∈ L, where ψ ∈ H and f ∈ G, since G is normal in L we have gψ = ψg for some g ∈ G. Thus, since ∆ g = φ∈H (∆ 1,1 ) φg by Theorem 3.1(b), we
Therefore, A is L-invariant and hence P is L-invariant as well. Since Γ is L-transitive by Lemma 2.1, it follows that P is an L-arc transitive routing. Thus, by Lemma 6.2, P is L-edge transitive and both edge-and arc-unform. Again by Lemma 6.2, (9) holds and P is optimal for π, − → π , − → π m and π m simultaneously. 2 Remark 6.3 For a first type Frobenius graph Γ = Cay(G, S) as in Theorem 6.1, an algorithm similar to Algorithm 5.2 can be used to construct A = {∆ g : g ∈ G}: in a typical step we simply construct C g (y, v) for all g ∈ G. Obviously, this algorithm terminates in (|G| − 1)/δ steps, and it produces the optimal routing P in Theorem 6.1.
The arc-forwarding index is useful [8] in bounding the second largest eigenvalue β 1 of random walks on a connected graph. It is known [8, Corollary 1] 
for any connected graph Σ with diameter d and maximum degree δ. When Σ is regular, this can be translated into an upper bound on the second largest eigenvalue λ 1 . From this bound and the value of − → π m implied in (9) and [11, Theorem 1.6], we obtain (12) below for any Frobenius graph of the first type. This in turn implies (13) by using the well-known Cheeger's inequality [2] h(Σ) ≥ (δ − λ 1 (Σ))/2 on the edge expansion ratio of Σ defined by h(Σ) = min S⊆V (Σ),|S|≤|V (Σ)|/2 |δ(S)|/|S|, where δ(S) is the set of edges of Σ from S to V (Σ) \ S.
Corollary 6.4 Let L = G : H and Γ = Cay(G, S) be as in Theorem 6.1. Let d be the diameter of Γ and n i the number of H-orbits on G at distance i from 1 in Γ, 1 ≤ i ≤ d. Then
7 An example Example 7.1 Let q be a prime power and F q the finite field of order q. Then the Hamming graph H(d, q) is isomorphic to Cay(F d q , S), where S is the set of vectors of F d q with exactly one nonzero coordinate. As noticed in [24] , Aut(Γ) contains F d q : G 0 as a subgroup, where G 0 = GL(1, q) wr S d which fixes the identity 0 of F d q . Following [24] , let x := (α, 1, . . . , 1) · τ −1 ∈ G 0 and H := x , where α is a prime element of F q and τ = (1, 2, . . [24] . Hence for any j = kd + r with 0 ≤ k ≤ q − 2 and 0 ≤ r ≤ d − 1 we have (y 1 , y 2 , . . . , y d )
x j = (α k y r+1 , . . . , α k y d , α r y 1 , . . . , α r y r ).
In particular, for (0, . . . , 0, s i , 0, . . . , 0) ∈ S, where s i ∈ F * q , (0, . . . , 0, s i , 0, . . . , 0) As a special case we notice that for d = 2 and any odd prime power q, all the good things in Corollary 7.2 occur for H(2, q) since 2 is a divisor of q − 1. Clearly, π(H(2, q)) = 2q and t(H(2, q)) = (q + 1)/2. The order q 2 of H(2, q) is larger than half of the well-known Moore bound (see e.g. [25] ) M 2(q−1),2 = 2(q − 1) 2 + 1 for degree 2(q − 1) and diameter 2, and this is probably good enough for practical purpose. Considering this and the very small diameter of H(2, q), as well as all the attractive features above, it seems that H(2, q) when q is an odd prime power is an attractive candidate for interconnection networks. Besides, it has the advantage of being arc-transitive.
Concluding remarks
In this paper we studied the class of Cayley graphs Cay(G, S) such that the setwise stabiliser of S in Aut(G) contains a subgroup which is regular on S. With motivations from communication we developed a general framework for constructing a family of connected spanning subgraphs of any Cayley graph in the class, and demonstrated that such spanning subgraphs play a key role in designing efficient gossiping protocols and optimal routings. In particular, for a large subclass of Cayley graphs associated with Frobenius groups, these spanning subgraphs are shortest path spanning trees, and they give rise to optimal gossiping protocols under the store-and-forward, all-port and full-duplex model as well as optimal shortest path routings with respect to the edgeand arc-forwarding indices. The results obtained in the paper are general in nature and thus can be applied to a number of networks, including those which admit a complete rotation. In [31] Thomson and the author have applied the method developed in the present paper to degree-six circulant graphs (that is, triple-loop networks [17] ) with a given diameter and maximum possible number of vertices. We prove that such graphs are Frobenius graphs of the first type, and we give the exact values of their minimum gossip time and forwarding indices together with optimal gossiping protocols and routing schemes. In [32] we classify Frobenius circulant graphs of degree four and give their optimal gossiping and routing schemes explicitly.
In a more general setting it seems interesting to investigate existence of some connected spanning subgraphs of a Cayley graph which have 'nice' structure needed to guarantee efficient communication. Of course for different communication problems the requirements on the structure of such spanning subgraphs may be different. Problems of this type are interesting from a theoretic point of view as well; for example, the well-known Hamiltonicity problem for Cayley graphs has been well-studied over many years.
