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Perkembangan teknologi internet sangat pesat sekali. Akan tetapi didalamnya terdapat banyak hal yang berbahaya, seperti 
konten pornografi. Banyak para peneliti melakukan kajian penelitian dalam deteksi citra pornografi dengan tujuan untuk 
melakukan filterisasi konten porno tersebut. Akan tetapi, sebagian dari penelitian itu hanya mengandalkan luasan persentase 
kulit saja untuk menentukan citra pornografi atau bukan. Dan mereka meninggalkan hal yang paling fundamental yang 
menjadi ciri sebuah citra pornografi yaitu organ intim. Pada penelitian ini melakukan deteksi puting payudara wanita pada 
citra pornografi dengan menggunakan algoritma Viola and Jones yang terkenal handal dalam pendeteksian objek. Rata-rata 
akurasi sebesar 83,75%, precision rate sebesar 88,20% dan recall rate sebesar 90,21%. 
Kata kunci: citra pornografi, deteksi puting payudara, fitur Haar-like, Viola and Jones 
1 PENDAHULUAN 
Perkembangan teknologi internet berkembang dengan sangat pesat dan sangat mudah sekali untuk mengaksesnya. Akan tetapi, 
didalamnya terdapat banyak konten yang merusak seperti kekerasan dan pornografi. Dampak persebaran pornografi di internet 
memiliki efek merugikan yang sangat besar. Setiap detik sebanyak 3075,64 USD dibelanjakan untuk pornografi, setiap 
detik 28258 pengguna internet melihat situs pornografi, setiap detik sebanyak 372 pengguna internet mengetikkan kata kunci 
yang berkaitan dengan pornografi pada mesin pencari dan setiap 39 menit video porno baru dibuat di Amerika Serikat. Bahkan 
12% dari seluruh website yang ada di internet adalah web porno [1].Pada tahun 2002 National Research Council Report 
menyatakan bahwa 74 % halaman web yang ada di dunia maya berupa tampilan citra pornografi dan seringkali berupa banner 
iklan yang menggoda pengunjung.  
Untuk memberikan perlindungan bagi pengguna internet khususnya anak-anak, pendeteksian dan pemblokiran citra pornografi 
sangat diperlukan [2]. Banyak para peneliti [3][4][5][6][7][8][9] yang telah melakukan deteksi citra pornografi. Banyak dari 
mereka yang melakukan penelitian hanya sebatas berdasarkan luasan persentase kulit saja [4][5][7][9] tanpa memperhatikan 
organ intim/seksual yang menjadi ciri utama sebuah citra pornografi [2][10]. Sehingga deteksi yang dihasilkan tidak efektif.  
Secara garis besar metode deteksi citra pornografi terbagi kedalam dua kategori [11]:  deteksi berbasis kulit dan deteksi 
berbasis fitur. Metode deteksi berbasis kulit berfokus pada deteksi kulit. Yu-Chun Lin et al. [12] melakukan deteksi citra 
pornografi  menggunakan algoritma Support Vector Machine (SVM) untuk pengenalan polanya dan distribusi warna kulit.  
Namun, metode ini memiliki kekurangan yaitu banyak pada citra bukan porno yang mengandung banyak warna kulit dideteksi 
sebagai citra pornografi. Begitu juga sebaliknya, citrapornografi yang mengandung sedikit warna kulit dideteksi sebagai bukan 
citrapornografi.  Johnson I Agbinyaet al. [9] melakukan deteksi otomatis citra pornografi online dengan melakukan segmentasi 
area kulit manusia dengan ruang warna HSV, jika area kulit pada sebuah citra lebih dari 20%  akan disimpulkan bahwa citra 
tersebut merupakan citrapornografi. Metode inipun memiliki kelemahan, yaitu pada citra yang bukan porno dengan luasan 
warna seperti warna kulit akan dideteksi sebagai citra pornografi. Sedangkan deteksi berbasis fitur berfokus pada penggunaan 
pengekstrakan fitur secara langsung pada sebuahcitra[2]. Semua metode yang memanfaatkan deteksi kulit (color histogram, 
distribusi kromatik, informasi warna dan tekstur) mengalami permasalahan yang mendasar yaitu metode-metode tersebut tidak 
melakukan deteksi pada organ intim 
Salah satu organ intim yang terdapat pada sebuah citra pornografi dan menjadi ciri sebuah citra pornografi adalah puting 
payudara. Sehingga, dengan melakukan deteksi puting payudara diharapkan dapat memberikan deteksi citra pornografi lebih 
optimal dibandingkan hanya dengan deteksi warna kulit. Deteksi puting payudara dapat dilakukan dengan memanfaatkan 
pengenalan objek secara langsung berdasarkan training set sampel positif dan sampel negatif dengan algoritma Viola and 
Jones. 
2 TINJAUAN PUSTAKA 
2.1 Pornografi  
Henry George Liddell dan  Robert Scott didalam A Greek-English Lexiconmemberikan definisi pornografi. “Porno” (πoρνo) 
berasal dari bahasa Yunani yang melambangkan pelacur serta budak perempuan, karena prostitusi pada masa Yunani kuno 
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biasa membeli budak untuk dijadikan pelacur. “Graphy” (γραφoζ) melambangkan menulis. Secara Etimologi pornografi adalah 
menggambarkan wanita sebagai budak seks, dan secara seksual serta psikis kembali memperbudak perempuan dalam produksi 
dan proses konsumsi[13]. Namun demikian, beberapa wacana ilmu sosial mencoba untuk mendefinisikan pornografi sebagai 
Media seksual eksplisit yang memiliki tujuan utama untuk membangkitkan seksual penonton [14]. Dalam kamus Oxford 
Dictionaries pornografi memiliki definisi “printed or visual material containing the explicit description or display of sexual 
organs or activity, intended to stimulate sexual excitement”(bahan cetak atau visual yang berisi deskripsi eksplisit atau 
memamerkan organ atau aktivitas seksual, dimaksudkan untuk merangsang gairah seksual). Pornografi juga secara khusus 
merupakan konten yang berisi nudity (ketelanjangan) dan berbagai variasi adegan seks atau persetubuhan [15].  
2.2 Algoritma Viola and Jones 
Algoritma Viola and Jones pertama kali diusulkan oleh Paul Viola dan Michael Jones pada tahun 2011 [16] untuk deteksi 
wajah manusia. Dalam penelitiannya, Viola dan Jones menggunakan 4916 citra positif dan10.000 citra yang tidak berisi wajah 
untuk proses pelatihan (training). Setiap citra input kemudian dihitung nilai fiturnya menggunakan integral image. Hasil 
perhitungan ditrainingmenggunakan suatu algoritma boosting yang merupakan variasi dari algoritmaAdaBoost. Hasil training 
inilah yang digunakan untuk membentuk cascaded classifier,yang digunakan untuk mengklasifikasikan wajah. 
Kemudian algoritma ini dikembangkan lagi oleh Rainer Lienhart dan Jochen Maydt[17]. Algoritma ini memberikan tiga 
kontribusi utama yaitu citra integral atau summed area tables[17], algoritma pembelajaran berbasis AdaBoost dan cascade 
classifier. Kontribusi pertama dari algoritma ini adalah sebuah representasi citra baru yang disebut citra integral yang 
memungkinkan untuk evaluasi fitur dengan sangat cepat. Sebagian penelitian ini dilandasi dari penelitian Papageorgiouet al. 
[18]. Viola and Jones menggunakan seperangkat fitur yang mirip dengan fungsi Haar Basis. Untuk dapat menghitung fitur-fitur 
tersebut dengan cepat padaberbagai skala, Viola Jones memperkenalkan suatu representasi citra integral. Citraintegral dapat 
dihitung menggunakan sedikit operasi per piksel. Setelah citra integraldihitung, maka fitur Haar-like juga dapat dihitung pada 
berbagai skala dan lokasi dalamwaktu yang konstan. 
Kontribusi kedua dari algoritma ini adalah metode untuk membangun classifier dengan memilih sejumlah kecil fitur penting 
menggunakan AdaBoost. Dalam setiap subwindowcitra jumlah total fitur Har-like sangat besar, jauh lebih besar dari jumlah 
piksel pada citra tersebut. Untuk memastikan agar klasifikasi cepat, proses pembelajaran harus menghilangkan sebagian besar 
fitur yang tersedia, dan fokus pada satu set kecil fitur penting. Penyeleksian fiturdiperolehdengan modifikasi sederhana 
prosedur AdaBoost: weak learner dibatasi sehingga setiap classifier lemah yang dikembalikan dapat bergantung hanya pada 
fitur tunggal. Akibatnya setiap tahap dari proses boosting, yang memilih classifier lemah baru, dapat dilihat sebagai proses 
seleksi fitur. AdaBoost memberikan algoritma learning yang efektif dan memiliki batas kuat pada kinerja generalisasi. 
Kontribusi ketiga dari algoritma ini adalah metode untuk menggabungkan classifier-classifieryang lebih kompleks secara 
berturut-turut dalam struktur cascade yang secara dramatis meningkatkan kecepatan detektor dengan memfokuskan perhatian 
pada daerah-daerah yang menjanjikan pada citra.Proses yang lebih kompleks hanya diperuntukkan bagi daerah-daerah yang 
menjanjikan pada citra tersebut.Ukuran kunci pendekatan seperti itu adalah false negative rate pada proses atensi. 
Beberapa sub windows yang tidak ditolak oleh initial classifiers diproses oleh sederetan classifiers yang lainnya, yang masing-
masing lebih kompleks dari classifier yang terakhir. Jika ada classifieryang menolak sub window, maka tidak dilakukan proses 
selanjutnya. Struktur proses deteksi cascade merupakan degenerasi pohon keputusan. 
2.2.1 Haar-Like Feature dan Integral Image 
Algoritma Viola and Jones menggunakan fitur yang dinamakan fitur Haar-like yang mirip dengan fungsi Haar-basis [18]. Fitur 
Haar-like merupakan sebuah persegi panjang dua dimensi yang terdiri dari area gelap dan terang. Sistem pendeteksian objek 
Viola Jones mengklasifikasikan citra berdasarkan nilai dari fitur-fitur sederhana. Ada beberapa alasan untuk menggunakan 
fitur dibanding penggunaan piksel. Salah satu alasan utamanya adalah bahwa fitur dapat meng-encode pengetahuandomain ad-
hoc yang sulit dipelajari menggunakan data latih dengan jumlah yangterbatas. Alasan lainnya adalah bahwa sistem berbasis 
fitur beroperasi lebih cepat daripada sistem berbasis piksel. 
Ada tiga macam fitur [19] yaitu  two-rectangle feature, three-rectangle featuredan four-rectangle feature. 
 
Gambar 1. Haar-like Feature 
Fitur Haar-like dikembangkan lagi oleh R Lienhart et al. [17] dengan membuat turunannya (ExtendedHaar-like Features). 
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Gambar 2. Exteded Haar-like Feature 
Nilai dari fitur Haar-like dapat ditentukan dengan mencari selisih nilai antarajumlahnilai-nilaipikselgray 
leveldalamdaerahkotakhitamdandaerahkotakputih. Proses perhitungan ini dilakukan dengan mengurangi nilai rata-rata piksel 
daerah gelap dengan nilai rata-rata piksel daerah terang. Jika nilai yang dihasilkan diatas nilai threshold (ambang batas), maka 
subwindow yang dideteksi dengan fitur tersebut dianggap sebagai positif objek dan berhenti tidak ke stage selanjutnya. 
Penentuan nilai threshold dilakukan saat training menggunakan algoritma AdaBoost[20]. Rumus perhitungannya: 
f(x)=Sumblack rectangle (pixel gray level) – Sumwhite rectangle (pixel gray level ) (1) 
Untuk menghitung nilai penjumlahan piksel daerah gelap dan daerah terang menggunakan representasi citra integral. Dengan 
citra integral perhitungan fitur sangat cepat.  
 
Gambar 3.Nilai citra integral pada titik (x,y) adalah jumlah seluruh piksel yang berada di atas dan di kiri titik tersebut 
Citra integral pada lokasi x,y berisi jumlah piksel sebelah atas dan sebelah kiri x,y, termasuk: 
𝑖𝑖 𝑥,𝑦 =   𝑖(𝑥′ , 𝑦 ′)
𝑥 ′ ≤𝑥 ,𝑦 ′≤𝑦
 (2) 
Di manaii(x,y)adalahcitra integraldani(x,y)adalahgambarasli. 
𝑠 𝑥,𝑦 =  𝑠 𝑥,𝑦 − 1 + 𝑖(𝑥, 𝑦) (3) 
 
𝑖𝑖 𝑥, 𝑦 =  𝑖𝑖 𝑥 − 1, 𝑦 + 𝑠(𝑥,𝑦) (4) 
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Atau dapat dituliskan secara sederhana: 
𝑖𝑖 𝑥,𝑦 = 𝑖 𝑥, 𝑦 + 𝑖𝑖 𝑥 − 1,𝑦 +  𝑖𝑖 𝑥,𝑦 − 1 − 𝑖𝑖(𝑥 − 1, 𝑦 − 1) (5) 
  
Dimana 𝑠 𝑥, 𝑦  adalah jumlah kumulatif baris, s(x,-1) = 0, dan ii(-1,y) = 0 citra integral yang dapat dihitung sekali jalan (single 
pass) dari citra input. 
Dengan menggunakan citra integral, jumlah dari setiap persegi dapat dihitung dengan menggunakan empat referensi array. 
Perbedaan antara jumlah dua persegi dapat dihitung dengan delapan referensi. Fitur dua persegi dapat dihitung dengan enam 
referensi array, delapan untuk fitur tiga persegi, dan sembilan untuk fitur empat persegi. 
2.3 Algoritma AdaBoost 
Algoritma Adaboost merupakan singkatan dari Adaptive Boosting, pertama kali diperkenalkan oleh Freund dan Schapire pada 
tahun 1997 [21]. Algoritma Adaboost merupakan salah satu algoritma machine learning yang digunakan untuk feature 
selection dan melatih classifiers. Pada bentuk aslinya algoritma Adaboost digunakan untuk melakukan boosting kinerja 
klasifikasi dari sebuah algoritma pembelajaran yang sederhana, seperti digunakan untuk memboosting kinerja simple 
perceptron. Hal tersebut dilakukan dengan mengkombinasikan sekumpulan fungsi klasifikasi lemah untuk membentuk sebuah 
classifier yang lebih kuat yang kemudian diistilahkan dengan weak learner.Misalkan sebuah algoritma pembelajaran 
perceptron menelusuri sekumpulan perceptron yang mungkin dan mengembalikan perceptron dengan kesalahan klasifikasi 
terendah. Pembelajar disebut lemah karena fungsi klasifikasi yang terbaik sekalipun tidak dapat mengklasifikasikan data latih 
dengan baik. Agar pembelajar lemah dapat ditingkatkan, maka harus dipanggil untuk memecahkan sederetan masalah 
pembelajaran. Setelah tahap pertama pembelajaran, beberapa sampel diberi nilai bobot ulang dengan tujuan untuk menekankan 
sampel-sampel tersebut yang salah diklasifikasikan oleh classifier lemah sebelumnya. Terakhir adalah classifier kuat 
mendapatkan bentuk sebuah perceptron, sebuah kombinasi berbobot dari classifiers lemah yang diikuti dengan sebuah nilai 
ambang (threshold). 
Tabel 1. Algoritma boosting untuk learningquery secara online[16] 
 Diberikan sampel citra (x1, y1), ..., (xn, yn) dimana yi=0,1 untuk sampel negatif dan positif berturut-turut. 






 untuk yi = 0,1 berturut-turut, dimana m dan l adalah jumlah positif 
dan negatif berturut-turut. 
 Untuk t = 1, ..., T : 
1. Normalisasikan bobot, 






Sehingga wt adalah distribusi probabilitas. 
2. Pilih classifier lemah terbaik dengan urutan ke bobot kesalahan 
𝜖𝑡 = 𝑚𝑖𝑛𝑓 ,𝑝 ,𝜃  𝑤𝑖 |𝑕(𝑥𝑖 ,𝑓, 𝑝,𝜃)  − 𝑦𝑖|). 
3. Definisikan ht(x)=h(x,ft,pt,θt) dimana ft,pt, dan θt adalah bentuk minimize dari ∈t. 
4. Update bobot: 
wt+1,i= wt,iβt
1−ei 




1. Terakhir classifier kuat adalah: 
𝐶 𝑥 =  















2.4 Cascade Classifier 
Cascade classifier digunakan untuk mencapai peningkatan deteksi secara radikal dengan mengurangi waktu komputasi. 
Boosted classifier dapat dibangun dengan menolak beberapa subwindow yang negatif ketika mendeteksi hampir semua sampel 
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positif (nilai thresholdboostedclassifier dapat disesuaikan, sehingga tingkat negatif palsu (false negative rate) mendekati nol). 
Classifiersederhana digunakan untuk menolak sebagian besar subwindows sebelum classifiers yang lebih kompleks dipanggil 
untuk mencapai tingkat positif palsu (false positive rate)yang rendah. 
Bentuk keseluruhan proses deteksi berupa degenerasi pohon keputusan dari setiap stage, yang disebut cascade. Hasil positif 
dari classifier pertama memicu evaluasi classifier kedua yang juga telah disesuaikan untuk mencapai tingkat deteksi yang 
sangat tinggi. Hasil positif dari classifier kedua memicu classifier ketiga, dan seterusnya. Hasil negatif pada titik manapun 
mengarah ke penolakan langsung dari subwindow. 
Tahapan dalam cascade dibangun oleh training classifier menggunakan AdaBoost dan kemudian menyesuaikan ambang batas 
untuk meminimalkan negatif palsu. Nilai threshold AdaBoost dirancang untuk menghasilkan tingkat kesalahan rendah pada 
datatraining. Secara umum nilai threshold yang lebih rendah memberikan hasil tingkat deteksi lebih tinggi dan tingkat positif 
palsu yang lebih tinggi. 
 
Gambar 4. Struktur cascade classifiers 
3 METODE VIOLA JONES UNTUK DETEKSI PUTING PAYUDARA 
Penelitian bermula dari banyaknya metode untuk mendeteksi citra pornografi namun hanya sebatas pada perkiraan luasan 
persentase kulit pada objek yang akan dideteksi. Jika nilai persentase lebih besar dari nilai threshold yang ditentukan, maka 
akan dianggap sebagai citra pornografi. Pada kenyataannya terjadi beberapa kekeliruan antara lain citra yang memiliki luasan 
area kulit lebih dominan dibanding background-nya akan dianggap sebagai citra porno, begitu juga area citra yang memiliki 
luasan warna yang memiliki kesamaan dengan warna kulit akan dianggap sebagai citra pornografi juga dan sebaliknya citra 
yang mengandung unsur pornografi akan tetapi dengan area kulit yang lebih sedikit maka dianggap bukan citra pornografi, dan 
ini merupakan suatu kesalahan fatal. Salah satu kekeliruan yang mendasar pada metode tersebut adalah tidak melakukan 
deteksi pada organ intim citra pornografi. Padahal sebuah citra dianggap porno adalah apabila menampilkan organ intim 
dengan tujuan untuk membangkitkan gairah [14]. Berdasarkan studi literatur diketahui bahwa bahwa hal tersebut dapat 
dicarikan solusi dengan deteksi organ intim menggunakan algoritma Viola and Jones. Algoritma ini sangat cepat dan robust 
dalam mendeteksi objek. 
Pada penelitian ini jumlah citra positif (citra yang mengandung objek puting) yang digunakan sebesar 897 citra, sedangkan 
citra negatif (citra yang tidak mengandung objek puting) sebesar 1836 gambar. Citra positif dibagi dua, 731 untuk pelatihan 
dan 166 untuk pengujian.  Citra negatif juga dibagi dua 1756 untuk pelatihan dan 80 untuk pengujian. Sehingga, gambar yang 
digunakan untuk pengujian tidak sama dengan yang digunakan untuk pelatihan. Puting payudara yang digunakan sebagai data 
training maupun data testing memilik bentuk, ukuran, warna, tekstur, posisi dan pencahayaan yang berbeda-beda. Dikarenakan 
bentuk payudara wanita sangat variatif. 
Langkah pertama adalah melakukan training terhadap sampel positif dan negatif dengan ukuran subwindow 20x20 untuk 
menghasilkan cascade classifiers atau cascade detector. Pada proses training ini menggunakan algoritma AdaBoost untuk 
menyeleksi fitur-fitur dan melatih classifiers. Classfier kuat dihasilkan dari penggabungan sekumpulan classifiers lemah. 
Jumlah stages yang digunakan pada adalah 27 stages. Setelah proses training ini selesai akan dihasilkan sebuah detektor 
cascade classifiersdalam bentuk XML file yang dapat digunakan untuk mendeteksi puting payudara. 






.... Stage 20: 
215 fitur 
Nipple Nipple 
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Gambar 5. Skema model deteksi puting payudara menggunakan Viola and Jones 
4 HASIL PENELITIAN 
Penelitian ini diimplementasikan kedalam program prototype  C++ dengan kompiler Code Blocks 12.11 dan framework 
computer vision OpenCV 2.1.Pada penelitian ini hanya melakukan deteksi pada citra payudara yang bersifat frontal. Sehingga, 
semua citra payudara yang tidak menghadap lurus ke depan (frontal) tidak menjadi objek deteksi dan tidak terhitung sebagai 
false negative. 
Hasil deteksi objek puting payudara dengan bounding box berwarna hijau ditunjukkan oleh Gambar 6. 
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Gambar 6. Hasil deteksi puting payudara pada citra pornografi 
Meskipun Viola and Jones sangat handal dalam mendeteksi objek, namun banyak area yang memiliki kesamaan bentuk dan 
warna dengan puting payudara dianggap sebagi puting, seperti area mata dan pusar. 
 
 
Gambar 7.False positive 
Nilai rata-rata akurasi yang diperoleh dari pengujian seluruh citra testing sebesar 83,75%, precision rate sebesar88,20%dan 
recall rate sebesar 90,21%. 
5 KESIMPULAN 
Metode Viola and Jones untuk deteksi pornografi dengan memanfaatkan organ intim yang salah satunya adalah puting 
payudara terbukti akurat untuk mengenali objek nudity. Akan tetapi, masih banyak area bukan puting yang dianggap sebagai 
puting karena memiliki kesamaan warna dan bentuk seperti mata dan pusar. Kedepannya metode ini perlu dihibrid dengan 
algoritma lain dan juga dapat digabung dengan deteksi kulit agar menghasilkan deteksi yang lebih akurat. 
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