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In this research, we studied the interaction and organization of DNA through 
experimental and computational approaches, with a special focus on the interpretation 
of new and existing experimental results by full-atom molecular dynamics (MD) 
simulation. This research can be divided into three projects. First, in MD simulations 
we observed that multivalent ion mediated DNA-DNA attraction is related to the 
formation of ion bridges, i.e. multivalent ions which are simultaneously bound to the 
two opposing DNA molecules. The inter-DNA potential was obtained by the umbrella 
sampling technique. Second, the structure of a 5 base-pair B-DNA duplex under sharp 
bending conditions was systematically investigated by MD simulations. The DNA 
duplex exhibited the formation of a kink or bubble under certain bending curvatures. 
The formation of a kink or bubble was suggested to be the possible mechanism for the 
unexpected high flexibility of DNA observed in various experiments. Third, the 
counterion distribution in DNA liquid crystal was measured by small angle neutron 
scattering and interpreted with the help of molecular dynamics (MD) simulation. The 
overall research provided understanding of DNA interaction and organization in 
condensed phases. The research findings demonstrated that the molecular details of 
DNA molecules are sometimes essential for the understanding of a variety of 
experimental observations.  
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1.1 General introduction 
Deoxyribonucleic acid (DNA) is ‘the blueprint of life’, because it contains the 
code, or instructions for building organisms. The DNA molecule, with a right-handed 
double helical structure and a diameter of around 2.2 nm, is a highly charged anionic 
polymer (polyelectrolyte) with a persistence length of about 50 nm. Inside the nucleus 
of a eukaryotic cell, with a size about a micrometer, the DNA molecule with a length 
about a meter is tightly packed, much like the packaging of 100000 meters of thin 
copper wire inside a basketball. In sperm heads, virus capsids and bacterial nucleoids, 
the volume fraction of DNA approaches 70% (1, 2). Furthermore, the compacted 
DNA has to be easily accessible by protein in order to perform its biological functions, 
including transcription, replication, recombination and repair (3). The structural 
organization and dynamics of DNA inside the compacted structures is largely 
unknown. Therefore, it is of great importance to study these issues for the 
understanding of the mechanisms underlying the basic processes of life.  
It is not easy to study DNA interaction, dynamics and organization in the cellular 
environment. This is due to the abundance of macromolecular species and the 
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entanglement of numerous interactions involved in the organization of DNA. An 
alternative experimental approach is to produce condensed DNA phases in vitro (4, 5), 
which bear some resemblance to the organization of DNA in biology (6, 7). For 
instance, cryo-electron microscopy images have demonstrated that DNA inside the 
capsid of T7 bacteriophage is locally hexagonally packed, with an organization 
similar to the one in the liquid crystalline phase observed in vitro (6). The 
investigation of these condensed DNA phases can provide valuable insights of DNA 
interactions and organization in vivo. Numerous experimental methods are available 
to produce condensed DNA phases. The easiest way is to dissolve lyophilized DNA in 
a small amount of water or buffer solution. At sufficiently high DNA concentration, 
the solution becomes a liquid crystal (8). In another method, a neutral polymer such as 
poly(ethyleneglycol) (PEG) is added to a dilute solution of DNA. Because of the 
addition PEG, phase separation occurs and the DNA concentrates in a single phase. 
Other methods include precipitation of DNA with ethanol (9, 10), multivalent cations 
(e.g., cobalt hexamine, polyamines) (11), polypeptides or proteins (12, 13), or by the 
interaction with anionic or cationic detergents (14-16). Whatever the used method, the 
condensed phases of DNA are liquid crystalline (5). 
Besides its biological relevance, the investigation of the interactions and 
organization of DNA also has some physical aspects. The negative charge, the double 
helical structure and the semi-flexibility of the backbone provide opportunities to 
study chiral interactions between helical molecules (17-19) and to test theoretical 
concepts pertaining to the formation of lyotropic liquid crystals of locally rodlike 
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biopolymers (8). Biotechnological advances have made it possible to prepare large 
amounts (on the order of grams) of relatively mono-disperse DNA fragments (20). 
This advantage significantly facilitates the experimental work. In order to capture the 
main physical features, DNA is often treated as a polyelectrolyte (13). In physical 
studies, one often neglects the genetic information (i.e., the base sequence) and the 
detailed chemical structure of the DNA molecule. Systematical investigations have 
been done on the mechanical properties of DNA (14, 15) (persistence length, torsional 
rigidity), its polyelectrolyte behavior (21) (charge density, counterion condensation), 
hydration (22) (counterion specificity, interaction with ligands), and liquid-crystalline 
packaging properties (5) (mesophases and transitions between them). More recent 
studies have discovered that the nucleic acid sequence also plays a role in the DNA 
interactions (23). 
 
1.2 DNA interactions  
Due to the negative charge of the DNA phosphate moieties, electrostatic 
interaction plays a dominant role. The electrostatic interaction between DNA 
molecules strongly depends on the surrounding cloud of positively charged 
counterions (24, 25). Small angle X-ray and neutron scattering techniques allow the 
measurement of the counterion distribution around the DNA molecule (26-34). From 
a theoretical point of view, the counterion distribution can be calculated by using the 
Poisson-Boltzmann (PB) equation (35, 36) in the cell model and by assuming a 
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uniform charge density of the rod-like DNA molecule. The theoretical counterion 
distribution in the radial direction away from the DNA molecule can be Fourier 
transformed and compared to small angle scattering data. These experimental 
measurements (37), as well as computer simulations (38) and hypernetted chain 
theory (39), have shown that the PB equation satisfactorily describes the monovalent 
ion distribution. For multivalent ions, the PB equation noticeably underestimates the 
ion density in the nearest vicinity of the polyion. Despite the discrepancies for 
multivalent ions, among the more simple theories, the PB equation provides a more 
solid basis for studying the behavior of polyelectrolytes than, e.g., approaches based 
on counterion condensation theory (40). In addition to small angle scattering, the 
measurement of the osmotic pressure (41, 42) also provides information about the 
DNA-counterion interaction. The osmotic coefficient gives the fraction of osmotically 
free counterion, which is about 0.245 at fairly high DNA concentration and in 
agreement with counterion condensation theory (43). At lower DNA concentration, 
the prediction for the fraction of free counterions based on counterion condensation 
deviates from the experimental results by a factor of two. 
The interaction between DNA molecules has extensively been investigated by 
osmotic pressure measurements of concentrated, liquid crystalline DNA solutions (44). 
The measured inter-DNA force is consistent with the theoretical prediction based on 
hydration effects, electrostatic forces, and forces related to the restriction in 
fluctuations (entropic effects). An interesting phenomenon is the condensation of 
DNA from dilute solution by the addition of multivalent ions (4, 11). The 
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condensation experiment demonstrates the attraction between DNA molecules 
induced by multivalent ions. The strength of the attractive force has been measured 
with optical and magnetic tweezers setups (15, 45-47). Attractive forces between 
DNA molecules are generally not predicted by mean-field theories, such as those 
based on the PB equation. 
A few theoretical models have been developed to elucidate the mechanisms 
underlying the attractive force between DNA molecules. These models include 
counterion correlation (48), charge fluctuation (49), and a strongly correlated 2D 
liquid of adsorbed ions similar to a Wigner crystal (50). Another mechanism, which 
might be responsible for the attractive force, is based on the helical charge distribution 
and a counterion absorption pattern on the DNA surface. Binding of ions inside 
helical grooves allows close approach of opposite charges along the DNA-DNA 
contact line and the formation of an electrostatic ‘zipper’ that ‘fastens’ the molecules 
together. The helical charge pattern has been proposed to induce a chiral interaction 
between the DNA molecules, which results in the cholesteric structure of liquid 
crystalline DNA (17, 51).  
Another interesting experimental phenomenon is the resolubilization of 
condensed DNA after the addition of an excess of multivalent ions (52). The proposed 
mechanisms to explain this phenomenon include charge inversion (53) and 
incomplete ion dissociation (54). In the charge inversion model, a DNA molecule 
becomes positively rather than negatively charged due to the absorption of an excess 
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of positively charged counterions. Because of this over-neutralization, the DNA 
molecules become repulsive. In the incomplete ion dissociation model, spermidine3+ 
ions are thought to be not fully dissociated at higher concentrations. The competition 
for DNA binding among the fully charged trivalent ions and lesser charged complex 
species at higher concentrations significantly weakens attraction between DNA 
helices in the condensed state.  
In theoretical works as well as coarse-grain computer simulations, the DNA 
molecule is often modeled as a uniformly charged cylinder, the counterions as point 
or spherical charges, and water as a continuous dielectric medium. These 
approximations might be appropriate for interactions over larger distances exceeding 
the atomic scale, but in dense systems, such as in DNA condensates, a molecular 
description is necessary for an understanding of the condensation phenomenon. This 
can now be achieved with the full-atom molecular dynamics (MD) computer 
simulation method (55).  
 
1.3 DNA organization in condensed phases 
Liquid crystals were observed in the condensed phases of DNA, regardless the 
preparation method, as well as inside the capsid of bacteriophages (6). The formation 
of a liquid crystal is a common phenomenon for the highly concentrated solutions of 
locally rod-like polymers dispersed in a solvent (56). The origin of the liquid crystal 
formation lies in the competition of translational and orientation contributions to the 
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entropy (57). The phase behavior of liquid crystalline DNA has extensively been 
investigated before (5). With increasing DNA concentration, the isotropic solution 
transforms from an isotropic, through a cholesteric, to, eventually a columnar 
hexagonal phase.  
The phase diagrams describing the transition from the isotropic to the cholesteric 
phase and the transition from the cholesteric to the hexagonal phases have been 
determined in the presence of monovalent salt at various concentrations (8, 58, 59). 
The phase behavior was observed to be in fair agreement with Onsager’s theory, 
provided the flexibility of the DNA molecule and the screened electrostatic repulsion 
between the DNA molecules are duly taken into account. However, no experimental 
data is available about the effect of multivalent ions on the phase transitions. 
Multivalent ions may induce DNA attraction, which is not be captured by mean-field 
theory. Accordingly, the phase diagrams in the presence of multivalent ions may be 
qualitatively different from the ones with monovalent ions only. 
In the cholesteric phase, the intermolecular organization of DNA is related to the 
chiral interaction between the helical molecules (60). Experimental measurements 
have been done to investigate the cholesteric pitch as a function of DNA and sodium 
chloride concentrations (61). The dependence of the cholesteric pitch on the DNA 
concentration was shown to qualitatively agree with theoretical calculations based on 
the minimization of the chiral electrostatic interaction between the DNA molecules 
(18). However, the chiral interaction has experimentally been observed to be 
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enhanced at higher sodium chloride concentration, whereas the theoretical 
calculations predict the opposite trend (61).  
The chiral interaction also results in a correlation of the azimuthal orientation of 
parallel and helical molecules (51). The azimuthal correlation was observed in the 
X-ray diffraction patterns from hydrated, non-crystalline fibers, which were originally 
used to establish the helical structure of DNA (17). Azimuthal correlation has 
extensively been studied by theoretical means. These theories are based on the 
summation of the electrostatic interaction between parallel helical charges using 
screened electrostatics (62). The azimuthal correlation in a hexagonal DNA assembly 
causes frustration like the orientation of spins in a spin glass (63). This azimuthal 
frustration has also been proposed as a mechanism for the cholesteric-hexagonal 
transition (64), since the frustration of the azimuthal angle at very small inter-DNA 
separation smears the helical charge pattern and thus the optimal inter-axial angle 
becomes zero.  
For long DNA molecules, the organization of DNA in condensed phases or 
confined volumes involves DNA bending. As a result, the organization also depends 
on the elasticity of DNA, in addition to DNA interactions. In the case of 
bacteriophage T7, it has been proposed that the bending stress stabilizes the 
hexagonally packed DNA in the capsid (7). Because the inner radius of the DNA 
spool in the virus is rather small, the stress of the curved DNA genome is strong 
enough to balance its electrostatic self-repulsion. The flexible DNA molecule is 
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usually described by the worm-like chain (WLC) model with a persistence length of 
around 50 nm (14). This model is in excellent agreement with single DNA stretching 
(65, 66) and looping experiments for DNA longer than 230 bp (67). However, in these 
experiments the extent of the bending is much smaller than required by many cellular 
processes. Two important examples, which involve the formation of DNA loops 
shorter than 30 nm, are the packaging of DNA into nucleosomes (68) and the 
regulation of gene expression (69). Based on the WLC model with a 50 nm 
persistence length, the energy required to form a sharp bent is very high and, hence, 
this would rarely occur. A few recent experiments highlighted the importance of the 
DNA bending elasticity under sharp bending conditions. These experiments suggested 
that DNA is more flexible than the expectation based on the WLC model (70-72). The 
large loop formation probability of 94 bp DNA (70) has inspired the development of a 
flexible defect excitation model (73, 74). Experimentally, under sharp bending 
conditions, disruption of a base pair was found in shorter 64-65 bp minicircles (75). 
Theoretically, it was argued that the base pair opening process is greatly facilitated by 
DNA bending and, conversely, once a base pair is disrupted, DNA can bend very 
easily (76). Recently, using molecular dynamics (MD) simulation of the 94 bp DNA 
minicircle, Lankas et al. (77) observed the formation of kinks consisting of intact base 
pairs  (70). Occasionally, base pairs were also observed to be disrupted. The types 
and mechanical properties of the defects under certain bending conditions are still 
unclear. 
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1.4 Thesis outline 
The aim of this research was to investigate the interactions and organization of 
DNA in condensed phases. Traditional approaches in this area are usually based on 
the primitive model, in which DNA is treated as a uniformly charged cylinder, the 
counterions as point or spherical charges, and water as a continuous dielectric 
medium. In this research, we studied DNA systems with the aid of computer 
simulation at the atomic scale, since the computer power increased significantly in the 
past few years and simulations of larger systems and longer times have become 
possible. The improvements of the force field and algorithms also render the 
simulations more precise and reliable. Taking the advantage of full-atom computer 
simulations, we are able to interpret and understand some experimental results at the 
atomic scale, such as DNA condensation by multivalent ions, small angle scattering 
experiments to measure the ion distribution around DNA, single molecular 
manipulation and AFM imaging experiments to study the DNA bending properties. 
More specifically, this research covered   
1) Full-atom molecular dynamics simulations of DNA-DNA attraction mediated by 
multivalent ions. This attraction underlies the DNA condensation mechanism but 
is not captured by classic mean-field theory. 
2) Full-atom molecular dynamics simulations study of DNA structures and bending 
flexibility under sharp bending conditions. The simulation helps to understand the 
abnormally high flexibility at sharp bending conditions observed in experimental 
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work. 
3) Combined approaches of small angle neutron scattering experiments and 
molecular dynamics simulations to study the counterion distribution around DNA 
in liquid crystalline DNA. 
The research of these three topics are elucidated in chapter 3, 4, and 5 
respectively, while the common methods used in this research, including DNA sample 
preparation, small angle scattering, computer simulations, are described in chapter 2.  
The results of this research provide understanding of DNA interactions and 
organization in dense phases at the atomic scale. Furthermore, it will be shown that 
molecular details of the DNA molecules are essential for the understanding of a 
variety of experimental observations. The research findings are hence of great benefit 
to understand the behavior of DNA in vivo, e.g. DNA packaging inside cells. 
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Chapter 2  
Methodology 
The methods used in this research include three major parts, DNA sample 
preparation, small angle X Ray and neutron scattering experiments, and full-atom 
molecular dynamics (MD) simulations. Large quantities of monodisperse DNA are 
required in order to study the structure and dynamics of DNA in solution. The isolation 
and purification procedure of short DNA fragments was developed by other groups (1) 
and was strictly followed in this research. The protocol is presented here for ease of 
reference. Small angle X Ray and/or neutron scattering is a fundamental tool to study 
structures in the range from one to a few hundred nanometers in solutions, especially 
for biomolecules (2). It gives low-resolution structural information on the overall shape 
and internal structures of the molecules in the absence of crystalline ordering. Here, we 
present the basic experimental setup and knowledge about the quantitative 
interpretation of the scattering intensity. The MD simulation technique has evolved 
into one of the most powerful tools to study the structure and dynamics in biomolecules 
over the few past decades (3). The basic formalism of MD simulation is also introduced. 
In addition to above three methods, Monte Carlo (MC) simulation has also been used; 
in particular for the study of the counterion distribution around DNA molecules. 
However, due to its minor contribution in this thesis, MC simulation is not described 
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here.   
 
2.1 Large scale preparation of mononucleosomal DNA 
fragments from calf thymus glands 
DNA fragments are isolated from the nucleosome core particles obtained by digestion 
of calf thymus chromatin with micrococcal nuclease after removal of histone H1 
protein. In a typical preparation, 3.2 grams of 165 ± 5 bp DNA fragments were isolated 
from three thymus glands weighing a total of 405 g obtained from the butchery. 
 
2.1.1  Materials and methods 
All procedures were conducted on ice or at 4oC. All buffers were prechilled, and all 
buffers except H buffer were autoclaved. H buffer was freshly prepared before use. All 
quantities are adjusted to one thymus gland weighing 135 g. We normally prepared 
DNA from three glands at once, multiplying volumes and weights by a factor of three. 
Homogenization and washing of calf thymus 
Each wash used 500 ml of buffer. H buffer contains 0.25 M sucrose, 50 mM MOPS, 
25 mM KCl, 5 nM MgCl2 and 10 mM ε-aminocaproic acid, adjusted to pH 6.5 with 
Tris. Calf thymus glands, which were stored at -70oC, were broken into small pieces 
and placed in a Waring blender with 500 ml H buffer containing 1 ml octanol and 1 ml 
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of 0.1 M phenylmethylsulfonyl fluoride (PMSF) in 2-propanol. These buffer conditions 
are designed to keep the nuclei intact and to minimize chromatin proteolysis, which is 
essential to obtain core-length DNA (4). Homogenization was at 85V for 5 min. The 
homogenate was filtered through 12 layers of cheesecloth, which had been prewashed 
in H buffer. The filtrate was centrifuged at 4000 rpm for 15 min using a Beckman JA-10 
rotor with 500-ml bottles in a Beckman J2-21 centrifuge. 
 The pellet was washed twice using 500 mL H buffer containing 0.5% Triton-X 100 
and blended until only small particles remained at the bottom of the blender and the 
solution appeared homogenous. It was then centrifuged as above. The pellet was further 
washed four times using 50 ml H buffer containing 2 mM CaCl2, blended and 
centrifuged.  
 
Initial digestion of chromatin 
The pellets were resuspended in 135 ml of H buffer containing 2 mM CaCl2 and 
adjusted to pH 8.0 with Tris. Micrococcal nuclease was prepared by resuspending in 10 
mM Tris, 5 mM CaCl2, pH 8.0 to a final concentration of 10 units/μl. Samples were 
preincubated for 10 min at 37oC, then 5000 units of micrococcal nuclease per thymus 
gland were added and the mixture was digested with gentle shaking at 37oC for 30 min. 
The digestion was terminated by the addition of 1 ml of 0.5 M EGTA, pH 8.0. The 
suspension was centrifuged for 15 min at 4000 rpm. 
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The supernate was saved and the pellet was suspended in 330 ml of 50 mM NaCl, 
24 mM EDTA, pH 6.5, by light blending with a Virtis homogenizer until the solution 
was homogenous. Homogenization should be immediately done for ease of handling 
the pellet after lysis. The homogenized pellet was then mixed with the saved supernate; 
the final volume was around 450 ml. 
 
Removal of histone H1 
The chromatin concentration was determined by diluting a small aliquot into 1% 
sodium dodecyl sulfate (SDS), mixing thoroughly and measuring the UV absorbance at 
260 nm, using an extinction coefficient of 20 mg ml-1cm-1. Histone H1 was removed by 
bringing the solution to 50 mM NaCl, 24 mM EDTA by addition of concentrated stock 
solutions of 2 M NaCl and 0.5 M EDTA, pH 6.5, then slowly adding 13 mg of dry CM 
Sephadex C-25 per mg of chromatin and stirring at 4 oC for 60 min on a magnetic stirrer. 
Both of these steps increase the yield of monomer. The saline-EDTA addition causes 
nuclear lysis, improving the solubility of chromatin and its accessibility to nuclease. 
The bath CM-Sephadex technique for removing H1 (2) minimizes histone sliding 
which increases the yield of unwanted 'tight' dimers. 
Sephadex was removed by vacuum filtration through a prewetted filter, followed by 
washing with 100 ml of 10 mM MOPS (3-(N-morpholino) propanesulfonic acid) buffer 
containing 50 mM NaCl and 0.2 mM Na2EDTA, pH 6.8. The total volume decreased 
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somewhat after filtration. 
 
Final digestion of chromatin 
A concentrated buffer stock solution of 200 mM Tris, 100 mM CaCl2, pH 8.0, was 
diluted 20:1 with water, and the filtrate was dialyzed against this diluted buffer at 4oC 
under stirring. For this procedure, we typically divided the filtrate into 150 to 300 ml 
portions, dialyzing each portion against buffer in 4:1 volume ratio. The dialysis buffer 
was changed twice, maintaining a volume of 10-20 times the sample volume per 
change. This dialysis step improved the efficiency and reproducibility of the final 
digestion. Samples from the various dialysis chambers, at pH 8, were combined in a 
single sterile Erlenmeyer flask, mixed thoroughly and kept on ice. 
Trial digests were done on 10 mg chromatin using 1, 5, 10, 15, 25 and 40 units of 
micrococcal nuclease per mg DNA at 37oC while gently shaking for 60 min. The 
chromatin concentration for digestion should be less than 5 mg/ml. After digestion, the 
samples were thoroughly mixed; a small aliquot was removed and spun for 1 min in a 
microcentrifuge. 
The cleared supernate was used for analysis of digestion products on 6% 
polyacrylamide gels. The trial digests were prepared for electrophoresis by mixing 19 
μl electrophoresis buffer, 1 μl 2 % SDS and 1 μl digested chromatin, and incubating at 
55 oC for 10 minutes. Three ml of tracking dye were added and 5 μl of each trial digest 
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were loaded per gel. The gel was run at a constant voltage of 75 V and stained for 30 
minutes in ≥ 1 μg /ml ethidium bromide. Proper digestion resulted in DNA fragments of 
140-160 bp. Generally, 15-40 units of the micrococcal nuclease/mg chromatin gave the 
best results. 
For the large-scale digestion, the required amount of micrococcal nuclease was 
added, and the chromatin sample was thoroughly mixed. The sample was divided into 
sterile Erlenmeyer flasks, 300-500 ml/flask and digested at 37 oC with shaking for at 
least one hour. Large scale digestions often required 1.5-2 times longer digestion times, 
depending on the enzyme concentration. The optimum time was determined by trial 
digestions on a 50 ml sample, with aliquots removed at 0.5 h intervals for 1-2.5 h, 
quenched on ice and analyzed by gel electrophoresis. This digestion was the key step 
for a successful DNA preparation. The less effective digestion often produced trace 
amounts of dinucleosomes, and overdigestion often gave submononucleosomal 
particles. The digested sample was cooled to 4 oC by placing it on ice to allow more 
complete precipitation of insoluble material, and then centrifuged at 8000 rpm for 1 h at 
4 oC. The pellet was discarded, and the clear supernate was analyzed on a 6% 
polyacrylamide gel as detailed above. 
 
Removal of proteins from mononucleosomes 
The supernate was brought to 15 mM Na2EDTA, 50 mM tris and 1 M NaCl, pH 8.0. 
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The sample was divided into 500 to 600 ml volumes and prewarmed for 10 min at 37 oC. 
Proteinase K was added to a final concentration of 50 μg/ml and the digestion 
proceeded at 37 oC for 60 min. The sample was placed at 4 oC overnight or immediately 
extracted with phenol. 
The chromatin concentration for phenol extraction should be less than 5 mg/ml. 
The sample was extracted once with an equal volume of phenol saturated with 1 M Tris, 
pH 8.3, then back extracted with 200 ml of 1 M Tris, pH 8.3. The combined aqueous 
phases were extracted three times with phenol: CHCl3: isoamyl alcohol (24:24:1 by 
volume), three times with CHCl3: isoarmyl alcohol (24:1 v/v) and twice with ether. 
They were then vacuum-evaporated to remove ether. 
Cold 2-propanol (1.2 volumes, -20 oC) were added to the sample and mixed 
thoroughly. The preparation was stored at -20 oC overnight, then divided into centrifuge 
bottles and placed on a dry ice 2-propanol bath for ≥15 min. The bottles were then 
centrifuged at 8000 rpm for 45 min. The pellet was air-dried and resuspended in 10 mM 
Na2HPO4 buffer containing 0.1 M NaCl and 1 mM Na2EDTA, pH 7.5. 
 
2.1.2 Characterization of DNA 
DNA products were analyzed by electrophoresis on 1% agarose gel and stained 
with ethidium bromide. Figure 2.1 (a) is the gel image under UV-Vis trans-illuminator. 
Various DNA bands in the first column come from DNA ladder with defined length. 
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The isolated DNA fragment in second column migrated as a single band. Analysis of 
band intensity and position provides the length distribution of isolated DNA fragment, 
as shown in figure 2.1 (b). The average length is about 160 bp, which is close to the 
result of Wang and etc., but the diversity of DNA length is larger.   
  
Figure 2.1 (a) gel image under UV-Vis trans-illuminator. (b) Length distribution of 
isolated DNA fragment. 
 
2.2  Small angle X-ray/neutron scattering 
2.2.1  Basic knowledge 
Small angle X-ray/neutron scattering (SAS) is a technique based on the scattering 
of X-rays or neutrons, away from the straight trajectory after they interact with 
structures that are much larger than their wavelength. The basic setup of a small angle 
scattering instrument is illustrated in figure 2.2. A beam of X-rays/neutrons passes 
through a pinhole, points at a sample and finally reaches the detector. The detector 
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records the scattering profile, i.e. the X-ray/neutron intensity as a function of the 
scattering angle. The scattering profile gives information about the size, shape and 
orientation of the structures of the sample. The scattering angle is generally small, less 
than 10o, in order to obtain information about structures at large length scales, from 0.1 
to 100 nm. These length scales are larger than those probed by conventional diffraction 
techniques. This is the reason why this technique is called small angle scattering. 
 
Figure 2.2 Illustration of the small angle scattering setup. 
 
Although the physical mechanisms of elastic x-ray and neutron scattering by 
matter are fundamentally different, to some extent they can be described by the same 
mathematical formalism. For X-ray scattering, the scattering comes from electrons. It 
means that the scatterers are electrons and small angle X-ray scattering (SAXS) 
measures the distribution in electron density. For neutron scattering, the scatterers are 
nuclei. When an object is illuminated by a monochromatic plane wave with 
wavevector k0= 2π/λ, the scatterers within the object and which are interacting with 
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the incident radiation become sources of spherical waves. Only elastic scattering is 
considered, i.e. scattering without energy transfer, so that the modulus of the scattered 
wave k1 is equal to the modulus of k0. For hard X-rays, the atomic scattering length is 
fx = Ne r0 where Ne is the number of electrons per atom and r0 = 2.82 × 10-13 cm is the 
Thomson radius. The atomic scattering length does not depend on the wavelength 
unless the photon energy is close to an absorption edge of the atom.  
Neutrons interact with the nuclear potential and with the spin of the nuclei. The 
neutron scattering length consists of two terms fn = fp +fs. The last term bears 
structural information only if the neutron spins in the incident beam and the nuclear 
spins in the object are polarized, otherwise the spin scattering yields only a flat 
incoherent background. In contrast to the situation with X-rays, fp does not increase 
with the atomic number, but is sensitive to the isotope. Table I displays two major 
differences between X-ray and neutron scattering lengths: (i) neutrons are more 
sensitive to lighter atoms than X-rays; (ii) there is a large difference between the 
neutron scattering lengths of hydrogen and deuterium. The former difference is 
largely employed in neutron crystallography to localize hydrogen atoms in the crystal. 
The latter provides an effective tool for selective labeling and contrast variation in 
neutron scattering and diffraction. 
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Table 2.1  X-ray and neutron scattering lengths of some elements. 
Atom H D C N O P S Au
Atomic mass 1 2 12 14 16 30 32 197
N electrons 1 1 6 7 8 15 16 79
fx, 10-12 cm 0.282 0.282 1.69 1.97 2.16 3.23 4.51 22.3
fN, 10-12 cm -0.374 0.667 0.665 0.940 0.580 0.510 0.280 0.760
 
2.2.2 Quantitative interpretation of the scattering intensity 
The scattering intensity is determined by the interference of scattered radiation 
from assemblies of atoms. At the first step, for simplification, we only consider the 
interference of scattered radiation from two atoms with scattering length b1 and b2, 
respectively. Figure 2.3 illustrates the scattering process. An incident radiation with 
wavevector k = 2π/λ is scattered by two atoms with special separation r
r
. The 




LikebbI Δ⋅+=  (2.1) 
while optical path difference ΔL between the scattering waves from the two points 
separated by r
r
is given by 





θθ ⋅=⋅××=  (2.2) 
The above derivation makes use of the conditions that θ1+θ2 equals to θ, and (θ1-θ2)/2 is 




, as illustrated in fig. 2.2. 
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Figure 2.3 Illustration of the scattering process and definition of momentum 
transfer. 
 
The phase difference between the scattering waves from the two points separated by 
rr is given by 
 )/)2/sin(4( 0qrLk
rr ×⋅=Δ=Δ λθπφ  (2.3) 
After introducing the momentum transfer 
 0/)2/sin(4 qq
rr ×= λθπ  (2.4) 
we can rewrite eq. (2.1) as  






rr ⋅+=  (2.5) 
Now we consider a more realistic situation. For assemblies of atoms, we define 
the scattering length density distribution )(r
rρ , which equals to total scattering 
length of atoms per unit volume. Then the scattering intensity becomes  
2
)(∫ ⋅= rqierrdI rrrrρ  (2.6) 
The scattering is the square of the scattering amplitude A(q), which is the Fourier 
transform of the spatial distribution of the scattering length. 
The SAS experiments on macromolecules dispersed in solutions involve the 
scattering contributions from both macromolecules and solvent (water). The structural 
features of the solvent are often smaller than the length scale of interest and thus we can 
assume that the solvent is featureless with a constant scattering density ρs. The solvent 
contributes as a uniform background to the scattering intensity and, hence, we can 
define the excess scattering length density of the solute with respect to the solvent, Δρ(r) 
= ρ(r) -ρs. Then, the scattering amplitude is the Fourier transform of Δρ(r). The average 
excess density of the particle Δρ(r) = <Δρ(r)>, which is usually called the contrast, is 
an important characteristic of the sample. With a larger contrast the scattering 
intensities are more intense and statistically better results can be obtained. For neutron 
scattering, the scattering length contrast can be adjusted by the ratio of H2O/D2O, due 
to the large difference of scattering length between H and D as shown in Table 2.1. 
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In a scattering experiment one cannot directly measure the scattering amplitude 
A(q), but only the scattering intensity I(q) = |A(q)|2 . The intensity is proportional to 
the number of photons or neutrons scattered in the given direction. The detector only 
records a range of scattering angles, usually from 0.1o to 10o. In addition, the 
orientations of the solutes (macromolecules) are often random, sometimes partially 
ordered, and then the recorded scattering intensity is spherically averaged. These 
features of SAS has two consequences. First, the scattering intensity I(q) is usually a 
rapidly decaying function of momentum transfer q and only low resolution patterns 
(d>>λ) are available. Second, the detailed structure of the solute cannot be calculated 
directly from the scattering intensity I(q). The usual way of qualitative interpretation 
of SAS data is by assumption of a solute structure and density distribution, deriving 
I(q) from ρ(r) and then comparing the theoretical prediction with experimental data. 
The comparison examines the validity of the assumed structure and determines the 
values of possible fitting parameters.  
In this research, we measured the counterion distribution around DNA in a liquid 
crystal by small angle neutron scattering. In the data analysis we obtain the radial 
distribution of counterions around DNA from the solution of the Poisson-Boltzmann 
equation in the cell model as well as computer simulations. 
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2.3  Molecular dynamics computer simulation 
2.3.1 Basic principles 
Molecular dynamics (MD) simulation is one of the tools in the theoretical study of 
biological molecules. This computational method calculates the time dependent 
behavior of a molecular system based on the Newtonian description of the motion and 
collision of the atoms and molecules at the atomic scale. The general procedure to 
perform a MD simulation is as following.  
1. Input initial conditions 
Positions r and velocities v of all atoms in the system  
(v can also be generated automatically from the Maxwellian distribution) 
Specification of the potential V for all types of interaction  
2. Compute forces 
The force on any atom is computed by the negative partial derivative of the 




∂−=  (2.7) 
3. Update configuration 
The movement of the atoms is simulated by numerically solving Newton’s 










iii Δ+Δ+=+  (2.8) 
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where Δt is the time step in the simulation. 
4. Write the coordinates and velocities of all atoms. 
Repeat 2, 3, 4 for the required number of steps 
 
The iteration of above calculation scheme provides the information about the 
fluctuations and conformational changes of the specified system, especially for a 
solution of proteins and/or nucleic acids. With the dramatic increase of computational 
power and improvements in algorithms and force fields, MD simulations have become 
fairly reliable to provide structural and dynamical information for systems of large 
biological molecules with a size on the order of several nanometers and on a temporal 
scale of tens of nanoseconds. Now MD simulations are routinely used to investigate the 
structure and dynamics of biological molecules as well as their complexes. They are 
also used in the determination of structures from x-ray crystallography and NMR 
experiments.  
It is worthwhile to refer to macroscopic physical properties and their relations to 
MD simulations. Macroscopic physical properties can be distinguished in (a) static 
equilibrium properties, such as the binding constant of an inhibitor to an enzyme, the 
average potential energy of a system, or the radial distribution function in a liquid, and 
(b) dynamic or non-equilibrium properties, such as the viscosity of a liquid, diffusion 
processes in membranes, the dynamics of phase changes, reaction kinetics, or the 
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dynamics of defects in crystals. Both static and dynamic properties always rely on the 
averages over a representative statistical ensemble (either equilibrium or 
non-equilibrium) of the molecular system. As a result, knowledge of a single structure, 
even if it is the structure pertaining to the global energy minimum, is often not sufficient 
to study macroscopic properties. It is necessary to generate a representative ensemble at 
a given temperature, in order to compute macroscopic properties. Making use of 
statistical physics, the sampling of structures, as well as energies and forces stored 
during simulations, can provide the macroscopic properties of interest. 
  
2.3.2 History of molecular dynamics simulation and popular 
programs 
The molecular dynamics method was first introduced by Alder and Wainwright in 
the late 1950's (6, 7) to study the interactions of hard spheres. Many important insights 
concerning the behavior of simple liquids emerged from their studies. The next major 
advance was in 1964, when Rahman carried out the first simulation using a realistic 
potential for liquid argon (8). The first molecular dynamics simulation of a realistic 
system was done by Rahman and Stillinger in their simulation of liquid water in 1974 
(9). The first simulations of a protein appeared in 1977 with the simulation of the 
bovine pancreatic trypsin inhibitor (BPTI) (10). Today in the literature, one routinely 
finds molecular dynamics simulations of solvated proteins, protein-DNA complexes as 
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well as lipid systems addressing a variety of issues including the thermodynamics of 
ligand binding and the folding of small proteins. The number of simulation techniques 
has greatly expanded; there exists now many specialized techniques for particular 
problems, including mixed quantum mechanical-classical simulations that are being 
employed to study enzymatic reactions. Molecular dynamics simulation techniques are 
widely used for the analysis of experimental data such as those obtained in X-ray 
crystallography and NMR. 
Currently, widely used MD simulation packages include Amber (Assisted Model 
Building with Energy Refinement) (11), Gromacs (GROningen MAchine for Chemical 
Simulations) (3), NAMD (NAnoscale Molecular Dynamics) (12) and CHARMM 
(Chemistry at HARvard Macromolecular Mechanics) (13). The simulation packages 
provides the engine to perform molecular dynamics simulations, as well as the useful 
interfaces to prepare initial files, extract the simulation data, analyze common 
properties from simulation results and view the simulation animations. Besides the 
simulation engines in these MD package, the force field is also an indispensable part to 
perform the simulations. The force field refers to the functional forms of all types of 
interactions, as well as the parameters involved in these interactions. Although these 
packages were developed by different groups, the force fields are generally 
independent from the simulation engines and compatible with all of these packages 
after format conversion. In this thesis, the Gromacs package with the amber force fields 
is always adopted.  
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2.3.3 Force field parameters 
The force fields in MD simulations specify the functional forms and parameters of 
all types of interactions. The interactions are divided to two groups, bonded and 
non-bonded interactions. Bonded interactions refers to the interactions between the 
atoms connected by chemical bonds, such as stretching of a bond formed by two atoms, 
variation of the angle formed by two joint bonds, and the distortion of the dihedral 
angle formed by three bonds. Non-bonded interactions refer to the interaction between 
any pair of atoms not connected by chemical bonds, such as van der waals interaction 
(Lennard-Jones interaction) and Coulomb interaction. Here, we give an example of 
how the amber force field describes the bond stretching interaction. The bond 







ijb brkrV −=  (2.9) 
This potential involves two parameters, the equilibrium distance and the spring 
constant. In the force field files, the following line is included to describe the bond 
stretching interaction between atom of type C and OH. . 
             C     OH     1    0.13640   376560.0 
Chapter 2 Methodology 
 41
The equilibrium distance is 0.13640 nm and spring constant is 376560.0 kJ mol-1 nm-2. 
Note that even the atoms of the same elements could be different types of atoms, e.g. 
the oxygen atom bound to a hydrogen atom, denoted as OH, is different with the 
oxygen atom bound to a sulfur atom, denoted as OS. Due to the large number of atom 
types and various types of interaction, hundreds of parameters are specified in the force 
field. 
 
2.3.4. Limitations of MD simulations 
In advance of applying MD simulations to investigate the structure and dynamics 
of a system, it is necessary to consider the limitations. The limitations are listed below. 
The simulations are classical.  
Using Newton’s equation of motion automatically implies the use of classical 
mechanics to describe the motion of atoms. This is all right for most atoms at normal 
temperatures, but there are exceptions. Hydrogen atoms are quite light and the motion 
of protons is sometimes of essential quantum mechanical character. For example, a 
proton may tunnel through a potential barrier in the course of a transfer over a hydrogen 
bond. Such processes cannot be properly treated by classical dynamics! Helium liquid 
at low temperature is another example where classical mechanics breaks down. While 
helium may not deeply concern us in the area of biophysics, the high frequency 
vibrations of covalent bonds should make us worry. The statistical mechanics of a 
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classical harmonic oscillator differs appreciably from that of a real quantum oscillator, 
when the resonance frequency ν approximates or exceeds kBT/h. Now at room 
temperature the wavenumber σ = 1/λ= ν/c at which hν= kBT is approximately 200 cm−1. 
Thus all frequencies higher than, say, 100 cm−1 may misbehave in classical simulations. 
This means that practically all bond and bond-angle vibrations are prone to suspicion. 
Even hydrogen-bonded motions as translational or librational H-bond vibrations are 
beyond the classical limit. Apart from real quantum-dynamical simulations, we can do 
one of two things to solve this problem. First, if we perform MD simulations using 
harmonic oscillators for bonds, we should make corrections to the total internal 
energy U = Ekin+Epot and specific heat CV. Second, we can treat the bonds (and bond 
angles) as constraints in the equation of motion 
Electrons are in the ground state.  
In MD we use a conservative force field that is a function of the positions of atoms 
only. This means that the electronic motions are not considered: the electrons are 
supposed to adjust their dynamics instantly when the atomic positions change (the 
Born-Oppenheimer approximation) and remain in their ground state. This is almost 
always all right. But of course, electron transfer processes and electronically excited 
states can not be treated. Neither can chemical reactions be treated properly, but there 
are other reasons to shy away from reactions for the time being. 
Force fields are approximate.  
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Force fields provide the forces. They are not really a part of the simulation method 
and their parameters can be user-modified as the need arises or knowledge improves. 
But the form of the forces that can be used in a particular program is subject to 
limitations. The force field is pair-additive (apart from long-range coulomb forces), it 
cannot incorporate polarizabilities, and it does not contain fine-tuning of bonded 
interactions. This urges the inclusion of some limitations in this list below. For the rest 
it is quite useful and fairly reliable for bio macro-molecules in aqueous solution. 
The force field is pair-additive.  
This means that all non-bonded forces result from the sum of non-bonded pair 
interactions. Non pair-additive interactions, the most important example of which is 
interaction through atomic polarizability, are represented by effective pair potentials. 
Only average non pair-additive contributions are incorporated. This also means that the 
pair interactions are not pure, i.e., they are not valid for isolated pairs or for situations 
that differ appreciably from the test systems on which the models were parameterized. 
In fact, the effective pair potentials are not that bad in practice. But the omission of 
polarizability also means that electrons in atoms do not provide a dielectric constant as 
they should. For example, real liquid alkanes have a dielectric constant of slightly more 
than 2, which reduce the long-range electrostatic interaction between (partial) charges. 
Thus the simulations will exaggerate the long-range Coulomb terms. Luckily, the next 
item compensates this effect to some extent. 
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Long-range interactions are cutoff.  
A cutoff radius is used for the Lennard-Jones interactions and sometimes for the 
Coulomb interactions as well. Due to the minimum-image convention (only one image 
of each particle in the periodic boundary conditions is considered for a pair interaction), 
the cutoff range can not exceed half the box size. That is still pretty big for large 
systems, and trouble is only expected for systems containing charged particles. But then 
truly bad things can happen, like accumulation of charges at the cutoff boundary or very 
wrong energies. For such systems one should consider using one of the implemented 
long-range electrostatic algorithms, such as particle-mesh Ewald (14, 15). 
Boundary conditions are unnatural.  
Since the system size is small (even 10,000 particles is small), a cluster of particles 
will have a lot of unwanted boundary with its environment (vacuum). This we must 
avoid if we wish to simulate a bulk system. So we use periodic boundary conditions, to 
avoid real phase boundaries. But liquids are not crystals, so something unnatural 
remains. This item is mentioned last because it is the least of the evils. For large 
systems the errors are small, but for small systems with a lot of internal spatial 
correlation, the periodic boundaries may enhance internal correlation. In that case, 
beware and test the influence of system size. This is especially important when using 
lattice sums for long-range electrostatics, since these are known to sometimes introduce 
extra ordering. 
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Chapter 3  
Molecular dynamics simulation of DNA-
DNA attraction mediated by multivalent 
ions 
 
3.1  INTRODUCTION 
Condensation of DNA induced by multivalent ions has extensively been studied 
for many years (1-4). Among the condensing agents, the polyamines constitute an 
important class. The polyamine-induced condensates of 150 base-pair DNA fragments 
have been shown to be liquid-crystalline with inter-helical spacings in the range 2.8-
3.2 nm(5). Polyamines also induce the collapse of single long DNA chains into 
torroid structures with a local hexagonal structure (6). Condensation induced by 
multivalent ions is a general phenomenon not unique to DNA. It has also been 
reported to occur in other polyelectrolyte systems, including solutions of actin 
filaments, microtubules, and the synthetic poly(styrenesulfonate) (PSS)(7, 8). 
Although much work has been done to elucidate the mechanisms involved in 
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stabilizing the condensed state, the detailed mechanism and exact structural 
arrangement of the condensing agents is still not clear (9, 10). 
Multivalent ion-induced condensation cannot be explained with classical mean-
field theory that always predicts a repulsive interaction between like-charged 
polyelectrolytes. Recent advances in the physics of strongly interacting charged 
systems go beyond the classical framework and it is now well established that 
fluctuation induced dynamic correlation of cations shared by different polyanions 
gives rise to an attractive electrostatic force(11-13) and the idea of a strongly 
correlated 2D liquid of adsorbed ions, similar to a Wigner crystal, has also been 
proposed(14, 15). In theoretical modeling and computer simulation DNA is usually 
treated as a uniformly charged cylinder, the counterions as point or spherical charges, 
and water as a continuous medium with a uniform dielectric constant(16, 17). These 
approximations might be appropriate for interactions over larger distances exceeding 
the atomic scale, but in relatively dense systems, such as in DNA condensates, a 
detailed description of the structure of the macromolecule, water, and small ions is 
necessary for an understanding of the molecular mechanisms underlying the 
aggregation phenomenon. With the availability of accurate physical-based energy 
functions(18, 19), molecular dynamics (MD) computer simulations have been proved 
to be an important theoretical tool for exploring the microscopic mechanism 
mediating the interaction between DNA, ions and water(20-24) which is 
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complementary to other experimental strategies.(25-28) So far, description of the 
experimentally observed counterion induced DNA-DNA attraction leading to 
condensation, has not been modeled with MD simulations. Thus, this fundamentally 
important physical phenomenon has not been verified within a full atomic description 
of the DNA polyelectrolyte and the solvent water.  
Polyamines are associated with the compaction of DNA and play a role in the 
metabolism in eukaryotic cells(29). Putrescine (Pu2+), spermidine (Sd3+), and 
spermine (Sm4+) are linear polyamines with two cationic nitrogen charges located at 
the terminal ends. Sd and Sm are tri- and tetravalent, respectively, with one or two 
more nitrogen charges along the contour. In this work, we will investigate the 
attractive interaction between two parallel double-stranded DNA duplexes with 
molecular dynamics (MD) simulations and umbrella sampling(30). The simulation 
model takes into account the detailed molecular structures of DNA and the 
multivalent ions, as well as explicit water molecules. We will study the interaction 
between the two opposing duplexes at relatively small separations. For this purpose, 
we will derive the inter-DNA interaction potential with the umbrella sampling 
technique. Furthermore, we will analyze the correlation in the azimuthal orientation 
and the extent to which the multivalent ions force the two opposing DNA duplexes to 
be in register with each other. The spatial distribution and the dynamical behavior of 
the multivalent ions near DNA will also be investigated. Finally, we will rationalize 
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the DNA-DNA attraction, resulting interaction potential as well as azimuthal 
orientation correlation in terms of the formation of transient ion bridges, i.e. 
multivalent ions which are simultaneously and temporarily bound to the two opposing 
DNA molecules. This work represents the first study demonstrating counterion 
induced DNA condensation, within a full atomic description of DNA and solvent.  
 
 
Fig. 3.1  (a) Top view of the simulation box with two parallel DNA decamers 
and ten spermine molecules. The top and the bottom base-pairs are connected to 
ensure the simulation of infinitely long DNA. The box has a transverse dimension of 
7×7 nm2 and 3.34 nm height. (b) Snapshot taken from the side of the box to illustrate 
the ion bridge formation. 
 
Chapter 3 Molecular dynamics simulation of DNA-DNA attraction mediated by multivalent ions 
 52 
3.2  METHODS 
3.2.1  Molecular dynamics simulation 
Molecular dynamic simulations were done using a rectangular simulation cell, 
which contains two identical DNA decamers in the B-form (see Fig. 3.1a). We used a 
randomly selected sequence of 10 base-pairs (G5AAGAGGCTA3-
C3TTCTCCGAT5). The DNA charge is neutralized with 10 di-, 7 tri-, or 5 tetravalent 
counterions (excess cationic charge was compensated with chloride). The DNA has 
‘sticky’ ends, which means that the 3’ end of each DNA strand is connected to the 
periodic image of the 5’ end along the Z-axis (periodic boundary condition). This 
setup mimics an infinite array of parallel ordered DNA in fibers or liquid crystals. 
Note that the periodicity along the longitudinal axis matches the helical twist of the 
DNA duplex with 10 base-pairs per turn. Furthermore, the connectivity of the 
decamers set by the periodic boundary condition inhibits bending fluctuations with 
wave lengths exceeding the 3.4 nm longitudinal repeat distance of the simulation box. 
A snapshot of the transverse cross-section taken at the center of the box is shown in 
Fig. 3.1b. 
The AMBER (version 98) force field was used to model the DNA molecule, 
while non standard force-field parameters of counterions (in particular, partial charges, 
bond lengths, and bond angles) were derived employing the AMBER strategy of 
force-field development(31). About 5000 water molecules, described with the simple 
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point charge (SPC) model(32), were used to fill the simulation box. The long-range 
electrostatic interactions were treated by the fast particle mesh Ewald summation 
method, whereas the temperature was controlled around 300 K with Berendsen 
temperature coupling(33, 34). During the simulation, the volume of the box was kept 
fixed. The GROMACS simulation software with a time step of 2 femtoseconds was 
used(35).  
3.2.2  Umbrella sampling 
Umbrella sampling is an established method to calculate the free energy profile, 
especially for states separated by relatively high energy barriers(36, 37). Let q be the 
reaction coordinates of the system with free energy - lnBF k T= Ω . In this work, the 
reaction coordinates can be the relative positions of the duplexes in the transverse 
plane or their azimuthal orientations. The probability distribution ( )qΩ  can be 
calculated with 
 ( ) ( )0 0 0  ( - )exp - , Bq q q U q R k T dRdqδ ⎡ ⎤Ω = ⎢ ⎥⎣ ⎦∫  (3.1) 
where ( )0,U q R  denotes the energy of the system as a function of 0q  and all 
other coordinates stored in the vector R. In a MD simulation and according to the 
Ergodic postulate, the probability ( )qΩ  is proportional to the residence time of the 
system in a state characterized by the reaction coordinates q. It can be determined 
with the help of a weight histogram, i.e. the fractional time the system resides in state 
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q during the MD run. The free energy pertaining to state q can then be derived in a 
straightforward manner with the help of ( ) - lnBF q k T= Ω . This method works well 
provided the system does not have large energy barriers. This is because in a 
conventional MD simulation the energy of the system U  fluctuates around the ground 
state with a band-width of only a few times thermal energy Bk T . Accordingly, the 
sampling rate of states with relatively high energies is fairly low and it is difficult to 
obtain sufficient statistics in production runs of limited duration. One way to solve 
this problem is to impose an external, biased potential extP   and to force the system to 
higher energy states. In this umbrella sampling method, the system’s free energy can 
then be derived by subtraction of the external potential extP  from the simulated free 
energy according to 
 ln extF kT P=− Ω−  (3.2) 
Note that the probability ( )qΩ  is now proportional to the fractional time the 
system resides in state q during the MD run in the presence of extP . 
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Fig. 3.2 Illustration of the cross section of the simulation box and how the two 
external springs pull the two DNA duplexes in opposite directions in the transverse 
plane. Note that the drawing is not to scale. 
 
In this work, the interaction potential between two parallel DNA duplexes is 
obtained using the umbrella sampling technique. In our simulations, the two DNA 
molecules attract each other and form a side-by-side complex if they are not 
constrained. Accordingly, in the equilibrium state the inter-axial distance is small with 
the two duplexes (almost) touching each other. In order to study the interaction at a 
larger separation than the equilibrium distance, we have used two external springs. As 
illustrated in Fig. 3.2, these two springs pull the two DNA molecules in opposite 
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directions in the transverse plane. In the GROMACS package, four parameters are 
used to specify an external spring potential: pull group, reference group, relative 
distance and spring constant. The pull group is the group of atoms on which the spring 
exerts its force. Here, the force is exerted on all atoms of the duplex weighed by their 
atomic weight. The equilibrium position of a spring is specified by the relative 
distance with respect to a reference point. In our simulations, the reference points of 
the springs are specified by the coordinates (x, y) and (-x,-y) (see Fig. 3.2). The center 
of mass of the two opposing duplexes coincides with the origin of our coordinate 
system and is labeled by the coordinates (0, 0). The duplexes are pulled in opposite 
directions with respect to the origin of the coordinate system. Since the two springs 
have the same spring constant, the total system composed of the two duplexes 
experiences no net force. Furthermore, the springs act in the transverse plane only, 
which results in a two-dimensional external potential. 
For a two-dimensional potential, the reaction coordinates q are two-dimensional 
vectors describing the relative positions of the duplexes in the transverse plane. The 
probability ( )qΩ  can be reduced to a one dimensional function of the magnitude of 
the vector q (duplex separation) by averaging over the orientation of q (relative 
duplex orientation). In practice, we have assigned a weighting factor, ( )exp ext BP k T , 
to every sampling point in the transverse plane. We then obtained the weighed 
probability distribution ( )weighed qΩ  from the fractional time the duplexes are separated 
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by a distance q. Finally, the interaction energy follows from ln weighedF kT=− Ω . 
Note that in this procedure there is no need to subtract the external potential, because 
this has already been accounted for in the assignment of the weighting factor to the 
sampling points in the transverse plane. 
3.2.3  Azimuthal orientation correlation 
The orientation correlation in the perpendicular direction with respect to the long 
axes of the duplexes was determined by monitoring the azimuthal angle φ , which is 
defined by the angle between the vector pointing from the purine C8 to  pyrimidine 
C6 carbon atoms in a base-pair and the x-axis of the simulation box. It should be 
noted that φ  is time-dependent for two different reasons. First, due to the inter-duplex 
interaction the duplexes might rotate about their long axes. Second, the azimuthal 
angle changes because the duplexes diffuse upwards or downwards inside the 
simulation box along their long axes. Due to the infinitely long DNA model employed 
here these two types of motion are equivalent to each other. Let 1φ  and 2φ  be the 
azimuthal angle of a base-pair at level 1z  and 2z  in duplex 1 and 2, respectively. The 
duplex in the B-form has a helical pitch 3.4L =  nm. We can normalize the 
difference in azimuthal orientation of the two duplexes to the same height level in the 
simulation box by adding the helical pitch difference according to 
 ( ) ( ) ( )1 1 2 2 1 22z z z z Lφ φ φ πΔ = − + −  (3.3) 
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Note that the duplexes are in phase with maximum spatial separation of the 
phosphate moieties for 0φΔ = . In the case φ πΔ =  the duplexes are in anti-phase 
with the phosphate moieties in closest possible proximity. 
 
3.3  RESULTS AND DISCUSSION 
3.3.1  DNA-DNA attraction in the presence of spermine 
In order to study the interaction of DNA and Sm4+ without the influence of other 
DNA molecules, we have first done a MD simulation of a single DNA decamer 
neutralized with five Sm4+ counterions. The system does not contain any additional 
monovalent counterions and/or anions. The DNA molecule was positioned in the 
center of the simulation box and the counterions were randomly distributed. In the 
first few nanoseconds of the simulation, all Sm4+ ions diffused towards the duplex and 
then remained territorially bound in the following few tens of nanoseconds with at 
least one of their four cationic nitrogen charges close to a DNA phosphate moiety. 
The electrostatic interaction of Sm4+ with DNA has been investigated before(38). In 
agreement with these earlier results, the interaction was observed to be unspecific and, 
despite the territorial binding, the Sm4+ counterions remain mobile and dynamic. A 
typical lifetime of a configuration in which a spermine ion is in close contact with the 
duplex is on the order of a few nanoseconds. We explicitly use the term territorial 
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binding to emphasize the transient behavior of the binding process which was first 
coined by Manning(39). 
Next, we have done a simulation of two opposing parallel DNA duplexes and ten 
Sm4+ counterions in the box. To speed up the simulation, the initial configuration was 
generated using the final state of the single DNA molecule simulation. At the start of 
the simulation, all counterions were territorially bound to the duplexes (see Fig. 3.1a). 
The inter-helical distance as measured from the central axes of the duplexes was 
initially set to 3.8 nm corresponding to regular packing of DNA in a lattice with 
dimensions of the simulation box. This value does not allow a simultaneous contact of 
one spermine molecule with the two duplexes (the contour length of spermine is 1.6 
nm). Due to the periodic boundary conditions in the longitudinal direction and the fact 
that the top and bottom base-pairs of each DNA decamer are connected, the duplexes 
can hardly bend and they remain parallel during the MD run. Accordingly, the 
configuration of the assembly of the two DNA duplexes is fully characterized by the 
inter-helical distance intD  and the difference in azimuthal orientation φΔ .  
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Fig. 3.3 Fluctuation of the inter-duplex spacing during the simulation of two 
DNA duplexes and spermine counterions (a) simulation without the application of 
external springs; (b) simulation with springs centered at (±x, ±y) = (0.95, 0.95) and 
spring constant κ  = 1000 kJ mol-1 nm-2. 
 
The fluctuating inter-helical distance intD  in a simulation of two DNA duplexes 
neutralized with spermine counterions, but without the application of external springs, 
is displayed in Fig. 3.3a. During the initial period of the simulation, the two duplexes 
exhibited no obviously correlated lateral motion. However, after 12 ns the two 
duplexes formed a side-by-side complex and from then onwards they moved 
coherently with an inter-duplex separation of 2.4 nm. Close inspection of snapshots of 
the configuration taken during the simulation revealed the details of the attraction 
process (an example is displayed in Fig. 3.1b). A spermine ion is usually territorially 
bound to one duplex. Since spermine is a linear polyamine with a positive charge at 
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each end (two more charges are located along the contour), there is a dangling end 
jutting outwards in the surrounding medium. This dangling end can now be 
territorially bound to the other duplex and form an ion bridge. Note that the ion bridge 
is only formed temporarily; there is a continuous dynamic rearrangement of the 
bridging spermine molecules. We surmise that the formation of these transient ion 
bridges results in a net attraction between the two opposing DNA duplexes. 
Simulations were also done for Pu, Sd and Co. The result for the trivalent Sd is 
qualitatively similar. Control simulations with sodium counterions only, confirmed 
the absence of attraction and resulted in equilibrium separations of 5 nm. 
Based on the fluctuation in intD , the interaction potential between the two 
duplexes can be calculated according to ( ) ( )int intlnBF D k T D= − Ω . However, in the 
absence of external forces the probability of a configuration away from equilibrium is 
low and we cannot obtain reliable results for the interaction potential in a range of 
intD  beyond the value pertaining to the side-by-side configuration (i.e., beyond 2.4 
nm). Accordingly, in order to obtain sufficient sampling of the interaction potential 
for larger inter-duplex separations it is necessary to artificially force the duplexes 
away from each other with the help of external forces as described in the Methods 
section.  
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Table 3.1: Spring center position (±x, ±y), spring constant κ , simulation time t, 
distance between the two external springs sprD , average inter-duplex distance intD , 
and standard deviation in inter-duplex distance intσ . The entries in the first row refer 
to a simulation without the presence of springs.  












- - 21 - 2.4218 0.0795 
(0.90, 0.90) 1000 21 2.5456 2.4723 0.0655 
(0.95, 0.95) 1000 21 2.6870 2.6022 0.0674 
(1.00, 1.00) 1000 21 2.8284 2.7468 0.0744 
(1.05, 1.05) 1000 21 2.9698 2.9504 0.0796 
(1.10, 1.10) 1000 21 3.1113 3.0997 0.0718 
 
We have done the simulations with a spring constant κ  = 1000 kJ mol-1 nm-2. In 
order to vary the force exerted on the duplexes, the reference points of the springs 
were set to the (±x, ±y) coordinate values collected in Table 3.1 (see Fig. 3.2). In the 
simulations the initial configuration was always copied from the final state in the 
above described simulation without external forces. The duplexes are hence always 
initially located side-by-side. Example of the fluctuating inter-helical distance intD  is 
displayed in Fig. 3.3b. It is clear that the use of a higher value of the spring constant 
results in a fluctuation in inter-duplex separation over a smaller distance scale. Right 
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after the start of the MD run and within 0.5 ns, the inter-duplex separation relaxes to a 
certain mean value intD . The latter equilibration time agrees with the relaxation time 
0.5 ns as obtained from the inter-duplex autocorrelation function (results not shown). 
The length of the MD runs is always longer than 20 ns, which ensures sufficient 
sampling of intD  over a relatively narrow range induced by the application of the 
external forces. The mean values intD  and standard deviations intσ  are also collected 
in Table 1. A smaller value of the standard deviation (band-width) indicates a stronger 
restriction in inter-duplex fluctuation about the mean value. 
 
FIG. 3.4. (a): Interaction potential versus inter-duplex distance for Pu, Sd, and 
Sm-DNA. ∇ : no springs. With springs (±x, ±y) = (0.90, 0.90), +; (0.95, 0.95), + ; 
(1.00, 1.00), ∗ ; (1.05, 1.05), ○  nm. (b): Force-separation curve for Sm-DNA. The 
dots are obtained from the spring extensions as described in the text. 
 
The interaction potential can be obtained from the inter-duplex separation 
trajectories according to the umbrella sampling procedure as described in the Methods 
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section. We have used the trajectories obtained with spring constant 1000κ =  kJ 
mol-1 nm-2 and the various spring reference points in Table 3.1. Using the umbrella 
sampling technique, the potentials can only be determined relative to an arbitrary 
constant value and the results pertaining to the different spring reference points need 
to be matched in overlapping regions of the inter-duplex separation. As can be seen in 
Fig. 3.4, continuous potential curves are also obtained. For the ligands of valence 
three or greater, i.e., for Co, Sd, and Sm-DNA, the potential exhibits a broad and 
pronounced minimum at 2.1, 2.3, and 2.4 nm, respectively, (results of Co-DNA are 
not shown). The positions of the minima agree with the value of the inter-duplex 
separation in the side-by-side complex obtained in the simulation without the 
application of external forces. The depth of the potential takes the values -16 (Co), -9 
(Sm), and -6 (Sd) kBT. With increasing valence and smaller ligand size, the interaction 
potential becomes more attractive. For very short separations the potential is always 
repulsive due to electrostatic and hardcore interactions. For larger separations, beyond 
the minimum, the potential is attractive and monotonously increases until it levels off 
for Dint > 3 nm. The range of interaction is significantly shorter than half the length of 
the diagonal of the simulation box (5 nm), so that possible effects of the periodic 
boundary conditions are insignificant. Note that the multivalent-ion mediated 
interaction energy is an order of magnitude larger than the value based on screened 
electrostatics and a helical distribution of adsorbed monovalent counterions [50].  
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The interaction in Pu-DNA is also attractive with a potential depth less than 2kBT. 
This weak attraction is consistent with the experimental observation that Pu cannot 
induce condensation and the experimentally observed weak DNA attraction in the 
presence of divalent magnesium. In a simulation of two DNA’s with sodium 
counterions we have checked that the potential is always repulsive. One should bear 
in mind that our simulations refer to salt-free systems with counterions only. We have 
checked that with the addition of monovalent salt (NaCl) the potential generally 
becomes less attractive and the minimum shifts to a larger interduplex distance. 
Furthermore, we have only considered a pair interaction. In a DNA condensate 
or liquid crystal one DNA molecule interacts with multiple DNA molecules and it is 
not a priori clear that the interactions are pairwise additive For Sm-DNA in the 
absence of monovalent cations the experimental value of the interduplex distance is 
2.8 nm. This indicates the pair treatment of the interaction as a major cause for the 
shorter equilibrium interduplex distances as compared to the experimental values. 
The inter-duplex force can now be obtained from the derivative of the potential 
with respect to the separation. For this purpose, we have smoothed the data in Fig. 3.4 
with the help of a sixth order polynomial. The choice of a sixth order polynomial is 
arbitrary, but, as can be seen in Fig. 3.4, it gives a good representation of the potential. 
The resulting force is displayed as the solid line in Fig. 3.5. The attractive force can 
also be estimated in an alternative way. In the presence of springs, the duplexes 
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diffuse under the simultaneous actions of the attractive force and the forces exerted by 
the two opposing springs. At the average separation intD , these two forces are 
balanced. If the springs are stretched by an amount xΔ , the attractive force is 
approximately xκΔ  with κ  the spring constant. Note that this procedure for the 
calculation of the attractive force is only an approximation; because the inter-duplex 
direction is not always co-linear with the direction of the springs (see Fig. 3.2). Since 
the deviations from co-linearity are always quite small, the forces estimated according 
to this procedure are good first-order approximations. The corresponding results are 
also displayed in Fig. 3.4. Note that the data point pertaining to zero force refers to the 
mean separation of the duplexes in the side-by-side complex as observed in the 
simulation without external forces. The estimated forces are in good overall 
agreement with the force-separation curve as obtained by the derivative of the inter-
duplex potential. 
As can already be gauged from the potential curve, for separations less than, say, 
2.4 nm the inter-duplex force is repulsive. With increasing separation, the force 
becomes attractive, shows a maximum at around 2.5 nm, and eventually dwindles for 
distances larger than 3 nm. It is interesting to note that the attraction force is of 
relatively short range on the order of the size of the spermine ion (in a separate MD 
simulation of spermine chloride the mean end-to-end distance of Sm4+ was found to 
be 1.2 nm). This result complies with the notion that the attractive force is mediated 
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through the formation of transient spermine ion bridges between the interacting 
duplexes. Further evidence for this conjecture follows from the correlation of the 
azimuthal orientation angle of the duplexes. 
 























          













Fig. 3.5 (a) Time-evolution of the difference in azimuthal angle of two 
duplexes in the simulation with 1000κ =  kJ mol-1 nm-2 and reference points (±x, ±y) 
= (1.05, 1.05). (b) Probability histogram Ω  versus azimuthal angle difference φΔ  
pertaining to the track in (a) (not normalized). (c) Energy lnBF k T=− Ω  versus φΔ . 
Notice the maximum in probability and minimum in energy at φΔ  straddling 180 
degrees. 
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3.3.2.  Spermine-induced azimuthal orientation correlation 
In addition to the fluctuations in separation, the duplexes can also reorient about 
their long axes. For this purpose, we have monitored the difference in azimuthal 
orientation φΔ  of the two duplexes at the same height in the simulation box. A 
typical result of the time-evolution of φΔ  is displayed in Fig. 3.5a. During the 20 ns 
MD run, the duplexes rotate a couple of times about their long axes. However, the 
probability of φΔ  is not uniform. As shown by the probability histogram ( )φΩ Δ  in 
Fig. 3.5b, there is a distinguished preference for 180φΔ =  degrees. The associated 
free energy can be obtained with ( ) - lnBF k TφΔ = Ω . It is clear from Fig. 3.5c that 
the preferred azimuthal orientation is stabilized with a free energy on the order of 3 
times thermal energy Bk T . 
 
Owing to the electrostatic repulsion between the negatively charged phosphate 
moieties, the most probable value of φΔ  is expected to be zero degrees. In this case, 
the two duplexes are “in phase” with each other which allows maximum separation 
between the phosphate charges and minimum electrostatic energy. In solutions with 
monovalent ions this has indeed been observed to be the preferred configuration(28, 
40). However, in our simulation with spermine counterions we clearly observe a 
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maximum in the probability at 180φΔ = . This shows that the duplexes are on 
average in “anti-phase” with each other with the phosphate moieties in closest 
possible proximity. Again, this can be explained by the ion-bridging effect of the 
spermine counterions. If a spermine molecule is simultaneously bound to two 
phosphate groups pertaining to the two opposing duplexes, the orientations of these 
phosphate groups are expected to become in register with each other with a minimum 
mutual separation. In the next section we will focus on the dynamics of the spermine 
molecules and their spatial arrangement with respect to the interacting duplexes in 
order to reveal the underlying molecular mecchanism for the like-charge attraction 
and the azimuthal correlation between the opposing duplexes. 
         
Fig. 3.6 Time-evolution of the closest distance between a spermine counterion 
and the duplex in a simulation with two DNA molecules. The ion is considered bound 
if the distance is less than 0.25 nm (indicated by the solid line). 
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3.3.3  Spermine dynamics and ion-bridge formation 
In order to characterize the dynamical behavior of the spermine counterions we 
have monitored the time-dependence of the closest distance between any atom of 
spermine and any atom of a duplex. The molecular picture of spermine binding and 
dynamics in the simulations with two interaction duplexes is qualitatively the same as 
in the above described simulation with one DNA molecule. A typical example of the 
temporal behavior of the closest distance between spermine and a duplex is displayed 
in Fig. 3.6. The minimum distance of closest approach is around 0.2 nm. We consider 
the spermine molecule to be territorially bound to the duplex with one of its four 
charges close to a phosphate moiety if this minimum distance of approach is less than 
0.25 nm. From the time-dependent trajectory, it is clear that the binding process is 
indeed highly dynamic. During the MD run, a specific spermine counterion often 
attaches and detaches itself to the duplex and the lifetime of a bound configuration is 
typically no more than a few nanoseconds.  
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Fig. 3.7 (a) Time-evolution of the counted number of spermine ion bridges in 
the simulation with 1000κ =  kJ mol-1 nm-2 and reference points (±x, ±y) = (0.90, 
0.90). (b) Average number of ion bridges versus the inter-duplex distance. From left 
to right the data points refer to a simulation without springs and simulations with 
springs centered at (±x, ±y) = (0.90, 0.90), (0.95, 0.95), (1.00, 1.00), and (1.05, 1.05), 
respectively. In the latter simulations the spring constant 1000κ =  kJ mol-1 nm-2. 
 
Often a spermine counterion is simultaneously bound to the two opposing 
duplexes and forms a temporary ion bridge. In order to establish a link between the 
attractive force and the formation of ion bridges, we have determined the number of 
bridging spermine molecules by counting those which are within 0.25 nm from the 
two opposing duplexes at the same time. An example of the time-evolution of the 
total number of bridging spermine molecules is displayed in Fig. 3.7a. Due to the 
continuous association and dissociation of the bridging spermine molecules, the total 
number of bridges fluctuates about an average value bridgeN  with a correlation time on 
the order of a few nanoseconds. The average number of ion bridges depends on the 
mean inter-duplex separation: it decreases from about 3 bridging molecules in the 
side-by-side complex to zero at separations exceeding 3 nm (see Fig. 3.7b). In the 
closely separated side-by-side complex, 3 or 4 spermine molecules can be 
accommodated in the intervening space between the duplexes. It was observed that a 
Chapter 3 Molecular dynamics simulation of DNA-DNA attraction mediated by multivalent ions 
 72 
spermine molecule can only move in if another one moves out. For separations larger 
than 3 nm, the size of the spermine molecule with a mean end-to-end distance of 1.2 
nm becomes too small for the formation of an ion bridge. 
 
3.4  Conclusions 
Full atomic scale molecular dynamics simulations have revealed a relatively 
strong attraction between two parallel double-stranded DNA molecules in the 
presence of tetravalent spermine counterions. Detailed analysis of the trajectories of 
the spermine counterions show that they are often bound to one or both duplexes with 
their positively charged nitrogen charges in close proximity to the negatively charged 
phosphate moieties. Despite this territorial binding, the Sp4+ counterions remain 
mobile and dynamic with a typical association lifetime of no more than a few 
nanoseconds. Due to the linear chemical structure of spermine, with positive charges 
located at the terminal ends and two more charges located along the contour in the 
middle of the molecule, ion-bridges can be formed. At close proximity, the duplexes 
form a side-by-side complex which is stabilized with about one bridging spermine 
molecule per 3 base-pairs. With the help of the umbrella sampling technique, we 
managed to obtain the interaction potential at larger inter-duplex separations. It was 
found that the average number of ion bridges decreases with increasing inter-duplex 
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distance until it drops to zero at separations exceeding 3 nm. The inter-duplex force is 
around 0 at the equilibrium distance 2.3nm. With increasing separation, the force 
becomes attractive, shows a maximum at around 2.5 nm, and eventually dwindles for 
distances larger than 3 nm. We have also analyzed the correlation in the azimuthal 
orientation of the two parallel DNA molecules. We found that the DNA molecules 
tend to be in register with each other with their respective phosphate moieties in 
closest possible proximity. This arrangement is in contrast to the situation in the 
presence of monovalent ions that always shows a maximum separation among the 
negatively charged phosphate groups owing to the Coulomb repulsion  
The range of the attractive force and the azimuthal orientation correlation of the 
duplexes can be rationalized in terms of the formation of spermine-DNA ion bridges. 
Due to simultaneous binding to spermine, the opposing and parallel duplexes are 
effectively connected and can exert a force on each other. Note however that the ion 
bridges are transient with a short lifetime on the order of a few nanoseconds. Also 
there does not exist long range two-dimensional ordering of the associated spermine 
counterions at the surface of the DNA molecule. In this respect our MD simulations 
do not support the notion of a strongly correlated 2D liquid of adsorbed ions as such. 
Our simulated system differs from the situation in experimental studies in a 
number of important aspects. First, the long axes of interacting DNA duplexes are 
often skewed. However, we do not expect that the spermine mediated interaction in a 
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skewed configuration is qualitatively different from the one in a parallel configuration, 
because of the absence of long range position correlation among the adsorbed ions. 
Second, we have only considered a pair interaction between the two opposing 
duplexes. In a DNA condensate or liquid crystal, one DNA molecule interacts with 
multiple DNA molecules and it is not a priori clear that the interactions are pair wise 
additive(41). Despite these obvious model limitations, our simulations still provide 
valuable insight in the spermine induced like-charge attraction of DNA at the 
molecular level which is difficult, if not impossible, to obtain with alternative 
theoretical approaches or from experiments. The present study represents the first 
demonstration of the experimentally established counterion induced DNA-DNA 
attraction using a full atomic modelling of the system, which means that this effect is 
confirmed in a theoretical description beyond the dielectric continuum approximation 
of the solvent. Similar bridging effects of DNA-DNA attraction was recently observed 
for full atomic MD simulations of three DNA oligomers in the presence of 
oligopeptide fragments containing three charged lysine residues (42,43). 
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Chapter 4
Molecular dynamics simulations of 5 base 
pair, double stranded DNA duplexes in the 
B-form under sharp bending conditions
4.1 INTRODUCTION
Many processes inside the cell require sharp bending of DNA. Two important 
examples, which involve DNA loops shorter than 30 nm, are the packaging of DNA into 
nucleosomes (1) and the regulation of gene expression (2). In the packaging of DNA 
inside virus capsids, sharp bending is likely to occur, because the dimension of the inner 
side of the spool is much smaller than the random coil size. However, double stranded 
DNA is predicted to be very stiff at a short length scale by the traditional worm-like 
chain (WLC) model with a persistence length of about 50 nm. The latter value of the 
persistence length is in excellent agreement with experimental results obtained from 
studies of DNA with a contour length being more than the persistence length (3, 4). 
Usually, sharp bending of DNA is considered to be facilitated by specific proteins that 
overwhelm the DNA’s inherent inflexibility with large force.
However, in a recent experiment it was found that the spontaneous loop formation 
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probability of 94 bp DNA was several orders of magnitude larger than the prediction 
based on the traditional WLC model with a persistence length of 50 nm (5, 6). This 
result indicates that DNA can sharply bend at a short length scale without the help of 
proteins. Several other recent measurements of tightly bent DNA also challenged the 
application of the traditional WLC model: the 2D relaxed short DNA bending angle 
distribution differs from the WLC prediction at large bending angles (7), and the force 
needed to bend a short DNA fragment of 25 bp was found to be smaller than the WLC 
model prediction with a persistence length of the order of 50 nm (8).
These findings have already prompted the development of extended WLC models 
to allow increased flexibility. Yan et al proposed a model (9), in which the base pairing 
is disrupted when the local curvature exceeds a certain value. This model is supported 
by conformational energy calculations of the duplex including solvation (10). It was 
found that base pair opening is greatly facilitated by bending and that, conversely, once 
a base pair has been disrupted, the duplex can bend very easily. Another model is to 
allow the formation of kinks with a relatively low energy, as was originally predicted by 
Crick and Klug some 30 years ago (11). The validation of these two models requires the 
detailed conformation and mechanical properties of the duplex under sharp bending 
conditions. Such information was previously obtained by the molecular dynamics 
(MD) simulation of small DNA minicircles by Lankas et al (12). In these simulations it 
was seen that in most cases the kinks consist of intact base pairs and that dissociation of 
base pairs is rare. This full-atom MD simulation work provides valuable insight in the 
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kink formation, but limited set of conformations related to the 94 bp fragment is not 
sufficient to present a complete picture of the behavior of DNA under sharp bending 
conditions. 
Here, we systematically investigate the structure of the duplex under sharp 
bending conditions with full-atom molecular dynamics computer simulations. We have 
chosen to simulate short 5 bp DNA duplexes to explore structures with different base 
pair sequences, bending directions and curvatures. It is our contention that the 5 bp
fragments are sufficiently long to capture the main physical properties of a tightly bent 
duplex, without computational difficulties associated with longer sequences.
4.2 MATERIALS AND METHOD
Most simulations were done with the Gromacs package (13) using the parm98
force field (14, 15). To investigate the effect of the force field, some simulations were 
done with parmbsc0 (16). We have employed two base pair sequences, i.e.
d(ATATA)-d(TATAT) and d(CGCGC)-d(GCGCG). The duplex was located in a cubic 
box with a side length of 3 nm and neutralized by Na+ counterions, which corresponds 
with a Na+ concentration of 0.5 M. The simulation box was filled with water molecules, 
which were described by the TIP3P model. Periodic boundary conditions are applied in 
the X, Y, and Z directions. The long-range electrostatic interactions were treated by the 
fast particle-mesh Ewald summation method (18), whereas the temperature was 
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controlled around 300 K with Berendsen temperature coupling (19). During the 
simulation, the volume of the box was kept fixed and the time step was 2 fs. The 
simulation time was 61 ns for each simulation.
Duplexes of 5 bp in the B-form with various bending conformations were 
constructed with the X3DNA program (17). Note that the roll and rise parameters listed 
in Table 4.1 are local conformational rather than global parameters. A negative value of 
the roll means bending towards the minor groove, while a positive value means bending 
towards the major groove. The value of the tilt was always set to zero, because bending 
towards the phosphate-sugar backbone is difficult. In the case of bending towards the 
major groove, the value of the rise was always set to 0.34 nm, which is the equilibrium 
value of straight, canonical DNA in the B-form. In the case of bending towards the 
minor groove, the sharply bent conformation generated by X3DNA with a small value 
of the rise may show overlapping atoms. This usually causes a crash of the program 
right after the start. In the case of such crash, the value of the rise was increased to 
prevent overlapping. The local twist parameters pertaining to the initial conformations 
were always set to 36o per base pair. An example of the initial structure is shown in fig 
4.1.
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Table 4.1
Initial values of the roll and rise. Due to the uniform initial bending structure, the values 
are the same for each base pair. The remarks indicate the type of DNA structure after 
the simulation.
(a) Simulations with the Parm98 force field.
Sequence Roll Rise (Å) Remarks Sequence Roll Rise (Å) Remarks
ATATA -10o 3.4 intact CGCGC -10o 3.4 intact
-15o 3.4 intact -15o 3.4 intact
-20o 4.2 kink -20o 4.2 intact
-22o 4.2 kink -25o 4.6 kink
-25o 4.6 bubble -28o 5.0 bubble
10o 3.4 intact 10o 3.4 intact
15o 3.4 intact 15o 3.4 intact
20o 3.4 intact 20o 3.4 intact
25o 3.4 break 25o 3.4 break
30o 3.4 break 30o 3.4 break
(b) Simulations with Parmbsc0 force field
Sequence Roll Rise (Å) Remarks Sequence Roll Rise (Å) Remarks
ATATA -15o 4.2 intact CGCGC -30o 5.1 kink
-20o 4.2 bubble -35o 6.0 bubble
20o 3.4 intact 25o 3.4 intact
25o 3.4 break 30o 3.4 break
4.3 RESULTS AND DISCUSSIONS
4.3.1 Structural changes induced by sharp bending
In MD simulations of DNA molecules, the curvature hardly reaches a large value 
spontaneously. External constraints can be applied to study DNA under sharp bending 
conditions. For our simulations, a 5 bp duplex with various extents of bending were 
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initially built. The two base pairs at the respective ends of the duplex were fixed to 
impose an overall bending condition, whereas the other base pairs can move freely 
during the course of the simulation. Note that the constraints were imposed to the atoms 
of the four end bases, not to the atoms of the phosphate-sugar backbones. In this way, 
the overall bending of the duplex is conserved.
FIG. 4.1: Sketch of a 5 bp DNA duplex with an initial roll of -25 degrees at every 
base pair step.
To study the structure under sharp bending conditions, the extent of bending of    
ATATA and CGCGC sequences, referred to seq(AT) and seq(CG), respectively, was 
gradually increased. This was done by setting the absolute roll at every base pair step at 
a value in the range from 10o to 35o with a step-size 5o as shown in Table 4.1. Negative 
and positive values of the roll represent bending towards the minor and major groove, 
respectively. Figure 4.1 shows a schematic drawing of the 5 bp duplex with an initial 
roll of -25o at every base pair step. There are four base-pair steps in this 5 bp duplex. 
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Note that the overall bending angle, i.e. the absolute value of the angle formed by the 
two end base pairs, is not four times 25o, but less than 100o . This is because each base 
pair step has a twist angle of 36o and the absolute direction of the bending varies along 
the duplex at each step. 
The simulations showed that the DNA fragments exhibit several distinct types of 
conformations with increasing curvature. In the case of a positive roll value, i.e. for 
bending towards the major groove, the conformations are relatively simple. For small 
curvatures, all base pairs remained intact. Under very sharp bending conditions, one or 
more base pairs were observed to be disrupted. The disrupted conformations were 
always random and disordered. 
In the case of bending towards the minor groove, the observed structures were 
more diverse. Again, for small curvatures, all base pairs remained intact. It was 
observed that the bending is primarily located at pyrimidine-purine steps, i.e. TpA and 
CpG. This can be explained by the fact that the latter steps have a weaker stacking 
energy than the purine-pyrimidine steps ApT and GpC (20-22). For moderate 
curvatures, the bending is localized at a single base pair step. The other base pair steps 
are relatively straight with a small bending angle only, as shown in fig. 4.2(a). This 
structure indicates the formation of a kink. It was observed that the two consecutive 
base pairs beside the kink remained intact although the kink angle might reach a large 
value. It resembles the kinky helix described by Crick and Klug (11). Under very sharp 
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bending conditions, one or more base pairs in the DNA fragment are disrupted. The 
bending is localized at the step of the disrupted base pair. We subsequently elaborate 
the details of the kink and bubble formation in the case of bending towards the minor 
groove.
4.3.2 Kink formation under moderate curvature
At every base pair the roll value was calculated by the Curves 5.3 program (23). In 
the simulation of seq(CG) with an initial roll value of -25o , all base pairs remained 
intact and the bending angle was eventually localized at a single base pair step, as 
shown in fig. 4.2. This simulation showed the formation of a kink in the duplex. The 
kink at the second step has a roll value of -60o. A similar result was obtained in the 
simulation of seq(AT) with an initial roll value of -20o. . Here, the kink was located at 
the third step with a roll value of -48o. The kink structure appeared to be very neat in 
accordance with the kinky helix structure proposed by Crick and Klug (11).
Kink formation may be attributed to the short range property of the base pair 
stacking energy, which comes from the 'van der Waals' force and decays with a power 
of -6 in the distance. The bending of the duplex enlarges the distance between two 
consecutive base pairs and causes an increase in stacking energy. When the curvature 
exceeds a critical value, the DNA fragment can lower the overall energy through the 
formation of a kink, which removes the stacking energy at one base pair step while the 
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stacking energy at the other steps is preserved. The stress of the phosphate-sugar 
backbone may play a role in kink formation as well. 
FIG. 4.2: Simulation of seq(CG) with an initial roll of -25o. (a) Snapshot of the 
kink structure. The second base pair step has a large bending angle. (b) Roll angle in 
every step as a function of the simulation time.
FIG. 4.3. Simulation of seq(CG) with an initial roll -28o (a) Inter-base distance in each 
base pair. (b) Roll angle in every step as a function of the simulation time. 
4.3.3 Bubble formation under sharp bending
In order to examine whether all base pairs remained intact during the simulations, 
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we monitored the inter-base nearest distance. The latter distance is the minimum 
distance among all pairs of atoms from two bases in one base pair. Provided that the 
base-pair is intact, the nearest distance should be around the hydrogen-bond length, 
which is about 0.2 nm. Figure 4.3 (a) shows the nearest inter-base distance of the three 
base pairs in the middle of the simulated duplex. Different colors represent different 
base pairs. The nearest distance of the third (red) base-pair suddenly increased after 
about 32 ns, which indicated the dissociation of this particular base pair. 
FIG. 4.4: Simulation of seq(CG) with an initial roll of -28o (a) Snapshot taken at 20 
ns, before bubble formation. (b) Snapshot taken at 36 ns, after bubble formation
The values of the roll of four base pair steps are also plotted in fig. 4.3(b). Before 
the dissociation of a single base pair, the bending accumulated at two CpG steps in 
accordance with the results obtained for small curvature. After the dissociation of the 
base pair, it is impossible to define the plane in which the base pair is situated. The 
yellow line in fig. 4.3(b) represents the value of the roll pertaining to the two steps 
straddling the disrupted base pair and approaches to -90o. It is clearly shown by the 
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black line in fig. 4.3(b) that the bending angle at the first step reduced to a small value 
after the dissociation of a base pair. Figures 4.4(a) and (b) show snapshots before and 
after the dissociation of a base pair. Prior to the dissociation of a base pair, the bending 
angles at the first and third steps were large, as denoted by the arrows in fig. 4.4(a). 
After the dissociation of a base pair, the bending angle accumulated at the disrupted 
base pair, as denoted by the arrow in fig. 4.4(b). The two disrupted bases were still 
stacking with the two neighboring base pairs. The disrupted DNA duplex with a neat 
structure is called 'bubble' hereafter. 
The internal energy of the fragment was analyzed to reveal the mechanism of the 
disassociation of a base pair, i.e. the bubble formation. In full atom molecular dynamics 
simulations, the interaction potential can be subdivided into two parts, excluding the 
restraints. The first part is the non-bonded interaction, including Lennard-Jones 
(Lennard-Jones) and Coulomb interactions. They contribute to the stacking energy 
between two bases and the hydrogen bonds in a base pair. The second part is bonded 
interaction, including covalent bond-stretching, angle-bending and dihedral torsion. 
The dihedral torsion is involved in the DNA deformation. All of these energies were 
individually stored during the runs.
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FIG. 4.5: Evolution of the dihedral torsion energy in the simulation of seq(CG) 
with an initial roll -28o
  
FIG 4.6 Analysis of the backbone torsion parameter to demonstrate the release of 
the backbone strain during the base pair breaking. (a) ζ angle as a function of the 
simulation time. (b) The torsion energy as a function of the ζ angle with the application 
of the parameters in the parm98 force field. 
Figure 4.5 shows the evolution of the energy of dihedral torsion in the simulation 
exhibiting the formation of a bubble. Comparing Figs. 4.5 and 4.3(a), we can see that a 
sharp drop in the dihedral torsion energy occurs at the time of bubble formation. The 
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energy difference of this transition is about 40 kBT and suggests that the backbone 
strain is released by the formation of the bubble. Seven conventional dihedrals to 
describe the structure of the DNA backbone at different sites, including α, β, γ, ε, ζ, δ 
and χ, were individually calculated with the Curves 5.3 program (23). It was discovered 
that the transitions in the values of these seven dihedrals were involved in the bubble 
formation. Most transitions lower the torsion energy. Figure 6a shows the transition in ζ 
in CGCGC at the fourth base pair step from 120o to 90o. The energy curve as a function 
of ζ is plotted in Fig. 6b by applying the parameters specified in the parm98 force field 
(14, 15). The combination of Figs. 6a and 6b demonstrates the reduction in energy 
involved in this ζ transition. It has to be stressed that the transitions of the dihedral angle
also occurred before and after the bubble formation, besides at the actual time of the 
bubble formation. This shows that the transition in the dihedral angle can not be 
considered as an indicator of bubble form.
FIG 4.7 Analysis of the energy in simulation for the CGCGC sequence with an 
initial roll of -28o (a) Van der Waals interaction energy as a function of the simulation 
time. (b) Coulomb energy as a function of the simulation time. 
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Figure 4.7 (a) and (b) show the evolution of Lennard-Jones (van der Waals
interaction) and Coulomb energies, respectively. Note that the Coulomb and 
Lennard-Jones energies were calculated in the absence of water molecules, because the 
fluctuation in the energy of the water molecules was so large as to hide the energy 
changes in the DNA molecule. Accordingly, the quantitative changes of the 
Lennard-Jones and Coulomb energy here can not be interpreted as the changes in the 
overall energy. Nevertheless, they provide useful information about the bubble 
formation. The sharp increase of the Coulomb energy at the time of the formation of the 
bubble, about 32 ns after the start of the simulation and as shown in fig. 4.7 (b) can 
mainly be attributed to the loss in hydrogen bonds. The reduction of the Lennard-Jones 
energy at the time of bubble formation as shown in figure 4.7 (a) can be understood in 
terms of the base stacking energy. Before the formation of the bubble, the bending 
angles at two base pair steps were notable as shown in fig. 4.3 (b) (black and green 
lines). After the bubble formation, the bending was localized at the base pair step with 
the bubble. In addition, the two bases in the disrupted base pair were still stacking with 
two neighboring base pairs. Considering all contributions, the overall stacking energy 
is reduced by the bubble formation. However, due to the neglect of the water molecules 
in the calculation of the Coulomb and Lennard-Jones energy, quantitative information 
about the overall energy is not available.
The energetic coupling of DNA bending and base pair opening has been studied 
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before by Ramstein and Lavery through molecular mechanics calculations (10). It was 
pointed out that the base pair opening process is greatly facilitated by DNA bending due 
to two major effects. First, bending partially destroys the base stacking interaction, 
which is a barrier of base pair opening. Second, base pair opening releases the 
backbone strain accumulated by bending. Our full-atom simulation results are in 
agreement with their conclusions. For the cases of bubble formation in other 
simulations, the energy of dihedral torsion was always observed to decrease and the 
energy of coulomb interaction was always observed to increase at the time of bubble 
formation, while the Lennard-Jones energy might increase or decrease.
4.3.4 Critical curvatures for kink and bubble formation
Generally, the duplex showed a transition from a smoothly bent conformation, 
through a kink to the formation of a bubble with an increase of the bending angle 
towards the minor groove. The kink and bubble appeared to be neat and energetically 
favorable. The types of duplex structures after the lapse of the simulation are 
summarized in table 4.1(a) for two sequences and two bending directions. The critical 
curvatures for kink and bubble formation can be estimated. Note that the kink and 
bubble formation are thermodynamic processes. The precise critical values have to be 
determined from the long time simulation of a thermal equilibrium state of two 
structures.
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4.3.5 Recent force field parmbsc0
Recently Orozco et al developed a new force field “parmbsc0”, which was a 
refinement of the amber parm99 force field to correct the representation of α-γ 
concerted rotation in nucleic acids (16). In order to examine the influence of the new 
force field, some supplementary simulations were done with the parmbsc0 force field. 
To get an idea about the difference between the former and the new force fields, the 
dihedral energies of an identical structure were calculated based on parm98 and 
parmbsc0, respectively. The dihedral energy could vary from 309 kBT in parm98 to 416 
kBT in parmbsc0. In spite of the remarkable difference in the absolute dihedral torsional 
energy, the structural changes in the duplex under sharp bending condition were 
qualitatively the same. The types of duplex structures after simulations with the 
parmbsc0 force field are also summarized in table 4.1(b). For seq(CG), the critical 
curvatures for kink and bubble formation increased, while for the seq(AT), the critical 
values are very close. Since kink and bubble formation are related to the backbone 
distortion strain accumulated by bending, it is reasonable that the modification of the 
backbone dihedral parameter influences the behavior of base pair breaking. Note that 
the formation of bubbles in the simulations using both parm98 and parmbsc0 is rarely 
observed to occur at the same time as the α-γ transition. As a result, the modification of 
the correction of α-γ transition is not expected to change the overall structural behavior.
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4.3.6 Twist effect 
In above simulations, the atoms of two end base pairs were fixed and hence the 
overall twist of the fragment was conserved. In order to investigate the effect of twist on 
the kink and bubble formation, supplementary simulations were performed in which 
one of the two end base pairs can freely rotate in a plane. Such setting was realized by 
initially locating all atoms of an end base pair in the z-plane. Subsequently, the motion 
of these atoms in z direction was frozen during the simulation (13). As a result, this end 
base pair can only rotate and translate in the z plane, but the direction of this base pair as 
well as overall bending of DNA duplex is preserved. Note that the translation of this 
end base pair in the z plane can release the compression which may be imposed by the 
initial conformation.
The coordinates of the atoms were used to calculate the rotation of the end base pair in 
the z plane. The rotation is characterized by the azimuthal angle of this base pair. Here, 
the azimuthal angle is defined by the direction of the vector from the purine C8 to 
pyrimidine C6 carbon atoms (24). From the time evolution of the azimuthal angle of the 
end base pair, the twist angle in the duplex accumulated during the simulation was 
derived. Figure 4.8 (a) shows the average twist angle per base pair step in the 
simulation of seq(AT) with an initial roll of -22o. There are two remarkable findings. 
First, the average twist angle reduced from 36o to about 27o. It suggests that the sharp 
bending induces an under-twisting of the DNA duplex. In the kinky structure proposed 
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by Crick and Klug (11), under-twisting was also suggested. Second, a bubble was 
observed to occur in this simulation. However, there is no bubble formation if the twist 
is constrained under otherwise exactly the same initial conditions. This implicates that 
under-twisting facilitates bubble formation. We have done another simulation of 
seq(AT) with an initial roll of -22o and with an initial constrained twist of 25o. Bubble 
formation was also observed in this simulation. This result also confirms that 
under-twisting of the duplex facilitates bubble formation. In the simulation of seq(CG) 
with an initial roll of -25o, a sharp reduction of the twist angle was observed at the same 
time of the bubble formation as shown in fig. 4.8(b). Note that no bubble was observed 
in the simulation with an identical initial conformation but with constrained twist.
  
FIG. 4.8 Evolution of twist during the simulations without constrained twist. 
Dashed lines denotes the initial twist of 36o at every base pair step. (a) Evolution of the 
average twist angle of one base pair step in the simulation of seq(AT) with an initial roll 
of -22o. (b) Evolution of the average twist angle of one base pair step in the simulation 
of seq(CG) with an initial roll of -25o. One end base pair is free to rotate.
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4.4 CONCLUSION
Full-atom molecular dynamics simulations were done to study the structure of a 
sharply bent DNA duplex of 5 base pairs. For the bending towards the minor groove, 
the duplex generally exhibited smooth bending, through the formation of a kink and 
eventually a bubble with increasing curvature. The structures of both the kink and 
bubble appeared to be neat and energetically favorable. The dihedral torsion was 
substantially reduced by the formation of the bubble. The release of the backbone strain 
can hence be considered to be the driving force for bubble formation and compensates 
the energy cost of breaking the hydrogen bonds in the base pair. The formation of the 
bubble also localized the bending at a single base pair and hence restored the stacking 
energy of the other base pairs straddling the bubble. Accordingly, the energy cost in 
terms of base stacking is not very high. In some simulations, the overall stacking energy 
even deceased by the formation of the bubble. Sharp bending of the duplex results in 
under-twisting and vice versa, under-twisting facilitates the dissociation of a base pair. 
The present simulation setup does not provide direct information about the flexibility of 
the kink and bubble. Nevertheless, the localization of bending at the site of the bubble 
implies that the bubble is rather flexible. 
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Chapter 5 
Charge Structure and Counterion 
Distribution in Hexagonal DNA Liquid 
Crystal 
 
5.1  INTRODUCTION 
In biological cells, phages, and globules, DNA is often tightly packed in a liquid-
crystalline fashion. The thermodynamics of such a compacted structure is largely 
determined by the free energies of confinement and electrostatic interactions (1,2,3). 
Intense theoretical work over the last 40 years suggests that multivalent counterions 
induce attraction between DNA molecules and play a central role in stabilizing the 
congested state. Recent advances in the physics of strongly interacting charged 
systems go beyond the framework of classical mean-field theories that always predict 
a repulsive interaction between like-charged polyelectrolytes. It is now well 
established that fluctuation induced dynamic correlation of cations shared by different 
polyanions gives rise to an attractive electrostatic force that can explain experimental 
aggregation (4,5,6) and the idea of a strongly correlated 2D liquid of adsorbed ions, 
similar to a Wigner crystal, has been proposed (7,8). Detailed structural information 
on the charge ordering of ions at the macromolecular surface can be obtained by small 
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angle neutron and/or X-ray scattering (SANS and SAXS, respectively). In a SAXS 
study on cytoskeletal filamentous actin, counterion charge density waves along the f-
actin were observed (9). In the case of DNA, scattering studies have focused on the 
radial density profile of counterions away from the DNA axis (10,11,12,13). To the 
best of our knowledge, charge ordering of counterions in dense DNA liquid crystal 
has never been investigated before by similar scattering methods.  
 
Persistence length (50 nm) DNA fragments in water or salt solutions show at least 
two first-order transitions from the isotropic, through the cholesteric, to the hexagonal 
phase, if the DNA volume fraction is increased (14,15). Here, we report SANS 
experiments on a hexagonal liquid crystal of DNA fragments (150 base pairs) with 
monovalent tetramethylammonium (TMA+) counterions and no added salt. The 
density of our samples is just above the critical boundary for the transition from the 
cholesteric to the hexagonal phase with an interaxial spacing between the DNA 
molecules R = 4 nm (16). The hexagonal phase is characterized by long range order in 
the orientation of the DNA molecules, as shown by the typical fan-like polarized light 
microscopy textures. The actual range of the position order in the transverse plane 
perpendicular to the DNA molecules is unknown. For much longer DNA molecules 
(with a contour length of about 100 persistence lengths) and higher packing fractions, 
high resolution X-ray scattering experiments have shown local hexagonal structure 
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and an increase in correlation length from about 5 to 8 neighboring molecules once 
the interaxial spacing increases from 2.4 to 2.75 nm. The counterintuitive increase in 
correlation length with increasing interaxial spacing is thought to be related to the 
chiral nature of the DNA molecule (17). If we extrapolate these results to the spacing 
for our system R = 4 nm, a correlation length in transverse position order of about 15 
neighbors is obtained.  
 
The scattering is sensitive to the set of spatial Fourier transforms of the solute 
density correlation functions, i.e., the partial structure factors. An advantage of the 
SANS approach is the possibility for contrast variation in order to blank or highlight 
certain components in a mixture of DNA, solvent, and counterions. SANS methods 
based on variation of the isotopic composition of the solvent have made it possible to 
determine individual DNA, DNA - counterion, and counterion partial structure factors 
in persistence length DNA fragment solutions with TMA+ counterions (11). It was 
seen that by optimizing some of the geometric parameters, the classical Poisson-
Boltzmann (PB) or modified Poisson-Boltzmann (MPB) theory gives a good 
description of the counterion distribution around the DNA molecule (12). In the 
present contribution these investigations are done for the same DNA fragments, but at 
higher concentration in the hexagonal liquid crystal. In particular, we will focus on 
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the charge structure and counterion distribution at a distance scale on the order of the 
interaxial spacing in the intervening space between the DNA molecules. 
 
Supplementary to the scattering, we will also investigate the counterion 
distribution by Monte Carlo (MC) and full atomic scale Molecular Dynamics (MD) 
computer simulations (18,19,20,21). In contrast to the classical PB or MPB theories, 
the MD simulations take into account a molecular description of the solvent water 
molecules and gives, in principle, a complete picture of hydration. Furthermore, MD 
simulation contains a detailed atomic description of DNA and counterions. In order to 
mimic the liquid crystalline structure, we have simulated nine double stranded DNA 
decamers in hexagonal arrangement and with periodic boundary conditions in both 
the transverse and longitudinal directions. A link of the 5’ and 3’ ends of the decamers 
ensures that infinitely long DNA molecules are simulated. From a 20 ns simulation, 
we extract information about the fluctuations in inter-DNA distance, the counterion 
distribution, and the range of charge fluctuations. The radial counterion profile will 
also be determined with a MC simulation of 7 charged rods in a hexagonal 
arrangement. The information obtained from the computer simulations will then be 
used for the further analysis and interpretation of the SANS data, in order to arrive at 
a consistent picture of the charge structure and counterion distribution in the liquid 
crystal.  
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5.2 SCATTERING ANALYSIS 
5.2.1 From intensities to structure factors 
The structure factors describing the density correlations of DNA and counterions 
(TMA+) are obtained from SANS. It is convenient to consider the nucleotides and 
counterions as the elementary scattering units. Since the liquid crystals were prepared 
without adding low molecular weight salt, the macroscopic nucleotide concentration 
exactly matches the counterion concentration ρρρ == cn . The liquid crystal can 
accordingly be considered as a three-component system, i.e., DNA nucleotides, 
counterions, and water solvent. It was checked that the intensities on the two-
dimensional, planar detector were isotropic due to the mosaic spread, so the liquid 
crystals are not macroscopically aligned with respect to the incident beam. The 
coherent part of the solvent corrected and isotropically averaged intensity is given by 
the sum of three partial structure factors describing the density correlations among 
DNA and counterions: 
 2 2( ) = ( ) 2 ( )+ ( )n nn n c nc c ccI q b S q b b S q b S qρ +  (5.1) 
with the nucleotide and counterion scattering length contrasts nb  and cb , respectively. 
Momentum transfer q is defined by the wavelength λ and scattering angle θ between 
the incident and scattered beam according to ( )4  sin 2q π λ θ= . The partial 
structure factors ( )ijS q  are the spatial Fourier transforms of the nucleotide and 
counterion density correlation functions 
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 ( )1( ) exp (0) ( )ij i jVq dr iq r rS ρ ρρ −= − ⋅∫ r r r r  (5.2) 
with i, j = n, c. In the absence of inter-DNA interactions, the partial structure factors 
ijS  are normalized to the number of nucleotides per DNA molecule at q = 0. In an 
H2O/D2O solvent mixture, the scattering length contrast is given by 
 /i i s i sb = b - b v v  , ( ) ( )( )2 22 2D O 1 D Os D O H Ob = X b - X b+  (5.3) 
with X(D2O) the D2O mole fraction of the solvent. The solute (i) and solvent (s) have 
scattering lengths ib  and sb  and partial molar volumes iv  and sv , respectively. In our 
SANS experiments, the DNA and counterion structure factors are obtained from the 
intensities by contrast variation in the water, i.e., by adjusting the solvent scattering 
length sb . 
 
5.2.2 Number and charge structure factor 
The structure of the DNA liquid crystal can be described in terms of the partial 
structure factors Sij(q) with i, j = n, c, but certain linear combinations of these 
functions are of more physical interest (22). The number structure factor  
 ( ) ( ) ( ) ( )2NN nc ccnnS q S q S q S q= + +  (5.4) 
is the Fourier transform of the correlation function pertaining to correlations in the 
sum of the local DNA and counterion densities cnN ρρρ +=  and is closest in 
significance to the single structure factor of a one component (or one solute) system. 
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It shows a maximum at wavelengths on the order of the inverse correlation distance of 
the assembly of DNA and counterions. The charge structure factor 
 ( ) ( ) ( ) ( )2ZZ nc ccnnS q S q S q S q= − + ` (5.5) 
describes the correlations in the difference of the local DNA and counterion densities 
cnZ ρρρ −=  (i.e., the charge). In particular, the effects of strong charge ordering 
reflect themselves in a sharp peak at wave lengths on the order of the inverse 
screening length. The charge structure factor should obey the Stillinger-Lovett sum 
rules (23). In the q → 0 limit the charge structure goes to zero because of overall 
charge neutrality. By expanding Eq. (5.5)  up to the second power of q, one obtains 
the second moment of the charge density pair correlation, which is a definition of the 
screening length. For high q values, the charge structure factor decreases with 
increasing q, because the internal structure of the charge carriers is probed.  
 
Comparison of the number and charge structure factors gives hence information 
about the extent of the local charge versus total density correlations. As we will see 
below, the counterions are strongly ordered and correlated with the DNA molecules. 
In the case of the existence of a distinct double layer structure and the absence of 
significant charge fluctuations at larger length scales, the partial structure factors can 
be further evaluated with the cell model. 
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5.2.3 Cell model 
The requirement for applying the cell model is that the DNA chain is locally rodlike 
over a length far exceeding the double layer thickness and bearing a sufficiently large 
number of charges. The DNA molecule with the longitudinal axis projected 
nucleotide repeat distance A = 0.171 nm is placed along the z-axis of a coaxial 
cylinder of radius rcell. The cell radius is determined by the nucleotide concentration 
nρ  through 2 1n cell A rρ π = . In the longitudinal direction (along the DNA axis), the 
nucleotide and counterion distributions are assumed uniform while perpendicular to 
this axis, the corresponding densities are given by the radial concentration profiles 
( )n rρ  and ( )c rρ , respectively. A self-consistent charge distribution can be obtained 
using the cell model and the solution to the PB equation. We will also determine the 
radial distribution of the counterions with MD simulation of an assembly of nine 
DNA molecules in hexagonal arrangement. 
 
Within the present range of momentum transfer the scattering is sensitive to 
correlations over distances of the order of the double layer thickness and the effects of 
finite contour length and flexibility are negligible. The partial structure factors can 
then be expressed as a product of terms involving the radial profiles and a term related 
to the structure of an equivalent solution of DNA molecules with vanishing cross-
section  
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 ( ) ( ) ( ) ( )ij i jS q S q a q a q=  (5.6) 
with the cylindrical Fourier (Hankel) transformation of the radial profile 
 00( ) 2 ( ) ( ) ( )
cellr
i ia q = dr r J qr r i = n,cπ ρ∫  (5.7) 
and J0 denotes the zero order Bessel function of the first kind (12,24). The term ( )S q , 
which describes inter-DNA interference, can be eliminated by taking the ratios of the 
partial structure factors according to 
 ( ) ( ) ( ) ( )nc nn c nS q S q = a q a q  (5.8) 
 ( ) ( ) ( ) ( ) 2cc nn c nS q S q = a q a q⎡ ⎤⎣ ⎦  (5.9) 
From the full set of partial structure factors information on the radial counterion 
density profile can hence be obtained, without a model of inter-DNA correlations. 
 
Net charge fluctuations of the cell are required to be minimal, i.e. the DNA charge 
should be compensated within a distance on the order of half the interaxial spacing at 
all times. Furthermore, in the derivation of Eq. (5.6) small ion density fluctuations 
about the average radial profile are neglected. These fluctuations give an additional 
scattering contribution to the counterion structure factor Scc only. The cross term Snc is 
expected to be unaffected due to the heterodyne interference between the amplitudes 
scattered by the DNA and the counterions (25,26,27). The latter condition will be 
checked below by a comparison of Snc/Snn, as directly obtained from MD simulation, 
with the ratio of the Hankel transforms of the radial profiles.  
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The factorization of the structure factors according to Eq. (5.6) is important for the 
data analysis procedure. The structure factor of an equivalent solution of DNA 
molecules with vanishing cross-section, S(q) is positive definite, since it represents a 
scattered intensity (i.e., a squared amplitude). As a result of the factorization, the 
intensities Eq. (5.1) can be expressed in terms of two factors ( )iu q  rather than three 
partial structure factors Sij(q) (i, j = n, c) 
 
2
( ) ( ) ( )n n c cI q b u q b u qρ ⎡ ⎤= +⎣ ⎦  , [ ]1/ 2( ) ( ) ( )i iu q S q a q=  (5.10) 
As shown in previous work on more dilute samples of the same DNA fragments, 
explicit use of Eq. (5.6) in the data analysis procedure according to Eq.(5.10) is 
consistent with a model free three-parameter fit of all partial structure factors (12). 
The concomitant reduction in number of adjustable parameters results in improved 
statistical accuracy in the derived structure factors. For the present data set, we found 
likewise that the model free two parameter fit gives the same results, albeit with larger 
uncertainty.  
5.2.4 Radial profiles 
The transform Eq. (5.7) can be further evaluated using analytical expressions of the 
radial densities. If the radial DNA density is assumed to be uniform for 0 pr r≤ ≤  and 
given by ( ) 2 1m pr rρ π =  and zero for pr r> , with rp the DNA radius, one obtains 
 ( ) ( )1( ) 2n p pa q J qr qr=  (5.11) 
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with J1 the first order Bessel function of the first kind. The DNA cross-section might 
also be described by a Gaussian radial density profile with second moment 
2 2 / 2pr r= . In the present range of momentum transfer, the Hankel transform of such 
Gaussian profile is very similar to Eq. (5.11) and the radius rp can be interpreted as a 
cross-sectional radius of gyration of the DNA molecule. 
 
The radial counterion density profile ( )c rρ  will be obtained from MD simulation 
as well as the analytic solution of the PB equation in the cell model (28,29,30). In the 
MD simulations, which include ionic correlation effects, the radial counterion profiles 
are obtained from a full atomic description. In the PB approach, the counterions are 
treated as point-like particles and the effect of counterion radius including an effective 
hydration shell is taken into account through a distance of closest approach. Besides 
the cell radius, the structural parameters are the distance of closest approach between 
the counterion center of mass and the DNA spine-axis rc, and the linear charge density 
parameter AQ /=ξ , Q being the Bjerrum length [ ( )2 / 4 BQ e k Tπε= ]. The distance of 
closest approach, cell radius, and nucleotide (charge) repeat distance were fixed at the 
same values as obtained from fitting of the structure factors to the SANS data in 
previous work of more dilute DNA-TMA samples with values listed in Table 5.1. The 
distance of closest approach is not necessarily equal to the DNA radius rp; rather, one 
expects a slightly larger value due to counterion size and intermediate hydration shell.  
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TABLE 5.1 Geometric Parameters DNA in nm. 
A rp rc rcell Lp L 
0.171 0.8 1.4 2.0 50 54 
 
A, Spine-axis projected repeat distance; rp, cross-sectional DNA radius of gyration; rc, 
distance of closest approach to the DNA spine axis; rcell, cell radius (0.74 mole 
nucleotides/dm3); Lp, persistence length; L, contour length. 
 
5.3 MATERIALS AND METHODS 
5.3.1 Isolation of DNA fragments 
DNA fragments were obtained by micrococcal nuclease digestion of calf thymus 
chromatin (31). After precipitation in cold 2-propanol, the DNA pellet was dried 
under reduced pressure at room temperature. The DNA was brought to the salt free 
sodium form by dissolving it in a 50 mM NaCl, 24 mM EDTA buffer and extensive 
dialysis against water (purified by a Millipore system with conductivity less than 
1×10-6 Ω-1cm-1). To avoid denaturation, care was taken that the DNA concentration 
did not drop below 3×10-3 mole of nucleotides/dm3. The differential molecular weight 
distribution was monitored by size exclusion chromatography (SEC) with light 
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scattering detection. Further SEC fractionation resulted in a relatively monodisperse 
mononucleosomal DNA eluent fraction with weight average molecular weight Mw = 
104 000 (157 base pairs) and Mw/Mn = 1.14. The ratios of the optical absorbencies 
A260/A280 = 1.91 and A260/A270 = 1.21 indicate that the material is essentially free of 
protein and phenol, respectively. DNA with TMA+ counterions was prepared by 
pouring a Na-DNA solution through a cation exchange resin (Biorad AG 50W X8). 
Atomic absorbance spectroscopy showed that the residual sodium content in TMA-
DNA (without salt) is less than 1 %. The hypochromic effect at 260 nm exceeds 35 %, 
which confirms the integrity of the double helix. The material was freeze-dried and 
the residual water content was determined by IR spectroscopy.  
 
Concentrations were determined by weight, using the water content in the freeze-
dried materials, and checked with UV spectroscopy. A set of samples were prepared 
with 0.74 mole nucleotide/dm3 TMA-DNA (i.e., without added simple salt). This 
concentration is just above the melting concentration of the hexagonal phase (16). We 
have checked with polarized light microscopy that our samples exhibit the 
characteristic fan-like textures pertaining to a hexagonal molecular arrangement (14). 
For contrast variation, the samples were prepared in 0, 41, 64, and 99 % D2O. The 
solvent compositions were determined by weight and checked with IR spectroscopy 
as well as by the values for transmission. Scattering length contrasts were calculated 
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with Eq. (5.3) and the parameters in Table 5.2 and are collected in Table 5.3. The 
DNA scattering length has been calculated using the values reported by Jacrot (32) 
and according to the calf thymus base composition A:G:C:T:5-methylcytosine = 
0.28:0.22:0.21:0.28:0.01. Reference solvent samples with matching H2O/D2O 
composition were also prepared. Standard quartz sample containers with 0.1 cm (for 
samples in pure H2O) or 0.2 cm path length were used. 
 
TABLE 5.2  Partial molar volumes and scattering lengths. 
solute iv  (cm
3/mole) bi (10-12 cm) 
DNA 172 9.772+2.020X 
TMA+ 84 -0.89 
H2O 18 -0.168 
D2O 18 1.915 
 




41 % D2O 4.1 -4.1
64 % D2O -0.2 -6.4
99 % D2O -6.5 -9.8
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X denotes the D2O mole fraction (effect of exchangeable hydrogen). The partial molar 
volume of the nucleotide is based on the specific volume of calf thymus NaDNA at 
298 K, 0.50 ml/g (33), the average molecular weight per mole of nucleotide 330, and 
subtracting the (negative) partial molar volume of the sodium counterion, -6.6 
ml/mole. 
 
5.3.2 Small angle neutron scattering 
Small angle neutron scattering experiments were done with the PAXY 
diffractometer, situated on the cold source of the high neutron flux reactor at the 
Laboratoire Léon Brillouin (LLB), CEN de Saclay. The temperature was kept at 293 
K. The samples were measured with the PAXY instrument in two different 
experimental configurations, but with constant wavelength of 0.5 nm. In the first 
configuration, the effective distance between the sample and the planar square multi 
detector (S-D distance) was 1.2 m. This allows for a momentum transfer range of 0.5-
3.6 nm-1. The counting time per sample or solvent was approximately 4 h. In the 
second configuration, the S-D distance was 3.2 m. Here, the momentum transfer 
ranged from 0.3 to 1.4 nm-1, with a counting time of approximately 7 h/sample. Data 
correction allowed for sample transmission and detector efficiency. The efficiency of 
the detector was taken into account with the scattering of H2O. It was checked that the 
scattering patterns on the two-dimensional, planar detector were isotropic, so that the 
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liquid crystals are not macroscopically aligned with respect to the incident beam. 
Absolute intensities were obtained by reference to the attenuated direct beam and the 
scattering of the pure solvent with the same H2O/D2O composition was subtracted. It 
was observed that the reference solvents do not show significant scattering in the 
present range of momentum transfer. Finally, the intensities were corrected for a small 
solute incoherent scattering contribution.  
5.3.3 Molecular dynamics and Monte Carlo simulation 
Molecular dynamic simulations were done using a 30 degrees inclined, parallelogram 
simulation cell, which contains either a single or nine identical DNA decamers in the 
B-form. We used a randomly selected sequence of 10 base pairs (G5AAGAGGCTA3-
C3TTCTCCGAT5) neutralized with 20 TMA+ counterions (the box with nine DNA 
molecules hence contains 180 counterions). We have also done a supplementary run 
in which a single DNA molecule with sodium counterions is simulated. The AMBER 
(version 98) force field was used to model the DNA (34) and the nonstandard force-
field parameters of TMA (in particular, partial charges, bond length, and bond angle) 
were then derived employing the AMBER strategy of force-filed development. The 
10985 water molecules were described with the TIP3P model (35). The long-range 
electrostatic interactions were treated by the fast particle mesh Ewald summation 
method, whereas the temperature was controlled around 300 K with Berendsen 
temperature coupling (36,37). During the simulation, the volume of the box was kept 
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fixed. The GROMACS simulation software with a time step of 2 fs was used (38,39). 
All MD simulations were done on a cluster of dual processor Intel Pentium III PCs, 
equipped with the Linux operating system. In the initial configuration, the nine DNA 
molecules were put on a hexagonal grid and the counterions were randomly 
distributed in the space between the DNA molecules. The simulation was equilibrated 
for 1 ns, after which 20 ns production runs were carried out. All distribution functions 
and statistical averages were calculated using the atomic and molecular coordinates 
stored during the production runs.  
 
Monte Carlo simulation was done for seven DNA molecules arranged in a 
periodic hexagonal cell. The DNA molecule was modeled as an infinitely long 
cylinder of radius 1 nm with either uniform charge or a “phosphate group” charge 
located on the surface according to the B-form. Each phosphate group has a charge –e 
and a soft repulsive 12r−  potential with effective radius σ  = 0.2 nm. The TMA 
counterion was modeled as a charged sphere with radius 0.4 nm and also with a 
repulsive 12r− potential. In the MC simulation, a sequence of 30 base pairs was used 
with 420 counterions in order to neutralize the DNA charge. The range electrostatic 
interaction was treated with the Ewald summation. Two million MC steps were done, 
of which the last 1.4 million steps were collected to produce the radial counterion 
distribution. More details about the MC procedure can be found in Refs. (18,19,20). 
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5.4 RESULTS AND DISCUSSION 
5.4.1 Molecular dynamics and Monte Carlo simulations 
To investigate the effect of inter-DNA interactions on the structure, we have done a 
MD simulation of an assembly of nine DNA molecules with TMA+ counterions. The 
average interaxial spacing between the molecules in the transverse plane was set to 
4.0 nm, in accordance with the experimental condition in the SANS experiment. In 
order to impose the hexagonal structure, we have used a 30 degrees inclined, 
parallelogram simulation box with periodic boundary conditions in the transverse and 
longitudinal directions. Periodic boundary conditions in the longitudinal direction, 
together with a link of the 5’ and 3’ ends of the decamers, ensure that infinitely long 
DNA molecules are simulated. Notice that the periodicity along the longitudinal axis 
matches the helical twist of the DNA molecule (10 base-pairs per turn). Furthermore, 
the connectivity of the decamers set by the periodic boundary condition inhibits 
bending fluctuations with wave lengths exceeding the longitudinal repeat distance of 
the simulation box 3.4 nm. A snapshot of the transverse cross-section at the center of 
the simulation box is shown in Fig. 5.1.  
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FIG 5.1 Snapshot of the 30 degrees inclined simulation box containing nine 
DNA molecules in a hexagonal arrangement. 
 
 
FIG 5.2 Density of DNA in the transverse plane as monitored during a 20 ns 
simulation. The density profile was obtained with 0.05 nm and ps spatial and time 
resolution, respectively (20,000 samples). The gray scale is the fractional time a DNA 
molecule is located at a certain position per unit area. 
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In order to verify the imposed hexagonal structure, we have monitored the 
positions of the DNA spine axes during the 20 ns simulation. The DNA density is 
given by the fractional time a DNA molecule is located at a certain position per unit 
area. As can be seen in Fig. 5.2, the DNA molecules fluctuate about their positions, 
but the overall hexagonal structure is preserved. To quantify the fluctuations, we have 
calculated the mean value, the standard deviation, and the auto correlation function of 
the time-dependent interaxial spacing ( )R t  between every DNA pair. The auto 
correlation functions show an oscillatory decay with a characteristic correlation time 
around 2 ns, which is an order of magnitude shorter than the total duration of the 
simulation 20 ns (data not shown). The mean values are all equal to the preset spacing 
R = 4.0 nm within a root-mean-square standard deviation 0.34 nm. In this context, it is 
of interest to compare the standard deviation in the interaxial spacing with an 
estimation of the root-mean-square transverse fluctuations based on a theory of 
undulation enhanced electrostatic interactions (40). In this theory, the DNA chain 
with persistence length P undulates within its confinement with an undulation 
parameter u and characteristic deflection length λ = u P2 3 1 3/ / . For TMA-DNA 
hexagonal liquid crystal with interaxial spacing 4.1 nm, u and λ take the values 0.39 
and 2.0 nm, respectively (16). The deflection length is significantly shorter than the 
longitudinal repeat distance of the simulation box 3.4 nm, which indicates that the 
influence of the periodic boundary condition on the bending fluctuations is moderate 
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if not insignificant. Accordingly, the standard deviation in the interaxial spacing, as 
obtained from the MD simulation, compares favorably with the theoretical value of 
the undulation parameter. 
 
FIG 5.3 Radial counterion profiles of TMA+ in the nine (dashed line) and 
single (dashed-dotted line) DNA molecule MD simulation. The solid line refers to the 
MC simulation of charged rods in a hexagonal arrangement. The dotted line 
represents the solution to the PB equation in the cell model. The inset shows the 
integrated charge compensation as a function of the distance away from the DNA 
molecule and obtained from the simulation with nine DNA molecules. 
 
During the 20 ns simulation, the counterions diffuse through the simulation box 
and do not stay in close proximity to a particular DNA molecule. Although a large 
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fraction of the counterions is accommodated within the grooves, their typical 
residence time is a few ns after which they move on to ‘sample’ another DNA 
molecule or a different region of the same DNA molecule. We did however not 
perform a diffusion and/or residence time analysis, but rather focused on the average 
radial density profiles since they are relevant for the interpretation of the SANS data. 
The radial counterion profile was calculated by time-averaging the fraction of 
counterions at a certain distance away from the spine axis of their nearest DNA 
molecule. Due to fluctuations in inter-DNA distance, the latter distance can exceed 
half the average interaxial spacing 2.0 nm (the cell boundary). The result is displayed 
is Fig. 5.3, together with the result pertaining to the simulation of a single DNA 
molecule in a parallelogram simulation box. Simulation of nine molecules does not 
give a qualitatively different profile than the one obtained from the simulation of a 
single DNA molecule. More than 95 % of the counterions are within 2.0 nm away 
from the spine axis (see inset) and the concentration at the cell boundary is close to 
zero. Accordingly, the effect of inter-DNA distance fluctuations on the radial 
counterion density profile is small.  
 
The two strong peaks in the radial density at around 0.4 and 0.8 nm show that a 
large fraction of the counterions are accommodated inside the minor and major 
grooves of the DNA molecule. It was checked with a supplementary simulation of a 
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single DNA molecule with sodium counterions that the considerable penetration of 
the grooves by the counterions is not due to the specific properties of TMA. Specific 
binding of ions inside the grooves, which is to a large extent determined by the 
hydration structure, have been reported before in MD studies of the alkali ionic 
environment of DNA and also for polyamine charged amine group association to 
hexagonally ordered DNA (18,41,42). However, these MD studies were done for 
DNA at much lower concentration and for alkali ions they showed a much smaller 
integral charge per phosphate inside the grooves than observed in the present work.  
 
In Fig. 5.3, we have also included the radial counterion density profile resulting 
from the PB equation using the structural parameters in Table 5.1. In the PB 
framework, potentially important ion correlation effects are neglected. In order to 
estimate the latter effects, we have also obtained the radial profile with a MC 
simulation of seven charged rods in a hexagonal arrangement and with periodic 
boundary conditions in the longitudinal and transverse directions. The linear charge 
density of the rods was set to comply with DNA and the simulation system did not 
include added salt. As in the case of the MD simulation, the interaxial spacing was set 
to 4 nm, but, here, the positions of the rods are fixed. The diameter of the rods and the 
counterions were set at 2 and 0.8 nm, respectively, so that the distance of closest 
approach of the counterion center of mass to the DNA spine axis amounts 1.4 nm. As 
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can be seen in Fig. 5.3, the profiles predicted by the PB and MC approaches are 
similar, albeit the MC simulation predicts a somewhat lower counterion concentration 
at larger distances away from the DNA. Because of the distance of closest approach 
being set to 1.4 nm, in the PB calculation as well as the MC simulation it is obvious 
that the latter profiles do not exhibit any ions at distances corresponding to groove 
binding. Furthermore, with the chosen parameters it is inevitable that the PB 
calculation and the MC simulation predict a higher counterion concentration at the 
cell boundary compared to the molecular dynamics simulation results. 
 
FIG. 5.4 Experimental SANS intensities versus momentum transfer. The 
H2O/D2O solvent composition is 0 (triangle-upward), 41 (diamonds), 64 (circles), and 
99 (squares) % D2O. The lines represent a two-parameter fit in which the partial 
structure factors are optimized.  
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5.4.2 SANS data analysis 
For simple salt free solutions, all ions come from the DNA and there are three 
molecular components only: solvent, DNA nucleotides, and counterions. The solvent 
is treated as a uniform background and a description of the structure thus requires 
three partial structure factors. The DNA, DNA - counterion, and counterion partial 
structure factors can be obtained from the scattered intensities of samples with 
different contrast length parameters. The two-dimensional scattering patterns were 
isotropic, which means that the samples are randomly oriented with no macroscopic 
orientation with respect to the incident beam (isotropic mosaic spread). Fig. 5.4 
displays the intensities with contrast matching in the water. Notice that in H2O the 
counterions have very small scattering length contrast with respect to the one 
pertaining to DNA and the intensity is proportional to the DNA structure factor (Table 
5.3). The same applies for 63 % D2O solution, but here the DNA is blanked and the 
scattering is proportional to the counterion structure factor. For the sample in 41 % 
D2O the scattering length densities of the nucleotide and counterion are equal in 
magnitude, but opposite in sign. Under this zero average contrast condition, the 
scattered intensity is directly proportional to the charge structure factor. With four 
experimental intensities and three unknown partial structure factors per set, the data is 
over-determined and the partial structure factors can be derived by orthogonal 
factorization in a least-squares sense (i.e., a three-parameter fit to four data points for 
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every q value). The structure factors resulting from the 3-parameter fit are shown by 
the lines in Fig. 5.5. 
 
FIG 5.5 DNA ( nnS , triangle-downward), DNA – counterion ( ncS , triangle-
upward), and counterion ( ccS , circles) partial structure factors in 0.74 mole of 
nucleotides/dm3 TMA-DNA liquid crystal obtained from the 2-parameter fit. The 
lines are the structure factors resulting from the model-free 3-parameter fit. 
 
The accuracy of the derived partial structure factors can be improved in the 
framework of the cell model. In this case, the partial structure factors can be 
expressed as a product of terms involving the radial profiles and a term describing the 
structure factor of an equivalent solution of DNA molecules with vanishing cross-
section. As shown by Eq. (5.10), the intensities can then be expressed in terms of two 
unknown functions ( )iu q  rather than three partial structure factors Sij(q) (i, j = n, c). 
Chapter 5 Charge structure and counterion distribution in hexagonal DNA liquid crystal 
 129
With a nonlinear least-squares procedure, the two factors ui(q) were fitted to the data 
and the partial structure factors were reconstructed according to ( ) ( ) ( )ij i jS q u q u q= . 
The fitted intensities and the derived partial structure factors are given by the curves 
in Fig. 5.4 and the symbols in Fig. 5.5, respectively. Now, the statistical accuracy has 
improved and the partial structure factors agree with the results obtained from the 
model-free three-parameter fit. This agreement seems to justify our use of the cell 
model, as was already suggested by the results of MD computer simulation. Notice 
that the 2-parameter fit does not require the specification of any structural parameters 
such as the cell radius or the distance or closest approach; the only condition is the 
applicability of the factorization of the structure factors into cross-sectional form 
factor terms and a term describing intermolecular interaction (Eq. 5.6). The 
factorization of the structure factors has been applied before in previous work on 
more diluted DNA solutions (12) and has recently been suggested for the scattering 
analysis of two-dimensional hexagonal liquid crystal of cylinders as well (43). 
 
The DNA structure factor shows a strong interaction peak at qm = 1.8 nm-1. For a 
hexagonal unit cell, the peak position is related to the interaxial spacing between the 
DNA molecules ( )4 3 mR qπ= = 4.0 nm. This value is in agreement with the value 
based on the DNA concentration. In previous work, it has been shown that the 
hexagonal phase melts if R exceeds 4.1 nm. Accordingly, the density of the liquid 
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crystal is just above the critical boundary pertaining to the transition from the 
hexagonal to the cholesteric phase (16). The width of the peak is close to the 
instrumental resolution, which is primarily determined by the 10 % spread in wave 
length. Due to the resolution broadening, the higher order peak at 3 mq  = 3.1 nm
-1 is 
not resolved and takes the form of a shoulder. From these low resolution experiments, 
no information can be deduced about the range of the hexagonal position order. The 
counterion structure factor also displays a maximum, but with much weaker and 
broader intensity and at higher values of momentum transfer. Finally, the DNA-
counterion structure factor exhibits a broad, negative minimum, which is related to the 
shell-like ordering of the ions around the DNA molecule. However, before we 
continue to discuss the behavior of the partial structure factors, we will present the 
number and charge structure factors. The latter structure factors allow us to estimate 
the range of the charge fluctuations and provide additional justification for the use of 
the cell model. 
 
5.4.3 Number and charge structure 
The number and charge structure factors are displayed in Fig. 5.6. We have also 
included the corresponding structure factors pertaining to a more than seven times 
diluted, isotropic solution of the same DNA fragments. In the liquid crystal, both the 
number and charge structure factors show a peak at qm = 1.8 nm-1, and, hence, the 
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corresponding correlation lengths are the same as the one for the DNA density. As in 
the case of the DNA structure factor, the widths of the peaks are close to the 
instrumental resolution. A striking result is that the order in peak intensities in the 
number and charge structure is inversed from the isotropic to the hexagonal phase. 
The peak in the number structure factor decreases in intensity with increasing 
concentration, which is related to the q-1 scaling of the form factor of the rod-like 
assembly of DNA and counterions. However, the peak in the charge structure factor 
becomes sharper and increases in intensity from the isotropic phase to the liquid 
crystal. This clearly shows the stronger ordering and confinement of the counterions 
in the intervening space between the DNA molecules. 
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FIG. 5.6 Number ( NNS , top) and charge ( ZZS , bottom) structure factors of 
liquid-crystalline (circles) and isotropic (plusses) TMA-DNA solutions. The DNA 
concentrations are 0.1 and 0.74 mole of nucleotides/dm3 for the isotropic and liquid-
crystalline solutions, respectively. For clarity, NNS  has shifted upwards by 25 units. 
 
The charge and number structure factors also behave markedly different in the 
lower q range in front of the peak. In the q → 0 limit, the number structure factor is 
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related to the osmotic compressibility, whereas the charge structure goes to zero 
because of overall charge neutrality (22). As seen in Fig. 5.6, the charge structure 
factor of the liquid crystal is already close to zero for q values less than, say, 1 nm-1. 
This unambiguously shows that charge fluctuations exceeding a length scale on the 
order of the interaxial spacing or, in other words, beyond the cell volume are 
vanishing small. We argue that the strong confinement of the counterions as shown by 
the MD simulations, the consistency of the SANS data analysis, as well as the 
behavior of the charge structure factor justify the use of the cell model for the further 
analysis of the partial structure factors. 
 
FIG. 5.7 Ratio of the DNA – counterion and DNA partial structure factors 
nc nnS S . The dashed-dotted line represents the ratio as obtained from MD simulation. 
The dotted, dashed, and solid lines represent the ratio in Eq. (5.8) calculated with the 
structural parameters in Table 5.1 and radial counterion profiles resulting from the 
solution to the PB equation, MD and MC simulation, respectively. Notice that the 
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ratios pertaining to the PB and MC approaches are almost indiscernible. The circles 
refer to the experimental SANS results.  
 
5.4.4 DNA-counterion and counterion partial structure 
Like the DNA structure factor, the DNA-counterion and counterion structure 
factors are influenced by the strong inter-DNA interference in the liquid crystal. In the 
framework of the cell model, the latter interference can be eliminated by taking the 
ratio of the partials according to Eqs. (5.8) and (5.9). To verify this approach, we have 
calculated nc nnS S  according to Eq. (5.2)and time-averaging (20 ns) of the atomic 
coordinates from our MD simulation of nine DNA molecules. The corresponding 
result is displayed in Fig. 5.7. According to Eq. (5.8), nc nnS S  should equal the ratio 
of the Hankel transforms of the radial counterion and nucleotide density profiles, 
respectively. We have thus calculated the Hankel transforms of the MD radial 
counterion and nucleotide density profiles and their ratio is also displayed in Fig. 5.7. 
The transform of the nucleotide profile ( )na q , as obtained from the atomic scale 
model, was found to be very close to the one calculated with Eq. (5.11) and rp = 0.8 
nm. The ratios pertaining to the MD simulation and the Hankel transforms of the 
radial profiles are similar, which shows that inter-DNA interference is indeed largely 
suppressed in nc nnS S  (in the low q-range the oscillatory behavior is due to finite box 
size effects). Furthermore, the close agreement shows that the DNA-counterion cross 
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term ncS  is indeed unaffected by counterion fluctuations about the average profile, 
due to the heterodyne interference between the amplitudes scattered by DNA and the 
counterions. 
 
The experimental DNA-counterion structure factor divided by the DNA structure 
factor nc nn c nS S u u=  is also displayed in Fig. 5.7. By taking the ratio according to 
Eq.(5.8), the strong inter-DNA interaction peak is largely, if not completely 
suppressed. The experimental nc nnS S  is clearly different from the one obtained from 
MD simulation; its minimum at q = 2.5 nm-1 is more negative and shifted towards 
lower q values. This shows that in reality the counterions are distributed over larger 
distances away from the spine axis of the DNA molecule than shown by the MD 
simulation. The ratio in Eq. (5.8) was also calculated with the radial counterion profile 
resulting from the solution to the PB equation as well as MC simulation of 7 charged 
rods in a hexagonal arrangement (for profiles see Fig. 5.3). The corresponding Hankel 
transforms are almost indiscernible and fair agreement with the experimental data is 
now observed. The shift of the predicted ratio towards lower q values compared to the 
MD result is primarily due to the larger distance of closest approach of the counterion 
center of mass to the DNA spine axis rc  = 1.4. This value for rc was also obtained in 
similar experiments at lower DNA concentration in the isotropic regime (11,12,24). 
Despite the fair overall agreement, the experimental data deviate from the PB and MC 
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predictions in an oscillatory manner. Besides incomplete suppression of inter-DNA 
interference, a possible explanation for these small deviations is ionic correlation 
along the DNA molecule in register with the phosphate moieties. These longitudinal 
ion correlations are not captured by the PB approach, since their ion distributions do 
not vary along the DNA axis. The dashed-dotted line in Fig. 5.7, obtained from Eq. 
(5.2) and the full three dimensional spatial ion distribution from MD, on the other 
hand does capture the longitudinal variation in counterion density. It is thus of interest 
to note that in spite of the shift of the cc nnS S  curve obtained from MD as compared 
to the SANS data, the MD curve does exhibit an oscillatory dependence on q. This 
supports the interpretation that the oscillatory behavior is at least partly due to 
counterion density variation along the DNA axis. 
 
Because the intensities are analyzed according to Eq.(5.10), the ratio of the 
counterion and DNA structure factors ( )2cc nn c nS S u u=  does not carry more 
information than what is already known from the cross term. For the sake of 
completeness, we display the experimental ratio cc nnS S  in Fig. 5.8 in semi 
logarithmic representation. The experimental data show two sharp minima, which are 
nicely reproduced in the theoretical curve calculated according to Eq. (5.9), the 
structural parameters in Table 5.1, and the radial counterion profile resulting from the 
solution to the PB equation and/or MC simulation. The corresponding curve 
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calculated with the MD profile is clearly shifted to too high values of momentum 
transfer. This again shows that, in the MD simulation, the counterions are pictured to 
be much closer to the DNA spine axis than indicated by the SANS data. 
 
FIG. 5.8 Ratio of the counterion and DNA partial structure factors cc nnS S . The 
dotted, dashed, and solid lines represent the ratio in Eq. (5.9) calculated with the 
structural parameters in Table 5.1 and radial counterion profiles resulting from the 
solution to the PB equation, MD, and MC simulation, respectively. Notice that the 
ratios pertaining to the PB and MC approaches are almost indiscernible. The circles 
refer to the experimental SANS results. 
 
The distance of closest approach rc between the counterion center of mass and the 
DNA spine-axis agrees with the physical extent of the DNA molecule (with cross-
sectional radius of gyration rp = 0.8 nm), hydration shell, and counterion size. For 
instance, in TMACl solutions with similar cation concentrations, intermolecular 
correlations about TMA+ start rising at ~0.36 nm and peak at ~0.46 nm from the 
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central nitrogen atom (44). If the TMA+ counterion is drawn into close contact with 
the DNA phosphates with a concurrent displacement of hydration water, rc is 
expected to take a value around 1.4 nm. The optimized distance of closest approach in 
the analysis of the SANS data agrees with the maximum in the radial MD profile 
pertaining to counterions which do not penetrate the grooves (see Fig. 5.3). However, 
the MD simulation also shows that about 50 % of the TMA+ counterions are 
accommodated at smaller distances and/or inside the grooves. The SANS results show 
that, for relatively bulky TMA counterions, the groove penetration is not significant, 
since penetration of the counterions inside the grooves would push the minima in 
DNA-counterion and counterion partial structure factors towards higher values of 
momentum transfer. The MD prediction of the relatively large fraction of TMA+ 
counterions in the grooves may correlate with the fact that the calculated free energy 
of hydration of the methyl group in the force field is overestimated by a value of 2.6 
kJ/mol, as compared to experimental data (45). We are currently making an effort to 
improve the force field. 
 
5.5 CONCLUSIONS 
With a view to characterize the structure of a dense, hexagonal DNA liquid crystal we 
have simulated an assembly of nine DNA molecules in hexagonal arrangement. We 
have also done SANS experiments in order to obtain the structure factors pertaining to 
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the DNA and counterion density correlations. The MD simulations showed that the 
inter-DNA distance fluctuates with a correlation time around 2 ns and a root-mean-
square standard deviation of 8.5 % of the interaxial spacing. The value of the standard 
deviation agrees with a theoretical estimation of the transverse fluctuations based on 
undulation enhanced electrostatic interactions in a hexagonal polyelectrolyte gel (40). 
The MD simulation also showed a distinct double layer structure with more than 95 % 
of the counterions distributed within half the interaxial spacing away from the DNA 
spine axis. By comparison of the radial counterion profiles obtained from a one and a 
nine DNA molecule simulation, it was seen that the effect of inter-DNA distance 
fluctuations on the counterion distribution is small. Furthermore, the MD simulation 
showed considerable penetration of the grooves by TMA counterions.  
 
Motivated by the strong correlation between counterions and DNA as observed in 
the MD simulation, the SANS data were analyzed within the framework of the cell 
model. The DNA structure factor shows a strong interaction peak at a momentum 
transfer in agreement with the interaxial spacing between the molecules based on 
density and hexagonal structure. The width of the peak is however close to the 
instrumental resolution and from these low resolution scattering experiments no 
information can be derived about the range of the position order. Information on the 
effects of the liquid crystalline confinement on the number and charge (i.e., the sum 
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and difference, respectively, of DNA and counterion) density correlation was obtained 
from the number and charge structure factors. The number structure factor shows a 
strong decrease in peak intensity from the isotropic to the liquid crystalline phase, due 
to the 1q−  scaling of the scattering of the rod-like assembly of DNA and counterions. 
In contrast to the behavior of the number structure factor, the charge structure factor 
becomes sharper and increases in intensity with an increase in DNA density. This 
shows the stronger ordering of the counterions in the more confined intervening space 
between the packed DNA molecules. Furthermore, charge fluctuations at longer 
wavelengths exceeding the interaxial spacing are vanishing small, which shows that 
electroneutrality is achieved within the primitive cell.  
 
The counterion distribution was further investigated by an analysis of the DNA-
counterion and counterion partial structure factors. These structure factors are also 
influenced by the strong inter-DNA interference, but this can be eliminated by 
dividing the relevant partials by the DNA structure factor. The results show that the 
MD simulation pictures the counterions to be too close to the DNA spine axis. Fair 
agreement is observed between the experimental structure factors and the prediction 
based on the radial counterion profile as obtained from the PB equation as well as MC 
simulation and a distance of closest approach of the counterion center of mass to the 
spine axis 1.4 nm. Residual deviations may be due to ionic correlation along the DNA 
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molecule in register with the phosphate moieties, which is not captured by the PB and 
MC approaches. The DNA-counterion and counterion partial structure factors are 
fairly sensitive to the distance of closest approach, whereas the effects of the actual 
shape of the profile and the counterion concentration variation at the cell boundary are 
minimal. The optimized distance of closest approach agrees with the physical extent 
of the DNA molecule, hydration shell, and counterion size as shown by the MD 
profile for those ions which do not penetrate the grooves of the DNA molecule. It is 
also in the range of the values reported for polyamines in isotropic samples of the 
same DNA fragments (12).  
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Chapter 6 
Conclusions and future work 
 
6.1 Main research findings 
The objective of this research was to investigate DNA interaction and 
organization through the approaches of full-atom molecular dynamics computer 
simulation and small angle scattering of neutrons. The main focus was to understand 
and quantitatively interpret various properties of DNA measured by previous and our 
own experiments with the aid of computer simulations at the atomic scale. Our 
research went beyond the primitive description, e.g. modeling the DNA structure as a 
rod-like polyelectrolyte and characterizing the elastic property of DNA by a uniform 
bending rigidity with a persistence length of about 50 nm. The research findings 
demonstrated that molecular structures are sometimes essential to understand the 
behavior of DNA and to explain some experimental observations. The various 
research findings are listed as followings: 
 
i) Molecular dynamics simulations of DNA-DNA attraction mediated by 
multivalent ions 
In order to clarify the underlying mechanism in DNA condensation, which 
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commonly occurs when a certain amount of multivalent ions are added to a diluted 
DNA solution, regardless the length of the DNA molecule, we have done molecular 
dynamics simulations to study the structure and dynamics of two DNA duplexes in 
the presence of various multivalent polyamines or cobalt hexamine (3+) ions. It was 
discovered that DNA-DNA attraction is related to the ion-bridge formation, i.e. one 
ion binding two DNA molecules simultaneously and temporarily. To the best of our 
knowledge, it was the first time to observe this phenomenon. The range and strength 
of the attractive potential between the two DNA molecules were obtained by the 
technique of umbrella sampling. This study also provided quantitative information 
about the range and strength of the attraction, as well as new insights to understand 
the DNA condensation phenomenon. 
 
ii) Molecular dynamics simulations of DNA fragments under sharp 
bending conditions 
DNA bending flexibility is usually and successfully described by the worm-like 
chain model with a persistence length of around 50 nm. The bending rigidity depends 
on the ionic strength and the base pair composition. In recent experiments on DNA 
under sharp bending conditions, it was observed that DNA was more flexible than 
expected based on a uniform bending rigidity with a persistence length of the order of 
50 nm. Local disruption of base pairs, i.e. a “bubble” with enhanced flexibility has 
been proposed to explain the unexpected DNA flexibility. Full-atom MD simulation 
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were done to reveal the structures of short DNA fragments under sharp bending 
conditions and to examine the validity of the bubble model. For bending towards the 
major groove, the base pair structure was disrupted with a curvature exceeding a 
certain value, depending on the sequence. For bending towards the minor groove, the 
DNA duplex generally exhibits a transition from a smoothly bent conformation, 
through a kink and eventually a bubble structure with increasing curvature. The 
dihedral torsion energy was substantially reduced by the formation of the bubble. The 
release of the backbone strain can hence be considered to be the driving force. In 
addition, sharp bending of the duplex induces under-twisting and vice versa, 
under-twisting facilitates the dissociation of a base pair. Our simulation results agree 
with the bubble model to explain the unexpected high flexibility of DNA under sharp 
bending conditions. This finding is of biological importance, because it gives a 
possible explanation of how a sharply bent conformation of DNA can be achieved in 
vivo, such as in the capsid of bacterio phages and in nucleosome core particles.  
 
iii) Charge structure and Counterion Distribution in Hexagonal DNA 
Liquid Crystal  
DNA, as a polyelectrolyte, always coexists with small ions in biological 
environments. The conformation and interaction of DNA are strongly influenced by 
the ion species and ion distribution. In this research, we measured the charge structure 
and ion distribution in hexagonal DNA liquid crystal by small angle neutron 
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scattering. In addition, we quantitatively interpreted the scattering data with the aid of 
full-atom MD simulation. The MD simulations showed that the inter-DNA distance 
fluctuates with a correlation time around 2 ns and a root-mean-square standard 
deviation of 8.5 % of the interaxial spacing. The MD simulation also showed a 
distinct double layer structure with more than 95 % of the counterions distributed 
within half the interaxial spacing away from the DNA spine axis. By comparison of 
the radial counterion profiles obtained from a one and a nine DNA molecule 
simulation, it was seen that the effect of inter-DNA distance fluctuations on the 
counterion distribution is small. Furthermore, the MD simulation showed 
considerable penetration of the grooves by TMA counterions.  
 
Overall, the research addressed several issues of DNA interaction and 
organization, especially in condensed phases. The knowledge of DNA interaction and 
organization from a physical point of view, besides genetic information and enzyme 
reaction, is essential to understand how DNA achieves its biological function, such as 
transcription, replication, and repair. On other hand, knowledge of DNA, a unique 
polyelectrolyte, also enriches our understanding of polyelectrolytes and polymers. 
One highlight in this research is that the full-atom MD simulation was demonstrated 
to be a powerful and suitable method. 
 
It is also worthwhile to mention the limitations of this research. To some extent, 
Chapter 6 Conclusions and future work 
 152 
this research relied on full-atom dynamics simulations. The imperfectness of the force 
fields and approximations in the algorithms may result in a incorrect characterization 
of the properties of DNA. Qualitative disagreements between simulations and 
experiments were observed. Full-atom MD simulations take account and provide 
details of molecular structures. This is an advantage, but also results in serious 
shortcomings compared to other types of computer simulation, e.g. Monte Carlo, 
Brownian dynamics, and MD simulation with implicit solvent. The limitations in 
simulation time and system size restrict the scope of the research. Furthermore, the 
derivation from microscopic properties in MD simulations to macroscopic properties 
in experiments strongly relies on statistical physics and sometimes this may be not an 
easy task. For instance, it is difficult to estimate the energy of attraction involved in 
DNA condensation from the attractive potential between DNA molecules obtained in 
a simulation, due to the unknown conformational entropy of DNA in the condensed 
states.  
 
6.2 Recommendation of future research 
Due to the limited time, many interesting issues in DNA interaction and 
organization were not explored. A few possible research projects in this area are listed  
as follows.  
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i) The bending flexibility of kink and bubble in sharply bent DNA 
In this thesis, we observed kink and bubble formation in DNA fragments under 
sharp bending conditions. Partial work has also been done to study the flexibility of 
the kink and bubble. The bubble was much more flexible than the fragment with 
intact base pairs. More research needs to be done to study the effects of the sequence 
and salt concentration on the flexibility of the bubble. The flexibility of the kink 
structure is also of great interest. Further research would give a complete picture of 
the DNA structure and flexibility under sharp bending conditions. These research 
findings might agree with the model proposed by Yan et al (1). In this model, a bubble 
is formed when the local bending curvature exceeds a critical value, about 20.25o/bp, 
and the bubble is about 20 times more flexible than the intact B-DNA structure. 
 
ii) Full-atom molecular dynamics simulation of azimuthal correlation in 
hexagonally DNA liquid crystal  
Azimuthal angle refers to the rotation angle of DNA around its axis and 
azimuthal correlation refers to the correlation of azimuthal angles between different 
DNA molecules. Azimuthal correlation is a consequence of the interaction between 
DNA helices in the B-form, in addition to the cholesteric, liquid crystalline structure. 
Azimuthal correlation has extensively been studied based on the summation of 
electrostatic interactions between helical lines of charges using screened, 
Debye-Huckel electrostatics (2-4). In these calculations, specific counterion 
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absorption patterns are always assumed. It would be much more precise to study the 
azimuthal interaction in full-atom molecular dynamics simulations, which include the 
counterion absorption patterns and charge correlation in a more realistic way, beyond 
the framework of the Debye-Huckel theory. Some research has been done and we 
observed a strong azimuthal correlation when the interhelical distance becomes less 
than 3 nm. The salt effect on the azimuthal correlation has also been observed. 
However, a systematic investigation is so far lacking and further analysis is called for.  
 
iii) Examine the validity of the theory in which azimuthal frustration is 
proposed to be the underlying mechanism of hexagonal-cholesteric 
interaction. 
As described above, the interaction between the helices in the B-form results in  
azimuthal correlation. For very close interhelical separation, the optimal azimuthal 
angle difference between two DNA molecules is non-zero. As a result, the situation of 
the azimuthal angle of DNA in a hexagonal liquid crystal is like the direction of spin 
in a spin glass. This situation is called “azimuthal frustration” and has been studied by 
mapping to the theory for spin glasses (5, 6). These studies obtained the phase 
behavior of the azimuthal angle in columnar DNA assemblies. On the other side, 
based on high resolution X-ray scattering, it was proposed that the azimuthal 
frustration at small inter-DNA separation smears the helical pattern and the optimal 
inter-axial angle becomes zero. A transition from the cholesteric to the hexagonal 
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phase is predicted, due to the progressive unwinding of the cholesteric pitch (7). A 
systematic investigation, which combines existing theories of phase behavior (6) and 
chiral interactions is however lacking.  
 
Besides above possible research projects, the inclusion of proteins, e.g. histones, 
in the simulations of DNA is clearly of interest from a biological point of view. Such 
simulations demand more computational resources, because of the larger system size. 
However, some special features of DNA-protein complex forrmation may be 
characterized by fast dynamics on a temporal scale of a few nanoseconds. In such 
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