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Abstract
A generalized transitive tournament matrix of order n (GTT(n) matrix) is a non-negative
matrix {xij}ni; j=1 such that xii = 0; xij + xji = 1 (i = j); 16 xij + xjk + xki6 2 (i; j; k pairwise
distinct). The GTT(n) polytope is the set of all GTT(n) matrices. ∗-graph of a GTT(n) matrix
is the graph with edges {i; j} such that xij is non-integral. Borobia and Chumillas proved in
Borobia and Chumillas (Discrete Math. 179 (1998) 49–57) that all the vertices of the GTT(6)
polytope, whose ∗-graph is a comparability graph, are integral (i.e. with entries in {0; 1}). We
prove that all the vertices of the GTT(6) polytope, whose ∗-graph is a non-comparability graph
are half-integral (i.e. with entries in {0; 1=2; 1}). The <nal conclusion is that all the vertices of
the GTT(6) polytope are half-integral.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
A GTT(n) (or simply GTT) matrix is a non-negative matrix {xij}ni; j=1 such that for
all distinct i; j; k:
xii = 0; (1.1)
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Fig. 1.
xij + xji = 1; (1.2)
16 xij + xjk + xki6 2 (1.3)
(see [1–3,6]).
An extreme GTT(n) matrix is a vertex of the polytope (denoted also by GTT(n))
de<ned by (1.1)–(1.3). ∗-graph of a GTT(n) matrix {xij} is a graph with vertices
{1; 2; : : : ; n} and an edge {ij} if xij is non-integral. Comparability graph is a simple
undirected graph with no loops, in which each edge can be oriented such that the
transitivity holds: i → j; j → k implies i → k.
It is known (see [4,5]) that all extreme GTT(n) matrices for n6 5 are integral
matrices (i.e. contain only 0’s and 1’s). Borobia in [1] characterized all extreme
{0; 1=2; 1} GTT(n) matrices and obtained a list of them for n = 6; 7. Nutov and Penn
[6] gave examples of extreme GTT(n) matrices for n¿ 8 which have entries diLerent
from 0; 1=2; 1. In [2], Borobia and Chumillas proved that no comparability graph on six
vertices with at least one edge is the ∗-graph of a vertex of GTT(6). They concluded
that to reach a complete classi<cation of the vertices of GTT(6) it suMces to consider
matrices whose ∗-graphs are isomorphic to the graphs in Fig. 1(a) and (b) (the only
non-comparability graphs with six vertices).
In our paper, we consider the two unsolved cases and show that in each case a suit-
able extreme matrix should have only numbers 0; 12 ; 1 as its entries (Lemma 4.1). The
<nal conclusion is that all extreme GTT(6) matrices are half-integral (Theorem 4.2).
2. Notation and basic denitions
For any set S the symbol S2 denotes the cartesian product S × S. Let i; j; k be
distinct numbers from V={1; 2; : : : ; n}. The symbols (ij); {ij}; (ijk) and {ijk} denote an
ordered pair, an unordered pair, an ordered triple and an unordered triple, respectively.
If p = (ij)∈V 2, then (ji) is denoted by p−1. For any GTT(n) matrix X = {xij} we
de<ne the ∗-graph of X [3] as an undirected graph (V;U ) with V = {1; 2; : : : ; n} and
U = {{ij}: i; j∈V; 0¡xij ¡ 1}:
We call (V;U ) the non-integral graph of X and its edges the non-integral pairs of
X (pairs {ij} such that xij = 0 or 1 are called integral pairs of X ). Now we introduce
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the notion of a VUT-hypergraph and orientability of such a hypergraph. These notions
will help us studying the extremality of the GTT(6) matrices.
Denition 2.1. A VUT-hypergraph (hypergraph for short) is a triple (V;U; T ) where
V is a <nite set of elements (called vertices), U is a set of two-element subsets of V
(called edges) and T is a set of three-element subsets of V (called triples).
Denition 2.2. Two pairs p; q∈V 2 are incident if for some distinct i; j; k ∈V we have:
(a) p = (ij); q = (kj) or
(b) p = (ji); q = (jk).
Denition 2.3. A ∗-orientation of a hypergraph (V;U; T ) is a non-empty set OR ⊂ V 2
such that:
(a) (ij)∈OR ⇒ {ij}∈U ,
(b) (ij)∈OR ⇒ (ji) 	∈ OR,
(c) if {ijk} 	∈ T , then either OR ∩ {ijk}2 is empty or it contains exactly two incident
pairs.
Denition 2.4. A VUT-hypergraph is ∗-orientable (orientable for short) if it has at
least one ∗-orientation.
In other words, (V;U; T ) is ∗-orientable if some of its edges can be oriented in such
a way that:
(i) at least one edge is oriented and
(ii) for every triple {ijk} not belonging to T either no edge from the set U∩{{ij}; {jk};
{ki}} is oriented or exactly two edges from this set are oriented such that the two
arcs are incident.
An example of a VUT-hypergraph and its orientation is given in Fig. 2.
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For the hypergraph in Fig. 2 we have V={1; 2; 3; 4; 5; 6}; U={{12}; {13}; {23}; {15};
{34}; {26}; {45}; {46}; {56}}; T ={{512}; {513}; {126}; {326}; {432}; {346}; {456}}∪
all triples with exactly one edge. The triples from T (with at least two edges) are
denoted by small arcs around vertices. An orientation is given by OR = {(34); (31);
(21); (51); (54); (46); (56); (26)}. There is another orientation in this case, namely OR1=
{(23); (21)}.
Fig. 3 demonstrates an example of a non-orientable hypergraph (T={{123}; {456}}∪
triples with exactly one edge).
To prove the nonorientability of this hypergraph assume for example that (15)∈OR,
then by De<nition 2.3(c), (13) and (12)∈OR. Similarly (43), (62), (32), (34)∈OR.
But (43) and (34)∈OR contradicts De<nition 2.3(b). It is easy to see that we obtain
a contradiction starting from any (ij) such that {ij}∈U .
Denition 2.5. Two pairs p; q∈V 2 are I-related in a hypergraph (V;U; T ) (we write
pIq) if either p = q or there exist distinct i; j; k ∈V such that {ij}; {kj}∈U; {ik} 	∈
U; {ijk} 	∈ T and:
(a) p = (ij); q = (kj) or
(b) p = (ji); q = (jk).
Denition 2.6. I-path in (V;U; T ) is a sequence of pairs p1; p2; : : : ; pk ∈V 2 such that
piIpi+1 (i = 1; 2; : : : ; k − 1).
Denition 2.7. Two pairs are -related in (V;U; T ) (we write pq) if there is an
I-path p1; p2; : : : ; pk in (V;U; T ) such that p = p1; q = pk .
Thus,  is the transitive closure of I and hence it is an equivalence relation in V 2.
Denote by (ij) the equivalence class of  for a pair (ij) i.e.
(ij) = {(kl)∈V 2: (kl)(ij)}:
It is easy to see that if OR is any orientation of (V;U; T ), then if (ij)∈OR and
(kl)(ij) then (kl)∈OR. Hence, every orientation is a set-theoretical sum of some
equivalence classes of .
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3. Hypergraphs of GTT matrices
In this section, we de<ne some hypergraphs associated with GTT matrices and
show that orientability of these hypergraphs implies non-extremality of the respective
matrices.
Denition 3.1. A ∗-hypergraph of a GTT(n) matrix X ={xij} is a hypergraph (V;U; T )
with V = {1; 2; : : : ; n},
U = {{ij}: 0¡xij ¡ 1};
T = {{ijk}: 1¡xij + xjk + xki ¡ 2}:
The triples from T will be called non-integral triples of X (and triples {ijk} 	∈ T will
be called integral triples of X ). Hence any ∗-hypergraph of a GTT matrix X consists
of non-integral edges and non-integral triples of X and its skeleton (V;U ) is a ∗-graph
of X . In the rest of this section we will use the equivalences:
{ij}∈U ⇔ xij 	∈ Z;
{ijk}∈T ⇔ xij + xjk + xki 	∈ Z;
where Z is the set of integers.
Note that our notion of I-relation in a ∗-hypergraph associated with X is closely
related to the notion of the X graph de<ned by Borobia and Chumillas [2]. Namely,
in [2], the graph X = (V (X ); E(X )) is de<ned by (V (X ), vertices, E(X ), edges):
V (X ) = {vij: 16 i; j6 n; 0¡xij ¡ 1};
E(X ) = {eijk : 16 i; j; k6 n; 0¡xij; xjk ¡ 1; xjk = 1− xij; xik ∈{0; 1}};
where the endpoints of eijk are vij and vjk . Observe that for p 	= q we have pIq if and
only if p and q−1 are joined by an edge in X , in other words for every i 	= k we
have
(ij)I(kj) ⇔ eijk ∈E(X );
(ji)I(jk) ⇔ ekji ∈E(X ):
Now we prove some properties of ∗-hypergraphs. Assume that (V;U; T ) is the
∗-hypergraph of a given GTT matrix X = {xij}.
Lemma 3.2. (a) If xij = xkj; {ij}; {kj}∈U; {ik} 	∈ U , then (ij)I(kj),
(b) If xij = xik ; {ij}; {ik}∈U; {jk} 	∈ U , then (ij)I(ik).
Proof. We prove only (a). By (1.2) and {ik} 	∈ U we have
xij + xjk + xki = xij + 1− xkj + xki = 1 + xki ∈Z:
Hence {ijk} 	∈ T and, by De<nition 2.5, (ij)I(kj).
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The proofs of the next three lemmas are also easy and we leave them to the
reader.
Lemma 3.3. If xij = xkj and {ijk} 	∈ T , then {ik} 	∈ U .
Lemma 3.4. If {ik}∈U; {ij}; {kj} 	∈ U , then xij = xkj.
Lemma 3.5. If (kl)(ij), then xkl = xij.
Lemma 3.6 (Pentagon lemma). For any 6ve distinct vertices i; j; k; l; m∈V such that
{ij}; {jl}; {lm}; {mk}; {ki}; {jk}∈U and {il}; {im}; {kl}; {jm} 	∈ U at least one triple
from the set {{ijk}; {ijl}; {jlm}; {lmk}; {mki}} belongs to T .
Proof. Assume that {ijk}; {ijl}; {jlm}; {lmk}; {mki} 	∈ T . Then
xji + xik + xkj ∈Z; (3.7)
xij + xjl + xli ∈Z: (3.8)
Summing (3.7) and (3.8), we obtain, by (1.2) and the integrality of {il}, that xik +
xkj + xjl ∈Z . But xik 	∈ Z , and so
xkj + xjl 	∈ Z: (3.9)
By De<nition 2.5 we have (ij)I(lj)I(lm)I(km)I(ki), and by Lemma 3.5
xij = xlj = xlm = xkm = xki: (3.10)
By Lemma 3.4 we obtain
xkl = xil = xim = xjm (3.11)
and by (1.3) we have
16 xkj + xjl + xlk6 2; (3.12)
16 xmk + xkj + xjm6 2: (3.13)
From (3.10) and (3.11) we have (by (1.2)) xmk = xjl and xjm = 1 − xlk . Hence from
(3.13) we obtain
16 xkj + xjl + 1− xlk6 2: (3.14)
It is easy to see that (3.9) and the integrality of xlk contradict (3.12) and (3.14). Hence,
at least one triple from {{ijk}; {ijl}; {jlm}; {lmk}; {mki}} is non-integral.
Lemma 3.15. If (V;U; T ) is ∗-orientable, then X is not an extreme matrix.
Proof. Let OR be any orientation of (V;U; T ). De<ne numbers tij as follows:
tij =


1 if (ij)∈OR;
−1 if (ji)∈OR;
0 otherwise:
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The numbers tij are well de<ned by De<nition 2.3(b). De<ne matrices X () by
X () = {xij + tij}:
From De<nition 2.3(c) we deduce that for every integral triple {ijk} we have
xij + tij + xjk + tjk + xki + tki = 1 or 2:
This is because either all numbers tij ; tjk ; tki are equal to 0, or among them there are
exactly one equal to 1 and one equal to −1. Taking suMciently small ¿ 0 we can
make all the inequalities
1¡xij + tij + xjk + tjk + xki + tki ¡ 2
valid for non-integral {ijk}. For every {ij} we also have
xij + tij + xji + tji = 1:
Hence, for suMciently small ¿ 0 and all ∈ 〈−; 〉 the matrices X () belong to
GTT(n). Thus, we have found an interval 〈X (−); X ()〉 with the centre X contained
in GTT(n) and so X is not extreme.
Denition 3.16. A U-triple in a hypergraph (V;U; T ) is a triple {ijk} such that {ijk} 	∈
T; {ij}; {jk}; {ki}∈U .
Lemma 3.17. If (V;U; T ) is non-orientable, has at most two U-triples, and U 	= ∅
then there exists either a pair {ij}∈U such that (ij) = (ji) or a U-triple {ijk}
such that (ij) = (jk).
Proof. Assume, on the contrary, that there is no pair {ij}∈U such that (ij)=(ji)
and no U-triple {ijk} such that (ij)=(jk). We will show that in that case (V;U; T )
is orientable. If there are no U-triples in (V;U; T ) at all, then it is easy to see that
OR =(ij) is an orientation of (V;U; T ) for any {ij}∈U . If {ijk} is the only U-triple
in (V;U; T ), then OR = (ij) ∪(kj) is an orientation in this case. So let {ijk} and
{lmp} be two diLerent U-triples in (V;U; T ).
Set A = (ij); A−1 = (ji); B = (jk); B−1 = (kj); C = (ki); C−1 = (ik); D =
(lm); D−1 = (ml); E = (mp); E−1 = (pm); F = (pl); F−1 = (lp) and
(ijk) = {A; A−1; B; B−1; C; C−1};
(lmp) = {D;D−1; E; E−1; F; F−1}:
By our assumptions and Lemmas 3.3 and 3.5, card((ijk)) = card((lmp)) =
6 (card((ijk)) means cardinality of (ijk)). It is easy to see that (ijk) ∩(lmp)
contains an even number of elements (for example A = D implies A−1 = D−1). We
<rst consider four cases:
Case 1: (ijk) ∩(lmp) = ∅. Then it is easy to see that in this case (V;U; T ) is
orientable, for example OR = A ∪ B−1 is an orientation for (V;U; T ).
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Case 2. card((ijk) ∩(lmp)) = 2. Consider two subcases:
(a) A = D,
(b) A = D−1.
In both cases we can take OR = B ∪ C−1 as an orientation.
Case 3: card((ijk) ∩(lmp)) = 4. We consider three subcases:
(a) A = D and B = E,
(b) A = D and B = E−1,
(c) A = D−1 and B = E−1.
In cases (a) and (c) we take OR = A ∪ B−1 and in (b) OR = A ∪ C−1 ∪ F−1.
Case 4. card((ijk) ∩(lmp)) = 6. Consider four subcases:
(a) A = D; B = E; C = F ,
(b) A = D; B = E; C = F−1,
(c) A = D; B = E−1; C = F−1,
(d) A = D−1; B = E−1; C = F−1.
In cases (a), (b), (d) we take OR = A ∪ B−1 and in (c) OR = A ∪ C−1.
All other cases can be obtained from cases 2–4 by permuting the symbols A; B; C
and/or D; E; F (when permuting R with S(R; S ∈{A; B; C} or R; S ∈{D; E; F}) we si-
multaneously permute R−1 with S−1). For example, the case B = D−1; C = F can be
obtained from case 3(b) by the permutations:
$1: (A; A−1; B; B−1; C; C−1) → (C; C−1; B; B−1; A; A−1);
$2: (D;D−1; E; E−1; F; F−1) → (F; F−1; D; D−1; E; E−1):
Hence, $1(A)∪ $1(C−1)∪ $2(F−1) =C ∪A−1 ∪E−1 is an orientation in this case.
4. Half-integrality of GTT(6) matrices
Our main result is the following.
Lemma 4.1. If an extreme GTT(6) matrix X has a ∗-graph isomorphic to the graph
in Fig. 1(a) or (b), then it is half-integral.
Proof. Assume that xkl 	= 1=2 for some {kl}∈U . X is an extreme GTT(6) matrix
and thus, by Lemma 3.15, (V;U; T ) is non-orientable and by Lemma 3.17 it suMces
to consider two cases:
Case 1: There exists a pair {ij} such that (ij) = (ji). It is easy to see that
every I-path joining (ij) with (ji) meets the edges {15}; {34} and {26} (if we exclude
one from these edges, then there is no such path). Assume that (34)∈(ij). Then
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(43)∈(ji)=(ij) and, by (1.2) and Lemma 3.5, x34 =x43 =1=2. Similarly x51 =x15 =
x26 = x62 = 1=2. Thus, we may assume that {kl} belongs to {123} or {456}. Suppose
for example that x21 	= 1=2. Then it is easy to see that (V;U; T ) can be oriented by:
(a) OR = {(21)}, if x23 = 1=2 and x31 = 1=2 (obviously, {123} is non-integral in this
case) or
(b) OR = {(21); (23)} if x23 	= 1=2, or
(c) OR = {(21); (31)} if x31 	= 1=2.
Case 2: There exists a U-triple {ijk} such that (ij) = (jk). Without loss of
generality we can assume that {ijk} = {123} and (23) = (31) or (31) = (12)
(other cases can be obtained by isomorphic transformation of (V;U ) or by reversing
the orientation of the respective pairs). Assume <rst that (23) = (31). Then there
are only two possibilities:
(a) The I-path joining (23) with (31) contains (21). Then we have x23+x31+1−x21 ∈Z ,
and, by Lemma 3.5, x31 = x21. Consequently x23 + 1∈Z , which contradicts the fact
that {23}∈U .
(b) The I-path joining (23) with (31) contains (26), (56) and (51). Hence, we have
(23)I(26)I(56)I(51)I(31) and so {623}; {562}; {156}; {315}; {123} are integral, a
contradiction with the pentagon Lemma (3.6) (for i = 3; j = 1; k = 2; l= 5; m= 6).
Consider now the case (31) = (12). We have two possibilities:
(c) The I-path joining (31) with (12) contains (32)—impossible as in (a).
(d) The I-path joining (31) with (12) contains (34), (64) and (62) (this applies
only for the graph in Fig. 1(a))—impossible by the pentagon Lemma for 5-tuple
{13462}.
Thus we proved that, if xkl 	= 1=2 for some {kl}∈U , then (V;U; T ) is orientable
and hence X is not extreme. This ends the proof of Lemma 4.1.
Joining our result with the result of Borobia and Chumillas [2] we obtain the
following.
Theorem 4.2. Every extreme GTT (6) matrix is half-integral.
5. Conclusions
We solved the problem of characterizing the extreme GTT(6) matrices in two “diM-
cult” cases by studying the so-called ∗-hypergraphs associated with such matrices. We
believe that studying properties of such hypergraphs (and the respective “I-relations”—
a notion close to T graphs of Borobia and Chumillas) will help in characterizing the
vertices of GTT(n) for n¿ 6. For example, it would be interesting to characterize the
vertices of GTT(7) (partial solution was given in [1]).
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