Corresponding to the definition of p-recursive functions we introduce a class of recursive relations in metric spaces such that each relation is generated from a class of basic relations by a finite number of applications of some specified operators. We prove that our class of recursive relations essentially coincides with our class of densely computable relations, defined via Turing machines. In the special case of the real numbers our subclass of recursive functions coincides with the classical class of computable real-valued functions, defined via Turing machines by Grzegorczyk, Lacombe and others.
Introduction

Discrete computability
In the theory of discrete computability there are two main ways to introduce effectivity for functions: 1 Here a name of a natural number n is a word w over a finite alphabet which encodes n (e.g. w = lO"1).
The class of basic functions consists of the projections and of the functions related operators used to generate functions are substitution, primitive recursion and minimization.
type (a) approach, which is closer to physical computers, is due to Turing ([34] ). algebraic type (b) approach, which is closer to mathematical thinking, is due to Kleene ([IS] ) and is based on the work of Herbrand and Giidel. It is well-known that the class of computable functions coincides with the class of recursive functions. Furthermore, we have:
Church's Thesis. The definitions of computable resp. recursive functions are formalizations of the intuitive notion of effective computability.
Computability of real-valued functions
In the theory of continuous computability, where functions f : C R + R are considered, the situation is quite different. On the one hand, there are the classical Turing machine based type (a) definitions of Grzegorczyk ([ 10,111) and Lacombe ([23] ) which were investigated and generalized by Hauck; Pour-El and Richards, Friedman and Ko, Kreitz and Weihrauch and others. In these approaches an approximation of the output with arbitrary precision is computed from a suitable approximation of the input. 2
(a) A function f : C R -+ R is called computable if there is a computable operator F: CQ"-+Q"
such that F(q) is a name of f(x), provided that q is a name of x (Fig. 1) . Here a sequence of rational numbers q = (qn)nEN is called a name of x E R if (%I )nEN is a Cauchy sequence which converges to x fast, i.e. x = $rnm q,, and (Vm > n) lqn -qm 1 < 2~".
2 We use the notation X0 := {(x,),~N/x. E X for all n E N} for sequence spaces. In addition to the presented type (a) approach there is a kind of type (b) definition of recursive real functions by Blum et al. [I] . In this approach real numbers are viewed as entities and besides all rational functions the discontinuous tests "=" and " 6" are taken as elementary.
(BSS) A function f : C R --+ 173 is called BSS recursive if it can be generated from a class of basic functions (consisting of all rational functions and the sign function) by a finite number of applications of certain operators. The operators used to generate functions in the BSS approach essentially correspond to the operators used in the theory of discrete computability.
The real RAM model, related to this approach, is the main model of computability in computational geometry (cf. [30] ). Unfortunately serious problems, caused by degeneracies which are based on dis~ontinui~, show that this model is unrealistic in the sense that it cannot be implemented on physical computers (cf. [6, 161) . This observation corresponds to a fact which is well-known in numerical analysis: the test 'k = 0" is critical!
In that way the Thesis of Recursive Analysis is empirically confirmed and as long as it is not falsified we should keep it.
At this place we want to emphasize the three main disadvantages of the BSS model from our point of view:
Unrealizability. There are discontinuous functions like tests which are BSS recursive but non-computable on physical computers.
Iucompleten~. There are analytic functions, like the exponential function and the trigonometric functions, which are computable on physical computers but not BSS recursive.
Uucouutahility. Since arbitrary rational functions are allowed, the class of BSS recursive functions is uncountable. (Especially there are BSS recursive functions which "solve" ~decidable discrete problems.) All together it is quite unhkely that the BSS recursive functions are a suitable candidate for an extension of Church's Thesis to continuous spaces. Nevertheless, they may be helpful for other purposes (e.g. for the complexity analysis of numerically stable algorithms, cf. [33] ). 
Recursive real-valued relations
In this paper we introduce a class of real-valued recursive relations corresponding to the algebraic type (b) definition:
(b) A relation R c Iw x R is called recursive if it can be generated from a class of basic relations by a finite number of applications of certain operators.
Besides the functions of the Peano structure of N, as defined above, and all projections of finite products of N and R, the class of basic relations consists of the functions of the field structure of R and of the relaxed order relation of R: OR : N --+ R,n +-+ 0, ln : N + R,n H 1,
Ordn := {(x,0)\ x < 0}u{(x,1)Jx+1 > O}CRx N. The operators, which will be defined in Section 3, are juxtaposition, composition, iteration, minimization and limitation.
Here the first four operators are natural generalizations of the usual operators (as used by Blum et al. [l] ). The limitation operator is an additional operator which guarantees the completeness of our class of recursive relations. The class of recursive relations is countable since the set of basic relations is. The relaxed order relation is the only basic relation which is not a function (Fig. 2) . Fig. 3 compares recursive relations with BSS recursive relations. We will show that there is a reasonable notion of continuity for relations such that all recursive relations are continuous.
Furthermore, we introduce the Turing machine based type (a) notion of dense computability which is an easy generalization of the type (a) notion of computability for functions: (a) A relation R & [w x iw is called densely computable if there is a computable operator F : CQ" --+ (QJ")~ such that F(q) is a name of a sequence (Y,)~~N of real numbers which is dense in R(x), provided that q is a name of x. Our main result states that the recursive relations are essentially the densely computable ones.
While the type (a) and (b) definitions in the theory of discrete computability were developed at the same time, it is surprising that our characterization seems to be the first complete type (b) characterization of the real-valued computable operations. [14] ) that computable functions f' : [a, b] + R with computable a, b E R are "uniformly recursive" in the following sense: they can be generated without using the order relation OrdR and without applying the minimization operator to real-valued functions (cf. [ 14, 321) . Recently there are some other approaches to recursion on the real numbers (cf. 19,251).
Why we do consider relations
Now the question may arise, why we do use relations to characterize computability instead of confining ourselves to functions. The answer is as follows: if we wish to perform computations which are not straightforward but allow branchings depending on the input, we have to gain finite information about a given real number, i.e. we need operations of the type t : W + N. Since continuous functions from a connected space to a discrete space are constant, we know that interesting operations of this type cannot have both properties: continuity and functionality.
So, asked to choose one of these conflicting properties we have decided to drop functionality in order to keep continuity, which is a necessary condition to meet the Thesis of Recursive Analysis.
The type (a) approaches evade this problem on the level of the names: the sequence space Q", used to represent real numbers, is zero-dimensional and hence totally disconnected, i.e. non-trivial continuous tests are available.
It may be intuitive to think of our relations as "non-deterministic operations". But the reader should be warned that this notion of non-dete~inism is not the usual one.
Especially this type of non-determinism is compatible with deterministic computers:
the result of a computation does not depend on a random choice of the computation path but on the actual representation of the infinite input. A program of this type is correct for a fixed input if each corresponding computation path leads to a valid result. is computable (cf. [20] ) but it has no continuous selector, i.e. there is no continuous function f : 5 C" -+ C' such that 3 graph(f) C ROOTS.
Survey
Section 2 provides continuous relations and some topological tools. Afterwards in 
Topological preliminaries
In this section we prepare the topological framework for our definition of recursive relations. We introduce continuous relations as well as two limits and two distances for sets.
Continuous relations
We start with some basic set theoretic notations for relations. Generalizing the nota- We give some characterizations of continuous relations which generalize the corresponding characterizations of continuous functions. The proofs are omitted.
Lemma 3 (Preimage condition for continuity). Let X, Y be topological spaces and R : CX H Y. Then R is continuous if and only if for any open set V 2 Y the set R-'(V)
is open in dam(R).
Lemma 4 (Closure condition for continuity). Let X, Y be topological spaces and R : CX ++ Y. Then R is continuous if and only zy for any set A 2 dam(R) the inclusion R(A) CR(A) holds. '
Operations on sets
Since we want to introduce a limit operator which operates on the images of relations we need some operations on sets. We introduce the lower and 
Lemma 6 (Closure of the limit). Let (X,d) be a metric space and let (An)nE~ be a sequence of subsets of X. Then
Corresponding properties hold for the lower and the upper limit.
Now we introduce some special distances for subsets of a metric space which are related to the Hausdorff metric.
Definition 7 (The lower and the upper distance). Let (X,d) be a metric space and let
A,BCX.
( 
Recursion operators
In this section we introduce the recursion operators which will describe closure properties of recursive relations.
Definition 10 (Recursion operators). The following operators are called recursion operators:
(1) The operator of juxtaposition: for relations f : C X H Y and g : LX H Z let (f, g) : LX cf Y x Z be defined by
(
2) The operator of composition: for relations f : CX H Y and g : C Y H Z let gOf:CX++Zbedefinedby 
for all x E dom(Limf) := {x E X ( (Vm > n) d<(f(x,n),f(x,m)) < 2-"}.
We assume that Z resp. X are topological spaces in (2) resp. (3) and that (Y, d) is a complete metric space in (5) . The operators juxtaposition, composition, and iteration are called primitive recursion operators and these operators, supplemented by the minimization operator, are called algebraic recursion operators.
First, we will make some comments on the definition of the operators. 
Juxtaposition
The juxtaposition operator corresponds to the intuition that a relation (Lg) is computable if and only if each component is computable. In the classical theory this operator is not considered explicitly because there are computable bijective tupling functions N2 + N. For the real numbers there is even no continuous and injective function R2 + R, such that the juxtaposition becomes useful. Furthermore, we want to allow mixed products in the range of relations. Another advantage is that in the presence of the juxtaposition operator the classical substitution operator can be replaced by the easier composition operator and the primitive recursion operator can be replaced by the easier iteration operator (provided that the projections are available, cf. Lemma 16 and [l, p. 331).
Composition
The (demonic) composition has been considered in denotational semantics (cf. [27] ) in a similar way. The "all or nothing" condition on the domain guarantees reasonable closure properties, while the pure composition with dom(g o f) := {x E X / f(x) n dam(g) # @} does not even preserve continuity in general. If f is a function then we write for short gf:= g 0 f (Fig. 4) .
Iteration
The iteration is an easy generalization of the composition.
Minimization
At first sight our minimization may look a little bit strange. Nevertheless, the definition is a natural generalization of the usual minimization and the idea is very close to programming. the "input", n the "loop index", y is the "result", and k i.e. k = 0 means that the result is valid.
Consider the following program:
is the "status" of the result, input x; n := 0; repeat choose (y, k) E f(x, n);
In this situation pf(x) contains all possible results y of the program, in contrast to the classical minimization operator which would yield the corresponding indices n. While in the functional case the results y can be retrieved from the index n, the information contained in the index does not suffice in the relational case. Here some non-deterministic choices of (y, k) E f(x, n) may yield valid results while others yield invalid results. So, it is necessary to collect the valid results y directly.
The observation that retrieving is impossible in the relational case can be expressed mathematically: for relations R : CX H Y x Z we have RC(pr, OR,pr, OR), but in general "2" does not hold, while for a function f instead of R "=" holds.
Limitation
The limitation operator computes the usual limit of the set sequence (f(x,n) In this case Lemma 9 guarantees that the limit of the sequence (f(~,n)),,~ exists and that it is a non-empty set for all x E dom(Limf). Hence Lim is well-defined.
Properties of the operators
Finally, we state some invariance properties of the operators. The proofs are left to the reader. 
Recursive space systems
In this section we define recursive space systems and their bases.
Definition 12 (Recursive space system). Let Xl,. . . ,X,, be complete metric spaces where Xi = N for at least one i E { 1,. . . ,n} and let p be a set of subrelations of finite products of Xi,. . . ,X,. Then (Xl , . . . ,A',,, p) is called a recursive space system if p is closed under application of all recursion operators.
Correspondingly,
we can define primitively resp. algebraically recursive space systems w.r.t. the primitive resp. algebraic recursion operators. Now we introduce the set of mixed projections which are rather technical recursive functions. where Yj is a finite product of Xi,. . ,A!,, for j d k.
Definition 13 (Projections
As usual for structures defined by a closure property, we define the notion of a base for a recursive space system. Definition 14 (Base of recursive space system). Let X = (Xi,. . .,X,, p) be a recursive space system. Then a set p of subrelations of finite products of Xi,. ,X,, is called a base of X if p is the structural closure of p u n(&, . . . ,X,) w.r.t. the recursion operators.
Correspondingly, bases for primitively resp. algebraically recursive space systems can be defined. First, we define the most important algebraic recursive space system for the natural numbers. for all x E X, n E N is recursive, i.e. h E p.
Consequently, we get the following corollary.
Corollary 17 (Discrete computability). pi consists of the usual partial computable functions f: C N" -+ Nk with n, k> 1. Now we give some examples of recursive space systems for the most important spaces of analysis. We start with the set of the real numbers. x -y) ) for all x,y E R, 7 In the case that all relations in p are functions, the following condition is superfkous k E N. Obviously, L E pi. More intuitively, we write x <k y := L(x, y, k) for all x, y E 53, k E N, i.e.
(x <k Y) 3 0 t--,x<y, 1 * x+2-k > y.
As an example we will show that the square root is a recursive relation. This is an easy application of the Heron alogrithm.
Lemma 19 (Square root).
SqrGz(x) = {G> Jtir ull x30.
There is a relation Sqrtn : C R ++ 58 in pi such that Proof. Definef:CRxN+Rby
forallxER, nEN.DefineT:RxNxNoRxNby
T(x,k,n) := f(x,n + 2) X ((f&n + 1) -f(x,n + 2)) <k+l 2-k)
forallxER, n,kENanddefineSqrtw:cR++Rby SqrtR(x) := Lim IT for all x E IR. Obviously f, T, Sqrt,, E pi. We state the well-known a posteriori error estimation for the Heron algorithm:
for all x 30, n E N and lim,,, f(x,n) = fi for all x30. Let x30, k E N. Then there is an n E N such that f(x,n+l)-f(x,12+2)62-~-',
i.e. T(x, k, n) = {(f(x, n + 2), 0)}, thus (x, k) E dom(pT).
Now let y E pT(x, k), i.e. there is an n E RJ such that y = f(x,n + 2) and f(x,n + 1) -.f(x, n + 2) < 2Yk, thus y -fi 62-k by (*). Especially, 
Recursive and computable relations
In this section we want to compare recursive relations with classically computable functions resp. relations. As a general framework for the classical notion we use the Type 2 theory of Kreitz and Weihrauch (cf. [22, 35, 37, 38] ), which is a very far developed Turing machine based approach to computability in topological spaces. In Type 2 theory Grzegorczyk's and Lacombe's original definition of computable real functions is generalized to To-spaces with countable bases. Thereby the computability structure on X is induced by a representation, which is a smjective mapping 6 : & B +X, where B := N" is Baire's space with the usual product topology. In this situation we call (X, 6) a represented space. This concept is used in a similiar way by Hauck (cf. [13] ).
In the real case the definition of Kreitz and Weihrauch coincides with the definition of Ko and Friedman (cf. [19, 20] ).
Computable and densely computable relations
First, we introduce the usual notion of computability for relations (cf. [35, 38] ). 
Definition 22 (Computable relations). Let (X, S,),(Y,&) be represented spaces. Then a relation R : LX ++ Y is called (6x, Gy)-computable if there is a computable function F : C 5 --f B such that
&F(p) E R&(p)
for all p E dom(R&).
Furthermore, R is called strongly (6x, 6~)-computable if additionally
The definition specializes to functions f : LX --f Y in the following way:
For our purposes this notion of computability is to weak. One reason is that for each name p of x the result F(p) is only a name of an arbitrary element of R(x). Nothing guarantees that the whole image R(x) is covered in any way. Hence each extension R' of a (6x,Gr)-computable relation R with dom(R') = dam(R) is (6x,Gr)-computable too. Especially, the set of (6~,6y)-computable relations with fixed non-empty domain is not countable, presupposed that Y is not countable. Hence, the class of (6x,&)-computable relations can not coincide precisely with the countable class of recursive relations, already by a cardinality argument. Therefore, we introduce the notion of a densely computable relation, which has to be defined in the context of topological spaces. We use the following technical notation: for each function F : C 5 ---f B define This definition specializes to functions correspondingly to the definition of computable relations. ' We use the notation ( ) : N2 -N,(n,k) ++ (n,k) := ;(E + k)(n + k + 1) + k for Cantor's bijective and computable tupling function.
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Now for each name p of x the result F(p) is a name of a sequence (yn)nE~ which is dense in R(x). It is very easy to see that dense computability really is a stronger notion than computability.
Lemma 24 (Dense computability implies computability). (
Let
1) R is (strongly) densely (6x, &)-computable, (2) R is (strongly) densely (a$, &)-computable.
The proofs are left to the reader.
Computable metric spaces
Since all results will be formulated in the context of metric spaces we need computable metric spaces (cf. [36, 37] ). 
Definition 27 (Computable metric space
Recursive relations are densely computable
Now we prove that our operators map densely computable relations to densely computable relations. The main idea of the proof is the fact that the class of computable functions in Baire's space is closed under the corresponding operators.
Since we have to consider product spaces we use the product representation. If 
IS d ense in fSx(p).
Hence by continuity of g and Lemma 4 g(A) 2 g(A). We conclude, S' mce pLf(x) is closed, it suffices to prove y E pf(x). First there are q E E&i E N such that Hi(p) = q, 6y(q) = y. Hence there is a n E N such that G ((i,p) ,n) = (q,O) and (WC < n)G ((i,p),k) 
$! B x (0).
Furthermore, there are io,. . . , in+1 E N such that i = (i0, (il, (i2,..., (h-l, (k&+1)) .. .))),
i.e. in := rrln;(i) and 4" (P, n) = (q,O) and W < n)Fik (P,k) G (&{O}).
It follows that
(Y, 0) = t&(q), 0) = [a~, hIFin (P, n) E f(dx(p), n) and
hence Y E P~~x(P).
"2" Let y E pS(x). Then there is an n E N such that Since f(x, k + n + 4) is closed there is a z E ,f(x, k + n + 4) such that
Furthermore, there is a j E N such that
'(a(Fj(P,k + n +4)tk + n + 4)),~(G(i,k)(p)(n)))
Hence, i,, 1, as defined above, exists and G(i,k)(p)(n + 1) is defined.
Now we want to show that
Then Limf is densely (6x,Gy)-computable via G. Hence let p E dom(Limf6x) and x := 6x(p).
"2" Let Y E Uyk),O{6YG(i,k)(P)).
S' mce Limf(x) is closed, it suffices to prove y E Limf(x).
First there are q E E&i, k E N such that
By assumption, and
for all n E N. Hence, y = lim yn E JlmW'j(x, k + n + 3) = Limf(x, n). n-cc 
Densely computable relations are recursive
In this section we prove that densely computable relations in computable metric spaces are recursive w.r.t. a suitable recursive space system. Actually, we prove a stronger result which will be stated in the following corollary as a normal form theorem.
The main idea of the proof is to use the relaxed representation 6~. The compact fibers of this representation allow to parallelly perform a computation on a11 names of an input. Thereby prefix sets of names are determined with the help of the relaxed order which is very closely related to the relaxed representation. 
for all x l X,n,k,% E N, where rc: N + N, a~... ak-1 H ak-1 is a special projection.
We observe that
(1) Guess,Bit,A,t,T,P,QEp, (2) Guess, Bit, A, t, T, P have finite images, (3) Guess, Bit, A, t, T are total. Claim 1.
Proof. Let x E X. Since 8, has compact fibers, S;'(x) is compact. Assume there is a n E N such that
is infinite. Then K&rig's Lemma (cf. [26, 9.7 , p. 1331) yields a sequence (W/)jcN in M and an i bn such that p := supjCrm wj E 6X'(x) and lg cp(wj,i) < n + 1 for all j E N, i.e. p $ dom(F,) = dam(F). We conclude,
since T is total. q Claim 2.
(Vx E dom(R))(V'm > n) d>(P(x,n), P(x,m)) < 22". Therefore, m' 2 n' and dy(y,z) = d~(~~~ftR 9, cvf'@, 9) = ~Y(~Y(~itp)(n' -w~~YtfxP)tm' -1))) < 2-"!+' g 2-".
Since P(x,n) is finite &VYx,4,P(x,m)) = yE$gyY(L',P(x,m))
follows. q Claim 3. Q = R.
Proof. By Claims 1 and 2 we have dam(Q) = dom(Lim P) = dam(R). Let x E dam(R).
We have to show R(x) = Lim P(x). "g" Let y f R(x). By Lemma 9 it suffices to show y E limT_,P(x,n) = Lim P(x), i.e. lim$f dy(y, P(x, n)) = 0.
Therefore, let n E N and p E 6;'(x).
By (c) there is a i, E N such that dy(y, 
