Abstract A canonical construction of a balanced big Cohen-Macaulay algebra for a domain of finite type over C is obtained by taking ultraproducts of absolute integral closures in positive characteristic. Among the applications are a new tight closure characterization of rational singularities in characteristic zero, and a necessary condition for Q-Gorenstein logterminal singularities. In particular, it is shown that log-terminal singularities descend under pure homomorphisms.
Introduction
In [5] , HOCHSTER proves the existence of big Cohen-Macaulay modules for a large class of Noetherian rings containing a field. Recall that a module M over a Noetherian local ring R is called a big Cohen-Macaulay module, if there is a system of parameters of R which is M -regular (the adjective big is used to emphasize that M need not be finitely generated). He also exhibits in that paper the utility of big Cohen-Macaulay modules in answering various homological questions. Often, one can even obtain a big Cohen-Macaulay module M such that every system of parameters is Mregular; these are called balanced big Cohen-Macaulay modules. In [8] , HOCHSTER and HUNEKE show that for equicharacteristic excellent local domains, one can even find a balanced big Cohen-Macaulay algebra, that is to say, M admits the structure of a (commutative) R-algebra. In fact, for R a local domain of positive characteristic, they show that the absolute integral closure of R, denoted R + , is a (balanced) big Cohen-Macaulay algebra (it is easy to see that this is false in characteristic zero). In [9] , using lifting techniques similar to the ones developed in the original paper of HOCHSTER, they obtain also the existence of big Cohen-Macaulay algebras in characteristic zero. However, the construction is no longer canonical and one looses the additional information one had in positive characteristic. Nonetheless, many useful applications follow, see [11, §9] or [9] .
In this paper, I will show that for a local domain R of finite type over C (henceforth, a local C-affine domain), a simple construction of a balanced big Cohen-Macaulay algebra B(R) can be made, which restores canonicity, is weakly functorial and preserves many of the good properties of the absolute integral closure. Namely, to the domain R, one associates certain characteristic p domains R p , called approximations of R, and of these one takes the absolute integral closure R + p and then forms the ultraproduct B(R) := ul p→∞ R + p . For generalities on ultraproducts, including ŁOS' Theorem, see [19, §2] . Recall that an ultraproduct of rings C p is a certain homomorphic image of the direct product of the C p . This ultraproduct will be denoted by ul p→∞ C p , or simply by C ∞ , and similarly, the image of a sequence (a p | p) in C ∞ will be denoted by ul p→∞ a p , or simply by a ∞ .
The notion of approximation goes back to the paper [19] , where it was introduced to define a closure operation, called non-standard tight closure on C-affine algebras by means of a so-called non-standard Frobenius. Let me briefly recall the construction of an approximation (details and proofs can be found in [19, §3] ). Suppose R is of the form C[X]/I, or possibly, a localization of such an algebra with respect to a prime ideal p. There is a fundamental (but non-canonical) isomorphism between the field of complex numbers on the one hand, and the ultraproduct of all the fields F alg p on the other hand, where F alg p denotes the algebraic closure of the p-element field. Therefore, for every element c in C, we can choose a representative in the product, that is to say, a sequence of elements c p ∈ F alg p , called an approximation of c, such that ul p→∞ c p = c. Applying this to each coefficient of a polynomial f ∈ C[X] separately, we get a sequence of polynomials f p ∈ F alg p [X] (of the same degree as f ), called again an approximation of f . If we apply this to the generators of I and p, we generate ideals I p and p p in F alg p [X], called once more approximations of I and p respectively. One shows that p p is prime for almost all p. Finally, we set R p := F alg p [X]/I p (or its localization at the prime ideal p p ) and call the collection of these characteristic p rings an approximation of R. Although the choice of an approximation is not unique, almost all its members are the same; this is true for every type of approximation just introduced (here and elsewhere, almost all means with respect to a non-specified but fixed non-principal ultrafilter). Moreover, if we depart from a different presentation of R as a C-affine algebra, then the resulting approximation is isomorphic to R p , for almost all p. In particular, the ultraproduct R ∞ := ul p→∞ R p of the R p is uniquely determined up to R-algebra isomorphism and is called the non-standard hull of R. There is a natural embedding R → R ∞ , the main property of which was discovered by VAN DEN DRIES in [29] : R → R ∞ is faithfully flat (note that in general, R ∞ is no longer Noetherian nor even separated). In case R is a local domain, almost all R p are local domains. Therefore, the ultraproduct B(R) of the R + p is well defined and unique up to R-algebra isomorphism and we get our first main result.
Theorem 1 If R is a local C-affine domain, then B(R) is a balanced big Cohen-Macaulay algebra.
In fact, due to canonicity, the operation of taking B(·) is weakly functorial (see Theorem 2.1 for a precise statement). Moreover, B(R) has the additional property that every monic polynomial over it splits completely in linear factors, so that B(R) is in particular Henselian. In B(R), any sum of prime ideals is either the unit ideal or else again a prime ideal. This is explained in Section 3. In Section 4, we relate the construction of B(·) with generic tight closure (this is one of the alternative closure operations in characteristic zero introduced in [19] ). One immediate corollary of the canonicity of our construction is the following characteristic zero version of the generalized Briançon-Skoda Theorem in [9, Theorem 7.1].
Theorem 2
If R is a local C-affine domain and I an ideal of R generated by n elements, then the integral closure of I n+k is contained in I k+1 B(R)∩R, for every k ∈ N.
In [19] the same result is proven if we replace IB(R) ∩ R by the generic tight closure of I. This suggests that the appropriate characteristic zero equivalent of the conjecture that tight closure equals plus closure is the conjecture that IB(R) ∩ R always equals the generic tight closure of I. We show that in any case, the former is contained in the latter. Moreover, we have equality for parameters ideals, that is to say, the characteristic zero equivalent of SMITH's result in [26] also holds (for a further discussion, see 6.2). Using this, we give a characterization of rational singularities, in terms of the generic tight closure, extending the results of HARA [3] and SMITH [27] , at least in the affine case. Recall that we called in [19] an ideal I generically tightly closed, if almost all of its approximations I p are tightly closed.
Theorem 3
If R is a local C-affine domain, then R has rational singularities if, and only if, there exists an ideal I generated by a system of parameters such that I is generically tightly closed (equivalently, such that IB(R) ∩ R = I).
Note that we need HARA's result for the proof, which itself relies on some deep vanishing theorems. Using the above results, we recover the Briançon-Skoda Theorem of LIPMAN-TEISSIER. Another application is a new proof of BOUTOT's main result in [2] , at least for Gorenstein rational singularities (this also generalizes the main result of [24] ).
Theorem (BOUTOT [2])
Let R → S be a (cyclically) pure homomorphism of local C-affine algebras. If S is Gorenstein and has rational singularities, then R has rational singularities.
One of the main new results obtained by our present method is the following version for log-terminal singularities (see Definition 5.1 below for the notion of a Q-Gorenstein ring).
Theorem 4
Let R → S be a local homomorphism of Q-Gorenstein local C-affine algebras. If R → S is cyclically pure and if S has log-terminal singularities, then so has R.
In particular, let G be the complexification of a real compact Lie group acting on an affine Q-Gorenstein variety X over C. If X has at most logterminal singularities, then so has the quotient space X/G.
In Section 5, a proof of this theorem is given along with a conjectural characterization of log-terminal singularities and a discussion of related issues. The next section contains some further applications, including a proof of Theorem 2 and a Vanishing Theorem for maps of Tor with values in a log-terminal singularity. In the final section, some results of [22] are extended to the present characteristic zero situation. In particular, we obtain the following regularity criterion.
Theorem 5
Let R be a local C-affine domain R with residue field k. If R has an isolated singularity and Tor
In contrast with the prime characteristic case, I do not know whether for arbitrary local C-affine domains R, the flatness of R → B(R) is equivalent with the regularity of R.
Remark on the base field
To make the exposition more transparent, I have only dealt in the text with the case that the base field is C. However, the results extend to arbitrary uncountable base fields of characteristic zero by the following observations. First, any uncountable algebraically closed field of characteristic zero is the ultraproduct of (algebraically closed) fields of positive characteristic by the Lefschetz Principle (see for instance [19, Remark 2.5]) and this is the only property we used of C. Second, if A is a local K-affine domain with K an arbitrary uncountable field, then A + is a K alg -algebra, where K alg is the algebraic closure of K. Therefore, in order to define B(A) in case K has moreover characteristic zero, we may replace A by A ⊗ K K alg and assume form the start that K is uncountable and algebraically closed, so that our first observation applies.
In a future paper, I will discuss how one can extend the quasi-hull B(·) to equicharacteristic complete local domains. 
Absolute Integral Closure
Let A be a domain. The absolute integral closure A + of A is defined as follows. Let Q be the field of fractions of A and let Q alg be its algebraic closure, We let A + be the integral closure of A in Q alg . Since algebraic closure is unique up to isomorphism, any two absolute integral closures of A are isomorphic as A-algebras. To not have to deal with exceptional cases separately, we put A + = 0 if A is not a domain.
In this paper, we will use the term K-affine algebra for an algebra of finite type over a field K or a localization of such an algebra with respect to a prime ideal; the latter will also be referred to as a local K-affine algebra.
Approximations and non-standard hulls
Let A be a C-affine algebra and choose an approximation A p of A (see the introduction; for a precise definition and proofs, see [19, §3] 
The quasi-hull B(·)
Let A be a C-affine domain with approximation A p . Define B(A) as the ultraproduct
In view of the uniqueness of the absolute integral closure, B(A) is independent of the choice of the A p and hence is uniquely determined by A up to A-algebra isomorphism. If A is local, then so is B(A). Given a homomorphism A → B of C-affine algebras, we obtain homomorphisms A p → B p , for almost all p, where B p is an approximation of B (see [19, 3.2.4] ). These homomorphisms induce (non-canonically) homomorphisms A + p → B + p , which, in the ultraproduct, yield a homomorphism B(A) → B(B).
Note that the natural homomorphism A → B(A) factors through the non-standard hull A ∞ , and in particular, A → B(A) is no longer integral.
Using ŁOS' Theorem and results on the absolute integral closure in [8] (see also [11, Chapter 9]), we get the following more precise version of Theorem 1. Proof Let (x 1 , . . . , x d ) be a system of parameters in A and let I be the ideal in A they generate. Let A p be an approximation of A and A ∞ its nonstandard hull. Choose an approximation x ip ∈ A p of each x i . By [19, Theorem 4.5] we have that (x 1p , . . . , x dp ) is a system of parameters of A p , for almost all p. Therefore, by [8, Theorem 1.1], the sequence (x 1p , . . . , x dp ) is A + p -regular, for almost all p. ŁOS' Theorem then yields that (
The existence of the homomorphism B(A) → B(B) and the commutativity of diagram (2.1) follow from the above discussion. Finally, if B is finite overring of A, then by ŁOS' Theorem, so will almost all B p be over As in positive characteristic, we can construct big Cohen-Macaulay algebras over any reduced local C-affine ring A by letting B(A) be the product of all B(A/p), where p runs over all minimal prime ideals of A. As for localization, we have a slightly less pretty result as in positive characteristic: if A is a local C-affine domain with non-standard hull A ∞ and if p is a prime ideal of A, then 
By (2.2), the left hand side is simply H j I (B(A m )) and therefore, the problem reduces to the case that A is local. Let (x 1 , . . . , x h ) be part of a system of parameters of A contained in I. Since (x 1 , . . . , x h ) is B(A)-regular by Theorem 2.1, the vanishing of H j I (B(A)) for j < h is then clear since local cohomology can be viewed as a direct limit of Koszul cohomology. ⊓ ⊔
Properties of B(A)
Let us call a domain S absolutely integrally closed if every monic polynomial over S has a root in S.
Lemma 3.1 For a domain S with field of fractions Q, the following are equivalent.
S is absolutely integrally closed. 2. Every monic polynomial completely splits in S.

S is integrally closed in Q and Q is algebraically closed.
Proof The implications (3) =⇒ (2) and (2) =⇒ (1) are straightforward. Hence assume that S is absolutely integrally closed. It is clear that S is then integrally closed in Q. So remains to show that Q is algebraically closed. In other words, we have to show that every non-zero one-variable polynomial F ∈ Q[T ] has a root in Q. Clearing denominators, we may assume that F ∈ S[T ]. Let a ∈ S be the (non-zero) leading coefficient of F and d its degree. We can find a monic polynomial G over S, such that
It follows from [8, Lemma 6.5] that a domain S is the absolute integral closure of a subring A if, and only if, S is absolutely integrally closed and A ⊂ S is integral.
Proposition 3.2 If A is a C-affine domain, then B(A) is absolutely integrally closed. In particular, if
be a monic polynomial in the single variable T with a i ∈ B(A). We need to show that F has a root in B(A). Choose a ip ∈ A + p , such that ul p→∞ a ip = a i , for all i, where A p is some approximation of A. Hence we can find b p ∈ A + p such that 
Proof Suppose t ∞ ∈ A ∞ lies outside all p i A ∞ and suppose b ∞ ∈ B(A) such that Let A p , x ip and p ip be approximations of A, x i and p i respectively. It follows from [19, Theorem 4.5] that (x 1p , . . . , x dp ) is part of a system of parameters in A p , and from [19, Theoprem 4.4] , that p 1p , . . . , p sp are the minimal prime ideals of (x 1p , . . . , x dp )A p , for almost all p. Choose t p and b p in A p and A + p respectively such that their ultraproduct is t ∞ and b ∞ . By ŁOS' Theorem, almost all t p lie outside any p ip , and t p b p ∈ (x 1p , . . . , x dp )A + p . Therefore , (x 1p , . . . , x dp , t p ) is part of a system of parameters in A p and hence, by [8, Theorem 1.1], is an A + p -regular sequence, for almost all p. It follows that b p ∈ (x 1p , . . . , x dp )A + p , for almost all p, whence, by ŁOS'
Rational Singularities
With a parameter ideal in a Noetherian local ring R, we will mean any ideal I generated by part of a system of parameters in R. In other words, I is a parameter ideal if, and only if, its height is equal to its minimal number of generators. Recall from [19] the definition of generic tight closure. Let A be a (local) C-affine algebra, I an ideal of A and z an arbitrary element. We say that z lies in the generic tight closure of I, if z p lies in the tight closure of I p , for almost all p, where z p and I p are some approximations of z and I respectively. In [19] it is shown that this yields a closure operation with similar properties as characteristic zero tight closure, and that it is contained in non-standard tight closure (for the definition of non-standard (tight) closure and for further properties of these closure operations, see [19] ; variants can be found in [18, 24] ). Proof Let R p and I p be approximations of R and I respectively. Let f ∈ R with approximation f p . Assume first that f ∈ IB(R). It follows that f p ∈ I p R + p , for almost all p. Since in general, JB ∩ A lies in the tight closure of J, for any integral extension A → B of prime characteristic rings and any ideal J ⊂ A ([11, Theorem 1.7]), we get that f p lies in the tight closure of I p , for almost all p. However, this just means that f lies in the generic tight closure of I. Conversely, if f lies in the generic tight closure of I and I is a parameter ideal, then f p lies in the tight closure of I p and I p is a parameter ideal by [19, Theorem 4.5], for almost all p. By the result of SMITH in [26] , tight closure equals 'plus closure' for any parameter ideal, so that f p ∈ I p R + p . It follows that f ∈ IB(R). ⊓ ⊔ From this it is clear that Theorem 2 is a strengthening of the Briançon-Skoda Theorem in [19] (see also [20] ). We also get the following sharpening of [24, Theorem 6.2] (its converse also holds and will be proved in Theorem 4.10 below).
Theorem 4.2
If a local C-affine domain R admits an ideal I generated by a system of parameters such that I = IB(R) ∩ R, then R has rational singularities.
Proof Let (x 1 , . . . , x d ) be a system of parameters generating I. Let us first show that
for all i. Let I i denote the ideal (x 1 , . . . , x i )R and put J i := I i B(R)∩R. We want to show that I i = J i , for all i, and we will achieve this by a downward induction on i. The case i = d holds by assumption. Suppose we showed already that I i+1 = J i+1 . Let z ∈ J i . In particular, z ∈ J i+1 = I i+1 , so that we can write z = a + rx i+1 , for some a ∈ I i and some r ∈ R.
. Since x i+1 is a non-zero divisor modulo I i B(R) by Theorem 2.1, we get that r ∈ I i B(R), whence r ∈ J i . In conclusion, we showed that
It follows that R is Cohen-Macaulay. By Corollary 4.1 and (4.1) also every principal height one ideal is equal to its generic tight closure. By [24, Theorem 4.6 and Remark 4.7], this implies that R is normal. Finally, using the fact that I d is equal to its own generic tight closure by Corollary 4.1, we can repeat the argument in the proof of [24, Theorem 6.2] to conclude that R has rational singularities (see [24, Remark 6.3]). ⊓ ⊔ Definition 4.3 Call a local C-affine domain generically F-rational, if some ideal generated by a system of parameters is equal to its own generic tight closure. If, in contrast, every ideal is equal to its own generic tight closure, then we will call such a domain weakly generically F-regular.
Similarly, for R a local C-affine domain, we say that R is B-rational, if for some ideal I generated by a system of parameters, we have that IB(R)∩ R = I. If R → B(R) is cyclically pure (that is to say, I = IB(R) ∩ R, for every ideal I of R), we say that R is weakly B-regular.
In view of Definition 6.2 below, this terminology is justified by Theorem 4.10 and Conjecture 1 below (compare also with the notion (weakly) CM n -regular from [9]).
Proposition 4.4
For a local C-affine domain R, the following are true.
part of a system of parameters.
Proof We translate the usual tight closure proofs from [11] to the present situation. For (1), induct on t, where t = 1 is just the hypothesis. Let z be an element in
)R, then we may replace z by x i z. Therefore, we may assume without loss of generality that
where x is the product of all x i . Hence we may write z = wx t−1 , for some w ∈ R. By assumption,
is B(R)-regular by Theorem 2.1, we get that w ∈ IB(R), whence w ∈ I, by the original hypothesis. However, this shows that
To prove the last assertion, assume that R is B-rational, say, (x 1 , . . . , x d )B(R) ∩ R = (x 1 , . . . , x d )R for some system of parameters (x 1 , . . . , x d ). Let I be an ideal generated by an arbitrary (full) system of parameters (y 1 , . . . , y d ). Since we can calculate the top local cohomology group H d m (R) as the direct limit of the system R/(x t 1 , . . . , x t d )R or, alternatively, as the direct limit of the system R/(y t 1 , . . . , y t d )R, we must have an embedding R/I → R/(x t 1 , . . . , x t d )R for sufficiently large t. Put differently, for large enough t, we have that I = ((x t 1 , . . . , x t d )R : a), for some a ∈ R (see for instance [11, Exercise 4.4] ). It follows therefore from (1) and (2) that IB(R) ∩ R = I. If I is only generated by part of a system of parameters, then the assertion follows from (4.1) in the proof of Theorem 4.2. ⊓ ⊔ By virtually the same argument, assertion (3) also holds for generically F-rational rings.
A local C-affine domain R is generically F-rational, if almost all R p are F-rational, for some (every) approximation R p of R. This is because a sequence (x 1 , . . . , x d ) is a system of parameters in R if, and only if, almost all (x 1p , . . . , x dp ) are systems of parameters in R p , for some approximations x ip ∈ R p of the x i (see [19, Theorem 4.5] ). The converse holds in the Gorenstein case as we will establish in the proof of Proposition 4.11. By Corollary 4.1 together with Theorem 4.2, a generically F-rational ring has rational singularities. Our goal is to establish some equivalent conditions to having rational singularities.
By the results of SMITH and HARA, we know already that having rational singularities is the same as having F-rational type. In order to describe these properties, let us introduce the following terminology.
Models
Let K be a field and R a K-affine algebra. With a model of R (called descent data in [10]) we mean a pair (Z, R Z ) consisting of a subring Z of K which is finitely generated over Z and a Z-algebra R Z essentially of finite type, such that R ∼ = R Z ⊗ Z K. Oftentimes, we will think of R Z as being the model. Clearly, the collection of models R Z of R forms a direct system whose union is R. We say that R has F-rational type (respectively, has weakly F-regular type), if there exists a model (Z, R Z ), such that R Z /pR Z is F-rational (respectively, weakly F-regular) for an open set U of maximal ideals p of Z. See [10] or [11] for more details. To my surprise, I did not find the next result in the literature, so that I included a proof. Proposition 4.5 Let K be a field of characteristic zero and let R be a Kaffine algebra of F-rational type over K. For any finite collection of elements in R, there exists a model R Z of R containing these elements, such that R Z /pR Z is F-rational, for all but finitely many prime numbers p.
In particular, R has F-rational type over Q.
Proof The last assertion is merely a rephrasing of the first statement. By definition of F-rational type, we can find a model (Z, R Z ), containing a prescribed finite subset of R, such that R Z /pR Z is F-rational for an open set U of maximal ideals p of Z. Moreover, after a suitable localization at a single element, we may choose this model such that Z is smooth over Z, such that U is the set of all maximal ideals and such that Z → R Z is flat (for all of this, see [10, §2.1]). Fix some prime number p which is not a unit in Z and writeZ for Z/pZ andR Z for R Z /pR Z . We need to show thatR Z is F-rational. [25] ). However, in case R is moreover Q-Gorenstein (see Definition 5.1 below), deformation holds by [1] , so that the above argument can be used to show that a Q-Gorenstein K-affine algebra of (weak) F-regular type over K has (weak) F-regular type over Q.
In order to compare the notions of having F-rational type and being generically F-rational, we need to better understand the relation between reduction modulo p and approximations. Recall that an extension of Noetherian local rings (R, m) → (S, n) is calledétale, if it is flat and unramified (the latter conditions means that mS = n and the extension of residue fields is finite separable). We call the homomorphism ind-étale if it is a direct limit ofétale extensions. Ind-étale embeddings are therefore in particular faithfully flat. 
Proposition 4.9 Let R be a local C-affine domain. If R has F-rational type, then R is generically F-rational. If R is moreover Q-Gorenstein (see Definition 5.1 below) and has weak F-regular type, then it is weakly generically F-regular.
Proof To prove the first assertion, let (x 1 , . . . , x d ) be a system of parameters of R and set I := (x 1 , . . . , x d )R. Let z be an element in the generic tight closure of I. By Proposition 4.5, there exists a model (Z, R Z ) such that R Z /pR Z is F-rational, for all but finitely many prime numbers p. Moreover, we may choose R Z so that it contains z and all x i , and such that (x 1 , . . . , x d ) is part of a system of parameters of R Z (for this last property, see for instance [10, Section 2.1]). Let R p be an approximation of R. By Proposition 4.8, after possibly enlarging the model even further, we get a faithfully flat embedding A p → R p , for almost all p, with A p an appropriate localization of R Z /pR Z . Since F-rationality is preserved under localization, A p is F-rational. By Proposition 4.8, we obtain approximations z p and x ip in R p of z and x i respectively, simply by first taking the image in R Z /pR Z and then taking the image under the embedding A p → R p . Let I p be the ideal in A p generated by the x ip . Since z lies in the generic tight closure of I and since I p R p is an approximation of I, we have that z p lies in the tight closure of I p R p , for almost all p. Since almost all A p are F-rational, whence in particular domains, the embeddings A p → R p are generically formally smooth. In particular, we can find c p ∈ A p such that (A p ) cp and (R p ) cp are both regular. Therefore, replacing c p by a suitable power, we may assume that c p is a simultaneous test element for A p and R p (see [11, Theorem 2.1] ). In particular, we have for all powers q of p that
where F q is the Frobenius x → x q . Since A p → R p is faithfully flat, we get that c p F q (z p ) lies in F q (I p )A p , for all q, showing that z p lies in the tight closure of I p . However, for almost all p, the sequence (x 1p , . . . , x dp ) is a system of parameters in A p . Therefore, since almost all A p are F-rational, we get that z p ∈ I p , for almost all p. Since I p R p is an approximation of I, taking ultraproducts then yields that z ∈ IR ∞ ∩ R = I (see 2.2 for this last equality), showing that R is generically F-rational.
For the second statement, the previous argument applies with minor modifications, taking into account Remark 4.6. ⊓ ⊔ Theorem 4.10 For a local C-affine domain R, the following four statements are equivalent.
R has F-rational type. 2. R is generically F-rational. 3. R is B-rational.
R has rational singularities.
Proof The implication (1) =⇒ (2) is given by Propostion 4.9 and the implication (2) =⇒ (3) by Corollary 4.1. Theorem 4.2 gives (3) =⇒ (4) and the implication (4) =⇒ (1) is proven by HARA in [3] . ⊓ ⊔ In particular, this proves Theorem 3 from the introduction. Note that SMITH has already proven (1) =⇒ (4) in [27] . Recall that we showed in [24, Theorem 6.2] that non-standard difference rational implies rational singularities. It is natural to ask whether the converse is also true. Of all implications, (4) =⇒ (1) is the least elementary, since HARA's proof rests on some deep vanishing theorems.
Since rational singularities are preserved under localization, so is being B-rational or being generically F-rational.
Proposition 4.11 If a local C-affine domain R is Gorenstein and generically F-rational (respectively, B-rational), then it is weakly generically Fregular (respectively, weakly B-regular).
Proof Assume first that R is generically F-rational with approximation R p . By [19, Theorem 4.6], almost all R p are Gorenstein. I claim that almost all R p are F-rational. Let I be a parameter ideal of R and let a ∈ R be such that its image in R/I generates the socle of that ring (note that R/I is again Gorenstein). Let a p be an approximation of a. Since almost all R p are Gorenstein, ŁOS' Theorem yields that a p generates the socle of R p /I p , where I p is an approximation of I. By assumption, a does not belong to the generic tight closure of I, so that a p does not belong to the tight closure of I p , for almost all p. But this shows that I p must be tightly closed and hence that R p is F-rational.
Therefore, almost all R p are F-regular, by [11, Theorem 1.5] . Let a be an ideal of R and let z be in the generic tight closure of a. Let z p and a p be approximations of z and a respectively. By definition, z p lies in the tight closure of a p , for almost all p. Therefore, by F-regularity, z p ∈ a p , for almost all p. Taking ultraproducts, it follows that z ∈ aR ∞ ∩ R = a.
To prove the statement in case (R, m) is B-rational, we can modify the original tight closure proof of [11, Theorem 1.5. (5)]. Let a be an arbitrary ideal of R. We want to show that aB(R) ∩ R = a. Since any ideal is the intersection of m-primary ideals, it suffices to show this for a an m-primary ideal. Take a system of parameters inside a and let I be the ideal generated by this system. By Proposition 4.4, we get that IB(R) ∩ R = I. On the other hand, since R is Gorenstein, we have that a = (I : (I : a)), so that aB(R) ∩ R = a after applying Assertion 2 from Proposition 4.4 twice. ⊓ ⊔ Recall that a homomorphism A → B is called cyclically pure, if IB ∩ A = I, for every ideal I of A.
Proposition 4.12 If R → S is a cyclically pure homomorphism of local C-affine domains and if S is weakly generically F-regular, then so is R.
The same is true upon replacing weakly generically F-regular by weakly B-regular.
Proof Let a be an ideal in R and z an element in its generic tight closure. Let R p → S p be an approximation of R → S (that is to say, choose approximations R p and S p for R and S as well as approximations for the polynomials that induce the homomorphism R → S; these then induce the homomorphism R p → S p , for almost all p; see [19, 3.2.4] for more details). Let z p and a p be approximations of z and a. For almost all p, we have that z p lies in the tight closure of a p . By persistence ([11, Theorem 2.3]), z p lies in the tight closure of a p S p , for almost all p, showing that z lies in the generic tight closure of aS. In fact, the preceding argument shows that generic tight closure is persistent (we have not yet used the purity of R → S nor even its injectivity). Now, by assumption, S is weakly generically F-regular, so that z ∈ aS and hence, by cyclic purity, z ∈ aS ∩ R = a.
To prove the last statement, observe that our assumptions imply that
Proof of BOUTOT's Theorem
We can now provide an alternative proof for BOUTOT's result from [2] stated in the introduction, under the additional Gorenstein hypothesis. Let R → S be a cyclically pure homomorphism of local C-affine domains and assume S is Gorenstein and has rational singularities. We get that S is Brational, by Theorem 4.10, whence weakly B-regular, by Proposition 4.11. Therefore, R is weakly B-regular by Proposition 4.12 and hence has rational singularities by another application of Theorem 4.10. ⊓ ⊔ Note that BOUTOT proves the same result without the Gorenstein hypothesis. It follows from his result that being generically F-rational (or, equivalently, being of F-rational type) descends under pure maps. However, it is not clear how to prove this from the definitions alone.
Log-terminal Singularities
In [4] , the authors show that a C-affine algebra has log-terminal singularities if it is of weak F-regular type and Q-Gorenstein. Conversely, HARA shows in [3] that log-terminal implies weak F-regular type.
Q-Gorenstein rings
Recall that a normal scheme X is called Q-Gorenstein if some positive multiple of its canonical divisor K X is Cartier; the least such positive multiple is called the index of X. If f :X → X is a desingularization of X and its canonical divisor KX is written (formally) as f * (K X ) + a i E i , where a i ∈ Q and E i are the irreducible components of the exceptional fiber, then X has log-terminal singularities if all a i > −1 (in case we only have a weak inequality, we call X log-canonical; see [28] or [30] for more details).
In view of Theorem 4.10 in conjunction with Corollary 4.1 and HARA's result, one would therefore expect the following conjecture to be true.
Conjecture 1
For R a local C-affine algebra which is Q-Gorenstein, the following statements are equivalent.
(i) R has log-terminal singularities. (i') R has weak F-regular type. (ii) R is weakly generically F-regular. (iii) R is weakly B-regular.
The equivalence of (i) and (i') is proven by HARA in [3, Theorem 5.2], Proposition 4.9 proves (i') =⇒ (ii) (note that this also follows from Proposition 5.2 below), and Corollary 4.1 yields (ii) =⇒ (iii). Hence the main open implication is (iii) =⇒ (i). The positive characteristic version of this implication, namely that cyclical purity of R → R + implies weak F-regularity of R, also remains open; it would follow, if plus closure equals tight closure.
Note that Conjecture 1 implies Theorem 4. Indeed, since (i) =⇒ (ii) in Conjecture 1 holds, S is weakly generically F-regular. Therefore so is R, by Proposition 4.12, whence has log-terminal singularities by Conjecture 1. One way to prove Conjecture 1, is to answer the following question in the affirmative: if R is weakly generically F-regular, is it true that then almost all R p are weakly F-regular, where R p is an approximation of R? Indeed, suppose this holds for R as in the statement of the Conjecture. Since one can show that almost all R p are Q-Gorenstein, it follows that they are strongly F-regular by [14] . Applying [28, Theorem 4.15 ] to the canonical cover R p →R p yields thatR p is F-rational. 1 It follows that the canonical coverR of R is the ultraproduct of theR p and hence is generically F-rational whence has rational singularities by Theorem 4.10, which in turn implies that R has log-terminal singularities by [12, Theorem 1.7] .
Another approach is to show that being weakly generically F-regular or weakly B-regular is preserved under finite covers in the following sense: if R →R isétale in codimension one and R is weakly B-regular, is it true that then alsoR is weakly B-regular? Provided this holds, we can apply it withR the canonical cover of R, to conclude thatR is weakly B-regular and we then finish as at the end of the previous paragraph. At any rate, this argument can be used successfully to prove at least Theorem 4; to this end we need some more definitions.
Ultra-Frobenii
Let R be a local C-affine domain with non-standard hull R ∞ . With an ultraFrobenius on R ∞ we mean an ultraproduct of various (non-trivial) powers of Frobenii F p . More precisely, σ : R ∞ → R ∞ is an ultra-Frobenius, if there exist n p > 0, such that
1 Recall the construction of the canonical cover of a local Q-Gorenstein scheme X introduced by KAWAMATA in [12] . Let r be the index of X, so that OX(rKX ) ∼ = OX , where KX is the canonical divisor of X. This isomorphism induces an OX -algebra structure oñ
The finite map SpecR → X is then called the canonical cover of X. It isétale in codimension one.
for all x ∞ ∈ R ∞ , where x p are chosen so that x ∞ = ul p→∞ x p . In particular, the non-standard Frobenius F ∞ = ul p→∞ F p is an example of an ultra-Frobenius.
Note that each ultra-Frobenius extends to an automorphism of B(R). Therefore, it makes sense to consider the subring σ −1 (R ∞ ) of B(R). In fact, we have an extension R ∞ ⊂ σ −1 (R ∞ ) which is isomorphic, via σ, to the inclusion σ(R ∞ ) ⊂ R ∞ . In the sequel, we will make frequent use of the R-module morphism
for c a non-zero element in R and σ an ultra-Frobenius. Its characteristic p equivalent is the morphism
where q is some power of p and R 1/q is the integral (finite) extension of R consisting of all q-th roots of elements of R. Note that δ σ c,R is isomorphic to the map σ(R) → R ∞ given by multiplication by c.
Definition 5.1 We say that a local C-affine domain R is ultra-F-regular, if for each non-zero c ∈ R, we can find an ultra-Frobenius σ such that the
If R is normal, so that purity and cyclical purity are the same by [6, Theorem 2.6], then this amounts to the fact that for every y ∈ R and every ideal I in R, if cσ(y) ∈ σ(I)R ∞ , then y ∈ I. From this and the fact that the restriction of an ultra-Frobenius to a regular local ring is flat (same proof as for [19, Proposition 6.1]), one easily checks that regular local C-affine domains are ultra-F-regular. The analogy between ultra-F-regular and strongly F-regular type suggests that there should be a connection with log-terminal singularities. The following result for Q-Gorenstein domains demonstrates this.
Proposition 5.2
Let R be a local C-affine domain. If R is Q-Gorenstein, then the following implications hold.
If R has weakly F-regular type, then it is ultra-F-regular. 2. If R is ultra-F-regular, then it is weakly generically F-regular, whence
weakly B-regular.
Proof To prove (1), let c be a non-zero element of R. Let (Z, R Z ) be a model of R containing c. By Proposition 4.8, we may choose a localization A p of R Z /pR Z and an ind-étale embedding A p → R p , with R p an approximation of R, such that for any element r ∈ R Z , its image in R p under the composition γ p : R Z → A p → R p is an approximation of r. In particular, ul p→∞ γ p (c) = c. Moreover, since R has weak F-regular type and is Q-Gorenstein, we may choose the A p to be weakly F-regular and QGorenstein. By [14] , each A p is therefore strongly F-regular. In particular, we can find powers q := p np , such that the morphism
is pure. By base change, the morphism δ [7, p. 50] or the proof of [28, Theorem 4.15] ). Taking direct limits, the same is true if C → D is only ind-étale. Hence
is pure. If we let σ be the ultra-Frobenius given as the ultraproduct of the
Fq c,Rp has the property that every finitely generated ideal J of R ∞ is equal to the contraction of its extension under δ ∞ . Since R → R ∞ is faithfully flat, whence cyclically pure, it follows that the restriction of δ ∞ to R is cyclically pure, whence pure by [6, Theorem 2.6], since R is in particular normal. However, the restriction of δ ∞ to R is nothing other than δ σ c,R , showing that R is ultra-F-regular. Assume next that R is ultra-F-regular and let I be an ideal in R and x an element in the generic tight closure of I. We need to show that x ∈ I. By [19, Proposition 8.3], we can choose c ∈ R such that almost all c p are test elements for R p , where R p and c p are approximations of R and c respectively. Let σ be an ultra-Frobenius such that the R-module morphism δ σ c,R : R → σ −1 (R ∞ ) is pure. Recall that this means for an y ∈ R,
Suppose σ is the ultraproduct of the F np p . Therefore, (5.1) translated in terms of an approximation y p of an element y ∈ R, becomes the statement
for almost all p. Let x p and I p be approximations of x and I respectively. By assumption, almost all x p lie in the tight closure of I p . Since c p is a test element, this means that
Hans Schoutens for all N . With N = n p , we get from (5.2) that x p ∈ I p . Taking ultraproducts then yields x ∈ I, as required. ⊓ ⊔ Of course, if Conjecture 1 holds, then all the above conditions are equivalent. Concerning the Q-Gorenstein condition, it was not used to prove (2) , and without it, the above argument yields that (1) remains true upon replacing weak F-regular type by strong F-regular type. Proof Let R ⊂ S be an arbitrary finite extension of d-dimensional local C-affine domains and fix a non-zero element c and an ultra-Frobenius σ. Let n be the maximal ideal of S and ω S its canonical module. I claim that if R ⊂ S isétale, then S ⊗ R σ −1 (R ∞ ) ∼ = σ −1 (S ∞ ). Assuming the claim, let R ⊂ S now only beétale in codimension one. It follows from the claim that the supports of the kernel and the cokernel of the base change S ⊗ R σ −1 (R ∞ ) → σ −1 (S ∞ ) have codimension at least two. Hence the same is true for the base change
Applying the top local cohomology functor H d n , we get, in view of Grothendieck Vanishing and the long exact sequence of local cohomology, an isomorphism
is pure. Therefore, the base change E → E ⊗ R σ −1 (R ∞ ) is injective. It follows from the previous isomorphism that then so is E → E ⊗ S σ −1 (S ∞ ). Note that this morphism is still given as multiplication by σ −1 (c), and hence is the base change of δ σ c,S : S → σ −1 (S ∞ ). By [9, Lemma 2.1(e)], the injectivity of E → E ⊗ S σ −1 (S ∞ ) then implies that δ σ c,S is pure, as we set out to prove. To prove the claim, observe that if R → S isétale with approximation R p → S p , then almost all of these areétale. Indeed, by [15, Corollary 3.16], we can write S as R[X]/I, with X = (X 1 , . . . , X n ) and I = (f 1 , . . . , f n )R[X], such that the Jacobian J(f 1 , . . . , f n ) is a unit in R, and by ŁOS' Theorem, this property is preserved for almost all approximations. As already mentioned, R p → S p beingétale implies that S p ⊗ Rp (R p ) 1/q ∼ = (S p ) 1/q , for q any power of p ( [7, p. 50] ). Therefore, after taking ultraproducts, we obtain the required isomorphism
To prove the last assertion, we have to show that we can find for each non-zero c ∈ S an ultra-Frobenius σ such that δ σ c,S is pure. However, if we can do this for some non-zero multiple of c, then we can also do this for c, and hence, since S is finite over R, we may assume without loss of generality that c ∈ R. Since R is ultra-F-regular, we can find therefore an ultra-Frobenius σ such that δ σ c,R is pure, and hence by the first assertion, so is then δ σ c,S , proving that S is ultra-F-regular. ⊓ ⊔
Proof of Theorem 4
By (i) =⇒ (i') in Conjecture 1, we get that S is weakly F-regular, whence ultra-F-regular, by Proposition 5.2. By [6, Theorem 2.6], the embedding R → S is pure, since R is normal. I claim that R is ultra-F-regular. Indeed, let c be a non-zero element of R. By assumption, we can find an ultraFrobenius σ such that
is pure, and whence so is its composition with R → S. However, this composite morphism factors as δ σ c,r followed by the inclusion σ −1 (R ∞ ) ⊂ σ −1 (S ∞ ). Therefore, the first factor, δ σ c,R is already pure, showing that R is ultra-F-regular. LetR be the canonical cover of R. Since R →R isétale in codimension one, we get from Proposition 5.3 thatR is ultra-F-regular, whence weakly B-regular, by another application of Proposition 5.2. In particular,R is B-rational, whence has rational singularities, by Theorem 4.10. By [12, Theorem 1.7] , this in turn implies that R has log-terminal singularities.
The last assertion is a direct consequence of the first (after localizing), since the hypotheses imply that the inclusion A G ⊂ A is cyclically pure (in fact even split), where A is the affine coordinate ring of X and A G the subring of G-invariant elements (so that X/G = Spec A G ). ⊓ ⊔
Log-canonical singularities
The previous results raise the following question. If
is pure (that is to say, the (ring) homomorphism δ F∞ 1,R is pure), for R a Q-Gorenstein local C-affine domain, does R have log-canonical singularities? Is the converse also true? Note that F-pure type implies log-canonical singularities by [30, Corollary 4.4] , and this former condition is supposedly the analogue 24 Hans Schoutens of the inclusion R ⊂ F −1 ∞ (R ∞ ) being pure. If the question and its converse are both answered in the affirmative, we also have a positive solution to the following question: if R → S is a cyclically pure homomorphism of QGorenstein local C-affine domains and if S has log-canonical singularities, does then so have R?
Applications
We start with providing proofs for several Briançon-Skoda type Theorems.
Proof of Theorem 2
Let R and I be as in the statement and let z be an element in the integral closure of I n+k , for some k ∈ N. Take approximations R p , I p and z p of R, I and z respectively. Since z satisfies an integral equation
with a i ∈ I (n+k)i , we have for almost all p an equation
with a ip ∈ (I p ) (n+k)i an approximation of a i . In other words, z p lies in the integral closure of (I p ) n+k , for almost all p. By [9, Theorem 7.1], almost all z p lie in (I p ) k+1 R + p ∩ R p . Taking ultraproducts, we get that z ∈ I k+1 B(R) ∩ R, as we needed to show. ⊓ ⊔ Corollary 6.1 Let R be a local C-affine algebra and I an ideal of R generated by n elements. If R is Q-Gorenstein and has log-terminal singularities, then the integral closure of I n+k is contained in I k+1 , for every k ∈ N.
Proof By the already established implication (i) =⇒ (iii) in Conjecture 1, the embedding R → B(R) is cyclically pure, so that the result follows from Theorem 2. ⊓ ⊔ Of course, this also follows from HARA's result that Q-Gorenstein logterminal singularities have weak Proof If the map is non-zero, then it remains so after a suitable localization of S, so that we may assume that S is local. We then may localize A and R at the respective contractions of the maximal ideal of S, and assume that A and R are already local. Let p be a minimal prime of R contained in the kernel of the homomorphism R → S. The composition R → R/p → S induces a factorization Tor Since B(A) = B(R) and since B(A) is flat over A by Corollary 2.2, the middle module is zero, whence so is φ. Using the commutativity of (6.1), we see that φ also factors as By the proven implication in Conjecture 1, the embedding S → B(S) is cyclically pure whence pure, by [6, Theorem 2.6], since S is in particular normal. Therefore, Tor 
B-closure
In analogy with plus closure in positive characteristic (that is to say, the closure operation given as I + := IR + ∩ R), we define the B-closure of an ideal I in a local C-affine domain R as the ideal IB(R) ∩ R. This closure operation satisfies many properties of classical tight closure, to wit: (i) a regular ring is weakly B-regular (by Corollary 2.2), (ii) colon capturing holds, in the sense that ((x 1 , . . . , x i−1 )R : x i R) is contained in the B-closure of (x 1 , . . . , x i−1 )R, for every system of parameters of R (by Theorem 2.1); (iii) Briançon-Skoda as stated in Theorem 2 holds; and (iv), persistence holds (by the weak functorial property of B(·)). Unfortunately, in view of the more complicated way B(·) and localization commute (see Formula (2.2)), it is not clear whether B-closure commutes with localization (in contrast with plus closure, which is easily seen to commute with localization).
Regularity and Betti numbers
In this section, we extend the main results of [22] to C-affine domains. We start with proving Theorem 5 from the introduction. Proof Let (R p , m p ) be an approximation of (R, m) and let k p be the corresponding residue fields. It follows from [19, Theorems 4.5 and 4.6] that R p has at most an isolated singularity or has dimension at most two, for almost all p. I claim that Tor To prove the claim, we argue as follows. Write each R + p as R p [X]/n p , where X is an infinite tuple of variables and n p some ideal. Put A p := R p [X] and let A ∞ and n ∞ be the ultraproduct of the A p and the n p respectively. Therefore, B(R) = A ∞ /n ∞ . The vanishing of Tor R 1 (B(R), k) means that mA ∞ ∩ n ∞ = mn ∞ . The vanishing of Tor Rp 1 (R + p , k p ) is then equivalent with the equality m p A p ∩n p = m p n p . Therefore, assume that this equality does not hold for almost all p, so that there exists f p which lies in m p A p ∩ n p , but, for almost p does not lie in m p n p . Let f ∞ be the ultraproduct of the f p . It follows from ŁOS' Theorem that f ∞ lies in mA ∞ ∩ n ∞ whence in mn ∞ . Let m := (y 1 , . . . , y s )R and let y ip be an approximation of y i , so that m p = (y 1p , . . . , y sp )R p , for almost all p. Since f ∞ ∈ mn ∞ , there exist g i∞ ∈ n ∞ , such that f ∞ = g 1∞ y 1 + · · · + g s∞ y s . Hence, if we choose g ip ∈ n p such that their ultraproduct is g i∞ , then by ŁOS' Theorem, f p = g 1p y 1p + · · · + g sp y sp , contradicting our assumption on f p . ⊓ ⊔ In general, we can prove at least the following. 
