In this article, we present a new approach to reconstruct topology when latent nodes are present in the network. We show that the imaginary part of the inverse power spectral density matrix can be decomposed into the sum of a sparse and a low-rank matrix; the sparse matrix embeds information about the topology of a subgraph restricted to observed nodes. By exploiting the properties of the low-rank matrix, we reconstruct the edges among the observed nodes due to a directed path through a hidden node which could be a chain or a fork. With an assumption on the existence of at least one incoming and outgoing edge from a hidden node to distinct observed nodes and the number of hidden nodes, we reconstruct the exact topology of the generative graph with latent nodes.
I. INTRODUCTION
Graphical models provide convenient representation of large scale complex systems such as in power grids, biology, finance, neuroscience, etc. Reconstructing the underlying graph topology or the influence structure of the interaction from measurements is useful in predicting the behavior of the system. There are mainly two ways of learning the unknown interaction structure from time series measurements, viz. active [1] and passive [2] . Active techniques such as inverter grid probing [3] requires us to actively intervene with the network, install new devices and/or remove links which are not always practical. On the contrary, passive techniques infer topology from time series measurements, without altering the underlying grid network. In practice, observing time series measurement at every node is not plausible, and so it is important to learn the topology of the network when only a subset of the nodes are observable.
Learning the topology has been an active area of research for the past couple of decades, most notably, among the machine learning and probabilistic graphical model communities, (see [1] , [2] , [4] for details). However, here, models assume that the nodes are random variables which fail to capture the dynamics of the interaction and thus are improper for the applications with dynamic dependencies among the involved entities-applications that are common in climate science [5] , finance [6] , etc.
Wiener filter based topology reconstruction gained considerable attention recently [7] , [8] . In [7] , necessary and sufficient conditions are provided for exact learning of the moral graph, and showed that the magnitude response of the USA, veedu002@umn.edu, murtis@umn.edu Wiener filter based estimator reconstructs moral graph of the original topology. [8] provided a method that showed that the spurious links present in the moral graph can be removed by checking the phase response of the Wiener filter between the links.
The aforementioned works assumed full network observability, which is not always viable. A few works have studied topology identification in the presence of hidden nodes, but, restricted themselves to radial networks-characterized by undirected tree topology [8] , [9] , [10] . Topology identification of a general linear dynamic graph in the presence of latent/hidden nodes is still an open problem.
In this article, the problem of reconstructing the topology under the presence of latent nodes is approached by a decomposition of the inverse of the power spectral density matrix associated with the observed nodes as a sum of a low-rank matrix and a sparse matrix using the time series data. Here, we leverage the sufficient conditions from [11] under which a matrix can be expressed uniquely as a sum of low-rank and sparse matrices. The inverse power spectral density matrix, being complex, has real and imaginary parts. We demonstrate the rank and sparsity patterns induced by the network topology on the imaginary part that aid the reconstruction of the network. This article also serves as an important bridge between the works presented in [11] and the works related to network structure reconstruction.
Notations: Bold capital letters denote matrices and bold small letters denote vectors. For a matrix M, M 1 denote the 1 -norm, defined as i,j |M ij |, M ∞ denote the ∞norm, defined as max ij |M ij |. M * denote the nuclear norm, which is the sum of singular values of M , and M 2 , denotes spectral-norm,, which is defined as maximum singular value. For a vector, x 2 , denotes euclidean-norm, defined as i x 2 i .
II. SPARSE PLUS LOW-RANK MATRIX DECOMPOSITION
In this section, we discuss the following problem: suppose we are given a matrix C ∈ R n×n that is obtained by adding a sparse matrixS ∈ R n×n and a low-rank matrixL ∈ R n×n ; when can we decompose the matrix and retrieve the component matrices? The material presented here provides the needed preliminaries and results from [11] .
A. Optimization framework for sparse plus low-rank decomposition
The matrix decomposition problem of recovering the exact S andL can be formulated using the following optimization 
where γ is a fixed penalty, selected a priori. However, this problem is a combinatorial optimization problem and therefore NP-hard. 1 norm is often employed as a surrogate for 0 norm [12] with nuclear norm a proxy for rank [13] . Thus a more tractable problem associated with (1) is
which can be reformulated into the following SDP [11] as below,
B. Algebraic varieties and tangent spaces
In the seminar work [11] , the convex optimization problem (2) is considered and provided sufficient conditions to re-trieveS andL exactly. In order to address the decomposition, the authors considered the sparse and low-rank matrix sets as algebraic varieties, and characterized the necessary and sufficient conditions required for the unique decomposition in terms of tangent space to algebraic variety of support constrained matrices atS-the original sparse matrix-and tangent space to algebraic variety of rank constrained matrices atLthe original low rank matrix. Note that, an algebraic variety is defined as the zero set of a system of polynomial equations [14] .
Next, we provide definitions of varieties and tangent spaces. The variety of matrices constrained by rank k is defined as,
Let the singular value decomposition of the matrix M be given by M = UDV T . Then, the tangent space T (M) with respect to P(rank(M)) at M is the set of all matrices having either the same row space or the same column space as M:
The maximum incoherence of the row/column space of the matrix M is defined as:
The variety of matrices constrained by support size m is defined as
where support(M) := {(i, j) : M ij = 0}. Then, the tangent space Ω(M) with respect to S(|support(M)|) at matrix M is
C. Unique decomposition
Suppose we have prior information about Ω(S) and T (L), in addition to being given C =S +L. Then, it can be shown that a necessary and sufficient condition for unique identifiability of (S,L) w.r.t. the tangent spaces is [11] 
i.e., the tangent spaces Ω(S) and T (L) intersect transversely. In other words, if the tangent spaces intersect only at origin, then we can retrieve the component matricesS andL.
Metrics µ(S) and ξ(L), that are defined as follows, can be employed to measure the transversality of the tangent spaces Ω(S) and T (L); where,
The following lemma (see [11] ) provides a sufficient condition based on the range of values γ can take, which ensures that the optimization problem (3) returns the original S andL as the solution.
Lemma 2.1 (Sufficient condition for existence based on γ):
the unique optimum (Ŝ,L) of (2) is (S,L) for the following range of γ:
Thus, by picking a proper γ the SDP (3) returns the unique decomposition (S,L) without the need to determine Ω(S) and T (L), if the tangent spaces are sufficiently transverse. However, the range of values γ can take is still in terms of the quantities which are not available in practice. In the following lemma [11] , a sufficient condition is provided in terms of quantities that are more easily determinable. Note that, this is a more conservative condition than the previous lemmas and hence cover only a subclass of uniquely decomposable matrices.
Lemma 2.2: Let C =S +L with deg max (S) being the maximum number of nonzero entries per row/column ofS and inc(L) being the maximum incoherence of the row/column spaces ofL. If deg max (S)inc(L) < 1 12 , then the unique optimum of the convex program is (Ŝ,L) = (S,L) for a range of values of γ:
Remark 1: In section IV, a heuristics based approach is provided that can obtain the unique decomposition whenever possbile, even if the sufficient condition is not satisfied.
III. MATRIX DECOMPOSITION IN NETWORK TOPOLOGY IDENTIFICATION
In this section, we address how the sparse plus low-rank decomposition can be applied in topology identification.
A. Linear Dynamical System
Consider a linear dynamical system with n interacting nodes defined by the following Linear Dynamic Model
where the exogenous forcing p i (t) at each node i ∈ {1, 2, · · · , n}, is a zero mean wide sense stationary (WSS) process, uncorrelated with p j (t), j = i. The processes
are jointly WSS. Applying Laplace transform on (15) and then Bilinear transform subsequently, we obtain the following discretized model
where
Si(z) . The dynamics in (16) can be compactly written as:
In general, there may exist nodes whose observations are not readily available and remain hidden from the observer. These nodes whose time series data are not available will be called hidden/latent/unobservable nodes. In this article, we consider the existence of latent nodes with an assumption that the number of latent nodes are few compared to the observed nodes. Let the set of observable nodes be denoted by S o with a cardinality of n o and the set of latent nodes by S h with a cardinality of n h . Let {x i (k)} ∞ k=−∞ be the measured time series for all i ∈ S o which is the only information assumed to be available. The number of latent nodes n h is unknown.
B. Graphical Model
The Linear Dynamic Graph (LDG) associated with (15) is defined as a directed graph G(V, E), where V = {1, 2, · · · , n} and E = {(i, j)|b ji = 0}. There exists a directed edge (i, j), from node i to node j if and only if b ji = 0. 
C. Objective
In this section, we address the following question: Given the time series measurements {x i (k)} for all i in S o , under what conditions can we identify the topology top(G(V, E)) associated with the observed nodes S o . We make the following assumptions regarding the LDG G(V, E):
there exists at least one incoming and outgoing edge from hidden node to two distinct observed nodes.
D. Separating observable nodes from latent nodes
The LDM in (17) is expressed as the following
For the graph G, the power spectral density (PSD) matrix, Φ x ∈ C n×n is:
In block matrix form, this is Φ
. It can be shown that [8] ,
Clearly, (22) shows that S = S * , which is true if and only if S I is anti-symmetric, and this implies that the diagonal entries of S I are zeros. Also, it is known that the spurious edges (corresponding to strict spouses) in the inverse PSD matrices are strictly real valued [8] . Then, we have the following observations on the entries of S:
From the structure of the matrix S, the moral graph is identified. However, if we consider the {S}, the locations of the non-zero entries will yield the true topology among the observed nodes. The following lemma shows that {S} is sparse while {L} is a low rank matrix. 
(26) Proof: From (24), it is evident that all the entries in the imaginary component of S are zero, except for those corresponding to the pair of nodes who are in parent-child relationship. Then, we have that for each of the |E 0 | edges (except for a few pathological cases where {H ij } = 0) that exist between observable node pairs in the top(G o ),
{S ij } = {S ji } = 0 for some ω, which concludes the proof.
To show the upper bound on rank,
Now,
Remark 2: If we can uniquely decompose (Φ −1 oo (ω)) into a sparse (S) and a low rank (L), then the topology among the observed nodes can be obtained along with an upper bound on the n h .
E. Matrix decomposition for PSD matrices
The matrix decomposition described in section II is applicable only to real matrices, whereas the PSD matrices available in (21) are complex. The decomposition (21) can be rewritten as
). Since real and imaginary components are decoupled, this is equivalent to separately decompos-
). As shown in section III-D, (i, j) th entry of S I = 0 implies that the edge (i.j) is present in E o . Additionally, S I is very sparse-convenient for exact decomposition as shown in section II-,and can remove the spurious edges that is present in S R . Therefore, we focus on the decomposition of C = {Φ −1 oo (ω)}, which can be performed by the following convex program. Note that, the unique decomposition exists if and only if (9) is satisfied. We use the following metrics from [11] to measure the closeness of the estimated matrices with the true matrices. Note that, tol γ requires the knowledge of the true matrices S andL, whereas diff t doesn't require any such prior information.
where . F denotes the Frobenius norm and > 0 is some small fixed constant. that E h is nonempty. The set E h is the undirected edge set obtained due to any of the following directed paths:
is the undirected graph corresponding to the latent component.
After obtaining the G h , we propose a heuristic method to obtain top(G). Since we don't know n h , we assume its value and proceed with obtaining the top(G). This is a heuristic and a collection of topologies are obtained by assuming different values of n h . The value of n h is assumed to be one. Let 
IV. SIMULATION RESULTS
In this section, we validate our theoretical results with simulation. All the simulations are performed in Matlab; for solving the optimization problem for matrix decomposition, we use YALMIP [15] with SDPT3 [16] solver.
A. Generative model
For the simulation, we consider the LDG in Fig. 1(a) with the edges given by the following transfer functions: Fig. 3 : Comparison between tol γ and diff t for decomposition of {Φ −1 oo } generated by the LDG in Fig. 1(a) .
accuracy of the estimates using tol γ . In practice, we may not have access to any extra information other than C. Then, it is impossible to obtain the γ required for the unique decomposition from lemma 2.2 and tol γ . Even so, we can obtain a heuristics based approach by solving the SDP (2) for mutliple values of γ with the help of diff t . Since the SDP (30) is equivalent to (2), we demonstrate this by solving (30) for multiple values of t. Fig. 3 shows the values of tol γ and diff t corresponding to the decomposition of {Φ −1 oo (ω)} generated by the graph in Fig. 1(a) , for various values of t. From the plots, it is observed that when t is either very small or very large, diff t plummets to zero. This can be interpreted as follows: when the value of t is smaller than a threshold, the optimal objective value is obtained by assigning the smallest possible value to the second term in the objective. For example, at t = 0 this corresponds to setting zero toL and the objective achieves the minimum value of zero at (Ŝ,L) = (S +L, 0). As t is slowly increased, we still obtain the optimal solution at (Ŝ,L) = (S +L, 0), and hence, diff t is zero for t very small. The exact opposite behavior is observed when t is larger than a threshold, which corresponds to the optimal solution at (Ŝ,L) = (0,S +L). Nevertheless, the value of tol γ is quite high for both of these scenarios, since neither of the solutions are correct. In the middle range of t, it is observed that both the tol γ and diff t are close to zero; the range specified by lemma 2.1.
Therefore, in the real world applications, one approach to identify whether the unique decomposition is possible or not is by looking at the diff t plot. For a given matrix C, if diff t generates a plot similar to Fig. 3 , then, we can obtain the unique decomposition by picking a t that achieve zero in the middle range and solving the SDP (30) at that t.
C. Reconstruction of top(G(V, E))
From Fig. 3 , it is evident that {Φ −1 oo (ω)} can be decomposed uniquely intoŜ andL, when γ belongs to the middle region where tol γ is zero. Note that, due to perfect retrieval, the matrixŜ matches with {S} in (22). From the properties of the structure of {S}, we obtain top(G o (S o , E o )), which is given by Fig. 2(b) . The rank ofL is 2, which gives an estimate that the number of hidden nodes is one, using Lemma 3.1.
Next, we obtain the undirected graphs G d (S o , E d ) and G h (S o , E h ) as explained in Section III-F, which are shown in Fig. 1(d) and Fig. 2(a) respectively. The number of hidden nodes is assumed to be one and is denoted by h. Hence, the vertex set V := S o ∪ h. We computed the edge set E 1 (see Fig. 1(c) ) and obtained the top(G(V, E 1 ∪ E o )) which matched with true topology top(G(V, E)) as shown in Fig.  1(b) .
V. CONCLUSIONS
In this article, we proposed a new approach to reconstruct the topology among observable nodes. We showed that the imaginary part of inverse power spectral density matrix can be decomposed into a sparse and a low-rank matrices by exploiting the structure. Based on the structure of {Φ −1 oo (ω)}, we obtained a dense graph that contains the sparse subgraph corresponding to the topology restricted to observed nodes and a dense graph due to latent node effect. With a few assumptions that are justified in practice, we proposed a heuristic based approach to reconstruct the true topology which includes the structure with hidden nodes. Our approach can reconstruct topology of networks with loops and unidirectional links among the observable nodes. We also showed that the rank of the low-rank matrix provides a lower bound on the number of hidden nodes.
