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Abstract
The cognitive interference channel extends the classical two-user interference channel
to have unidirectional cooperation at the transmitters. In this model, the cognitive
transmitter is assumed to have noncausal knowledge of the other transmitter’s cur-
rent message (primary message). This a priori knowledge is used by the cognitive user
to accomplish its two main purposes, i.e., to relay the primary message in order to
boost the primary user’s data rate and to maximise its own data rate by cancelling the
interference at its receiver. The cognitive interference channel is well studied in the
literature and capacity results are available for the weak and very strong interference
regimes, amongst others. A general solution is still elusive. In this thesis we study
the capacity region of cognitive structures that are based in their core on the cognitive
interference channel but with the aggregate that an additional node is considered, e.g.,
an additional receiver node, an additional transmitter node or a relay node.
The cognitive broadcast interference channel consists of the cognitive interference chan-
nel with an additional receiver. The cognitive side serves either one or two receivers
and the interference goes from the cognitive transmitter to the primary receiver only.
In this model we provide a general achievable rate region when the cognitive side serves
two receivers. We analyse the discrete memoryless channel and show that the region
simplifies to existing results in the literature when certain assumptions are made. An
achievable rate region for the Gaussian channel is also provided for the case where the
cognitive side sends common information to both receivers. When the cognitive side
serves only one receiver, we provide an achievable rate region and an outer bound and
show the gap graphically.
The cognitive interference channel with a relay consists of the cognitive interference
channel with an additional relay node. In this model we show that as in the inter-
ference channel with a relay, interference forwarding is also beneficial. We describe
analytically achievable rate regions and show the benefits of interference forwarding.
We also provide an achievable rate region with generalised interference forwarding, i.e.,
the relay forwards the intended message and the interference simultaneously, and show
that allowing the relay to allocate part of its power to forward interference is beneficial
when we are in the strong but not in the very strong interference regime.
The cognitive interference channel with causal unidirectional destination cooperation is
formed by transferring the relaying capabilities of the relay node in the previous model
to the cognitive receiver and its operation is causal rather than strictly causal. In this
model we show that instantaneous amplify and forward is good enough to achieve the
capacity region of the Gaussian channel. We derive analytically an inner and outer
bounds and show that they coincide for certain values of the antenna gain at the relay
in the very strong interference regime. We also analyse the cognitive interference chan-
nel with a relay for the case where the relay operates causally. The capacity region is
obtained for a special case of very strong interference.
The cognitive multiple access interference channel consists of the cognitive interference
channel with an additional cognitive transmitter. In this model the interference goes
from the primary user to the cognitive receiver only. The cognitive users form a MAC
channel. We show for this scenario that dirty paper coding achieves the capacity region
in the Gaussian case. In the analysis we make use of encoding techniques first utilised
for the MAC with state available noncausally at the encoder.
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Cognitive Interference Relay Channel
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Chapter 1
Introduction
As it is widely known, the increasing demand for voice and data services experienced
in today’s communication systems is leading the industry to the verge of spectrum
gridlock. The radio spectrum is a limited resource and its efficient utilisation is required
in order to get the most of it. In order to deal with the spectrum scarcity, the concept
of a radio that is aware of its surroundings and can adapt its transmission parameters
has been proposed: cognitive radio. The term cognitive has been widely used in the
literature to refer mainly to sensing the availability of spectrum holes and make use
of it, and to having the current message transmitted by the primary user in a causal
or noncausal manner. The latter is the main assumption in the Cognitive Interference
Channel (CIC). The cognitive transmitter can utilise sophisticated encoding schemes
in order to cancel the interference at its receiver while it cooperates with the primary
user by relaying the primary message. Note that in the cognitive interference channel,
both transmitters use the channel simultaneously. The cognitive interference channel
can also be seen in the context of wireless sensor networks (WSN) in which two sensors
have different sensing capabilities that originate a degraded structure of the messages
that need to be communicated. The cognitive interference channel has been extensively
investigated in the literature and we will provide an account of it in Chapter 2.
This thesis focuses on investigating extensions of the cognitive interference channel. We
analyse channel models that have the cognitive interference channel as part of their core
but with the difference that a new ingredient is added. The ingredient is mainly a new
communication node that can be a transmitter node, a receiver node or a relay node.
We develop encoding schemes for these models and obtain achievable rate regions. We
also derive outer bounds and show the capacity region for special cases.
1.1 Preliminary background
Network information theory occupies itself of the study of the fundamental behaviour
of networks that are usually simplified models of real life communication systems. This
study consists in characterising fundamental measures that describe the network, e.g.,
capacity region, and so on. There are basic building blocks or channel structures that
1
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are the smallest models that describe the fundamental behaviour of particular com-
munication scenarios. For these fundamental behaviours, different encoding techniques
can be developed. The building blocks are the multiple access channel (MAC), the
broadcast channel (BC), the interference channel (IC) and the relay channel (RC).
These channels have been extensively studied in the literature and capacity character-
isations have been found for the MAC and in special cases for the BC, IC and RC. A
brief account of these developments can be found in Chapter 2.
The CIC extends the IC to a model that allows unidirectional cooperation at the trans-
mitters. Therefore, the CIC shares the fundamental behaviour of the BC and the IC.
These combination of characteristics inherited from the fundamental building blocks
allow the design of encoding schemes for this model that are as well combination of
schemes developed for the BC and IC. As it happens for its parents, the capacity re-
gion of the CIC is still elusive. However, by having this unidirectional cooperation,
certain difficulties encountered in the analysis of the IC are not present in the analysis
of the CIC. To make this more clear, consider the interference channel where the in-
terference is unidirectional; this model is known as the Z-IC. For such a setting only
the sum capacity is known, whereas for the cognitive Z-IC, the capacity region can be
characterised for special cases. More details about this can be found in Chapter 2.
1.2 Motivations and Challenges
As it has been seen before, the CIC is a model for unidirectional cooperation at the
transmitters. We can think of it either as a model for cooperation in a mobile com-
munication context or as a model for a WSN. Although the CIC has been extensively
studied in the literature, we can still find simple extensions of it that are able to pro-
duce interesting insights on the behaviour of a larger cognitive network. Consider the
scenario where one sensor is capable of detecting three events and another sensor is able
of detecting only one of them as it is depicted in Figure 1.1. The receiver nodes require
to know of events E0 and E1, and E0 and E2 respectively. The receiver requirements
originate a degraded structure of the messages at node 1. This model is an extension
of the CIC where node 4 requires a message that originates at node 1 and it can be
seen as the combination of the broadcast channel with degraded message sets [1] with
the CIC. In Chapter 3, this model is described in a mobile communication context. We
named this model as the CIC with common information (CICC).
As we read the literature of information theoretic models for communication systems,
we find hybrid models as the interference relay channel [2]. One may feel tempted to
do a straightforward extension of the CIC into a CIC with an external relay; however
a justification for such an extension is required. As it is known, cooperative communi-
cations can provide huge benefits, improving the efficiency of the spectrum utilisation.
In the mobile communication context, a cognitive system that ideally should not in-
terfere with the primary users can also provide other ways to help the primary users
besides the relaying that takes place at the cognitive transmitter. Hence an external
relay can be thought as a resource of the Cognitive system to provide extra benefits
to the primary system as a reward for utilising its spectrum. In a WSN context, the
relay can be thought as an intelligent repeater placed in order to improve the signal at
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Figure 1.1: A wireless sensor network where sensor 1 is able to detect three events,
whereas sensor 2 only can detect one of them. Node 3 is interested in E0 and E1 and
node 4 is interested in E0 and E2.
Figure 1.2: A wireless sensor network where sensor 1 is able to detect two events,
whereas sensor 2 only can detect one of them. Node 3 is interested in E1 and node
4 is interested in E2. A relay helps the communication from the transmitters to the
receivers.
the receivers as the direct links may be poor. The model is depicted in Figure 1.2. We
named this model as the CIC with a Relay (CICR)
Consider a variation of the previous model. The relaying capabilities of node R are
transferred to node 3. The model is depicted in Figure 1.3. Due to the relaying capa-
bility at a receiver, a WSN seems to be the ideal scenario for this model as in mobile
communication scenarios, e.g., downlink scenario, the receivers do not have transmis-
sion capabilities. This model is known in the literature as the CIC with unidirectional
destination cooperation (CIC-UDC). In the models with relays above, it is customary
to consider the relaying node to act as a strictly causal relay, i.e., the relay can only
utilise its past received symbols in the encoding of its current transmit symbol. We
extend our models to the case where the relaying function can be done causally rather
than strictly causally, i.e., the relay’s transmit symbol depends not only on its past re-
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Figure 1.3: A wireless sensor network where sensor 1 is able to detect two events,
whereas sensor 2 only can detect one of them. Node 3 is interested in E1 and node 4
is interested in E2. Node 3 has relaying capabilities.
Figure 1.4: A wireless sensor network where sensors 1 and 5 detect a third event E2.
Node 3 is interested in E1 and E5 and node 4 is interested in E2.
ceived symbols, but also on its current received symbol. This assumption captures the
nature of a wireless communication scenario where the overall delay spread, including
the path through the relay, is much smaller than the inverse of the bandwidth.
All previous models are primarily for downlink scenarios. Consider now an uplink
scenario where two cognitive users are the transmitters of a multiple access channel
(MAC) and their receiver is interfered by a third transmitter. The model is depicted
in Fig.1.4. This model could also be interpreted from a WSN point of view. Sensors
1 and 5 can detect a third event (E2) and exploit that knowledge to boost their data
rates.
On the challenges side, as more complexity is added to a network, the information theo-
retic analysis becomes more difficult as more parameters need to be taken into account.
In the case of the CICC, although the capacity of the broadcast channel with degraded
message sets is known, the capacity of the CIC is not known in general. The combina-
tion of these two models is likely to share characteristics of both settings and therefore
constrain the standard encoding methods to achieving the capacity region. The same
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reasoning also applies to the models with relays that we presented above. However,
simplifications can always be made in the scenarios in order to approach the achievable
rate regions to the capacity region, as we will show in the subsequent chapters.
1.3 Contributions and Organisation of the Thesis
The main contribution of the thesis is in developing understanding of models that are
extensions of the CIC. We develop simple encoding schemes that are combinations of
schemes for the CIC and the relay channel, amongst others. We also provide outer
bounds by applying, in most of the cases, standard techniques.
In Chapter 2 we provide an account of the state of the art of the CIC. We begin by
giving a brief introduction to Information Theory and the techniques utilised in the
analysis of information theoretic models, as the Interference Channel (IC), Broadcast
Channel (BC) and channels with state information available noncausally at the trans-
mitter. A combination of the encoding techniques for these models is utilised in the
analysis of the CIC. The purpose of giving this detailed account of the CIC is because
it allows to introduce all the encoding schemes available for the CIC, which we will
later utilise in the analysis of the extended models.
In Chapter 3 we study a type of Cognitive Broadcast Interference Channel (CBIC). We
name this model the Cognitive Multilevel Broadcast Interference Channel (CMBIC).
We propose this channel as a model of a heterogeneous network where the cognitive
transmitter, which serves two users, is a femtocell that has a degraded message struc-
ture that needs to convey to its receivers. The primary transmitter is a macrocell that
serves one user located at the edge of the coverage area. The difference from models
in the literature is that the femtocell is also capable to serve the macrocell user lo-
cated its vicinity. We analyse the discrete memoryless channel and provide a general
achievable rate region. We later show that the general achievable rate region includes
the achievable rate regions of other models in the literature. We give special attention
to the channel where the cognitive transmitter serves only one user which we call the
Cognitive Interference Channel with Common information (CICC) for which we also
provide an analysis in the Gaussian case.
In Chapter 4 we study another type of CBIC. The model is the cognitive broadcast
z-interference channel (CBZIC). In this model the cognitive transmitter serves one user
only and interferes only one user of the primary broadcast channel. The motivation for
this model is similar as for the previously described CBIC. In this case the macrocell
has two users and only one is located at the edge of coverage area, i.e., the femtocell
cell can only help this user and not the one that is located at the centre of the coverage
area. We provide two achievable rate regions for this model. The first one based on
Gelfand-Pinsker coding and the second one on superposition coding. We also provide
an outer bound employing the entropy power inequality. We show that the Gelfand-
Pinsker based inner bound outperforms the superposition coding based inner bound
for certain values of the channel gains, and vice versa.
In Chapter 5 we add a relay node to the CIC. The model considered is the Cognitive
Interference Channel with a Relay (CICR). We study this model in the very strong
interference regime. We specifically show the benefit of interference forwarding in this
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model. We develop an encoding scheme that combines block Markov coding, utilised
in the relay channel, with the encoding scheme that achieves capacity in very strong
interference for the CIC, i.e., superposition coding. We show the capacity region for
two special cases of CICR. We compare the CICR with generalised relaying, i.e., when
the relay encodes both messages simultaneously, with the CIC in strong but not in very
strong interference. We show that with the CICR we have a degree of freedom as we
can have the model in very strong interference while the CIC is in strong interference,
i.e., not performing optimally.
In Chapter 6 we deal with two models where the relay operates causally rather than
strictly causally, i.e., the relay’s transmit symbol depends not only on its past received
symbols, but also on its current received symbol. In the first model the cognitive
receiver acts also as a relay. The model is the CIC with unidirectional destination
cooperation (CIC-UDC). The second model is the CICR but where the relay operation
is as described above. For the first model we show that an encoding scheme based on
instantaneous amplify and forward (AF) is enough to achieve the capacity region in
very strong interference. For the second model we also use instantaneous AF but only
obtain the capacity region for a special case of very strong interference.
In Chapter 7 we study the cognitive multiple access z-interference channel (CMAZIC).
This model is motivated by a cognitive uplink scenario. It consists of two cognitive
MAC users and a point to point channel. The interference goes from the primary user
to the receiver of the cognitive MAC. We provide an achievable rate region for the
discrete channel employing the techniques used for the MAC with state available non-
causally at the encoders. We also show that this achievable rate region is the capacity
region for the Gaussian channel.
In Chapter 8 we provide a summary of our contributions and outline the future work
that can follow our results.
1.4 Notation
The notation of [3] is utilised throughout the thesis. Lower case letters (e.g. x, y)
are used to denote values of random variables. Upper case letters (e.g. X,Y ) denote
random variables. A sequence of random variables (Xi, ...Xj) is denoted by X
j
i , for
1 ≤ i ≤ j. When i = 1 the subscript is dropped Xj = (X1, ..., Xj). The probability
mass function (pmf) of a random variable (RV) X is denoted by pX(x). We often
drop the subscript when the pmf is understood from the context, e.g. p(x). The
entropy (differential entropy) of a RV and mutual information between two RVs are
indicated by H(·) (h(·)) and I(·; ·) respectively. The capacity function is defined as
C(x) = 1/2 log(1 + x) where the logarithm is to the base 2. Given a real number
x ∈ [0, 1], define the complement as x¯ = 1− x.
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Chapter 2
The Cognitive Interference
Channel
2.1 Introduction
The Cognitive Interference Channel (CIC) is an information theoretic model for causal
or noncausal unidirectional cooperation at the transmitters. It shares the word cogni-
tive in its name with a different and possibly better known area of research which is the
Cognitive Radio; however their origin is the same. All began some years ago with the
apparently unavoidable spectrum gridlock [4]. It is not a secret to anyone that the radio
spectrum is a limited resource and the rapid increase of its utilisation, powered by the
enormous demand for voice and data services that we experience today, threatens to
leave no additional room to accommodate new users or deploy new systems or simply
to cope with the increasing demand for data of the current users.
Measurements have shown that this scarce resource is not being utilised efficiently,
namely spectrum holes or chunks of radio spectrum are detected unoccupied for cer-
tain periods of time. Motivated by this, the authors of [5] proposed the concept of a
radio that is aware of its surroundings and can change its transmission parameters in
such a way that can transmit opportunistically on spectrum channels that have been
detected unoccupied. This ability to detect spectrum holes was referred to as cognition
and gave birth to Cognitive Radio (CR). In the Information Theory community, the
definition of cognition took a more general approach [6], i.e., besides having knowledge
of the spectrum holes, the cognitive transmitter has causal or noncausal knowledge
of the other user’s current message and transmission codebook. This assumption al-
lows the cognitive transmitter to employ sophisticated encoding schemes in order to
mitigate the interference at its receiver and simultaneously utilise part of its power
in order to cooperate with the primary user. Both users utilise the channel simulta-
neously. A model with this capability was named the Cognitive Interference Channel
due to its resemblance to the classical Interference Channel (IC) [7]. It is clear that
from an information theoretic point of view, the term cognition has to do exclusively
with cooperation, reason why this model is also known as the interference channel with
unidirectional cooperation at the transmitters [8].
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The CIC has been extensively analysed in the literature. By means of the unidirectional
cooperation at the transmitters it has been shown that both users can benefit of it. The
cognitive user gets a ”license” to transmit on an otherwise unavailable spectrum, and
the primary user can see its transmission rates increased. By utilising this approach,
the cognitive user is allowed to interfere at the primary receiver; however the analysis
shows that there is an increase of the primary user’s data rate in the average. The gain
in data rates and the economic benefit could be reasonable arguments for the current
owners of the spectrum to allow third parties to participate in the communication pro-
cess on the same radio resource.
The analysis of the CIC consists in finding encoding and decoding schemes that are
optimal, i.e., in finding the capacity region. The pioneer work of [6] adapts encod-
ing schemes available for the analysis of the IC to the CIC. They present a general
achievable rate region and show that it improves on the achievable rate region for the
interference channel. Their results triggered the research on this model. As we will
show later, the capacity region of the discrete memoryless CIC is only known for the
weak and very strong interference regimes [9], [8], for when the receivers can be accom-
modated following a probabilistic order; and for the Gaussian CIC it is known for the
weak and very strong interference regimes [10], amongst others.
In this chapter we give a comprehensive account of the state of the art of the CIC. For
a more general account on cognitive radios we suggest the reader to check references
[4], [11] and the more recent [12]. First, we briefly introduce the field of Information
Theory and its relation with communications. Then we go about presenting the funda-
mental tools required in information theoretic capacity analysis. Later on techniques
used in the analysis of the CIC are presented by going through very important results
for the IC, the broadcast channel (BC) and channels with state, amongst others. At
this point we will have gathered all the tools to be able to immerse ourselves in the main
topic of the chapter. We will omit the mathematical rigour that usually accompanies
the treatment of the subject; however all main results are covered providing insightful
comments for their better understanding. We will finish by providing an outlook of
how the research in this field should evolve from our point of view.
2.2 Information Theory and Communications
Since Shannon’s pioneering work was published in 1948 [13], the way analysis of com-
munication systems used to be done, changed drastically. Before this date the research
was focused on finding ways of making the transmitted signal more resistant to the
effect of noise, namely the interest centred in finding the ultimate waveform that would
provide the best signal to noise ratio at the receiver. The problem early researchers
encountered was that the quality of the signal deteriorated rapidly and subsequent am-
plifications and re-transmissions of it amplified also the noisy. Sooner than later the
signal was not useful any more. Shannon looked at the same problem from a totally
different perspective. He thought that if we were able to transmit a digital sequence
with sufficient signal to noise ratio at the other end of the transmission link, we would
be able to reconstruct the message with negligible losses, and in this way the effect of
the noise would be eliminated. With this he basically introduced the topic of Digital
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Communications. However this approach to the problem raised new questions: how
should the structure of the transmitted data stream be? How fast can we transmit
given a noisy channel?
In his paper he defined capacity as the maximum data rate that can be achieved over
a point-to-point channel with probability of error tending to zero. His work shows the
necessity of utilizing a type of mapping of the message (data stream to be transmit-
ted) into other type of streams known as codes, which basically add redundancy to the
messages. In practice these codes are engineered such that an error can be recognized
at the receiver when the received stream does not belong to the set of codes. It is also
possible to make an error not knowing that it is being made. All possible cases were
considered in his mathematical analysis of the point-to-point communication channel
which set the foundation of the techniques used nowadays in the capacity analysis of
communication networks. In the next section we study the basic ingredient and tools
needed to this end.
2.3 Fundamentals of Information Theory
In the analysis of the point-to-point channel, Shannon considered the scenario of having
a discrete memoryless source (DMS), namely a source whose outputs are symbols that
are independent of previous ones but identically distributed (iid). Considering long
enough data streams from the source the weak law of large numbers (WLLN) can be
utilised to predict the structure of the output. It turned out that there is a set of
sequences that accounts for most of the probability, namely the sequences that will
come out of the source will belong to this set with probability approaching to 1.
The ingenious idea here is in doing a mapping from the message set that the transmitter
wants to convey to this selected set of sequences (codewords) commonly referred to as
the typical set [14]. A collection of codewords that represents the set of messages is
called a codebook. With this mapping the decoder at the receiver finds codewords that
are typical with the incoming sequence, and declares victory if one and only one is
found. This procedure is known as joint typicality decoding [14].
For the rigorous mathematical description of typical sequences the notion of Entropy
of a random variable was introduced. To stick with the historical account it is fair
to say that the actual definition of the entropy results naturally from the study of
the probability distribution of any long enough sequence that comes out of the DMS.
This study, known as the Asymptotic Equipartition Property (AEP), states that the
probability of any long enough sequence (length n) that comes out of a DMS is close
to
2−nH(X), (2.1)
where H(X) = −E[log(p(x))] is the entropy of the random variable X, which is the
source and draws symbols from a symbol alphabet X with probability p(x). From its
definition, the entropy of X can be seen as a measure of its uncertainty in the average,
namely the number of bits needed in the average to describe X, if we are talking about
binary random variables. The astonishing result of (2.1) tells us, roughly speaking,
that when we see the output of a DMS long enough, the probability of what we see is
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almost constant.
For describing the capacity of the point-to-point channel, a channel with transmitter
described by the random variable X and receiver described by the random variable
Y , Shannon utilized another measure known as the Mutual Information. The mutual
information between X and Y is defined as
I(X;Y ) = H(X)−H(X|Y ). (2.2)
This quantity can be seen as the information we get about X from the observation of
Y and vice versa. On the right hand side of (2.2) we have H(X), the uncertainty of
X and H(X|Y ), the uncertainty remaining in X after observing Y . The subtraction
is certainly the new information that we obtain. Shannon defined the capacity of the
point-to-point channel as the maximum of (2.2) over all p(x).
In his analysis of the capacity of the discrete memoryless channel (DMC), Shannon
introduced a random coding argument which has the following fundamental character-
istics:
• The probability of error is nonzero but arbitrarily small.
• The channel is used many times (n) to be able to utilize the law of large numbers.
• The probability of error is averaged over a random choice of codebooks.
This assumptions allowed a symmetrisation of the probability which then was used to
show the existence of at least one good code. An outline of the steps of the proof are
shown next:
• A code C is generated at random.
• The code C is revealed to the receiver and sender. The probabilistic relation
between transmitter and receiver is also assumed to be known at both parties.
• The message set is assumed to be uniformly distributed.
• Every message is mapped into a codeword. At transmission time, the correspond-
ing codeword to the message that wants to be sent is transmitted.
• The receiver receives a transmitted sequence.
• The receiver guesses which message was sent by utilising joint typicality decoding.
• The probability of error is shown to approach to zero as long as the transmission
rate is less than or equal to (2.2).
How can we be sure no rate beyond what is achieved by this procedure is possible? To
solve this uncertainty a converse proof has to be provided, namely a set of mathematical
arguments that puts an upper bound to the achievable transmission rate. In the proof
of the converse a common tool is Fano’s inequality [14]. This inequality relates the
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conditional entropy of the transmitted message given the estimated message with the
probability of error. In its simplest form it is described by the following relation
H(M |Mˆ) ≤ 1 + P (n)e nR, (2.3)
where M and Mˆ are random variables that represent the messages that are sent and
estimated at the receiver respectively, n is the number of uses of the channel and R is
the transmission rate. This means that to estimate the input with small probability of
error, the conditional entropy has to be small.
Shannon did not provide a procedure to find that good code that achieves capacity;
however the sole notion of its existence triggered an avalanche of research in the field
that has ultimately provided with numerous practical codes that are used in commu-
nication systems today and approach very close to this number.
The achievability outline in the previous paragraphs can be extended to channel con-
figurations with more than one message involved, namely more than one user. In this
scenario the task is to obtain the maximum simultaneously achievable rates or what
is the same, the convex hull that encompasses all possible achievable rate regions: ca-
pacity region. Similarly as in the point-to-point case, to prove that a collection of
achievable rate regions is the capacity region, a converse proof has to be provided. By
utilising Fano’s inequality the probability of error is bounded toward zero and a rate
region description that coincides with the achievable one sought. This means that the
description found is an outer bound to all achievable rate regions. In the next section
we will deal with these multiuser channel configurations. Techniques for achievability
will be presented as well as outer bounds.
2.4 Interference, Broadcast and Channels with State
The next step after the introduction to Information Theory in the previous section is
the study of the classical channel configurations that constitute the basis of Network
Information Theory [3]. We precisely concern ourselves in this section with the Interfer-
ence Channel (IC)[7], Broadcast Channel (BC)[15] and a type of channel with state at
the transmitter [16]. We will see later on that the CIC borrows encoding and decoding
techniques developed for the channels previously mentioned.
The interference channel is depicted in Figure 2.1(a). The channel consists of two trans-
mitters and two receivers. Each transmitter has one private message that intends to
communicate to its receiver. Similarly we have the broadcast channel in Figure 2.1(b)
which consists of one transmitter and two receivers. The transmitter intends to commu-
nicate one different message to each receiver. And in Figure 2.1(c) the point-to-point
channel with state available noncausally at the encoder is depicted. In this scenario
the transmitter intends to communicate one message to its receiver under the influence
of known impairment. Three encoding techniques were developed for the previously
described channels that are also used in the encoding process of the CIC. They are rate
splitting, superposition coding and Gelfand-Pinsker coding and are detailed next.
14 Chapter 2. The Cognitive Interference Channel
),|,( 2121 xxyyp
nY1
Encoder 1
Encoder 2
Decoder 1
Decoder 2
nY2
nX1
nX2
1m
1mˆ
2m 2mˆ
(a) Interference Channel.
)|,( 21 xyyp
nY1
Encoder
Decoder 1
Decoder 2
nY2
nX1
1mˆ
2mˆ
21,mm
(b) Broadcast Channel.
Encoder Decoder
nY
nXm mˆ),|( sxyp
ns
(c) Channel with state at the transmitter.
Figure 2.1: Some classical channels in Network Information Theory.
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Figure 2.2: Rate splitting in the IC.
2.4.1 Rate splitting
This encoding technique was developed for the IC [7] with the aim of allowing each
receiver to decode part of the message intended to the other receiver, hence minimizing
the effect of the interference. To accomplish this, each encoder splits its message into a
common part, decoded by both receivers, and a private part decoded by the intended
receiver only. By the splitting process each encoder lowers the rate of the common part
of the message in order to guarantee decoding at the opposite receiver. This process is
depicted in Figure 2.2. It can be noticed that each receiver decodes part of the other
user’s message denoted in lighter colour.
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Figure 2.3: Superposition coding. The cloud center codeword is represented by un(m2)
and the cloud codeword is represented by xn(m1,m2).
2.4.2 Superposition coding
This encoding technique was developed for the BC [15]. It consists in creating a prob-
abilistic relationship between the codewords that carry the messages. Without loss of
generality one receiver is assumed to have better view of the incoming signal than the
other, referred to as the better receiver. Then for each generated codeword for the
worse receiver at the encoder, a set of codewords for the better receiver is generated.
The procedure resembles the structure of the atom where we have a nucleus and a cloud
of electrons around it. Figure 2.3 depicts this analogy. Each codeword un(m2) or cloud
center has its corresponding cloud of codewords xn(m1,m2).
At the other end, the worse receiver decodes the cloud center and the better receiver
decodes the cloud codeword after having decoded the cloud center.
2.4.3 Gelfand-Pinsker coding
This encoding technique was devised for the channel with state information available
noncausally at the encoder. The state sn can be seen as interference at the receiver
that impairs the communication. As this interference is available at the transmitter the
technique consists in creating a statistical dependence between it and the codewords
that carry the messages. This allows the transmitter to communicate to the interference
oblivious receiver at rates that are capacity achieving. It can be interpreted as letting
the encoder choose a codeword that belongs to the vector space that surrounds the
known interference and is as far as possible from it, allowing the message to be decoded
at the receiver.
The encoding process is depicted in Figure 2.4. For each message mi ∈ [1 : 2nR] a
subcodebook b(mi) of 2
L−R sequences un(j) is generated. Given the state sn and the
intended message mi, the encoder seeks a sequence u
n(j) ∈ b(mi) such that it is jointly
typical with sn and transmits xn(un(j), sn). At the receiver, un(j) is recovered using
joint typicality decoding and its subcodebook index is declared as the message sent.
We have presented the three main encoding techniques for the IC, BC and channel with
state at the transmitter, that will be utilized in the next section in the description of
the encoding schemes for the cognitive interference channel.
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2.5 The Cognitive Interference Channel
The cognitive interference channel is depicted in Figure 2.5. It consists of two trans-
mitters and two receivers. Each transmitter intends to communicate a private message
to its receiver. The cognitive transmitter, denoted with the number 1, is assumed to
have noncausal knowledge of the primary user’s message. This unidirectional side in-
formation permits the cognitive transmitter utilise cooperative strategies in order to
increase the overall capacity of the system. This channel is also known in the literature
as the IC with unidirectional cooperation or the IC with degraded message sets.
The assumption of having perfect knowledge of primary messages at the cognitive trans-
mitter may seem inappropriate considering the fact that delay constraints need to be
taken into account; however if the primary transmitter will transmit its message to
the cognitive transmitter in advance or a high data rate backhaul is available between
both systems, the idealistic assumptions begin to appear more feasible. In any case,
capacity results for a channel with the characteristics afore mentioned will constitute,
in the worst case scenario, upper bounds of transmission rates.
An important aspect of this model, although it concerns more to the Gaussian channel
that we will see later on, is that both transmitters share the same spectral resource,
namely they transmit at the same time. Due to this reason, transmitter 1 cooperates
with the primary user by re-transmitting this user’s message. There is indeed interfer-
ence from the cognitive transmitter to the primary receiver and vice versa, however, as
we will see later on, by means of cooperation the achievable rate region is enlarged in the
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Figure 2.5: The Cognitive Interference Channel.
average compared with the one obtainable with a naive orthogonalization transmission
strategy. It is important noting as well that cooperation at the cognitive transmitter
makes this channel to be regarded as a hybrid of the IC, BC and the channel with state
available at the encoder. For that reason it can borrow encoding schemes from these
channels in its effort to boost the primary user’s rate as well as capitalize on getting
positive rates to convey its own message. The CIC with causal side information [6, 17]
and partially cognitive transmitter [18] can also be found in the literature, however we
focus in this account on the noncausal scenario. We present next a collection of the
encoding techniques for the CIC grouped in 5 schemes.
2.5.1 Schemes for achievability
As we saw previously, the CIC is a channel that combines characteristics of the IC, the
BC and channels with state at the transmitter. Intuitively, this leads to the formula-
tion of encoding schemes for the CIC that are a combination of encoding techniques
developed for these three channels in particular. To avoid confusion in the rest of this
document, we make clear that with technique we mean a single and uniquely defined
encoding tool towards achieving a certain objective. With scheme we mean a collection
of techniques that are used simultaneously. In the following we show two groups of
encoding schemes for the CIC. The first group of schemes was developed before the
second group, chronologically speaking.
Schemes 1[6], 2[19] and 3[20] in Figure 2.6(a), Figure 2.6(b) and Figure 2.6(c) re-
spectively belong to the first group and schemes 4[17] and 5[21] in Figure 2.6(d) and
Figure 2.6(e) respectively belong to the second group. Before describing the schemes
we need to explain the graphical representation. The random variables enclosed in di-
amond shapes carry cognitive user messages and those in square shapes carry primary
user messages. The subscripts ’c’ and ’p’ indicate that the messages encoded are the
common and private parts respectively as result of rate splitting. Solid and dashed lines
indicate superposition and Gelfand-Pinsker coding respectively. In the schemes where
X2 and X1 have no links it means that they are deterministic functions of the other
random variables with which they share the same shape. There is one exception but it
will be clarified later on. In the schemes where X1 is enclosed in both shapes it means
that the deterministic mapping is done from all other random variables. This notation
is generalised in [22], where a general framework to derive achievable rate regions based
on random coding for any memoryless multiterminal network is presented.
Consider first the schemes that belong to the first group. Rate splitting is utilized on
the cognitive side in the three schemes. On the primary side only in Scheme 1 a true
rate splitting is done. In Scheme 2 the primary message is not divided and although
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it is divided in Scheme 3, they continue to be private. Gelfand-Pinsker coding is per-
formed in parallel in schemes 1 and 2, as no dependence exists between the random
variables that carry the split messages on each transmission side; and it is performed
in succession in Scheme 3 as there is a superposition coding step.
In the second group both schemes include a new ingredient referred to as broadcasting.
This technique consists in mutually applying Gelfand-Pinsker coding between two code-
words. This is done in Figure 2.6(d) between U1p and U˜2p and in Figure 2.6(e) between
U1p and V2p. Rate splitting is performed in both schemes. A fundamental difference
is that in Scheme 4, both random variables U2p and U˜2p carry the same message and
in Scheme 5, V2p and X2 carry different messages. This is because in Scheme 5 the
primary user’s message is split into three parts and V2p is sent at the cognitive and not
at the primary transmitter. Also there are differences in some binning (Gelfand-Pinsker
coding) and superposition coding links. In Scheme 4, X2 is not a deterministic function
of U˜2p as the latter is generated at the cognitive transmitter.
After having given a brief description of what each encoding scheme includes it is im-
portant to point out the rationale behind each of them. It is worth noting that they
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are chronologically ordered and that each of them attempt to improve or generalize
the achievable rate region of the predecessors. We may be able to say that Scheme 1
[6], being the first in the CIC literature, identified the characteristics of the channel
and attempted, somewhat blindly, a hybrid scheme for this model. The best encoding
techniques for the IC [23] and Gelfand-Pinsker coding [16] were combined and demon-
strated with it that the achievable rate region increases. We say blindly, as we will
see later, maybe precoding against a codebook that is intended to be decoded at the
cognitive side is unnecessary.
Additionally to rate splitting and Gelfand-Pinsker coding, Scheme 2 [19] adds cooper-
ation. This means that the cognitive transmitter utilizes part of its resources in order
to send the primary user’s message. That is probably the main improvement of this
scheme. The same is done in Scheme 3 [20] but additionally a superposition coding
step is added. With this probabilistic relation, the rate of the common part messages
is subordinated to the rate of the private part. Also by means of superposition the
scheme emulates the encoding for the degraded BC.
It can be noticed that schemes 1-3 leave some voids that are filled by schemes 4 [17]
and 5 [21]. Maybe it would be more profitable to emulate part of the encoding scheme
of the general BC: Marton coding [24]. This technique is based in creating dependency
between the input codewords that carry independent messages. As in the general BC
superposition coding is suboptimal, Marton coding promises to increase the achievable
rate region of the CIC. Schemes 4 and 5 add this feature that is referred to here as
broadcasting. With this feature the inner bounds of these schemes can be reduced to
the achievable rate region for the general BC. Scheme 5 improves on that by adding
extra Gelfand-Pinsker and superposition coding relations and the fact that the encod-
ing is done simultaneously and not sequentially as in the previous schemes; however it
is not clear how this improves the inner bound.
Which scheme is better? we have no answer to that question but it can be said that
each scheme generalizes the predecessors. Strict containment of their rate regions is not
claimed by any of the schemes, however scheme 5 generalizes all other schemes. Another
important point to set clear is that the capacity region of the discrete memoryless CIC
(DM-CIC) in the regimes on which it is known is achieved by simple encoding schemes
that are subsets of the ones previously described. Later on in section 2.6.2 we compute
the inner bounds obtained with these schemes in the Gaussian channel and provide a
comparison graph. Next section classifies the DM-CIC into sets according to certain
conditions that are fulfilled.
2.5.2 Channel conditions and receiver ordering
The capacity region of the DM-CIC is not known in general. However there exist
certain relations and conditions that, when met, inner and outer bounds for this channel
coincide. These conditions are listed in Table 2.1. They are weak and very strong
interference, better cognitive decoding, less noisy and more capable channels. The
DM-CIC can be classified into sets or classes depending on which of these conditions
hold. Now we proceed to give an intuitive interpretation of the mutual information
relations. We start off with the very strong interference relation [25]. Similar as in the
IC with strong interference [26], the first inequality of this condition for the CIC shows
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Table 2.1: Channel conditions and receiver ordering.
Label Class of DM-CIC Condition
CI [27] Cog. less noisy I(U ;Y2) ≤ I(U ;Y1)
CII [25] Very strong int.
I(X1;Y1|X2) ≤ I(X1;Y2|X2)
I(X1, X2;Y2) ≤ I(X1, X2;Y1)
CIII [9] Weak int.
I(U ;Y2|X2) ≤ I(U ;Y1|X2)
I(X2;Y2) ≤ I(X2;Y1)
C ′III [21] Better cog. decoding I(U,X2;Y2) ≤ I(U,X2;Y1)
CIV [28] Cog. more capable I(X1, X2;Y2) ≤ I(X1, X2;Y1)
that receiver 2 (primary) has better view of the interference (cognitive user signal) than
the intended receiver (cognitive). This means that decoding the cognitive message at
the primary user does not constrain the cognitive user’s rate. The second inequality
suggests that requiring receiver 1 to decode both messages should not prevent achieving
the maximum sum-rate at receiver 2, namely there is no rate penalty in decoding the
interference at the unintended receivers. When only the first inequality of CII holds,
it is said that the channel is in strong interference. On the other hand in the weak
interference condition [9], the first inequality suggests that decoding X1 at receiver 2
(for U = X1), even after having decoded the intended message in X2, should constraint
the rate R1 not allowing it to achieve the interference free rate.
The intuitive interpretation of the better cognitive decoding condition [21] is not very
clear but it can be inferred that receiver 1 has better view of the transmitted signals, at
least to some extent, than receiver 2. For U = X1, it reduces to the second inequality of
the strong interference condition or to one of the two following conditions that, rather
than having a channel quality type of interpretation, they have a receiver ordering type
of interpretation. The cognitive less noisy and more capable conditions are extensions
of the less noisy and more capable BC [29, 30] to the CIC [27, 28]. As in the BC,
it can be proved that the more capable condition is less stringent than the less noisy
condition, moreover it has been shown in [28] that the set of CIC for which the more
capable condition is verified contains all other sets in Table 2.1. This is depicted in
Figure 2.7. It has also been proved in [31] that the better cognitive decoding condition
is equivalent to the weak interference condition. In the following section we summarize
the most important outer bounds for the DM-CIC.
2.5.3 Outer bounds
As we saw in Section 2.3 the converses are proved mainly by employing Fano’s inequal-
ity and the CIC is not the exception. Due to its resemblance with the IC and the BC,
outer bounds for this two channels are usually adapted for the CIC. Table 2.2 sum-
marizes the main outer bounds available in the literature for the DM-CIC. The bound
OI [9] is a general outer bound for this channel. It is obtained by adapting Ko¨rner-
Marton’s outer bound for the general BC with degraded message sets [1]. This bound
is equivalent to OII [9] when the first inequality of condition CIII holds. We will see
in the next section that the latter bound is tight for the weak interference condition.
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Figure 2.7: Containment of classes of DM-CIC.
Bound OIII [20] is adapted from the Nair-El Gamal outer bound for the general DM-
BC [32]. When the first inequality of CII in Table 2.1 holds, this outer bound reduces
to the strong interference outer bound denoted as OIV [20] in Table 2.2. We will see
in the next section that the latter outer bound is tight for the very strong interference
condition.
Previous general outer bounds are difficult to compute because they make use of auxil-
iary random variables which in most of the cases don’t have known cardinality bounds.
The bound OV [21] tries to overcome this and shows in its structure no use of auxiliary
random variables. It is an adaptation of the bound OI where U is substituted by X1
in the second inequality and by Y ′2 in the third. The substitution resembles the use of
side information at the receiver. The variable Y ′2 has the same conditional marginal
distribution as Y2 and it is chosen as to tighten the sum-rate bound appropriately. The
bound OV I [28] combines the last two inequalities of OI with a general bound on the
sum-rate that holds when the cognitive more capable condition is verified. This outer
bound is tight for the cognitive more capable regime. Up to this date the bound OIV
continues to be the best outer bound in strong interference that has a clean represen-
tation. An outer bound has been proposed in [33] that is formed by the intersection of
OIV and another outer bound obtained by utilizing broadcast techniques. This bound
only has clean representation in special cases.
Once an outer bound region is obtained or it has been selected, conditions for it to
meet an inner bound are searched. In the following section we show capacity achieving
schemes that are simplifications of those in Section 2.5.1 that meet some of the outer
bounds in this section for the corresponding channel condition.
2.5.4 Capacity achieving schemes
The capacity region of the DM-CIC is not known in general. It has been characterized
for the channels where the conditions in Table 2.1 hold. It is important to point out
that the encoding schemes are simple compared to those in Section 2.5.1. The optimal
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Table 2.2: Outer bounds for the DM-CIC.
Label Class of DM-CIC Outer bound
OI [9] General bound 1
R1 ≤ I(X1;Y1|X2),
R2 ≤ I(U,X2;Y2),
R1 +R2 ≤ I(X1;Y1|U,X2) + I(U,X2;Y2).
OII [9] Weak interference
R1 ≤ I(X1;Y1|U,X2),
R2 ≤ I(U,X2;Y2).
OIII [20] General bound 2
R1 ≤ I(V,U1;Y1),
R2 ≤ I(V,U2;Y2),
R1 +R2 ≤ I(V,U1;Y1) + I(U2;Y2|V,U1),
R1 +R2 ≤ I(U1;Y1|V,U2) + I(V,U2;Y2).
OIV [20] Strong interference
R1 ≤ I(X1;Y1|X2),
R1 +R2 ≤ I(X1, X2;Y2).
OV [21] General bound 3
R1 ≤ I(X1;Y1|X2),
R2 ≤ I(X1, X2;Y2),
R1 +R2 ≤ I(X1, X2;Y2) + I(X1;Y1|Y ′2 , X2).
OV I [28] More capable
R2 ≤ I(U,X2;Y2),
R1 +R2 ≤ I(X1;Y1|U,X2) + I(U,X2;Y2),
R1 +R2 ≤ I(X1, X2;Y1).
achievable scheme for each of these regimes are detailed next:
Cognitive less noisy [27]
Superposition coding achieves capacity in this regime as for the less noisy BC [29]. The
primary codeword acts as the cloud center. The region obtained meets the outer bound
OII in Table 2.2 for X2 = ∅.
Very strong interference [25]
In this regime the conditions tell us that each receiver can decode the other transmitter’s
message without imposing a rate penalty. Rate splitting is not used and both messages
are encoded and regarded as public. Superposition coding is performed at the cognitive
encoder by superimposing X1 to X2. The achievable rate region using this scheme meets
the outer bound OIV in Table 2.2.
Weak interference [9]
In this regime it is not worth it to decode the cognitive message at the primary receiver
as the cognitive user’s rate would be unnecessarily constrained. Rate splitting is not
used in the achievability process and superposition coding is performed at the cognitive
encoder. The rate region obtained meets the outer bound OII in Table 2.2.
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Better cognitive decoding [21]
This regime was proved in [31] to be equivalent to the weak interference condition, i.e.
CIII ≡ C ′III , thus their capacity regions must be equivalent. Achievability was origi-
nally proved by simplifying Scheme 5 of Section 2.5.1 into another one that performs
rate splitting on the cognitive side only, and superposition coding with the primary
codeword as the cloud center. The achievable rate region obtained meets the outer
bound OI in Table 2.2.
Cognitive more capable [28]
As we showed in Section 2.5.2, this regime includes all other regimes for which capacity
is known for the DM-CIC. Achievability is done by superposition coding at the cogni-
tive transmitter as for the more capable BC [30]. For this regime the achievable rate
region meets the outer bound OV I in Table 2.2. This is the largest set of DM-CICs for
which capacity has been characterized.
As capacity regions are getting harder and harder to obtain and as it has been custom-
ary for other communication models, deterministic and semi-deterministic approxima-
tions have been attempted for the DM-CIC as well. An account of the capacity regions
and techniques of these simplifications is given in the next section.
2.5.5 Semi-deterministic and deterministic CIC
Deterministic models have been extensively studied in the Network Information Theory
literature [3]. From the IC [34] to the Relay channel [35], deterministic approximations
have given ingenious insights into how to achieve better transmission performance and
in certain cases have lead to capacity approximations for the Gaussian Channel, as will
be seen in Section 2.6.4. Their analysis have also suggested the correct assignment of
auxiliary random variables to obtain tighter inner and outer bounds.
In the CIC literature the semi-deterministic channel consists in having the links to
receiver 1 noiseless, namely Y1 = f1(X1, X2) holds. The capacity region of this channel
has been reported in [36],[21]. The capacity region is the region of OI in Table 2.2
simplified for when the deterministic assumption holds. Achievability proceeds from
Scheme 5 in Section 2.5.1 when the encoding is designed with no common part at both
transmitters (U2c = U1c = ∅) and V2p = U . The key idea is the random variable
identification U1p = Y1, possible due to the deterministic assumption.
If we additionally have the condition Y2 = f2(X1, X2), the configuration takes the
name of deterministic CIC. The converse follows readily from the converse of the semi-
deterministic CIC with the additional condition. Achievability follows readily as well
with the additional random variable identification U = Y2, which is possible as U is
generated at the cognitive transmitter, according to Scheme 5 and it knows both inputs
and consequently Y2. In Section 2.6.4 we will see the application of this auxiliary
random variable identification in the computation of the capacity of the Gaussian CIC
to within a constant gap. Next we present an account of schemes and capacity results
for the Gaussian CIC.
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Figure 2.8: The Gaussian Cognitive Interference Channel.
2.6 The Gaussian Cognitive Interference Channel
One can think of the discrete memoryless analysis of communication channels as a
first level of abstraction that is used for the capacity analysis taking into account only
few details of the actual physical phenomena; however it is well defined. It is usually
possible to go from this setup to other levels of abstraction that are more specific as
they take into account other details of the physical phenomena. In this part we occupy
ourselves with Gaussian models for the CIC. The Gaussian approximation could be seen
as a second level of abstraction that models a wireless communication process. Here we
assume that a noise random variable, that adds to our transmitted signal, impairs our
transmission. The Gaussian CIC (GCIC) [6] is depicted in Figure 2.8. This channel
has been normalized as to have unitary direct links, cross links a and b and additive
white Gaussian Noise (AWGN) random variables Z1 and Z2 with unitary variance.
The transmission at each transmitter is subject to average power constraint P1 and
P2 respectively. As can be seen in the figure, transmitter 1 has non-causal knowledge
of user 2’s message m2, due to its cognitive nature. Similarly as in the DM-CIC the
transmission takes place in n uses of the channel and the capacity analysis is complying
with the average probability of error approaching to zero.
Before we embark on the description of the rate regions for the GCIC, we give an
interpretation of the channel conditions in Section 2.5.2 for the Gaussian case in the
next section.
2.6.1 Channel conditions
In this part we give an interpretation of the channel conditions in Section 2.5.2 for the
Gaussian case. Table 2.3 shows the ranges of channel gains according to the channel
conditions relevant for the GCIC. The weak interference regime is given for when b ≤ 1
for any given value of a. This follows from condition CIII in Table 2.1. In the Gaussian
case we say that the CIC is in strong interference when b ≥ 1, i.e., when only the first
inequality of CII in Table 2.1 holds. The very strong interference regime is given for
b ≥ 1 in general and a ≥ b in the special case of equal average transmission powers
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Table 2.3: Channel condition for the GCIC.
Label Regime Condition
C
(G)
I Weak interference b ≤ 1
C
(G)
II
Strong Interference
b ≥ 1
a ≥ b
C
(G)
III
Primary decodes cognitive
P2|1− a|b||2 ≥ (|b|2 − 1)(1 + P1 + |a|2P2)− P1P2|1− a|b||2,
P2|1− a|b||2 ≥ (|b|2 − 1)(1 + P1 + |a|2P2 + 2Re{a}
√
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Figure 2.9: Channel conditions in the GCIC.
P1 = P2. The primary decodes cognitive regime is a subset of the strong interference
regime that is not included in the very strong interference regime. Figure 2.9 depicts
the three interference regimes as presented in [37] and [33] for a generalized GCIC with
complex channel gains. In the next section some of the achievable rate regions of
Section 2.5.1 and the outer bounds of Section 2.5.3 are evaluated for the GCIC.
2.6.2 Inner and outer bounds
In this part we give numerical results of some of the previously detailed achievable
strategies of Section 2.5.1. Consider the GCIC of Figure 2.8 with channel gains a2 =
0.3, b2 = 2, and input random variables distributed according to X1 ∼ N (0, P1),
X2 ∼ N (0, P2) and input power constraints P1 = P2 = 6. For the encoding schemes
where cooperation is implemented at the cognitive transmitter, this is done with the
help of a parameter α ∈ [0, 1]: the cognitive transmitter utilises αP1 to convey its own
message and the rest of its power, α¯P1, to relay the primary user’s message.
Rate splitting is done in the Gaussian case with the help of a parameter β ∈ [0, 1]: when
the cognitive encoder, for instance, wants to allow part of its message to be decoded at
the primary receiver, it splits its message and utilises βP1 to encode the common part
and β¯P1 is destined for the private message. In the case that the cognitive encoder
cooperates and implements rate splitting, αβP1 is used to encoded the cognitive user’s
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Figure 2.10: Achievable rate region of Scheme 2.
common message and αβ¯P1 for the private message.
GP coding in the Gaussian case is done similar as in the dirty paper coding (DPC)
correspondence [38]. In our specific scenario the cognitive encoder wants to precode
the interference from the primary transmitter (X2). The auxiliary random variable,
say U is set to the value U = X1c+λX2, where X1c is the variable used to encoded the
cognitive user’s common message and λ determines the degree of correlation between
U and X2. Now we can proceed with the graphs of the regions.
Figure 2.10 depicts the region of Scheme 2 for the example previously stated. It can
be seen how the convex hull operation takes place. Each subregion (rectangles in the
figure) is obtained for a particular value of α. We get full cooperation for α = 0. In
this case the cognitive user does not transmit its own message and utilises all its power
for relaying the primary user’s message: zero rate for transmitter 1 and maximum rate
for transmitter 2. When α = 1, no cooperation is implemented. For this scenario of
strong interference the value of β shifts the graph to the right or to the left. With no
cognitive private part message (β = 1) the largest region is obtained as the primary
receiver is decoding all the cognitive message.
Figure 2.11 shows three schemes of the ones presented in previous sections. It has been
shown for the DM-CIC that the region of [21] encompasses previous regions; however for
the Gaussian channel the simplifications done to the regions for them to be computable
make them coincide for this particular strong interference example. Scheme 5 [33] is
capacity achieving for the primary decodes cognitive regime.
The dependence of the achievable schemes on the cognitive user transmit power (P1)
is shown in Figure 2.12. Scheme 5 is calculated for two settings. A dramatic reduction
of rate R1 is noticed. This is basically because of the cooperation at the cognitive
transmitter.
Some of the outer bounds for the DM-CIC are computable and are shown in Table 2.4.
2.6. The Gaussian Cognitive Interference Channel 27
0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
Rate Region
R 1
 (b
its
)
R2 (bits)
 
 
BC
Scheme 2
Scheme 3
Scheme 5
Outer Bound
Figure 2.11: Comparison of three achievable rate regions, the broadcast channel capac-
ity region and the strong interference outer bound.
0 1 2 3
0
0.5
1
1.5
Dependence on P1
R 1
R2
P1 = 6P1 = 1
Figure 2.12: Rini scheme E is shown for two settings: P1 = 6 and P1 = 1. A notorious
reduction of rate 1 is noticed.
The bound O
(G)
I is the unifying outer bound of [39]. It reduces to the capacity region
in weak interference, strong interference and primary decodes cognitive regimes. It
reduces to the strong interference outer bound O
(G)
II first presented in [20]. This bound
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Table 2.4: Outer bounds for the GCIC.
Label Regime Region
O
(G)
I [39] General
R1 ≤ C(αP1),
R2 ≤ C(b2P1 + P2 + 2b
√
α¯P1P2),
R1 +R2 ≤ C(b2P1 + P2 + 2b
√
α¯P1P2)
+12 log
(
1+αmax{1,b2}P1
1+αb2P1
)
.
O
(G)
II [20] Strong int.
R1 ≤ C(αP1),
R1 +R2 ≤ C(b2P1 + P2 + 2b
√
α¯P1P2).
O
(G)
III [37] linear bound
R1 ≤ C(P1),
R1 +R2 ≤ C
(
(b
√
P1 +
√
P2)
2
)
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Figure 2.13: R1 and R2 as functions of λ.
results from the computation of the outer bound OIV in Table 2.2 when Gaussian inputs
are considered. The linear piecewise outer bound O
(G)
III was proposed in [37] to solve a
constant gap problem. It results from the bound O
(G)
II by maximizing both rates. The
parameter α represents the correlation between the channel inputs.
On another note it is important to point out that Schemes 1, 2 and 3 depend of
the value of λ that is chosen in the optimization process. To obtain the interference
free rate R1, the λ that optimizes this rate is computed according to Costa’s dirty
paper coding [38]. However, as it can bee seen in Figure 2.13, R1 and R2 are concave
and convex functions of λ respectively. A DPC optimized λ for R1 sets a λ close to
the minimum of R2. This observation lead the authors of [37] to study the possibility
of what they called partial interference ”pre-cancellation”, which is no more than the
search of values of λ for which the overall rate region is optimal.
The optimization process consists in finding the λ that maximizes the sum-rate. This
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process has to be done for each value α utilized for cooperation. Figure 2.14 depicts the
position of the point that achieves the maximum sum-rate for fixed α and λ ranging
from 0 to 2λCosta1 .
As in this scenario the achievable region does not achieve capacity, the sum-rate
optimization point for λ = λCosta1 does not meet point C in the outer bound. For that
reason the selection of λCosta1 in this case only optimizes in the R1 direction. In general
a larger achievable rate region can be obtained by choosing the λ that optimizes the
sum-rate compared to always selecting λ = λCosta1 , although complexity is increased.
In the next section we show graphical representations of the capacity achieving schemes
of the regimes in Table 2.3.
2.6.3 Capacity regions
The capacity region for the GCIC, as for the DM-CIC, is not known in general. It has
been characterized for the special cases of weak interference, strong interference and
primary decodes cognitive regimes. Each of these characterizations are detailed next:
Weak interference [9, 10]
The capacity region of the GCIC in weak interference follows by treating the interference
as noise at the primary receiver and applying DPC at the cognitive transmitter against
the primary user’s message. It is interesting to point out that the achievability scheme
in the Gaussian case differs from the original approach in [9] for the DM-CIC. The
converse follows by showing the optimality of Gaussian inputs by utilizing the Entropy
Power Inequality (EPI) in the bounding process.
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Figure 2.15: Achievabililty scheme for the primary decodes cognitive regime.
Very strong Interference [25]
A similar procedure as in the weak interference regime is utilized in this regime. Achiev-
ability follows by the evaluation of the scheme that achieves capacity for the DM-CIC
in very strong interference for Gaussian inputs and it is verified that meets the strong
interference outer bound in Table 2.4.
Primary decodes cognitive [37]
In this regime achievability proceeds by simplifying Scheme 5 of Section 2.5.1 into the
scheme of Figure 2.15. Utilizing Gaussian inputs and following a procedure similar
to the one described in Section 2.6.2, the achievable rate region is obtained. This
achievable region meets the strong interference outer bound in Table 2.4 when the
achievable R2 bound is redundant. The redundancy condition results in the relation
shown in Table 2.3.
New capacity result [40]
The authors of [40] provide a new capacity result by utilizing an encoding scheme that
generalizes the capacity achieving schemes for the very strong interference and primary
decodes cognitive regimes. They realize that the optimal strategy not only depends on
the channel gains but on the level of cooperation at the cognitive transmitter. There
are values for the cooperation parameter for which the operation point is outside the
very strong interference regime and still the strong interference outer bound O
(G)
II can
be achieved. Figure 2.9 does not show this new region but comprehensive diagrams
can be found in [40]. Figure 2.16 compares the capacity achieving schemes previously
described for the same GCIC of Section 2.6.2. None of the capacity achieving schemes
is tight in this strong interference scenario. It can be noticed that the worst performing
scheme in this setup is the very strong interference scheme and that is because although
the interference free R1 is not constrained by decoding the interference at receiver 2,
the sum rate is very much constrained and thus is R2.
In the next section, capacity results to within a constant gap are presented.
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2.6.4 Capacity to within a constant gap
As it has been seen in previous sections the capacity region of the GCIC is not known
in general. There is still a considerable space in the a vs. b graph for which the inner
and outer bounds don’t meet. In this section we present techniques that have been used
in the literature in order to approximate the capacity region of the GCIC to within a
constant gap.
The constant gap analysis for the GCIC has been inspired by works in the relay [35]
and IC [41] literature. Those works are based on a linear deterministic approximation
of the Gaussian communication channel.
A linear deterministic approximation for the GCIC was presented in [42]. In that work
this approximation lead to the calculation of the capacity region of the GCIC in high
SNR. Insights from this result lead to the formulation of the unifying outer bound O
(G)
I
in Table 2.4. The analysis of this high SNR model also provided arguments to attempt
simple encoding schemes that achieved capacity to within 1.81 bits for any SNR [39].
However later works improved this additive bound to within 1/2 bits and a multiplica-
tive bound of a factor of 2. We detail next these two works:
Work 1
In this work [37] the linear bound O
(G)
III of Table 2.4 is utilized. The achievable scheme
is the one that achieves capacity for the primary decodes cognitive regime. Point A
in Figure 2.17(a) is achieved when the cognitive transmitter uses all its power to relay
the primary user’s message as a Multiple-Input-Single-Output (MISO) channel [43].
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Figure 2.17: Constant gap results.
Point B is a corner point of the piecewise linear outer bound and point C is achievable
when α = 1. The achievability of point C is constrained to the first condition of CGIII
in Table 2.3. Points B and C are with the same R1, then when the bounds R2 are
subtracted a gap of less than 1/2 bits/s/Hz is verified. The multiplicative bound is
obtained verifying that the sum-rate of the piecewise linear outer bound is as much as
twice the achievable sum-rate.
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Table 2.5: Summary of capacity results for the GCZIC
Range of b Capacity region Capacity achieving scheme Reference
|b| ≤ 1 R1 ≤ C(αP1) superposition coding [10][9]
R2 ≤ C( (
√
P2+|b|
√
α¯P1)2
1+b2αP1
) and DPC
1 ≤ |b| ≤
√
1 + P21+P1
R1 ≤ C(αP1) superposition coding [37][45]
R1 +R2 ≤ C(b2P1 + P2 + 2|b|
√
α¯P1P2) and DPC
|b| ≥
√
1 + P21+P1 unknown unknown −
|b| ≤ √P1P2 +
√
1 + P2 + P1P2
|b| ≥ √P1P2 +
√
1 + P2 + P1P2
R1 ≤ C( αP11+α¯P1 ) superposition coding [33]
R2 ≤ C((
√
P2 + |b|
√
α¯P1)
2)
Work 2
The previous work showed an additive constant gap of 1/2 bits/s/Hz that is only
valid when the first inequality of C
(G)
III holds. The work of [36] shows an achievable
additive constant gap of 1/2 bits/s/Hz for all values of channel gains. It also shows
a multiplicative factor of 2 utilizing a simple time sharing achievable scheme. The
constant gap result is depicted in Figure 2.17(b). The authors utilize the insight from
the auxiliary random variable identification in the capacity of the semi-deterministic
CIC in Section 2.5.5 and apply it to the Gaussian case. As it is detailed in [36], the
auxiliary random variable identification Ui ∼ Yi for i = 1, 2 is applied. In this case
the additive gap is between the actual inner and strong interference outer bound and
not the piecewise strong interference outer bound. The multiplicative gap is shown by
utilizing an achievable time division multiple access (TDMA) scheme, and the region
obtained is shown to lie to within a factor 2 gap. It is important to point out that
the scheme of [44] improves the additive gap of [39] by utilizing only one transmission
scheme, and improves the range of applicability of the scheme in [37] as it is valid for
all channel gains.
We present next a simplified type of CIC when one of the interference links is missing.
2.6.5 Gaussian Cognitive Z-Interference Channel
In the case when one of the interference links in Figure 2.8 is missing, due to strong shad-
owing for example, the configuration is known as the Gaussian cognitive Z-interference
channel (GCZIC). Due to the lack of symmetry in the CIC there are two possibilities:
the link from the primary transmitter to the cognitive receiver is missing, i.e., a = 0,
or the other case which implies b = 0. The latter case has been treated in [46] for the
discrete channel. The authors argue that the capacity of this channel is trivial for the
Gaussian case as DPC can be directly applied at the cognitive transmitter and then
both users can achieve the interference free rate. However, the analysis of the discrete
case provides insights on the optimal codebook structure for the primary encoder that
minimizes interference to the cognitive pair. Optimality is obtained by superposition
coding at the non-cognitive transmitter in the case where the channel from the primary
transmitter to the primary receiver is noiseless. It is argued as well that this encoding
technique reduces the impact of the interference at the cognitive receiver, even though
Gelfand-Pinsker coding is being used. This leads to the formulation of the generalized
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Gelfand-Pinsker setting that explains the effect of precoding against a codebook, which
is normally less random than an iid random parameter.
In the case when a = 0, the channel is also known as the cognitive S-interference
channel. Capacity in the weak interference regime follows trivially from the results
for the CIC in this regime [9]. Capacity is also known for a case of moderate strong
interference and for sufficiently large interference. Table 2.5 shows in detail the ranges
of the channel gain b for which capacity results exist. In the second range of channel
gain b, i.e., the weakly strong interference regime, the strong interference outer bound
O
(G)
II in Table 2.4 is achieved by having the primary receiver to decode both messages,
as the regime permits it, and by applying DPC at the cognitive transmitter. In this
regime the rate penalty because of decoding the DPCed cognitive user’s message is not
substantial, thereby it does not constrain the primary user’s rate. This is not true for
higher values of b. For the last range of values of b in Table 2.5, i.e., for sufficiently
strong interference, achievability is proved by superposition coding. The primary user
decodes both messages and the cognitive user decodes its intended message only. The
converse follows by utilizing a BC-based outer bound that is the intersection of the
strong interference outer bound O
(G)
II and the rate region of the MISO BC with de-
graded message sets [47]. It can also be noticed in Table 2.5 that there is a range of b
for which the capacity of the GCZIC is still unknown.
To finalise this account, we present our conclusions in the next section.
2.7 Outlook and Conclusions
We have given a comprehensive account of the cognitive interference channel as it is
available in the information theory literature. We have carried out our survey providing
first some foundations of the information theoretic tools utilized for capacity analysis.
As the CIC captures characteristics of the IC and BC we have given a concise account
of the encoding techniques for these channels that are utilized in the CIC literature. We
have treated the discrete memoryless CIC first and later on the Gaussian CIC. The en-
coding schemes for this setup were compared and classification figures and tables were
presented. Summary tables for the channel conditions and outer bounds were provided.
The capacity achieving schemes were linked to this tables for easy comprehension of
the reader.
Similar treatment was done for the Gaussian CIC and additionally numerical results
that highlight the key aspects of this configuration were provided. A comparison plot of
the capacity achieving schemes in a scenario where capacity is not known was provided.
A concise account of constant gap results for this configuration was detailed.
Despite all the efforts that have been done to fully understand this communication
model, its capacity region is still unknown in general. However, there is a deal of
works, as we have demonstrated in this account, that give insights into previously un-
known aspects of this channel. The effort has to continue firstly applying other tools
and techniques that have been applied to the analysis of other channels; and secondly
by finding unique characteristics of this channel and figuring out the correct technique
to be used.
Future works on the CIC may include extending the understanding of the two users
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case to scenarios with more than two users. There have been some efforts in this di-
rection in the literature [48, 49, 50, 51, 52, 53] but they only deal with general aspects
of the problem as for instance the combination of the classical encoding techniques for
the three users scenario to provide a general achievable rate region. New efforts in
this direction may include trying to identify new characteristics present in the three
users scenario that are not present in the two users case. One of them could be the
receiver ordering classification as in the BC literature: less noisy, more capable, etc. It
is known that the capacity region of the three receivers more capable BC is not known,
as opposed to the less noisy BC, and many aspects of this channel are beginning to
appear in the literature [54]. This could be a good opportunity to apply these insights
in the three users CIC.
Another possible future work on this regard could be applying cognition to other chan-
nels that up to now don’t have it as part of its structure. In this regard the literature
on the IC with cognitive relays [55] is very limited. More can be done on this channel
applying the insights for the two user CIC. Work on CIC with multiple antennas could
also be explored. Some work has been done in this direction but it is only at an early
stage [56].
To conclude we think that the material included in this account can provide the inex-
perienced reader with a basic foundation to start his or her journey on the study of
this interesting and exciting topic.
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Chapter 3
Cognitive Broadcast Interference
Channels I
3.1 Introduction
Motivated by the increase of interest in heterogeneous networks [57], we present in this
chapter a rather sophisticated information theoretic model that captures the essence of
a network of this type and also serves as a unifying framework for other channel models
in the literature. Our model is good, for instance, for a cellular system consisting of
a macrocell that serves one user and a femtocell that serves two users. The model is
depicted in Fig. 3.1. Our model differs from those in the literature [58], [59] in that
the femtocell also has useful information for the macrocell user, namely, he is being
provided with data from two different transmitters. The femtocell is modelled as a
classical broadcast channel with three receivers and two degraded message sets, more
specifically a multilevel broadcast channel (MBC) [60]. In a MBC, two messages are
conveyed to the receivers, one is intended for all receivers and the other one is intended
for only one receiver. This setup arises, for example, in music or video broadcasting
over a wireless network at varying levels of quality. The macrocell is modelled as a
single user channel. Additionally, transmitter 1 has cognitive capabilities [6], i.e., it
has noncausal knowledge of the current message being sent at transmitter 2. The
cognition assumption is the same as in the conventional cognitive interference channel
(CIC) [6], which has to do with unidirectional cooperation at the transmitters as it
has been detailed in Chapter 2. We refer to our model as the cognitive multilevel
broadcast interference channel (CMBIC). We analyse the discrete memoryless (DM)
scenario following standard information theoretic techniques. By analysing this model
we also provide a unifying framework that generalises other results in the literature as
the MBC [60], the MBC with state available at the transmitter which is a submodel on
which the CMBIC is based and we first introduced in [61], the cognitive interference
channel (CIC) with common information (CICC) which is another submodel that we
introduce in this chapter and simplifies the CMBIC into a channel with two receivers,
and the CIC with common cognitive message (CIC-CCM) [44]. Our contributions can
be summarized as follows:
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Figure 3.1: A heterogeneous network where a macrocell user is located in the vicinity of
a femtocell and the latter serves two users and can also provide useful information for
the macrocell user. The femtocell also cooperates with the macrocell in the transmission
of a common information.
• We provide a unifying inner bound that generalises other results in the literature.
• We present the MBC with state, which is an important building block of the
CMBIC and establish the capacity region of this channel when an order in the
decoder capabilities exists.
• We simplify the CMBIC into the CIC with common information by reducing the
number of receivers to 2. By doing so we obtain an inner bound for this new
model which is tight when an order in the decoder capabilities exists.
• We show that the CICC includes the CIC-CCM as a special case.
• We provide the capacity region of the Gaussian MBC with state.
• We provide an achievable rate region for the Gaussian CICC.
The rest of the chapter is organised as follows: notation and definitions are presented
in Section 3.2. The unifying inner bound is derived in Section 3.3. In Section 3.4
we present special cases for which capacity characterizations are provided. Gaussian
examples are provided in Section 3.5. We conclude the chapter in Section 3.6.
3.2 Notation and Definitions
The notation standard is as described in Section 1.4. We define our general model and
a sub-model for the sake of clarity in the presentation of the results.
3.2.1 The Cognitive Multilevel Broadcast Interference Channel
This is the more general model as it will be shown later on. The channel is depicted in
Figure 3.2. It can be seen as the combination of the CIC with the MBC. It consists of
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Figure 3.2: The Cognitive Multilevel Broadcast Interference Channel.
two transmitters and three receivers, where receiver 2 is a degraded version of receiver
1. Transmitter 1 is cognitive [6]. It sends three messages, two of his own M0 and M1
and one that he gets noncausally from transmitter 2, M2. Transmitter 2 sends M2.
Message M0 is intended for all receivers, message M1 is intended for receiver 1 only
and message M2 is intended for receiver 3 only.
Definition 3.1. The CMBIC consists of input alphabets X1 and X2, output alphabets
Y1, Y2, and Y3, and a probability transition function p(y1, y2, y3|x1, x2).
Definition 3.2. A (2nR0 , 2nR1 , 2nR2 , n) code for the CMBIC consists of three mes-
sage sets [1 : 2nR0 ], [1 : 2nR1 ] and [1 : 2nR2 ], two encoders that produce codewords
xn1 (m0,m1,m2) and x
n
2 (m2) as functions of messages m0 ∈ [1 : 2nR0 ], m1 ∈ [1 : 2nR1 ]
and m2 ∈ [1 : 2nR2 ]. Three decoders that produce message estimates (mˆ0, mˆ1), m˜0
and (m˘0, mˆ2) as function of the received sequences y
n
i ∈ Yni , for i ∈ {1, 2, 3}. In the
following the encoding (fxi) and decoding (gyi) functions are shown in a more compact
way
fx1 :[1 : 2
nR0 ]× [1 : 2nR1 ]× [1 : 2nR2 ] −→ X n1 ,
fx2 :[1 : 2
nR2 ] −→ X n2 ,
gy1 :Yn1 ,−→ [1 : 2nR0 ]× [1 : 2nR1 ],
gy2 :Yn2 −→ [1 : 2nR0 ],
gy3 :Yn3 −→ [1 : 2nR0 ]× [1 : 2nR2 ].
The messages M0, M1 and M2 are assumed to be independent of each other and uni-
formly distributed in [1 : 2nR0 ], [1 : 2nR1 ] and [1 : 2nR2 ] respectively. The average
probability of error is defined as
P (n)e = P
(
2⋃
t=0
{Mˆt 6= Mt} ∪ {M˜0 6= M0} ∪ {M˘0 6= M0}
)
.
A rate triple (R0, R1, R2) is said to be achievable if there exists a sequence of (2
nR0 , 2nR1 ,
2nR2 , n) codes such that limn→∞Pne = 0. The capacity region of the discrete mem-
oryless CMBIC is the closure of the set of all achievable rate regions. We assume
the channel is memoryless, i.e., pn(yn1 , y
n
2 , y
n
3 |xn1 , xn2 ) =
∏n
i=1 p(y1,i, y2,i, y3,i|x1,i, x2,i).
Due to the degradedness of the channel and the degraded message sets condition:
p(y1, y2, y3|x1, x2) = p(y1, y3|x1, x2)p(y2|y1).
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Figure 3.3: Multilevel broadcast channel with state.
3.2.2 The Multilevel Broadcast Channel with state
The multilevel broadcast channel with state available noncausally at the encoder is
a sub-model of the CMBIC. It is depicted in Figure 3.3. We decided to present it
separately for the sake of clarity.
Definition 3.3. The MBC with state available noncausally at the encoder consists of
an input alphabet X , state space S, output alphabets Y1, Y2, and Y3, and a probability
transition function p(y1, y2, y3|x, s), where the state s is random, taking values in S
according to the probability mass function (PMF) p(s).
Definition 3.4. A (2nR0 , 2nR1 , n) two-degraded message set code for a three-receiver
broadcast channel with state consists of two message sets [1 : 2nR0 ] and [1 : 2nR1 ], a
encoder that produces a codeword xn(m0,m1, s
n) as function of messages m0 ∈ [1 :
2nR0 ] and m1 ∈ [1 : 2nR1 ] and the state sn. Three decoders that produce message
estimates (mˆ0, mˆ1), m˜0 and m˘0 as function of the received sequences y
n
i ∈ Yni , for
i ∈ {1, 2, 3}. In the following the encoding (f) and decoding (gyi) functions are shown
in a more compact way
f : [1 : 2nR0 ]× [1 : 2nR1 ]× Sn −→ X n,
gy1 : Yn1 −→ [1 : 2nR0 ]× [1 : 2nR1 ],
gy2 : Yn2 −→ [1 : 2nR0 ],
gy3 : Yn3 −→ [1 : 2nR0 ].
The messages M0 and M1 are assumed to be independent of each other and uniformly
distributed in [1 : 2nR0 ] and [1 : 2nR1 ] respectively. The average probability of error is
defined as
P (n)e = P
(
1⋃
t=0
{Mˆt 6= Mt} ∪ {M˜0 6= M0} ∪ {M˘0 6= M0}
)
.
A rate pair (R0, R1) is said to be achievable if there exists a sequence of (2
nR0 , 2nR1 , n)
two-degraded message set codes with probability of error bounded (P
(n)
e → 0). We as-
sume the channel is memoryless, i.e., pn(yn1 , y
n
2 , y
n
3 |sn, xn) =
∏n
i=1 p(y1,i, y2,i, y3,i|si, xi)
and pn(sn) =
∏n
i=1 p(si). Due to the degradedness of the channel and the degraded
message sets condition, we have: p(y1, y2, y3|x, s) = p(y1, y3|x, s)p(y2|y1).
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3.3 Achievable Rate Region
In this part we derive a general achievable rate region for the DM-CMBIC. In the
encoding process we use the techniques of rate splitting, superposition coding, Gelfand-
Pinsker coding [3]. In the decoding process we use simultaneous decoding and indirect
decoding [3], [62]. The following theorem states the achievable rate region.
Theorem 3.1. An achievable rate region for the DM-CMBIC is the set of rate triples
(R0, R1, R2) such that
R0 ≤ min {I(U1c;Y2|U2c)− I(U1c;X2|U2c), I(U1c, V1c;Y3, X2|U2c)} ,
(3.2a)
R1 ≤ I(V1c, V1p;Y1|U1c, U2c)− I(V1c, V1p;X2|U1c, U2c), (3.2b)
R0 +R1 ≤ I(U1c, V1c, V1p;Y1|U2c)− I(U1c, V1c, V1p;X2|U2c), (3.2c)
R0 +R1 ≤ I(U1c, V1c;Y3, X2|U2c) + I(V1p;Y1|V1c, U1c, U2c)
− I(V1p;X2|V1c, U1c, U2c), (3.2d)
R0 +R2 ≤ min
{
I(U1c, V1c, U2c, X2;Y3), I(X2;Y3, U1c, V1c|U2c)
+ I(U1c, U2c;Y2)− I(U1c;X2|U2c)
}
, (3.2e)
R0 +R1 +R2 ≤ I(U1c, V1c, U2c, X2;Y3) + I(V1p;Y1|V1c, U1c, U2c)
− I(V1p;X2|V1c, U1c, U2c), (3.2f)
R0 +R1 +R2 ≤ I(X2;Y3, U1c, V1c|U2c) + I(U2c,U1c, V1c, V1p;Y1)
− I(U1c, V1c, V1p;X2|U2c), (3.2g)
2R0 +R2 ≤ I(U1c, V1c, X2;Y3|U2c) + I(U1c, U2c;Y2)− I(U1c;X2|U2c), (3.2h)
2R0 +R1 +R2 ≤ I(U1c, V1c, X2;Y3|U2c) + I(U2c, U1c, V1c, V1p;Y1)
− I(U1c, V1c, V1p;X2|U2c), (3.2i)
2R0 +R1 +R2 ≤ I(U1c, V1c, X2;Y3|U2c) + I(U1c, U2c;Y2)− I(U1c;X2|U2c)
+ I(V1p;Y1|V1c, U1c, U2c)− I(V1p;X2|V1c, U1c, U2c), (3.2j)
2R0 + 2R1 +R2 ≤ I(U1c, V1c, X2;Y3|U2c) + I(U2c, U1c, V1c, V1p;Y1)
− I(U1c, V1c, V1p;X2|U2c) + I(V1p;Y1|V1c, U1c, U2c)
− I(V1p;X2|V1c, U1c, U2c), (3.2k)
for some input distribution p(u2c, u1c, v1c, v1p, x1, x2).
Proof. The proof combines encoding techniques as rate splitting, rate transfer, simul-
taneous and indirect decoding. Here we present a sketch of the proof and the details
are in Appendix A.1. A diagram of the encoding process is depicted in Figure 3.4
where solid and dashed lines indicate superposition and Gelfand-Pinsker coding, re-
spectively [3]. Private message M1 is split into a common part M1c and a private part
M1p. Private message M2 is split into a common part M2c and a private part M2p.
Common message M0 is encoded in U1c, the set (M0,M1c) is encoded in V1c and the
set (M0,M1c,M1p) is encoded in V1p. Message M2c is encoded in U2c and message M2p
is encoded in X2. All cognitive messages are precoded against X2. X1 is obtained by a
deterministic mapping of all random variables X1 = f(U1, V1c, V1p, U2c, X2). Receiver
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Figure 3.4: The encoding process diagram for the CMBIC. Primary and cognitive user
random variables are indicated by square and diamond shapes respectively. Solid lines
and dashed lines indicate superposition and Gelfand-Pinsker coding respectively.
1 obtains (M0,M1) by decoding U1c, V1c and V1p. Receiver 2 obtains M0 by decoding
U1c. Both receivers 1 and 2 decode U2c nonuniquely. Receiver 3 obtains M0 indirectly
[3] by decoding V1c and M2 by decoding (U2c, X2).
In the following we show that the bound in (3.2) reduces to some known and new results
for appropriate selection of the auxiliary random variables.
3.4 Special Cases
In this section we show that the inner bound of Theorem 3.1 reduces to the achievable
rate region of various channel configurations. We prove the capacity region of some of
them when a special ordering in their receivers decoding capability is met.
3.4.1 Multilevel Broadcast Channel
Broadcasting of music or video over wireless channels where subsets of users have higher
quality requirements than others can be modelled with general broadcast channels
with degraded message sets. The MBC models this type of communication with two
degraded message sets over a three-receiver broadcast channel where the observation at
receiver 2 is a degraded version of the observation at receiver 1. This channel model was
presented in [62] and is depicted in Figure 3.3 making S = ∅. Two messages are sent
by the transmitter, one common, intended for all receivers and one private intended
for receiver 1 only (two degraded message sets). These messages are M0 and M1
respectively. The formal definition of this channel is similar as the one in Definition 3.3
and Definition 3.4 with the state S = ∅. The capacity region in Theorem 3.1 of [62] is
reproduced next for completeness.
Theorem 3.2. The capacity region of the DM-MBC p(y1, y3|x)p(y2|y1) is the set of
rate pairs (R0, R1) such that:
R0 ≤ min {I(U ;Y2), I(V ;Y3)} , (3.3a)
R1 ≤ I(X;Y1|U), (3.3b)
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R0 +R1 ≤ I(V ;Y3) + I(X;Y1|V ), (3.3c)
for all input distributions that factor as p(u)p(v|u)p(x|v).
The inner bound of Theorem 3.1 reduces to the capacity region of the MBC by setting
U2c = X2 = ∅, U1c = U , V1c = V and V1p = X: (3.3a) follows directly from (3.2a) by
the above mentioned substitution, (3.3b) follows from (3.2b) and (3.3c) follows from
(3.2d). The remaining relations can be proved to be redundant.
3.4.2 Multilevel Broadcast Channel with state at the transmitter
The MBC with state available noncausally at the transmitter models the communi-
cation of two degraded message sets over a three-receiver broadcast channel when the
transmitter is informed of a state random variable. This state S can be, for instance, an
impairment signal whose realisation is made available noncausally at the encoder. With
this information the encoder can apply sophisticated encoding schemes, e.g., Gelfand-
Pinsker coding [16], in order to mitigate the interference at the receiver. It has been
demonstrated that by utilising Gelfand-Pinsker in the Gaussian channel, also known as
Dirty Paper coding (DPC)[38], the interference can be mitigated completely without
the receiver being aware of its presence. Next we provide an achievable rate region
for this channel that combines Gelfand-Pinsker coding and superposition coding at the
encoder and simultaneous and indirect decoding [3] at the receivers.
Theorem 3.3. An achievable rate region for the DM-MBC with state available non-
causally at the transmitter is the set of rate pairs (R0, R1) such that:
R0 ≤ I(U ;Y2)− I(U ;S), (3.4a)
R0 ≤ I(V ;Y3)− I(U, V ;S), (3.4b)
R1 ≤ I(W ;Y1|U)− I(V,W ;S|U), (3.4c)
R0 +R1 ≤ I(V ;Y3) + I(W ;Y1|V )− I(U, V,W ;S) (3.4d)
for all input distributions that factor as p(s)p(u|s)p(v|u, s)p(w|v, s)p(x|w, v, u, s).
Proof. This region can be proved in the conventional way as detailed in [61] or directly
from (3.2) by not allowing receiver 3 to decode X2 (by making X2 = ∅ in positive
mutual information terms on the RHS of (3.2) and by subtracting the inequalities that
contain Y3 by I(U, V ;S)) and by setting U2c = ∅, X2 = S (in the remaining terms:
negative ones), V1p = W , U1c = U and V1c = V : (3.4a) follows from the first term of
the min(·) in (3.2a), (3.4b) follows from the second term of the min(·) in (3.2a) and
by noting that as receiver 3 is not decoding X2 (S), the term I(U, V ;S) needs to be
subtracted. (3.4c) follows from (3.2b) and (3.4d) follows from (3.2d) (here the term
−I(U, V ;S) is also added). The other inequalities can be proved to remain redundant.
We point out that the additional term, −I(U, V ;S), comes from the Gelfand-Pinsker
coding during the encoding process as it was detailed in the proof of Theorem 3.1.
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3.4.3 Multilevel Broadcast Channel with state at the transmitter and
receivers
When the state information S is also available at the receivers, the region of Theorem 3.3
simplifies into the following region.
Theorem 3.4. The achievable set of rate pairs (R0, R1) for the DM-MBC with state
available noncausally at the transmitter and receivers satisfies:
R0 ≤ min {I(U ;Y2|S), I(V ;Y3|S)} ,
R1 ≤ I(V,X;Y1|U, S),
R0 +R1 ≤ I(V ;Y3|S) + I(X;Y1|V, S). (3.5)
Proof. The proof follows by considering the fact that when the state S is available at
the receivers, it can be regarded as part of the received messages. Hence, substituting
Y˜k = (Yk, S) for k = 1, 2, 3 in (3.4) we obtain (3.5). Note that we can directly substitute
V1p = X in (3.2).
Remark 1. It can be easily shown that by substituting the degradedness condition,
X1 → Y1 → Y2, with the less noisy condition Y1  Y2, which means that I(U ;Y1) ≥
I(U ;Y2) for all p(u, x1, x2), the rate regions of (3.2) and (3.3) are still achievable.
The following theorem establishes the capacity region of the DM-MBC with state avail-
able at the transmitter and receivers when a certain order in the receiver decoding
capabilities is assumed.
Theorem 3.5. The rate region of Theorem 3.4 is the capacity region of the DM-MBC
with state available noncausally at the transmitter and the receivers when Y1  Y3 is
met.
Proof. The converse is proved in Appendix A.2.
3.4.4 The CIC with common information
This configuration has the same structure as the CMBIC omitting receiver 2. Renaming
Y3 = Y2 in the remaining channel, message M0 is intended for both receivers, M1 is
intended for the cognitive only (receiver 1) and message M2 is intended for the primary
only (receiver 2). It can be noted as before that the common message M0 is sent at
the cognitive transmitter only. The following theorem states an achievable rate region
for this configuration.
Theorem 3.6. An achievable rate region for the DM-CIC with common information
is the set of rate triples (R0, R1, R2) such that:
R0 ≤ I(U1c;Y2, X2|U2c), (3.6a)
R1 ≤ I(V1p;Y1|U1c, U2c)− I(V1p;X2|U1c, U2c), (3.6b)
R0 +R1 ≤ I(U1c, V1p;Y1|U2c)− I(U1c, V1p;X2|U2c), (3.6c)
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R0 +R2 ≤ I(U1c, U2c, X2;Y2), (3.6d)
R0 +R1 +R2 ≤ I(X2;Y2, U1c|U2c) + I(U2c, U1c, V1p;Y1)
− I(U1c, V1p;X2|U2c), (3.6e)
2R0 +R1 +R2 ≤ I(U1c, X2;Y2|U2c) + I(U2c, U1c, V1p;Y1)
− I(U1c, V1p;X2|U2c), (3.6f)
for some input distribution p(u2c, u1c, v1p, x1, x2).
Proof. For the CIC with common information, indirect decoding is not needed. The
rate region follows from Theorem 3.1 by setting V1c = Y2 = ∅ and by redefining Y3 = Y2:
(3.6a) follows from (3.2a), (3.6b) from (3.2b), (3.6c) from (3.2c), (3.6d) from the first
term in (3.2e), (3.6e) from (3.2g) and (3.6f) from (3.2i). The other inequalities are
redundant.
Remark 2. The achievable rate region for the CIC with common cognitive message in
[44] follows from (3.6) by setting V1p = ∅.
The following theorem establishes the capacity region of the CIC with common infor-
mation when the cognitive receiver (receiver 1) is less noisy than the primary receiver
(receiver 2).
Theorem 3.7. The capacity region of the less noisy DM-CIC with common informa-
tion, namely Y1  Y2, is the set of rate triples (R0, R1, R2) such that:
R0 ≤ I(U1c;Y2|U2c),
R1 ≤ I(X1;Y1|U1c, U2c),
R0 +R2 ≤ I(U1c, U2c;Y2), (3.7)
for some input distribution p(u2c, u1c, x1).
Proof. Achievability follows by setting X2 = ∅ and V1p = X1 in (3.6), applying the
less noisy condition and resolving the redundancies. The proof of the converse is in
Appendix A.3.
Corollary 3.1. The capacity region of the DM-CMBIC, when Y1  Y2  Y3 is met,
coincides with the region of Theorem 3.7.
Proof. Achievability follows by setting V1c = X2 = ∅, V1p = X1 in (3.2), applying the
less noisy condition and resolving the redundancies. The converse follows along the
same lines as of the converse of Theorem 3.7.
Remark 3. With the less noisy assumption of the theorem the decoding constraint is on
receiver 3. Note that for the channel with three receivers we need to redefine Y2 = Y3
in (3.7).
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3.5 Gaussian Examples
In this section we provide Gaussian examples for the MBC with state at the transmitter
and the CIC with common information.
3.5.1 The Gaussian Multilevel Broadcast Channel with State at the
Transmitter
We evaluate the rate region of Theorem 3.3 for an example that assumes that the
receivers are less exposed to noise in the order of the Markov chain Y3 → Y1 → Y2. For
simplicity of exposition we rewrite the rate region as follows:
R0 ≤ I(U ;Y2)− I(U ;S)︸ ︷︷ ︸
R01
R0 ≤ I(V ;Y3)− I(V ;S|U)− I(U ;S)︸ ︷︷ ︸
R02
R1 ≤ I(W ;Y1|V )− I(W ;S|V )︸ ︷︷ ︸
R11
+ I(V ;Y1|U)− I(V ;S|U)︸ ︷︷ ︸
R12
(3.8)
R0 +R1 ≤ I(V ;Y3)− I(V ;S|U)− I(U ;S) + I(W ;Y1|V )− I(W ;S|V ).
The Gaussian channel can be described mathematically as follows:
Y3 = X + S + Z1
Y1 = X + S + Z1 + Z2 (3.9)
Y2 = X + S + Z1 + Z2 + Z3
where, for simplicity, the state S is assumed to be the same at all receivers in terms of
power and correlation, and Zi for i = 1, 2, 3 are additive Gaussian noise at the receivers.
Assuming Gaussian inputs the transmission random variables are as follows:
X = U˜ + V˜ + W˜
V = U˜ + V˜ + λ1S (3.10)
W = U˜ + V˜ + W˜ + λ2S
U = U˜ + λ3S
where U˜ ∼ N (0, αP ), V˜ ∼ N (0, α1P ), W˜ ∼ N (0, (1 − α − α1)P ), S ∼ N (0, Q) and
Zi ∼ N (0, Ni) with α+α1 ∈ [0, 1] and λ1, λ2 and λ3 are optimisation parameters as in
the dirty paper correspondence [38]. By an appropriate selection of these optimisation
parameters and the random variables above we can compute the region in (3.8) and
obtain
R0 ≤ C
(
αP
(1− α)P +N1 +N2 +N3
)
,
R1 ≤ C
(
(1− α)P
N1 +N2
)
,
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Figure 3.5: Three-receiver MBC with random parameters rate dependence on λ3 for
P = 1, α = 0.5, α1 = 0.03, N1 = 0.4 and N2 = N3 = 0.1.
R0 +R1 ≤ C
(
(α+ α1)P
(1− α− α1)P +N1
)
+ C
(
(1− α− α1)P
N1 +N2
)
. (3.11)
It can be easily verified that the rate region above coincide with the capacity region
of the same channel without random parameters. We next show the optimisation
parameters that yield the set. These parameters λi obtained during the optimisation
process are for R01
λ3,1 =
αP
P +N1 +N2 +N3
, (3.12)
for R02
λ1 =
αP
P +N1 +N2 +N3
, (3.13)
λ3,2 =
αP
P +N1
, (3.14)
for R11, λ1 is utilised to find
λ2 =
P
(
(1− α− α1)P + (α+ α1)N2 +N1
)
(P +N1)
(
(1− α− α1)P +N2 +N1
) , (3.15)
and for R12, a λ1 function of λ3 is optimal. This λ1 is chosen to be equal to the λ1 of
R02 and the following value for λ3 was found
λ3,3 =
P
(
α
(
(1− α− α1)P +N1 +N2
)
+ α1N2
)
(P +N1)
(
(1− α− α1)P +N1 +N2
) . (3.16)
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Figure 3.6: The achievable rate region of the Gaussian CICC in very strong interference.
P1 = P2 = 6, a = 2, b = 1.2, β = α2 = 0.5.
It is important to note that the rate region obtained is λ3 dependent. For a chosen λ3
either R0 or R1 will be optimal. Figure 3.5 depicts this dependence. After time sharing
of the optimisation parameters we can obtain the region in (3.11).
3.5.2 The Gaussian Cognitive Interference Channel with Common
Information
The Gaussian cognitive interference channel with common information in standard form
is described by the following relations:
Y1 = X1 + aX2 + Z1,
Y2 = bX1 +X2 + Z2,
where E[Xt] ≤ Pt, Zt ∼ N (0, 1) for t = 1, 2, 3 and a and b are channel gains. We define
the fraction of power that the cognitive transmitter uses to cooperate with the primary
user as α . The fraction of power used for U1c is α¯β. The remaining fraction of power
α¯β¯ is used for V1p. At the primary side, α2 is used in the rate splitting of common and
private parts. The region in (3.6) is evaluated for:
U2c ∼ N (0, α2P2), X2p ∼ N (0, α¯2P2), X2 = U2c +X2p,
U˜1c ∼ N (0, α¯βP1), V˜1p ∼ N (0, α¯β¯P1),
X1 = U¯1c + V¯1p +
√
αP1/P2X2,
U1c = U¯1c + λ1X2p, V1p = U¯1c + V¯1p + λ2X2p,
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where α, α2, β ∈ [0, 1]; α¯, α¯2, β¯ are the complements, λ1 and λ2 are the optimisation
factors as in the dirty paper correspondence [38]. The explicit descriptions of the
achievable rate region is not included due to space constraints. Figure 3.6 depicts the
achievable rate region for fixed values of R2.
3.6 Conclusion
We have analysed the CMBIC. We provided an achievable rate region that combines
rate splitting, superposition coding and Gelfand-Pinsker coding in the encoding part
with simultaneous and indirect decoding. We showed that our inner bound generalises
the capacity region of the MBC, the achievable rate region of the MBC with state
and the achievable rate region for the CIC with common message. We established the
capacity region of the MBC with state available at the transmitter and receivers for
the case where a less noisy condition is met. We also obtained the capacity region of
the CIC with common information when the cognitive receiver is less noisy than the
primary receiver. We showed that this region coincides with the capacity region of the
less noisy CMBIC.
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Chapter 4
Cognitive Broadcast Interference
Channels II
4.1 Introduction
Applications in heterogeneous networks have recently motivated the study of broadcast
interference channels [63], [64]. The broadcast interference channel (BIC) is the small-
est building block that captures the essence of the interference and broadcast channels.
This is a good model for measuring the impact of external interference in an existing
network as it might be the case in a heterogeneous setting, e.g., a macrocell commu-
nicates with two receivers and one of the receivers is interfered by the transmitter of
a femtocell. We could think of a setting where the receiver that experiences interfer-
ence is located at the edge of the coverage area. In this situation it is likely that the
interference originated at the femtocell will be high. On the other hand hierarchical
cell architectures are becoming popular due to the requirements of coexistence of het-
erogeneous networks [65]. In a hierarchical setting upper layer transmitters are likely
to know the data to be sent from the lower layer transmitters. This is also known in
the literature as cognition [6].
We propose a model that adds the cognition ingredient to the BIC, namely the interfer-
ing transmitter becomes cognitive and knows the messages transmitted at the broadcast
channel in a non-causal fashion. Referring to the previously presented example, in our
model the femtocell transmitter can also send useful information for the macrocell user
located at the edge of the coverage area. We name our model the cognitive broadcast
z-interference channel (CBZIC).
We study the CBZIC in strong interference and when the broadcast receiver that is not
affected by the interference is the better receiver. We study the discrete memoryless
(DM) channel and the Gaussian channel. We propose two encoding schemes, one based
on Gelfand-Pinsker coding and another on superposition coding [3]. We also propose an
outer bound for the Gaussian channel obtained by using the entropy power inequality
(EPI) [14].
The rest of the chapter proceeds as follows: notations and definitions are presented in
Section 4.2. Section 4.3 introduces the CBZIC and states two achievable rate regions
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Figure 4.1: The cognitive broadcast Z-interference channel. The cognitive side is de-
noted by the subscript 1.
for the discrete channel. Section 4.4 studies the Gaussian channel. An outer bound is
presented and the inner bounds are computed and compared to the outer bound and
to each other. Our conclusions are in Section 4.5.
4.2 Notation and Definitions
The notation of Section 1.4 is used throughout the chapter.
4.2.1 Definitions
Definition 4.1. The DM-CBZIC consists of two finite input sets X1, X2, three finite
output sets Y1, Y2, Y3, and a probability transition function p(y1, y2, y3|x1, x2). It is
depicted in Figure 4.1.
Definition 4.2. The CBZIC is memoryless in the sense that the current received
symbols and the messages and past symbols are conditionally independent given the
current transmitted symbols. A (2nR1 , 2nR2 , 2nR3 , n) code for the discrete memoryless
DM-CBZIC consists of a pair of uniformly distributed messages m1 ∈ [1 : 2nR1 ], m2 ∈
[1 : 2nR2 ] and m3 ∈ [1 : 2nR3 ], two encoding functions at the transmitters Xn1 =
f1(m1,m2), X
n
2 = f2(m2,m3) and two decoding functions mˆt = gt(Y
n
t ), for t = 1, 2, 3.
The average probability of error is defined as P
(n)
e = P (
⋃
t{mˆt 6= mt}). A rate triple
(R1, R2, R3) is said to be achievable if there exists a sequence of (2
nR1 , 2nR2 , 2nR3 , n)
codes such that limn→∞ P
(n)
e = 0. The capacity region of the DM-CBZIC is the closure
of the set of all achievable rate regions.
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4.3 The Cognitive Broadcast Z-Interference Channel
The CBZIC is a model in which a primary network consisting of a broadcast channel
is interfered by a single user channel with cognitive capabilities, i.e., the cognitive
transmitter knows the primary users’ messages in a non-causal fashion as it was first
described in [6]. Figure 4.1 depicts this model. Note that the interference is experienced
at one broadcast user only. We study the case where the interference from the cognitive
user is strong (b ≥ 1) and the user of the broadcast channel that suffers from it is the
worse receiver (0 ≤ a < 1).
We present next two achievable rate regions for the discrete channel, the first based on
Gelfand-Pinsker coding and the second on superposition coding [3].
Theorem 4.1. An achievable region for the DM-CBZIC consists of the set of rate
triples (R1, R2, R3) such that:
R1 ≤ I(U ;Y1)− I(U ;V ), (4.1a)
R2 ≤ I(V ;Y2, U), (4.1b)
R3 ≤ I(W ;Y3|V ), (4.1c)
R1 +R2 ≤ I(U, V ;Y2), (4.1d)
R2 +R3 ≤ I(V,W ;Y3), (4.1e)
for a joint input probability distribution that factors as p(u)p(v, w)p(x1|u, v, w)p(x2|v, w).
Proof. We only provide an overview of the proof due to space limitations. Gelfand-
Pinsker coding is utilised at the cognitive transmitter and superposition coding at
the primary transmitter [3]. Message m2 is encoded in V and constitutes the cloud
center codeword, and m3 is encoded in W and constitutes the satellite codeword. At
the cognitive transmitter, message m1 is encoded in U which is precoded against V .
Receiver 1 decodes for U , receiver 2 decodes for U and V and receiver 3 decodes for
V and W . Receivers 2 and 3 decode messages m1 and m2 in a non-unique fashion
respectively.
Theorem 4.2. An achievable region for the DM-CBZIC consists of the set of rate
triples (R1, R2, R3) such that:
R1 ≤ I(U ;Y1), (4.2a)
R2 ≤ I(V ;Y2, U), (4.2b)
R3 ≤ I(X2;Y3|V ), (4.2c)
R1 +R2 ≤ I(V,X1;Y2), (4.2d)
R2 +R3 ≤ I(V,X2;Y3), (4.2e)
for a joint input probability distribution that factors as p(u)p(v, x2)p(x1|u, v, x2).
Proof. The encoding at the primary transmitter is similar as the one presented before,
i.e., superposition coding with m2 encoded in V (cloud center codeword) and m3 en-
coded in X2 (satellite codeword) [3]. At the cognitive transmitter m1 is encoded in U
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and X1 is generated as a deterministic function of U and V . The cognitive receiver
decodes U only, receiver 2 decodes V and X1 and receiver 3 decodes V and X2. Both
decode the unintended messages non-uniquely.
4.4 The Gaussian Cognitive Broadcast Z-Interference Chan-
nel
The Gaussian CBZIC is depicted in Figure 4.1 and is described by the following set of
equations:
Y1 = X1 + Z1,
Y2 = bX1 + aX2 + Z2,
Y3 = X2 + Z3,
where a and b are channel coefficients. Zk ∼ N (0, 1) are zero-mean unit-variance
Gaussian noise for k = 1, 2, 3. The average power constraint at the two transmitters
are P1 and P2 respectively. We present next an outer bound for 0 ≤ a < 1.
4.4.1 Outer bound
The following is an outer bound for the Gaussian channel when 0 ≤ a < 1.
Theorem 4.3. The capacity region of the Gaussian CBZIC is included in the region
that consists of the set of rate triples (R1, R2, R3) such that:
R1 ≤ C(α¯P1), (4.3a)
R2 ≤ 1
2
log
 1 + b2P1 + a2P2 + 2abρ√P1P2
a2(1 + β¯P2) + (1− a2)2
E
(√
b2
1−a2
)
 , (4.3b)
R3 ≤ C(β¯P2), (4.3c)
where
E(x) =
{
C(x2(22R1 − 1)) if x < 1,
R1 if x ≥ 1,
(4.4)
α and β are power-split factors and ρ ≤ √αβ is the correlation between X1 and X2.
Proof. The proof of Theorem 4.3 follows similar steps as those in [64]. The main
difference lies in the fact that in our scenario, X1 and X2 are correlated. First we have
n
2
log(2pie) = h(Zn3 ),
≤ h(Y n3 |M2),
≤ h(Xn2 + Zn3 ),
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≤ n
2
log(2pie(1 + P2)),
and as in El Gamal’s proof of the converse of the capacity region of the Gaussian
broadcast channel [3], there must exist a β ∈ [0, 1] such that
h(Y n3 |M2) =
n
2
log
(
2pie(1 + β¯P2)
)
. (4.5)
In the following we obviate the dependences on n for simplicity. From Fano’s inequality
[14]
nR3 ≤ I(Xn2 ;Y n3 |M2) = h(Y n3 |M2)− h(Zn3 ) = C(β¯P2).
Similarly, nR1 ≤ nC(α¯P1) can be obtained. In the following we split the analysis into
two cases to obtain an upper bound for R2
Case I: b < 1
The rate at receiver 1 is upper bounded as
nR1 ≤ I(Xn1 ;Y n1 |M2) = h(Xn1 + Zn1 |M2)−
n
2
log(2pie),
from which
h(b(Xn1 + Z
n
1 )|M2) ≥ nR1 +
n
2
log(2pieb2). (4.6)
Now we lower bound
h(bXn1 + Z
n
2 |M2)
= h
(
b(Xn1 + Z
n
1 ) +
√
1− b2Z˜n|M2
)
,
(a)
≥ n
2
log
(
2
2
n
h(b(Xn1 +Zn1 )|M2) + 2pie(1− b2)
)
, (4.7)
where Z˜ ∼ N (0, 1) and is independent of Z1 and (a) is from the EPI [14]. Substituting
(4.6) in (4.7) we have
h(bXn1 + Z
n
2 |M2) ≥
n
2
log
(
22R12pieb2 + 2pie(1− b2)) ,
= nE(b) +
n
2
log(2pie).
Case II: b ≥ 1
h(bXn1 + Z
n
2 |M2)
= h
(
Xn1 +
1
b
Zn2 |M2
)
+
n
2
log(b2),
(b)
≥ n
2
log
((
1− 1
b2
)
2
n
2
h(Xn1 |M2) +
1
b2
2
2
n
h(Xn1 +Z
n
2 |M2)
)
+
n
2
log(b2),
56 Chapter 4. Cognitive Broadcast Interference Channels II
≥ n
2
log
(
2
2
n
h(Xn1 +Z
n
2 |M2)
)
,
(c)
≥ nR1 + n
2
log(2pie),
= nE(b) +
n
2
log(2pie),
where (b) follows from the conditional version [66] of Costa’s EPI [67] and (c) follows
as h(Xn1 + Z
n
2 |M2) ≥ nR1 + n2 log(2pie). Now we consider
h(Y n2 |M2)
= h(bXn1 + aX
n
2 + Z
n
2 |M2),
= h
(
b
a
Xn1 +X
n
2 +
1
a
Zn2 |M2
)
+
n
2
log(a2),
(d)
≥ n
2
log
2 2nh(Y n3 |M2) + (1− a2
a2
)
2
2
n
h
(√
b2
1−a2X
n
1 +Z˜
n
2 |M2
)
+
n
2
log(a2),
(e)
≥ n
2
log
2pie(1 + β¯P2) + (1− a2
a2
)
2pie2
2E
(√
b2
1−a2
)
+
n
2
log(a2), (4.8)
where (d) follows from the conditional EPI and (e) from the previously derived result.
Finally we can bound
nR2 ≤ h(Y n2 )− h(Y n2 |M2),
≤ h(bXn1 + aXn2 + Zn2 )− h(Y n2 |M2),
(f)
≤ n
2
log(1 + b2P1 + a
2P2 + 2abρ
√
P1P2)− n
2
log(a2)
− n
2
log
1 + β¯P2 + 1− a2
a2
2
2E
(√
b2
1−a2
) ,
=
1
2
log
 1 + b2P1 + a2P2 + 2abρ√P1P2
a2(1 + β¯P2) + (1− a2)2
2E
(√
b2
1−a2
)
 ,
where (f) follows as joint Gaussian distribution maximises entropy for a given covari-
ance constraint and from (4.8).
4.4.2 Gaussian example
We compute the inner bound in (4.1) for:
V ∼ N (0, 1),W ∼ N (0, 1), X2 =
√
βP2V +
√
β¯P2W,
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(a) Weakly-strong interference.
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(b) Very strong interference.
Figure 4.2: Both figures show the rate region R2 vs. R3 for R1 = 0.79, P1 = P2 = P3 =
6, a = 0.3, α = 0.5. (a) is with b = 1 and (b) is with b = 1.5. β is varied in the interval
[0, 1]. In (a), Gelfand-Pinsker based inner bound outperforms the superposition coding
based inner bound. In (b) the opposite happens.
U˜ ∼ N (0, α¯P1), U = U˜ + λV,X1 = U˜ +
√
αP1V,
X1 ∼ N (0, P1), X2 ∼ N (0, P2),
where β is the fraction of power P2 utilised to transmit message m2, α is the fraction
of power P1 utilised for cooperation at the cognitive transmitter and α, β ∈ [0, 1]. λ is
the optimisation factor as in Costa’s writing on dirty paper correspondence [38]. We
omit the equations due to space limitations. In Figure 4.2, this region is denoted as:
inner (GP).
We also compute the inner bound in (4.2) for:
V ∼ N (0, 1),W ∼ N (0, 1), X2 =
√
βP2V +
√
β¯P2W,
U ∼ N (0, 1), X1 =
√
α¯P1U +
√
αP1V,
X1 ∼ N (0, P1), X2 ∼ N (0, P2).
We denote this region as: inner (SC). Figure 4.2 depicts the inner bounds and compares
them to the outer bound for R1 fixed. In Figure 4.2(a), the Gelfand-Pinsker based inner
bound outperforms the superposition coding based inner bound. The opposite occurs
in Figure 4.2(b). We can also notice that the outer bound is tighter in the weakly-
strong interference regime (1 ≤ b2 < 1 + a2P2) than in the very strong interference
regime (b2 ≥ 1 + a2P2).
4.5 Conclusion
We presented a broadcast interference channel model where a cognitive transmitter
interferes at only one of the broadcast receivers. We studied this model in the strong
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interference regime and when the broadcast user that experiences the external inter-
ference is the worse receiver. We provided two achievable rate regions for the discrete
channel and an outer bound for the Gaussian channel. We compared the inner bounds
with the outer bound for a Gaussian example and noticed that the Gelfand-Pinsker
coding based inner bound outperforms the Superposition coding inner bound in the
weakly-strong interference regime and that for the very strong interference regime the
opposite occurs. We believe that a step forward toward achieving the capacity region
is to find tight sum-rate bounds for this model.
Chapter 5
Cognitive Interference Channel
with a Relay
5.1 Introduction
Interference is arguably the most notorious impairment in modern wireless communica-
tion systems as it takes over on noise as the first constraint to reliable communications.
It is unfortunate however that a general approach to dealing with interference is not
known. In this regard, the capacity region of the interference channel (IC) is only
known for the case where both receivers experience strong interference [26]. When the
interference level is sufficiently strong at the receivers, they are able to decode the im-
pairment and subtract it from the received signal without incurring in a rate penalty.
Having that as a premise, the authors of [68] demonstrated by adding a relay to the
interference channel, that increasing the interference level at the receivers is not always
detrimental to the communication process, and on the contrary allows the receivers to
have a better view of the interference and decode it. This process is known as inter-
ference forwarding (IF) and creates the conditions for decoding the interference at the
receivers without incurring in rate penalty. The authors coined the name Interference
Channel with a Relay (ICR) for this hybrid model. They also considered a scenario
where the intended receiver is not benefited by the relayed message and the unintended
receiver only receives interference from the relay, and demonstrated that the rate region
is increased, leaving no doubt about the benefit of interference forwarding.
We focus our efforts on studying the benefits of interference forwarding in the cognitive
interference channel (CIC) with a relay (CICR). The CIC [6] is a model for unidirec-
tional cooperation at the transmitters where one transmitter (cognitive transmitter)
is assumed to have noncausal knowledge of the other transmitter’s message (primary
transmitter). As opposed to the traditional conception of a cognitive radio (CR), in the
CIC both transmitters utilize the channel simultaneously. As the cognitive transmitter
has knowledge of both messages, it utilizes its resources to cooperate with the primary
user by sending the primary message and also by applying sophisticated encoding tech-
niques to eliminate the effect of the interference at its receiver. For a comprehensive
account of the CIC the reader is referred to [12]. Figure 5.1 depicts the CICR in the
59
60 Chapter 5. Cognitive Interference Channel with a Relay
Figure 5.1: The cognitive interference channel with a relay. The cognitive side is
denoted by the subscript 1.
discrete memoryless (DM) case where transmitter 1 is cognitive.
Our model is also motivated by practical applications. On the one hand, it is well
known that cooperative communications can provide huge benefits, improving the effi-
ciency of the spectrum utilization. On the other hand a secondary system that ideally
should not interfere with the primary users can also provide other ways to help the
primary users besides the relaying that takes place at the cognitive transmitter. This
is achieved in our model by the external relay.
We derive a general achievable rate region for the CICR (in very strong interference)
based on superposition coding at the transmitters and block Markov coding [3] at the
relay. The relay forwards both users’ messages. We later simplify this general achiev-
able scheme into two setups. In the first setup, the relay only conveys the primary
user’s signal, which is interference at the cognitive receiver. In the second setup, the
relay only conveys the cognitive user’s signal, which turns out as interference at the
primary receiver. We characterize the capacity region of both setups in very strong
interference under certain conditions, namely when there is no rate penalty for decod-
ing both messages at both receivers. As described above, the encoding schemes are
as in the CIC in very strong interference and the decoding at the receivers proceeds
by backward and simultaneous non-unique decoding. To analyse the benefit due to
IF only, we modify both setups by cutting the link from the relay to the receiver that
the relayed message is intended to. In this way the relay will only send interference to
the unintended receiver. Through this modification we demonstrate that as opposed
to the first setup, in the second setup a real benefit of IF is present as the rate region
is enlarged compared to the CIC rate region in very strong interference. We also study
the case whether the relay should ever allocate power to forward interference if he is
able to decode both messages from the transmitters. In the case where the channel
is in strong interference but not in very strong interference, we show that allocating
part of the relay’s power to forward interference outperforms the achievable rate region
obtained by only allocating power to retransmit the intended message. This latter pro-
cess is known in this account as message forwarding (MF).
The rest of the chapter is organized as follows: We present the channel model in Sec-
tion 5.2. Our main results are in Section 5.3 where we present the general achievable
rate region and capacity results for both setups when certain conditions hold. In Sec-
tion 5.4 we compute the rate regions in both setups when Gaussian inputs are assumed
and compare them with the capacity region of the CIC in strong interference. Rate
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region comparisons are also shown for the general model and an outer bound. We
finalize the chapter with our conclusions in Section 5.5.
5.2 Channel Model
The cognitive interference channel with a relay is a model that extends the interference
channel to the case where it is possible to have unidirectional cooperation at the trans-
mitters. Additionally, a relay that helps the communication is assumed. This channel
configuration is depicted in Figure 5.1.
The discrete memoryless (DM) CICR consists of three finite input sets X1, X2, X3, three
finite output sets Y1, Y2, Y3, and a probability transition function p(y1, y2, y3|x1, x2, x3).
The channel is memoryless in the sense that the current received symbols (Y1i, Y2i, Y3i)
and the messages and past symbols (M1,M2, X
i−1
1 , X
i−1
2 , X
i−1
3 , Y
i−1
1 , Y
i−1
2 , Y
i−1
3 ) are
conditionally independent given the current transmitted symbols (X1i, X2i, X3i). A
(2nR1 , 2nR2 , n) code for the DM-CICR consists of a pair of uniformly distributed mes-
sages M1 ∈ [1 : 2nR1 ] and M2 ∈ [1 : 2nR2 ], two encoding functions at the transmitters
Xn1 = f1(M1,M2), X
n
2 = f2(M2), an encoding function at the relay X3i = f3i(Y
i−1
3 )
and two decoding functions Mˆt = gt(Y
n
t ), for t = 1, 2. The average probability of error
is defined as P
(n)
e = P (
⋃
t{Mˆt 6= Mt}). A rate pair (R1, R2) is said to be achievable
if there exists a sequence of (2nR1 , 2nR2 , n) codes such that limn→∞ P
(n)
e = 0. The
capacity region of the DM-CICR is the closure of the set of all achievable rate regions.
5.3 Achievable Rate Region
The following achievable rate region is general in the sense that the relay simultaneously
decodes and forwards both users’ messages. However the region is only valid or it
performs better for the case of very strong interference, which is defined later on.
Theorem 5.1. An achievable region for the DM-CICR consists of the set of rate pairs
(R1, R2) such that:
R1 ≤ I(X1, X3;Y1|U2, X2), (5.1a)
R1 +R2 ≤ I(X1, X2, X3;Y1), (5.1b)
R2 ≤ I(X1, X2, X3;Y2|U1), (5.1c)
R1 +R2 ≤ I(X1, X2, X3;Y2), (5.1d)
R1 ≤ I(X1;Y3|U1, U2, X2), (5.1e)
R1 +R2 ≤ I(X1, X2;Y3|U1, U2), (5.1f)
for some joint input probability distribution that factors as
p(u2, x2)p(u1)p(x1|u1, u2, x2)p(x3|u1, u2). (5.2)
Proof. see Appendix B.1.
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Analogously as for the DM-CIC [8] we define the very strong interference conditions
for the DM-CICR as
I(X1, X3;Y1|X2) ≤ I(X1, X3;Y2|X2), (5.3a)
I(X1, X2, X3;Y2) ≤ I(X1, X2, X3;Y1), (5.3b)
for every distribution given by (5.2). Next we will study two setups that will allow us
to show the benefit of interference forwarding in the CICR.
5.3.1 Two setups
We study the benefit of IF in the CICR. As for the ICR in [68], we study the case
where the relay only transmits one of the messages, namely this transmission will be
interference for one of the receivers. As opposed to the ICR, the CICR is asymmetrical
due to the unidirectional cooperation at the transmitters, hence we need to consider
two separate cases, when the relay transmits the primary user’s signal and when it
transmits the cognitive user’s signal. For this the following assumptions about the
relay receiver are made.
Definition 5.1. (Setup 1) The observation Y3 at the relay is independent of X1 given
(X2, X3), which can be stated as
p(y3|x1, x2, x3) = p(y3|x2, x3), (5.4)
and implies that X1 → (X2, X3)→ Y3 form a Markov chain.
Definition 5.2. (Setup 2) The observation Y3 at the relay is independent of X2 given
(X1, X3), which can be stated as
p(y3|x1, x2, x3) = p(y3|x1, x3), (5.5)
and implies that X2 → (X1, X3)→ Y3 form a Markov chain.
These are good assumptions when strong shadowing affects the link from one of the
transmitters to the relay in a wireless communication channel, i.e. the relay only “sees”
the signal that originates at one transmitter at a time. In the following we define two
degradedness conditions that will be utilized for establishing the capacity region in each
setup.
Definition 5.3. (Degradedness condition 1) The observation Y2 at receiver 2 is inde-
pendent of (X1, X2) given (X3, Y3),
p(y2|x3, y3, x1, x2) = p(y2|x3, y3), (5.6)
which means that (X1, X2)→ (X3, Y3)→ Y2 form a Markov chain.
Definition 5.4. (Degradedness condition 2) The observation Y1 at receiver 1 is inde-
pendent of (X1, X2) given (X3, Y3),
p(y1|x3, y3, x1, x2) = p(y1|x3, y3), (5.7)
which means that (X1, X2)→ (X3, Y3)→ Y1 form a Markov chain.
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5.3.2 Achievability in both setups
We now present achievable rate regions for both setups. We also utilise the conditions
in (5.3) under which we establish the capacity region of the DM-CICR as described by
each setup.
Corollary 5.2. An achievable region for the DM-CICR (setup 1) consists of the set of
rate pairs (R1, R2) such that:
R1 ≤ I(X1;Y1|X2, X3), (5.8a)
R1 +R2 ≤ I(X1, X2, X3;Y1), (5.8b)
R1 +R2 ≤ I(X1, X2, X3;Y2), (5.8c)
R2 ≤ I(X2;Y3|X3), (5.8d)
for some joint input probability distribution that factors as p(x2, x3)p(x1|x2, x3).
Proof. As in this setup the relay only encodes the primary user’s message, the achievable
rate region follows from the region in (5.1) by making U1 = ∅, U2 = X3 and by noting
that R1 = 0 at the relay as (5.1e) vanishes due to (5.4), i.e, the relay only decodes for
message 2.
The following region is achievable for the channel under setup 2.
Corollary 5.3. An achievable region for the DM-CICR (setup 2) consists of the set of
rate pairs (R1, R2) such that:
R1 ≤ I(X1, X3;Y1|X2), (5.9a)
R1 +R2 ≤ I(X1, X2, X3;Y1), (5.9b)
R2 ≤ I(X1, X2;Y2|X3), (5.9c)
R1 +R2 ≤ I(X1, X2, X3;Y2), (5.9d)
R1 ≤ I(X1;Y3|X2, X3), (5.9e)
R1 +R2 ≤ I(X1, X2;Y3|X3), (5.9f)
for some joint input probability distribution that factors as p(x2)p(x3)p(x1|x2, x3).
Proof. In this setup, the relay only encodes the cognitive user’s message, the achievable
rate region follows from the region in (5.1) by making U1 = X3 and U2 = ∅.
A classical result is utilised next in the converse of the the capacity region of the CICR
according to the specified setup. The result is a multiletter characterisation of the
condition in (5.3a) and we state it as a lemma.
Lemma 5.1. If (5.3a) holds for any distribution given by (5.2), then
I(Xn1 , X
n
3 ;Y
n
1 |Xn2 , U) ≤ I(Xn1 , Xn3 ;Y n2 |Xn2 , U). (5.10)
Proof. See Appendix B.2.
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Similarly as in the CIC, under the conditions in (5.3) no rate penalty is incurred by
decoding both messages at both receivers.
Theorem 5.4. Under conditions (5.3) and (5.6), the rate region of Corollary 5.2 is
the capacity region of the DM-CICR of setup 1.
Proof. For the converse, (5.8a) follows by using Fano’s inequality [3], or from the cutset
bound [14] with the cut S = {X1, Y2} and the assumption in (5.4). Under the condition
(5.3b), (5.8b) is redundant; (5.8c) follows from Fano’s inequality
n(R1 +R2)
≤ I(M2;Y n2 ) + I(M1;Y n1 ),
(a)
≤ I(M2;Y n2 ) + I(M1;Y n1 |M2),
(b)
= I(M2, X
n
2 ;Y
n
2 ) + I(M1, X
n
1 , X
n
3 ;Y
n
1 |M2, Xn2 ),
(c)
= I(M2, X
n
2 ;Y
n
2 ) + I(X
n
1 , X
n
3 ;Y
n
1 |M2, Xn2 ),
(d)
≤ I(M2, Xn2 ;Y n2 ) + I(Xn1 , Xn3 ;Y n2 |M2, Xn2 ),
(e)
= I(Xn1 , X
n
2 , X
n
3 ;Y
n
2 ),
≤
n∑
i=1
I(X1i, X2i, X3i;Y2i),
where (a) follows from the independence of the messages, (b) follows by the encoding,
(c) and (e) follows by the memoryless property of the channel and (d) follows from
Lemma 5.1. (5.8d) follows as well by standard techniques from Fano’s inequality or by
the cutset bound [14]. For the cut S = {X2, Y1} we obtain
R2 ≤ I(X2;Y2, Y3|X1, X3),
= I(X2;Y3|X1, X3) + I(X2;Y2|X1, X3, Y3),
(a)
= I(X2;Y3|X1, X3),
(b)
= I(X2;Y3|X3),
where (a) follows from (5.6), and (b) follows from (5.4) and as conditioning reduces
entropy.
Theorem 5.5. Under conditions (5.3) and (5.7), the rate region of Corollary 5.3 is
the capacity region of the DM-CICR of setup 2.
Proof. The proof is similar to the proof of Theorem 5.4 and the details are omitted.
Remark 5.1. In the CICR of setup 2, condition (5.5) is not needed due to the unidi-
rectional cooperation at the cognitive transmitters, the relay is able to decode both
messages. Additionally, condition (5.5) is not necessary in the proof of Theorem 5.5 as
opposed to (5.4) in the proof of Theorem 5.4.
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Figure 5.2: Schematic that shows the CICR of Setup 1 combined with the study con-
dition X3 → X1, X2 → Y2 (h23 = 0).
For comparison purposes we present next the capacity region of the DM-CIC in strong
interference [8]. This region can be obtained from those in Corollary 5.2 and Corol-
lary 5.3 by assuming the relay transmission X3 is a constant known at the receivers
and the decoding requirements at the relay are not needed.
R1 ≤ I(X1;Y1|X2, X3), (5.11a)
R1 +R2 ≤ I(X1, X2;Y2|X3). (5.11b)
With the same assumption about X3, the strong interference conditions in (5.3) reduce
to the ones for the CIC [8]. We present next a comparison of the region of (5.11) with
the regions of Corollary 5.2 and Corollary 5.3.
5.3.3 Rate region comparison
Here we compare the regions of Corollary 5.2 and Corollary 5.3 with the region in
(5.11). We start with the region of setup 1.
CIC vs. CICR of setup 1
We attempt to see the benefits of IF in the CICR of setup 1. In this setup the relay only
forwards the primary user’s message M2. In order to have a fair comparison we assume
receiver 2 does not benefit from message forwarding from the relay, the link from the
relay to receiver 2 is off, as it is depicted in Figure 5.2. In very strong interference
we have (5.8a) = (5.11a), (5.8b) is redundant due to (5.3b) and (5.8c) = (5.11b) as
X3 → (X1, X2) → Y2 form a Markov chain. Then the two regions coincide as long
as (5.8c) ≤ (5.8a) + (5.8d). We can conclude that in this setup, IF offers no direct
benefit in terms of enlarging the rate region of the CIC. This can be interpreted as the
benefit of IF has already been capitalized by the CIC as its cognitive transmitter does
a sort of IF itself. We point out though that the rate region is indeed enlarged when
MF to receiver 2 is allowed as we will see in Section 5.4. IF does indeed change the
strong interference conditions with respect to those for the CIC. This can be seen as
the CIC may not be in very strong interference while the CICR is, and decoding both
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Figure 5.3: Schematic that shows the CICR of Setup 2 combined with the study con-
dition X3 → X1, X2 → Y1 (h13 = 0).
messages at the receivers of the CIC is strictly suboptimal, reducing the region of the
CIC compared to the region of the CICR. As for the ICR [69], there may be the case
as well when the CIC is in very strong interference and the CICR is not, in which the
use of the relay offers no benefit to the cognitive receiver.
CIC vs. CICR of setup 2
In the CICR of setup 2 the relay decodes and forwards the cognitive user’s signal,
however, due to the superposition structure of the encoding at the cognitive transmitter,
it is able to decode the primary user’s message as well. Similarly as before, we assume
the link between the relay and the primary decoder is off as depicted in Figure 5.3.
In very strong interference (5.9a) reduces to (5.11a) as X3 → (X1, X2) → Y1 form a
Markov chain, (5.9b) is redundant due to (5.3b). Observe that R2 in (5.9c) is at most
equal to the sum-rate in (5.11b). We can also note that (5.9d) = (5.11b) + I(X3;Y2).
Then as long as (5.9a) ≤ (5.9e) and (5.9d) ≤ (5.9f), the rate region of the CICR is
enlarged compared to the rate region of the CIC. In [70] we chose a different input
probability distribution that made the relay symbol dependent on the input from the
primary user for this setup. Under those conditions it was not clear whether the
benefit was purely due to IF or MF had an influence on the data rate. In this account
we avoided this situation by choosing a slightly different input probability distribution
and can say that the benefit is purely due to IF.
5.4 Gaussian Channel
The Gaussian CICR in standard form is described by the following relations:
Y1 = X1 + h12X2 + h13X3 + Z1,
Y2 = h21X1 +X2 + h23X3 + Z2,
Y3 = h31X1 + h32X2 + Z3, (5.12)
where E [Xt] ≤ Pt, Zt ∼ N (0, 1) for t = 1, 2, 3 and hij are the channel gains. We define
the fraction of power that the cognitive transmitter uses to cooperate with the primary
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user as α and the fraction of power used for cooperation with the relay at the cognitive
and primary transmitters as θ and β respectively. Parameter γ determines how the
relay splits its power for forwarding M1 and M2. We also define α¯ = 1− α, β¯ = 1− β,
θ¯ = 1− θ, γ¯ = 1− γ and α, β, θ, γ ∈ [0, 1]. We evaluate the rate region of Theorem 5.1
for:
X20 ∼ N (0, β¯P2), U2 ∼ N (0, βP2), X2 = X20 + U2,
X10 ∼ N (0, α¯θ¯P1), U1 ∼ N (0, α¯θP1),
X1 = X10 + U1 +
√
αP1/P2X2,
X3 =
√
γP3/α¯θP1U1 +
√
γ¯P3/βP2U2.
The region in (5.1) evaluates to
R1 ≤ C
(
α¯P1 + h
2
13γP3 + 2h13
√
α¯θγP1P3
)
,
R1 +R2 ≤ C
(
P1 + h
2
12P2 + 2h13
√
α¯θγP1P3) + 2h13
√
αβγ¯P1P3
+ 2h12h13
√
βγ¯P2P3 + 2h12
√
αP1P2 + h
2
13P3
)
,
R2 ≤ C
(
h221(θ¯ + θα)P1 + 2h21h23
√
αβγ¯P1P3 + 2h23
√
βγ¯P2P3
+ 2h21
√
αP1P2 + P2 + h
2
23γ¯P3
)
,
R1 +R2 ≤ C
(
h221P1 + P2 + 2h21h23
√
α¯θγP1P3 + 2h21h23
√
αβγ¯P1P3
+ 2h23
√
βγ¯P2P3 + 2h21
√
αP1P2 + h
2
23P3
)
,
R1 ≤ C
(
h231α¯θ¯P1
)
,
R1 +R2 ≤ C
(
h231(θ¯ + αθ − αβ)P1 + h232β¯P2 + 2h31h32β¯
√
αP1P2
)
. (5.13)
For setup 1, the region above is evaluated for θ = γ = 0 and h31 = 0. We note that
the rate R1 = 0 at the relay and that the sum-rate at the relay only accounts for R2.
For setup 2, the region above is evaluated for β = 0, γ = 1 and h32 = 0. Figure 5.2
and Figure 5.3 show graphically setups 1 and 2 with the study conditions h23 = 0 and
h13 = 0 respectively. The following is the very strong interference condition for the
Gaussian channel.
Lemma 5.2. A Gaussian CICR is said to be in very strong interference if the following
hold
1 + α¯P1 + 2h13
√
α¯θγP1P3 + h
2
13β¯P3 + h
2
13βγP3
≤ 1 + h221α¯P1 + 2h21h23
√
α¯θγP1P3 + h
2
23β¯P3 + h
2
23βγP3,
1 + h221P1 + 2h21h23
√
α¯θγP1P3 + 2h21h23
√
αβγ¯P1P3
+ 2h23
√
βγ¯P2P3 + 2h21
√
αP1P2 + P2 + h
2
23P3
≤ 1 + P1 + 2h13
√
α¯θγP1P3 + 2h13
√
αβγ¯P1P3
+ 2h12h13
√
βγ¯P2P3 + 2h12
√
αP1P2 + h
2
12P2 + h
2
13P3. (5.14)
Proof. It is shown by applying the conditions in (5.3) to the Gaussian channel in (5.12)
for the random variable assignment made above.
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5.4.1 CIC vs. CICR of setup 1 and 2
We first compare the capacity region of the CIC in very strong interference with the
capacity region of the CICR of setup 1.
CIC vs. CICR of setup 1
As it was shown in Section 5.3.3, the capacity region of the CICR coincides with the
capacity region of the CIC in very strong interference when h23 = 0. Figure 5.4 depicts
the strong interference conditions for the CIC and the CICR. It can be noticed that the
condition in (5.3a) worsens as it pushes h21 away from 1, but condition (5.3b) improves
as it pushes the bar on h12 downwards. When message forwarding is allowed at the
relay (h23 6= 0), Figure 5.5 depicts the rate regions when both channels are in very
strong interference. It is noticeable a rate improvement due to cooperation at the relay.
CIC vs. CICR of setup 2
For the CICR of setup 2, Figure 5.6 depicts the very strong interference capacity regions
of the CIC, the CICR when h13 = 0 and the CICR when both receivers can be reached
by the relay (h13 6= 0). It can be noticed the rate improvement due to interference and
message forwarding.
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Figure 5.5: Capacity regions of the CIC and the CICR of setup 1 in strong interference.
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Figure 5.6: Capacity regions of the CIC and the CICR of setup 2 in strong interference.
5.4.2 Generalised Relaying
We have studied so far scenarios where the relay only observes a message from one of the
transmitters, namely it only allocates power to the signal that results as interference at
the non-intended receiver. We are now interested in studying the cases where the relay,
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Figure 5.7: The relay is able to decode both messages and forwards the intended
message only, interference to receiver 1 only or both.
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Figure 5.8: The forwarding of only the intended message, the interference and both
simultaneously.
being able to forward both the desired and the interfering message to a destination,
should ever allocate power to forward interference. For this we assume that the CICR
is in strong interference but not in very strong interference, i.e., only (5.3a) holds. A
schematic of the model to be studied is depicted in Figure 5.7. Although in this case
decoding both messages at receiver 1 is strictly suboptimal (h23 = 0), Figure 5.8 shows
that forwarding both the intended message and interference at the relay improves the
overall achievable rate region. When the relay forwards the intended message only,
and due to the channel not being in very strong interference, the sum-rate is given
by what is decoded at receiver 1. Receiver 1 gets M2 from the two transmitters as
the relay is only transmitting the desired information M1 (γ = 1, β = 0). When the
relay forwards interference only, receiver 1 gets M2 from the transmitters and the relay
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Figure 5.9: A general achievable rate region for the CIC in strong interference vs. an
achievable rate region for the CICR with IF to receiver 1.
(γ = 0, θ = 0). That is the reason why the sum-rate is not the same in the previous
two cases (it is bigger in the latter than in the former), which results in a bigger R2
for IF than for MF when R1 = 0. If we were in very strong interference, the sum-rate
would be given by what is decoded at receiver 2, which does not change in the two
cases previously described.
An interesting comparison between the achievable rate region of the CIC in strong
but not in very strong interference [20] with the region for the CICR with IF to the
cognitive receiver (receiver 1) is depicted in Figure 5.9. The CIC utilises sophisticated
encoding schemes at the cognitive transmitter: superposition coding and dirty paper
coding (DPC); whereas the CICR transmission scheme is based on superposition and
block Markov coding. We observe in the figure that the CIC outperforms the CICR
for lower values of R1. The performance of the CICR will essentially depend on the
value of h13. As it can be seen from the second inequality in (5.14), after substituting
h23 = 0, the terms on the LHS depend on h21, whereas the terms on the RHS depend
on h12 and h13. h13 is the only parameter that could be different for the CICR that
does not change the interference regime for the CIC, hence the CICR could be in very
strong interference while the CIC is not, i.e., the larger h13 is the better the CICR will
perform in this setting. The main conclusion here is that if we want not only to improve
the achievable rate region of our cognitive system but perhaps to simplify the encoding
scheme at the cognitive transmitter and reduce the effects of transmission delays on
the DPC scheme, we can choose to implement a relay in the system.
We can also compare our general inner bound in (5.13) with the simple outer bound
described by the following relations
R1 ≤ I(X1, X3;Y1|X2),
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R1 +R2 ≤ I(X1, X2, X3;Y2).
The outer bound is evaluated for a jointly Gaussian distribution. Figure 5.10 depicts
the general inner bound and the outer bound. It can be noted that both bounds are
relatively close to each other.
5.5 Conclusion
The discrete and Gaussian cognitive interference channel with a relay have been anal-
ysed. We provided a general achievable rate region (in very strong interference) for this
model based on decoding and forwarding messages from both transmitters at the relay.
Due to the asymmetrical nature of the CICR, two special scenarios were discussed, i.e.,
when the relayed signal is the primary user’s and when this is the cognitive user’s. We
have shown that as opposed to the latter case, in the former case a rate improvement
due to IF can be verified. Both setups also benefit by MF when both receivers can be
reached by the relay. We also showed that when the model is in strong but not very
strong interference and the relay can decide whether or not allocate power to forward
interference, an enlarged achievable rate region is obtained by forwarding both message
and interference compared with forwarding the intended message only. We also com-
pared the general achievable rate region with a simple outer bound and observed that
they are not that far from each other.
Chapter 6
Causal Relaying in the Cognitive
Interference Channel
6.1 Introduction
Motivated by the need to improve the transmission efficiency in modern communication
systems, the idea of a radio that is aware of its surroundings and is able to accommo-
date its transmission scheme to achieve this goal was proposed [5]. A radio of this type
was called cognitive. In the Information theory community, the approach to cognition
took a rather distinctive route [6]: the cognitive radio is assumed to have causal or
non-causal knowledge of the other user’s current transmitted message. This assump-
tion allows the cognitive transmitter to apply sophisticated encoding schemes in order
to mitigate the interference at its receiver and simultaneously utilise part of its power
in order to cooperate with the primary user. A model with such capability is known as
a Cognitive Interference Channel (CIC). The gain in achievable rates is indeed brought
by the unidirectional cooperation at the transmitters.
Following similar techniques as those that achieve the capacity region of the Interfer-
ence Channel (IC) in strong interference [26], the capacity of the CIC in very strong
interference was characterised [8]. The capacity region is also known for the case of
weak interference [9], amongst other regimes.
On the other hand, it has been shown in the literature that cooperative communications
can improve the achievable rate regions of several channel configurations. In [71] and in
[72], the CIC is adapted to have unidirectional cooperation at the receivers (CIC-UDC);
and in [73], a relay is added to the CIC in order to help the communication. In these
models, the cognitive receiver in the former model and the relay in the latter model,
act as a strictly causal relay. In this chapter we extend these settings and assume that
the operation of the relaying node is causal rather than strictly causal, i.e., the relay’s
transmit symbol depends not only on its past received symbols, but also on its current
received symbol. We name these model the CIC with causal unidirectional destina-
tion cooperation (CIC-CUDC) and the CIC with a causal relay (CIC-CR) respectively.
Models with causal relays have been shown in previous works [74] to be good models for
studying amplify-and-forward (AF) type relaying if the overall delay spread, including
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Figure 6.1: The discrete memoryless CIC with causal unidirectional destination co-
operation. The cognitive transmitter is denoted with the subscript 1. The cognitive
receiver acts as a relay.
the path through the relay, is much smaller than the inverse of the bandwidth. For
the CIC-CUDC we provide an outer bound for the discrete memoryless (DM) channel.
For the Gaussian channel we provide an achievable scheme that utilises instantaneous
AF at the relay. We show that this simple encoding scheme is capacity achieving when
the model operates in the very strong interference (VSI) regime. For the CIC-CR we
provide an outer bound in the Gaussian case. The derivation has some steps done for
the discrete memoryless (DM) channel. An achievable scheme that utilises instanta-
neous AF at the relay is also presented. This simple encoding scheme is close to the
capacity region in very strong interference and is tight when a relation between the
channel coefficients holds.
The rest of the chapter is organised as follows. Definitions for the CIC-CUDC are in
Section 6.2. An outer bound to the capacity region of the discrete memoryless CIC-
UDC is provided in Section 6.3. We establish the capacity region for the Gaussian
channel in Section 6.4. Definitions for the CIC-CR are in Section 6.5. The discrete
memoryless channel is treated in Section ?? and the Gaussian channel in Section 6.6.
The conclusions are in Section 6.7.
6.2 The CIC with causal unidirectional destination coop-
eration
The notation standard followed is as described in Section 1.4.
6.2.1 Definitions
Definition 6.1. The discrete memoryless CIC-CUDC consists of three finite input
sets X1, X2, X3, two finite output sets Y1, Y2, and a probability transition function
p(y1, y2|x1, x2, x3). It is depicted in Figure 6.1.
Definition 6.2. A (2nR1 , 2nR2 , n) code for the discrete memoryless CIC-CUDC con-
sists of a pair of uniformly distributed messages M1 ∈ [1 : 2nR1 ] and M2 ∈ [1 : 2nR2 ],
two encoding functions at the transmitters Xn1 = f1(M1,M2), X
n
2 = f2(M2), an encod-
ing function at the relay X3i = f3i(Y
i
1 ) and two decoding functions Mˆt = gt(Y
n
t ), for
t = 1, 2. The average probability of error is defined as P
(n)
e = P (
⋃
t{Mˆt 6= Mt}
⋃{M˜2 6=
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M2}). A rate pair (R1, R2) is said to be achievable if there exists a sequence of
(2nR1 , 2nR2 , n) codes such that limn→∞ P
(n)
e = 0. The capacity region of the discrete
memoryless CIC-CUDC is the closure of the set of all achievable rate regions. We as-
sume that the channel is memoryless, i.e., (Xi−11 , X
i−1
2 , Y
i−1
1 )→ (X1i, X2i)→ Y1i, and
(Xi−11 , X
i−1
2 , X
i−1
3 , Y
i−1
1 , Y
i−1
2 )→ (X1i, X2i, X3i, Y1i)→ Y2i, form Markov chains.
6.3 Discrete memoryless CIC-CUDC: Outer bound
We first propose an outer bound for the discrete memoryless CIC-CUDC.
Theorem 6.1. The capacity region of the discrete memoryless CIC with causal unidi-
rectional cooperation at the receivers is contained in the set of rate pairs (R1, R2) such
that
R1 ≤ I(X1;Y1, X3|X2), (6.1a)
R1 +R2 ≤ I(X1, X2;Y1, X3), (6.1b)
R1 +R2 ≤ I(X1, X2;Y1) + I(X1, X2;Y2|Y1, X3), (6.1c)
for some p(x1, x2)p(x3|x1, x2, y1).
Proof. See Appendix C.1.
We treat the Gaussian channel in the next section.
6.4 The Gaussian CIC with causal unidirectional destina-
tion cooperation
In the Gaussian channel the relay node (receiver 1) is equipped with one antenna for
reception and another one for transmission. The antennas are isolated, therefore they
do not interfere with each other. The channel model is described by the following set
of equations:
Y1 = h11X1 + h12X2 + Z1,
Y2 = h21X1 + h22X2 + h23X3 + Z2, (6.2)
where hkl is the channel coefficient from transmitter l to receiver k for k = 1, 2 and
l = 1, 2, 3. The signal transmitted at receiver 1 is denoted by X3. Zk ∼ N (0, 1) are
zero-mean unit-variance Gaussian noise. The average power constraints at the three
transmitters are P1, P2 and P3 respectively.
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6.4.1 The Gaussian CIC with causal unidirectional destination coop-
eration in very strong interference
Definition 6.3. The relay in the Gaussian CIC-CUDC operates on instantaneous
amplify-and-forward relaying, X3 = αY1, where α is the amplification factor.
Definition 6.4. A Gaussian CIC with causal unidirectional destination cooperation is
said to be in the very strong interference regime if the following relations hold
h211(1− ρ2)P1 ≤ P1
(
h221(1− ρ2) + h211h223(1− ρ2)α2 + 2h11h21h23(1− ρ2)α
)
/
(
1 + h223α
2
)
,
(6.4a)
h221P1 + 2h23α(h11h21P1 + h12h22P2) + 2h21h22ρ
√
P1P2
+ 2h23αρ
√
P1P2(h12h21 + h11h22) + h
2
22P2 ≤ h211P1 + 2h11h12ρ
√
P1P2 + h
2
12P2
(6.4b)
where ρ ∈ [0, 1] is the correlation coefficient between X1 and X2.
Theorem 6.2. The capacity region of the Gaussian CIC with causal unidirectional
destination cooperation in very strong interference is given by the set of (R1, R2) such
that
R1 ≤ C
(
h211(1− ρ2)P1
)
, (6.5a)
R1 +R2 ≤ C
(
h211P1 + 2h11h12ρ
√
P1P2 + h
2
12P2
)
. (6.5b)
Proof. Achievability: Achievability follows by instantaneous AF at the relay, i.e., X3 =
αY1. Substituting this in (6.2) we obtain:
Y1 = h11X1 + h12X2 + Z1,
Y2 = (h21 + αh11h23)X1 + (h22 + αh12h23)X2
+ αh23Z1 + Z2. (6.6)
As we are studying the very strong interference regime, the equivalent CIC in (6.6) is
in VSI, i.e., the conditions in [8] hold:
I(X1;Y1|X2) ≤ I(X1;Y2|X2), (6.7a)
I(X1, X2;Y2) ≤ I(X1, X2;Y1). (6.7b)
As both receivers decode both messages, from the left hand side (LHS) of (6.7a) the
bound on R1 in (6.5a) can be obtained. The LHS of (6.7b) depends on the amplifi-
cation factor α. The value of α that maximizes the sum rate (LHS of (6.7b)) makes
I(X1, X2;Y2) ≥ I(X1, X2;Y1) for all values of channel gains, namely we are out of the
very strong interference regime. This can be observed in Figure 6.2. In the figure, when
α = αopt the LHS of (6.7b) (LHS2) is at its maximum. The value of α for which the
LHS and the right hand side (RHS) of (6.7b) equalize is denoted by αeq.
Therefore we need to compute the value of α such that we attain the maximum sum-
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Figure 6.2: The sum rates as functions of the relay amplification factor for h11 = h22 =
h23 = h21 = 1, h12 = 4, ρ = 0.5 and P1 = P2 = 1.
rate without leaving the very strong interference regime. The value of α such that the
LHS and RHS of (6.7b) are equal is computed to be αeq =
N
D where N = h
2
11P1 +
2h11h12ρ
√
P1P2 +h
2
12P2− (h221P1 + 2h21h22ρ
√
P1P2 +h
2
22P2) and D = 2h23(h11h21P1 +
(h11h22 + h12h21)ρ
√
P1P2 + h12h22P2). With α = αeq, the RHS of (6.7b) can be at-
tained, which constitutes the bound on the sum-rate in (6.5b). Figure 6.3 shows the
VSI regime for our model. This analysis assumes that αeqy1 ≤ P3. A relay with such
characteristic is known as a potent relay [74]. Converse: We apply bounds (6.1a) and
(6.1b) of Theorem 6.1 in the Gaussian model.
R1 ≤ I(X1;Y1, X3|X2),
= I(X1;Y1|X2) + I(X1;X3|X2, Y1),
= h(Y1|X2)− h(Y1|X1, X2) + h(X3|X2, Y1)
− h(X3|X1, X2, Y1),
(a)
= h(h11X1 + Z1|X2)− h(Z1),
= h(h11X1 + Z1, X2)− h(X2)− h(Z1),
≤ C (h211(1− ρ2)P1) ,
and
R1 +R2 ≤ I(X1, X2;Y1, X3),
(b)
= I(X1, X2;Y1),
= h(Y1)− h(Y1|X1, X2),
= h(h11X1 + h12X2 + Z1)− h(Z1)
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≤ C
(
h211 + 2h11h12ρ
√
P1P2 + h
2
12P2
)
,
where (a) and (b) follow as X3 = αY1.
It can be noted in Figure 6.3 that the VSI region for the CIC-CUDC comprises the
VSI region and part of the weak interference region of the CIC. This also indicates
that only one and not two encoding schemes are necessary for much of the interference
regimes for which capacity is known. We can also compare the capacity region of our
model, the CIC-CUDC with that of the CIC in weak and VSI. Figure 6.4 depicts this
comparison. Note that the capacity region of the CIC-CUDC in VSI does not depend
on the value of h21 and as long the channel is in this regime the relay compensates any
loss in the rate by making α = αeq for any variation of the channel gains. The variation
of αeq with respect to h21 is depicted in Figure 6.5.
6.5 The Cognitive Interference Channel with a Causal Re-
lay
Definition 6.5. The discrete memoryless CIC-CR consists of three finite input sets
X1, X2, X3, three finite output sets Y1, Y2, Y3 and a probability transition function
p(y1, y2, y3|x1, x2, x3). It is depicted in Fig. 6.6.
Definition 6.6. A (2nR1 , 2nR2 , n) code for the discrete memoryless CIC-CR consists
of a pair of uniformly distributed messages M1 ∈ [1 : 2nR1 ] and M2 ∈ [1 : 2nR2 ], two
encoding functions at the transmitters Xn1 = f1(M1,M2) and X
n
2 = f2(M2), an encod-
ing function at the relay X3i = f3i(Y
i
3 ) and two decoding functions Mˆt = gt(Y
n
t ),
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Figure 6.6: The discrete memoryless CIC with a causal relay. The cognitive transmitter
is denoted with the subscript 1.
for t = 1, 2. The average probability of error is defined as P
(n)
e = P (
⋃
t{Mˆt 6=
Mt}). A rate pair (R1, R2) is said to be achievable if there exists a sequence of
(2nR1 , 2nR2 , n) codes such that limn→∞ P
(n)
e = 0. The capacity region of the discrete
memoryless CIC-CR is the closure of the set of all achievable rate regions. We as-
sume that the channel is memoryless, i.e., (Xi−11 , X
i−1
2 , Y
i−1
3 )→ (X1i, X2i)→ Y3i, and
(Xi−11 , X
i−1
2 , X
i−1
3 , Y
i−1
3 , Y
i−1
1 , Y
i−1
2 ) → (X1i, X2i, X3i, Y3i) → (Y1i, Y2i), form Markov
chains.
Definition 6.7. The discrete memoryless CIC-CR is in the very strong interference
regime if
I(X1;Y1|X2, Y3, X3) ≤ I(X1;Y2|X2, Y3, X3), (6.8)
I(X1, X2;Y2|Y3, X3) ≤ I(X1, X2;Y1|Y3, X3), (6.9)
for all p(x1, x2) and x3i = f3i(y
i
3).
We utilise the interference regime convention of [21] for the CIC. (6.8) tells us that
requiring M1 to be decoded at receiver 2 should not constrain the maximum rate R1.
Similarly, (6.9) tells us that requiring to decode both messages at receiver 1 should
not constrain the maximum sum-rate at receiver 2, namely there is no rate penalty in
decoding the interference at the unintended receiver. The model is said to be in strong
interference if only (6.8) holds.
Theorem 6.3. An outer bound to the capacity region of the discrete memoryless CIC
with a causal relay in strong interference consists of the set of rate pairs (R1, R2)
satisfying
R1 ≤ I(X1;Y3|X2) + I(X1;Y1|X2, Y3, X3), (6.10a)
R1 +R2 ≤ I(X1, X2;Y3) + I(X1, X2;Y2|Y3, X3), (6.10b)
for all p(x1, x2) and x3i = f3i(y
i
3).
Proof. See Appendix C.2.
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6.6 The Gaussian CIC with a Causal Relay
In the Gaussian channel the relay node is equipped with one antenna for reception and
another one for transmission. The antennas are isolated, therefore they do not interfere
with each other. The channel model is described as follows:
Y1 = h11X1 + h12X2 + h13X3 + Z1,
Y2 = h21X1 + h22X2 + h23X3 + Z2,
Y3 = h31X1 + h32X2 + Z3, (6.11)
where hrt is the channel coefficient from transmitter t to receiver r for r, t = 1, 2, 3.
Zr ∼ N (0, 1) is zero-mean unit-variance Gaussian noise. The average power constraints
at the three transmitters are P1, P2 and P3 respectively.
6.6.1 The Gaussian CIC-CR in very strong interference
Theorem 6.4. An outer bound to the capacity region of the Gaussian CIC with a
causal relay in strong interference consists of the set of rate pairs (R1, R2) satisfying
R1 ≤ C
(
(h211 + h
2
31)(1− ρ2)P1
)
, (6.12a)
R1 +R2 ≤ C
(
(h221 + h
2
31)P1 + (h
2
22 + h
2
32)P2 + (h
2
21h
2
32
+ h222h
2
31)(1− ρ2)P1P2 + 2(h21h22 + h31h32)
ρ
√
P1P2 − 2h21h22h31h32(1− ρ2)P1P2
)
, (6.12b)
where ρ ∈ [0, 1] denotes the correlation coefficient between X1 and X2.
Proof. See Appendix C.3.
In the following it is assumed that the relay in the Gaussian CIC-CR operates on
instantaneous amplify-and-forward relying, X3 = αY3, where α is the amplification
factor.
Lemma 6.1. The Gaussian CIC-CR is said to be in the very strong interference regime
if the following holds
(1− ρ2)(h11 + h13h31α)2P1
h213α
2 + 1
≤ (1− ρ
2)(h21 + h23h31α)
2P1
h223α
2 + 1
,
1
h23α2 + 1
(
(h21 + h23h31α)
2P1 + (h22 + h23h32α)
2P2+(
h21h22 + (h21h32 + h22h31)h23α+ h
2
23h31h32α
2
)
2ρ
√
P1P2
)
≤ 1
h13α2 + 1
(
(h11 + h13h31α)
2P1 + (h12 + h13h32α)
2P2+(
h11h12 + (h11h32 + h12h31)h13α+ h
2
13h31h32α
2
)
2ρ
√
P1P2
)
.
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Proof. It is obtained by applying (6.8) and (6.9) to the model in (6.11) under the
assumption of the relay operation.
The instantaneous amplify-and-forward relaying has also been proposed for other mod-
els [74]. Under this assumption, the following equivalent CIC can be found:
Y1 = (h11 + h13h31α)X1 + (h12 + h13h32α)X2 + h13αZ3 + Z1,
Y2 = (h21 + h23h31α)X1 + (h22 + h23h32α)X2 + h23αZ3 + Z2.
As the capacity region of the cognitive interference channel in the very strong inter-
ference regime is known [21]: R1 ≤ I(X1;Y1|X2), R1 + R2 ≤ I(X1, X2;Y2), it can be
directly applied to the equivalent CIC channel. Two different values of α optimise R1
and the sum-rate respectively. The description of the rate region is omitted due to
space constraints.
Remark 1. For the symmetric channel, i.e., P1 = P2, h11 = h22, h31 = h32 and h13 =
h23, it can be verified that as long as h21 = h11 and h12 ≥ h21, the region in (6.12) is
the capacity region of the CIC-CR in very strong interference.
6.6.2 Comparison plots
Fig. 6.7 shows an example of an achievable rate region obtained by time sharing between
the two values of α computed in the optimisation process and by varying the degree of
cooperation at the cognitive transmitter (ρ). Fig. 6.7 also depicts the outer bound in
(6.12) and an achievable rate region for this model by utilising the decode-and-forward
(DF) relaying scheme. When DF is utilised the encoding function at the relay depends
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on the past received symbols only. This is shown for three values of the transmit power
at the relay. It can be noted that instantaneous AF outperforms DF for this particular
scenario. Additionally, it can be pointed out that as we are studying a scenario in
very strong interference, the decoding at the relay does not constrain the achievable
rates; DF performs better than partial DF. Further studies could combine DF and
instantaneous AF for this setting.
6.7 Conclusion
We introduced the cognitive interference channel with causal unidirectional destination
cooperation. We presented an outer bound for the discrete memoryless channel. For
the Gaussian channel we showed that instantaneous AF relaying is sufficient to attain
the capacity region in the very strong interference regime. We compared the very
strong interference regime region of our model with those for the weak and VSI for the
CIC. We observed that in our model the VSI region is enlarged allowing the utilization
of only one encoding scheme rather than two, as in the CIC, for more values of the
channel coefficients. We also compared the capacity regions and showed that the region
of the CIC-CUDC does not depend on h21, whereas the capacity region of the CIC has
a strong dependence on it.
We also studied the cognitive interference channel with a causal relay for which we
derived outer bounds for the discrete and Gaussian cases in strong interference. We
also showed that a simple relaying scheme that instantaneously amplifies and forwards
what it receives is optimal for the symmetric channel. In other words, not only the
transmission rates can be increased by means of deploying re-transmission points in
cognitive scenarios but a rather simple relaying scheme allows to do so.
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Chapter 7
Cognitive Multiple Access
Interference Channels
7.1 Introduction
Over past few decades the nature of communication technologies has evolved from the
traditional single link communication to the most advanced forms of cellular communi-
cation belonging to the fourth generation and beyond. Yet even after the tremendous
advancements in technology, the fundamental limits on the data rates and capacity
regions in most basic multi user networks, like the Discrete memoryless Broadcast and
Interference channels, are not known in general.
An interference channel (IC), where there are two transmitters and two receivers with
each receiver facing interference from the other transmitter. The IC was first studied
by Shannon in [75] as two way channels and later many works were dedicated to IC
both in the discrete memoryless case [26, 23, 76] as well as Gaussian case [77, 78, 41]
with [23] providing the largest known inner bound to date which was simplified in
[76] which used the idea of rate splitting of the PU and SU messages into public and
private messages and using superposition coding of the private message over the public
message. The intended receiver decodes both the messages whereas the receiver that
faces interference is able to decode only the public message.
A class of ICs, viz., Cognitive ICs CIC, was studied which modelled the interference
channel with the SU transmitter knowing the message of the PU transmitter both in
the discrete memoryless case [6, 8, 17, 21] and Gaussian case [33] with [21] providing
the largest known inner bound based on splitting the PU rate into three parts, viz a
public message transmitted by PU and decoded by both PU and SU receivers, a private
message of PU only to be decoded by the PU receiver and a private message of PU
transmitted by the SU and decoded by the PU (like a relay) and the SU message is
split into the public and private message. The PU performs superposition coding of the
private message that it transmits over its public message and the SU performs superpo-
sition coding of its private message and the PU private message which it transmits over
the PU common message the SU knows and performs dirty paper coding [38] against
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Figure 7.1: The DM-CMAZIC channel schematic
the interference caused by the PUs private message that the PU transmits conditioned
on the PUs common message. Also at the SU the PUs private message that the SU
transmits is binned against the SUs private message.
A special case of the CIC, is the CZIC where there is no interference from the SU to
the PU while other links remain the same. Bounds and capacity results for the same
have been provided for the discrete memoryless case [46] and the Gaussian case [79, 80].
Apart from the bounds and capacity results known for the CIC, in [46] the capacity
was established for the case where the PU link is noiseless based on superposition
coding at the PU transmitter by splitting into private and public message and Gelfand
Pinsker coding at the SU against the PUs private message conditioned on the PU public
message. Note in the CZIC there is no need of the rate splitting at the SU transmitter.
In this chapter extending the idea of CZIC we introduce the CMAZIC in which instead
of only a single SU transceiver pair we have the two SU transmitters and one receiver.
This is most general extension of the CZIC as the component MAC channel problem
is solved completely [3]. We provide achievable regions for this channel for the discrete
memoryless case and provide the capacity region for the Gaussian case. Applications
for such a channel range from those in cellular networks where the SU are the mobile
handsets and are scavenging on the the PU channel which is of broadcast nature so
that the PU power is strong enough to cause interference at the SU receiver, but the
SU transmissions are only directed to its base station and do not possess enough power
to interfere at the PU receiver.
The remaining part of the chapter is broken into the following parts. In Section II, we
introduce formally the DM-CMAZIC. In Section III we provide achievable regions. In
Section IV we provide the capacity region for the Gaussian case. Finally we conclude
in Section V.
7.2 Channel Model
In this section we describe the DM-CMAZIC by specifying the messages that are en-
coded at each transmitter and to be decoded at each receiver. The DM-CMAZIC
(X1 ×X2 ×X3, p(y1, y2|x1, x2, x3),Y1 ×Y2), as shown in Fig.7.1, consists of three finite
sets X1,X2,X3, of input alphabets, two finite sets Y1,Y2 of output alphabets and a
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collection of conditional pmfs p(y1, y2|x1, x2, x3), one for each x1, x2 and x3, that fac-
tor out as p(y1|x1, x2, x3)p(y2|x3). A (2dnR1e, 2dnR2e, 2dnR3e, n) code for DM-CMAIC
consists of
• Three message sets [1 : 2dnR1e], [1 : 2dnR2e], and [1 : 2dnR3e].
• Three encoders that assign the codewords as follows
– xn1 (m1,m3) to each message pair (m1,m3) ∈ [1 : 2dnR1e]× [1 : 2dnR3e].
– xn2 (m2,m3) to each message pair (m2,m3) ∈ [1 : 2dnR2e]× [1 : 2dnR3e].
– xn3 (m3) to each message m3 ∈ [1 : 2dnR3e]
• Two decoders - Decoder 1 estimates (mˆ1, mˆ2) ∈ [1 : 2dnR1e]× [1 : 2dnR2e]. Decoder
2 estimates mˆ3 ∈ [1 : 2dnR3e]
The channel is memoryless as it satisfies
p(yn1 , y
n
2 |xn1 , xn2 , xn3 ) =
n∏
i=1
p(y1i|x1i, x2i, x3i)p(y2i|x3i) (7.1)
Next, we provide achievable regions for this channel.
7.3 Achievable Rates
In this section we show two achievable regions. The first one does not perform rate
splitting at the PU instead only uses Gelfand Pinsker [16] coding at the SU against
the interference caused by the PU. This region will then be shown to be beaten by the
region obtained by performing rate splitting at the PU and performing superposition
coding at the PU and Gelfand Pinsker coding at the SU against the interference caused
by the private message of the PU conditioned on the public message of the SU.
Theorem 7.1 (Achievable Rates without superposition at PU). An achievable rate triple
(R1, R2, R3) satisfies
R1 ≤ I(V1;Y1|V2)− I(V1;X3|V2) (7.2)
R2 ≤ I(V2;Y1|V1)− I(V2;X3|V1) (7.3)
R1 +R2 ≤ I(V1, V2;Y1)− I(V1, V2;X3) (7.4)
R3 ≤ I(X3;Y2). (7.5)
where the achievability is over all the input distributions p(v1, v2, x3) that factor as
p(v1|x3)p(v2|x3) and functions x1(v1, x3) and x2(v2, x3)
Proof. We do not provide a rigorous proof since we have provided rigorous proof for the
next theorem. However, the proof goes on this lines. V1 is used to transmit the message
of SU1 and V2 is used to transmit the message of SU2. They are binned against X3
and then X1(V1, X3) and X2(V2, X3) are transmitted from SU1 and SU2 respectively.
The decoder 1 decodes for M1 and M2 while decoder three decodes only for M3 which
is encoded in X3.
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The second achievable region is as follows
Theorem 7.2 (Achievable Rates with superposition at PU). An achievable rate quadru-
ple (R1, R2, R31, R32) satisfies
R1 ≤ I(V1;Y1|U, V2)− I(V1;X3|U, V2), (7.6)
R2 ≤ I(V2;Y1|U, V1)− I(V2;X3|U, V1), (7.7)
R1 +R2 ≤ I(V1, V2;Y1|U)− I(V1, V2;X3|U) (7.8)
R32 ≤ I(X3;Y2|U), (7.9)
R31 +R32 ≤ I(U,X3;Y2) (7.10)
where the achievability is over all input distributions p(u, v1, v2, x3) that factor as
p(u)p(x3|u)p(v1|u, x3)p(v2|u, x3) and functions x1(v1, x3) and x2(v2, x3) andR31+R32 =
R3.
Proof. The idea for encoding decoding goes on the lines of [46]. We use three auxiliary
input random variables U, V1 and V2 along with three input random variables X1, X2
and X3. We do this for the following reason. The rate of the PU is split, i.e. R3 =
R31 + R32. The message m31 ∈ [1 : 2nR31 ] is encoded to U(m31). The message m32 ∈
[1 : 2nR32 ] is encoded to X3(m31,m32), i.e. X3 is superposed to U . Now, conditioned
on U the message m1 ∈ [1 : 2nR1 ] of SU1 is binned against X3. For this we require
sequences in the bins which are encoded in V1. Finally, encoder 1 transmits a codeword
encoded in X1 which is obtained from a deterministic function of (U,X3, V1). Similarly
we require V2 and X2 for the SU2.
7.3.1 Codebook generation
Fix the pmf p(u, v1, v2, x3) and two functions x1(v1, x2) and x2(v2, x2) that achieve the
capacity. For each message m31 ∈ [1 : 2nR31 ] generate randomly and independently,
length n sequences un(m31) according to
∏n
i=1 pU (ui). For each m32 ∈ [1 : 2nR32 ]
generate randomly and conditionally independently length n sequences xn3 (m31,m32)
according to
∏n
i=1 pX3|U (x3i|ui). For each message m1 ∈ [1 : 2nR1 ] generate a sub-
codebook C1(m1) consisting of 2n(R˜1−R1) randomly and conditionally independently
generated sequences vn1 (k), k ∈ [(m1 − 1)2n(R˜1−R1) + 1 : m12n(R˜1−R1)] each accord-
ing to
∏n
i=1 pV1|U (V1i|Ui(m31)). Similarly, For each message m2 ∈ [1 : 2nR2 ] generate a
subcodebook C2(m2) consisting of 2n(R˜2−R2) randomly and conditionally independently
generated sequences vn2 (l), l ∈ [(m2 − 1)2n(R˜2−R2) + 1 : m22n(R˜2−R2)] each according to∏n
i=1 pV2|U (V2i|Ui(m31)).
7.3.2 Encoding
To send message m3 = (m31,m32), the encoder 3 at the PU sends X3(m31,m32). Now,
since the PU message is known to both the SUs joint encoding is possible. To send
message m1, the encoder 1 at SU1 searches for a v
n
1 (k) ∈ C1(m1) sequence such that
(vn1 (k), v2(l), u
n, xn3 ) ∈ T (n)′ . If no such vn1 sequence exist an encoding error occurs by
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picking up k = 1. The encoder then transmits x1i(v1i(k), u
n(m31), x3i(m31,m32)) at
time i ∈ [1 : n]. Similarly, to send message m2, the encoder 2 at SU2 searches for a
vn2 (l) ∈ C2(m2) sequence such that (vn1 (k), vn2 (l), un, xn3 ) ∈ T (n)′ . If no such vn2 sequence
exist an encoding error occurs by picking up l = 1. The encoder then transmits
x2i(v2i(l), u
n(m31), x3i(m31,m32)) at time i ∈ [1 : n].
7.3.3 Decoding
Decoding at receivers 1 and 2 are independent. At receiver 1, upon receiving yn1 ,
the decoder 1 declares that the message mˆ1 ∈ [1 : 2nR1 ] is sent from transmitter 1 and
message mˆ2 ∈ [1 : 2nR2 ] is sent from transmitter 2, if they are the unique messages such
that (un(mˆ31), v
n
1 (k), v
n
2 (l), y
n
1 ) ∈ T (n)′ for some vn1 (k) ∈ C1(mˆ1) and vn2 (l) ∈ C2(mˆ2),
otherwise it declares and error. At receiver 2, notice that unlike the broadcast channel
decoding where the stronger receiver is only interested in decoding the message mˆ32,
here the decoder 2 is interested to decode both messages mˆ32 as well as mˆ31. However,
this is shown to not affect the achievable region [3]. Upon receiving yn2 , the decoder
2 declares that the messages (mˆ31, mˆ32) is transmitted from transmitter 1, if it is the
unique message pair such that (un(mˆ31), x
n
3 (mˆ31, mˆ32), y
n
2 ) ∈ T (n)′ , otherwise it declares
an error.
Decoding at decoder 2 can also follow a 2 step procedure. First decoder 2 declares that
message mˆ31 ∈ [1 : 2nR31 ] if it is the unique message such that (un(mˆ31), yn1 ) ∈ T (n)′ ,
otherwise it declares an error. If such a mˆ31 exists then the decoder 1 declares
that the message mˆ32 ∈ [1 : 2nR32 ] is sent if it is the unique message such that
(un(m31), x
n
3 (m31, mˆ32), y
n
1 ) ∈ T (n)′ for some m31 ∈ [1 : 2nR31 ], otherwise it declares
an error.
7.3.4 Analysis of error
Since we have assumed that the messages are uniformly distributed on their respective
sets, assume w.l.o.g. that (M1,M2,M31,M31) = (1, 1, 1, 1) is transmitted. Let K and L
denote the index of the sequence V n1 and V
n
2 chosen by transmitters 1 and 2. There are
broadly two types of errors that occur. Firstly, the encoding errors possible at encoder
1 and 2. Either encoding error occurs only at encoder 1, or at encoder at 2 or at both.
E1e ={(V n1 (k), V n2 (L), Un(1), Xn3 (1, 1)) /∈ T (n)′
∀ V n1 (k) ∈ C1(1)}, (7.11)
E2e ={(V n1 (K), V n2 (l), Un(1), Xn3 (1, 1)) /∈ T (n)′
∀ V n2 (l) ∈ C2(1)}. (7.12)
E3e ={(V n1 (k), V n2 (l), Un(1), Xn3 (1, 1)) /∈ T (n)′
∀ V n1 (k) ∈ C1(1), V n2 (l) ∈ C2(1)}. (7.13)
Secondly, the decoding errors possible at decoder 1 are shown in (7.14)-(7.17) and
the decoding errors possible at decoder 2 are shown (7.18)-(7.21). We use Law of
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E11 ={Xn1 (V n1 (K), Un(m31), Xn3 (m31,m32)), Xn2 (V n2 (L), Un(m31), Xn3 (m31,m32)), Xn3 (m31,m32),
Y n1 /∈ T (n) } for some m31 ∈ [1 : 2nR31 ] and m32 ∈ [1 : 2nR32 ] (7.14)
E12 ={Xn1 (V n1 (k), Un(m31), Xn3 (m31,m32)), Xn2 (V n2 (L), Un(m31), Xn3 (m31,m32)), Xn3 (m31,m32),
Y n1 ∈ T (n) } for some V n1 (k) /∈ C1(1),m31 ∈ [1 : 2nR31 ] and m32 ∈ [1 : 2nR32 ] (7.15)
E13 ={Xn1 (V n1 (K), Un(m31), Xn3 (m31,m32)), Xn2 (V n2 (l), Un(m31), Xn3 (m31,m32)), Xn3 (m31,m32),
Y n1 ∈ T (n) } for some V n2 (l) /∈ C2(1),m31 ∈ [1 : 2nR31 ] and m32 ∈ [1 : 2nR32 ] (7.16)
E14 ={Xn1 (V n1 (k), Un(m31), Xn3 (m31,m32)), Xn2 (V n2 (l), Un(m31), Xn3 (m31,m32)), Xn3 (m31,m32),
Y n1 ∈ T (n) } for some V n1 (k) /∈ C1(1), V n2 (l) /∈ C2(1),m31 ∈ [1 : 2nR31 ] and m32 ∈ [1 : 2nR32 ],
(7.17)
E21 ={(Un(1), Xn3 (1, 1), Y n2 /∈ T (n) )} (7.18)
E22 ={(Un(m31), Xn3 (m31, 1), Y n2 ∈ T (n) )} for some m31 6= 1, (7.19)
E23 ={(Un(1), Xn3 (1,m32), Y n2 ∈ T (n) )} for some m32 6= 1. (7.20)
E24 ={(Un(m31), Xn3 (m31,m32), Y n2 ∈ T (n) )} for some m31 6= 1,m32 6= 1. (7.21)
large numbers (LLN), Packing Lemma (PL) and Covering Lemma (CL) [3]. Since, the
two receivers do not co-operate, the analysis of probability of error can be performed
separately at both decoders. Consider decoder 2 first. Applying the union bound,
the net probability of error P (E2) at decoder two is bounded as follows is bounded as
follows.
P (E2) = P (E21) + P (E22) + P (E23) + P (E24) (7.22)
The probability of first error event P (E21) tends to zero as n → ∞ by the LLN. The
second and fourth terms both induce the same joint pmf, namely p(yn)p(xn3 |un)p(un).
Hence, decoding only m32 instead of both m31 and m32 or first m31 and then m32 really
does not affect the achievable region. By the PL both these error probabilities tend to
zero as n → ∞ if R31 + R32 ≤ I(U,X3;Y2) − δ() where δ() → 0 as  → 0. For the
terms E23, again by PL, P (E23) tends to zero as n → ∞ if R32 ≤ I(X3;Y2|U) − δ().
The constraints (7.9) and (7.10) on the rate region are established by this argument.
Now, to show the constraints (7.6)-(7.8), we bound the probability of error considering
the encoding error at encoders 1 and 2 along with the decoding errors at decoder 1.
The probability of error P (E1) can bounded as follows
P (E1) ≤P (E1e) + P (E2e) + P (E3e) + P (Ec3e ∩ E11) + P (E12)
+ P (E13) + P (E14) (7.23)
Where Ec3e = {(V n1 (K), V n2 (L), Un, Xn3 ) ∈ T (n) )}. Now, by the CL, the first three terms
tend to zero as n→∞ if
R˜1 −R1 ≥ I(V1;X3|U, V2), (7.24)
R˜2 −R2 ≥ I(V2;X3|U, V1) (7.25)
R˜1 + R˜2 −R1 −R2 ≥ I(V1, V2;X3|U). (7.26)
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respectively. Next, we have
Ec3e ={(V n1 (K), V n2 (L), Un, Xn3 ) ∈ T (n) )}
={(V n1 (K), V n2 (L), Xn1 , Xn2 , Un, Xn3 ) ∈ T (n) )} and (7.27)
Y n1 |{V n1 = vn1 , V n2 = vn2 , Xn1 = xn1 , Xn2 = xn2 , Un = un, Xn3 }
∼
n∏
i=1
pY1|V1,V2,X1,X2,U,X3(y1i|v1i, v2i, x1i, x2i, x3i)
=
∏
pY1|X1,X2,X3(y1i|x1i, x2i, ui, x3i). (7.28)
Hence, by the conditional typicality lemma [3], P (Ece ∩ E11) tends to zero as n → ∞.
For the terms (E12, since every V n1 (k) is distributed according to
∏n
i=1 pV1v1i and is
independent of the Y n given Un, by the PL, P (E12 tends to zero as n → ∞ if R˜1 >
I(V1;Y1|U, V2). Similarly, P (E13 tends to zero as n→∞ if R˜2 > I(V2;Y1|U, V1). Using
this in (7.24) and (7.25) we have the constraints (7.6) and (7.7) respectively. Next, for
the term E14 we have that both V n1 and V n2 are distributed independently of Y n1 given
Un. Hence, by the PL, P (E14) tends to zero as n → ∞ if R˜1 + R˜2 > I(V1, V2;Y1|U).
This together with the inequality in (7.26) gives the constraint (7.8).
Remark: The achievable region described in (7.2)-(7.5) can be obtained by the above
encoding and decoding procedure by simply setting U = ∅.
The difference, between the two achievable regions is that in the first scheme the SU
receiver is unable to decode out any interference and hence interference has full effect
while in the second scheme the SU receiver decodes out some part of the interference
and hence the effect of interference is decreased. In the next section we establish the
capacity region of the Gaussian channel.
7.4 Gaussian Channel
The case of Gaussian channel is rather trivial. In fact we can characterize the capacity
region for the Gaussian case. In the Gaussian case we do not perform superposition cod-
ing at the PU transmitter. However, we perform Gelfand Pinsker coding at the two SU
transmitters, i.e. we perform Dirty paper coding (DPC) at both the SU transmitters.
The Gaussian CMAZIC (GCMAZIC) is as shown in Fig. 7.2, where inputs are X1, X2
and X3 at the two SU transmitters and the PU transmitter have power constraints P1,
P2 and P3 respectively. The input output relations are as follows
Y1 = X1 +X2 + bX3 + Z1 (7.29)
Y2 = X3 + Z2 (7.30)
where Z1, Z2 ∼ N (0, 1) and b is any real number. The rate of Xi i = {1, 2, 3} is Ri.
We then have the following capacity region for the GCMAZIC
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Figure 7.2: The Gaussian CMAZIC channel schematic
Theorem 7.3. For the Gaussian CMAZIC the region given by rate triples (R1, R2, R3)
such that
R1 ≤ C(P1), (7.31)
R2 ≤ C(P2), (7.32)
R1 +R2 ≤ C(P1 + P2), (7.33)
R3 ≤ C(P3). (7.34)
is the capacity region, where C(x) = 0.5 log(1 + x)
Proof. Let the auxiliary random variables be as follows
V1 = X1 + α1X3 (7.35)
V2 = X2 + α2X3 (7.36)
Instead of giving rigorous proof by evaluating the bounds specified in (7.2)-(7.5) for the
above defined V1 and V2 and then simultaneously maximizing it for α1 and α2 we use
a simple strategy [3] to obtain the values of coefficients α1 and α2.
Since the inputs at SUs do not affect the PU, we can maximize the rate pair (R1, R2)
to achieve capacity. The sub channel Y1 = X1 +X2 + bX3 +Z1 can be treated as MAC
channel with inputs X1 and X2 and state information in the form a Gaussian random
variable that corrupts the signal at the receiver, available at the encoder. We achieve
corner points via successive cancellation decoding, i.e. by decoding the first codeword
by treating the other as noise (i.e. at interference limited rate) and then cancelling this
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decoded codeword from the received codeword and decoding out the other codeword
(at full rate) and then use standard time sharing arguments to complete the proof.
The corner points of the (R1, R2) sub region are (C(P1/1 + P2), C(P2)) and (C(P1),
C(P2/1 + P1)). The first corner point is obtained by treating channel as follows Y1 =
X1 + bX3 + (X2 + Z1) where (X2 + Z1) is treated as noise. In the notation of [38] we
have P = P1, Q = b
2P3 and N = P2 + 1, hence the optimal factor α1 for the SU1 is
α1 =
P1
P1 + P2 + 1
. (7.37)
Similarly the other corner point is achieved by successive cancellation decoding by
selecting the optimal factor α2 at SU2
α2 =
P2
P1 + P2 + 1
. (7.38)
Note that these values of α1 and α2 are independent of b. Now, since these rates are
the same as those in the capacity region of the MAC [14] and since there is no other
side information to enhance the SU rate we conclude that these rates form a part of
the capacity region.
Now, since there is no interference (or relaying) from the SU to the PU receiver the
R3 ≤ C(P3) is obtained and is the maximum achievable rate for the PU as in the point
to point channel and hence forms the part of capacity region.
Finally, since these rates are possible simultaneously for all values of b, we conclude
that the rates pairs (7.31)-(7.34) indeed specify the capacity region for the Gaussian
CMAZIC.
Note that, it can be shown through some brute force mathematics that the inner bound
specified in (7.2) - (7.5) turns out to be those in (7.31)-(7.34) for the choice of α1 and
α2 mentioned (7.37) and (7.38). This implies that in the Gaussian case there is no
requirement of rate splitting at the PU to obtain capacity.
7.5 Conclusion
We introduced the Cognitive multiple access Z-Interference channel and studied both
the Discrete Memoryless and the Gaussian cases. In the DM case inner bounds were
obtained with and without performing superposition coding at the PU transmitter and
by performing Gelfand Pinsker coding at the SU transmitter. The Gelfand Pinsker
coding was performed at the SU differently depending whether the PU rate was split.
We then showed that capacity region of the Gaussian case was obtained by dirty paper
coding at the SUs against the interference caused by the PU.
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Chapter 8
Summary of Contributions and
Future Work
In this thesis we aimed at describing the behaviour of some cognitive structures. The
analysis was mainly done in very strong interference. Our channel models consist of
the cognitive interference channel with the aggregate that an additional node is added.
This node can be a receiver node as in the case of the CBIC, a relay node as in the
case of the CICR. In the CIC-CUDC the relaying capability is given to the cognitive
receiver. In the case of the CMAZIC the additional node is a transmitter node.
8.1 Summary of Contributions
The cognitive interference channel is a fairly complex setting for which a general solution
does not exist. Adding more communication nodes to this scenario makes its analysis
more difficult, unless the appropriate simplifications are made. Moreover, the analysis
of the extended models can provide interesting insights on the behaviour of more general
networks. That is precisely what we aimed at this work. For instance, in Chapter 3 we
presented a rather sophisticated model where a receiver node is added to the cognitive
interference channel, i.e., the CMBIC. We showed that this model generalises other
results in the literature. We showed as well that the CMBIC can be reduced to a model
that we called the CICC, where one of the receivers of the BC part is eliminated. We
established the capacity region of the discrete memoryless CICC for the case where
a special arrangement of the receivers by their decoding capability holds. We also
depicted the achievable rate region of the Gaussian CICC fixing the value of one of the
data rates.
The model just described was good for scenarios where the users are interested in one or
more messages, as in video broadcasting for instance with different levels of quality. We
also studied a similar broadcast topology in Chapter 4 where the users are interested
in a single message. For this model we provided two achievable rate regions, one by the
use of superposition coding and the other one by the use of Gelfand-Pinsker coding. We
showed graphically that each inner bound is better than the other for particular values
of the channel coefficients. We also provided an outer bound employing the entropy
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power inequality. We showed the gap graphically.
Similarly we explored the effect of adding a relaying node to the CIC model. By
doing so we aimed at exploring the benefits of adding another cooperative node to the
scenario. We must remember that in settings with relays, cooperation occurs at the
cognitive transmitter and at the relay. For instance, in Chapter 5 we demonstrated that
interference forwarding, as for the case of the IRC, is also beneficial for the CICR. By
means of IF the model can be in very strong interference and decoding both messages
at both receivers turns out optimal. We provided a general achievable rate region that
consists in relaying both messages simultaneously at the relay. It was also demonstrated
that when the model is in strong but not in very strong interference, MF is outperformed
by performing simultaneously MF and IF.
Due to the nature of the wireless communication channel we also attempted the study
of causal cooperation at the relay in the previous described model and in another one
where the relaying capability is transferred to the cognitive receiver. For instance, in
Chapter 6 we investigated the CIC-CUDC and the CICR, both with causal rather than
strictly causal relaying. For the first model we showed that instantaneous AF is enough
to achieve the capacity region in very strong interference. For the second model the
capacity region is also attained by instantaneous AF but only for a special case of very
strong interference.
To finalise our work we also wanted to provide some feeling of a cognitive topology
in the uplink, if it is seen from a mobile communication perspective. We did so in
Chapter 7 where we studied the CMAZIC. We proposed an encoding scheme that is
based on the encoding scheme for the MAC with state available noncausally at the
encoders. We showed that the scheme is optimal for the Gaussian channel.
8.2 Future Work
The CICC of Chapter 3 could be specialised for particular interference regimes. For
instance, the encoding scheme could be adapted for the case where very strong inter-
ference is experienced at both receivers. For the CBIC of Chapter 4 we still needed to
reduce the gap between inner and outer bounds. As for broadcast interference channels
in the literature, a genie aided technique for outer bounding the sum-rate could be
attempted.
For the CICR of Chapter 5, we did not attempt to obtain outer bounds of the sum-rate
by the use of genie aided techniques. This could be a future step for this model.
For the CIC-UDC and CICR with causal relays in Chapter 6, we could attempt to use
the past symbols as well at the relay. By means of a combination of block Markov
coding for the past symbols and instantaneous AF for the current ones, a more general
achievable rate region could be obtained. This region could then apply to other inter-
ference regimes.
In the model of Chapter 7, the cognition that is described is ideal in nature. More
practical scenarios arise when noisy links between the PU and the SU transmitters
are assumed. In such cases the SU may not be able to decode the PUs message and
hence can not perform the fancy Gelfand-Pinsker coding. However, it may transmit a
compressed version of the PU signal it receives borrowing ideas of compressed sensing.
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Moreover, not all the SU users may be able to perform decode and forward. Those that
are spatially near the PU transmitters may perform sophisticated coding techniques.
It is also interesting to note the effect of achievable rates mentioned above if only one
of the 2 SUs is cognitive.
98 Chapter 8. Summary of Contributions and Future Work
Appendix A
Appendices to Chapter 3
A.1 Proof of Theorem 3.1
Here we provide a detailed outline of the achievability. The idea is to use three levels
of superposition coding at the cognitive transmitter as in [62] that superimpose on a
codeword that carries a common message of the other user. Gelfand-Pinsker coding is
used against the private part of the primary user’s message. The primary user’s message
M2 is split into a common part M2c and a private part M2p and are encoded in U2c and
X2 respectively. At the cognitive transmitter, the private message M1 is split into M11
and M12 in order to use them to encode using the rate transfer technique and indirect
decoding, i.e., M0 is encoded in U1c, (M0,M11) is encoded in V1c and (M0,M11,M12)
is encoded in V1p.
A.1.1 Codebook generation
At the primary transmitter, generate 2nR2c independent codewords un2c(m2c) of length
n. For each codeword un2c(m2c), generate 2
nR2p independent codewords xn2 (m2c,m2p).
For each codeword un2c(m2c), also generate 2
nL0 independent codewords un1c(j0,m0,m2c)
and throw them into 2nR0 bins uniformly. Set J0 = 2
n(L0−R0). For each un1c(j0,m0,m2c),
generate 2nL11 independent sequences vn1c(j11,m11,m0,m2c) of length n and throw them
into 2nR11 bins uniformly. Set J11 = 2
n(L11−R11). For each vn1c(j11,m11,m0,m2c) gener-
ate 2nL12 independent sequences vn1p(j12,m12,m11,m0,m2c) and throw them into 2
nR12
bins uniformly. Set J12 = 2
n(L12−R12). Generate a sequence xn1 (m0,m1,m2) according
to the memoryless distribution defined by the n-product PX1|U1cV1cV1pU2cX2 .
A.1.2 Encoding
To send m2, encoder 2 finds the corresponding components and transmits x
n
2 (m2c,m2p).
To send (m0,m1), encoder 1 proceeds as follows: Let j0(m0, x
n
2 ) be the smallest integer
such that the codeword in the bin m0, u
n
1c(j0,m0) is jointly typical with x
n
2 . If such j0
does not exist set j0(m0, x
n
2 ) = J0 and an encoding error is declared.
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Similarly let j11(m0,m11, x
n
2 ) be the smallest j11 in bin m11 such that v
n
1c(j11,m11) is
jointly typical with xn2 given u
n(j0,m0). If such j11 does not exist, set j11(m11, x
n
2 ) = J11
and an encoding error is declared.
Finally, let j12(m0,m11,m12, x
n
2 ) be the smallest j12 in bin m12 such that v
n
1p(j12,m12)
is jointly typical with xn2 given v
n
1c(j11,m11). If such j12 does not exist, set j12(m0,m11,
m12, x
n
2 ) = J12 and an encoding error is declared. The deterministic mapping to the
corresponding xn1 is done and this codeword is transmitted.
A.1.3 Decoding
Without loss of generality, the set of messages (m0,m11,m12,m2c,m2p) = (1, 1, 1, 1, 1)
is assumed to be encoded. Due to the covering lemma [3], the encoding process is
successful as long as
L0 −R0 ≥ I(U1c;X2|U2c), (A.1a)
L11 −R11 ≥ I(V1c;X2|U1c, U2c), (A.1b)
L12 −R12 ≥ I(V1p;X2|V1c, U1c, U2c). (A.1c)
In the following we omit the arguments of the codewords for simplicity of notation.
All the bounds obtained are by direct application of the packing lemma [3]. Receiver 1
declares that (m0,m11,m12) is sent if it is the unique triple such that (u
n
2c, u
n
1c, v
n
1c, v
n
1p)
and yn1 are jointly typical. The receiver decodes message m2c non-uniquely. We parti-
tion the error events as follows.
• Error event corresponding to m2c 6= 1 occurs with arbitrarily small probability
provided that
R2c + L0 + L11 + L12 ≤ I(V1p;Y1). (A.2)
• The error event corresponding to m2c = 1,m0 6= 1 occurs with arbitrarily small
probability provided that
L0 + L11 + L12 ≤ I(U1c, V1c, V1p;Y1|U2c). (A.3)
• The error event corresponding tom2c = 1,m0 = 1,m11 6= 1 occurs with arbitrarily
small probability provided that
L11 + L12 ≤ I(V1c, V1p;Y1|U1c, U2c). (A.4)
• The error event corresponding to m2c = 1,m0 = 1,m11 = 1,m12 6= 1 occurs with
arbitrarily small probability provided that
L12 ≤ I(V1p;Y1|V1c, U1c, U2c). (A.5)
At receiver 2 a pair (un2c, u
n
1c) jointly typical with y
n
2 is sought. We partition the error
events as follows.
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• The error event corresponding to m2c = 1,m0 6= 1 occurs with arbitrarily small
probability provided that
L0 ≤ I(U1c;Y2|U2c). (A.6)
• The error event corresponding to m2c 6= 1,m0 6= 1 occurs with arbitrarily small
probability provided that
L0 +R2c ≤ I(U1c, U2c;Y2). (A.7)
Receiver 3 makes use of indirect decoding. It finds the sequences (un1c, v
n
1c, u
n
2c, x
n
2 )
jointly typical with yn3 . We partition the error events as follows.
• The error event corresponding to m0 6= 1,m11 6= 1,m2c = 1,m2p = 1 occurs with
arbitrarily small probability provided that
R0 +R11 ≤ I(U1c, V1c;Y3, X2|U2c). (A.8)
• The error event corresponding to m0 6= 1,m11 6= 1,m2c = 1,m2p 6= 1 occurs with
arbitrarily small probability provided that
R0 +R11 +R2p ≤ I(U1c, V1c, X2;Y3|U2c). (A.9)
• The error event corresponding to (m0,m11,m2c,m2p) 6= (1, 1, 1, 1) occurs with
arbitrarily small probability provided that
R0 +R11 +R2 ≤ I(U1c, V1c, U2c, X2;Y3). (A.10)
• The error event corresponding to m0 = 1,m11 = 1,m2c = 1,m2p 6= 1 occurs with
arbitrarily small probability provided that
R2p ≤ I(X2;Y3, U1c, V1c|U2c). (A.11)
The decoding errors events for each receiver are summarized in Table A.1. The depen-
dencies on L0, L11 and L12 are eliminated by substituting (A.1) in (A.2)-(A.11). Then,
the substitutions R2c = R2 −R2p and R12 = R1 −R11 are done to obtain:
R0 ≤ I1, (A.12a)
R0 +R2 −R2p ≤ I2, (A.12b)
R1 −R11 ≤ I3, (A.12c)
R1 ≤ I4, (A.12d)
R0 +R1 ≤ I5, (A.12e)
R0 +R1 +R2 −R2p ≤ I6, (A.12f)
R0 +R11 ≤ I7, (A.12g)
R0 +R11 +R2p ≤ I8, (A.12h)
R0 +R2 +R11 ≤ I9, (A.12i)
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Table A.1: Summary of decoding error events
Receiver Error event
1
m2c 6= 1
m2c = 1,m0 6= 1
m2c = 1,m0 = 1,m11 6= 1
m2c = 1,m0 = 1,m11 = 1,m12 6= 1
2
m2c = 1,m0 6= 1
m2c 6= 1,m0 6= 1
3
m0 6= 1,m11 6= 1,m2c = 1,m2p = 1
m0 6= 1,m11 6= 1,m2c = 1,m2p 6= 1
(m0,m11,m2c,m2p) 6= (1, 1, 1, 1)
m0 = 1,m11 = 1,m2c = 1,m2p 6= 1
R2p ≤ I10, (A.12j)
−R2p ≤ 0, (A.12k)
−R11 ≤ 0, (A.12l)
where
I1 = I(U1c;Y2|U2c)− I(U1c;X2|U2c), (A.13a)
I2 = I(U1c, U2c;Y2)− I(U1c;X2|U2c), (A.13b)
I3 = I(X1;Y1|V1c, U1c, U2c)− I(X1;X2|V1c, U1c, U2c), (A.13c)
I4 = I(V1c, X1;Y1|U1c, U2c)− I(V1c, X1;X2|U1c, U2c), (A.13d)
I5 = I(U1c, V1c, X1;Y1|U2c)− I(U1c, V1c, X1;X2|U2c), (A.13e)
I6 = I(U2c, U1c, V1c, X1;Y1)− I(U1c, V1c, X1;X2|U2c), (A.13f)
I7 = I(U1c, V1c;Y3, X2|U2c), (A.13g)
I8 = I(U1c, V1c, X2;Y3|U2c), (A.13h)
I9 = I(U1c, V1c, U2c, X2;Y3), (A.13i)
I10 = I(X2;Y3, U1c, V1c|U2c). (A.13j)
We utilise the Fourier-Motzkin elimination procedure [3] to eliminate R2p and R11.
First we eliminate R2p by adding all the inequalities that contain positive R2p terms
with all the inequalities that contain negative R2p terms, and obtain:
2R0 +R2 +R11 ≤ I2 + I8, (A.14a)
R0 +R2 ≤ I2 + I10, (A.14b)
2R0 +R1 +R2 +R11 ≤ I6 + I8, (A.14c)
R0 +R1 +R2 ≤ I6 + I10, (A.14d)
R0 +R11 ≤ I8, (A.14e)
0 ≤ I10, (A.14f)
R0 ≤ I1, (A.14g)
R1 −R11 ≤ I3, (A.14h)
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R1 ≤ I4, (A.14i)
R0 +R1 ≤ I5, (A.14j)
R0 +R11 ≤ I7, (A.14k)
R0 +R2 +R11 ≤ I9, (A.14l)
−R11 ≤ 0. (A.14m)
Similarly we eliminate now R11 and obtain:
2R0 +R1 +R2 ≤ I2 + I3 + I8, (A.15a)
2R0 + 2R1 +R2 ≤ I3 + I6 + I8, (A.15b)
R0 +R1 ≤ I3 + I8, (A.15c)
R0 +R1 ≤ I3 + I7, (A.15d)
R0 +R1 +R2 ≤ I3 + I9, (A.15e)
2R0 +R2 ≤ I2 + I8, (A.15f)
2R0 +R1 +R2 ≤ I6 + I8, (A.15g)
R0 ≤ I8, (A.15h)
R0 ≤ I7, (A.15i)
R0 +R2 ≤ I9, (A.15j)
R0 +R2 ≤ I2 + I10, (A.15k)
R0 +R1 +R2 ≤ I6 + I10, (A.15l)
0 ≤ I10, (A.15m)
R0 ≤ R1, (A.15n)
R1 ≤ I4, (A.15o)
R0 +R1 ≤ I5. (A.15p)
After eliminating some trivial redundancies we have obtained the set of inequalities of
Theorem 3.1.
A.2 Proof of Theorem 3.5
The following lemma is used in the proof of the theorem.
Lemma A.1. In a discrete memoryless (DM) BC with receiver 1 less noisy than re-
ceiver 2, denoted as Y1  Y2, and where (M,Sn) → Xn → (Y n1 , Y n2 ) forms a Markov
chain, the following holds:
I(Y i−11 ;Y2i|M,Sn) ≥ I(Y i−12 ;Y2i|M,Sn), (A.16)
I(Y i−11 ;Y1i|M,Sn) ≥ I(Y i−12 ;Y1i|M,Sn), i = 1, ..., n. (A.17)
Proof. The proof follows the steps of the original lemma in [81].
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From Fano’s inequality [3] we have:
nR0 ≤ nn + I(M0;Y n2 |Sn), (A.18)
nR0 ≤ nn + I(M0;Y n3 |Sn), (A.19)
nR1 ≤ nn + I(M1;Y n1 |M0, Sn), (A.20)
n(R0 +R1) ≤ nn + I(M0;Y n3 |Sn)
+ I(M1;Y
n
1 |M0, Sn). (A.21)
From (A.18):
n(R0 − n) ≤ I(M0;Y n2 |Sn)
=
n∑
i=1
I(M0;Y2i|Sn, Y i−12 )
≤
n∑
i=1
I(M0, S
i−1, Sni+1, Y
i−1
2 ;Y2i|Si)
(a)
≤
n∑
i=1
I(M0, S
i−1, Sni+1, Y
i−1
1 ;Y2i|Si)
=
n∑
i=1
I(Ui;Y2i|Si), (A.22)
where (a) is from (A.16), due to the fact that degradedness implies the less noisy condi-
tion Y1  Y2, and the auxiliary random variable identification Ui = (M0, Si−1, Sni+1, Y i−11 ).
From (A.19) we have:
n(R0 − n) ≤ I(M0;Y n3 |Sn)
=
n∑
i=1
I(M0;Y3i|Sn, Y i−13 )
≤
n∑
i=1
I(M0, S
i−1, Sni+1, Y
i−1
3 ;Y3i|Si)
(a)
≤
n∑
i=1
I(M0, S
i−1, Sni+1, Y
i−1
1 ;Y3i|Si)
≤
n∑
i=1
I(M0, S
i−1, Sni+1, Y
i−1
1 , Y
n
3,i+1;Y3i|Si)
=
n∑
i=1
I(Vi;Y3i|Si), (A.23)
where (a) is from (A.16), due to the less noisy condition Y1  Y3, and the auxiliary
random variable Vi = (M0, S
i−1, Sni+1, Y
i−1
1 , Y
n
3,i+1). From (A.20) we have:
n(R1 − n) ≤ I(M1;Y n1 |M0, Sn)
=
n∑
i=1
I(M1;Y1i|m0, Sn, Y i−11 )
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=
n∑
i=1
I(M0,M1;Y1i|M0, Si−1, Sni+1, Y i−11 , Si)
≤
n∑
i=1
I(Xi;Y1i|U1ci, Si). (A.24)
From (A.21), n(R0 +R1)− nn
≤ I(M1;Y n1 |M0, Sn) + I(M0;Y n3 |Sn)
=
n∑
i=1
I(M1;Y1i|M0, Sn, Y i−11 ) +
n∑
i=1
I(M0;Y3i|Sn, Y n3,i+1)
≤
n∑
i=1
I(M1, Y
n
3,i+1;Y1i|M0, Sn, Y i−11 )
+
n∑
i=1
I(M0, S
i−1, Sni+1, Y
n
3,i+1;Y3i|Si)
=
n∑
i=1
I(M1;Y1i|M0, Si−1, Sni+1, Y i−11 , Y n3,i+1, Si)
+
n∑
i=1
I(Y n3,i+1;Y1i|M0, Sn, Y i−11 ) (A.25)
+
n∑
i=1
I(M0, S
i−1, Sni+1, Y
i−1
1 , Y
n
3,i+1;Y3i|Si)
−
n∑
i=1
I(Y i−11 ;Y3i|M0, Sn, Y n3,i+1) (A.26)
(a)
≤
n∑
i=1
I(Xi;Y1i|Vi, Si) +
n∑
i=1
I(Vi;Y3i|Si), (A.27)
where (a) follows by the Csisza´r sum identity as (A.25) and (A.26) cancel out. From
the auxiliary random variables identification it is clear that Ui → Vi → (Xi, Si) form a
Markov chain as required. The rest of the proof is customary and follows by introducing
a time-sharing random variable Q, uniformly distributed in [1 : n] and independent of
(M0,M1, S
n, Xn, Y nk ) for k = 1, 2, 3 and defining U = (Q,UQ), V = (Q,VQ), X = XQ
and Yk = YkQ.
A.3 Proof of Theorem 3.7
The proof of the converse follows the lines of the proof in [81]. From Fano’s inequality
[3] we have:
nR0 ≤ nn + I(M0;Y n2 |M2), (A.28)
nR1 ≤ nn + I(M1;Y n1 |M0,M2), (A.29)
n(R0 +R2) ≤ nn + I(M2;Y n2 ) + I(M0;Y n2 |M2). (A.30)
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The first mutual information of (A.30) is bounded as follows:
I(M2;Y
n
2 ) =
n∑
i=1
I(M2;Y2i|Y i−12 ),
≤
n∑
i=1
I(M2, Y
i−1
2 ;Y2i),
≤
n∑
i=1
I(U2ci;Y2i),
where U2ci = (M2, Y
i−1
2 ). The second mutual information from (A.30) bounds as
follows:
I(M0;Y
n
2 |M2) =
n∑
i=1
I(M0;Y2i|M2, Y i−12 ),
≤
n∑
i=1
I(U1ci;Y2i|U2ci),
where U1ci = (M0,M2, Y
i−1
2 ). From (A.29), I(M1;Y
n
1 |M0,M2)
=
n∑
i=1
I(M1;Y1i|M0,M2, Y i−11 ),
(a)
≤
n∑
i=1
I(X1i;Y1i|M0,M2, Y i−11 ),
(b)
≤
n∑
i=1
I(X1i;Y1i|M0,M2)− I(Y i−11 ;Y1i|M0,M2),
(c)
≤
n∑
i=1
I(X1i;Y1i|M0,M2)− I(Y i−12 ;Y1i|M0,M2),
(d)
≤
n∑
i=1
I(X1i;Y1i|M0,M2, Y i−12 ),
where (a), (b) and (d) follow from (M0,M1,M2, Y
i−1
1 , Y
i−1
2 ) → X1i → Y1i and (c)
follows from (A.17). The rest follows by introducing a time-sharing random variable Q,
uniformly distributed in [1 : n] and independent of (M0,M1,M2, X
n
k , Y
n
k ) for k = 1, 2
and defining U1c = (Q,U1cQ), U2c = (Q,U2cQ), Xk = XkQ and Yk = YkQ.
Appendix B
Appendices to Chapter 5
B.1 Proof of Theorem 5.1
Superposition coding and backward decoding is used. The encoders cooperate with the
relay by employing block Markov coding. Encoder 1 also uses superposition coding.
The transmission is done over b blocks. The details are as follows:
Code generation
Fix a probability mass function (pmf) p(u2, x2)p(u1)p(x1|u1, u2, x2)p(x3|u1, u2) that
attains the lower bound. For the transmission in each block j, generate 2nR2 indepen-
dent codewords un2 (m2,j−1) according to
∏n
i=1 p(u2,i). For each m2,j−1, generate 2
nR2
independent codewords xn2 (m2,j |m2,j−1) according to
∏n
i=1 p(x2,i|u2,i); m2,j−1,m2,j ∈[
1 : 2nR2
]
. Also generate 2nR1 independent codewords un1 (m1,j−1) according to
∏n
i=1 p(u1,i).
For each (un1 (m1,j−1), xn2 (m2,j |m2,j−1), un2 (m2,j−1)), generate 2nR1 independent code-
words xn1 (m1,j |m1,j−1,m2,j ,m2,j−1) according to
∏n
i=1 p(x1,i|u1,i, x2,i, u2,i); m1,j−1,m1,j ∈
[1 : 2nR1 ].
Encoding
To send (m1,j ,m2,j) in block j, encoder 1 transmits x
n
1 (m1,j |m1,j−1,m2,j ,m2,j−1) and
encoder 2 transmits xn2 (m2,j |m2,j−1).
Relay encoding
At the end of block j, the relay finds the unique messages m˜1,j and m˜2,j (message esti-
mates at the relay) such that (xn1 (m˜1,j |m˜1,j−1,m2,j ,m2,j−1), un1 (m˜1,j−1), xn2 (m˜2,j |m˜2,j−1),
un2 (m˜2,j−1), yn3 (j)) ∈ T (n) . It transmits xn3 (m˜1,j , m˜2,j) in block j + 1.
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Backward decoding
After all blocks are received, the decoders proceed to decode backwards. The unique
message mˆ2,j such that (x
n
1 (mˆ1,j+1|mˆ1,j , mˆ2,j+1, mˆ2,j), un1 (mˆ1,j), xn2 (mˆ2,j+1|mˆ2,j), un2 (mˆ2,j),
yn2 (j+1)) ∈ T (n) is found successively with the initial conditions mˆ1,b = mˆ2,b = 1. Simi-
larly, decoder 1 finds the unique message mˆ1,j such that (x
n
1 (mˆ1,j+1|mˆ1,j , mˆ2,j+1, mˆ2,j),
un1 (mˆ1,j), x
n
2 (mˆ2,j+1|mˆ2,j), un2 (mˆ2,j), yn1 (j + 1)) ∈ T (n) . Messages mˆ1,j and mˆ2,j are
decoded non-uniquely at receivers 2 and 1 respectively.
Analysis
Without loss of generality, the transmission of the message pair (1, 1) in each block
is assumed. At the end of block j + 1, decoder 1 finds the unique messages m1,j
and m2,j . The two nontrivial error events are: E1,1 = {m1,j 6= 1,m2,j = 1} and
E1,2 = {m1,j 6= 1,m2,j 6= 1}. By the packing lemma [3], the probability of error is
negligible as long as (5.1a) and (5.1b) hold. Similarly, at decoder 2 the nontrivial error
events are: E2,1 = {m1,j = 1,m2,j 6= 1} and E2,2 = {m1,j 6= 1,m2,j 6= 1}. By the packing
lemma [3], the probability of error is negligible as long as (5.1c) and (5.1d) hold. The
relay makes an error if the following error events occur: E˜3,1 = {m˜2,j 6= 1, m˜2,j = 1}
and E˜3,2 = {m˜2,j 6= 1, m˜2,j 6= 1}. By the packing lemma their probability are negligible
as long as (5.1d) and (5.1e) hold.
B.2 Proof of Lemma 5.1
To prove Lemma 5.1 we will use the following proposition.
Proposition B.1. If I(Xk1 , X
k
3 ;Y
k
1 |Xk2 ) ≤ I(Xk1 , Xk3 ;Y k2 |Xk2 ), for all p(xk1, xk2), Xk3 =
fk3 (Y
k−1
3 ) and k ∈ [1 : n], then I(Xk1 , Xk3 ;Y k1 |Xk2 , V ) ≤ I(Xk1 , Xk3 ;Y k2 |Xk2 , V ), for all
p(v)p(xk1, x
k
2|v), Xk3 = fk3 (Y k−13 ).
Proof.
I(Xk1 , X
k
3 ;Y
k
1 |Xk2 , V )
=
∑
v
p(v)I(Xk1 , X
k
3 ;Y
k
1 |Xk2 , V = v),
(a)
≤
∑
v
p(v)I(Xk1 , X
k
3 ;Y
k
2 |Xk2 , V = v),
= I(Xk1 , X
k
3 ;Y
k
2 |Xk2 , V ),
where (a) follows from the hypothesis.
Utilising the principle of mathematical induction, Lemma 5.1 is readily verified for
n = 1 as it follows directly from (5.3a) and Proposition B.1. We now assume the
lemma holds for n− 1, i.e.,
I(Xn−11 , X
n−1
3 ;Y
n−1
1 |Xn−12 , U)
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≤ I(Xn−11 , Xn−13 ;Y n−12 |Xn−12 , U), (B.1)
for all p(u)p(xn−11 , x
n−1
2 |u), Xn−13 = fn−13 (Y n−23 ). We now apply a similar procedure to
the one in [26]:
I(Xn1 ,X
n
3 ;Y
n
2 |Xn2 , U)− I(Xn1 , Xn3 ;Y n1 |Xn2 , U)
= I(Xn1 , X
n
3 ;Y
n−1
2 |Xn2 , U)
+ I(Xn1 , X
n
3 ;Y2n|Xn2 , U, Y n−12 )
− I(Xn1 , Xn3 ;Y1n|Xn2 , U)
− I(Xn1 , Xn3 ;Y n−11 |Xn2 , U, Y1n),
= I(Xn1 , X
n
3 , Y1n;Y
n−1
2 |Xn2 , U)
+ I(Xn1 , X
n
3 ;Y2n|Xn2 , U, Y n−12 )
− I(Xn1 , Xn3 , Y n−12 ;Y1n|Xn2 , U)
− I(Xn1 , Xn3 ;Y n−11 |Xn2 , U, Y1n),
= I(Y1n;Y
n−1
2 |Xn2 , U)
+ I(Xn−11 , X
n−1
3 ;Y
n−1
2 |Xn2 , U, Y1n)
+ I(X1n, X3n;Y
n−1
2 |Xn2 , U, Y1n, Xn−11 , Xn−13 )
+ I(X1n, X3n;Y2n|Xn2 , U, Y n−12 )
+ I(Xn−11 , X
n−1
3 ;Y2n|Xn2 , U, Y n−12 , X1n, X3n)
− I(Y n−12 ;Y1n|Xn2 , U)
− I(X1n, X3n;Y1n|Xn2 , U, Y n−12 )
− I(Xn−11 , Xn−13 ;Y1n|Xn2 , U, Y n−12 , X1n, X3n)
− I(Xn−11 , Xn−13 ;Y n−11 |Xn2 , U, Y1n)
− I(X1n, X3n;Y n−11 |Xn2 , U, Y1n, Xn−11 , Xn−13 ),
(a)
= I(Xn−11 , X
n−1
3 ;Y
n−1
2 |Xn2 , U, Y1n)
− I(Xn−11 , Xn−13 ;Y n−11 |Xn2 , U, Y1n)
+ I(X1n, X3n;Y2n|Xn2 , U, Y n−12 )
− I(X1n, X3n;Y1n|Xn2 , U, Y n−12 ),
(b)
≥ I(Xn−11 , Xn−13 ;Y n−12 |Xn2 , U, Y1n)
− I(Xn−11 , Xn−13 ;Y n−11 |Xn2 , U, Y1n),
(c)
≥ 0, (B.2)
where (a) follows from the memoryless property of the channel. (b) follows from (5.3a)
and Proposition B.1 with V = Xn−12 , U, Y
n−1
2 , and (c) follows from (B.1) and Proposi-
tion B.1 with V = X2n, Y1n.
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Appendix C
Appendices to Chapter 6
C.1 Proof of Theorem 6.1
From Fano’s inequality [3]
n(R1 − n) ≤ I(M1;Y n1 |M2), (C.1)
n(R1 +R2 − n) ≤ I(M1,M2;Y n1 ), (C.2)
n(R1 +R2 − n) ≤ I(M1,M2;Y n1 , Y n2 ). (C.3)
Due to the lack of space we avoid the dependence on n in the following. From (C.1)
nR1 ≤
n∑
i=1
I(M1;Y1i|M2, Y i−11 ),
=
n∑
i=1
H(M1|M2, Y i−11 )−H(M1|M2, Y i−11 , Yi),
=
n∑
i=1
H(M1|M2, Y i−11 )−H(M1|M2, Y i−11 , Yi, X3i),
=
n∑
i=1
I(M1;Y1i, X3i|M2, Y i−11 ),
=
n∑
i=1
I(M1,M2, Y
i−1
1 , X1i;Y1i, X3i|X2i),
(a)
=
n∑
i=1
I(X1i;Y1i, X3i|X2i).
From (C.2), n(R1 +R2)
≤
n∑
i=1
I(M1,M2;Y1i|Y i−11 ),
=
n∑
i=1
H(M1,M2|Y i−11 )−H(M1,M2|Y i−11 , Y1i),
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=
n∑
i=1
H(M1,M2|Y i−11 )−H(M1,M2|Y i−11 , Y1i, X3i),
=
n∑
i=1
I(M1,M2;Y1i, X3i|Y i−11 ),
≤
n∑
i=1
I(M1,M2, Y
i−1
1 , X1i, X2i;Y1i, X3i),
(b)
≤
n∑
i=1
I(X1i, X2i;Y1i, X3i).
And from (C.3), n(R1 +R2)
≤
n∑
i=1
I(M1,M2;Y1i, Y2i|Y i−11 , Y i−12 ),
=
n∑
i=1
I(M1,M2;Y1i|Y i−11 , Y i−12 )
+
n∑
i=1
I(M1,M2;Y2i|Y i−11 , Y1i, Y i−12 ),
=
n∑
i=1
I(M1,M2, X1i, X2i;Y1i|Y i−11 , Y i−12 )
+
n∑
i=1
I(M1,M2, X1i, X2i;Y2i|Y i−11 , Y1i, Y i−12 , X3i),
(c)
=
n∑
i=1
I(X1i, X2i;Y1i) +
n∑
i=1
I(X1i, X2i;Y2i|Y1i, X3i),
where (a), (b) and (c) follow from the memoryless property of the channel. The rest of
the proof is customary and follows by introducing a time-sharing random variable Q,
uniformly distributed in [1 : n] and independent of (M1,M2, X
n
k , X
n
3 , Y
n
k ) for k = 1, 2
and defining Xk = XkQ and Yk = YkQ.
C.2 Proof of Theorem 6.3
The following proposition and lemma are utilised.
Proposition C.1. If I(Xk1 ;Y
k
1 |Xk2 , Y k3 ) ≤ I(Xk1 ;Y k2 |Xk2 , Y k3 ), for all p(xk1, xk2), Xk3 =
fk3 (Y
k
3 ) and k ∈ [1 : n], then I(Xk1 ;Y k1 |Xk2 , Y k3 , V ) ≤ I(Xk1 ;Y k2 |Xk2 , Y k3 , V ), for all
p(v)p(xk1, x
k
2|v) and Xk3 = fk3 (Y k3 ), and V complies with the encoding Markov chains.
Proof.
I(Xk1 ;Y
k
1 |Xk2 , Y k3 , V ) =
∑
v
p(v)I(Xk1 , Y
k
1 |Xk2 , Y k3 , V = v),
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(a)
≤
∑
v
p(v)I(Xk1 , Y
k
2 |Xk2 , Y k3 , V = v),
= I(Xk1 , Y
k
2 |Xk2 , Y k3 , V ),
where (a) follows from the hypothesis.
Lemma C.1. If (6.8) holds, then I(Xn1 ;Y
n
1 |Xn2 , Y n3 , U) ≤ I(Xn1 ;Y n2 |Xn2 , Y n3 , U) for all
p(u)p(xn1 , x
n
2 |u) and x3k = f3k(yk3 ) where k ∈ [1 : n] and U can be any combination of
past symbols that comply with the encoding Markov chains.
Proof. By mathematical induction, for n = 1:
I(X1,1;Y2,1|X2,1, Y3,1, U)− I(X1,1;Y1,1|X2,1, Y3,1, U)
(a)
= I(X1,1;Y2,1|X2,1, Y3,1, X3,1, U)
− I(X1,1;Y1,1|X2,1, Y3,1, X3,1, U)
(b)
≥ 0,
where (a) holds since X3,1 = f3,1(Y3,1) and (b) holds from (6.8) and Proposition C.1.
Assuming the lemma holds for n− 1, i.e.,
I(Xn−11 ;Y
n−1
1 |Xn−12 , Y n−13 , U)
≤ I(Xn−11 ;Y n−12 |Xn−12 , Y n−13 , U), (C.4)
for all p(u)p(xn−11 , x
n−1
2 |u) and Xn−13 = fn−13 (Y n−13 ). We now apply a similar procedure
to the one in [26]:
I(Xn1 ;Y
n
2 |Xn2 , Y n3 , U)− I(Xn1 ;Y n1 |Xn2 , Y n3 , U)
= I(Xn1 ;Y
n−1
2 |Xn2 , Y n3 , U)
+ I(Xn1 ;Y2n|Xn2 , Y n3 , U, Y n−12 )
− I(Xn1 ;Y1n|Xn2 , Y n3 , U)
− I(Xn1 ;Y n−11 |Xn2 , Y n3 , U, Y1n),
= I(Xn1 , Y1n;Y
n−1
2 |Xn2 , Y n3 , U)
+ I(Xn1 ;Y2n|Xn2 , Y n3 , U, Y n−12 )
− I(Xn1 , Y n−12 ;Y1n|Xn2 , Y n3 , U)
− I(Xn1 ;Y n−11 |Xn2 , Y n3 , U, Y1n),
= I(Y1n;Y
n−1
2 |Xn2 , Y n3 , U)
+ I(Xn−11 ;Y
n−1
2 |Xn2 , Y n3 , U, Y1n)
+ I(X1n;Y
n−1
2 |Xn2 , Y n3 , U, Y1n, Xn−11 )
+ I(X1n;Y2n|Xn2 , Y n3 , U, Y n−12 )
+ I(Xn−11 ;Y2n|Xn2 , Y n3 , U, Y n−12 , X1n)
− I(Y n−12 ;Y1n|Xn2 , Y n3 , U)
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− I(X1n;Y1n|Xn2 , Y n3 , U, Y n−12 )
− I(Xn−11 ;Y1n|Xn2 , Y n3 , U, Y n−12 , X1n)
− I(Xn−11 ;Y n−11 |Xn2 , Y n3 , U, Y1n)
− I(X1n;Y n−11 |Xn2 , Y n3 , U, Y1n, Xn−11 ),
(a)
= I(Xn−11 ;Y
n−1
2 |Xn2 , Y n3 , U, Y1n)
+ I(X1n;Y2n|Xn2 , Y n3 , U, Y n−12 )
− I(X1n;Y1n|Xn2 , Y n3 , U, Y n−12 )
− I(Xn−11 ;Y n−11 |Xn2 , Y n3 , U, Y1n),
(b)
≥ I(Xn−11 ;Y n−12 |Xn2 , Y n3 , U, Y1n)
− I(Xn−11 ;Y n−11 |Xn2 , Y n3 , U, Y1n),
(c)
≥ 0,
where (a) follows from the memoryless property of the channel and the fact that Xn3 =
fn3 (Y
n
3 ). (b) follows from (6.8) and Proposition C.1 with V = X
n−1
2 , Y
n−1
3 , X
n−1
3 , U, Y
n−1
2 ,
and (c) follows from (C.4) and Proposition C.1 with V = X2n, Y3n, Y1n.
We prove the theorem. From Fano’s inequality [3]
n(R1 − n) ≤ I(M1;Y n1 , Y n3 ), (C.5)
n(R1 +R2 − n) ≤ I(M1;Y n1 , Y n3 ) + I(M2;Y n2 , Y n3 ). (C.6)
For brevity we omit n in the following. From (C.5)
nR1 ≤ I(M1;Y n1 , Y n3 ),
(a)
= I(M1;Y
n
1 , Y
n
3 |M2),
=
n∑
i=1
I(M1;Y1i, Y3i|M2, Y i−13 , Y i−11 ),
(b)
=
n∑
i=1
I(M1, X1i;Y1i, Y3i|M2, X2i, Y i−13 , Y i−11 ),
≤
n∑
i=1
I(M1,M2, Y
i−1
1 , X1i;Y1i, Y3i|X2i, Y i−13 ),
≤
n∑
i=1
I(M1,M2, Y
i−1
1 , X1i;Y3i|X2i, Y i−13 )
+
n∑
i=1
I(M1,M2, Y
i−1
1 , X1i;Y1i|X2i, Y i3 ),
(c)
≤
n∑
i=1
I(M1,M2, Y
i−1
1 , Y
i−1
3 , X1i;Y3i|X2i)
+
n∑
i=1
I(M1,M2, Y
i−1
1 , Y
i−1
3 , X1i;Y1i|X2i, Y3i, X3i),
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(d)
=
n∑
i=1
I(X1i;Y3i|X2i) +
n∑
i=1
I(X1i;Y1i|X2i, Y3i, X3i),
where (a) follows from the independence of the messages, (b) as X1i and X2i are func-
tions of (M1,M2) and M2 respectively, (c) follows as X3i is a function of Y
i
3 , and (d)
follows from the memoryless property of the channel. From (C.6)
n(R1 +R2)
≤ I(M1;Y n1 , Y n3 ) + I(M2;Y n2 , Y n3 ),
(e)
≤ I(M1;Y n1 , Y n3 |M2) + I(M2;Y n2 , Y n3 ),
(f)
= I(M1, X
n
1 ;Y
n
1 , Y
n
3 |Xn2 ,M2) + I(M2, Xn2 ;Y n2 , Y n3 ),
= I(M1, X
n
1 ;Y
n
3 |Xn2 ,M2) + I(M1, Xn1 ;Y n1 |Y n3 , Xn2 ,M2)
+ I(M2, X
n
2 ;Y
n
3 ) + I(M2, X
n
2 ;Y
n
2 |Y n3 ),
(g)
= I(M1,M2, X
n
1 , X
n
2 ;Y
n
3 ) + I(X
n
1 ;Y
n
1 |Y n3 , Xn2 ,M2)
+ I(M2, X
n
2 ;Y
n
2 |Y n3 ),
(h)
= I(Xn1 , X
n
2 ;Y
n
3 ) + I(X
n
1 ;Y
n
1 |Y n3 , Xn2 ,M2)
+ I(M2, X
n
2 ;Y
n
2 |Y n3 ),
(i)
≤ I(Xn1 , Xn2 ;Y n3 ) + I(Xn1 ;Y n2 |Y n3 , Xn2 ,M2)
+ I(M2, X
n
2 ;Y
n
2 |Y n3 ),
= I(Xn1 , X
n
2 ;Y
n
3 ) + I(M2, X
n
1 , X
n
2 ;Y
n
2 |Y n3 ),
(j)
= I(Xn1 , X
n
2 ;Y
n
3 ) + I(X
n
1 , X
n
2 ;Y
n
2 |Y n3 ),
=
n∑
i=1
I(Xn1 , X
n
2 ;Y3i|Y i−13 ) +
n∑
i=1
I(Xn1 , X
n
2 ;Y2i|Y i−12 , Y n3 ),
≤
n∑
i=1
I(Xn1 , X
n
2 , Y
i−1
3 ;Y3i)
+
n∑
i=1
I(Xn1 , X
n
2 , Y
i−1
2 , Y
i−1
3 , Y
n
3,i+1;Y2i|Y3i, X3i),
(k)
=
n∑
i=1
I(X1i, X2i;Y3i) +
n∑
i=1
I(X1i, X2i;Y2i|Y3i, X3i),
where (e) follows from the independence of the messages, (f) as X1i and X2i are
functions of (M1,M2) and M2 respectively, (g), (h), (j) and (k) from the memoryless
property of the channel, (i) from Lemma C.1. The rest of the proof is standard and
follows by introducing a time-sharing random variable Q ∼ Unif[1 : n], independent of
(M1,M2, X
n
k , Y
n
k ) for k = 1, 2, 3 and defining Xk = XkQ and Yk = YkQ.
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C.3 Proof of Theorem 6.4
From (6.10a) we have
R1 ≤ I(X1, Y3|X2) + I(X1;Y1|X2, Y3, X3),
≤ h(h31X1 + h32X2 + Z3|X2)− h(Z3)− h(Z1)
+ h(h11X1 + h12X2 + h13X3 + Z1|X2, Y3, X3),
= h(h31X1 + Z3|X2)− h(Z3)
+ h(h11X1 + Z1|X2, Y3)− h(Z1),
(a)
≤ h(h31X1 + Z3|X2)− h(Z3)
+ h(h11X1 + Z1|X2, h31X1 + Z3)− h(Z1),
= h(X2, h31X1 + Z3, h11X1 + Z1)− h(X2)
− h(Z3)− h(Z1),
(b)
≤ C ((h211 + h231)(1− ρ2)P1) , (C.7)
similarly from (6.10b) we have
R1 +R2
≤ I(X1, X2;Y3) + I(X1, X2;Y2|Y3, X3),
≤ h(h31X1 + h32X2 + Z3)− h(Z3)− h(Z2)
+ h(h21X1 + h22X2 + Z2|h31X1 + h32X2 + Z3),
= h(h31X1 + h32X2 + Z3, h21X1 + h22X2 + Z2)
− h(Z3)− h(Z2),
(c)
≤ C((h221 + h231)P1 + (h222 + h232)P2 + (h221h232
+ h222h
2
31)(1− ρ2)P1P2 + 2(h21h22 + h31h32)
ρ
√
P1P2 − 2h21h22h31h32(1− ρ2)P1P2
)
,
where (a) follows as conditioning reduces entropy, (b) and (c) follow as the Gaussian
distribution maximises the conditional differential entropy for a given covariance con-
straint.
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