Abstract-To explore the principle and performances of Quantization Index Modulation (QIM) watermarking algorithm, the realization schemes of this algorithm in Discrete Fourier Transform (DFT) domain are classified into three types according to the differences of quantizer parameters, and then the illustrative diagrams of these schemes are given, so the properties of transparency, robustness and capacity of each scheme are concluded. The scheme with best distortion-robustness trade-off is found on that basis. The more efficient embedding and extracting formulas of this scheme are given, and the performances are researched by theoretical analysis rather than computer simulation. The conclusions show that the transparency is in proportion to the square of quantization step and small DFT coefficient leads to poor transparency. The robustness to Additive White Gaussian Noise (AWGN) only relates to the quantization step and the algorithm is susceptible to amplitude scale and resampling attacks. The possible capacity is F o /2 bits per second, which can satisfy various watermarking applications. To improve the robustness, an adaptive quantization algorithm based on masking properties of the Human Auditory System (HAS) is proposed at the end of this paper, and the algorithm is evaluated in the analog channel environment and its robustness is proved by the results.
I. INTRODUCTION
As digital audio works become available for retransmission, reproduction, and publishing over the Internet, a real need for intellectual property rights protection is increased. In order to tackle the problem of unauthorized copy and distribution of digital audio data, watermarking systems are employed to insert copyright data into the audio stream. The technology embeds watermarking in time domain or transform domain using a suitable embedding algorithm, and finally detects the data by correlation detector or statistical hypothesis testing [1] . What's more, it won't introduce serious perceivable audio artifacts and tries to preserve the watermarking in case of intentional or unintentional attacks.
Digital audio watermarking is applied to fingerprinting, content authentication, copy protection, and broadcast monitoring as well. The extensive application prospect motivates researchers to propose a number of audio watermarking techniques, among which QIM (Quantization Index Modulation, quantization for short) is one of the most popular algorithms. QIM refers to modulating an index or sequence of indices with the embedded information and quantizing the host signal with the associated quantizer or sequence of quantizers [2] , and it's applied to image watermarking incipiently. Due to its advantages of low computational complexity, large capacity, great robustness and blind extraction, it's widely used in digital audio watermarking recently.
To obtain high robustness, the watermarking is always embedded in transform domain (DFT, DCT, DWT, etc). However, DFT (Discrete Fourier Transform) is a more important tool in audio signal processing, and it has the FFT (Fast Fourier Transform) algorithm to increase the processing speed. Therefore, the amplitude of discrete Fourier transform coefficients of audio signal is chosen as host signal in this paper. This paper is organized as follows. Section II compares three types of realization schemes of quantization algorithm, and finds out the scheme with best distortion-robustness trade-off. Section III gives the more efficient embedding and extracting formulas of this scheme, and analyzes its performances of transparency, robustness and capacity detailedly. Section IV proposes an adaptive quantization algorithm based on masking properties of the HAS (Human Auditory System), and evaluates its robustness in the analog channel environment. Finally, conclusions and future work are presented.
II. COMPARISON OF QUANTIZATION SCHEMES
According to the differences of quantizer parameters, there are many realization schemes of quantization algorithm. To compare their principles and performances, we classify these schemes into three types.
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A. Half Embedding Strength-Based Quantization Scheme
Let denotes the -th bit of watermarks that are embedded in the host signal, denotes the amplitude spectrum coefficient to hide , S denotes the embedding strength, and denotes the output of quantizer, namely, the corresponding i -th amplitude spectrum coefficient of watermarked signal.
The embedding scheme in [3] can be written as
where
The output of quantizer is even or odd times of half embedding strength, so we call it "half embedding strength-based quantization scheme". Therefore, the principle of this scheme can be declared as Fig. 1 .
In Fig. 1 , ellipses (one-dimension) denote the quantization interval I, and the "·" in each ellipse denotes the corresponding quantization point. If and locates in certain ellipse, the quantizer output equals to the value of "·" point in the ellipse. Similarly, dashed rectangles (one-dimension) denote the quantization interval II, and the "×" in each rectangle denotes the corresponding quantization point. If and locates in certain rectangle, equals to the value of "×" point in the rectangle.
In watermarking extraction, the same unitary transformation is performed and then the lately distance principle is utilized to extract watermark: if the received amplitude spectrum coefficient is closer to quantization point "·" than "×", the extracted watermarking bit is "0", or is "1". Therefore, equals to , as long as locates at the interval between the two thick perpendiculars, which are beside the corresponding quantization point. 
C. Interval Partition-Based Quantization Scheme
In the interval partition-based quantization scheme, the amplitude spectrum coefficient is partitioned into alternant intervals of A and B nonoverlappingly with the length of S. When embedding watermark bits, if 1 = i m , equals to the median value of the nearest interval A, or is the median of the nearest interval B [6] . So it can be represented as Fig. 3 , and the meanings of symbols are the same as Fig. 1 as well.
It is obvious that the performances of quantization schemes depend on the quantizer parameters. The quantization step Δ is defined as the length of quantization interval, and quantization error means the distortion measure between the output and input of quantizer [2] . The e Δ decides the value of e , and finally determines the embedding-induced distortion, that is, transparency. Minimum distance denotes the minimum between any two quantization points, and maximum tolerated offset denotes the maximum offset between and , which can guarantee no extraction error will occur. Obviously, the depends on and determines the size of noise that can be tolerated by the decoder, i.e. robustness. The number of quantizers Q determines the number of possible values for , and hence, the number of bits can be hided in a DFT coefficient, i.e. capacity.
The quantizer parameters and performances of three types of quantization schemes are compared in Table I .
The table reveals that when the most quantization steps Δ (except some first quantization intervals) of three quantization schemes are same, the minimum distances have no differences, and the maximum tolerated offsets are almost the same, so the robustness of these three schemes are equal. However, the quantization errors e are different, and the first quantization scheme has least distortion. Moreover, there is no discrimination in the capacity for all schemes. In a word, the half embedding strength-based quantization scheme achieves the best tradeoff between transparency, robustness and capacity. 
III. ANALYSIS OF THE OPTIMAL SCHEME

A. Simplified Formulas
According to the Fig. 1 , embedding and extracting formulas with high computational efficiency are given by this paper, as shown in (2) and (3).
where denotes round towards nearest integer, denotes round towards minus infinity, and denotes modulus after division.
B. Analysis of Transparency
Watermarking systems can be characterized by a number of properties, and the relative importance of each property depends on the requirements of the system application [7] . The properties being discussed in this paper are the most important requirements -transparency, robustness, and capacity.
Transparency refers to the quality of the watermarked audio is not perceivably distorted, and it won't indicate the presence of the watermarking. The transparency of quantization algorithm can be measured by embedding distortion [8] , which is usually measured by MSE (Mean Square Error) ( ) ( )
where denote the original DFT coefficients,
denote the DFT coefficients with watermark, and denotes the number of watermark bits or the number of the DFT coefficients selected for embedding watermark.
N If the quantization step Δ is sufficiently small, can be modeled as uniformly distributed within each quantization interval. In this case, (4) can be rewritten as
(5)
Equation (5) indicates that the embedding distortion is in proportion to the square of quantization step. In other words, the transparency only relates to the quantization step, but has nothing to do with . Therefore, when is small, the power of signal-to-distortion ratio is low so that it will lead to audible distortion. 
C. Analysis of Robustness
Robustness refers to the ability to detect the watermark after common signal processing operations. Audio watermarking usually needs to be robust to noise, A/D conversion, resampling, etc [7] . 1) BER under AWGN attack: AWGN (Additive White Gaussian Noise) is one of the common attacks to watermarked audio. Let denote
denote the DFT coefficients of attacked watermarked audio, namely, .
, the extraction will be wrong. Consequently, the BER (Bit Error Rate) in case of AWGN can be expressed as 
AWGN will make departure from , when the offset exceeds
, the decoder will make an error with very high probability. There is some possibility that the offset exceeds [ )
to the quantization point the same type as . However, these events are very unlikely in practice, so the BER approximates to (7) "
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By (7), the robustness is determined by the quantization step Δ under the same power of AWGN and is independent of the original DFT coefficients.
2) BER under amplitude scale attack: Amplitude scaling, which presents in A/D conversion, refers to the modification of the audio amplitude in certain proportion to original amplitude [5] . However, it only changes the perceptual audio quality slightly.
Let
denote the watermarked audio signal, β denotes the linear amplitude scaling factor, and denote the attacked watermarked audio, namely
. In terms of unitary transformation, .
So the amplitude modification on the i-th DFT coefficient is calculated as . In case of ,
, the watermark bit can not be extracted exactly. In other words, if (8) is true, errors will occur.
( ) 
where denotes the number of DFT coefficients satisfying (9). Thus it can be seen that the quantization algorithm is sensitive to amplitude scale, and the robustness is mostly determined by the quantization step Δ , linear amplitude scaling factor β and DFT coefficient of watermarked audio . However, the BER is not linear with 
3) Robustness against resampling attack:
A resampling operation is one of the desynchronizing attacks, which won't bring severe audible distortion.
Let denotes the initial sampling frequency, denotes the resampling frequency, then the attacked watermarked audio signal can be expressed as , so it will destroy the watermarking severely.
D. Analysis of Capacity
Capacity, or data payload, refers to the number of watermarking bits per second that are embedded. The number of quantizers Q =2, so each DFT coefficient can hide one watermarking bit. Suppose that the frame segmentation of audio signal is consecutive with length M. So M/2 bits can be embedded in the magnitudes of the DFT coefficients of each frame. Then the maximal capacity is 2 2
That is, it can embed as many as 2 o F bits per second, which is big enough to various watermarking applications.
IV. A NEW QUANTIZATION ALGORITHM
To improve the quantization algorithm's robustness to AWGN and amplitude scaling, the quantization step Δ is adaptive to the auditory masking of critical bands, and the normalized DFT coefficients are selected as host signal. The details of the algorithm are described in the following sections.
A. Encoding
According to the linearity property of unitary transformation, the amplitude scaling with linear amplitude scaling factor β will change the amplitudes of DFT coefficients from f to f β . However, it won't affect the normalized DFT coefficients
Consequently, the watermarking can be hided in f to avoid the influence of amplitude scaling. In other words, the amplitude spectrum of each frame is normalized by
(13)
To ensure the imperceptibility, the watermarking technique should employ frequency masking -auditory masking between frequency components that occur simultaneously in time. Signals that lie within the same critical band are in general hard to separate for the human ear [9] .
Denoting the portion of the amplitude spectrum in band by k k f ( ), the corresponding quantization step in the same band is
. (14) where denotes basal quantization step, nonnegative parameter determines the influence of the maximum amplitude spectrum in the same band on quantization step, and parameter guarantees . Hence, the quantization step in band k is adaptive to the maximum amplitude in the same critical band
That is, since the quantization error depends on the host signal amplitude, the host signal will mask the embedding distortion in the same band. Furthermore, since the human ear is not sensitive to small amplitude changes in frequency domain, if the distortion is small enough, this does not result in a perceptible change in the audio signal.
Equation (2) is used to embed watermarking finally, whereas , and
The encoding procedure is shown in Fig. 6 .
B. Decoding
In order to extract the embedded watermarking, the amplitude spectrum of each frame of received audio signal is normalized firstly by
(15)
. (16) Finally, (3) is used to extract the watermarking, and ,
The block diagram of extracting procedure is given in Fig. 7 .
C. Evaluation in Analog Channel Environment
There are many different transmission environments that a digital audio signal might experience in practical applications, among which the analog channel environment is a general case [10] . In addition to noise corruption, wave magnitude distortion, and phase change [5] , desynchronization and DC offset will attack the watermarking.
In order to evaluate the robustness of the new quantization algorithm, an experimental platform under analog channel environment shown in Fig. 8 is designed. In the transmitter (PC I), the watermarking bits are embedded into the audio signal using the embedding algorithm. The watermarked digital audio signal is converted into analog signal via the soundcard, and is then transmitted in the analog channel environment. In the receiver (PC II), the extracting scheme is employed to decode the watermarking bits from the received audio signal, which has been converted into digital signal. To find out the starting point of the watermarking in the decoding algorithm, an m sequence of 127 bits is added to the beginning of the watermarked signal. The computation of autocorrelation is taken to find the highest correlation coefficient in the decoding procedure, that is, to synchronize with the beginning of watermarking.
In the implementation, a 1024-bit-long chaotic pseudorandom sequence is encoded into a 5-s-long speech signal, which is selected from SQAM (Sound Quality Assessment Material), in MATLAB. The frequency magnitude coefficients are obtained by taking Hanning windowed Discrete Fourier Transform of halfoverlapping 1024-sample frames of the speech.
Since the performances of watermarking a e, the disadvantages of fixed quantization ste pend on the power of the watermarking, it's first necessary to determine the appropriate trade-offs between performance and signal quality [9] . The quality of watermarked speech signal can be evaluated by the MOS (Mean Opinion Score) [11] , whose scales vary from 1 to 5, with 3.5 meaning the quality of speech signal approximates to the Communication Quality, and 4.0-4.5 meaning the speech signal satisfies the Network Quality.
For comparison purposes, watermarking bits are coded using the new quantization algorithm in this paper and the method of [3] . Note that, respective parameters of two methods are adjusted to make the MOS same. The results of the experiment are given in Table II .
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