Abstract. In this paper we show that, for a sub-Laplacian ∆ on a 3-dimensional manifold M , no point interaction centered at a point q 0 ∈ M exists. When M is complete w.r.t. the associated sub-Riemannian structure, this means that ∆ acting on C ∞ 0 (M \ {q 0 }) is essentially self-adjoint. A particular example is the standard sub-Laplacian on the Heisenberg group. This is in stark contrast with what happens in a Riemannian manifold N , whose associated Laplace-Beltrami operator is never essentially self-adjoint on C ∞ 0 (N \ {q 0 }), if dim N ≤ 3. We then apply this result to the Schrödinger evolution of a thin molecule, i.e., with a vanishing moment of inertia, rotating around its center of mass.
Introduction
Let (M, g) be a Riemannian manifold endowed with a smooth volume ω (one can think, e.g., of the Riemannian volume). The associated Laplace operator is the operator on L 2 (M, ω) acting on C ∞ 0 (M ) and defined by ∆ ω = div ω •∇. Here, div ω denotes the divergence w.r.t. the measure ω and ∇ is the Riemannian gradient. A fundamental issue is the essential self-adjointness of ∆ ω , i.e., whether it admits a unique self-adjoint extension in L 2 (M, ω). Indeed, the essential self-adjointness of ∆ ω implies the well-posedeness in L 2 (M, ω) of the Cauchy problems for the heat and Schrödinger equations, that read, respectively,
Roughly speaking, when ∆ ω is not essentially self-adjoint, the above Cauchy problems are not well-defined without additional requirement, as for instance boundary conditions on ∂M .
The self-adjointness of ∆ ω is related with geometric properties of (M, g), as is evident from the following classical result. Theorem 1.1. Let (M, g) be a Riemannian manifold that is complete as metric space, and let ω be any smooth volume on M . Then, ∆ ω is essentially self-adjoint in L 2 (M, ω).
The above is due to Gaffney [16] when ω is the Riemannian volume. A simpler argument, which generalizes to arbitrary smooth measures, is given by Strichartz [28] .
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A simple way to obtain non-complete Riemannian manifolds from a given complete one (M, g), is by removing a point q 0 ∈ M . Considering ∆ ω on M \ {q 0 } yields the pointed Laplace operator∆ ω . We have the following. Theorem 1.2. Let (M, g) be a Riemannian manifold that is complete as metric space, and let ω be any smooth volume on M . Let∆ ω be the pointed Laplace operator at q 0 ∈ M . Then∆ ω is essentially self-adjoint in L 2 (M, ω) if and only if n ≥ 4.
The above result for the Euclidean space endowed with the Lebesgue measure is a consequence of [25, Ex. 4, p. 160] , while the case of Riemannian manifolds where ω is the Riemannian volume is treated in [12] . Similar arguments can be applied when ω is an arbitrary smooth volume. Theorem 1.2 is relevant in physics. Indeed, in non-relativistic quantum mechanics, self-adjoint extensions of the pointed Laplace operator can be used to construct potentials concentrated at a point, the so-called point interactions, as, e.g., i∂ t ψ = (−∆ ω + αδ q 0 )ψ, α ∈ R, ψ(0, q) = ψ 0 (q).
Here, δ q 0 is a Dirac-like potential representing a point interaction. Dirac δ and δ are widely used in modelling of quantum systems, since Fermi's paper [13] up to contemporary applications [6, 1, 5] . In this language, Theorem 1.2 can be interpreted as the fact that point interactions do not occur in dimension 4 and higher or, equivalently, that single points are seen by Laplace operators only in dimension less or equal than 3.
In this paper we study the essential self-adjointness of sub-Laplacians, i.e., the generalization of the Riemannian Laplace operators to sub-Riemannian manifolds. Let us briefly introduce this setting. We refer to [2, 21] for a more detailed treatement. On a sub-Riemannian manifold the distance between two points q 1 , q 2 ∈ M is defined by
Owing to the Rashevskii-Chow theorem [2] , (M, d) is a metric space inducing on M its original topology. The set of vector fields {X 1 , . . . , X m } is called a generating frame and it is a generalization of Riemannian orthonormal frames. As for the latter, there are different choices of generating frames giving rise to the same metric space (M, d), which is the true intrinsic object. For an equivalent definition of sub-Riemannian manifold that does not employ generating frames, see, e.g., [2] . The above definition includes several geometric structures [2] . Indeed, letting k(q) = dim(D q ), it holds that:
• If k(·) ≡ n, one obtains a Riemannian structure.
• If k(·) ≡ k < n, one obtains a classical sub-Riemannian structure. In this case, we will identify D ⊂ Vec(M ) with the vector distribution q∈M D q ⊂ T M .
• if k(·) is not constant, one obtains a so-called rank-varying sub-Riemannian structure. This includes what are usually called almost-Riemannian structures [4, 2] . Motivated by the above observations, we say that a sub-Riemannian structure is genuine if k(q) < n for all q ∈ M . Remark 1.3. In the first two cases above, if k(·) ≡ m the family {X 1 , . . . , X m } is a global orthonormal frame for the (sub-)Riemannian structure. Observe that, due to topological restrictions, such a frame does not always exist. However, if k(·) is locally constant around q 0 ∈ M , there always exists a local orthonormal frame 1 around q 0 .
In this paper a particular role is played by 3-dimensional structures.
Definition 1.4. Consider a genuine sub-Riemannian structure on a 3-dimensional manifold M . We say that q ∈ M is a contact point if D 2 q = T q M . If every point of M is contact, we say that the structure is a 3-dimensional contact structure.
In other words, in the 3-dimensional case, a contact point is a point in which the full tangent space is generated by the vector fields X 1 , . . . , X m and their first Lie brackets. Since M is 3-dimensional, contact points coincide with what in the literature are called regular points.
1.2. Sub-Laplacians. Let {X 1 , . . . , X m } be a generating frame for the sub-Riemannian structure on M . Given a smooth volume ω the associated sub-Laplacian is defined as ∆ ω = div ω •∇ where div ω is computed with respect to the volume ω and ∇ is the sub-Riemannian gradient, whose expression is
Such an operator is intrinsic in the sense that it does not depend on the particular choice of generating frame. We have then,
Notice the presence of the "sum of squares" of the vector fields of the generating frame plus some first order terms guaranteeing the symmetry of ∆ ω w.r.t. the volume ω.
As a consequence of Hörmander condition, ∆ ω is hypoelliptic [18] , and we have the following generalization of Theorem 1.1. Theorem 1.5 (Strichartz, [29] ). Let M be a sub-Riemannian manifold that is complete as a metric space, and let ω be any smooth volume on M . Then, ∆ ω is essentially self-adjoint on L 2 (M, ω).
The main object of interest in this paper is the pointed sub-Laplacian∆ ω at a point q 0 ∈ M . Similarly to the Riemannian case, this is defined as the sub-Laplacian ∆ ω on M \ {q 0 }.
Main results.
One of the main features of sub-Riemannian manifolds, is the existence of several natural notions of dimension. Although for Riemannian manifolds these are all coinciding, this is not the case in genuine sub-Riemannian manifolds. For instance, in the case of a classical sub-Riemannian manifold, some relevant dimensions are:
• the dimension of the space of admissible velocities k,
• the topological dimension n,
• the Hausdorff dimension Q of the metric space (M, d), where k < n < Q, see [20] 2 . It is then a natural question to understand which of these dimensions are relevant for essential self-adjointness of the pointed sub-Laplacian. In particular, since in a 3D contact sub-Riemannian manifold we have k = 2, n = 3, Q = 4, in view of Theorem 1.2, we focus on pointed sub-Laplacians at contact points of genuine 3D sub-Riemannian manifolds. For these structures we prove the following. Theorem 1.6. Let M be a genuine 3-dimensional sub-Riemannian manifold that is complete as metric space, and let ω be any smooth volume on M . Let q 0 ∈ M be a contact point, and∆ ω be the pointed sub-Laplacian at q 0 . Then∆ ω is essentially self-adjoint in L 2 (M, ω).
The above result follows from Theorem 5.1, and shows that, regarding the essential self-adjointness of pointed sub-Laplacians, 3D sub-Riemannian manifolds behave like Riemannian manifolds of dimension at least 4. This suggests that the relevant dimension for self-adjointness is not the topological one, and that a more suitable candidate seems to be the Hausdorff dimension.
A crucial step in establishing Theorem 1.6 is the following corresponding result for the celebrated Heisenberg group H 1 .
When q 0 is not a contact point, or M is of dimension larger than 3, we conjecture that Theorem 1.6 still holds. However, our techniques are not easily extended to higher dimensions. In dimension 2, classical sub-Riemannian manifolds do not exist, while for rank varying structures we have two cases. Either the point q 0 is Riemannian and then we can conclude that the pointed Laplace operator is not essentially self-adjoint; or q 0 is not Riemannian and in this case we conjecture that the pointed Laplace operator is not essentially self-adjoint as well. However, the techniques necessary to study this case are very different from those developed in this paper and we do not treat this case here.
1.4.
Rotations of a thin molecule. We now apply Theorem 1.6 to the Schrödinger evolution on SO(3) of a thin molecule rotating around its center of mass, described as follows. Consider a rod-shaped molecule of mass m > 0, radius r > 0, and length > 0, as in Figure 1 . We denote by z the principal axis of the rod, and by x and y two orthogonal ones. Then, the moments of inertia of the molecule are
Letting (ω x , ω y , ω z ) be the angular velocity of the molecule and L x = Iω x , L y = Iω y , L z = I z ω z be the corresponding angular momenta, the classical Hamiltonian is
Letting r → 0, with constant and m, we have that I z → 0, and the classical Hamiltonian reads
The corresponding Schrödinger equation is
Here,L x ,L y , (andL z ) are the three angular momentum operators given by (in the following α, β, γ denote the Euler angles)
is a contact sub-Riemannian manifold. Moreover, being SO(3) unimodular, we have that F x , F y , F z are divergencefree with respect to the Haar measure dh (see [3] ) and we have that the corresponding sub-Laplacian is
∆ dh When considering the Schrödinger equation (1.2) on functions of (α, β, γ), we are describing the evolution of a thin molecule in which the thin degree of freedom (i.e., the angle α of the rod w.r.t. the z axis) is part of the configuration space. The essential self-adjointness of the pointed sub-Laplacian∆ dh on SO(3) \ {(α 0 , β 0 , γ 0 )} given by Theorem 1.6 can be interpreted in the following way: A point interaction centered at (α 0 , β 0 , γ 0 ) does not affect the evolution of a thin molecule.
Notice that this would not be the case if the molecule were not thin. Indeed in this case the quantum Hamiltonian would have been proportional to a left-invariant Riemannian Laplacian on SO(3), and by Theorem 1.2 the elimination of a point from the manifold crashes its essential self-adjointness.
Moreover, if the evolution of the thin molecule is considered on the 2D sphere instead than on SO(3), meaning that we are totally forgetting the thin degree of freedom, then the elimination of a point would break the essential self-adjointness of the Laplacian as well.
1.5. Structure of the paper and strategy of proof. Sections 2 and 3 are devoted to preliminaries on the Heisenberg group and some of the functional analytic properties of sub-Riemannian manifolds, respectively. The remaining sections contain the proof of the main result of the paper, Theorem 5.1. This is obtained by first establishing Theorem 1.7 in Section 4, which is then extended to 3D genuine sub-Riemannian manifolds in Section 5.
More precisely, the proof of Theorem 1.7 consists in first reducing the problem of essential self-adjointness to the absence of L 2 solutions of the equation (∆ ω + i)θ = ϕ, where ϕ is a linear combination of derivatives of the Dirac delta mass at 0, see Lemma 4.1. This criterion is then verified in Section 4.2 by exploiting the non-commutative Fourier transform associated with the Heisenberg group structure. Then, in Theorem 4.11, we localize the above result, showing that the self-adjoint extensions of the pointed sub-Laplacian at 0 defined on a domain Ω ⊂ H 1 coincide with those of the (standard) sub-Laplacian on the same domain. The latter result is then generalized to any 3D genuine sub-Riemannian manifold via local normal forms, in Section 5.
Finally, in Appendix A, we show how a criterion for essential self-adjointness based on an Hardy inequality with constant strictly bigger than 1, exploited e.g. in [15, 22, 24] , fails for the Heisenberg group. This, in particular, raises a crucial criticism against the results contained in [30] , and forces us to consider the above strategy of proof for Theorem 5.1.
The Heisenberg group H 1
The Heisenberg group H 1 is the nilpotent Lie group on R 3 associated with the non-commutative group law
The associated Haar measure, i.e., the only (up to multiplicative constant) leftinvariant measure on H 1 , is the standard Lebesgue measure L 3 of R 3 . One can check that H 1 is unimodular, that is, this measure is also right-invariant. A basis for the Lie algebra of left-invariant vector fields is given by
These satisfy the commutator relations
The sub-Riemannian structure on H 1 is defined by {X H , Y H }. This is a global orthonormal frame, and thanks to the above commutator relations, the sub-Riemannian manifold (H 1 , {X H , Y H }) is contact. We let ∇ H be the sub-Riemannian gradient of H 1 . Then, the Heisenberg subLaplacian is the associated sub-Laplacian w.r.t. the Lebesgue measure, that reads
Remark 2.1 (Fundamental solution). By [14, Thm. 2] , the fundamental solution Γ :
Here, N is the Koranyi norm (see [11, Section 2.2.1]), given by
A simple computation shows that Γ is not square-integrable on any compact set containing the origin nor on its complement. This is in contrast with what happens for the fundamental solution of the Euclidean Laplacian on R 3 , Γ R 3 (p) = (4π|p|) −1 , which is square-integrable near the origin.
Associated with the group structure of H 1 we have the family of anisotropic dilations λ :
One can check that the sub-Riemannian distance from the origin is 1-homogeneous w.r.t. these dilations. Moreover, we have
As a consequence of these facts, the Hausdorff dimension of H 1 is 4 and H 4 = L 3 . That is, one more that its topological dimension.
Functional analytic preliminaries
Let A be a non-negative symmetric operator on some Hilbert space H, with dense domain Dom A. The closure of A is the operatorĀ whose domain is the closure of Dom A w.r.t. the norm
and whose action is defined by closing the graph of A.
Recall that A is self-adjoint if Dom A = Dom A * . If A is not self-ajoint, a selfadjoint extension T of A is a self-adjoint operator on H such that Dom A ⊂ Dom T and A * u = T * u for any u ∈ Dom T . We denote the set of self-adjoint extensions of A by A(A). If A admits exactly one self-adjoint extension, we say that A is essentially self-adjoint. By, e.g., [26, Theorem VIII.1] we have the following. 3.1. Sub-Riemannain Sobolev spaces. Let M be sub-Riemannian manifold with local generating family {X 1 , . . . , X m }, endowed with a smooth and positive measure ω. We denote by L 2 (M, ω) (or L 2 (M )) the complex Hilbert space of (equivalence classes of) functions u : M → C with scalar product
where the bar denotes the complex conjugation. The corresponding norm is denoted by u
is the complex Hilbert space of sections of the complexified tangent bundle X : M → T M C , with scalar product
Here, g q is the complexification of the scalar product on D q defined by polarization from the norm
The corresponding norm is X 2 L 2 (M ) = (X, X). Observe that in the above the minimum can be removed if {X 1 , . . . , X m } is an orthonormal frame. In this case, we have
Given an open set Ω ⊂ M , the space C ∞ 0 (Ω) is the space of smooth functions compactly supported in Ω. For Ω ⊂ M we then let
Proof. Let u ∈ C ∞ 0 (Ω). We start by observing that, since (
, by Cauchy-Schwarz and Young's inequality we have 
Here, the last inequality follows since supp u ⊂ Ω.
The relevance of this space is evident from the following consequence of Proposition 3.1. In the remainder of the section we derive some essential properties of
otherwise.
Proof. The result for the Euclidean Sobolev space of order one is well-known [10, Proposition 9.18]. The same arguments extends in a straightforward way to the case under consideration.
In view of the above, for any Ω ⊂ Ω ⊂ H 1 we will always identify H 
In the sequel we will need the following simple fact, which we will apply with Ω 1 = Ω \B ε/2 (p) and Ω 2 = B ε (p), where Ω is a smooth open set, p ∈ Ω, and B r (p) stands for the open ball at p of radius r > 0.
Proof. We start by proving the inclusion
which proves the claim. We now turn to the other inclusion. Let
Such smooth functions exist thanks to the fact that ∂Ω 1 ∩ ∂Ω 2 = ∅. Moreover, since Ω 1 ∩ Ω 2 is relatively compact, there exists c > 0 such that |∇χ i | ≤ c and |∆
On the other hand, by Proposition 3.2 we have
, and hence (3.5) shows that ∇(
Essential self-adjointness of the Heisenberg pointed sub-laplacian
In this section we focus on the pointed sub-Laplacian in the Heisenberg group. We start by proving Theorem 1.7 via non-commutative harmonic analysis techniques. We then conclude the section by localizing this result in Theorem 4.11. That is, we show that the self adjoint extensions of the pointed sub-Laplacian on a domain Ω ⊂ H 1 coincide with those of the (standard) sub-Laplacian on the same domain.
Pavlov-like lemma for essential self-adjointness ofH. In what follows, S(R
3 ) is the Schwartz space on R 3 and S (R 3 ) the space of tempered distributions on R 3 . We denote by T, u the action of T ∈ S (R 3 ) on u ∈ S(R 3 ). Observe that, given a symmetric operator A on L 2 (R 3 ), with S(R 3 ) ⊂ Dom A and A(S(R 3 )) ⊂ S(R 3 ), its action on T ∈ S (R 3 ) is defined as
The Dirac's delta centered at the origin, is the distribution δ 0 defined as
For a multi-index α = (α X , α Y , α Z ), the symbol D α δ 0 denotes the derivative of δ 0 in the sense of distribution of order |α| = α X + α Y + α Z , where α X derivatives are computed with respect to X H , α Y with respect to Y H , and α Z with respect to Z H .
The following lemma is the adaptation to our setting of [23, Lemma 1].
Lemma 4.1. Let A be an essentially self-adjoint operator on L 2 (R 3 ), with domain S(R 3 ), and A 0 be the restriction of A to C ∞ 0 (R 3 \ {0}). Assume, moreover, that rng A ⊂ S(R 3 ). Then, the deficiency space K − (A 0 ) = Ker(A * 0 + i) of A 0 is characterized as follows
We then have,
By density of Dom A 0 , we have that θ ∈ K − (A 0 ) ⊂ Dom A 0 * if and only if for every u ∈ Dom A 0 we have
Hence, summing up the above and the relation in (4.3) we get that θ ∈ K − (A 0 ) if and only if for any
By definition of support of a distribution and the density of
, the latter is equivalent to the fact that the distribution on the left-hand side is supported in {0}. Since it is well-known that the only distributions supported at the origin are the Dirac delta and its derivatives, (4.9) is equivalent to the existence of (c α )
The statement follows by observing thath the case (c α ) α∈N 3 ≡ 0 can be excluded since A is essentially self-adjoint.
4.2.
Essential self-adjointness of the pointed sub-Laplacian on H 1 . In this section we apply Lemma 4.1 to the sub-Laplacian on H 1 , via non-commutative harmonic analysis. This is done in Section 4.2.2 and requires some preliminary work that is presented in the next section.
Non-commutative harmonic analysis on H
1 . For the following we heavily rely on [3, 7, 8] . (Observe that our normalization choice for the group law on H 1 agrees with [3] .)
The dual space of H 1 (i.e., the space of equivalence classes of irreducible representations of H 1 ) is composed of the Schrödinger representations (X λ ) λ∈R , acting on L 2 (R) and given by
The non-commutative Fourier transform of a function f ∈ L 1 (H 1 ) is then the family of Hilbert-Schmidt operators
Similarly to the Euclidean case, the above Fourier transform can be extended to an isometry between
R \ {0} endowed with the Plancherel measure dμ = |λ| 4π 2 dλ. Remark 4.2. The choice of group law in [7, 8] is (x, y, z) B (x , y , z ) = (x + x , y + y , z + z − 2(xy − x y)).
, z). Observe that under this isomorphism the sub-Laplacian ∆
H coincides with 4∆ B , where ∆ B is the sub-Laplacian considered in [7, 8] . Moreover, letting U λ p be the Schrödinger representations considered in [7] , we have
, where ι(x, y, z) = (−x, y, z). This identity, and the fact that the definition of Fourier transform (denoted by F B ) in [7, 8] evaluates the representations at p and not at p
3 Observe that X 0 is simply the left-invariant representation of R × {0} × {0} < H 1 (i.e., the translation), as it is standard by Mackey machinery and the fact that
Given a differential operator P on functions over H 1 , we letP = F • P • F −1 . Then, we have the following relationŝ
Remark 4.3. Due to the difference of our definition of the Fourier transform with respect to the one defined in [7, 8] , while in our case ∆ H acts by left composition, i.e., ∆ H f = ∆ H • f , in [7, 8] it acts by right composition. This accounts for some differences in the following. (Compare, e.g., formula (4.13) with [7, (1.15) ].)
Following [7] , we consider the family (H n ) n∈N of Hermite functions given by
These form an orthonormal basis of L 2 (R), which diagonalizes∆
For λ = 0, we introduce the rescaled Hermite functions H n,λ (ξ) := |λ| 1/4 H n (|λ| 1/2 ξ). The family (H n,λ ) n∈N is still an orthonormal basis of L 2 (R), and
, endowed with the measure dw defined by
Then, we letF :
where (·|·) denotes the standard scalar product in L 2 (R),
Let us define the following "Wigner distributions":
Then, a simple change of variables yields
and the composition between two operators A, B on 2 (N) is given by (A • B) n,m = A n, B ,m .
Proof. By definition, for any m ∈ N we havef λ H m = f ( , m, λ)H . Then,
Remark 4.6. By the above proposition and (4.11) we have
Let Id be the identity operator on 2 (N), that is, if δ n,m denotes the Kroenecker delta, Id n,m = δ n,m . We will also denote by S k the shift operator on
, and whose matrix is (S k ) n,m = δ n−k,m . Observe also that
We will need the following, which follows by straightforward computations.
In particular, we have
. We then have the following. 
Remark 4.9. In a more explicit form, we have,
Proof. By (4.10) and the definition ofX (see Proposition 4.5), it suffices to compute
The recurrence relation for Hermite functions H m = m/2H m−1 − (m + 1)/2H m+1 proves (4.14). Indeed,
Thanks to the recurrence relation ξH m (ξ) = m/2H m−1 (ξ) + (m + 1)/2H m+1 (ξ), the same arguments yield also (4.15) . Finally, to complete the proof, it suffices to observe that
Indeed, (4.16) then follows by Lemma 4.7.
For the following observations we refer to [8] . Similarly to what happens for the standard Fourier transform, it can be shown thatF is a continuous isomorphism between the class S(H 1 ) = S(R 3 ) of Schwarz functions on H 1 , which are defined as in the Euclidean case, and a space of functions onH 1 , denoted by S(H 1 ). This allows to extendF to tempered distributions on H 1 , e.g., elements of S (H 1 ), via the following relation
Here ·, · denotes the duality, andF * (which can be computed on functions in S(H 1 )), is the operator
We then have the following.
Proposition 4.10. Let δ 0 be the Dirac distribution centered at the origin. Then, for any multi-index α = (α X , α Y , α Z ) ∈ N 3 , we have the following
where Q is a polynomial of degree α X + α Y + 2α Z and B is an non-zero operator on 2 (N).
Proof. By (4.17), for any θ ∈ S(H 1 ), we have F δ 0 , θ S (H 1 ) = F * θ(0). Then, by the orthonormality of the families (H n,λ ) n∈N , λ = 0, lettingw = (n, m, λ) by (4.18) and (4.12) we havẽ
This proves the first part of the statement. To complete the proof it then suffices to apply toδ 0 the expression of the operators X H ,Ỹ H , andZ H , given in Proposition 4.8.
Proof of Theorem 1.7. Recall that the sub-Laplacian
is essentially self-adjoint. It is easy to check that S(R 3 ) ⊂ Dom(H). We then let A be the essentially self-adjoint operator obtained by restrictingH to S(R 3 ). Moreover, by smoothness of X H and Y H it holds rng A ⊂ S(R 3 ). In view of the above, we apply Lemma 4.1 to
). In particular, we consider the equation (4.2) that elements of K − (A 0 ) have to satisfy and applyF on both sides. By (4.13) and Proposition 4.10, this yields
Choosing n, m such that B n,m = 0, by [7, Theorem 1.2] this yields
This implies that K − (A 0 ) = {0}. Since the operator A 0 is non-negative, this proves that A 0 is essentially self-adjoint. (See, e.g., [25, Thm. X.I and Corollary]) To conclude the proof of the statement, it suffices to observe that the essential self-adjointness of A 0 implies the essential self-adjointness ofH, since Dom A 0 ⊂ DomH.
4.3.
Heisenberg pointed sub-Laplacian on domains. In this section, we localize Theorem 1.7, by proving the following result. (Ω \ {p}). Thanks to the invariance under left translation of ∆ H we can assume p = 0. Moreover, for any ε > 0 we let U ε ⊂ R 3 to be the Euclidean ball of radius ε centered at the origin. By Lemma 3.5, for any ε > 0 sufficiently small, we have that
Thus, we are reduced to show that
Since the other inclusion is obvious, let us prove that
Observe that, by Theorem 1.7 and Lemma 3.5, we have (4.19) implies that there exist two sequences (u
respectively to u (1) , u (2) where u (1) + u (2) = u. Thus, the sequence u n − u (2) in the H 2 norm, and hence
Here, the last equality follows by (3.4) . As a consequence, we can assume (u
). Finally, we have shown that the sequence u (1) n + u (2) n is contained in C ∞ 0 (U ε \ {0}), and satisfies lim n (u (1) n + u (2) n ) = u. This completes the proof.
Essential self-adjointness of 3D pointed sub-Laplacians
Let M be a 3-dimensional genuine sub-Riemannian manifold, endowed with a smooth and positive measure ω. Let p ∈ M be a regular point, and {X 1 , X 2 } be a local orthonormal frame for the sub-Riemannian structure in U ⊂ M , p ∈ U . (See Remark 1.3.) By (1.1), we have
The purpose of this section is to prove the following. We remark that, since when M is complete the sub-Laplacian is essentially selfadjoint, the above implies Theorem 1.6.
The idea of the proof is to show that, sufficiently near p, the Sobolev space H 2 0 associated with the sub-Laplacian (5.1) is equivalent to the one associated with the Heisenberg sub-Laplacian. This will then allow to exploit the results obtained in Theorem 4.11 locally around p. Finally, a localization argument completes the proof. In order to go on with the above plan, we fix the following set of coordinates around p, for which we refer to [31, Sec. 8.2] . We stress that the regularity of p is essential for the existence of these coordinates.
Proposition 5.2. There exists a local set of coordinates in a neighborhood V around p such that, denoting by X H and Y H the Heisenberg vector fields, there exists C = (c ij ) ∈ C ∞ (V, GL 2 (R)) such that C −1 ∈ C ∞ (V, GL 2 (R)) and
Since, without loss of generality, we can assume that these coordinates cover the whole U , we will henceforth identify points in U with their coordinate representation and p with the origin. In the following, for ε > 0 we let U ε be the Euclidean ball centered at 0 of radius ε, and H 2 0 (U ε ) be the Sobolev space (3.2) with respect to the sub-Laplacian ∆ ω in M . . Thus, in order to prove the statement, it suffices to show that the H 2 norm w.r.t. the sub-Laplacian ∆ ω and the measure ω is equivalent to the one w.r.t. ∆ H and the Lebesgue measure.
By smoothness of ω there exists > 0 such that, letting dω = ω(q)dq, we have (5.2) 1 ≤ ω(q) ≤ , ∀q ∈ U ε .
In particular, this implies that the L 2 norms on U ε w.r.t. ω and the Lebesgue measure are equivalent. Moreover, by Proposition 5.2, there exists smooth functions α ij and β i , i, j = 1, 2, such that
Let c > 0 be such that |α ij |, |β i | ≤ c on U ε for i, j = 1, 2. By (5.2) and Proposition 3.2 with Ω = U = U ε , we then have that there exists a constant C > 0 such that, for any u ∈ C ∞ 0 (U ε ), it holds
The same argument can be used to show that ∆ ω u L 2 (Uε) u H 2 (Uε,H 1 ) , completing the proof of the statement.
Thanks to the above we are now in a position to complete the proof of the main theorem.
Proof of Theorem 5.1. By Proposition 3.3, we need to show that H we have the following:
(∇ H δ) ⊥ = r t r − sin(r) r sin(r) + 2 cos(r) − 2 ∂ θ + r t w(r)∂ r .
Here, we let w(r) = r 2 − r cot With a little abuse of notation we still denote by N the Korany norm in the coordinates Φ. Since δ(Φ(t, ·, ·)) = t, t > 0, for any α ∈ R this yields, Here, γ α is defined by the last equality. It is simple to check that γ α (r)µ(r) is a nonnegative and bounded continuous function on [−2π, 2π], whose maximum is 1/12 at r = 0 and whose minimum is 0 at r = ±2π. In particular, the above is integrable in t 3 µ(r) dt dr for t → +∞ only if α < −2. Using the expression of ∇ H δ and (∇ H δ) ⊥ , and the fact that they form an orthonormal frame outside t = 0, we then get |∇ H N (t, θ, r)| 2 = 1 − cos(r) r 2 − 2r sin(r) − 2 cos(r) + 2
In particular, for any α ∈ R we have Here, η is defined by the last equality, and is independent of α. Observe that, also in this case, the integrability at infinity is true only if α < −2.
A. 
