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Abstract. We start by noting that coupled Riccati matrix differential systems appearing in 
differential games may be considered as a single rectangular Riccati equation. An explicit 
solution of the coupled differential system in terms of a solution of the associated algebraic 
Fticcati equation is given. 
1. INTRODUCTION 
Many interesting control problems lead to coupled Riccati differential systems. Examples 
of such situations are nonzero sum differential games [7]. The aim of this paper is to find 
explicit solutions of a class of coupled Riccati matrix systems of the type 
where Ki(t), Ir’i,, Qi, Si, for i = 1,2, and A are complex matrices in C,,,. These systems 
occur in the optimal control law of open-loop Nash strategies appearing in differential games 
[7]. Solutions of square time-varying Riccati matrix differential equations are given in [2] 
in terms of the transition matrix of an equivalent first ordered extended system. For the 
rectangular time invariant case, a solution of the Riccati equation is given in terms of the 
blocks of the exponential of the matrix containing the coefficients of the equation is given in 
[5] although these block entries are not known in terms of data. An iterative algorithm for 
solving system (1 .l) 1 las been proposed in [3] and explicit solutions of them have been recently 
given in [4]. If B is a matrix in C,,, we denote by B+ its Moore-Penrose pseudoinverse 
and we recall that B+ can be computed with the IMSL FORTRAN package. 
2. SOLVING COUPLED RICCATI MATRIX DIFFERENTIAL SYSTEMS 
First of all note that system (1.1) may be written in the following rectangular Riccati 
type form 
Ii” = -Q - I<,4 - BK - Ii’SIi’; K(tj) = Ii’1 (2.1) 
where I< = [:::].u= [z:],I<j= [z::],B= [: IT] allds=[sl sz]. 
Let us assume for a moment that the rectangular algebraic Riccati matrix equation 
-Q-XA-BX+,YSX=O (2.2) 
where the coefficients are defined by (2.1), a.dmits a solution X, E Cznxn. 
Considering the change V(t) = K(t) - X,, the problem (2.1) is equivalent to the problem 
U’ = B,U - UA, i- USU; W) = u.f (2.3) 
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where 
B, = X,.9 - B; A, =A-SX,; uj = Kj - x, 
Now, let us consider the extended linear system 
dldt [::I:] = [: :I [::I:]; -[:::::3 = [:I] 
where V(t) E C,,, and Z(t) E Cznxn. If we define the matrix function 
exp((t - s)A,) 
s(t, s) = 
- h: exp((t - v)A,)S exp((v - s)B,) dv 
0 exp((t - s)Bo) 1 
then an easy computation yields 
A, -S 
(a/at)s(t, s) = 
[ 1 S(t , s) 0 & 
(2.4) 
(2.5) 
(2.8) 
(2.7) 
and thus S(t,s) is a fundamental matrix for (2.5) and the unique local solution of (2.5) in 
a neghbourhood of tf is given by 
[ ;;I;] = S(t&) [ ij] ; S(tj,tj) = Ian E Csnxs,, (2.8) 
Note that V(tj) = I and thus in a neighbourhood ,7 containing tj, V(t) is invertible in 
C ,.,x,,. Now, let us define the Cznxn valued matrix function U(t) = Z(t)(V(t))-‘, for t E J. 
Note that from (2.5) it follows that 
V’(t) = A,V(t) - SZ(t) and Z’(t) = B,.??(t) 
Computing it follows that 
V(t) = z’(t)(v(t))-’ - z(t)(V(t))-~V’(T)(V(t))-l = B,U(t) - U(t)A, + U(t)SU(t), 
for all t in J. 
Hence, K(t) = U(t) + X, is the solution of (2.1) defined on the interval J. From (2.7) one 
gets 
V(t) = exp((t - tj)A,) - 1: exp((t - v)A,)Sexp(v - tj)B,) dw Uj 
{ J 
t 
= exp((t - tj)A,) I - exp((tf - v)A,)Sexp(vB,)dv exp(-tjB,)Uj 
tf 1 
z(t) = exp((t - tj)B,)Uj 
K(t) = X0 + exp((t - tj)B,)Uj 
{ J 
t -1 
x I- exp((tj - v)A,)S exp(vB,) dv exp(-tfB,)Uj exp((ti - t)A,) (2.9) 
tf 
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Thus if the algebraic Riccati equation (2.2) h as a solution of X,, then K(t) defined by (2.9) 
with Uj, A, and B, given by (2.4), is the solution of (2.1) in a neighbourhood J of the point 
tf. 
Now we study the algebraic equation (2.2) and let H be the block matrix 
H=[_“y ;]+j z $1 (2.10) 
2 0 
If T = [ Dia.g(Tl,Tz)], with 7’1 E CmXnar T2 E Cpxp, is the Jordan canonical form of H, with 
m + p = 3n, and if M = (Mij)lsi,~2, is the invertible block matrix satisfying 
HM=MT (2.11) 
with MU E GXm, M21 E Gnxm, MU E GnXp, then, from theorem 1 of [l], the algebraic 
Riccati equation (2.2) admits a solution X E Clnxn, if and only if Ml1 is full rank and X 
satisfies 
XMll = -M21 
Now, from theorem 2.3.2 of [B,p.24], equation (2.12) is solvable if and only if 
(2.12) 
MzlM,+,Mll = M21 
and in this case a solution of (2.12) is given by X = -Mzl MA. 
Thus the following result has been established: 
(2.13) 
THEOREM 1. Let H be the block matrix defined by (2.10). If T = [ Diag(T1, Tz)] with 
Tl E Cm,,, T2 E cpxp, is the Jordan canonical form of H and M = (Mij)~~~,j~2 with 
MII E Lx,, M21 E canxm, M12 E Gxpt M22 E ~2nxp, is an invertible matrix satisfying 
(2.11) such that Ml1 is full rank and satisfies (2.13), then X, = -M21MFI is a solution of 
the algebraic Riccati equation (2.2) and in a neighbourhood J of the point tf, the solution 
of the system (1.1) is given by (2.9) w ere (If, A, and B, are defined by (2.4), S = [Sl,S2], II 
B = [ Diag(AT, AT) 1, I< = [ ICI, K2 IT and U, = [ Ir’,, , K2j IT. 
REMARK 1. It is interesting to recall that the integrals and the matrix exponentials appear- 
ing in the expression (2.9) may be computed in an effective way by using the procedures 
given in [8j. Th ese procedures are extremely easy to implement and yield an estimation of 
the approximation error. Also, the expression (2.9) is independent of the method used to 
solve the algebraic Riccati equation (2.2). In particular if an iterative method is used to 
solve equation (2.2) and if 2, is an approximate solution of the exact solution X, of (2.2). 
then substituting in (2.9), the matrix X,, by Z,, one gets an approximate solution of (1.1). 
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