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Since the discovery of the cuprate high-temperature superconductivity in 1986, a universal phase
diagram has been constructed experimentally and numerous theoretical models have been proposed.
However, there remains no consensus on the underlying physics thus far. Here, we theoretically
investigate the phase diagram of hole-doped cuprates based on an itinerant-localized dual fermion
model, with the charge carriers doped on the oxygen sites and localized holes on the copper dx2−y2
orbitals. We analytically demonstrate that the puzzling anomalous normal state or the strange
metal could simply stem from a free Fermi gas of carriers bathing in copper antiferromagnetic
spin fluctuations. The short-range high-energy spin excitations also act as the ‘magnetic glue’
of carrier Cooper pairs and induce d-wave superconductivity from the underdoped to overdoped
regime, distinctly diffrent from the conventional low-frequency magnetic fluctuation mechanism.
We further sketch out the characteristic dome-shaped critical temperature Tc versus doping level.
The emergence of the pseudogap is ascribed to the localization of partial carriers coupled to the
local copper moments or a crossover from the strange metal to a nodal Kondo-like insulator. Our
work provides a consistent theoretical framework to understand the typical phase diagram of hole-
doped cuprates and paves a distinct way to the studies of both non-Fermi liquid and unconventional
superconductivity in strongly correlated systems.
I. INTRODUCTION
The Bardeen-Cooper-Schrieffer (BCS) theory reveals
the phase transition from a Landau Fermi liquid into
superconductivity in conventional superconductors1. In
this theory, the electron quasiparticles around the Fermi
surface are bound into coherent Cooper pairs in the pres-
ence of an attractive potential resulted from electron-
lattice interaction. However, for unconventional su-
perconductors, such as cuprates2, iron-pnictides3 and
heavy fermions4, the normal states are often non-Fermi
liquids5–13, which is seemingly indescribable in terms of
weakly interacting quasiparticles. In addition, phonons
are unlikely to mediate electrons into Cooper pairs in
these strongly correlated systems11,12,14. To drive the
phase transition, the sought bosons or bosonic excitations
should already exist in the normal state by analogy with
phonons in Fermi-liquid metals. The spin fluctuation
is believed to be the most promising candidates12,15–22.
However, so far, the most serious challenge to the theories
is to elucidate the non-Fermi liquids and superconductiv-
ity on the same footing.
In these unconventional superconductors, one strik-
ing feature is the coexistence of localized and itinerant
electrons23. For example, in heavy fermion compound
UPd2Al3, the dual f electron model successfully explains
both the superconductivity and the magnetic resonance
based on the interaction between the localized and itiner-
ant f electrons24,25. Likewise, the duality of electrons is
shared by hundreds of cuprate superconductors besides a
universal phase diagram and a layered structure made up
of one or more copper-oxygen (Cu-O) planes26–32. In the
insulating parent compound of cuprates, only the dx2−y2
orbital is half-filled in each Cu ion, denoted by a localized
hole with spin-1/2. With the hole doping, primarily on
O sites, the introduced carriers gradually melt antiferro-
magnetic order and eventually lead to superconductivity.
Generally, it is believed that the physical properties are
dominated by the Cu-O planes due to the universality
in cuprates. Thus, a three-band model is constructed to
include both localized and conducting electrons33. It can
be further reduced to a simpler one, such as the Kondo-
Heisenberg model34, the spin-fermion22 and t-J model35,
which are widely used to describe the itinerant-localized
duality of electrons in cuprates.
II. DUAL FERMION MODEL
Here, we take advantage of a dual fermion model
or Kondo-Heisenberg-like model to explore the generic
cuprate phase diagram. Markedly different from the one-
component spin-fluctuation models proposed before17–22,
the dual fermion model not only retains their most
outstanding advantage, d-wave pairing symmetry, but
also reconciles with the phenomenological Marginal
Fermi Liquid (MFL) model36. More importantly, it
yields a Kondo-insulator-like pseudogap37,38 and gets
around the single-component models’ difficulty that the
same pairing electrons also form the pairing ‘glue’
in superconductivity13. Using the hole notation, the
dual fermion Hamiltonian is composed of two kinds of
fermions, the doped hole quasiparticels on the O sites
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2and localized holes on the Cu dx2−y2 orbitals,
H = Hc +Hd + JK
∑
i
si · Si + JH
∑
〈i,j〉
Si · Sj , (1)
with
Hc = εc
∑
i
c†i ci −
∑
i,j
tijc
†
i cj , Hd = εd
∑
i
d†idi, (2)
where tij is the hopping integral of the hole carrier quasi-
particles on O sites. ci = (ci↑, ci↓)T is the annihilation
operator of carriers in unit cell i, and di = (di↑, di↓)T
is the annihilation operator of localized holes on the Cu
dx2−y2 orbitals. si = c
†
iσci/2 and Si = d
†
iσdi/2 with the
Pauli vector σ. JK is the Kondo-like coupling between
the carriers and localized holes, and JH is the Heisenberg
interaction between the holes on the Cu square lattice (
for details, see Appendices A ).
Remarkably, different from the conventional Kondo-
Heisenberg model, the much larger JK splits the carrier
energy dispersion into two bands, possibly with overlaps,
e.g. the Zhang-Rice singlet and triplet channels in the
atomic limit. Considering the hole doping concentration
δ  1, we only focus on the lower-energy band where the
carrier and the Cu hole have opposite spin orientation in
the same unit cell. Nevertheless, contrary to the conven-
tional t− J model35, we probe the low-energy properties
by integrating out the Cu degrees of freedom S rather
than the O ci in the strange metal, pseudogap and su-
perconductivity phases.
In the following, we will show that the typical cuprate
phase diagram can be understood solely from the Hamil-
tonian in Eq. (1). Based on this model, the characteristic
interaction Feynman diagrams are plotted in each region
of the phase diagram for hole-doped cuprates, as shown
in Fig. 1. In the absence of doping, only the Heisenberg
interaction takes its role, describing the charge-transfer
antiferromagnetic (AF) Mott insulators39. Upon dop-
ing, the dilute holes on the O sites are trapped around
the Cu magnetic moments with opposite spin configura-
tions, and antiferromagnetism gradually melts into a spin
glass at low temperature before the onset of superconduc-
tivity with further doping. In the strange metal phase,
the doped holes on O sites form a Fermi gas, coexisting
with the Heisenberg antiferromagnets. Although the long
range AF order disappears due to doping, the dynami-
cal AF correlation inherits from the parent compounds.
Owing to the interaction with the strongly momentum-
dependent AF fluctuation, as shown in the following, the
carrier Fermi gas is transformed into a non-Fermi liquid
similar to the MFL. As the temperature decreases, part
of the itinerant carriers bind to the local Cu magnetic
moments forming localized Zhang-Rice singlets, and a
pseudogap opens. In the superconductivity phase, the
AF Cu-spin fluctuations mediate the conduction carriers
into Cooper pairs. In the overdoped region, the system
behaves as a Fermi liquid in normal state. In addition,
we show that the strange metal is caused by the same
underlying physics that causes superconductivity.
FIG. 1: Schematic phase diagram of hole-doped cuprates.
Temperature T versus hole dopant concentration δ. Each
regime of phase diagram is labeled with a specific interaction
Feynman diagram in real space based on the dual fermion
model. The interactions are represented by the wavy lines
without distinction, whereas the O and Cu holes are repre-
sented by solid and dash lines, respectively. For non-doping,
the Heisenberg interaction describes the charge-transfer anti-
ferromagnetic (AF) Mott insulators. Upon doping, antiferro-
magnetism gradually melts. In the strange metal (SM) phase,
the doped hole Fermi gas is transformed into a non-Fermi
liquid by the Heisenberg antiferromagnets. With decreasing
temperature, part of the itinerant carriers couple with the lo-
cal Cu magnetic moments forming localized Zhang-Rice sin-
glets, and a pseudogap (PG) opens. In the superconductiv-
ity (SC) phase, the AF Cu-spin fluctuations are the glue of
Cooper pairs. In the overdoped region, the Fermi-liquid (FL)
behavior arises at low temperature.
III. STRANGE METAL
Getting inspiration from the conventional supercon-
ductivity rooted in the Fermi-liquid theory, we start
from the normal state of cuprates, namely, the strange
metal. Previously, although the celebrated phenomeno-
logical model of MFL can account for the univer-
sal anomalies of the strange metal36, the proposal
of s-wave pairing symmetry indeed dims its brilliance
slightly. In particular, the experimentally confirmed d-
wave superconductivity40,41 conclusively rules out the
momentum featureless fluctuations as the pairing glue.
More importantly, it is baffling that why the experi-
mentally observed strong AF spin fluctuations give ig-
norable contribution to the normal state, in contrast to
the hypothesized momentum-uniform excitations. Addi-
tionally, the same physics is expected to cause both the
strange metal and superconductivity42.
Here, we provide a distinct physical picture for the
strange metal, in which the universal anomalies result
from the strong AF fluctuations. The carriers on O sites
with not heavy effective masses are assumed to com-
3pose a Fermi gas, with the retarded Green’s function
G0c(k, ω) since the high order interaction between the di-
lute carriers are ignored except in the superconductivity
and Fermi-liquid phases. The Fermi gas baths in the Cu
Heisenberg antiferromagnets. Most of the properties in
the normal state are supposed to be determined by the re-
tarded one-particle self-energy of the carriers due to the
interaction with the Cu-spin fluctuation χd(q, ω). We
have omitted the first order self-energy correction, since
it can be absorbed into the renormalized chemical poten-
tial. Within the Born approximation, the imaginary part
of the self-energy by the spin correlation scattering reads
(see Appendices B):
ImΣc(k, ω) =
3J2K
8pi
×
∫ ωc
−ωc
dv [nB(v) + nF (ω + v)] I(k, ω, v), (3)
where nB and nF are the Bose and Fermi functions, ωc is
the upper cutoff frequency of magnetic fluctuations and
I(k, ω, v) =
∫
d2q
4pi2
Imχd(q, v)ImG
0
c(k+ q, ω + v), (4)
where the momentum integration is over the Brillouin
zone. Given that Imχd and ImGc, corresponding to
spectra functions, are continuous, integrable and do not
change sign in the Brillouin zone, the second mean value
theorem for integrals implies the existence of a wave vec-
tor q∗ as a function of k, v and ω such that
I(k, ω, v) = −piρ0c(ω + v)Imχd(q∗ − k, v), (5)
where ρ0c is the density of states, a constant value for an
ideal two-dimentional Fermi gas with quadratic disper-
sion. Experiments have confirmed that the magnetic sus-
ceptibility in momentum space becomes sharply peaked
around AF wave vector Q in cuprates43–51, which hints
that q∗ − k ≈ Q.
For AF dynamical correlations, there is no well-
developed theory or any fundamentally perturbative
approach. Therefore, it is reasonable to take the
imaginary part of the renormalized susceptibility from
the experimentally measured spin-fluctuation spectra
instead43,52,53
Imχd(Q
∗, v) ∼ Imχd(v) ∼ arctan
[
a1
v
T
+ · · ·
]
, (6)
where Q∗ is close to the AF wave vector Q, the constant
a1 ∼ 1/2 and
Imχd(v) ≡
∫
d2q
4pi2
Imχd(q, v). (7)
Imχd(ω) becomes flat up to a cutoff energy, around 0.3
eV, according to the optical and element-specific X-ray
measurements6,50,51,54. Here, magnetism in cuprates is
assumed to be dominated by the Cu ions.
Substituting the experimental spin-fluctuation spectra
into Eq. (5) and using Eq. (3), we analytically calculate
the imaginary part of the Fermi gas self-energy (see Ap-
pendices B)
ImΣc(k, ω, T ) ∼ piρ0cJ2KT
[
1 +
ω
2T
tanh
( ω
2T
)]
∼ max (|ω|, T ). (8)
More generally, integrating over the momentum k, one
finds the momentum-average imaginary part of the Fermi
gas self-energy better follows the right-hand side of the
Eq. (8) with the aid of∫
d2k
4pi2
I(k, ω, v) = −piρ0c(ω + v)Imχd(v). (9)
For example, the momentum k integration of Σc(k, ω =
0, T ) is actually the average over the Fermi surface with
|k| = kF .
Clearly, a MFL-like self-energy is achieved. Therefore,
the anomalies in electrical resistivity, tunneling conduc-
tance, specific heat, thermal conductivity, photoemis-
sion and the Drude contribution σ1 in optical conduc-
tivity could be justified as in the MFL model36. In-
terestingly, in the MFL model, both the nuclear rela-
tion rate and optical conductivity are assumed to re-
sult from two important contributions. Naturally, in
our dual model, the two terms originate from the car-
riers and the Cu ions, respectively. The carriers yield
the normal term proportional to T in spin-lattice relax-
ation 63T−11 and the Drude part in optical conductivity
in spite of the non-Fermi-liquid characteristics. The Cu
spin and charge fluctuations contribute the temperature-
independent constant in 63T−11 and the leading direct
absorption σ2 in the optical conductivity
6. Corrobo-
ration is that T−11 for O basically follows a Korringa
rate, as in a conventional metal36,55. In addition, nearly
frequency- and temperature-independent, the experimen-
tally observed featureless Raman intensity implies that
the charge susceptibility ImPd(0, ω) is proportional to
arctan(ω/2T ) provided the leading inelastic Raman scat-
tering is contributed by the Cu ions.
IV. PSEUDOGAP
Emerging from the strange metal, a partial energy gap
or pseudogap opens at the Fermi level56–59, deep enough
for states to become localized. Its microscopic mecha-
nism is still puzzling. Here, based on its close associa-
tion with the strange metal, we put forward a proposal
that the pseudogap derives from the dilute itinerant holes
coupling to the Cu localized holes and forming localized
Zhang-Rice singlets below the crossover temperature T ∗.
Deriving from the Kondo-like interaction in Hamil-
tonian Eq. (1) (see Appendices C), the localized sin-
glet formation process is represented by h†i ci, where the
fermionic composite operator hi is introduced to denote
4the annihilation of a singlet accompanying the creation
of a Cu d hole in unit cell i,
hiσ ≡ d†iσ
1√
2
(di↑ci↓ − di↓ci↑). (10)
The creation of a composite fermion breaks the magnetic
bonds with its four surrounding Cu spins and is effec-
tively equivalent to a soliton on the spin-1/2 square lat-
tice. In addition, the assumption of a singly occupied Cu
hole results in the conclusion that no more than one com-
posite fermion resides in any unit cells. In this phase, the
carriers and the composite fermions coexist and trans-
form each other with the same chemical potential, and
the Kondo-like interaction in Eq. (1) is rewritten as
HK = −3
√
2JK
16
∑
iσ
(σc†iσhiσ¯ +H.c.) (11)
in the singlet channel, where σ = ±1 corresponding to
spin up and down, respectively. It is straightforward that
a gap opens in the system due to the hybridization be-
tween the carriers and the dispersionless composite quasi-
particles in Eq. (11), just as in Kondo insulators37,38.
The indirect ‘hybridization gap’ ∆ind is around J
2
K/7D,
much smaller than the direct gap ∆dir = 3
√
2JK/8,
where D is the half-width of the conduction band38,
and ∆ind ∼ JH (ref.34). Considering the doping depen-
dence of the effective Heisenberg coupling32, the indi-
rect gap should be proportional to JH(1 − aδ) with a
constant a and the hole doping concentration δ. More-
over, in this hybridization picture, the total particle num-
ber is conserved during the transformation between the
carriers and the localized composite quasiparticles, i.e.
xc + xh = δ, where xc and xh are the concentrations
of the carriers and the composite quasiparticles, respec-
tively. With decreasing of temperature or doping level,
a higher proportion of the doped holes bind to Cu local
moments into the localized singlets. Particularly, in AF
insulator phase, no carriers survive, namely, xc = 0.
The presence of an energy gap often induces the in-
crease of the resistance but the formation of localized
Zhang-Rice singlets reduces the AF fluctuation scatter-
ing rate on the Cu-O planes. This competition poten-
tially leads to the drop of planar resistivity in contrast
with the upturn of the c-axis resistance for tempera-
tures below T ∗ (refs.60,61). Actually, the cuprates with
anisotropic pseudogaps are more akin to nodal Kondo
insulators. Nevertheless, the nodal character and doping
dependence of Kondo insulators are poorly understood
from the simple hybridization picture38. It is also worth
noting that different from the conventional Kondo lat-
tice, the singlets in pseudogap are randomly scattered
across the lattice rather than over each site especially in
the underdoped regime. Moreover, the superconductiv-
ity fluctuation, phonons, Fermi surface nesting and the
Coulomb interaction between charges further complicate
the situations, e.g. the formation of preformed Cooper
pairs, stripe phase, nematic order, phase separation, spin
and/or charge density order13,58,59,62,63. The charge den-
sity wave order presented in many cuprate families could
be described analogously based on the hot-spot mecha-
nism as in the spin-fermion model64.
V. SUPERCONDUCTIVITY
To get insight into the origin of superconductivity
emerging from the pseudogap and/or strange metal, we
propose that the carrier pairing is mediated by the high-
energy short-range Cu-spin fluctuations, persisting into
the superconducting phase from the normal state. This
mechanism is analogous to the magnetic-exciton pairing
mechanism24 in heavy fermion compound UPd2Al3. As
described above, the isolated Zhang-Rice singlets break
their surrounding AF bonds and then the localized Cu
holes composing the singlets are completely separated
from other local moments. On the other hand, the lo-
cal moments may only be partially screened by doped
holes without formation of onsite singlets, and then the
Heisenberg interaction between the screened moments
and their surroundings could survive. Thus, the carri-
ers on unit cell i and j could interact with each other by
exchanging the Cu-spin fluctuations. Since the energy
scale of magnetic interactions is comparable with the car-
rier bandwidth, so all momenta are involved in magnetic
interactions38. The interaction Hamiltonian can be writ-
ten in the coordinate representation as (also shown in
Fig. 1 and Appendices D)
Hsc = J
2
K
∑
ij
χd(i, j, ω)si · sj . (12)
Combining with Hc in Eq. (2), a t-J-like model is
reached. Interestingly, despite the formal similarity with
the conventional t-J model35, here the spin-like opera-
tor s is associated with the carriers on the O sites rather
than the local moments on Cu ions. Therefore, there
is no singly-occupied constraint on the carrier sites, and
thus it is distinct from the conventional t-J model.
Since the magnetic susceptibility in momentum space
sharply peaks around AF wave vector Q in cuprates43–51,
only the d-wave pairing channel is favored17–22,65–68 and
the attractive pairing interaction dominantly mediates
the carriers on the nearest-neighbor unit cells12. In con-
sideration of the two lattice spacings order of the AF spin
correlation length at low temperature, we only take the
nearest-neighbor coupling into account in Eq. (12) and
define an effective coupling between the carriers,
g ≡ 3
4
J2Kχd(〈i, j〉 , ω). (13)
g is approximately assumed to be a constant within the
spin fluctuation cutoff energy h¯ωc, otherwise, 0. Conse-
quently, in momentum space, a weak coupling BCS in-
teraction can be written in d-wave pairing channel
Hscd = −g
∫
d2k
4pi2
γkc
†
k↑c
†
−k↓
∫
d2k′
4pi2
γk′ck′↑c−k′↓, (14)
5where γk = (cos kx−cos ky) is the dx2−y2-wave gap func-
tion. The superconductivity order parameter γk∆sc is
introduced in the mean field method with the BCS gap
equation
∆sc = −g
∫
d2k
4pi2
γk < c
†
k↑c
†
−k↓ >, (15)
where c†k↑c
†
−k↓ is the Cooper pair operator denoting a
bond state of two carriers with opposite momentum and
spin.
Intuitively, the superconductivity gap should depend
on the density of superconducting carriers. However, this
dependence is concealed in the formula of the zero tem-
perature energy gap ∆sc and the critical temperature
Tc in the BCS theory. The concealment results from
the implicit BCS assumption that the pairing cutoff en-
ergy or Debye energy is far less than the electron Fermi
energy or chemical potential EF , namely, the Migdal’s
theorem, being perfect for metals. However, in lightly
doped cuprates, the doped hole Fermi energy EF ≈ 2Dδ
could be less than the relatively high spin fluctuation
cutoff energy h¯ωc. Despite the violation of the Migdal’s
limits, it is generally believed that the cuprate supercon-
ductivity is basically BCS-like12,13,69. In this case, we
propose that the integral cutoff energy in the BCS gap
equation should be min(EF , h¯ωc) since there exists no
carrier state below the bottom of the energy band (see
Appendices E). To some extent, this revision restores the
dependence of the gap on the superconducting carrier
density. For instance, when the Fermi energy EF is less
than the spin fluctuation cutoff h¯ωc, the superconduc-
tivity transition temperature Tc ∼ δDe−1/λ, otherwise
Tc ∼ ωce−1/λ with λ = gρ0c/2 for weak coupling d-wave
superconductors. It is worthy of noting that the cou-
pling g associated with spin fluctuations should be grad-
ually suppressed with doping increasing70. Consequently,
the characteristic dome-shaped Tc versus doping level is
sketched out for hole-doped cuprates. To further under-
line the importance of the revised cutoff energy in the
gap equation, assuming the Fermi energy 2δD less than
h¯ωc, then we find δ < 0.15, ranging almost from the zero
doping to optimal doping, where we have set the half-
bandwidth D =1 eV and h¯ωc = 0.3 eV. It is still prema-
ture to quantitatively calculate the critical temperature
Tc ∼ ωce−1/λ because it is sensitive to the coupling λ
due to the large spin fluctuation cutoff energy, for exam-
ple, λ = 0.2 − 0.3, then Tc ≈ 27 K−141 K. In addition,
the coupling g is difficult to calculate quantitatively and
the Coulomb repulsion between pairing carriers has been
ignored.
Finally, it is noteworthy that in our model, the
Cu-spin-fluctuation frequency for pairing is much
higher than the characteristic frequency in one-
component models18,20–22. Nevertheless, the higher
pairing frequency is reconcilable with the experimen-
tal measurements44–51 and the existing theoretical con-
clusions that low-frequency spin fluctuations are pair
breaking71,72 and the optimal spectral weight for pair-
ing originates from a frequency range larger than twice
the maximum value of the superconducting gap73.
VI. DISCUSSION
Despite using a hole representation in the model
Hamiltonian, our results are independent of the hole or
electron notation. The concentration of the spin unpaired
holes and electrons on O sites are always the same, corre-
sponding to the hole doping level δ. Only a singly occu-
pied hole or electron on an O site couples to a localized
Cu hole composing a Zhang-Rice singlet in our model.
Similarly, only the spin unpaired holes or electrons on
the O sites are mediated by the Cu-spin fluctuations via
the Kondo-like interactions.
The Fermi surface is crucial in hole-doped cuprates
although their normal states are non-Fermi liquids.
As in the Kondo lattice model, Luttingers theorem
survives74,75. However, the screened localized holes also
contribute to the Fermi surface volume. In the strange
metal phase, we tend to apply the large Fermi surface
with an area corresponding to 1 + δ holes in despite of
the marginal Fermi liquid76. In the underdoped regime,
besides the itinerant and localized holes, the massless
composite fermions arose below T ∗, analogous to the
Cooper pairs formation under Tc. It needs to be under-
stood whether the composite fermion involvement leads
to the Fermi surface shrinking down into the Fermi arcs.
Markedly, it is desired to understand the AF dy-
namical correlations and justify the neglect of vertex
corrections in both self-energy and the pairing inter-
action in this work beyond the arguments22. The ig-
nored intra-unit-cell freedoms should endow more de-
tailed characteristics77. Much more substantial work is
needed to clarify the extremely complex phenomena, such
as the nodal character and doping dependence in pseu-
dogap, space and/or time symmetry breaking, the strong
coupling superconductivity effects, the Fermi arcs and
the Lifshitz transition of Fermi surface11,13,62,63. To test
the dual fermion model, it is of crucial importance to
separate the Cu-spin fluctuations from the carrier mag-
netic excitations. We propose that the element-specific
experimental measurements are competent, such as in-
elastic X-ray scattering and NMR. Actually, our dual
Fermi model is in good agreement with the existing NMR
observations where the magnetic susceptibility must be
decomposed into two component contributions from Cu
and O, respectively27. In the pseudogap phase, we ex-
pect that the direct Kondo-insulator-like gap could be
visible to optical conductivity and the ratio of carrier
to localized composite fermion could be detected in the
carrier-sensitive Hall experiments. The validity of our
generalized BCS gap equation could be examined in the
superconductors with low superfluid density.
In conclusion, the itinerant-localized dual Fermi model
can unify the main universal features of the hole-doped
cuprates. Our work paves a novel way to the studies of
6both non-Fermi liquid and unconventional superconduc-
tivity in strongly correlated systems.
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Supplemental Material for:
Theory of dual fermion superconductivity in
hole-doped cuprates
In this Supplemental Material we present the details
on the deduction of the dual fermion model, self-energy
in strange metal phase, the pseudogap formation and the
d-wave superconductivity mechanism.
Appendix A: Dual fermion model
The parent compound of cuprate superconductivity is
a Mott insulator. Each Cu ion has one hole and all the
O sites are empty. Virtual hopping processes lead to
antiferromagnetic superexchange between the Cu spins.
Upon doping, additional holes are introduced on the Cu-
O planes, dominantly on O sites. Emery proposed a
three-band model to describe a single layer of Cu-O plane
in the hole representation33,
H3B = Hpd +
∑
iσ
ε0dndiσ +
∑
lσ
ε0pnplσ
+ Udd
∑
i
ndi↑ndi↓ + Upp
∑
l
npl↑npl↓, (A1)
where ndi and npl are the particle number operators of
Cu holes at site i and O holes at site l, respecitvely. ε0d
and ε0p denote the energy levels occupied by holes on
the Cu sites and O sites. Udd and Upp are the onsite
Coulomb interaction of Cu and O holes, respectively. The
hybridization between Cu and O holes is given by
Hpd = −
∑
<i,l>σ
(tild
†
iσplσ +H.c.), (A2)
where til = (−1)Miltpd are the overlaps of the corre-
sponding orbitals with the amplitude of the hybridization
tpd. Mil = 2 if Rl = Ri − x/2 or Ri − y/2 and Mil = 1
if Rl = Ri + x/2 or Ri + y/2, where Ri represents the
position vector of the ith Cu atom and Rl is the position
vector of its nearest-neighbouring O atoms, and x and
y denote the unit vectors along the x and y directions,
respectively.
It is customary to further simplify this model. We shall
consider the case Upp = 0, tpd  Udd and tpd  ∆, with
the charge transfer energy ∆ = εp − εd. A common way
is to use the limit Udd →∞ to forbid double occupancy
in the 3d orbitals, i.e. ndi = 1. We define a projection
operator Pˆg, which projects on the subspace with only
one hole locating on each Cu site, and another projector
Pˆe = Iˆ − Pˆg with the unit operator Iˆ.
We regard the Hpd term as the perturbation to derive
a effective Hamiltonian. For more technical details we
refer to refs.34,35,78,79. One finds the first and the third
order perturbations vanish,
H(1) = PˆgHpdPˆg = 0, (A3)
and
H(3) = PˆgHpd(
1
E −H3B PˆeHpd)
2Pˆg = 0. (A4)
The second-order contribution reads
H(2) = PˆgHpd(
1
E −H3B PˆeHpd)Pˆg. (A5)
The detail result is written as
H(2) = −
∑
<il><im>σσ′
Pˆgtimtil ×(
d†iσdiσ′plσp
†
mσ′
∆
+
diσd
†
iσ′p
†
lσpmσ′
Udd −∆
)
Pˆg.(A6)
To combine the four oxygen-hole states around a Cu
ion, operators Piσ and P
A
iσ are introduced
35
Piσ ≡ 1
2
∑
<i,l>
(−1)Milplσ (A7)
and
PAiσ ≡
1
2
∑
<i,l>
plσ, (A8)
where the sum runs over the four O sites l around a given
Cu site i. Accordingly, we introduce the momentum-
space operators Pkσ and P
A
kσ
Piσ ≡
∫
d2k
4pi2
β−1k Pkσe
ik·Ri (A9)
and
PAiσ ≡
∫
d2k
4pi2
β−1k P
A
kσe
ik·Ri , (A10)
with βk =
√
1− (cos kx + cos ky)/2, and the momentum
integration is over the Brillouin zone.
Then the H(2) is expressed as
H(2) = −4 t
2
pd
∆
∑
i
PˆgndiPˆg + 4
t2pd
∆
∑
i
PˆgP
†
iσPiσPˆg + JdP ×∑
i
Pˆg
(
d†iσdi−σP
†
i−σPiσ − d†iσdiσP †i−σPi−σ
)
Pˆg, (A11)
7with JdP = 4t
2
pd
(
1
∆ +
1
Udd−∆
)
.
Due to two neigbouring unit cells sharing the same O
atom, Piσ are normalized but not orthogonalized. There-
fore, Wannier operators at Ri are introduced
35
ciσ ≡
∫
d2k
4pi2
Pkσe
ik·Ri (A12)
and
biσ ≡
∫
d2k
4pi2
PAkσe
ik·Ri , (A13)
where the operators ci and bi are orthogonalized and
complete in the O-hole space, and∑
lσ
ε0pnplσ =
∑
iσ
ε0p
(
c†iσciσ + b
†
iσbiσ
)
. (A14)
Only ci couples to the local moments, so that the bi states
are nonbonding states.
Considering terms up to the nearest-neighboring hop-
ping process in the Wannier representation, and only
keeping the Cu-O interaction terms in the same unit cells,
then H(2) can be rewritten as
H(2) = − 4t1
∑
i
PˆgndiPˆg
+ JK
∑
i
Pˆg
(
Si · si − 1
4
ndinci
)
Pˆg
+ 4t1u
2(0, 0)
∑
i
PˆgnciPˆg
+ 8t1u(0, 0)u(0, 1)
∑
〈ij〉
Pˆgc
†
jσciσPˆg, (A15)
where t1 = t
2
pd/∆, and the coupling between the carriers
and local moments is
JK = 8 (t1 + t2)u
2(0, 0) (A16)
with t2 = t
2
pd/ (Udd −∆), and
u(i, j) =
∫
d2k
4pi2
βke
ik·(Ri−Rj). (A17)
One finds u(i, i) ≈ 0.96 and u(i, i+ 1) ≈ −0.14.
The fourth-order perturbation is written as
H(4) = PˆgHpd(
1
E −H3B PˆeHpd)
3Pˆg. (A18)
Out of many fourth order terms, the Cu-Cu Heisenberg
superexchange plays an important role on the square lat-
tice
H(4) ≈ JH
∑
<i,j>
PˆgSi · SjPˆg, (A19)
with JH = 4t
4
pd
(
1
∆3 +
1
∆2Udd
)
, and we have ignored the
hopping terms.
Finally, casting off constants and the nonbonding
states b†i bi, an effective Hamiltonian up to the fourth-
order perturbation is reached
Heff =
∑
i
εdndi +
∑
i
pnci −
∑
ijσ
tijc
†
iσcjσ
+ JK
∑
i
si · Si + JH
∑
<i,j>
Si · Sj , (A20)
where tij describe hoping terms, d = 
0
d − 4t1 and p =
0p+4t1u
2(0)−JK/4. The projection operators have been
omitted. Moreover, the O-O hopping between unit cells
could be included in tij .
In the atomic limit, the AF coupling between an O
hole and a localized Cu hole forms the singlet and triplet
energy levels. The gap between the two energy levels
is proportional to JK . In the lattice system, the two
levels are broadened into two bands, potentially with
overlaps. If we further project the Hamiltonian to the
Zhang-Rice singlet subspace, then we obtain the cele-
brated t-J model35. However, in our work, contrary to
the t-J model, we integrate out the Cu degrees of free-
dom S rather than the O ci in the lower energy band.
Importantly, as a carrier fails to completely screen a local
moment, we take into account the Cu-spin fluctuations
effects on the carrier, which give substantial contribution
to the carrier self-energy and Cooper pairing interaction.
Appendix B: MFL-like self-energy
The generic characteristics in Fermi-liquid metals are
attributed to the scattering between fermions. However,
in the metallic state of high temperature cuprate super-
conductors this theory fails in the presence of strong mag-
netic correlations. We ascribe the anomalies in normal
state to the dominant interaction between the fermions
and the Cu-spin fluctuations rather than the coupling
between fermions. We assume that the unrenormalized
Wannier quasiparticles or hole carriers form a Fermi gas
on the Cu-O plane. The anomalous transport and ther-
modynamic properties dominantly hinge on the carrier
self-energy renormalized by the scattering of Cu-spin
fluctuations
Σcα(k, ωn) = −iT
∑
vnβ
J2Kσαβ · σβα ×∫
d2q
4pi2
G0cβ(k+ q, ωn + vn)χd(q, vn). (B1)
with Matsabra frequency vn = 2pinT . The production
of the Pauli matrix can be decomposed into triplet and
singlet spin configurations, respectively22,38,
σαβ · σγδ = 1
2
(δαβδγδ + δαδδβγ)
8−3
2
(δαβδγδ − δαδδβγ) . (B2)
From the real space point of view, for a carrier hopping on
a spin-1/2 square lattice, its spin orientation is opposite
to that of the Cu hole in the same unit cell with the
carrier. Performing analytic continuation and ignoring
the spin index, we obtain
ImΣc(k, ω) ∼ J2K
×
∫ ωc
−ωc
dv
2pi
[nB(v) + nF (ω + v)] I(k, ω, v), (B3)
with the spin-fluctuation cutoff frequency ωc and
I(k, ω, v) =
∫
d2q
4pi2
ImG0c(k+ q, ω + v)Imχd(q, v).(B4)
Given that Imχd and ImGc, corresponding to spectra
functions, are continuous, integrable and do not change
sign in the Brillouin zone, the second mean value theorem
for integrals implies the existence of a wave vector q∗ as
a function of k, v and ω such that
I(k, ω, v) = −piρ0c(ω + v)Imχd(q∗ − k, v), (B5)
where ρ0c is the density of states, a constant value for
an ideal two-dimentional Fermi gas with quadratic dis-
persion. Since the magnetic susceptibility in momentum
space becomes sharply peaked around AF wave vector Q
in cuprates, which indicates q∗ − k ≈ Q.
We take the imaginary part of the renormalized
susceptibility from the experimentally measured spin-
fluctuation spectra instead43,52,53
Imχd(Q
∗, v) ∼ e− (Q
∗−Q)2
2σ2 arctan
[
a1
v
T
]
, (B6)
where Q∗ is close to the AF wave vector Q, the constant
a1 ∼ 1/2 and σ is the wave vector width.
Substituting the experimental spin-fluctuation spectra
into Eq. (B5) and using Eq. (B3), we get the imaginary
part of the Fermi gas self-energy
ImΣc(k, ω) ∼ e−
(q∗−k−Q)2
2σ2 ×∫ ωc
−ωc
dv
2pi
[nB(v) + nF (ω + v)] arctan
[ v
2T
]
. (B7)
where we have ignored the frequency dependence of σ
and q∗. Since q∗ − k is close to the AF wave vector Q,
q∗ must be insensitive to v.
Since the absolute value of nB(v)+nF (ω+v) exponen-
tially decreases to zero with increasing |v|, the range of
integration can be extended from the cutoff ωc to infinity.
Using the similar hyperbolic tangent function tanh(x) to
replace the arc tangent function arctan(x), then the fre-
quency integral can be calculated analytically similar to
the calculation in ref.80
∫ ∞
−∞
dv [nB(v) + nF (ω + v)] tanh
( v
2T
)
= 2T
[
1 +
ω
2T
tanh
( ω
2T
)]
. (B8)
A marginal Fermi liquid (MFL)-like self-energy is
reached
ImΣc(k, ω) ∼ e−
(q∗−k−Q)2
2σ2 T
[
1 +
ω
2T
tanh
( ω
2T
)]
∼ e− (q
∗−k−Q)2
2σ2 max (T, |ω|) . (B9)
On the other hand, without applying the approxima-
tion of weak frequency dependence of σ and q∗, we obtain
the momentum-average imaginary part of the Fermi gas
self-energy,∫
d2k
4pi2
ImΣc(k, ω) ∼∫ ωc
−ωc
dv
2pi
[nB(v) + nF (ω + v)]
∫
d2k
4pi2
I(k, ω, v).(B10)
with ∫
d2k
4pi2
I(k, ω, v) = −piρ0c(ω + v)Imχd(v), (B11)
where the definition Imχd(v) ≡
∫
d2qImχd(q, v)/4pi
2 and
ρ0c(ω + v) is the density of states of the Fermi gas, a
constant value.
Substituting the imaginary part of the renormal-
ized Cu-spin susceptibility with the experimental spin-
fluctuation spectra, i.e. Imχd(v) ∼ tanh
(
v
2T
)
, we rewrite
the momentum-average imaginary part of the self-enegy
as∫
d2k
4pi2
ImΣc(k, ω) ∼ piρ0cJ2KT
[
1 +
ω
2T
tanh
( ω
2T
)]
∼ max (T, |ω|) . (B12)
Thus, the universal anomalies in the strange metal
originate simply from the Fermi gas renormalized by
strong Cu-spin fluctuations. Actually, early in 2006, the
power-law optical conductivity was attributed to a conse-
quence of the carriers interacting with a broad spectrum
of bosons54.
Appendix C: Hybridization Hamiltonian in
pseudogap
The origin of the pseudogap is unclear so far. For ex-
ample, it is still controversial whether the gap results
from the formation of spin singlets, nematic order, spin,
charge or d-wave of density wave and so on. More-
over, a d-wave versus s-wave symmetry of the gap is still
debating81,82. The conclusive evidences are the experi-
mentally observed partial gaps in various spectroscopys,
9such as nuclear magnetic resonance, infrared conductiv-
ity. The opening of the gap indicates the decrease of the
density of state around Fermi level. We suppose that
the particle gap results from the localization of a partial
of carriers. Below the crossover temperature T ∗, part of
the carriers bind to the local Cu moments into localized
Zhang-Rice singlets. The carriers and the singlets coex-
ist and transform into each other with the same chemical
potential. The transform process bases on the Kondo-like
interaction between carriers and the localized Cu holes.
Using the fermionic representation of the carrier’s s
and Cu’s S operators, the Kondo-like term in dual
fermion model is rewritten as
HK = JK
∑
i
si · Si
=
JK
4
∑
iαβγδ
c†iασαβciβ · d†iγσγδdiδ. (C1)
Since the energy level of the singlet is located about
JK (at eV energy scale) below that of the triplet, we
ignored the triplet channel at low temperature. Using
the triplet and singlet decomposition of the Pauli matrix
production in the Eq. (B2), in the singlet channel, the
Kondo-like interaction reads
HK = −3JK
8
∑
i
(
c†i↑d
†
i↓ − c†i↓d†i↑
)
(di↓ci↑ − di↑ci↓) .(C2)
We further introduce a composite fermionic operator to
describe the annihilation of a localized Zhang-Rice singlet
accompanying a creation of a Cu d hole or vice versa
hiσ =
1√
2
d†iσ (di↓ci↑ − di↑ci↓) . (C3)
Thus, in the singlet channel, the Kondo-like interaction
describes the transform process between the carriers and
the composite fermions,
HK = −3
√
2JK
16
∑
i
[(
c†i↑hi↓ − c†i↓hi↑
)
+H.c.
]
. (C4)
Clearly, the number of the composite fermions is equal
to that of the localized Zhang-Rice singlets. The creation
of a composite quasiparticle locally breaks its surround-
ing magnetic bonds and is equivalent to a soliton on the
spin-1/2 square lattice. Therefore, the composite quasi-
particle forms a dispersionless energy level just at the
Fermi level, the hybridization between the carriers and
composite fermions induces an indirect gap as in Kondo-
insulators38
∆ind ≈ 2
(
3
√
2JK
16
)2
1
D
≈ J
2
K
7D
∼ JH . (C5)
Considering the doping dependence of the JH , T
∗ ∼
∆ind ∼ JH(1 − aδ) (in ref.32) with a constant a and
the hole doping concentration δ. The half-width of the
conduction band D is around 1 eV.
Actually, in the strange metal phase, a temporal
Zhang-Rice singlet could form from an itinerant O hole
and a localized d hole, and decomposes into two holes
repeatedly as the O hole hops from one site to another.
This by no means deviates away from our previous pic-
ture that the carrier Fermi gas baths in the scattering of
the localized Cu holes.
Appendix D: Superconductivity Hamiltonian
To understand the cuprate superconductivity, the key
is to unveil the interaction mediating the formation of
Cooper pairs. As the doped holes couple to the local
moments and form localized Zhang-Rice singlets, then
the correlation between those doped holes and others
are broken off. However, an itinerant doped hole could
not always completely screen a local moment one-on-one.
Thus, the doped holes could interact with both localized
and other itinerant holes.
In dual fermion model, as long as the carriers fail to
completely screen the magnetic moments locally, the car-
riers on unit cell i and j could interact with each other
by exchange of the Cu-spin fluctuation in terms of a four
point vertex, written in real space as
Γαβ,γδ(i, j, ω) = −J
2
K
4
χd(i, j, ω)σαβσγδ. (D1)
The interaction Hamiltonian is written in real space as
Hsc = J
2
K
∑
ij
χd(i, j, ω)si · sj . (D2)
It is also denoted by the Feynman diagram in the SC
region of the phase diagram. When we only consider
the nearest-neighbour coupling, the interaction can be
reduced to
Hsc = J
2
Kχd(〈i, j〉 , ω)
∑
〈i,j〉
si · sj , (D3)
where the nearest neighbour χd(〈i, j〉 , ω) is assumed to
be space independent. For a local pair, the energy of a
spin-triplet is about J2Kχd(〈i, j〉 , ω) higher than that of a
spin-singlet and thus the antiferromagnetic spin fluctua-
tions favors spin-singlet pairing. Applying the triplet and
singlet decomposition in Eq. (B2), in the singlet channel,
the Hamiltonian in Eq. (D3) is written as
Hsc = −3
4
J2Kχd(〈i, j〉 , ω)×∑
〈i,j〉
1√
2
(
c†j↓c
†
i↑ − c†j↑c†i↓
) 1√
2
(ci↑cj↓ − ci↓cj↑) .(D4)
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After transforming to momentum space, the interac-
tion becomes
Hsc =
∫
d2kd2k′
(2pi)4
J (k− k′) c†k↑c†−k↓c−k′↓ck′↑, (D5)
with
J (k− k′) = −3
2
J2Kχd(〈i, j〉 , ω)×[
cos (kx − k′x) + cos
(
ky − k′y
)]
(D6)
on a square lattice. The Cooper pairing potentials are
symmetrized with J(k− k′) and J(k+ k′) in the singlet
channel as38
Vk,k′ =
J (k− k′) + J (k+ k′)
2
, (D7)
i.e.
Vk,k′ = −3
2
J2Kχd(〈i, j〉 , ω)
× [cos kx cos k′x + cos ky cos k′y] . (D8)
The pairing interaction can be further decoupled into
d-wave and s-wave components,
2 cos kx cos k
′
x + 2 cos ky cos k
′
y = γkγk′ + γ
s
kγ
s
k′ , (D9)
with the d-wave gap functionγk = cos kx − cos ky, and
the extended s-wave gap function γsk = cos kx + cos ky.
Thus, the pairing interaction in the dx2−y2 channel is
V dk,k′ = −
3
4
J2Kχd(〈i, j〉 , ω)γkγk′ = −gγkγk′ . (D10)
Various experimental studies as well as the spin-
fluctuation theories have demonstrated the d-wave sym-
metry pairing in cuprates. In dual fermion model, the
d-wave symmetry pairing is favored due to the Cu-spin
fluctuaiton pairing interaction. In the dx2−y2 channel,
the Eq. (D5) is rewritten in a symmetric form as
Hdsc = −g
[∫
d2k
4pi2
γkc
†
kc
†
−k
] [∫
d2k′
4pi2
γk′ck′c−k′
]
.(D11)
Applying mean field method, a gap parameter is de-
fined
∆sc ≡ −g
∫
d2k
4pi2
γk
〈
c†kc
†
−k
〉
. (D12)
Thus, a d-wave BCS mean field Hamiltonian is reached
Hscm = ∆sc
∫
d2k
4pi2
γkckc−k +H.c. (D13)
Remarkably, as the four point vertex (D1) acts on the
same carrier in the normal state then the MFL-like self-
energy is obtained in the strange metal phase. There-
fore, the strange metal is caused by the same underlying
physics that causes high-Tc superconductivity.
Appendix E: Revised BCS gap equation
Although the normal state of cuprates is universally
anomalous, the superconductivity is quite ‘normal’, i.e.
BCS-like. Kogan further demonstrated that the Homes
scaling, as a matter of fact, indicates another universal
property of BCS superconductors including cuprates83,84.
The BCS gap equation is written as85:
−
∫
d2k′
4pi2
Vk,k′∆k′√
ξ2k′ + ∆
2
k′
tanh
β
√
ξ2k′ + ∆
2
k′
2
= ∆k. (E1)
Clearly, for s-wave superconductivity, the pairing inter-
action is expected to be negative and nearly isotropic.
However, the AF spin fluctuation is strongly momentum
dependent, i.e. sharply peaked at or near the AF wave
vector Q. Quantitatively, according to equation E1, one
finds no solution for an s-wave gap parameter since the
dominant interaction Vk,k′ is positive at k− k′ ∼ Q.
To further simplify the gap equation, we assume that
the d-wave gap function γk ≈ 2γϕ = 2 cos 2ϕ with ϕ =
arctan(ky/kx). The gap equation becomes
g
∫
dϕ
2pi
∫ h¯ω0
0
dξ
ρc(ξ)γ
2
ϕ√
ξ2 + γ2ϕ∆
2
sc
tanh
β
√
ξ2 + γ2ϕ∆
2
sc
2
= 1, (E2)
where the bare particle ρc(ξ) is a constant value ρ
0
c for
an ideal two-dimensional Fermi gas with quadratic dis-
persion. The h¯ω0 is the integral cutoff energy.
In the limit ∆sc(T → Tc)→ 0, the critical temperature
is given by
kBTc ≈ h¯ω0e− 1λ , (E3)
with λ = gρ0c/2 for the weak coupling d-wave supercon-
ductivity.
Different from the conventional BCS method, we show
that the integral cutoff energy should be
h¯ω0 = min(EF , h¯ωc), (E4)
because 0 ≤ ξ ≤ EF in gap equation at low temperature,
and the cutoff energy of non-zero g is h¯ωc. As h¯ωc is
far less than the Fermi energy EF , the integral upper
limit h¯ω0 is equal to h¯ωc. Thus, the BCS gap equation
is restored. However, in the superconductors with small
superfluid density, for example, the lightly hole-doped
cuprates, h¯ωc ≥ EF ≈ 2Dδ, the Tc is given by
kBTc ≈ 2Dδe− 1λ . (E5)
Thus, the critical temperature is proportional to the
doping level, agreeing with the experimental Uemura
law86 and the phase stiffness model87 as well as the recent
work88. Therefore, not only in the overdoped regime but
also in underdoped regime, the revised BCS gap equation
is competent. However, it is worth noting that we have
ignored the Coulomb repulsion between pairing carriers.
11
1 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev.
108, 1175 (1957).
2 J. G. Bednorz and K. A. Mu¨ller, Z. Phys. B 64, 189 (1986).
3 Y. Kamihara, T. Watanabe, M. Hirano, and H. Hosono, J.
Am. Chem. Soc. 130, 3296 (2008).
4 F. Steglich, J. Aarts, C. D. Bredl, W. Lieke, D. Meschede,
W. Franz, and H. Scha¨fer, Phys. Rev. Lett. 43, 1892
(1979).
5 M. Gurvitch and A. T. Fiory, Phys. Rev. Lett. 59, 1337
(1987).
6 G. A. Thomas, J. Orenstein, D. H. Rapkine, M. Capizzi,
A. J. Millis, R. N. Bhatt, L. F. Schneemeyer, and J. V.
Waszczak, Phys. Rev. Lett. 61, 1313 (1988).
7 C. L. Seaman, M. B. Maple, B. W. Lee, S. Ghamaty, M. S.
Torikachvili, J.-S. Kang, L. Z. Liu, J. W. Allen, and D. L.
Cox, Phys. Rev. Lett. 67, 2882 (1991).
8 E. Dagotto, Rev. Mod. Phys. 66, 763 (1994).
9 G. R. Stewart, Rev. Mod. Phys. 73, 797 (2001).
10 G. R. Stewart, Rev. Mod. Phys. 78, 743 (2006).
11 P. A. Lee, N. Nagaosa, and X.-G. Wen, Rev. Mod. Phys.
78, 17 (2006).
12 D. J. Scalapino, Rev. Mod. Phys. 84, 1383 (2012).
13 B. Keimer, S. A. Kivelson, M. R. Norman, S. Uchida, and
J. Zaanen, Nature 518, 179 (2015).
14 C. Pfleiderer, Rev. Mod. Phys. 81, 1551 (2009).
15 T. Dahm, V. Hinkov, S. V. Borisenko, A. A. Kordyuk,
V. B. Zabolotnyy, J. Fink, B. Buechner, D. J. Scalapino,
W. Hanke, and B. Keimer, Nature Phys. 5, 217 (2009).
16 J. P. Carbotte, T. Timusk, and J. Hwang, Rep. Prog. Phys.
74, 066501 (2011).
17 D. J. Scalapino, E. Loh, and J. E. Hirsch, Phys. Rev. B
34, 8190 (1986).
18 P. Monthoux, A. V. Balatsky, and D. Pines, Phys. Rev.
Lett. 67, 3448 (1991).
19 P. Monthoux and D. Pines, Phys. Rev. Lett. 69, 961
(1992).
20 T. Moriya, Y. Takahashi, and K. Ueda, J. Phys. Soc. Jpn.
59, 2905 (1990).
21 A. J. Millis, H. Monien, and D. Pines, Phys. Rev. B 42,
167 (1990).
22 A. Chubukov, D. Pines, and J. Schmalian, in Superconduc-
tivity, edited by K. Bennemann and J. Ketterson (Springer
Berlin Heidelberg, 2008), pp. 1349–1413.
23 T. Park, M. J. Graf, L. Boulaevskii, J. L. Sarrao, and J. D.
Thompson, Proc. Natl. Acad. Sci. USA 105, 6825 (2008).
24 P. McHale, P. Fulde, and P. Thalmeier, Phys. Rev. B 70,
014513 (2004).
25 J. Chang, I. Eremin, P. Thalmeier, and P. Fulde, Phys.
Rev. B 75, 024503 (2007).
26 D. Rybicki, M. Jurkutat, S. Reichardt, C. Kapusta, and
J. Haase, Nat. Commun. 7, 11413 (2016).
27 J. Haase, C. P. Slichter, and G. V. M. Williams, J. Phys.:
Condens. Matter 21, 455702 (2009).
28 K. A. Mu¨ller, J. Phys.: Condens. Matter 19, 251002
(2007).
29 R. E. Walstedt, B. S. Shastry, and S.-W. Cheong, Phys.
Rev. Lett. 72, 3610 (1994).
30 N. J. Curro, T. Imai, C. P. Slichter, and B. Dabrowski,
Phys. Rev. B 56, 877 (1997).
31 Y. Li, G. Yu, M. K. Chan, V. Bale´dent, Y. Li, N. Bariˇsic´,
X. Zhao, K. Hradil, R. A. Mole, Y. Sidis, et al., Nature
Phys. 8, 404 (2012).
32 V. Barzykin and D. Pines, Adv. Phys. 58, 1 (2009).
33 V. J. Emery, Phys. Rev. Lett. 58, 2794 (1987).
34 J. Zaanen and A. M. Oles´, Phys. Rev. B 37, 9423 (1988).
35 F. C. Zhang and T. M. Rice, Phys. Rev. B 37, 3759 (1988).
36 C. M. Varma, P. B. Littlewood, S. Schmitt-Rink, E. Abra-
hams, and A. E. Ruckenstein, Phys. Rev. Lett. 63, 1996
(1989).
37 G. Aeppli and Z. Fisk, Comments Cond. Mat. Phys. 16,
155 (1992).
38 P. Coleman, in Handbook of Magnetism and Advanced
Magnetic Materials, edited by H. Kronmu¨ller and S. Parkin
(John Wiley and Sons, New York, 2007), vol. 1, pp. 95–148.
39 P. W. Anderson, Science (New York, N.Y.) 235, 1196
(1987).
40 D. A. Wollman, D. J. Van Harlingen, W. C. Lee, D. M.
Ginsberg, and A. J. Leggett, Phys. Rev. Lett. 71, 2134
(1993).
41 C. C. Tsuei and J. R. Kirtley, Rev. Mod. Phys. 72, 969
(2000).
42 P. W. Anderson, Nature Phys. 2, 626 (2006).
43 J. M. Tranquada, P. M. Gehring, G. Shirane, S. Shamoto,
and M. Sato, Phys. Rev. B 46, 5561 (1992).
44 S. M. Hayden, H. A. Mook, P. Dai, T. G. Perring, and
F. Dogan, Nature 429, 531 (2004).
45 J. M. Tranquada, H. Woo, T. G. Perring, H. Goka, G. D.
Gu, G. Xu, M. Fujita, and K. Yamada, Nature 429, 534
(2004).
46 V. Hinkov, P. Bourges, S. Pailhes, Y. Sidis, A. Ivanov,
C. D. Frost, T. G. Perring, C. T. Lin, D. P. Chen, and
B. Keimer, Nature Phys. 3, 780 (2007).
47 B. Vignolle, S. M. Hayden, D. F. McMorrow, H. M. Ron-
now, B. Lake, C. D. Frost, and T. G. Perring, Nature Phys.
3, 163 (2007).
48 O. J. Lipscombe, S. M. Hayden, B. Vignolle, D. F. Mc-
Morrow, and T. G. Perring, Phys. Rev. Lett. 99, 067002
(2007).
49 B. Fauque´, Y. Sidis, L. Capogna, A. Ivanov, K. Hradil,
C. Ulrich, A. I. Rykov, B. Keimer, and P. Bourges, Phys.
Rev. B 76, 214512 (2007).
50 M. Le Tacon, G. Ghiringhelli, J. Chaloupka, M. M. Sala,
V. Hinkov, M. W. Haverkort, M. Minola, M. Bakr, K. J.
Zhou, S. Blanco-Canosa, et al., Nature Phys. 7, 725 (2011).
51 M. P. M. Dean, G. Dellea, R. S. Springell, F. Yakhou-
Harris, K. Kummer, N. B. Brookes, X. Liu, Y. J. Sun,
J. Strle, T. Schmitt, et al., Nature Mater. 12, 1019 (2013).
52 S. M. Hayden, G. Aeppli, H. Mook, D. Rytz, M. F. Hund-
ley, and Z. Fisk, Phys. Rev. Lett. 66, 821 (1991).
53 B. Keimer, R. J. Birgeneau, A. Cassanho, Y. Endoh, R. W.
Erwin, M. A. Kastner, and G. Shirane, Phys. Rev. Lett.
67, 1930 (1991).
54 M. R. Norman and A. V. Chubukov, Phys. Rev. B 73,
140501 (2006).
55 M. Takigawa, A. P. Reyes, P. C. Hammel, J. D. Thompson,
R. H. Heffner, Z. Fisk, and K. C. Ott, Phys. Rev. B 43,
247 (1991).
56 W. W. Warren, R. E. Walstedt, G. F. Brennert, R. J. Cava,
R. Tycko, R. F. Bell, and G. Dabbagh, Phys. Rev. Lett.
62, 1193 (1989).
57 H. Alloul, T. Ohno, and P. Mendels, Phys. Rev. Lett. 63,
1700 (1989).
12
58 M. R. Norman, D. Pines, and C. Kallin, Adv. Phys. 54,
715 (2005).
59 I. M. Vishik, M. Hashimoto, R.-H. He, W.-S. LeeB,
F. Schmitt, D. Lu, R. G. Moore, C. Zhang, W. Meevasana,
T. Sasagawa, et al., Proc. Natl. Acad. Sci. USA 109, 18332
(2012).
60 A. V. Puchkov, D. N. Basov, and T. Timusk, J. Phys.:
Condens. Matter 8, 10049 (1996).
61 C. C. Homes, T. Timusk, R. Liang, D. A. Bonn, and W. N.
Hardy, Phys. Rev. Lett. 71, 1645 (1993).
62 N. Doiron-Leyraud, S. Lepault, O. Cyr-Choinie`re, B. Vig-
nolle, G. Grissonnanche, F. Laliberte´, J. Chang, N. Bariˇsic´,
M. K. Chan, L. Ji, et al., Phys. Rev. X 3, 021019 (2013).
63 S. Badoux, S. A. A. Afshar, B. Michon, A. Ouellet,
S. Fortier, D. LeBoeuf, T. P. Croft, C. Lester, S. M. Hay-
den, H. Takagi, et al., Phys. Rev. X 6, 021004 (2016).
64 Y. Wang, and C. Chubukov, Phys. Rev. B 90, 035149
(2014).
65 N. Bickers, D. Scalapino, and R. Scalettar, Int. J. Mod.
Phys. B 01, 687 (1987).
66 M. Inui, S. Doniach, P. J. Hirschfeld, and A. E. Rucken-
stein, Phys. Rev. B 37, 2320 (1988).
67 C. Dong, J. K. Liang, G. C. Che, S. S. Xie, Z. X. Zhao,
Q. S. Yang, Y. M. Ni, and G. R. Liu, Phys. Rev. B 37,
5182 (1988).
68 G. Kotliar and J. Liu, Phys. Rev. B 38, 5142 (1988).
69 H. Matsui, T. Sato, T. Takahashi, S.-C. Wang, H.-B. Yang,
H. Ding, T. Fujii, T. Watanabe, and A. Matsuda, Phys.
Rev. Lett. 90, 217002 (2003).
70 E. E. M. Chia, D. Springer, S. K. Nair, X. Q. Zou,
S. A. Cheong, C. Panagopoulos, T. Tamegai, H. Eisaki,
S. Ishida, S. Uchida, et al., New J. Phys. 15, 103027 (2013).
71 A. J. Millis, S. Sachdev, and C. M. Varma, Phys. Rev. B
37, 4975 (1988).
72 P. W. Anderson, Science 316, 1705 (2007).
73 P. Monthoux and D. J. Scalapino, Phys. Rev. B 50, 10339
(1994).
74 R. M. Martin, Phys. Rev. Lett. 48, 362 (1982).
75 M. Oshikawa, Phys. Rev. Lett. 84, 3370 (2000).
76 M. Norman, H. Ding, M. Randeria, J. Campuzano,
T. Yokoya, T. Takeuchi, T. Takahashi, T. Mochiku,
K. Kadowaki, P. Guptasarma, et al., Nature 392, 157
(1998).
77 M. E. Simon and C. M. Varma, Phys. Rev. Lett. 89, 247003
(2002).
78 M. Ogata and H. Shiba, J. Phys. Soc. Jpn. 57, 3074 (1988).
79 J. L. Shen and C. S. Ting, Phys. Rev. B 41, 1969 (1990).
80 A. V. Chubukov and D. L. Maslov, Phys. Rev. B 86,
155136 (2012).
81 S. Sakai, S. Blanc, M. Civelli, Y. Gallais, M. Cazayous, M.-
A. Me´asson, J. S. Wen, Z. J. Xu, G. D. Gu, G. Sangiovanni,
et al., Phys. Rev. Lett. 111, 107001 (2013).
82 Y. Li, M. Le Tacon, Y. Matiks, A. V. Boris, T. Loew, C. T.
Lin, L. Chen, M. K. Chan, C. Dorow, L. Ji, et al., Phys.
Rev. Lett. 111, 187001 (2013).
83 C. C. Homes, S. V. Dordevic, M. Strongin, D. A. Bonn,
R. Liang, W. N. Hardy, S. Komiya, Y. Ando, G. Yu,
N. Kaneko, et al., Nature 430, 539 (2004).
84 V. G. Kogan, Phys. Rev. B 87, 220507 (2013).
85 G. Rickayzen, in Superconductivity, edited by R. D. Parks
(Dekker, New York,, 1969), vol. 1, pp. 51–.
86 Y. J. Uemura, G. M. Luke, B. J. Sternlieb, J. H. Brewer,
J. F. Carolan, W. N. Hardy, R. Kadono, J. R. Kempton,
R. F. Kiefl, S. R. Kreitzman, et al., Phys. Rev. Lett. 62,
2317 (1989).
87 V. J. Emery and S. A. Kivelson, Nature 374, 434 (1995).
88 D. Valentinis, D. van der Marel, and C. Berthod, Phys.
Rev. B 94, 024511 (2016).
