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Kostrikin [2] proved when dealing with the restricted Burnside problem 
that: “A Lie ringL of characteristic? >, 0, satisfying the n-th Engel condition 
for n < p (for p = 0, n arbitrary) is a locally nilpotent Lie ring”. It is still 
an open question whether the same is true for TZ > p. 
In this paper we extend this result for the case: n = p + 1, p > 3. We 
prove: 
THEOREM 1. “A Lie ring I. of characteristic p, p > 3, satisfying the p -/- 1 
Engel condition is a locally nilpotent Lie ring”. 
First we prove the following. 
THEOREM 2. “A Lie ring L, char(L) = p 3 3, without center, satisfying 
the (p + l)th Engel condition and not satisfying the nth Engel condition for 
n < p, contains a nontrivial niZpotent ideal”. 
This theorem has an independent interest; it was proved (not directly) 
by Kostrikin [2] for the case n < p. 
2. 
First, let L be a Lie ring with no center, satisfying the n-th Engel condition 
for n < p + 1. We shall use the notations: P, = adx, i.e., UP, = [a]. 
Let DL be the Lie ring of inner derivations of L. We shall also use the 
notation [ABC...] for [[...[[AB]C]...]]. A, B, C ,... are elements of any Lie 
ring. And so [a&?...] = [[ab]b]...]c]c...]...] = aPbmPOn...  Return to L; 
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the map a -+ P, ofL onto D, is an isomorphism, since z(L), the center ofL, 
is zero. 
Before starting with the proof of Theorem 2 we need some results. First 
we show 
for every a, b EL P,“Pr-%” = 0, 2,<m<p. (1) 
The Engel condition means that [abp+l] = 0. Hence, 
0 = qagv+l, = [Pap,““] = z (-l)i (P ; 1) PbiPaP:+l--i 
since p /(yl) 1 < i < p, and P, ‘+r = 0 by the Engel condition. Hence, 
P,PaPbe = -PbpP,P,, a, b EL. (2) 
So Pb2P,P,f’ = -Pb(PbpPaPb) = -P,““P,,P, = 0, which proves (1) for 
m = 2. We continue the proof of (1) by induction on m. The following is 
known [l, 31: “For every a, ,..., a, EL, t < p, there exist vt , wj ,..., z, EL 
so that 
Assuming PbTPLelPb” = 0 Y < m in (l), we get from (3) 
(3) 
(4 
since the first term is zero by (4). Hence, for every permutation (ir ,..., im) 
of (l,..., m), we have: 
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We use, PaPba = Csii P~Plaa,P;-i-l + P,,“P, (see e.g., [3]) in the following 
computation: 
The last term PbmPamPbp+I = 0, since Pf+’ = 0 by the Engel condition, 
and for every summand (5) implies: 
and these by (2) and Pf” = 0. But P,,mP~-lPb~PaPb = 0 by induction 
hypothesis. Consequently, P, *+lP mP,p = 0 which completes the induction 
and (1) is proved. Hence, also for eiery a, b EL, 0 < a < p - 1 PbpPaDLPbp = 
P;4-1(P;+1PaaPb”) = 0. In the same way we proved (4) from (3), we can 
apply (3) to show that if 0 < LX < p - 1 P,PP,, . . . PnaaPbp = 0. Now, 
[PaPbp] = CEO (-l)i(T) PtPaPlei = P,P,p - PaDPa , since p I(p) for 
0 < i < p. Hence, for 0 < 01 < p - 3 
Next we consider the sets: 
A(m) = {PC ) P,P,, a.* Pa~,=0,0<j<2m-2ui~L}. 
In the same way, assuming 2m - 2 < p, we get (4) from (3): 
A(m) = {PC 1 P$,iPc = 0,O 9 j < 2m - 2, a EL}. 
LEMMA 1. 4(P - 1114 = 4(P + 1)/2). 
Proof. The inclusion A(@ + 1)/2) C A(@ - 1)/2) is obvious. To prove 
the converse, let P, E A((p - 1)/2); to show that P, E A((p + 1)/2) we have 
to prove: P,P, . . . P,P, = 0, 0 <j <p - 1, which, in view of (3) as in 
the proof of (4), is equivalent to PpajP, = 0, 0 < j < p - 1. Since 
PC E A((p - 1)/2), P,P,“-“PO = 0. Therefore, 0 = uP,P,“-~P~ = [uaF3c]. 
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Thus, 0 = PLaCap--3CI = [P,PCP:*PCJ = -[P’,P,P,p3p,] = -[PCPr2PC]. 
So, since PC E A(($ - 1)/2) and p - 2 is odd we have 
0 = [PcP,“-2P,] 
= [PCP:-“] PC - PC[P,P:-2] 
= k2 (- 1)” (P ; ‘) p,ipcp;-z-ipc _ 5’ (- l)i (P 7 “) p,p,“p,pz-2-* 
i=O i=O 
z 
= 2PCP;-2PC. 
Now, p > 3. Hence, PCPGpzPC = 0. Thus, P,P,jP, = 0, for 0 < j < p - 2 
aEL. 
It remains to prove that also P,P,“-‘PC = 0. By linearizing the Engel 
condition, we get 
()= y-1 y+l = c 
1 
P 
I (i,, . ..A.+,) 
P,,,Pc&~ *. * pa”,+l ‘a 
(4 ,.-., i,+J runs over all (p + l)! permutations (e.g., [3]). In particular, if 
a, = a, = c, ai = a, i 3 3, we have 
2!(p - I)! 12 p’” 1 = 0, 
1 
and since p > 3 
I 
PC pa 
O= 2 p-l I = i+jTp-1 
pa”p,py-$ya’ = P&y’P, 
_ 
since PCP,iPC = 0, 0 < j < p - 2, which completes the proof of Lemma 1. 
Our aim now is to show that the elements of A((p - 1)/2) generate 
nilpotent ideals. More precisely, 
LEMMA 2. i” P, E A((p - 1)/2) P,P,, . . . PaPC = 0 for txmy r 2 0. 
ai EL. 
Proof. By induction on r. For 0 < r < p - 1 we get by the definition 
of A((p + 1)/2). Assume the lemma is valid for r and every PC E A((p - 1)/2) 
then by (3) (for t = 2) we get 
pcpa, **’ Pa,& = Pc(Pa,Plz,> paa **- pa,,Ipc 
= c P&Pa, *** Pa,& f c wL,pa3 ..’ pa,+,pG .
i i 
The terms in the second sum are zero by induction. 
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As in (4), by permuting the elements vi , aj we get: 
since the first three terms are zero by induction. Note that if P, E A(@ - 1)/2) 
then P[,,] E A0 - 1P) f or all v EL. Indeed, if 0 < 01 < p - 3, 
%vlpal *** Pa,PCol = [PcPtlI pa, *-- cz,rpcpwl = ~&Pa, * ** plz,pcpv 
- wvpa, e.0 P,,P,P, + P,P,P,, *a’ P,,P,P, 
- wcplz, ‘*a P,,P,P, = 0, 
since P, E A(@ + 1)/2)( =A(@ - 1)/2)). H ence, in the previous computation 
P[cvJ E 4(P - 1)/2)9 and so by induction we get 
0 = --pb&, *** Pa,+&il = ww,pa, *** plz,+~p& * 
So, the r + l-induction step is proved, and consequently, the proof of 
Lemma 2 is finished. 
Proof of Theorem 2. If L does not satisfy the n-th Engel condition for 
n < p, there exist elements a, b such that [a@] # 0. Since L has no center, 
PfabPl # 0. It follows therefore, from (6) that PLaaP] E A(@ - 1)/2). Hence 
A(@ - 1)/2) # 0. F or every 0 # P, E A((p - 1)/2) Lemma 2 implies that 
P, generates in D, an ideal such that I2 = 0, but DL g L so L itself contains 
a nonzero nilpotent ideal. 
3. 
Proof of Theorem 1. We are dealing with Lie rings which satisfies 
[czP(~,~)] = 0. For these Lie rings, Gruenberg [4] proved the following: 
If L is a finitely generated ring satisfying [abn(a*b)] = 0, then 
(I) solvability implies nilpotency; 
(II) the powers Li, and its derived powers L(i) are finitely generated 
Lie rings. 
Note also that for these Lie rings: If A, B are two ideals in a Lie ring such 
that A Z B, and A/B, B are locally nilpotent, then A satisfies the same. 
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Indeed, for a finite set in A, the local nilpotency of A/B implies that 
the ring A, generated by the set satisfies A,” _C B for some m. Hence, 
A?) C B for some integer 1. Furthermore, (II) implies that Ai” is a finitely 
generated Lie ring. Hence, by the local nilpotency of B, A:‘) is nilpotent, 
and therefore solvable, so A:’ = 0 for some r. Thus, A, is solvable and so by 
(I) it follows that A, is nilpotent. 
From this, by standard methods, we get: The sum of all locally nilpotent 
ideals N(L) is also a locally nilpotent ideal, and N&/N(L)) = 0. 
Return to the Lie ringL with the conditions of Theorem 1. We can apply 
the last remark and so: If (L/N(L)) satisfies the n-th Engel condition for 
1z < p, then by [2], (L/N(L)) is locally nilpotent. But N&/N(L)) = 0. So 
we must have L = N(L) which is required. 
Suppose B = (L/N(L)) # 0 does not satisfy the n-th Engel condition 
n < p, but does satisfy by assumption the n = p + 1 Engel condition. 
Since N(B) = 0, it follows that x(B) = 0, so the conditions of Theorem 2 
are valid for B. But this implies that B contains a non-trivial nilpotent ideal 
which contradicts the fact that N(B) = 0. Thus, B = 0, i.e., L = N(L). 
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