Abstract. We introduce and study a general concept of boundaries of metric spaces which is based on the principle that sequences tend to the same point at infinity whenever they stay sublinearly close to each other with respect to some reference point. Such a boundary is determined by an arbitrarily chosen family of unbounded subsets. Examples are the boundary of a CAT(0) space, for which the chosen sets are geodesic rays, and the concept of so-called bundles in infinite graphs due to Bonnington, Richter and Watkins, where the chosen sets are oneway infinite paths.
174
Now we prove the reversed inequality: Let α > s + (R, S) and set ε = 
186
• s + (R, T ) ≤ s + (R, S) + s + (R, S)s + (S, T ) + s + (S, T ).
187
Similarly, s is a symmetric premetric on U satisfying the same weak triangle in-188 equality, i.e.
189
• s(R, S) ∈ [0, 1] and s(R, R) = 0,
190
• s(R, S) = s(S, R),
191
•
s(R, T ) ≤ s(R, S) + s(R, S)s(S, T ) + s(S, T ).

192
Finally, t is a pseudometric on U, i.e.
193
• t(R, S) ∈ [0, 1] and t(R, R) = 0,
194
• t(R, S) = t(S, R),
195
• t(R, T ) ≤ t(R, S) + t(S, T ).
196
Proof. The statements for s + and s follow from the definition and from the mas 2.1 and 2.2.
198
It remains to show that t satisfies the triangle inequality. Let R, S be unbounded 199 subsets of X. Then
s(R, T ) ≤ s(R, S) + s(R, S)s(S, T ) + s(S, T ) ≤ s(R, S) + 2 s(R, S)s(S, T ) + s(S, T ) which implies
t(R, T ) = s(R, T ) ≤ s(R, S) + s(S, T ) = t(R, S) + t(S, T ).
Corollary 2.7. Assume that R, S, T are unbounded subsets of X. The remaining claims follow, since S ∼ T implies s + (S, T ) = s + (T, S) = 0.
(1) d(o, y) ≤ 2d(o, x) < 2q * (n + 1).
We write x * to denote this element y and define the set S by
Then S is an unbounded subset of X. Note that if x ∈ S and d(o, x) ≥ 2q * (m) for 234 some m then x ∈ R n for some n ≥ m due to the estimate in (1). We claim that
• Let x be an element of S with d(o, x) ≥ 2q * (m). Then x ∈ R n for some complete. Thus up to isometry (cl(E/∼), t) is the Cauchy completion of (E/∼, t).
251
Remark. The definition of the set E/∼ depends on the underlying metric space 252 (X, d). However, no confusion should occur, since the underlying metric space will 253 be clear from the context. Moreover, the above definition of E/∼ is somewhat 254 unusual, since E/∼ ⊆ U/∼. The reason for this definition is that we will use 255 topological notions of (U/∼, t) for the subset E/∼. Furthermore, note that, if ∼ E 256 denotes the restriction of ∼ to the set E then 257 E/∼ → E/∼ E , ζ → ζ ∩ E is a canonical bijection.
258
Example 2.11. Consider R n equipped with the usual ℓ 2 -metric. For a nonzero 259 vector x ∈ R n let L x denote the line {λx : λ ∈ R} and H x the half-line {λx : λ ≥ 0}.
260
Set L = {L x : x ∈ R n , x = 0} and H = {H x : x ∈ R n , x = 0}. Then cl(L/∼) is the 261 projective space P n−1 and cl(H/∼) is the sphere S n−1 . If x, y ∈ R n \ {0} then 
264
The following examples show that the function s is not always a metric and that 265 geodesics do not always yield a nice structure.
266
Example 2.12. Consider the 2-dimensional space R 2 with ℓ 1 -metric d 1 . Let x 1 =
267
(1, 0), x 2 = (2, 1), and x 3 = (1, 1). Set L i = {λx i : λ ∈ R} for i ∈ {1, 2, 3}. Then
, s(L 1 , L 3 ) = 1, and the triangle inequality is not satisfied.
269
Example 2.13. Consider the metric space (Z 2 , d 1 ), where d 1 is the ℓ 1 -metric. In 270 this discrete setting a geodesic ray is an infinite sequence (x 0 , x 1 , . . . ) in Z 2 such 271 that d(x i , x j ) = |i − j|. Let G be the family of all geodesic rays emanating from the 272 origin. Furthermore, let E be the family of all sets {nx : n ∈ N 0 } for x ∈ Z 2 , x = 0.
Then the space cl(G/∼) contains much more elements than cl(E/∼). To see this set 274 x 2n = (2 n − 1, 2 n − 1) and x 2n+1 = (2 n+1 − 1, 2 n − 1) for n ∈ N 0 . Join x m and x m+1 , 275 m ∈ N 0 , by a geodesic path and let R denote the ray consisting of the union of these 276 finite geodesic paths. Obviously R is a geodesic ray and there is some ε > 0 such 277 that s(R, S) ≥ ε for all S ∈ E. 
for all x, x ′ ∈ X and such that every closed ball in Y with radius q contains an 282 element of f (X). We say that two metrics d 1 and d 2 on X are quasi-isometrically 283 equivalent, if the identity is a quasi-isometry from (X, d 1 ) to (X, d 2 ).
284
Lemma 3.2. Let f : X → Y be a q-quasi-isometry of the metric spaces
subsets of Y and
We fix reference points o and f (o) in X and Y , respectively. First of all note
Then there is a number a such that S ⊆ αR + a. Hence assume that s + X (R, S) > 0. Then, for α < s X (R, S), S ⊆ αR + a fails to be true for 298 all a ≥ 0. Hence for every a ≥ 0 there exists a point x ′ ∈ S which is not contained
Since a ≥ 0 was arbitrary, this means that s
continuous:
for all ζ, ξ ∈ U X /∼. In particular, if E is a family of unbounded subsets in X, then
306
f (E/∼) = f (E)/∼ and f (cl(E/∼)) = cl(f (E)/∼).
307
Proof. Of course f (U X ) is a subset of U Y . By Lemma 3.2 the function f : U X /∼ →
308
U Y /∼ which maps the equivalence class of an unbounded R ⊆ X to the equivalence 309 class of f (R) is well-defined, one-to-one, and satisfies
for all ζ, ξ ∈ U X /∼. Thus it remains to show that f is also onto. Let S be an
is an unbounded subset of X and f (R) = (0S + q) ∩ f (X) ∼ S. 4. Boundary at infinity and angular metric in a CAT(0) space
314
Let us recall the definitions of the boundary at infinity and the angular metric in a
315
CAT (0) 
318
The boundary at infinity ∂X of X is defined to be the set of equivalence classes 319 of geodesic rays, where geodesic rays c, c ′ are equivalent whenever they stay at
In the sequel we assume that X is a complete CAT(0) space.
322
For each point p in X and ξ in ∂X there is precisely one geodesic ray belonging 323 to ξ which emanates from p. Then ∠ p (ξ, ζ) for ξ, ζ ∈ ∂X is defined to be the angle
324
at p between the uniquely determined rays in ξ and ζ which emanate from p. The
325
angle between ξ and ζ is defined by
This yields a metric on ∂X called angular metric and (∂X, ∠) is a complete metric 327 space. For our purposes the following description of the angular metric is useful. Fix 328 a reference point o in X. If ξ ∈ ∂X, we write c ξ for the uniquely determined geodesic 329 ray in ξ which emanates from o and R ξ for the image of c ξ in X, i.e. R ξ = c ξ ([0, ∞)). 
Lemma 4.1. Let ξ, ζ be elements in ∂X. Then
Therefore s(R ξ , R ζ ) ≤ α which yields the lower bound.
336
If s(R ξ , R ζ ) ≥ and fix some α, such that s(R ξ , R ζ ) < α ≤ 1 2
. By Lemma 2.5 there is a constant r ≥ 0, such that R ζ \ U(o, r) ⊆ αR ξ . Hence, for any x ≥ r, there is a
Using the triangle inequality and the estimate above yields y ≤ x+αy and x ≤ y+αy.
341
It follows that |y − x| ≤ αy and y ≤ 2x, since α ≤ 1 2
. Collecting the pieces we get
≤ αd(o, c ξ (y)) + |y − x| = 2αy ≤ 4αx.
and thus
As a consequence of the previous lemma we get that two geodesic rays c and where c is some geodesic ray in X.
347
Proposition 4.2. Let X be a complete CAT(0) space. Then
where [R ξ ] is the equivalence class of R ξ with respect to linear equivalence, is one-349 to-one, onto, and bi-Hölder continuous:
a complete metric space.
352
Proof. Since ∠(ξ, ζ) ∈ [0, π] and
], Lemma 4.1 yields 
where g + = {g n : n ∈ N 0 } is the semigroup generated by g ∈ G. Note that, if
362 Definition 5.1. We define the projective boundary of G by PG = cl(CG/∼) and to any word metric on G. Hence for our purposes it is sufficient to study the setting 375 of compactly generated groups in more detail.
376
A topological group is called compactly generated, if there is a compact generating
generating set. Set S 0 = {1} and S n = {s 1 · · · s n : s 1 , . . . , s n ∈ S} for n ≥ 1. Note 379 that S n is compact and symmetric for all n ≥ 0 and
The word metric d of G with respect to S is defined by d(g, h) = inf{n : g −1 h ∈ S n }.
381
The metric d is left-invariant and induces the discrete topology on G which is in 
418
Lemma 5.5. Let g and h be non-compact group elements. Then
Proof. We only prove the first claim, since the proof of the second is analogous.
421
Suppose that α > s
.
Using the triangle inequality we get
In order to prove the reversed inequality assume that
Then there is an integer N ≥ 0, such that
Using Corollary A.6 and its notation, we obtain the following:
433
Lemma 5.6. Let G be a compactly generated, locally compact group. The following 434 statements are true up to bi-Lipschitz-equivalence of the metric t:
435
• Suppose that N is a compact group and H is a topological (Hausdorff ) group. If H is of finite index in G then equality holds.
441
Proof. In order to prove the first statement note that, by Corollary A.6 the homo-
bounded. Thus unbounded cyclic sub(semi)groups of H are mapped onto unbounded 445 cyclic sub(semi)groups of G. This implies the first statement using Theorem 3.3.
446
Now suppose that H is a closed subgroup of G and H\G is bounded. By Corol-447 lary A.6 the inclusion is a quasi-isometry. In order to emphasize the dependence on
448
H and G, we use subscripts H and G. By Theorem 3.3 we have
and analogously for PH ⊆ PG. Assume that H has finite index in G.
H\H g is finite. Thus there are k ∈ Z and n > 0, such that Hg k+n = Hg k . This 451 implies g n ∈ H. Hence in this case Lemma 5.2 implies
which yields the assertion.
453
In the setting of finitely generated groups the previous lemma implies that two 
. However, equality may hold after taking closures 459 on both sides, i.e. LH = LG. The problem here is to find for each non-compact
that there is always an unbounded subset R ⊆ H with g + ∼ R, if H\G is bounded.
462
With this preparations we can settle the commutative case completely. Recall Hausdorff group C, such that G is topologically isomorphic to R a × Z b × C.
466
Corollary 5.7. Assume that G is a commutative, compactly generated, locally com-467 pact Hausdorff group.
468
• If G is topologically isomorphic to R a × Z b × C for some integers a, b ≥ 0 and 469 some compact, commutative group C then LG = S a+b−1 and PG = P a+b−1 .
470
• If H is a closed subgroup, such that G/H is compact then LH = LG and 471 PH = PG.
472
Proof. As R a × Z b is a quotient of G with compact kernel, the linear and projective
473
boundaries of G and R a × Z b are the same, respectively. Since any word metric on 
476
Hence the assertion follows from Example 2.11.
Suppose that H is a closed subgroup, such that G/H is compact. As before, let Hausdorff group D. Thus the first assertion implies the second.
481
In the setting of topological groups it is nearby to consider also unbounded one- 
492
Lemma 5.8. Suppose that ϕ : R → G is a continuous homomorphism with un-
for all t > 0. Hence
Proposition 5.9. Let G be a connected, nilpotent Lie group. Then
Proof. Let g be the Lie algebra of G and exp : g → G be the exponential map. Then 
Boundaries of nilpotent groups
501
In the following we determine the linear and projective boundary of connected,
502
nilpotent Lie groups and their discrete counterparts, finitely generated nilpotent
some integers a and b. In analogy to the discrete case we call the integer a the 505 compact-free dimension of G. For convenience we define S −1 and P −1 to be the 506 empty set.
507
Theorem 6.1. Let G be a nilpotent group which is either a connected Lie group or 508 a finitely generated group. Suppose that G has descending central series
where c ≥ 1 is the nilpotency class of G. Let ν(i) denote the compact-free dimen-510 sion or torsion-free rank of G i /G i+1 , respectively. Then the linear boundary LG is 511 homeomorphic to the disjoint union of c spheres:
Analogously, the projective boundary PG is homeomorphic to the disjoint union of 513 projective spaces:
If two finitely generated, nilpotent groups G and H are weakly commensurable 515 then previous result yields a new proof of the fact that the multisets 
By Lemma B.1 and Lemma 5.6 we may assume that G is also simply connected. 
which maps the equivalence class of x + ∈ C + (g, +) to the equivalence class of
, is well-defined and bi-Hölder continuous with respect to the 533 metrics t a and t G , respectively. Hence ϕ extends to a bi-Hölder continuous map from
. Then the assertion follows from the first part of Lemma B.8.
536
Proof of Theorem 6.1 in the discrete case. Let Γ be a finitely generated, nilpotent 537 group. We only show the assertion for LΓ for the same reason as above. By 
542
In order to prove equality, it is sufficient to construct for each g ∈ G a sequence
element of G n . Set Λ = log(Γ ) and x = log(g). Then Λ ∩ g k is a uniform subgroup Let G be a group and let S be a finite generating set of G. Then the Cayley graph 558 X of G with respect to S is given by VX = G and EX = {{g, gs} : g ∈ G, s ∈ S}. locally finite graphs, this assumption is never explicitly stated.
579
In the following we always endow a graph X with the graph metric d, i.e., for any 580 two vertices u, v ∈ VX , the distance d(u, v) is the infimum of all numbers k such 581 that there is a path of length k connecting u and v.
582
Definition 7.1. Let X = (VX , EX ) be an infinite, connected graph and let Aut X 583 be the automorphism group of X. For v ∈ VX , we write Unb v X ⊆ Aut X to denote 584 the set of group elements g ∈ Aut X for which the set g v = {g n v : n ∈ Z} is 585 unbounded.
586
Lemma 7.2. Let X be an infinite, connected graph, v ∈ VX , and let g ∈ Unb v X.
587
• The set Unb v X is symmetric and both,
589
• If n is a nonzero integer then g n ∈ Unb v X. Furthermore, g v, g n v are 590 linear equivalent and g ∞ v, (g n ) ∞ are linear equivalent, too.
591
Proof. The first part is immediate. The second part can be proved in the same way 592 as Lemma 5.2.
593
Definition 7.3. Let X be an infinite, connected graph and
Lemma 7.4. Let X be an infinite, connected graph. Then, for u, v ∈ VX , we have
the reversed inclusion follows by means of symmetry. In order to prove the second 602 part of our assertion, note that, for
which means that g u and g v are linear equivalent, thus implying C G,u X/∼ = 604 C G,v X/∼ up to isometric isomorphy. An analogous reasoning yields C
606
In the light of Lemma 7.4 we may drop dependence on the vertex v. This motivates 607 the following definition:
608
Definition 7.5. Let X be an infinite, connected graph and fix a reference vertex v.
609
Then we define Unb X = Unb v X. If G is a subgroup of Aut X then we set
. The spaces PX = P Aut X X and LX = L Aut X X are called projective boundary and 611 linear boundary of X, respectively.
612
Let X be a graph and let σ be a partition of the vertex set VX . The quotient 613 graph X σ is defined as follows: the vertex set VX σ is σ, and two vertices x, y ∈ VX σ 614 are adjacent, if there are adjacent vertices v, w ∈ X with v ∈ x and w ∈ y. Let 615 G ≤ Aut X be a group of automorphisms such that σ is G-invariant, i.e. g(b) ∈ σ 616 for all b ∈ σ and all g ∈ G. Then G naturally induces a group action on X σ . The 617 subgroup of the automorphism group Aut X σ corresponding to this action is denoted 618 by G σ . Also, there is a homomorphism ϕ : G → G σ such that the kernel of ϕ consists 619 of all those g ∈ G with g(b) = b for all b ∈ σ. If G ≤ Aut X acts vertex-transitively 620 on X and σ is a G-invariant partition of VX then σ is called imprimitivity system 621 of G on X. The elements of an imprimitivity system are called blocks.
622
Let σ be an Aut X-invariant partition of VX . In order to avoid notational misun-623 derstanding we write (Aut X) σ to denote the subgroup of Aut X σ corresponding to 624 the natural action of Aut X on X σ . Notice that (Aut X) σ ⊆ Aut X σ , but these two 625 groups are not necessarily equal.
626
Example 7.6. Consider the graph X depicted in Figure 1 . It consists of two disjoint 627 infinite double-rays {v i : i ∈ Z} and {w i : i ∈ Z} and additional "crossed rungs": 
642
Lemma 7.7. Let X be an infinite, connected graph.
643
• If H ≤ G ≤ Aut X and H has finite index in G then L H X and L G X (P H X
644
and P G X) are isometrically isomorphic.
645
• Let G ≤ Aut X and let σ be a G-invariant partition of VX such that
Then L G X and L Gσ X σ (P G X and P Gσ X σ ) are bi-Lipschitz-equivalent.
647
Proof. In order to prove the first statement, we may assume that H is a normal for any g ∈ Unb v X ∩ G, g n ∈ Unb v X ∩ H and the unbounded subsets g
H,v are linearly equivalent. Therefore, the isometric embedding
is an isometric isomorphism which extends naturally to L H X and 653 L G X. An analogous reasoning yields the statement for P H X and P G X.
654
Let us now prove the second assertion. For x ∈ VX we writex to denote the 655 element of σ = VX σ containing x. Similarly, we writeḡ ∈ G σ for the automorphism 656 of X σ induced by the group element g ∈ G. Fix some reference vertex v and set 657 a = sup{d(x, y) : x, y ∈ b, b ∈ σ} < ∞.
The map π : VX → VX σ , x →x, is a quasi-isometry, since
are bi-Lipschitz-equivalent. Again the statement for P G X and P Gσ X σ follows along 662 the same lines.
663
Corollary 7.8. Let X be an infinite, connected graph.
664
• If G ≤ Aut X acts vertex-transitively on X and σ is an imprimitivity system 665 of G on X with finite blocks then L G X and L Gσ X σ (P G X and P Gσ X σ ) are 666 bi-Lipschitz-equivalent.
667
• If G ≤ Aut X acts freely and with finitely many orbits on VX then LG and 668 L G X (PG and P G X) are bi-Lipschitz-equivalent.
669
Proof. The first statement is immediate:
follows from the fact that G acts vertex-transitively on X and the blocks of σ are 671 finite.
672
To prove the second statement we apply the ideas of the proof of the so-called
673
Contraction Lemma (see [Bab77] ): Since G acts freely and with finitely many orbits 674 on X, there is a finite tree T in X which contains exactly one vertex of each orbit 675 of G on X. Furthermore, the sets gVT for g ∈ G form a partition of VX . Set
Then X σ is isomorphic to a Cayley graph of G, and the 677 groups G and G σ are isomorphic, as VT contains exactly one vertex of each orbit.
678
Hence LG is (by definition) equal to L Gσ X σ and the spaces L Gσ X σ , L G X are bi- Lipschitz-equivalent by the previous lemma.
680
Theorem 7.9. Let X be an infinite, connected, vertex-transitive graph with poly-681 nomial growth. Then there is a finitely generated, torsion-free, nilpotent group N 682 which has the same growth rate as X, and LN and PN are bi-Lipschitz-equivalent 683 to LX and PX, respectively.
684
To prove this result about graphs with polynomial growth, the following two there exists an imprimitivity system σ of G on VX with finite blocks such that G σ 693 is a finitely generated virtually nilpotent group and the stabilizer in G σ of a vertex 694 of X σ is finite.
695
Proof of Theorem 7.9. Let G = Aut X and let σ and G σ as in Theorem 7.11. Then 
701
Since the vertex stabilizers of Aut X σ and G σ are both finite (by Theorems 7.10 702 and 7.11), both groups have the same growth rate as the graph X σ which is of course 703 equal to the growth rate of X. Hence G σ has finite index in Aut X σ . As N has finite index in G σ , it has also finite index in Aut X σ . Therefore Lemma 7.7 implies that 705 the projective (linear) boundary induced by N on X σ is bi-Lipschitz-equivalent to 706 the projective (linear) boundary induced by Aut X σ which we defined to be the 707 projective (linear) boundary of X σ .
708
Since X σ is a quotient graph of X with respect to the finite blocks of σ, Corol-709 lary 7.8 implies that the projective (linear) boundaries of X and X σ which are 710 induced by Aut X and G σ = (Aut X) σ , respectively, are bi-Lipschitz-equivalent.
711
To conclude the proof we show that LN and PN are bi-Lipschitz-equivalent to
712
L N X σ and P N X σ , respectively. As N is torsion-free and the stabilizer of a vertex is 713 finite, N acts freely on X σ . Since N also acts with finitely many orbits on X σ , the 714 claim follows directly from Corollary 7.8.
715
As a consequence of Theorem 6.1 we obtain the following result.
716
Corollary 7.12. Let X be an infinite, connected, vertex-transitive graph with poly-717 nomial growth and let N be a finitely generated, torsion-free, nilpotent group supplied 718 by Theorem 7.9. Then the linear boundary LX is homeomorphic to a disjoint union 719 of spheres:
where c is the nilpotency class of N and ν(i) is the torsion-free rank of the i-th 721 quotient in the lower central series. Analogously, the projective boundary PX is 722 homeomorphic to a disjoint union of projective spaces:
Having these characterizations of the linear and projective boundaries of vertex- 
733
We denote the normal subgroup of Aut X generated by all bounded automorphisms Sabidussi's result we need another definition.
744
If X is a graph and m is a cardinal then the graph mX is defined on the Cartesian and PG = P r−1 .
Attaching the boundary
781
Let Ξ be any subset of U/∼. In the following we describe a topology τ on the 782 disjoint unionX of X and Ξ, such that two requirements hold:
783
• The subspace topology of τ on X is induced by the metric d.
• If x 1 , x 2 , . . . is a sequence in X, which eventually leaves any ball in X, and 785 ξ is an equivalence class in Ξ, such that x 1 , x 2 , . . . ∈ R for some R ∈ ξ then 786 x 1 , x 2 , . . . converges in τ to ξ.
787
Due to the second requirement the subspace topology of τ on Ξ is in general neither for all x ∈X:
804
• If V ∈ V x and z ∈ V then W ⊆ V for some W ∈ V z .
805
The first condition is immediate for all x ∈X and the second and third condition 806 hold for all x ∈ X. Hence let ξ ∈ Ξ. In order to prove the second condition for ξ .
Since R, S ∈ ξ, it follows that s(R, S) = 0 and by Lemma 2.5 there is a number 810 r ≥ max{p, q} such that R \ U(o, r) ⊆ εS. Using Lemma 2.2 this yields
by the choice of γ. Therefore which is possible, since s + (R, S) = s + (ξ, ζ) < α. There is a number r ≥ p, such
by the choice of β and γ. Hence we obtain N(S, γ, (1 + γ)r) ⊆ N(R, α, p).
The last three assertions follow from the construction of τ .
for all ξ, ζ ∈ Ξ. In this case, the subspace topology of τ on Ξ is induced by 826 the metric t.
827
• Suppose that Ξ = cl(E/∼) for some family E ⊆ U. If there exists a func- since the hypotheses imply that
This shows that s + (ζ, ξ) = 0.
837
With these preparations we are able to provide a criterion which ensures that 838 the topology defined above on the disjoint union of a compactly generated, locally 839 compact Hausdorff group G and its linear boundary LG (projective boundary PG)
840
is Hausdorff and the subspace topology on LG (PG) is induced by the angle metric 841 t.
842
Proposition 8.3. Let G be a compactly generated, locally compact Hausdorff group.
843
Assume that there exists a constant C ≥ 1, such that for every group element g ∈ G
844
with g + ∈ C + G there is an elementg ∈ G with the following two properties: 
852
Of course, f is continuous and
, since s
Hence we may assume
. Additionally, after replacing g byg if necessary, we may
. Then there is a constant a ≥ 0, such that 858 h + ⊆ α g + + a. Hence, for each n ∈ N 0 there is an integer ν(n) ≥ 0 such that
Now we define the function κ :
We claim that
for all n ∈ N 0 . Once this claim is established then, by the second assertion of 862 Lemma 8.2, the proof is finished. Let n ≥ 0 be an integer and set k = κ(n). Since
we need to find upper bounds for 
We obtain
and by rearranging the last inequality we get
using the bound α ≤ 1 2
twice. The assumption on g implies
Collecting the pieces yields
Lemma 8.4. Let G be a connected, nilpotent Lie group or a finitely generated, 873 nilpotent group. Then the assumption of the previous proposition on G holds.
874
Proof. Without loss of generality we may assume that G is simply connected in 875 the Lie case or torsion-free in the discrete case, see Lemma B.1 and Corollary A.6.
876
Furthermore, it is sufficient to prove the statement in the Lie case, as the discrete 877 case follows by embedding G in its real Mal'tsev completion.
878
Hence suppose that G is a connected, simply connected, nilpotent Lie group and 879 let d G be a word metric on G. We use the notation of Appendix B. By Lemma B.6 880 there exists a constant q, such that
We claim that the assumption of the previous proposition holds for
Random walks on nilpotent groups
886
Many aspects of random walks on nilpotent groups were studied, see for instance
887
[Ale02, Gui73, Gui80, Kai91]. In the sequel we give a simple corollary of some results
888
of Kaimanovich in [Kai91]. Let G be a connected, simply connected, nilpotent Lie 889 group with descending central series
and let d G be a word metric on G. A random walk (S k ) k≥0 on G has finite first 891 moment, whenever
where µ is the law of S 1 . Note that this notion does not depend on the choice of 893 the word metric. We say that (S k ) k≥0 has drift if (S k ) k≥0 has finite first moment
894
and there is an integer n ≥ 1, such that S 1 ∈ G n almost surely and (S k G n+1 ) k≥0 is 895 a random walk in the commutative group G n /G n+1 with drift.
896
Theorem 9.1. Let (S k ) k≥0 be a random walk with drift on a connected, simply 897 connected Lie group G. Then there is a group element g, such that {S k : k ≥ 0} ∼ 898 g + holds almost surely. In terms of the topology on G ⊎ LG, of Lemma 8.1, this 899 means that almost surely (S k ) k≥0 converges to the equivalence class of g + in LG.
900
On the other hand, every point in LG is limit point of a random walk with drift (in 901 the sense above).
Proof. Let n ≥ 1 be the integer, such that S 1 ∈ G n almost surely and ( 
923
• If S is a compact, symmetric, generating set then, for some n ≥ 0, the set 924 S n contains a neighborhood of 1.
925
• A subset of G is compact, if and only if it is closed and bounded with respect 
for all x, y ∈ G.
932
Proof. For sake of completeness we provide a short proof: Since G is Hausdorff, locally compact group is 1-quasi-geodesic.
953
In the following we give a straight forward generalization of the classical Milnor- to the topology on X with the exception of boundedness, which refers to the metric
• continuous, if it is a continuous mapping from G × X to X,
962
• q-cobounded, if for all x, y ∈ X there is a g ∈ G with d X (gx, y) ≤ q,
963
• proper, if {g ∈ G : d X (gx, x) ≤ r} is compact for all x ∈ X and all r ≥ 0.
964
We say that G acts by isometries, if x → gx is an isometry with respect to d X for 965 all g ∈ G. Note that if the action is continuous and K ⊆ G is compact then, for 966 any x ∈ X, the set Kx = {gx : g ∈ K} is compact and hence bounded. action of G by isometries on X. Then G is compactly generated and for any x ∈ X 972 the map G → X, g → gx is a quasi-isometry from
some word metric of G.
974
Proof. Except for minor modifications the proof is the same as in [BH99, dlH00].
975
For simplicity we assume that the constant q involved in the quasi-geodesic metric 976 is the same as the constant q of the cobounded action. Fix x ∈ X. Since the action 977 is proper, the set {g ∈ G : d(gx, x) ≤ 3q} is compact. Let S be the union of this 978 set and its inverse. Then S is compact and symmetric and 1 ∈ S.
979
We show that S generates G. Let g ∈ G. Since (X, d X ) is q-quasi-geodesic,
980
there are x = x 0 , x 1 , . . . , x n = gx, such that n ≤ qd(x, gx) + q and d(x i−1 , x i ) ≤ q 981 for 1 ≤ i ≤ n. Since the action is q-cobounded, there are group elements
i−1 g i ∈ S and thus g = g n = s 1 · · · s n ∈ S n . Hence S is 984 a generating set. Let d G be the word metric on G with respect to S. Then the estimate above for g ∈ G yields
987
Let g, h ∈ G. Then we obtain
For the reversed bound, note that Sx is bounded, since S is compact. Hence
In order to have a handy reference we formulate the following well-known results, 
993
Lemma A.3. Let G be a Hausdorff group.
994
• Suppose that H is a subgroup. We write H\G to denote the set of right cosets Let G be a group. We denote by [g, h] = g −1 h −1 gh the commutator in G and define
). This is a homomorphism which has finite kernel and an image of finite index. This 1089 yields the claim concerning ranks.
and g n+1 = span R (g, g n ) for n ≥ 1. The Lie algebra of G n is g n . Let ν(n) be the compact-free dimension of using the induction hypothesis Γ ∩ G n = I(Γ n ) once more. It follows that subspaces V n ⊆ g of dimension ν(n), such that g n = V n ⊕ g n+1 . Hence
Write π n : g → V n to denote the canonical projection. Then π n is a continuous 1132 epimorphism from (g n , ·) to (V n , +) with kernel g n+1 . Let · n be some ℓ 2 -norm on
1133
V n . Then 1134 x = max{ π n (x) n : 1 ≤ n ≤ c} is a norm on g. Notice that π n (x) = π n (x) n . Since the Lie bracket (·, ·) is 1135 bilinear, we have the following simple statement.
1136
Lemma B.3. There is a constant M ≥ 1, such that (x, y) ≤ M x y for all 1137 x, y ∈ g. Consequently,
, and it satisfies a weak form of the triangle 1143 inequality with respect to the Lie group structure on g (see Lemma B.5).
1144
Lemma B.4. For all x, y ∈ g the following holds:
1147
• if x ∈ g n and α ≥ 1 then
1149
In any case,
The following lemma is a crucial observation due to Guivarc'h [Gui73, Lemme II.1], 1151 see also [Bre12, Lemma 2.5].
1152
Lemma B.5. Let α > 0. Then, by appropriately rescaling the norms · n , we have
1154
In the sequel we assume that the norms · n are chosen appropriately, so that the 1155 previous lemma holds with α = 1. As a simple consequence we obtain    (x, y)
and it follows by induction, that 
After providing the basic setup and important tools from Lie theory, we now apply 1164 the notions of Section 2 to this setting. We write s we write s
for x, y ∈ g\{0}. Using Lemma 5.5 and Lemma B.6 we get the following comparison Lemma B.7. Let x, y ∈ g with x = 0 and y = 0. Then
, where q is the constant of Lemma B.6.
1173
Our goal is the comparison of s for all x ∈ g and n ∈ Z. Before we provide the necessary tools for this comparison, 1176 let us identify L(g, d a ) and P(g, d a ).
1177
Lemma B.8. Up to homeomorphism we have
Moreover, the following three statements yield a precise description of L(g, d a ) and
∈ g i+1 , and y ∈ g i+1 then Note that the constants q k,j depend on the Baker-Campbell-Hausdorff formula only.
1203
For convenience we set Q k,j = max{1, q k,j } and
Lemma B.9. Suppose that x, y ∈ g i and xg i+1 = yg i+1 = g i+1 . Then for all n ≥ 0.
Since each k-fold Lie bracket v k,j contains at least one z, we get v k,j ∈ g ki+1 . Using
1209
(2) yields    v k,j    ≤ 2 k−1 km + 2 k = 2 k−1 (km + 2) for all k, j and therefore 1210    q k,j n k v k,j    ≤ Q k,j n k/(ki+1) 2 k−1 (km + 2).
Collecting the pieces, we obtain
Q k,j n k/(ki+1) 2 k−1 (km + 2)
≤ 2 c−1 Q(cm + 2)n 
