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Inﬁnitely many solutions
We prove the existence of nontrivial critical points of the functional
Jλ(u) =
∫
RN
1
p
(∣∣|x|−a∇ku∣∣p − λh(x)∣∣|x|−(a+k)u∣∣p)− 1
q
Q (x)
∣∣|x|−bu∣∣q dx,
related to the Caffarelli–Kohn–Nirenberg inequality and its higher order variant by Lin. As
a consequence we obtain nontrivial solutions of the degenerate elliptic equation

(|x|−ap |u|p−2u)− λh(x)|x|−(a+k)p |u|p−2u = Q (x)|x|−bq|u|q−2u.
We also show that when p = 2, Jλ has inﬁnitely many critical points.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The main aim of this paper is to prove the existence of nontrivial critical points of the functional
Jλ(u) =
∫
RN
1
p
(∣∣|x|−a∇ku∣∣p − λh(x)∣∣|x|−(a+k)u∣∣p)− 1
q
Q (x)
∣∣|x|−bu∣∣q dx
in an appropriate function space. Here
∇k :=
{
(−)k/2 if k is even,
∇(−)(k−1)/2 if k is odd,
1< p, 0 a < b < a + k < N
p
, q = Np
N − p(a + k − b) . (1.1)
We will assume that λ ∈ R is a suitably restricted parameter, h satisﬁes
0 ≡ h 0 and h ∈ L Np0 (RN , |x|−N dx)
with
p0 = p(a + k − b), (1.2)
and Q satisﬁes
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Q (0) 0, Q (∞) := lim|x|→∞ Q (x) 0. (1.3)
It is clear that nontrivial critical points of the above functional will correspond to solutions of a nonlinear partial differential
equation of order 2k. As a particular case, it will follow that the equation

(|x|−ap|u|p−2u)− λh(x)|x|−(a+2)p|u|p−2u = Q (x)|x|−bq|u|q−2u,
with appropriate conditions at inﬁnity, has a nontrivial solution. This corresponds to the case k = 2. We will search for
critical points of Jλ in the space D
k,p
a (R
N ), which is the completion of C∞0 (RN ) under the norm
‖u‖ := ∥∥|x|−a∇ku∥∥p,
and for convenience we shall denote this space by X .
We should mention that due to inequality (A.1) (see Appendix A) by Caffarelli, Kohn, and Nirenberg [9] and its higher or-
der variant (A.3) by Lin [17], we can conclude that X is embedded into the weighted space Lq(RN , |x|−bq dx). In Appendix A
we reprove a part of Lin’s result via iteration of the CKN (Caffarelli, Kohn, and Nirenberg) inequality. This is different from
the method used by Lin. As a consequence, we actually get chains of inequalities which might be useful in other situations.
The reader should also note that the norm on X which we employ here is different from the one used by Lin. The fact
that the two norms are equivalent has been proven in [20] and is a consequence of a deep fact stated in [19] regarding
Ap-classes of weights.
There are numerous articles dealing with the problem k = 1, and λ = a = b = 0 starting with the work of Rosen [18],
Aubin [2] and Talenti [21]. There they used Schwarz symmetrization together with some optimal one-dimensional bounds
due to Bliss [7]. The same type of symmetrization was then used by Lieb [14] to deal with the case when 0< b < 1. Much of
the heavy machinery used in these papers can be avoided when dealing with existence problems, due to the concentration–
compactness lemma in Lions [15]. In fact Lions reproved some of the main results of these papers in [15] and [16] in a
much simpler manner. In recent years, the concentration–compactness lemma has been improved considerably by Bianchi,
Chabrowski, Szulkin in [6] and Ben-Naoum, Troestler, Willem in [5]. Lieb’s result was then generalized by Chou and Chu
[12] to the case a b < a+ 1. A variant of the concentration–compactness lemma was later used by Wang and Willem [23]
to further generalize Chou and Chu’s result. The results in the aforementioned papers did not take into account cases where
p = 2. For such cases the reader may refer to [1,4,10,22] and references therein. In the papers [4,10] the authors also deal
with parameters which do not satisfy the conditions in (1.1).
When 1< k the situation is quite different and few results exist when λ, a, and b are different from zero. The reader may
refer to [20], where the authors considered the case 1 k, h = Q = 1 and proved the existence of non-symmetric solutions.
In this article we extend the results presented by Chabrowski and Costa in [11], where they treated the case k = 1, to 1 k.
The reader should note that our condition on h is weaker than the one used in Chabrowski and Costa and that we avoid
the concentration–compactness lemma. As in [8,11], we employ a method which has origins in [13].
The paper is organized in the following manner. We ﬁrst show that
1
λ1(h)
:= sup
u∈X
u =0
∫
RN
h(x)||x|−(a+k)u|p dx∫
RN
||x|−a∇ku|p dx (1.4)
is strictly positive and attained. Hence, λ1(h) is the ﬁrst eigenvalue. After this we introduce ﬁbrering map and the Nehari
manifold, which is denoted by Sλ. As in [8,11], the ﬁbrering map is used to partition Sλ into three disjoint sets S
+
λ , S
−
λ ,
and S0λ. We then partion the unit ball in X in two different ways. The ﬁrst partition is denoted by A+λ , A−λ , A0λ , and the
second one is B+ , B− , B0. These two partitions of the unit ball are closely related to the partition of Sλ. It will be shown
in Theorem 3.7 that Jλ has at least one critical point in S
−
λ , provided A−λ ∩ B+ = ∅. If we also have S+λ = ∅, then a second
critical point exists in S+λ . This is the content of Theorem 4.2.
In the ﬁnal section we consider the particular case p = 2. In this case X is a Hilbert space and so we have more
results available. The idea there is to apply the Fountain theorem (Theorem 5.2) to show that for each λ ∈ R, Jλ has
inﬁnitely many critical points. However, such an application is not straight forward. The main obstacle is in showing that
Palais–Smale sequences (PS-sequences in short) remain bounded. To this end we replace condition (1.3) with (5.3) below.
Proposition 5.6 then shows the boundedness of PS-sequences. We must then show that Palais–Smale sequences at any level
c > 0 ((PS)c-sequences in short) contain convergent subsequences. This is the conclusion of Proposition 5.7. The main result
of the section and the ﬁnal one of this paper is Theorem 5.9.
2. Preliminary remarks and notation
Apart from the notation already used above, let us comment on other notations to be used in the rest of this paper. First
of all, if the domain of integration is not speciﬁed then it is RN . Hence, for any Ω ⊂ RN , we will write ‖u‖(p,Ω) to denote
S. Waliullah / J. Math. Anal. Appl. 385 (2012) 721–736 723the norm in Lp(Ω) and ‖u‖p to denote the norm in Lp(RN ). By 〈·,·〉 we mean the duality paring, i.e. 〈·,·〉 : X∗ × X → R.
Note that when X is a Hilbert space, we may assume via the Riesz representation theorem that 〈·,·〉 is just the usual scalar
product. In order to keep the equations appearing in calculations compact we deﬁne the following functionals:
H(u) :=
∫
RN
h(x)
∣∣|x|−(a+k)u∣∣p dx,
B(u) :=
∫
RN
Q (x)
∣∣|x|−bu∣∣q dx,
Aλ(u) := ‖u‖p − λH(u),
and
Jλ(u) = 1
p
Aλ(u)− 1
q
B(u). (2.1)
We note that for all t  0,
H(tu) = t pH(u), Aλ(tu) = t p Aλ(u), B(tu) = tqB(u),〈
1
p
H ′(u),u
〉
= H(u),
〈
1
p
A′λ(u),u
〉
= Aλ(u)
and 〈
1
q
B ′(u),u
〉
= B(u). (2.2)
Remark 2.1. Let
B−(u) =
∫
Q (x)<0
Q (x)
∣∣|x|−bu∣∣q dx
and
B+(u) =
∫
Q (x)0
Q (x)
∣∣|x|−bvn∣∣q dx.
We see that B(u) = B−(u) + B+(u), and it will be shown in Lemma 5.4 and Remark 5.5 below that if condition (1.3) is
satisﬁed, then B+(u) is weakly continuous, i.e., un ⇀ u implies B+(un) → B+(u).
3. Existence of at least one nontrivial critical point
As mentioned earlier, let us begin by proving the existence of the ﬁrst eigenvalue deﬁned in (1.4).
Lemma 3.1. If conditions (1.1) and (1.2) are satisﬁed, then 1p H
′ : X → X∗ is a compact mapping and H is weakly continuous. Conse-
quently, 1
λ1(h)
is attained and λ1(h) > 0 is an eigenvalue.
Proof. Let us ﬁrst show that for each u ∈ X , 1p H ′(u) ∈ X∗. For this purpose, we deﬁne for φ ∈ X ,
αh(x) := h(x)|x|−p0 ,
βu(x) := |x|−b(p−1)|u|p−2u,
γφ(x) := |x|−bφ,
keeping in mind that p0 = p(a + k − b). We note that∫ ∣∣αh(x)∣∣ Np0 dx =
∫ ∣∣h(x)∣∣ Np0 |x|−N dx,
∫ ∣∣βu(x)∣∣ qp−1 dx =
∫ ∣∣|x|−bu∣∣q dx,
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∫ ∣∣|x|−bφ∣∣q dx.
The ﬁrst term above is ﬁnite by the assumptions on h and the other two are ﬁnite because of the embedding X ↪→
Lq(RN , |x|−bq dx). Since〈
1
p
H ′(u),φ
〉
=
∫
αh(x)βu(x)γφ(x)dx,
and
p0
N
+ p − 1
q
+ 1
q
= p0
N
+ p
q
= 1,
by Hölder’s inequality and the above embedding we have∣∣∣∣
〈
1
p
H ′(u),φ
〉∣∣∣∣ ‖αh‖ Np0 ‖βu‖ qp−1 ‖γφ‖q
= ‖αh‖ N
p0
∥∥|x|−bu∥∥p−1q
∥∥|x|−bφ∥∥q
 C‖αh‖ N
p0
‖u‖p−1‖φ‖.
To prove compactness, assume that un ⇀ u in X . Hence, up to a subsequence, un → u a.e. in RN . We denote by q′ the
Hölder conjugate of q and apply Hölder’s inequality to obtain∣∣∣∣
〈
1
p
H ′(un),φ
〉
−
〈
1
p
H ′(u),φ
〉∣∣∣∣
∫ ∣∣h|x|−p0 ∣∣∣∣|x|−b(p−1)|un|p−2un − |x|−b(p−1)|u|p−2u∣∣∣∣|x|−bφ∣∣dx

( ∫ ∣∣h|x|−p0 ∣∣q′ ∣∣|x|−b(p−1)|un|p−2un − |x|−b(p−1)|u|p−2u∣∣q′ dx
)1/q′
‖γφ‖q.
As h|x|−p0 ∈ L Np0 (RN ), we conclude that |h|x|−p0 |q′ ∈ L
N
q′ p0 (RN ). The triangle inequality gives,
∥∥∣∣|x|−b(p−1)|un|p−2un − |x|−b(p−1)|u|p−2u∣∣q′∥∥ q
q′(p−1)
= ∥∥|x|−b(p−1)|un|p−2un − |x|−b(p−1)|u|p−2u∥∥q′q
p−1

(∥∥|x|−b(p−1)|un|p−2un∥∥ q
p−1
+ ∥∥|x|−b(p−1)|u|p−2u∥∥ q
p−1
)q′
= (∥∥|x|−bun∥∥p−1q +
∥∥|x|−bu∥∥p−1q )q
′
 C
(‖un‖p−1 + ‖u‖p−1)q′ .
Consequently, vn := ||x|−b(p−1)|un|p−2un − |x|−b(p−1)|u|p−2u|q′ is bounded in L
q
q′(p−1) (RN ) and so there is a v ∈ L
q
q′(p−1) (RN )
such that vn ⇀ v in L
q
q′(p−1) (RN ). On the other hand, vn → 0 a.e. in RN implies that v = 0. Since L
q
q′(p−1) (RN ) and L
N
q′ p0 (RN )
are dual spaces, we conclude that 〈 1p H ′(un)− 1p H ′(u),φ〉 → 0 uniformly with respect to ‖φ‖ 1.
Since
∣∣H(u)− H(un)∣∣=
∣∣∣∣
〈
1
p
H ′(u),u
〉
−
〈
1
p
H ′(un),un
〉∣∣∣∣

∣∣∣∣
〈
1
p
H ′(u),u
〉
−
〈
1
p
H ′(u),un
〉∣∣∣∣+
∣∣∣∣
〈
1
p
H ′(u),un
〉
−
〈
1
p
H ′(un),un
〉∣∣∣∣,
the weak continuity of H follows. 
We deﬁne the Nehari manifold as the set
Sλ :=
{
u ∈ X: 〈 J ′λ(u),u〉= 0}.
This is different from the usual deﬁnition as we allow 0 to belong to Sλ. Clearly all critical points of Jλ belong to Sλ. Next,
we deﬁne the ﬁbrering map, which will allow us to reduce our search for critical points of Jλ to a subset of Sλ. With each
u ∈ X we associate the map φu(t) := Jλ(tu) for 0< t < ∞. We obtain from the deﬁnition, (2.1) and (2.2) that
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p
p
Aλ(u) − t
q
q
B(u),
φ′u(t) = t p−1Aλ(u)− tq−1B(u) =
1
t
〈
J ′λ(tu), tu
〉
,
φ′′u (t) = (p − 1)t p−2Aλ(u) − (q − 1)tq−2B(u).
We note that φ′u(1) = 〈 J ′λ(u),u〉, and so u ∈ Sλ if and only if φ′u(1) = 0. We now partition the Nehari manifold into the
following sets:
S+λ =
{
u ∈ Sλ: φ′′u (1) > 0
}
,
S−λ =
{
u ∈ Sλ: φ′′u (1) < 0
}
and
S0λ =
{
u ∈ Sλ: φ′′u (1) = 0
}
.
Remark 3.2. Let us note here some obvious but important facts. When 0 = u ∈ Sλ , then Aλ(u) = B(u), and we conclude that
φu(t) = Jλ(tu) =
(
t p
p
− t
q
q
)
Aλ(u) =
(
t p
p
− t
q
q
)
B(u).
If we further assume that λ < λ1(h), then
Aλ(u) = ‖u‖p − λH(u) > ‖u‖p − λ1(h)H(u) 0
and φ′′u (1) = (p − q)Aλ(u) < 0. Consequently, S+λ = ∅ and S0λ = {0} whenever λ < λ1(h).
Remark 3.3. For future references, we remark that the ﬁbrering map φu(t) has exactly one stationary point at
tu =
(
Aλ(u)
B(u)
) 1
q−p
,
if B(u)Aλ(u) > 0 and no such point if B(u)Aλ(u) < 0.
The next result will allow us to identify the critical points of Jλ in Sλ , as it asserts that the local minimizers of Jλ
restricted to Sλ are critical points of Jλ , provided that they do not lie within S0λ.
Lemma 3.4. Suppose u0 is a local minimizer for Jλ on Sλ and that u0 /∈ S0λ. Then J ′λ(u0) = 0.
Proof. Set γ (u) := 〈 J ′λ(u),u〉. Since by assumption
φ′′u0(1) =
〈
γ ′(u0),u0
〉− γ (u0) = 0
and γ (u0) = 0, we conclude that 〈γ ′(u0),u0〉 = 0. Consequently, Sλ is a manifold in a neighbourhood of u0 and kerγ ′(u0)⊕
Ru0 = X . By assumption J ′λ(u0) is zero on kerγ ′(u0) and 〈 J ′λ(u0),u0〉 = 0. We conclude that J ′λ(u0) = 0. 
In order to formulate the a priori condition under which Jλ has at least one critical point, we must deﬁne the following
sets. Let
A+λ =
{
u ∈ X: ‖u‖ = 1, Aλ(u) > 0
}
,
A−λ =
{
u ∈ X: ‖u‖ = 1, Aλ(u) < 0
}
,
A0λ =
{
u ∈ X: ‖u‖ = 1, Aλ(u) = 0
}
,
B+ = {u ∈ X: ‖u‖ = 1, B(u) > 0},
B− = {u ∈ X: ‖u‖ = 1, B(u) < 0},
B0 = {u ∈ X: ‖u‖ = 1, B(u) = 0}
and
R
+u = {tu: t > 0}.
The next proposition clariﬁes the connection between the Nehari manifold and the sets deﬁned above.
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(i) S−λ ∩ R+u = ∅ ⇔ u‖u‖ ∈ A+λ ∩ B+ ,
(ii) S+λ ∩ R+u = ∅ ⇔ u‖u‖ ∈ A−λ ∩ B− ,
(iii) Sλ ∩ R+u = ∅ whenever u‖u‖ ∈ A+λ ∩ B− or u‖u‖ ∈ A−λ ∩ B+.
Proof. We prove only (i), as (ii) and (iii) follow by similar arguments. By Remark 3.3, right-hand side of the equivalence in
(i) implies that Sλ = ∅. So when 0 = u ∈ Sλ , we have
φ′′u (1) = (p − 1)Aλ(u) − (q − 1)B(u) = (p − q)Aλ(u) = (p − q)B(u).
Since p < q, the conclusion follows. 
The condition A−λ ∩ B+ = ∅ guarantees that the Nehari manifold has several desirable properties, which we state in the
next proposition.
Proposition 3.6. Suppose that A−λ ∩ B+ = ∅. Then
(i) S0λ = {0},
(ii) 0 /∈ S−λ and S−λ is closed,
(iii) S−λ ∩ S+λ = ∅,
(iv) S+λ is bounded.
Proof. (i) If u ∈ S0λ\{0}, then u‖u‖ ∈ A0λ ∩ B0 ⊂ A−λ ∩ B+ = ∅ and this is a contradiction.
(ii) Assume that 0 ∈ S−λ . Then there exists (un) ⊂ S−λ such that un → 0 in X . So we have
0< Aλ(un) = B(un) → 0.
We may assume that vn = un‖un‖ is such that
vn → v a.e. in RN ,
vn ⇀ v in X,
and
H(vn) → H(v).
We now see that
0< Aλ(vn) = ‖un‖q−p B(vn) C‖un‖q−p‖Q ‖∞‖vn‖ → 0.
It follows that
1= lim
n→∞‖vn‖
p = λ lim
n→∞ H(vn) = λH(v),
and so v = 0. Since Aλ(v) limn→∞ Aλ(vn) = 0, we conclude that v‖v‖ ∈ A−λ . On the other hand, by Remark 2.1 and Fatou’s
lemma,
0 lim
n→∞ B(vn) = limn→∞
∫
Q (x)<0
Q (x)
∣∣|x|−bvn∣∣q dx+ lim
n→∞ B
+(vn)
 B−(v) + B+(v) = B(v).
Consequently, we have the contradiction v‖v‖ ∈ A−λ ∩ B+. It follows that 0 /∈ S−λ . That S−λ is closed follows easily from
S−λ ⊂ S−λ ∪ S0λ = S−λ ∪ {0} and 0 /∈ S−λ .
(iii) An application of (i) and (ii) gives
S− ∩ S+ ⊂ S− ∩ (S+ ∪ S0)= (S− ∩ S+)∪ (S− ∩ {0})= ∅.λ λ λ λ λ λ λ λ
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such that
vn → v a.e. in RN ,
vn ⇀ v in X,
and
H(vn) → H(v).
Since Aλ(vn) = ‖un‖q−p B(vn) and limn→∞ Aλ(vn) = 1 − H(v) is ﬁnite, it must be true that limn→∞ B(vn) = 0. Once
again by Remark 2.1 and Fatou’s lemma, we have
0= lim
n→∞ B(vn) = limn→∞ B
−(vn) + lim
n→∞ B
+(vn) B(v).
Hence, v‖v‖ ∈ B+. Finally,
Aλ
(
v
‖v‖
)
= Aλ(v)‖v‖p  limn→∞
Aλ(vn)
‖v‖p  0
leads to the contradiction v‖v‖ ∈ A−λ ∩ B+. We conclude that S+λ is bounded. 
The following result is the main point of this section.
Theorem 3.7. Under the conditions (1.1), (1.2), (1.3) and λ ∈ R, if A−λ ∩ B+ = ∅, then
(i) every minimizing sequence for Jλ in S
−
λ is bounded,
(ii) infu∈S−λ Jλ(u) > 0,
(iii) there exists u ∈ S−λ such that infv∈S−λ Jλ(v) = Jλ(u).
Proof. (i) Suppose that (un) ⊂ S−λ is a minimizing sequence such that ‖un‖ → ∞. Since (vn), where vn = un‖un‖ , is a bounded
sequence, we may assume that
vn → v a.e. in RN ,
vn ⇀ v in X,
and
H(vn) → H(v).
From the facts
Jλ(un)
‖un‖p =
(
1
p
− 1
q
)
Aλ(vn) =
(
1
p
− 1
q
)
‖un‖q−p B(vn)
and Jλ(un) → infu∈S−λ Jλ(u), we deduce that
lim
n→∞ Aλ(vn) = limn→∞ B(vn) = 0.
By Remark 2.1 and Fatou’s lemma, we have B(v) limn→∞ B(vn) = 0. On the other hand
Aλ(v) lim
n→∞ Aλ(vn) = 0.
If v = 0, then v‖v‖ ∈ A−λ ∩ B+. Otherwise
Aλ(vn) = ‖vn‖p − λH(vn) = 1− λH(vn) → 1.
Neither case is possible.
(ii) If u ∈ S−λ , then Aλ(u) = B(u) > 0, and it follows that
Jλ(u) = 1 Aλ(u)− 1 B(u) =
(
1 − 1
)
Aλ(u) 0.p q p q
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−
λ satisﬁes
lim
n→∞ Aλ(un) = limn→∞ B(un) = 0.
Since (i) asserts that (un) is bounded, we may assume that
un → u a.e. in RN ,
un ⇀ u in X,
and
H(un) → H(u).
By Remark 2.1 and Fatou’s lemma, B(u) limn→∞ B(un) = 0. If un  u in X , then
Aλ(u) < lim
n→∞ Aλ(un) = 0.
Consequently, u = 0 and we have the contradiction u‖u‖ ∈ A−λ ∩ B+. On the other hand, if un → u = 0 in X , then by the
same reasoning as above we obtain a contradiction. Finally, un  0 by Proposition 3.6(ii). It follows that c > 0.
(iii) Once again, due to (i), we may assume that the minimizing sequence (un) ⊂ S−λ satisﬁes
un → u a.e. in RN ,
un ⇀ u in X,
and
H(un) → H(u).
From Remark 2.1 and Fatou’s lemma, we conclude that(
1
p
− 1
q
)
B(u) lim
n→∞
(
1
p
− 1
q
)
B(un) = c > 0.
Now, by assumption A−λ ∩ B+ = ∅ and so B+ ⊂ A+λ . Hence, Aλ(u) > 0, u‖u‖ ∈ A+λ ∩ B+ and, by Remark 3.3, tuu ∈ S−λ . If
un  u in X , then
Aλ(u) < lim
n→∞ Aλ(un) = limn→∞ B(un) B(u),
and consequently, tu = 1.
The facts that tuun  tuu and φun (tu) = Jλ(tuun) < Jλ(un) = φun (1) yield the contradiction
Jλ(tuu) < lim
n→∞ Jλ(tuun) limn→∞ Jλ(un) = c.
The proof is complete, since un → u in X . 
When λ < λ1(h), by Remark 3.2, A−λ = ∅ and so A−λ ∩ B+ = ∅. As a consequence of this observation, the above theorem
and Lemma 3.4, we have the following theorem.
Theorem 3.8. Under conditions (1.1), (1.2), (1.3) and λ < λ1(h), Jλ has at least one nontrivial critical point.
The ﬁnal result of this section examines the behaviour of infu∈S−λ Jλ as λ → λ1(h)
−. For this purpose and for future
references, we deﬁne the following compact subset of X :
K = {ψ ∈ X: ‖ψ‖p = 1= λ1(h)H(ψ)}.
That K is a compact set is a consequence of the fact that 1p H ′ : X → X∗ is a compact mapping. Note that it follows from
(1.4) that K is the set of normalized eigenfunctions corresponding to λ1(h).
Proposition 3.9. Assume that B(ψ) = ∫ Q |x|−bq|ψ |q dx> 0 for all ψ ∈ K, and that conditions (1.1), (1.2) and (1.3) hold. Then
(i) limλ→λ1(h)− (infu∈S−λ Jλ) = 0,
(ii) if λn → λ1(h)− and un minimizes Jλn on S− then un → 0 in X .λn
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Aλ(ψ) = ‖ψ‖p − λH(ψ) =
(
λ1(h)− λ
)
H(ψ) > 0,
whenever 0< λ < λ1(h) and ψ ∈ K, we conclude that ψ ∈ A+λ ∩ B+. It follows that
Jλ(tψψ) =
(
1
p
− 1
q
)
Aλ(ψ)
q
q−p B(ψ)−
p
q−p → 0,
since Aλ(ψ) → 0 when λ → λ1(h)− and B(ψ) is bounded away from 0.
(ii) We ﬁrst prove, by contradiction, that (un) is a bounded sequence in X . Assume that ‖un‖ → ∞, and set vn = un‖un‖ .
We may assume that
vn → v a.e. in RN ,
vn ⇀ v in X,
and
H(vn) → H(v).
Since
Jλn (un)
‖un‖p =
(
1
p
− 1
q
)
Aλn(vn) =
(
1
p
− 1
q
)
‖un‖q−p B(vn),
and by (i) Jλn (un) → 0, we see that
lim
n→∞ Aλn (vn) = limn→∞ B(vn) = 0.
The conclusion vn  v in X leads to the contradiction
Aλ1(h)(v) < limn→∞ Aλn(vn) = 0.
On the other hand, the conclusion vn → v in X implies that v = 0 and v ∈ K. As J ′λn (un) = 0, we have〈
A′λn(vn), v
〉= ‖un‖q−p 〈B ′(vn), v〉.
Letting n → ∞, we obtain
B(v) =
〈
1
q
B ′(v), v
〉
=
∫
|x|−bq Q (x)|v|q dx = 0.
Since v ∈ K, this is a contradiction. Consequently, (un) is bounded in X , and so we may assume that
un → u a.e. in RN ,
un ⇀ u in X,
and
H(un) → H(u).
We observe that
inf
w∈S−λn
Jλn (w) = Jλn (un) =
(
1
p
− 1
q
)
Aλn (un),
and so by (i) limn→∞ Aλn (un) = 0. It follows that
Aλ1(h)(u) limn→∞ Aλn(un) = 0.
This inequality cannot be strict, since Aλ1(h)(u)  0. So un → u in X and Aλ1(h)(u) = 0. If u = 0, then un‖un‖ = vn → v =
u
‖u‖ ∈ K and by the same reasoning as before∫
|x|−bq Q (x)|v|q dx = 0.
Since this is not possible, we conclude that un → 0 in X , and therefore the proof is complete. 
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In this section we show that conditions A−λ ∩ B+ = ∅ and S+λ = ∅ allow a second critical point of Jλ to exist in S+λ . Our
ﬁrst objective will be to show that such a situation can indeed occur.
Lemma 4.1. Assume that conditions (1.1), (1.2), (1.3) hold and that B(ψ) < 0, for all ψ ∈ K. There exists a δ > 0 such that
A−λ ∩ B+ = ∅ whenever λ1(h) λ < λ1(h)+ δ.
Proof. If there is no such δ, then there exist sequences λn → λ1(h)+ and ‖un‖ = 1 such that
Aλn(un) 0 and B(un) 0.
We may assume that
un → u a.e. in RN ,
un ⇀ u in X,
and
H(un) → H(u).
The conclusion un  u in X leads to the contradiction
Aλ1(h)(u) < limn→∞ Aλn(un) 0.
On the other hand, the conclusion un → u in X implies that u = 0, u ∈ K and so B(u) 0. This contradicts our assumption
B(u) < 0. So there is a δ > 0 as required. 
The next theorem is similar to Theorem 3.7, but with S−λ replaced by S
+
λ . However, the boundedness of minimizing
sequences is provided by Proposition 3.6.
Theorem 4.2. Provided that S+λ = ∅ and A−λ ∩ B+ = ∅, there exists a u ∈ S+λ such that Jλ(u) = infv∈S+λ Jλ(v).
Proof. By deﬁnition b := infv∈S+λ Jλ(v) < 0. By Proposition 3.6(iv), S
+
λ is bounded, and so b is ﬁnite.
We may assume that (un) ⊂ S+λ is a minimizing sequence such that,
un → u a.e. in RN ,
un ⇀ u in X,
and
H(un) → H(u).
Since
Aλ(u) lim
n→∞ Aλ(un) =
qp
q − p b < 0
and A−λ ∩ B+ = ∅, B(u) < 0. So u = 0, u‖u‖ ∈ A−λ ∩ B− and, by Remark 3.3, tuu ∈ S+λ . If un  u in X , then
Aλ(u) < lim
n→∞ Aλ(un) = limn→∞ B(un) B(u),
and consequently, tu = 1. This in combination with φu(tu) = Jλ(tuu) < Jλ(u) = φu(1) yields the contradiction
Jλ(tuu) < Jλ(u) lim
n→∞ Jλ(un) = b.
We conclude that un → u in X and Jλ(u) = b. 
We observe that ψ ∈ A−λ for any ψ ∈ K whenever λ1(h) < λ, since
Aλ(ψ) = ‖ψ‖p − λH(ψ) =
(
λ1(h)− λ
)
H(ψ) < 0.
If we further assume that B(ψ) = ∫ Q |x|−bq|ψ |q dx < 0, then ψ ∈ A−λ ∩ B− , and so tψψ ∈ S+λ . In particular, S+λ = ∅. This
knowledge in combination with Lemma 4.1, Theorem 3.7 and the above theorem, gives the ﬁnal result of this section.
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nontrivial critical points for λ1(h) < λ < λ1(h)+ δ.
5. The case p = 2
Let us begin this section by stating the Fountain theorem, which will then be used to prove that for each λ ∈ R, Jλ has
inﬁnitely many critical points. We observe that in this less general setting (1.1) becomes
p = 2, 0 a < b < a + k < N
2
, q = 2N
N − 2(a+ k − b) . (5.1)
We will need the following deﬁnition.
Deﬁnition 5.1. Assume that V is a ﬁnite-dimensional space and G is a compact group. We further assume that G acts
diagonally on V k , i.e.
g(v1, . . . , vk) := (gv1, . . . , gvk).
We say that the action of G is admissible if every continuous equivariant map ∂U → V k−1, where U is an open bounded
invariant neighborhood of 0 in V k , k 2, has a zero.
It is known that the antipodal action of G := Z/2 on V := R is admissible. For a proof the reader may refer to [24]. We
consider the following situation:
The compact group G acts isometrically on the Banach space X =⊕ j∈N X j , the spaces X j are invariant
and there exists a ﬁnite-dimensional space V such that, for every j ∈ N, X j  V and the action of G on
V is admissible. (5.2)
The following notations will make the statement of the Fountain theorem simpler
Ym :=
m−1⊕
j=1
X j, Zm :=
∞⊕
j=m
X j, m = 1,2, . . . .
Recall that a functional φ ∈ C1(X,R) is said to satisfy the (PS)c condition if any sequence (un) ⊂ X such that φ(un) → c
and ‖φ′(un)‖ → 0 contains a convergent subsequence.
Theorem 5.2 (Fountain theorem). (See Bartsch [3].) Under assumption (5.2), let φ ∈ C1(X,R) be an invariant functional. If, for every
m ∈ N, there exist ρm > rm > 0 such that
(i) αm :=max u∈Ym‖u‖=ρm
φ(u) 0,
(ii) βm := inf u∈Zm‖u‖=rm
φ(u) → ∞, m → ∞, and
(iii) φ satisﬁes the (PS)c condition for every c > 0,
then φ has an unbounded sequence of critical values.
Remark 5.3. When m is large, it can be shown (see [24, Theorem 3.5]) that there exists a Palais–Smale sequence at level
cm  βm. By assumption φ satisﬁes the (PS)cm condition. It follows that cm is a critical value.
Instead of (1.3), we will assume Q satisﬁes
0 Q , Q ∈ C(RN), 0= Q (0) = Q (∞) and Q (x) > 0 a.e. (5.3)
The Fountain theorem requires that Jλ satisﬁes the (PS)c condition for all c > 0. So we proceed to prove this fact. We
begin with a compactness result, which is a consequence of the above condition on Q .
Lemma 5.4. Under conditions (5.1) and (5.3), B is weakly continuous and the mapping B ′ : X → X∗ is compact.
Proof. Let
Br(u) =
∫
Q (x)
∣∣|x|−bu∣∣q dx, BR(u) =
∫
Q (x)
∣∣|x|−bu∣∣q dx
|x|<r R|x|
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Bc(u) =
∫
r|x|R
Q (x)
∣∣|x|−bu∣∣q dx.
We note that if ‖u‖q < M , then
∣∣Br(u)∣∣ sup
|x|<r
∣∣Q (x)∣∣
∫ ∣∣|x|−bu∣∣q dx C sup
|x|<r
∣∣Q (x)∣∣‖u‖q  CM sup
|x|<r
∣∣Q (x)∣∣
and
∣∣BR(u)∣∣ sup
R|x|
∣∣Q (x)∣∣
∫ ∣∣|x|−bu∣∣q dx C sup
R|x|
∣∣Q (x)∣∣‖u‖q  CM sup
R|x|
∣∣Q (x)∣∣.
Since q < 2∗ = 2NN−2k , the embedding X ↪→ Lq(r  |x| R) is compact. So, if un ⇀ u in X , then
∣∣Bc(un) − Bc(u)∣∣ sup
r|x|R
∣∣Q (x)|x|−bq∣∣
∫ ∣∣|un|q − |u|q∣∣dx → 0,
∣∣Br(un) − Br(u)∣∣ ∣∣Br(un)∣∣+ ∣∣Br(u)∣∣< 2M sup
|x|<r
∣∣Q (x)∣∣< 
and
∣∣BR(un) − BR(u)∣∣ ∣∣BR(un)∣∣+ ∣∣BR(u)∣∣< 2M sup
R|x|
∣∣Q (x)∣∣< ,
provided r is small and R is large. Since B(u) = Br(u) + Bc(u)+ BR(u), B is weakly continuous.
An application of Hölder’s inequality shows that
∣∣∣∣
〈
1
q
B ′(un) − 1
q
B ′(u),φ
〉∣∣∣∣
( ∫
Q (x)
∣∣|x|−b(q−1)|un|q−2un − |x|−b(q−1)|u|q−2u∣∣q′
)1/q′
B(φ)1/q
 C‖Q ‖1/q∞
( ∫
Q (x)
∣∣|x|−b(q−1)|un|q−2un − |x|−b(q−1)|u|q−2u∣∣q′
)1/q′
‖φ‖.
We divide the region of integration as we did above. Since un → u in Lq(r  |x|  R) and the Nemytski operator
ψ(s) = |s|q−2s is a continuous map from Lq(r  |x|  R) into Lq′ (r  |x|  R), we conclude that |un|q−2un → |u|q−2u in
Lq
′
(r  |x| R). The conclusion that B ′ is compact follows easily. 
Remark 5.5. The conclusion above remains valid, with the same proof, for B+ if (1.1) and (1.3) are satisﬁed.
That (PS)c-sequences are bounded is a consequence of positivity and compactness of H and B. This is the main point of
the next proposition.
Proposition 5.6. If λ ∈ R and conditions (5.1), (5.3) and (1.2) are satisﬁed, then every (PS)c-sequence for Jλ is bounded.
Proof. Let (un) be a (PS)c-sequence for Jλ. If, to the contrary, ‖un‖ → ∞, set vn = un‖un‖ and assume that
vn → v a.e. in RN ,
vn ⇀ v in X,
B(vn) → B(v),
and
H(vn) → H(v).
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Jλ(un)
‖un‖2 =
1
2
Aλ(vn) − 1
q
‖un‖q−2B(vn) → 0.
Hence,
lim
n→∞
1
2
‖vn‖2 − lim
n→∞
λ
2
H(vn) = lim
n→∞
1
q
‖un‖q−2B(vn).
The left-hand side of the above equality is ﬁnite, and in order for the right-hand side to be bounded, we must have
limn→∞ B(vn) = B(v) = 0. Since Q (x) > 0 a.e., v = 0 and
1<
q
2
= lim
n→∞‖un‖
q−2B(vn).
On the other hand,∣∣∣∣
〈
J ′λ(un),
un
‖un‖
〉∣∣∣∣= |‖un‖
2 − λH(un)− B(un)|
‖un‖
= ∣∣‖un‖ − λ‖un‖H(vn) − ‖un‖q−1B(vn)∣∣
= ‖un‖
∣∣1− λH(vn) − ‖un‖q−2B(vn)∣∣

∥∥ J ′λ(un)∥∥→ 0.
We deduce that 1− λH(vn)− ‖un‖q−2B(vn) → 0, and reach the contradiction
1= lim
n→∞‖un‖
q−2B(vn).
We conclude that (un) must be a bounded sequence. 
The next result proves that Jλ satisﬁes the (PS)c condition.
Proposition 5.7. If λ ∈ R and conditions (5.1), (5.3) and (1.2) are satisﬁed, then Jλ satisﬁes the (PS)c condition for all c.
Proof. Let {un} be a (PS)c-sequence. Proposition 5.6 tells us that {un} is bounded. Consequently, we may assume that, up to
a subsequence, un ⇀ u in X ,
H ′(un) → H ′(u) and B ′(un) → B ′(u).
On the other hand,
J ′λ(un) = un −
λ
2
H ′(un) − 1
q
B ′(un) → 0.
So un converges to some element in X . Since un ⇀ u in X , we deduce that un → u in X . 
We have already mentioned earlier that X is a Hilbert space when p = 2, with the scalar product deﬁned by
〈u, φ〉 =
∫
|x|−2a∇ku∇kφ dx.
Since 12 H
′(u) is a compact, self-adjoint operator, the Spectral Theory asserts that the eigenvalues {λ−1i }∞i=1 of 12 H ′(u) form
a positive, nonincreasing sequence which converges to 0. Further, the associated eigenfunctions {φi}∞i=1 may be chosen so
that they form an orthogonal basis of X . Set,
Ym =
⊕
i<m
Rφi and Zm =
⊕
im
Rφi, m = 1,2, . . . .
We then know that
λ−1m = sup
u∈Zm
u =0
〈 12H ′(u),u〉
〈u,u〉 = supu∈Zm
u =0
H(u)
‖u‖2 .
We will make use of the above notation in the rest of this section.
The following proposition is a consequence of Lemma 5.4, and will be useful in the proof of Theorem 5.9.
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γm := sup
u∈Zm‖u‖=1
(
B(u)
) 1
q → 0, as m → ∞.
Proof. We can choose a sequence (um) such that um ∈ Zm , ‖um‖ = 1 and (B(um))
1
q >
γm
2 . The deﬁnition of Zm implies that
um ⇀ 0 in X . We conclude from Lemma 5.4 that B(um) → 0. Therefore (γm) tends to zero. 
We conclude this section by proving the existence of an unbounded sequence of critical values of Jλ.
Theorem 5.9. Assume that conditions (5.1), (5.3) and (1.2) hold. Then for each λ ∈ R, there exists an unbounded sequence of critical
values of Jλ.
Proof. Since Jλ is even in u, it is invariant with respect to the antipodal action of Z/2. We shall verify the assumptions of
the Fountain theorem. That Jλ satisﬁes (PS)c for every c > 0, is the content of Proposition 5.7.
Since the dimension of Ym is ﬁnite, (B(u))
1
q is an equivalent norm on Ym. So for u ∈ Ym ,
Jλ(u)
1
2
C(λ)‖u‖2 − 1
q
B(u)
 1
2
C(λ)‖u‖2 − D 1
q
‖u‖q,
where C(λ) =max{1, (1− λλ1(h)−1)} and D is some positive constant. Consequently, there exists Rm such that
αm := sup
u∈Ym‖u‖=Rm
Jλ(u) 0.
Now, for any ﬁxed λ ∈ R there is an M such that λ < λm for all m > M. So if u ∈ Zm and m > M , then
Jλ(u)
1
2
Cm(λ)‖u‖2 − 1
q
B(u)
 Cm(λ)
2
‖u‖2 − γ
q
m
q
‖u‖q,
where
Cm(λ) =
{
1 if λ 0,
1− λλ−1m if 0< λ < λm,
and γm is as deﬁned in Proposition 5.8. We know that if
φ(t) = A
2
t2 − B
q
tq,
with A > 0 and B > 0, then φ(t) has a maximum at t = (AB−1) 1q−2 and
φ
((
AB−1
) 1
q−2 )=
(
1
2
− 1
q
)
A
(
AB−1
) 2
q−2 .
Hence, if we set ‖u‖ = rm = (Cm(λ)γ−qm )
1
q−2 then
Jλ(u)
(
1
2
− 1
q
)
Cm(λ)
(
Cm(λ)γ
−q
m
) 2
q−2 .
Since Cm(λ) → 1 and γm → 0 as m → ∞ we conclude that
βm := inf
u∈Zm‖u‖=rm
Jλ(u) → ∞,
as m → ∞. This completes the veriﬁcation of the assumptions of the Fountain theorem. 
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Appendix A
We prove a part of Lin’s result [17] via iteration of the CKN inequality. This actually gives us some useful chains of
inequalities as in (A.2). The reader should note that Lin’s result is more general and the technique used there is much more
involved.
The CKN inequality states that for some C > 0,
C
∥∥|x|−bu∥∥q 
∥∥|x|−a∇u∥∥p, ∀u ∈ C∞0 (RN), (A.1)
provided
1< p, 0 a b a+ 1< N
p
and q = Np
N − p(a + 1− b) . (∗)
Since the norms ‖|x|−a∇u‖p and ∑|α|=1 ‖|x|−aDαu‖p are equivalent, we may use either one in the above inequality. We
choose the latter norm to make the following calculations simpler. We replace u with Dβu in (A.1) and sum over |β| = 1 to
obtain,
C1
∑
|β|=1
∥∥|x|−bDβu∥∥q 
∑
|α|=2
∥∥|x|−aDαu∥∥p, ∀u ∈ C∞0 (RN),
provided (∗) holds. Now, from (A.1) we have
C2
∥∥|x|−cu∥∥q1 
∑
|β|=1
∥∥|x|−bDβu∥∥q, ∀u ∈ C∞0 (RN),
provided
1< q, 0 b c  b + 1< N
q
and q1 = Nq
N − q(b + 1− c) .
We see that Nq1 = Nq − b − 1+ c and Nq = Np − a − 1+ b, and consequently,
q1 = Np
N − p(a + 2− c) .
Next, we observe that
b + 1< N
q
⇔ Np(b + 1)
N − p(a + 1− b) < N ⇔ a + 2<
N
p
.
Since p  q, from the above observations we deduce the chain of inequalities
C2C1
∥∥|x|−cu∥∥q1  C1
∑
|α|=1
∥∥|x|−bDαu∥∥q 
∑
|α|=2
∥∥|x|−aDαu∥∥p (A.2)
for all u ∈ C∞0 (RN ), provided
1< p, 0 a b c  b + 1 a+ 2< N
p
,
q = Np
N − p(a + 1− b)q1 =
Np
N − p(a+ 2− c) .
In particular, we have
C
∥∥|x|−cu∥∥q1 
∑
|α|=2
∥∥|x|−aDαu∥∥p
for some C > 0 and all u ∈ C∞0 (RN ), provided 1< p, 0 a c  a+ 2< Np , and q1 = NpN−p(a+2−c) .
It is clear that further iteration will give,
C
∥∥|x|−bu∥∥q 
∑∥∥|x|−aDαu∥∥p (A.3)
|α|=k
736 S. Waliullah / J. Math. Anal. Appl. 385 (2012) 721–736for some C := C(a,b, p,k) > 0 and all u ∈ C∞0 (RN ), provided
1< p, 0 a b a+ k < N
p
and q = Np
N − p(a+ k − b) .
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