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Abstract 
The edges and faces of a plane graph are colored so that every two adjacent or incident of them are 
colored differently. The minimal number of colors for this kind of coloring is estimated. For the 
plane graphs of the maximal degree at least 10, the bound is the best possible. The proof is based on 
some new generalizations of Kotzig’s Theorem on the minimal weight of edges in plane graphs. 
Another tool is the concept of assigned coloring (choosability). 
1. Introduction and preliminaries 
In what follows, the word pseudograph is used to allow loops and multiple edges, 
while the word graph serves to prohibit them. 
Simultaneous colorings of heterogeneous elements of a graph were introduced in 
1965 by Ringel [13]. (By the elements of a plane graph G we mean its verticesV(G), 
edges E(G), and faces F(G).) Clearly, the following four combinations exist: vertices 
and edges, vertices and faces, edges and faces, and finally, all the elements at once. 
According to the general definition, for any given combination, every two of the 
elements in question should be colored differently if they are incident with each other 
or mutually adjacent. 
Ringel conjectured [13] that six colors suffice to color simultaneously the vertices 
and faces of each plane graph G, i.e., x,~(G) < 6 (the bound is precise), and succeeded in 
proving x&G)<7. This conjecture was proved in [3]. 
For each other simultaneous coloring there is a trivial lower bound for the minimal 
number of colors needed, depending on the maximal degree A(G) of a graph G, since 
all the edges at any vertex of maximal degree should receive distinct colors. For 
the total coloring (colored are vertices and edges), Behzad [2] and Vizing [15], 
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independently, conjectured that x,,(G)< A(G)+2. By now, this conjecture has been 
proved for A(G)< 5 only [9]. Kronk’s and Mitchem’s conjecture x&G)< A(G) +4 
[l l] on the entire coloring (all the elements of a graph G are colored) was proved for 
A(G)= 3 [11] and all A(G)> 12 [4]. Moreover, for A(G)2 18 we have the sharp bound 
x,,,(G)<A(G)+2 C41. 
The problem of simultaneously coloring the edges and faces, which is the main 
subject of this paper, appears to have first been considered by Jucovic [8] and 
Fiamcik [7]. They investigated the case of 3- and 4-regular graphs. By analogy with 
the conjectures above, [2, 11, 151, Melnikov conjectured [12, Problem 9, p. 5431 that 
x,,(G) < A(G) + 3. It follows immediately from Vizing’s Theorem x,(G) < A (G) + 1 
on the edge coloring of graphs [14] and the Four Color Theorem [l] that 
x,,(G)<A(G)+5. 
The main purpose of the present paper is proving that x,~(G)< A(G)+ 1 for all 
plane graphs G with A(G)> 10 (Theorem 5 below). The bound is precise, since 
~,#~,,)=n+ 1 for na 1: all n edges of K l,n are mutually adjacent and incident with 
the infinite face. (It is trivial that x&G)2 A(G) for each G.) A weaker version of 
Theorem 5, with A(G)> 17, was announced in [4]. It was proved in 143 that 
x,,(G)<G if A(G)=3. 
Theorem 5 clearly implies that if A(G)< 10, then xe,-(G)< 11, by adding lo- A(G) 
pendent edges to some vertex of degree A(G). Theorem 6 states: if G is a plane graph 
without separating triangles, while A (G) d 7, then xes(G) < 10. 
The proof of Theorems 5 and 6 is based on Theorems 1 and 3, respectively, 
generalizing the well-known Kotzig’s Theorem [lo] on the minimal weight of edges in 
plane graphs. (The weight w(e) of an edge e=(a, b) is defined to be the degree sum 
s(a)+s(b) of its endvertices a, b. Recall also that the vertices of degree k are called 
k-vertices.) Kotzig proved [lo] that in each 3-connected plane graph there is an edge 
of the weight at most 13; moreover, there is either a 3-vertex or an edge of the weight at 
most.11. Both bounds 13 and 11 are the best possible in view of the duals of the 
Archimedian solids (3,10,10) and (5,6,6). (In an Archimedian solid (k, 1, m), each vertex 
has degree 3 and is incident with a k-face, an l-face, and an m-face.) 
Theorems l-4 guarantee the same bounds 13 and 11 under some weaker assump- 
tions. Note that in proving them, the plane pseudographs without l- and 2-faces are 
employed instead of graphs, i.e., separating l- and 2-cycles may be present. (Cycles of 
the length k are called k-cycles. Loops are precisely l-cycles, while the two edges 
pertaining to a multiple edge form a 2-cycle.) This is not for the sake of generality, but 
serves to avoid troubles when inserting diagonals into non-triangular faces. (The 
diagonals are defined to be the edges which may be added in a plane pseudograph 
without violating planarity and creating i- or 2-faces.) 
Let us make another remark. Usually in face coloring problems the bridges 
(separating edges) are forbidden, for otherwise certain face would be adjacent o itself; 
that is, no proper coloring of such a graph could exist. We, however, allow selfadjacent 
faces and ignore the contact of a color to itselfin this exceptional case. This is important 
for the proof of Theorem 5, since deletion of edges from a graph may create bridges. 
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To be precise, recall that an edge e (or a vertex V) is said to be incident with a face 
fife (or V) is a part of the boundary off; an edge is considered to be incident with its 
endvertices. 
Sometimes the word light (or heavy) is informally used to mark that the weight of 
an edge in question is small (or big). 
2. Extensions of Kotzig’s Theorem 
In [S], Kotzig’s Theorem [lo] was extended as follows: Let G be a plane graph with 
the minimal degree 6(G) at least 3. Then w(e) < 13 for some edge e; moreover, either 
there is a cycle [a1 u2 u3 v4] such that s(ul) = s(v3) = 3, or w(e) < 11 for some edge e. This 
result will be further generalized in this section. 
The first direction of generalizing consists in taking into account the number t(e) of 
3-faces incident with an edge e. Namely, we define the augmented weight aw(e) to be 
w(e) + 2 - t(e). The term is justified by the inequality aw(e) 2 w(e) clearly true for each 
e, since no edge is incident with more than two edges. 
Theorem 1. Let G be a plane pseudograph without l- and 2-fates and having 6(G)>3. 
Then G contains either a cycle [ul v2 v3 v4] with s(vl) = s(v3) = 3, or an edge e such that 
aw(e)< 11. 
Proof. Let G be a counterexample to Theorem 1. We want to transform G into 
a counterexample T being a triangulation. 
Let f be a non-triangular face in G. Then a diagonal e = (a, b) may be inserted into 
f without violating the planarity condition and without causing a l- or 2-face 
to be created. If aw G+e(e)> 12, we put e* =e. Otherwise, we may assume that 
sG(a)<4. Then we denote by e* a diagonal (x1, x2) which cuts from f a 3-face 
[x,ax2]. For i= 1,2, since aw,(a, xi)B 12 by assumption, it follows that 
wo(a, Xi)=SG(a)+SG(Xi)2 10, or Sc(Xi)a6, i.e., wG+@(e*)> 12. 
Anyway, we have found inf such a diagonal e* that awG+& (e*)> 12. Let us prove 
that G+e* is, as well as G, a counterexample to Theorem 1. Since 6(G) 2 3, those 
4-cycles in the assumption passing through 3-vertices do not appear in G+e*. It is 
easy to see that the (usual) weight of the edges could not decrease. 
The only possibility for decreasing aw(e) of some edge e is clearly increasing t(e). 
But if t(e) is increased, then at least one face incident with e from non-triangular in 
G converts into a triangle in G + e*. A crucial observation is that e* then is adjacent o 
e; hence, the usual weight w(e) of e has increased at least by one. It remains thus to 
consider the following situation: after inserting e*, t(e) has increased by two, i.e., e* 
enters the two 3-faces incident with e in G + e*. A simple analysis shows that e then is 
a bridge in G whose deletion results in two connected plane pseudographs, each 
containing a l-face. Moreover, e* is a multiple edge for e. Therefore, w(e) has also 
increased by two in G+e*, with aw(e) having remained unchanged. 
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In this way, after a finite number of steps we obtain a counterexample T to 
Theorem 1 being a triangulation. However, in every triangulation clearly aw(e) = w(e) 
for each e. Our T is thus a counterexample to the aforementioned result from [S], 
which is a contradiction. 
This completes the proof of Theorem 1. 0 
Theorem 1 will be applied in Section 3 to prove Theorem 6 on coloring. The same 
arguments may be applied to obtain 
Theorem 2. Let G be a plane pseudograph without l- and 2-faces, having a(G)2 3. Then 
aw(e) d 13 for some edge e. 
Now turn our attention to another generalization of Kotzig’s Theorem. This may 
be characterized as follows: First, 2-vertices are allowed, under various restrictions. 
Secondly, it is not only guaranteed that there is some light edge at all but, moreover, 
that there is a light edge which is incident with a minor face. 
Let us introduce a few definitions. A vertex or a face is said to be minor if it is 
incident with at most five edges, and major otherwise. An edge is semisunk if it is 
incident with at least one minor face, and sunk if with minor faces only. Note that each 
sunk edge is also semisunk but not vice versa. A vertex is semisunk or sunk provided 
that all the incident edges are semisunk or sunk, respectively. Among non-semisunk 
2-vertices, we distinguish special ones which belong to some separating 3-cycles. To 
get accustomed to the definitions, one may deduce that each non-special 2-vertex is 
either semisunk, or does not belong to any separating 3-cycle. 
The following Theorem 3 is hard enough. It is an instrument for proving our main 
result (Theorem 5), and also seems to be of interest in itself. 
Theorem 3. Let G be a plane connected pseudograph on at least two vertices, which does 
not contain: 
(a) l- and 2-faces; 
(b) l-vertices; 
(c) sunk 2-vertices; 
(d) semisunk 2-vertices incident with a 6-face; 
(e) non-special 2-vertices adjacent to a minor vertex; 
(f) cycles [v1u2v3v4] such that each of the vertices vl, v3 is either a sunk 3-vertex or 
a semisunk 2-vertex. 
Then there is in G a semisunk edge of the weight at most 11. 
Proof. The proof is subdivided into Steps 3.1-3.5. 
Let G be a counterexample to Theorem 3. 
Step 3.1: Eliminating 4- and 5-faces. 
Let e=(a, b) be an arbitrary diagonal of a minor face f of length 4 or 5. If 
wG+e ( ) 2 12, we put e* = e. Otherwise, let for instance sG+e(a) <5. Then a diagonal 
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e* = (xi, x2) which cuts from f a 3-face [x1 ax2], is heavy: Since so(a) ~4, and both 
boundary edges el =(a, xi), ez =(a, x2) of [x1ax2] are semisunk, we have w&et)> 12 
and wJe,)B 12 by assumption. 
Thus, for each 4- or 5-facef; a diagonal e* may be pointed out having in G + e* the 
weight at least 12. Let us verify that G+e* is, as well as G, a counterexample to 
Theorem 3, i.e., all the conditions (a) - (f ) are satisfied for it: 
Since e* is a diagonal, no l- or 2-faces have appeared: thus (a) holds. 
There are no l-vertices in G+e*, for G does not contain isolated vertices. 
Observing that all major faces remain major, we deduce that the status of the 
vertices have not changed, i.e., no new sunk or semisunk vertices have been created in 
G+e*. It follows, in particular, the validity of(c). 
Since 6-faces and 2-vertices of G + e* were the same in G, (d) is true. 
Consider next the possibility that there appears a non-special 2-vertex u adjacent o 
a minor vertex u’. Due to (b), u had in G the same degree two. Therefore, u was adjacent 
to u’ in G either, and clearly, u’ was also minor in G. It remains thus to assume that u in 
G was special (that is, belonged to a separating 3-cycle), while it has lost this property 
in G+e*. However, no separating cycle of a plane pseudograph may be turned by 
inserting an edge into a non-separating one without violating the planarity. This 
contradicts (e) for G: therefore, since G satisfies (e), so must G+e*. 
At last, assume we have got in G+e* a cycle, C, described in (f). As mentioned 
above, the sunk or semisunk vertices ul, w, have not changed their status. They also 
had the same degrees in G due to (b), (c), i.e., e* is not incident with ul, ug. Hence, 
C existed already in G, a contradiction with (f). Thus (f) is true for G+e*. 
Let from now on G be such a counterexample to Theorem 3 which does not contain 
4- or 5-cycles. Thus the only minor faces of G are 3-faces. 
Step 3.2: Averaging the charges of vertices and faces. 
We need the following definition. If there are no special 2-vertices in G, put 
G” = G’= G. Otherwise, choose a cycle S with the minimal interior int(S) among those 
separating 3-cycles passing through special 2-vertices, and put G’ = G - Ext (S), 
G” = Int(S) where Ext(S) is the exterior of S. In other words, G’ is the closed interior of 
S, and G” is the proper one. 
Our object will be G’. It follows immediately from the definition that there are no 
special 2-vertices in G’. Note also that for the degrees of the vertices from S, we mean 
their degrees in G’. 
Since G’ is connected, without l-, 2-, 4-, and 5-faces, the Euler formula 
I V(G’)I-_IE(G’)I+IF(G’)I=2 
may be transformed, using the obvious relations 
2)E(G’)J= C S(U)= C iJFi(G’)J; 
usV(G’) i>3 
IF(G 1 IFi(G’)I, 
ia 
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where Fi(G’) denotes the set of i-faces in G’, as follows: 
C (s(u)-~)+~?~ (2i_6)lFi(G’)l=-12. (*) 
veV(G’) 
Every vertex u of G’ contributes a charge b(v)=s(u) -6 to the left side of (*), while 
every i-face f contributes a charge b(f) = 2i - 6. Thus 
c b(u)+ c b(f)= -12. 
ucF’(G’) f EF(G’) 
Due to the definition, only the charges of minor vertices are negative. The rest of the 
proof of Theorem 3 consists in constructing a function b’ : V(G’) u F(G’) + R with the 
following properties: 
First, 
c b’(x)= 1 b(x)= - 12. (**) 
xoV(G’)uF(G’) xeV(G’)uF(G’) 
Secondly, b’(x) 20 for each XE V(G”)uF(G’), while, if there are special 2-vertices in 
G, then b’(u)2 -4 for each VE V(S), with b’(u,) > -4 for some Q,E V(S). 
These two properties clearly result in a contradiction 0~ - 12 (or - 12 < - 12 if 
there are special 2-vertices in G), completing the proof of Theorem 3. 
Informally speaking, major faces and vertices of G’ donate shares of their positive 
charges to (the negative charges of) the neighbour minor vertices of G”. The point is to 
compensate the deficient vertices without overdrawing the resources of the donators. 
Step 3.3: Constructing the function b’. 
Initial charges of the vertices and faces are defined by the function b above. 
For every edge e=(w, u) of G’, the following Rule 1 is applied precisely once. 
Rule 1. If w is a major vertex from G”, or WE V(S), while u is a major vertex from G”, 
then the following value is subtracted from the current charge of w and added to the 
current charge of u: 
1 if u is a sunk 3-vertex; 
314 if u is a semisunk 2-vertex; 
l/2 if either u is a sunk 4-vertex, 
or u is a non-sunk 3-vertex, while e is sunk; 
l/4 if s(u) = 3, while e is semisunk, but not sunk; 
l/5 if u is a sunk 5-vertex. 
Now the function b’ for the major vertices of G” and all the vertices of S is already 
defined by their resulting charges. To obtain b’ for the faces of G’ and the minor 
vertices of G”, Rule 2 is used. 
We precede the declaration of Rule 2 by introducing the concept of a gate from 
a vertex into a face. Since G’ is connected, the boundary of every k-face f is a closed 
route C(f)=[oleluzez ..I ukekul] where ei for 1 d i< k is an edge joining the vertices 
Simultaneous coloring 27 
Vi and Vi+ I (indices are taken modulo k). Observe that separating vertices and edges 
enter C(f) with repetitions. Let u be a vertex lying on the boundary C(f) offand let 
L, R be a pair of consecutive dges of C(f) both incident with v. Then the quadruplet 
g =(f, u, L, R) is called a gate from vertex u into facef: 
For every gate g = (f; u, L, R) of G’, the following Rule 2 is applied precisely once. 
Rule 2. If f is a major face from G’, while u is a minor vertex from G”, then the 
following value is subtracted from the current charge off and added to the current 
charge of u: 
512 if u is a semisunk 2-vertex; 
2 if either s(u)=2, with u not being semisunk, 
or s(u)>2, and both the edges L, R are semisunk; 
312 if precisely one of L, R is semisunk; 
1 otherwise. 
Now the function b’ is defined for all vertices and faces of G’ by their resulting 
charges. 
The first important property, (**), of b’ follows immediately from the construction. 
Step 3.4: Non-negatiuity of b’(x)for XE V(G”)uF(G’). 
First of all, prove b’(u)20 for each minor vertex of G”: 
Let s(u) = 2. If u is not semisunk, it receives twice by 2 (Rule 2), due to the incidence 
with two major faces. Otherwise, u twice receives by 1 due to Rule 1 (since G is 
a counter-example, the semisunk edges incident with u are either heavy, hence lead to 
major vertices, or lead to S) and once receives 2 due to Rule 2. Anyway, u totally 
receives four and b’(u) = b(u) + 4 = s(u) - 6 + 4 = 0. 
Let from now on s(u) 2 3. If u is sunk, then b’(u) = 0, since all incident edges are sunk; 
therefore, each of the neighbour vertices is either major or belongs to S. Next, let u be 
incident with precisely one major face. Then it receives 2 due to this face, and 
b’(u) > b(u) + 2 = s(u) - 6 + 2 = s(u) - 4. But according to Rule 1, u then receives twice by 
l/4 and once l/2, that is b’(u) = 0 in this case. If u is incident with precisely two major 
faces, it receives at least 1 from each of them. Thus, again, only 3-vertices need 
attention. But such 3-vertices receive twice by 3/2 due to Rule 2 (and twice by l/4 due 
to Rule 1, which is superfluous here). At last, if u is incident with more than two major 
faces, then b’(u) 2 b(u) + 3 . 1= s(u) - 3 2 0. 
Now consider a k-face f; k 2 6: 
To simplify the argument, we do another averaging. For every gate g = (J u, L, R) 
which causes 5/2-transfer fromf (see Rule 2), switch by l/2 to both neighbour gates. 
(These two neighbour gates previously did not cause any transfer fromA for neither of 
the edges L, R could end in a minor vertex of G”.) After that, g takes 512 - 2. l/2 = 312 
from f: 
Similarly, if s(u)= 2 and UE V(G”) is not semisunk, then neither of L, R can end in 
a minor vertex of G”, due to the property (e) of G and the definition of G”. Thus the 
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expenditure caused by g is decreased to 2 - 2 * i/2 = 1, while the expenditure of the 
neighbour gates increased by l/2. 
Now if s(u)>2 but either of the edges L, R is semisunk, we similarly switch by l/2 
from g to such neighbour gates. After that g takes 2 -2 * l/2 = 3/2 - l/2 = 1 from f: 
Note also that those previously “empty” gates now take at most 2.1/2 fromfeach. 
Thus, each gate of a semisunk 2-vertex now takes 3/2 from b(f), while each other 
gate takes at most 1. Clearly, f is incident with at most L k/2] gates of semisunk 2- 
vertices. If k 2 8, it follows already 
bf(f)=b(f)-3/2.Lk/21-1.(k-Lk/2J)=2k-6-1/2.Lk/2J-k 
If k=7 then either at most two gates take by 3/2 from b(f), and b’(f)> 
8 - 3/2 * 2 - 1. (7 - 2) = 0, or there are precisely three gates which take by 3/2. But then 
the boundary off clearly contains two consecutive vertices which are either major or 
belong to S. They take by i/2 from b( f ), and b’(f) = 8 - 3.3/2 - 2 * 1 - 2 * l/2 = l/2 > 0. 
At last, if k = 6, then due to the property (d) of G, b’(f) 2 6 - 1.6 = 0. 
Last but not least is the problem of major vertices: 
Suppose, b’(w)<0 for a certain major vertex w of G”. By Rule 1, the initial 
non-negative charge b(w) could diminish only due to the presence of semisunk edges 
e=(w, a), with UE V(G”) being minor. But such edges have in G the weight at least 12. 
Consequently, s(w) 2 7. Consider the situation in detail. 
Case 1: s(w)=7. 
From the observation above, w may donate something to 5-vertices only; but again 
by Rule 1, these 5-vertex receivers are sunk. Hence, observing that no two minor sunk 
vertices are adjacent to each other, we deduce b’(w) > b(w) - 7/2.1/5 = 1 - 3/5 > 0. 
Case 2: s(w) = 8. 
Similarly, w donates nothing to 2- and 3-vertices. In fact, it donates at most four 
times by at most l/2 to sunk 4- and 5-vertices, therefore b’(w) > 2 - 4.1/2 = 0. 
Case 3: s(w)=9. 
No transfer occurs to 2-vertices. Observe that w is incident with at most four sunk 
edges which end in some minor vertices of G”. Due to the property (f), at most three of 
them go to sunk 3-vertices, taking by 1 from w; moreover, if precisely three, then no 
other edges can take anything from w. It follows that sunk edges cannot take from 
w more than three in total. 
To include the semisunk edges taking l/4 each into consideration, we observe that 
every such edge is adjacent o an edge which takes nought from w. It follows, at most 
two consecutive dges may take by l/4. Hence a pair of such edges or a single such 
.edge may be reduced to a sunk edge taking l/2; so, we are done. 
Case 4: s(w)> 10. 
Let us do additional averaging to simplify the rest of the argument. From every 
edge conducting 1, we switch by l/3 to each of the two neighbour edges with the end in 
w. From each 3/4-conductor, we switch 7120 to that edge e’=(w, u) which belongs to 
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the 3-face [wou]. Note that 3/4- 7/20=2/5. Finally, from each l/Zconductor, we 
switch by l/20 to the two neighbour edges; note that l/2 - 2.1/20 = 2/5. On the other 
hand, 7120 + I/20 = 215 and I/3 + l/20 < 215. 
It follows from the property (f) of our G that every edge now conducts, i.e., takes 
from w, at most 2/5. Hence, 
Step 3.5: Concluding contradiction. 
We are now prepared to complete the proof of Theorem 3 in case when G” = G’ = G, 
i.e., no special 2-vertices exist in G: From (**), one has 
1 b’(x)= - 12, 
xeV(G)uF(G) 
but on the other hand, b’(x)20 for every XE V(G)uF(G) due to Step 3.4; a 
contradiction. 
Now assume that special 2-vertices do exist, and let w be an arbitrary vertex of S. 
Recall that precisely s(w) - 2 edges join w with the vertices of G”. Each of them causes 
taking from w at most 1 due to Rule 1. Hence, 
By the definition of S, we have s(wi)= 2 for some vertex w1 of S= [wl wZw3]. Since 
S is separating, w2 may be assumed to have the degree at least 3. However, it is clearly 
impossible for w2 to be joined by s(wZ) - 2 > 1 edges to sunk 3-vertices of G”; therefore, 
b’(w2)+4>0. 
Thus 
On the other hand, (**) and Step 3.4 yield 
This contradiction completes the proof of Theorem 3. 0 
Removing the condition (f) from the assumption of Theorem 3 and substituting 11 
by 13 in its conclusion, we obtain another generalization of Kotzig’s Theorem which 
may be indirectly stated as Theorem 4. The proof is by the same techniques. 
Recall here that the parameters 13 and 11 in Kotzig’s Theorem (and, hence, in our 
Theorems l-4) are the best possible. 
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3. Application of the structural results to colorings 
Theorem 3 yields a possibility to relatively easily prove our main result, namely, the 
sharp upper bound x&G) < A (G) + 1 for the edge-and-face chromatic number xc/(G) 
of the plane graphs G with the maximum degree A(G) at least 10. In fact, the items 
(b)-(f) of the assumption of Theorem 3 and also its conclusion describe some 
reducible configurations for this coloring problem. In other words, such structural 
fragments cannot be present in a minimal counterexample for Theorem 5 below. The 
bound is sharp since in K1,, all n edges are pairwise adjacent and incident with the 
infinite face. A broader class of extremal construction is obtained by adding an 
arbitrary matching to K,,, or by hanging such an extended star up to an arbitrary 
vertex of non-maximal degree in arbitrary plane graph of A(G)> 10. 
Theorem 5. Zf G is a plane graph with A(G)> 10, then x=/(G)< A(G)+ 1, the bound 
being sharp. 
Proof. Suppose on the contrary that xer(G *) > A(G*) + 1 for certain plane graph G* 
with A (G*)> 10. Denote by G a plane graph with the least number of edges having the 
following properties: A(G)< A(G*); xJG)> A(G*)+2. Actually, G may be construc- 
ted as an appropriate subgraph of G*. 
Let us verify that the assumption of Theorem 3 is true for our G. Clearly, G is 
non-trivial, for x&Q= 1. Since isolated vertices are irrelevant for our purposes, 
we shall remove them whenever they appear. Suppose, G is disconnected and 
consists of connected components C1, C2, . . . . Then x&CI)<A(G*)+l and 
x,/(G- Cl)< A(G*)+ 1 due to the minimality of G, however, any (A(G*)+ l)-coloring 
of C1 may be easily combined with that of G-C1 to obtain a (A(G*)+ 1)-coloring of 
G, a contradiction. 
We now prove for G the validity of each of the items in the assumption of 
Theorem 3, one by one, by extending a certain partial coloring of G to an edge- 
and-face coloring of G with A(G*)+ 1 colors. 
Verifying the second case of Property (e), we should avoid the appearance of loops 
and multiple edges. Another remark of importance for our proof concerns the 
selfadjacent faces: Some bridges (i.e., separating edges) el , ez, . . . of G - e may be non- 
bridges in G; the contact of some color to itself along the bridge e, is allowable in G-e 
due to our broader definition of proper coloring; however, it certainly should be 
eliminated in G. But this is just the case with our proof the removed edge e is always 
semisunk, while a minor face incident with e is always recolored after having colored e. 
Property (a). Follows from the definition of a graph. 
Property (b). Let e be a pendent edge. We color simultaneously the edges and 
faces of G-e with A(G*) + 1 colors. Then e is colored: there are at most 
A(G)- 1 < A(G*)+ 1 adjacent edges and one incident face, i.e., less restrictions than 
colors. 
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Property (c). Let some 2-vertex u be incident with minor facesfi andfi (the case 
fi =fi is not excluded). Remove an edge (u, w) and color the resulting graph. Restore 
e and discolor the face fi fi. There are at most 1 + A(G)- 1 < A(G*) restrictions for 
coloring e. Afterwards we colorf, andfi: there are are at most 5 + 5 = 10 restrictions, 
while the number of colors available is A (G *) + 12 11. 
Property (d). Let s(u)=2 and u be incident with an edge e, a minor face fi, and 
a B-face_&. As above, we remove e, color the resulting graph, discolorfi f2, and color 
consecutively e, f2, and fi . 
Property (e). Let a non-special 2-vertex u be adjacent o a minor vertex w and some 
vertex U. 
Case 1. The edge (u, w) is in G. 
Since u is non-special, the 3-cycle [uuw] is not separating, i.e., it is a 3-face. As above, 
remove (u, w), color the obtained graph, color (u, w), and recolor [uuw]. 
Case 2: There is no edge (u, w) in G. 
Replace the chain uuw with the edge (u, w). No loops appear since there are no 
multiple edges in G, and no multiple edges due to the assumption. Color the resulting 
graph, restore the chain uuw, color the edge (u, v) by that color which was on (u, w). 
Finally, color the edge (u, w): it is incident with two faces and adjacent o at most five 
edges, whereas the number of colors is A(G*)+ 12 11. 
Property (f). Let e be an edge of a cycle C = [ul u2u3u4], each of the vertices ul, u3 
being either a semisunk 2-vertex or a sunk 3-vertex. Remove e and color the resulting 
graph with A(G*)+ 1 colors. Restore e and discolor the other three edges of C. We 
also discolor the minor faces incident with the edges of C. Now to every edge of C, we 
assign those colors which are not occupied on adjacent edges and incident faces. 
Observe that at least two colors are assigned to every edge of C. Then a proper 
coloring of the edges of C may be chosen from this assignment; it is obviously 
consistent with the coloring of other edges and faces of G with A(G*) + 1 colors. (More 
on assigned coloring (choosability) may be found in [6, 161.) Finally, the discolored 
minor faces may be colored as above, a contradiction. 
Thus the assumption of Theorem 3 is valid for our G. It follows, there exists an edge 
e incident with a minor face f and having w(e)< 11. Remove e from G and color the 
resulting graph. Discolorf, then color consecutively e andf: in both events there are 
10 restrictions, while A (G *) + 12 11 colors are available. 
This completes the proof of Theorem 5. 0 
It follows easily from Theorem 5 that x&G)< 11 if A(G) < 10: just join lo- A(G) 
pendent edges to some vertex of degree A(G). We now use Theorem 1 and the concept 
of assigned coloring (choosability), [6, 161, to prove the following sufficient condition 
for x,,(G) < 10: 
Theorem 6. If G is a plane graph without separating triangles, where A(G)<7, then 
xef(G) < 10. 
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Proof. It is an easy corollary of the following. 
Lemma 7. Let G be a plane graph without separating triangles, where A (G) < 7. Assume 
that to every edge e an arbitrary set A(e) (of admissible colors) is assigned such that 
I A(e) 12 8 + t(e). Then a color may be chosen from every set A(e) such that the resulting 
coloring of G is proper (the colors on each two adjacent edges are diflerent). 
Proof. Let G be a plane graph with the least number of edges which together with an 
assignment A yields a counterexample to Lemma 7. 
(1) d(G)> 3. 
Otherwise, if s(v) < 2 and an edge e* is incident with u, then the graph G-e* may be 
properly colored, with the colors being chosen from A. (Removing edges does not 
create 3-faces, so that for any e, 1 A(e) I> 8 + t(e) in G-e* as well.) The edge e* is 
adjacent to at most 1 +A(G)-1<7 edges, whereas IA( 28, so a color for e* 
may be chosen from A(e*) not having been chosen for any edge adjacent o e* - a 
contradiction. 
(2) There is no cycle C=[u1v203u4] in G with s(u1)=s(u~)=3. 
Otherwise, take a proper coloring of G-E(C) chosen from A. Delete from the 
assignment A(e) of every edge e of G those colors utilized in the coloring of edges 
adjacent o e. Since there are at most 1 + A(G)-2~ 6 restrictions, at least two colors 
remain not deleted for every eEE(C). It is easily verified that a proper coloring of 
G may be chosen from the remaining colors (in terms of [6], the choosability of an 
even cycle is two). Combined with the coloring of G -E(C), it gives a proper coloring 
of G chosen from A, a contradiction. 
Now from Theorem 1 we have the following. 
(3) There is an edge e* in G with aw(e*)< 11. 
The edge e* is adjacent to w(e*)-2 edges, but 
w(e*)-2=aw(e*)-2+t(e*)-2<7+t(e*), 
whereas IA(e*) I> 8 + t(e*). That is, e* may be colored as required, a contradiction. 
This complete the proof of Lemma 7. 0 
To prove Theorem 6, at first color all the non-triangular faces of G with the colors 
from {1,2,..., 5}. Afterwards, to every edge e, we assign those colors from 
(1,2,..., lo} that are not occupied at the faces incident with e. We arrive at the 
assumption of Lemma 7 which yields an edge coloring consistent with the coloring of 
the non-triangle faces. Finally, color the 3-faces: there are 3 +3 restrictions for 
coloring each of them and 10 colors are available. 0 
4. Conclusion 
Due to Theorem 5, for any plane graph G of degree at least 10, the edge-and-face 
chromatic number x&G) may have only two values: A(G) or A(G)+ 1. 
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Problem 8. Characterize those plane graphs G having x,,-(G)=x,(G)= d(G). 
Problem 9. Find precise upper bound of x,/(G) for the plane graphs G with A(G)<9. 
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