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Abstract The paper investigates robotic assembly by fo-
cusing on the manipulation of microparts. This task is for-
malized through the notion of basic tasks which are orga-
nized in a logical sequence represented by a function chart
and interpreted as the model of the behavior of the exper-
imental setup. The latter includes a robotic system, a grip-
ping system, an imaging system, and a clean environment.
The imaging system is a photon videomicroscope able to
work at multiple scales. It is modelled by a linear projec-
tive model where the relation between the scale factor and
the magnification or zoom is explicitly established. So, the
usual visual control law is modified in order to take into ac-
count this relation. The manipulation of some silicon mi-
croparts (400 µm×400 µm×100 µm) by means of a dis-
tributed robotic system (xyθ system, ϕz system), a two-finger
gripping system and a controllable zoom and focus videomi-
croscope shows the relevance of the concepts. The 30 %
of failure rate comes mainly from the physical phenomena
(electrostatic and capillary forces) instead of the accuracy of
control or the occultations of microparts.
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1 Introduction
Microassembly stands for assembly of micrometric (i.e. sub-
millimeter) parts in order to obtain compound products, more
particularly in three dimensions. The size of those objects
may not be micrometric, the important point is the fact that
they include at least one micrometric part. They can be sen-
sors, actuators as well as structures and are developed for a
large amount of applications in biomedical field, aerospace
engineering, automotive households, IT Peripherals, etc. The
microassembly process can be classified into self-assembly
and robotic assembly. In the former case, physical phenom-
ena (mechanical, electrostatic,...) and chemical bonds en-
able the joining of the various components and require the
functionalization of the different surfaces that intervene in
the process. In the second case, a robotic system usually
in combination with a gripping system and an imaging sys-
tem are used to reach the objective. The microassembly pro-
cess can be break down into basic tasks that are sequen-
tially performed: visual detection of the microcomponent,
positioning of the microcomponent, positioning of the end-
effector, gripping of the microcomponent, transfer of the mi-
crocomponent, release of the microcomponent, etc. This pa-
per leads with the second approach i.e. robotic microma-
nipulation and microassembly. The size of microparts in-
volved in the process of microassembly is very important.
The more the size decreases the more difficult is the ma-
nipulation since the requirement of tolerance, resolution and
accuracy increase and the effect of adhesion becomes pre-
dominant over that of usual gravity. The size of 10 µm is a
threshold. Below this value, the gravity force becomes the
least important force of all ([14], [17]). The microassembly
or micromanipulation process can be performed in different
modes: automatic mode (using vision or force feedback),
semi-automatic mode (only a part of the process is auto-
mated), tele-operated mode (using a joystick) and manual
mode.
1.1 Overview
Among the works mentioned in the literature dealing with
the problem of automation of such tasks, we can cite the
fully automated robotic insertion of a 228.6 µm diameter
peg into a hole of 254 µm diameter which was achieved with
an accuracy of 2.2 µm by B. J. Nelson and his colleagues
([44], [50], [27], [33]). More precisely, in this work a photon
videomicroscope with four magnifications (2×, 10×, 20×,
50×) is used enabling authors to implement a four-scale vi-
sual servoing of type of LQ (Linear quadratic) control law.
The process switches successively from 2× magnification
at the beginning to 50× at the end. In parallel, insertion of a
100 µm diameter peg into a hole was performed by Chen
et al. ([6]) and that of a 500 µm × 20 µm into hole of
2550 µm × 500 µm was done by Enikov et al. ([12]). In
the same case, insertion of a 450 µm × 400 µm × 300 µm
peg into a hole of 650 µm × 500 µm × 300 µm was per-
formed by Tao et al. ([41]) with an active zooming of the
microscope during the manipulation. Of course this is also
done with a multiple scale visual servoing. Lee et al. ([24])
has worked about images-based micropositioning for 3D as-
sembly of MEMS using a multiple scale approach. J. Wa-
son et al. ([46]) have presented an automatic insertion of a
300 µm2 micropart into a hole which was performed by the
cooperation of three independent probes acting as fingers.
In another case, semi-automated experiments of assembly
metal microparts with a silicon microparts were reported by
Yang et al. ([18], [48]). In these experiments, the core of the
task was the insertion of 500 µm × 100 µm pegs into holes
of 520 µm × 110 µm. The means included a distributed
robotic and a four-view imaging systems.
After the peg-in-hole task, the assembly of some usual
compound products was achieved. A manual experiment of
assembly of a 1 mm3 house was conducted by Tsuchiya et
al. ([42]). Four faces and the roof in two microparts were
mounted and soldered in a SEM (Scanning Electron Micro-
scope) chamber. We can also refer to the manual assem-
bly of a 900 µm diameter ball bearing with six compo-
nents (1 housing, 6 balls of 100 µm diameter, 1 shaft, 1
cover) which were achieved by Ashida et al. ([3]) and that
of a gear train by Ogawa ([28]) in the case of microfactory
paradigm whose main results were summarized by Okazaki
in 2004 ([29]). This paradigm appeared less relevant in mi-
croassembly in opposition to manufacturing since the imag-
ing system could not be miniaturizing. Another manual mi-
croassembly of 3D micro coils were reported by Dechev et
al. ([9], [8]). In these works, passive silicon grippers and
microparts were designed to exhibit compliance which en-
abled accurate assembly: simultaneous insertion of two tips
4 µmwide into holes which were slightly smaller. The over-
all size of the micropart varied from 60 µm × 70 µm to
300 µm × 400 µm. A distributed robotic system with a
photon videomicroscope (20 × magnification) were used to
carry out the experiments. The importance of suitable illu-
mination for silicon microparts is pointed out. The authors
recommend the use of light with a wavelength higher than
660 nm. Udeshi et al. ([43]) and Saini et al. ([35]) reported
assembly of micro columns using compliant systems as in
the works of Dechev et al. ([8]).
Part of a genuine watch gear system including six com-
ponents (plate, minute gear and pinion, hour gear and pin-
ion, third gear and pinion) was automatically assembled by
S. Koelemeijer et al. ([7]). More recently, assembly of a
gear system including nine components (2 shafts, 5 gears, 1
wheel, 1 toothed base) was reported by Sun et al. ([38]) and
Xie et al. ([47]). In this assembly, the diameter of the over-
all system was about 2 mm. To perform the microassembly,
a visual servoing with a modified Smith predictor enabling
the modelling of the delay in the assembly process was im-
plemented. Probst et al. ([32]) reported the mounting and
fixing by UV activated glue of the structure of a microrobot
with their novel microassembly system.
In the optical microsystems (also called MOEMS) as-
sembly field, the assembly of compound products for pho-
tonic purpose was achieved. The partially automated assem-
bly of a laser diode pump was achieved by Lee et al. ([23]),
Kim et al. ([22], [21]). The core task was the insertion of
an optic fiber into the hole of a 400 µm × 300 µm × 90
µm support. An automatic accomplishment was reported
by Enikov et al. ([11]) by introducing the incompressible
time of image formation and the retrieval of information as
a delay in the control loop. Insertion of optic fibers into V-
groove was performed by Popa et al. ([30], [31]). Also in
theMOEMS assembly field, microspheres of diameter about
1 µm and plates of 25 µm × 25 µm × 0.5 µm were manu-
ally assembled into 3D photonic crystals by Aoki et al. pub-
lished in the prestigious scientific revue Nature ([2]). The
process was achieved by a microrobotic system in conjunc-
tion with a stereo SEM imaging system. This work led De
La Rue ([34]) to conclude that microassembly is a promis-
ing approach to building the next generation of photonic de-
vices.
Interesting works related to the manipulation and assem-
bly of microbiomedical components are proposed in the lit-
erature. We can cite the assembly of microelectrode arrays
for use in the central nervous system proposed by Ghovan-
loo et al. ([19]). The work consisted in stacking into a glass,
planar micromachined probes with spacers (glass sheets or
polyimide) in between. The spacer thickness varied from
250 µm to 500 µm. Recently Sieber et al. ([36]) reported
the microassembly (handling, positioning and bonding) of
a force sensor (1.5 mm × 1.5 mm × 0.65 mm) for use in
biomedical devices.
Beside the above experiments of microassembly, some
authors have investigated specific visual tracking and servo-
ing for microassembly compelling to deal with the photon
videomicroscope modelling and calibration ([15], [50], [39],
[16], [40]). As assembly on the micro scale is the continua-
tion of assembly on the macro scale, developments achieved
in visual tracking ([26]) or servoing ([5], [4]) are of high
interest in microassembly.
Some authors have investigated the problem of organiz-
ing optimally the control architecture of the microassembly
system by proposing a multiple level paradigm ([13], [25]).
Therefore, this state of the art of robotic microassembly
leads to the conclusions exposed below.
1. Involved robotics systems are distributed. More precisely,
the degrees of freedom (dof) are distributed to multiple
autonomous systems which act together,
32. Visual servo is an incontrovertible control scheme as im-
age is the main source of information,
3. Control of the handling force is very relevant,
4. Multiple scale imaging is required in order to solve the
classic field-of-view/resolution dilemma (a wide field-
of-view is incompatible with a high resolution) of the
imaging system,
5. Control of part handling is indispensable, directly or via
the environment.
6. Precision obtained during the micromanipulation and mi-
croassembly tasks is often superior to 2 µm.
1.2 Contributions and organization
From the overview presented above, it is appears that most
of microassembly workcells is equipped a with distributed
vision system; two or more optical microscopes (one top
view camera and one or more lateral view cameras) ( [6], [33], [10]).
This configuration is adapted to access to the 3D information
of the scene during the manipulation or assembly tasks. In
this paper, the distributed imaging system is replaced by a
single optical videomicroscope for increasing considerably
the workspace around the microassembly area. As regards,
the computation of the 3D information is obtained using a
depth-from-focus and pose-from-focus methods. Thanks to
motorized zoom and focus of the photonic microscope, dy-
namic and multiple scale visual servoing is proposed. So, the
new control laws presented in this paper integrate the zoom
control in the image jacobian.
This paper investigates robotic assembly and it focuses
more precisely on the manipulation of microparts. The con-
cept is formalized through the notion of basic tasks which
should be organized in a logical sequence. The latter is rep-
resented by a function chart (a Petri net is also possible) and
interpreted as the model of the behavior of the experimen-
tal setup, which should include a robotic, a gripping and an
imaging system and a clean environment. The imaging sys-
tem consists on a photon videomicroscope which works at
a multiple scale. It is modelled by a linear projective model
where the relation between the scale factor and the magni-
fication is explicitly established. Then, usual visual control
laws are modified in order to take into account that relation.
The manipulation of some silicon microparts (400 µm×400 µm×100 µm)
by means of a distributed robotic system (xyθ system, ϕz
system), a two-finger gripping system and a controllable zoom
and focus videomicroscope shows the relevance of the con-
cepts. Section II exposes the modelling of the manipulation
task as a sequence of basic tasks which is represented by a
function chart. Section III develops the multiple scale visual
control by considering two laws: exponential and polyno-
mial decrease of error. A multiple scale modelling of the
photon videomicroscope is proposed in section IV. The cor-
responding calibration approach combining robotic and vi-
sion is also exposed indeed usual practical calibration meth-
ods are not usable because of some properties of the mi-
croscope in comparison with a conventional lens. Section V
exposes the vision algorithms used in the experiments. They
include the tracking of micropart and gripper in the images
of the scene, the autofocus achievement and the recovery of
depth. The experimental setup is presented in section VI and
the results of experimentations are exposed and analyzed in
section VII. They show the relevance of the proposed con-
cepts. Despite the use of a controlled environment room the
electrostatic and capillary forces are high enough to cause
the failure of the micromanipulation task.
2 Modelling of robotic micromanipulation
Fig. 1 View of the gripping plane and view of both of the gripping
points.
Robotic manipulation corresponds to the handling and
positioning of microparts by means of a robotic system in
conjunction with a gripping system and an imaging system.
As a consequence, the micromanipulation task can be bro-
ken down into basic tasks which must be performed in an
ordered sequence. Some basic tasks are relative to the imag-
ing system.
1. Task 1: Autofocusing. This task enables to keep focused
the micropart of the images of the scene during the pro-
cess.
2. Task 2: Detection of the micropart. The gripping of the
micropart assumes its recognition and localization in the
scene. If this scene includes several microparts, then it
is necessary to define the criteria for the selection of the
target micropart.
3. Task 3: Increasing the imaging scale. A high scale of
imaging and then of control enables a high accuracy of
positioning.
4. Task 4: Decreasing the imaging scale. A low scale of
imaging enables a global view of the work scene.
5. Task 5: Aligning of the micropart with the gripper fin-
gers using the angular motion θ of the positioning plat-
form. This task angles the micropart in the direction of
the gripper fingers enabling its future grab.
46. Task 6: Positioning and centering of the micropart with
respect to the gripper. The central micropart is brought
over the mid-point of the two finger-tips with an accu-
racy which is as high as possible (Fig. 1.1).
7. Task 7: Opening of the gripper. The gripper fingers are
opened in order to encircle the micropart.
8. Task 8: Descent of the gripper. It is assumed that at the
beginning the gripper is over the micropart, the gripping
requires the aligning of the gripper fingers with the grip-
ping plane of the micropart.
9. Task 9: Closing of the gripper. Every finger-tip (respec-
tively p1 and p2 for the higher and lower tip) is displaced
into a contact point (respectively p∗1 and p
∗
2) located in
the gripping plane of the part (Fig. 1.2).
10. Task 10: Gripping of the part. An appropriate tightening
force is required which enables the gripping without de-
struction of both the part and the gripper. That possible
consequence justifies the implantation of force sensors
in the gripper.
11. Task 11: Unsticking of the micropart of the support. A
force is applied to the micropart that overcomes the ad-
hesion forces between the part and the support.
12. Task 12: Ascent of the gripper with the micropart.
13. Task 13: Transfer of the micropart to the target location.
The initial and final locations may be far enough which
justifies a macro-micro motion paradigm.
14. Task 14: Release of the micropart. This task is decisive
in the process. Because of the high level of capillary
forces, the micropart trends to stick on the fingers af-
ter their opening. The performing of direct (gripper or
part control) or indirect (environment control) strategies
to make the release reliable is consequently strongly rec-
ommended.
Several logical combinations of the above basic tasks
can lead to the desired result according to the systems avail-
able for the performance of the micromanipulation task. Each
combination which is a sequence of the tasks can be speci-
fied by a function chart. Let the purpose of the primary (ma-
nipulation) task be a cyclical pick up of microparts from the
initial locations and their place in target locations. The func-
tion chart of Fig. 2 is the representation of a sequence en-
abling the achievement of the pick and place task. In this
case an additional basic task is associated corresponding to
the motion of return of the gripper to its original location.
Some tasks require a high accuracy, so it is recommended
to check up on their success. The function chart represent-
ing the sequence can include that possibility as exposed in
Fig. 2.
A sequence of tasks can be considered as a model for the
behavior of the systems dedicated to perform the manipula-
tion task. Consequently it can be used as a mean to perform
the control of those systems. The manipulation appears as
a sequence of servo controls including visual controls. The
latter is of the multiple scale type as the imaging is of that
type.
Fig. 2 Sequencial function chart of the picking and placing of a com-
ponent.
3 Multiple scale visual control
Visual control in the image, more particularly 2D visual ser-
voing, is accurate and robust to the errors of modelling of the
imaging and the robotic systems. Thus, it is suitable for the
achievement of basic manipulation tasks. Among the vari-
ous numbers of control laws: exponential and polynomial
decrease of error exhibit high efficiency.
3.1 Exponential Decrease of error with adaptive gain
The multiple scale paradigm is introduced in the control by
explicitly modelling the scale factor k as a function of the
magnification or zoom factor ζ . As a consequence, the fo-
cal length ( f ), the desired value of the visual feature points
(s∗) and the current value of those points (s) are functions of
the zoom factor ζ : f (ζ ), s∗(ζ ), s(ζ ) (see 3). Therefore, the
velocity s˙ of those visual features are linked to the relative
velocity of the camera/scene v by the following equation:
s˙∗ = Ls(s,Zf ,ζ )v (1)
5Fig. 3 Function chart of multiscale visual servoing with exponential
decrease of error.
where v = [vx, vy, vz, wx, wy, wz] is the kinematic screw.
Zf represents depth information of the considered object ex-
pressed in the camera frame.
The Ls is the interaction matrix. For the normalized co-
ordinates x and y respectively it can be written:
Ls(x,Z f ,ζ ) =
[
−1
Z f
0 x(ζ )Z f x(ζ )y(ζ ) −1−x(ζ )2 y(ζ )
]
(2)
Ls(y,Z f ,ζ ) =
[
0 −1Z f
y(ζ )
Z f
1+y(ζ )2 −x(ζ )y(ζ ) −x(ζ )
]
(3)
Let e be the function task to regulate to zero:
e = (s(ζ )− s∗(ζ )) (4)
The exponential decrease of the function task e:
e˙ =−λae (5)
Leads to the following control law:
v =−λa

Lse (6)
with λa is a positive gain. To improve the convergence rate,
we have implemented an adaptive gain (the gain increases
when the error decreases):
λadp = (λmax−λmin)exp−κ‖e‖+λmin (7)
where λmax and λmin are respectively the maximum and min-
imum values of λadp, κ is a constant.
3.2 Polynomial decrease of error
The control law consists in regulating toward zero the dis-
tance between the desired value s∗f and the current value s
of a feature point. Let the distance corresponding to the task
function be e1:
e1 = δ (s∗f − s) (8)
The polynomial decrease of that function leads to the
following control:
Ud1(t) =
e1(t)
N
(9)
with N as a constant integer.
4 Multiscale modelling of the photon videomicroscope
4.1 Basic model
The standard lens based image source is modelled by the
non linear projective model. The latter includes: intrinsic pa-
rameters inherent to the imaging system e.g. the focal length
f, the scale factors kx, ky in x and y directions, the principal
point coordinates (xo, yo) (front focal point) and extrinsic pa-
rameters corresponding to the position and orientation of the
focusing element (usually called camera) frame with respect
to the scene frame: the translation components Tx, Ty, and
Tz, and for example Euler angles α , β and γ and distortion
parameters: the radial (a1,a2, ...) and tangential (b1,b2, ...)
distortion coefficients. Because the improvement of technol-
ogy enables the manufacturing of isotropic image sensors in
which the scale factors along x and y are identical:
kx = ky = k (10)
The microscope based image source is an optical imag-
ing and thus can be modelled by a non linear projective
model. However, the quality of a laboratory microscope is
usually better than that of a standard lens: experimental val-
ues of distortion parameters are very weak, they range from
10−8 to 10−10 ([49], [1]). As a consequence the distortion
can be neglected and so the videomicroscope can be mod-
elled by the linear projective model. So, the model consists
in a perspective projection of a scene point P onto a pixel
p in the retinal plane through the optical center. Let P and
p be respectively represented by the homogeneous vector
(X ,Y,Z,1)T and (x,y,w)T , the model can be written:
p = QP (11)
The matrixQ, dimension 3× 4, is the homogeneous pro-
jection matrix of the image source. It is written:
Q = K

1 0 0 00 1 0 0
0 0 1 0

D (12)
The matrix K gathers the intrinsic parameters as fol-
lowed:
6K =

 f k 0 xo0 f k yo
0 0 1

 (13)
In a microscope where a tube is associated with the lens,
the parameter f in above equations becomes the sum of the
focal length and the length of that tube.
The matrix D combines the rotation matrix [R] and the
translation vector [T] as follows:
D =
(
R3×3 T1×3
0 1
)
(14)
If the Euler angles α , β , and γ are considered, that rota-
tion matrix will be formulated in (15), see Fig. 4.
R =

 cosα cosβ cosα sinβ sinγ− sinα cosγ cosα sinβ sinγ + sinα sinγsinα cosβ sinα sinβ sinγ + cosα cosγ sinα sinβ cosγ− cosα sinγ
−sinβ cosβ sinγ cosβ cosγ

 (15)
Fig. 4 Representation of the intrinsic and extrinsic parameters.
4.2 Multiscale model
Multiscale calibration is required because the videomicro-
scope works at multiple zoom or magnification. Thus it is
necessary to introduce the zoom factor ζ in the above intrin-
sic model as followed:
K(ζ ) =

 f (ζ )k 0 xo0 f (ζ )k yo
0 0 1

 (16)
A non linear relation links the scale factor k with the
zoom factor ζ of the system. That relation can be repre-
sented by a polynomial relation of the from:
k =C.[ζ 10ζ 2 · · ·1]T (17)
where C = [c1c2 · · ·c11] is a 1 × 11 vector whose elements
are the polynomial coefficients.
Knowing the zoom factor ζ , it is possible to compute the
focal length:
f =
K11(ζ )
k
(18)
4.3 Computing the parameters at multiple scale
There are similarities between vision sensing in the macro,
meso and micro scales. In each scale a 2D image is formed
from a 3D object through an optical lens system. As they
are modelled by the same model, the same approaches of
calibration can be achieved. These techniques are roughly
classified into two families: photogrammetric calibration ap-
proaches and self calibration approaches. In any case an im-
portant number of correspondences p−P are required and
the calibration is performed in two stages.
– The first stage consists in roughly estimating the pro-
jection matrix Q by resolving the DLT (Direct Linear
Transformation) obtained by combining the projection
equations for points of correspondences.
– The second stage enables the fine estimation of the pa-
rameters by minimizing a criterion, usually the geomet-
ric error
∑
i
d(pi,QPi) (19)
Even if the same algorithm can be implemented both in
macro and micro scales, there are some fundamental differ-
ences between standard lens and a microscope based im-
age sources calibration. A microscope is characterized by
weak depth of field DOF and field of view FOV . As a con-
sequence of these limitations a 3D calibration sample can-
not be used, the pattern is reduced to a planar object that
should be almost parallel to the lens. A videomicroscope is
heavy and cumbersome and thus is not easy to manipulate.
These constraints complicate the calibration of the videomi-
croscope. On the other hand, the presence of an accurate
motion source like xyz stage enables accurate motions of the
plane calibration sample and contributes to facilate the cali-
bration.
Instead of using a real pattern or virtual points, the propo-
sition is to use the power of image processing: the center of
gravity of a micrometric part is tracked in the images of the
scene. The micropart is moved accurately by a xyz stage, so
its central position in the scene is known with high accu-
racy. Those positions are used to synthesize a virtual image
which is used in the algorithm exposed above. This approach
7enables high accuracy in the computing of the model param-
eters. The approach is also simple, as it does not require the
micromachining of any pattern. The components necessary
for the assembling are directly used ([1]).
5 Vision algorithms
5.1 Tracking of a microcomponent and an end-effector
Image processing and vision are very important in visual ser-
voing. The following conditions are essential for the success
of the control.
– Vision should be able to deliver visual information at a
rate close to the sampling frequency of the robot control,
– Interaction matrix should be explicitly calculated,
– Command must be robust to little occlusions (like the
passage of the micropart under the gripper).
There are several methods of visual tracking which are
usually classified into two groups. The first group consists in
tracking local features like lines, segments, points, edges...
([45]). The results of these techniques depend highly on the
quality of the images and remain very sensitive to feature
detection ([26]). The other group contains methods that per-
form a comparison between two frames in image sequences
by minimizing an error based on the image brightness. These
methods take into account some parameters like motion, de-
formation or illumination parameters between the two frames
or the frame and a template.
Images of the planar silicon microparts as well as those
of the gripper tips are not very sharp because of the proper-
ties of the microscope. Consequently a robust tracking algo-
rithm capable of working in real-time is required. The track-
ing is achieved by an algorithm proposed by Malis et al.
([26], [37]). This algorithm is based on the second-order-
minimization (ESM); it has a far higher convergence rate
than other techniques which is an important property for
real-time tracking. For the micropart, the coordinates of the
four points delimiting the bounding box of the micropart is
estimated. For the above finger (figure2) the coordinates of
the tip (point p1 = (u1,v1)) is estimated. That point is the
bottom left point of the searching templateW1(n × m).
5.2 Autofocus achievement and depth recovery
Because of the weakness of the depth of field as exposed
above, an autofocus method is implemented in order to guar-
antee the obtaining of focused images during the experi-
ments. The depth of the scene is scanned step by step, im-
ages are acquired and the focus is estimated. The system is
repositioned in the position where the focus estimation is
highest. Three focus estimators have been tested: the vari-
ance FVar, the intercorrelation FA and the Brenner gradient
FB.The formulas are respectively:
FVar =
1
H.W.µ ∑H ∑W
(i(x,y)−µ)2 (20)
FA =∑
H
∑
W
i(x,y)i(x+1,y)−∑
H
∑
W
i(x,y)i(x+2,y) (21)
FB =∑
H
∑
W
(i(x+2,y)− i(x,y))2 (22)
where H andW are respectively the image height and width
and µ is the mean of image intensity.
The variance focus estimator is selected because it makes
a trade off between resolution and the speed of calculation.
The representation of the focus estimation according to z
motion gives two peaks (Fig. 5): the low peak corresponds
to the gripper and the high peak corresponds to the platform
with the component (see Fig. 6). Therefore, it is possible
to determine the depth Zf between the camera and the mi-
cropart:
Zf = Zo+Zg (23)
where Zo and Zg are respectively the position of the micro
object and the gripper along the microscope axis. This depth
Zf is used to servo the motion of the videomicroscope on
the motion of the gripper.
Fig. 5 Focus estimation result using the
variance and Brenner Gradient methods.
Fig. 6 schematization of
the positions of the differ-
ent elements: microscope,
gripper and positioning
platform.
6 Experimental setup
The above concepts were validated by performing the ma-
nipulation of silicon microparts (400 µm× 400 µm× 100 µm)
by means of a microassembly workcell including a robotic
8system (made by commercial positioning stages), a home-
made gripping system (a two-fingers gripper) and a com-
mercial photon videomicroscope (Leica MZ 16 A). All these
elements were placed inside a controlled environment to en-
able the reduction of the rate of dust particles.
6.1 Robotic system
From a kinematic point of view, the workstation is a five dof
robotic system (Fig. 7). Three dof in translation are achieved
by three high accuracy linear stages and two dof in rotation
are achieved by two high accuracy angular stages (all from
Polytec PI). The translation motions x,y, and z are charac-
terized by a resolution r = 0.007 µm, an increment i= 0.05
µm, a velocity vt = 1.5mm/s, a stroke of st = 25mm. The
specifications of the angular motions are: r= 26 µrad, i= 26
µrad and speed vr = 45deg/s. All the dof were distributed
into two robotic systems: a xyθ system and a zϕ system. The
former system (the positioning platform) was equipped with
a compliant table (the table is supported by three springs)
and enables the positioning in the horizontal plane. The lat-
ter system (the micromanipulator) supports the gripper and
enables the vertical positioning and spatial orientation of mi-
croparts.
6.2 Gripping system
MMOC (Microprehensile Microrobot On Ship) gripper de-
veloped in the laboratory is used for the handling. It has four
dof and allows open-and-close motions as well as up-and-
down motions. Modularity is an important design criterion
during development, and the MMOC microgripper was de-
signed to use different end-effectors (finger tips) on nickel
or silicon ([20]). This microgripper can grab different ob-
jects (planar silicon parts, balls, gears, optical fibers, ...). The
nickel end-effector characteristics and performances are: an
open-close of 320µm, an up-and-down of 200µm, a block-
ing force of 55mN and a resolution of ∼ 10 nm.
6.3 Imaging system
The imaging system is a video stereo microscope of the type
LEICA MZ 16 A vertically positioned to the work scene.
It delivers a top view of the work scene. The zoom (and
thus the magnification) and the focus are motorized and con-
trolled by a PC. The field of view varies from 700 µm× 900 µm
with a resolution of 1.4 µm at the maximum of the magnifi-
cation to 20 mm × 25 mm with a resolution of 21 µm at the
minimum of magnification. The depth of field varies from
2.9 mm to 0.035 mm according to the numerical aperture of
the objective. The work distance is approximately 112 mm.
The workcell is also equipped with a videomicroscope based
on a long tube for the side view but the latter is not consid-
ered in this paper.
7 Experimental results
7.1 Calibration results
The optical microscope calibration involves two stages: the
establishment of the relation between the scale (k) and zoom
(ζ ) factors and the computing of the intrinsic parameters (K)
at a given zoom factor(ζ ). A metal object with three holes is
used in this stage. The diameters of the holes are estimated to
d1 = 1961.5 µm, d2 = 1037.5 µm and d3 = 429.85 µm using
a SEM of r = 10 nm resolution. According to the zoom fac-
tor the relevant hole image is considered. The zoom factor
ζ (called magnification according to the supplier) is modi-
fied with a step of 0.5 and then 172 images are acquired. In
every image the relevant hole is detected using the normal-
ized correlation and the scale factor k corresponding to the
ratio of the diameter (d1, d2 or d3) of the hole in µm and in
pixel is computed. The representation of the scale factor (k)
versus the zoom factor (ζ ) is given in Fig. 8.
Fig. 8 Representation of the scale factor according to the magnifica-
tion.
For the second stage of calibration, a planar virtual pat-
tern is achieved from the tracking of a silicon micropart of
400 µm × 400 µm × 100 µm. The intrinsic and extrinsic
parameters for a zoom factor of 38× are summarized in the
table 1.
7.2 Visual control results
As exposed above the basic tasks of aligning (task 5) and
centering (task 6) are performed by visual servoing with an
exponential decrease of error and an adaptive gain, when the
task of closing (task 9) is performed by visual control with a
polynomial decrease of error. The figure 9 shows the result
9Fig. 7 5 + 4 dof assembly workcell.
intrinsic parameters extrinsic parameters
kx = 3.6444 µm α = 88.73 ◦
ky = 3.6444 µm β = - 27.26 ◦
f = 11.466 × 103 µm γ = 4.01 ◦
(xo,yo) = (473, 337) (pixel) Tx = 882 (mm)
d = 13144.53 (mm) Ty = 963 (mm)
M = 3.8 × Tz = 13156 (mm)
Table 1 Summarization of the calibration results.
of the alignment of the micropart parallel to the x axis (basic
task 5). It can be seen that the angle decreases exponentially
to zero: the final error is about 0.5 degrees. This very small
value shows the relevance of the control law. It is possible
to orient effectively any planar component according to the
axis.
Fig. 9 Aligning error versus the
number of iterations.
Fig. 10 Centering error versus
the number of iterations.
Figure 10 shows the result of the centering of the mi-
cropart with respect to the gripper (basic task 6). It can be
seen that the implementation of an adaptive gain prevents
the overshoot of the reference position. The final error is
about 0.2 pixel in x and y directions (Fig. 11).
Figure 13 shows the micropart in the gripper after the se-
quence aligning-centering-descent-closing-gripping-unsticking-
Fig. 11 Final error of centering. In yellow color, is represented the
final position of the micropart and in green color the desired position.
Fig. 12 Images (a), (b) and (c) show the performing of the positioning
task with the increasing zoom task and images (d), (e) and (f) illustrate
the gripping task.
ascent. This view is acquired with a second imaging system
(the lateral view is not used to perform the visual control
laws implemented). It can be noticed the correct orientation
of the micropart with respect to the horizontal plane.
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Fig. 13 Side view of two examples of gripping microparts at the task
12. Image (a) represents the gripping of a silicon micropart and image
(b) show the gripping of a microball of 200 µm of diameter in the
gripper fingers.
7.3 Cyclic pick-and-place results
The sequence of tasks represented in Fig. 2 which models
the pick-and-place of a silicon micropart is performed sev-
eral times in order to estimate the relevance of concepts.
Initial and final positions and orientations of the micropart
change from cycle to cycle in order to take into account the
maximum of possible cases.
Let the success rate be:
Sucess Rate =
Succeed Cycles
Total Cycles
(24)
The success rate obtained is about 72%. Table 2 sum-
marizes the main cases of success and failure encountered.
From this table, several conclusions can be made from these
experiments, the first is the robustness of the visual tracking
used. Despite the weak quality of scene images and a great
occlusion, the algorithm can track the micropart. It contin-
ues to work for an occlusion of 1/4 of the micropart by the
gripper or outside the field-of-view of the imaging system
(case 3 of table 2). Occlusion is responsible of about 17 %
(case 5 of table 2). The second lesson that can be retrieved
is the accuracy of visual control: the mean and standard de-
viation of errors are summarized in table 3. There is very
fewer overshots and they don’t lead to failures. The error of
control is the reason for about 22 % of failure (case 4 of
table 2). The third conclusion to be drawn from the above
results is the importance of physical phenomena which are
electrostatic and capillary forces, despite the control of ma-
nipulation environment. The presence of electric charges on
both microparts and fingers causes the former to move to
the latter during the gripper closing and leads to the failure
of the cycle. That force is responsible for about 37 % (case
6 of table 2) of failure. Hydrometry is high enough in the
scene to prevent the unstacking of the micropart on the grip-
per fingers because of capillary force. That phenomenon is
responsible for about 24 % (idem electrostatic) (case 7 of
table 2) of failure like electrostatic force.
N. Subtask Init. Pos. Prec. Note Result
1 Alig. (θ ) 14 ◦ 0.09 ◦ Success
Cent. (x, y) 1029 µm 0.43 µm Success
Clos. (e1) 163 µm 1.72 µm Success
Asce. ↗ ↗ Success
Tran. ↗ ↗ Success
Rele. ↗ ↗ Success
2 Alig. (θ ) 32 ◦ 0.61 ◦ Success
Cente.(x, y) 1015 µm 4.91 µm Success
Clos. (e1) 163 µm 1.77 µm Over. Success
Asce. ↗ ↗ Success
Tran. ↗ ↗ Success
Rele. ↗ ↗ Success
3 Alig. (θ ) 21 ◦ 0.27 ◦ Success
Cente .(x, y) 1321.5 µm 0.77 µm Occu. Success
Clos. (e1) 163 µm 1.44 µm Success
Asce. ↗ ↗ Success
Tran. ↗ ↗ Success
Rele. ↗ ↗ Success
4 Alig. (θ ) 7.53 ◦ 0.68 ◦ Success
Cent. (x, y) 992.5 µm 6.16 µm Failure
Clos. (e1) × × Failure
Asce. × × Failure
Tran. × × Failure
Rele. × × Failure
5 Alig. (θ ) 33.8 ◦ × Occu. Failure
Cent. (x, y) 1.75 × Failure
Clos. (e1) 163 µm × Failure
Asce. × × Failure
Tran. × × Failure
Rele. × × Failure
6 Alig. (θ ) 13 ◦ 0.24 ◦ Success
Cente. (x, y) 560.7 µm 0.86 µm Success
Clos. (e1) 163 µm × EF Failure
Asce. × × Failure
Tran. × × Failure
Rele. × × Failure
7 Alig. (θ ) 15.5 ◦ 0.52 ◦ Success
Cent. (x, y) 348.2 µm 0.64 µm Success
Clos. (e1) 163 µm 1.11 µm Success
Asce. ↗ ↗ Success
Tran. ↗ ↗ Success
Rele. × × CF Failure
Table 2 Results of experiments: [↗] represents the success of the task,
[×] represents the failure of the task, [Occu.] represents the case when
the micropart passed under the gripper, [Over.] indicates the presence
of an overshot in the control, [EF] indicates the presence of important
electrostatic effects between the gripper and the micropart and [CF]
indicates the presence of an important capillary forces preventing re-
lease of the micropart.
Task Mean error Standard deviation
Aligning(θ ) 0.37 ◦ 0.31 ◦
Centering(x, y) 1.87 µm 1.61 µm
Closing(e1) 1.36 µm 0.34 µm
Table 3 Linear and angular motions characteristics.
8 Conclusion
The robotic assembly of micrometric parts is usually inves-
tigated from an experimental point of view by reporting ex-
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periments of manipulation on microparts or on assembly.
This paper addresses micromanipulation from a conceptual
point of view which leads to practical solutions of achieve-
ment. The problem is conceptualized and validated by actual
experiments.
Manipulation of microparts includes their handling and
positioning by means of a robotic system, gripping system
and imaging system. The analysis of that complex task leads
to its decomposition into a set of basic tasks relative to the
above systems. Fourteen tasks can be identified from auto-
focusing achievement, increasing the imaging scale to grip-
ping, transfer and release of the micropart. Several logical
combinations of these basic tasks lead to the achievement
of complex task. Each sequence can be usefully represented
by a sequential function chart. A pre-defined sequence for a
task of pick-and-place is proposed to illustrate our research
but for more advanced tasks it would be interesting to de-
termine the best sequence as in the case of assembly on a
conventional scale.
It is proposed to use this manipulation sequence as a
model for the behavior of systems achieving the task. As a
consequence that achievement becomes a sequence of ser-
voings especially visual controls. As the photon imaging
system works at multiple scale in order to resolve the field-
of-view/resolution dilemma, its multiple scale modelling is
proposed. It consists in explicitly establishing the relation
linking scale factor k with the zoom (or magnification) fac-
tor (ζ ) and computing the projective model (K) for a given
zoom factor (ζ ∗). The corresponding calibration approach
combines robotics and vision: an interesting point of a part
whose motion is known is tracked in the images of the scene
and combined to define a virtual calibration pattern. Con-
sequently, the visual servoing law of the type exponential
decrease of error is modified to integrate the scale change
through the zoom factor.
Pick-and-place of silicon micropart of 400 µm × 400
µm × 100 µm and the following systems are used to test
the concepts: a robotic system including a xyθ and ϕz sub-
systems, a two-finger gripper, a photon videomicroscope with
controllable zoom (magnification from 0.7× to 11.5×) and
focus. That videomicroscope is calibrated and the results are
used to implement the basic task of aligning, centering and
gripper closing by visual control. The results of experiments
demonstrate the relevance of the concepts. Indeed, the fail-
ure rate of 30 % comes mainly from the physical phenom-
ena and few from control error or occlusions. Despite the
controlled environment there are a lot of electrical charges
which cause the part to be attracted by the gripper finger and
a lot of humidity which prevents the release of the micropart
by the gripper.
The next stage of the work will concern the improving
of the efficiency of the controlled environment in order to
drastically reduce the effects of physical phenomena and the
implementation of trajectory planning to avoid occlusions
of the micropart by the gripper and its exit from the field-of-
view. The concepts will be extended to the task of insertion
enabling the achievement of 3D compound products.
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