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In particle simulations, the weights of particles determine how many physical particles
they represent. Adaptively adjusting these weights can greatly improve the efficiency of
the simulation, without creating severe nonphysical artifacts. We present a new method for
the pairwise merging of particles, in which two particles are combined into one. To find
particles that are ‘close’ to each other, we use a k-d tree data structure. With a k-d tree,
close neighbors can be searched for efficiently, and independently of the mesh used in the
simulation. The merging can be done in different ways, conserving for example momentum
or energy. We introduce probabilistic schemes, which set properties for the merged particle
using random numbers. The effect of various merge schemes on the energy distribution,
the momentum distribution and the grid moments is compared. We also compare their
performance in the simulation of the two-stream instability.
© 2013 Elsevier Inc. All rights reserved.
1. Introduction
Particle-based simulations are widely used, for example to study fluid flows or plasmas. The physical particles of interest
are often not simulated individually, but as groups of particles, called super-particles or macro-particles. Most systems contain
so many particles that simulating them individually would be very slow or impossible. And for many macroscopic properties
of a system, individual particle behavior is not important. On the other hand, a sufficient number of particles is required to
limit stochastic fluctuations.
The weight of a simulation particle indicates how many physical particles it represents. Traditionally, particles had a
fixed weight [1,2]. More recently, Lapenta and Brackbill [3–5], Assous et al. [6], Welch et al. [7] and others have introduced
methods that adapt the weight of particles during a simulation. As discussed in [6], adaptive methods have significant
advantages if:
1. Many new particles are created in the simulation. Adaptive re-weighting is required to limit the total number of parti-
cles. Examples can be found in [8] and [9].
2. The system has a multiscale nature. In some regions more macro-particles are required, especially if some type of mesh
refinement is employed, see for example [10].
3. Control is needed over the number of particles per cell, for example to limit stochastic noise to a realistic value.
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charges, as these discharges have both a multiscale nature and strong source terms [9,11].
When changing the weights of simulation particles, the goal is to reduce the number of simulation particles while not
altering the physical evolution of the simulated system. Most methods operate on a single grid cell at a time; arguments for
this approach are given in [5]. There are different ways to change the number of particles. One option is to merge two (or
sometimes three) particles, to form particles with higher weights. Reversely, splitting can be performed to reduce weights.
Another option is to replace all the particles in a cell by a new set of particles, with different weights. We will use the
name ‘adaptive particle management’, introduced in [7], for all such algorithms.
We present a technique for the merging of particles, that extends earlier work of Lapenta [3]. This method can operate
independently of the mesh, and in any space dimension. The main idea is to store the particle coordinates (typically position
and velocity) in a k-d tree. A k-d tree is a space partitioning data structure that given N points enables searching for
neighbors in O (logN) time [12]. We can then efficiently locate pairs of particles with similar coordinates, and these pairs
can be merged. Because the merged particles are similar, the total distribution of particles is not significantly altered.
In Section 2, we briefly discuss the general principles of particle management and k-d trees. The implementation of the
new particle management algorithm is discussed in Section 3, where we also introduce different ways to merge particles,
which we call ‘merge schemes’. In Section 4, we compare how the merging of particles affects the particle distribution
function for two test distributions. We also study the effect on the grid moments, such as the particle density, and compare
different ways of constructing a k-d tree. As a more practical example, we show how the different merge schemes affect
the evolution of the two-stream instability.
2. Adaptive particle management and k-d trees
As stated in the introduction, it is typically impossible to simulate all the physical particles in a system individually.
Therefore super-particles are used, representing multiple physical particles. Often, the simulation can run faster or give
more accurate results if the weight of these super-particles is controlled adaptively. Different names have been introduced
for these algorithms: ‘adaptive particle management’ [7], ‘control of the number of particles’ [5], ‘particle coalescence’ [6],
‘particle resampling’ [8], ‘particle remapping’ [13], ‘particle rezoning’ [3], ‘(particle) number reduction method’ [14] and
probably others. There seem to be many independent findings, with independent names. We will use the name ‘adaptive
particle management’ (APM), introduced in [7], to describe this class of algorithms.
2.1. Conservation properties
If the weights of particles are adjusted, then the ‘microscopic details’ of a simulation are changed. But the relevant
macroscopic quantities should be conserved as much as possible. To specify these macroscopic quantities, we consider a very
common type of particle simulation: the particle in cell (PIC) method, also known as the particle mesh (PM) method [1,2].
In PIC simulations, particles are mapped to moments on a grid. From the grid moments the fields acting on the particles are
computed, and the particles move accordingly. For example, in an electrostatic code, the charge density is used to compute
the electric field.
An APM algorithm typically changes a set of Nin particles to a new set of Nout particles. If the two sets give rise to the
same grid moments, they give rise to the same fields. Therefore, most algorithms are designed to (approximately) conserve
the relevant grid moments.
Only conserving the grid moments is not enough, because the dynamics of a system are not fully determined by the
fields. For example, the results of a simulation can be very sensitive to changes in the momentum or energy distribution.
Therefore, some methods try to preserve the shape of these distributions. More generally, we would like to keep the im-
portant aspects of the particle distribution function f (x,v, t) the same. The changes to f (x,v, t) should not be significantly
larger than the fluctuations that naturally occur. For example, in a collision dominated plasma, particles frequently change
direction. Not conserving the momentum distribution in each direction might have little effect on the overall results. But
for a collisionless plasma, a change in the momentum distribution might lead to significant differences. Similarly, due to the
finite number of particles, fluctuations in the local particle density occur naturally. Therefore, keeping the particle density
exactly the same on each grid point might not be necessary, as long as the total number of particles is conserved.
2.2. Merging and splitting particles
A set of Nin particles can be transformed to a new set of Nout particles in many ways. If Nin > Nout, we use a pairwise
coalescence algorithm, that merges two particles into a single new one. Compared to algorithms that transform multiple
particles at the same time, pairwise coalescence has two advantages. First, it is a more local operation, because only close
neighbors in phase space are selected. This ensures that the distribution of particles is not changed very much. Second, it
involves fewer degrees of freedom, which makes it simpler to set the properties for new particles. The pairwise coalescence
of particles is illustrated in Fig. 1.
In D dimensions, the momentum p of the new particle has D degrees of freedom. Imposing momentum and energy
conservation puts D + 1 constraints on p. Therefore, it is in general not possible to conserve both energy and momentum
320 J. Teunissen, U. Ebert / Journal of Computational Physics 259 (2014) 318–330Fig. 1. Example showing the merging of particles close in space and velocity (velocity is not shown). The particles that were removed after merging are
shown as green crosses, particles that were not merged as green filled circles, and the newly formed merged particles as red empty circles. The latter have
weight 2, the rest weight 1.
Fig. 2. Schematic example of how a k-d tree is generated for points in the plane (indicated as black dots). At every step (indicated by the numbers), boxes
are split in two parts. The split is located on a point, that is added to the tree. The direction of splitting alternates between vertical and horizontal.
in pairwise coalescence. This means that there is no single best way to merge particles, as different applications require the
conservation of different properties. We consider several coalescence schemes, which are discussed in Section 3.2.
The situation would be very different if Nin particles are merged at the same time to form multiple new particles. We
still have D + 1 constraints, but now D · Nout degrees of freedom in the momenta of the Nout new particles. The system is
under-determined, and additional information about the particles has to be used. This leads to more complicated algorithms,
see for example [6,7].
If Nin < Nout, particles have to be split. Several methods for particle splitting have been compared by Lapenta in [3]. As
shown there, choosing the right splitting method can be important, depending on the type of simulation. Here, we will not
consider this problem in detail, as our focus is on the merging of particles. A simple strategy is to split single particles into
two new ones with the same properties, but half the weight. This can be viable if the simulation includes random collisions,
so that the new particles will undergo different collisions and spread out. If there are no such collisions, the split particles
should be separated in position or velocity or both.
2.3. k-d trees
To locate particles with similar coordinates we use a k-d tree [12], which is a space partitioning data structure. A k-d
tree can be used to organize a set of points in a k-dimensional space, for any k 1. The tree consists of nodes, that contain
data (the coordinates of one of the points) and links to at most two ‘child’-nodes. The starting point of the tree is the root
node, and it contains as many nodes as there are points.
We will briefly explain how such a k-d tree can be generated. To help with the explanation, we let nodes have a todo
list, that contains points that need to be processed. Suppose we have a collection of points in the (x, y) plane. Initially all
points are in the todo list of the root node. Then the following algorithm, which is illustrated in Fig. 2, creates the k-d tree:
1. Pick a splitting coordinate, either x or y. A simple choice is to alternate between them.
2. For each node with a non-empty todo list:
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the list contains an even number of particles, pick one of the two middle particles as the median.
(b) The point corresponding to the median is assigned to the node.
(c) The remaining points are moved to the todo lists of (at most) two new child nodes. The first one gets the points
below the median, the second one those above the median.
3. If there are still points in todo lists, go back to step one. Otherwise, the tree is completed.
In k dimensions, the only difference would be that there are now k choices for the splitting coordinate. The computational
complexity of creating a k-d tree like this is O (N log2 N), with N the number of points in the tree. This can be reduced to
O (N logN) if a linear-time median finding algorithm is used instead of sorting at step 2a. Searching for the nearest neighbor
to a location r can be done in O (logN) time. The basic idea is to first traverse the tree down from the root node, at each
step selecting that side of the tree that r lies in. (If r happens to lie exactly on a splitting plane, it is a matter of convention
which side to pick.) During the search, the closest neighbor found so far is stored. Then going upward in the tree, at every
step determine whether a closer neighbor could lie on the other side of the splitting plane. If so, also traverse that other
part of the tree down (but only where it can contain a closer neighbor). Typically, only a small number of these extra
traverses is required. When the algorithm ends up at the root node again, the overall closest neighbor is found.
For the numerical tests presented in Section 4, we have used the Fortran 90 version of the KDTREE2 [15] library.
3. Implementation
We will discuss the implementation of our adaptive particle management algorithm in Section 3.1. Different schemes
that can be used for particle merging are given in Section 3.2.
3.1. Adaptive particle management algorithm
Suppose that we have particles with coordinates xi , vi and weights wi . Furthermore, assume there is some func-
tion Wopt(i) that gives the user-determined optimal weight for particle i. Then the APM algorithm works as follows:
1. Create a listmergewith all the particles for which wi <
2
3Wopt(i), sorted by wi/Wopt(i) from low to high. Create a list splitwith
particles for which wi >
3
2Wopt(i).
The function Wopt(i) gives the desired weight for particle i. The factors 23 and
3
2 ensure that merged particles are
not directly split again, and vice versa. A good choice of Wopt(i) will often depend on the application. We typically
want to keep the number of particles per cell close to a desired value Nppc, and use Wopt(i) = max(1,Nphys(i)/Nppc).
Here Nphys(i) denotes the number of physical particles in the cell of particle i.
2. For the particles inmerge:
(a) Create a k-d tree with the (transformed) coordinates of the particles as input.
We construct the k-d trees in two ways: using the coordinates (x, λvv) or using the coordinates (x, λv |v|), where λv
is a scaling parameter and || denotes the L2 norm. We will refer to them as the ‘full coordinate k-d tree’ and
the ‘velocity norm k-d tree’, and we will denote them with a superscript x,v and x,|v|, respectively. The scaling is
necessary because the nearest neighbor search uses the Euclidean distance between points. There is some freedom
in the choice of λv , which should express the ratio of a typical length divided by a typical velocity. With higher
values the differences in velocity become more important than the spatial distances.
(b) Search the nearest neighbor of each particle in the k-d tree. If the distance between particles i and j is smaller than dmax ,
merge them. Particles should not be merged multiple times during the execution of the algorithm, so mark them inactive.
We let dmax be proportional to the grid spacing x, so particles in finer grids need to be closer to be merged. There
is no single optimal way to merge two particles. Several schemes for merging are discussed below in Section 3.2.
3. Split each of the particles in split into two new particles.
The new particles have the same position and velocity as the original particle i, and weights wi/2 and (wi +1)/2 (both
rounded down). As was discussed in Section 2.2, for some applications a different method should be used.
3.2. Merge schemes
When two particles are merged, it is generally not possible to conserve both energy and momentum. Therefore we
consider different schemes, that conserve either momentum, energy or other properties. The performance of these schemes
is compared in Section 4. We have not used ternary schemes, that merge three particles into two. As discussed in [3], such
schemes do not necessarily perform better, although they can conserve both momentum and energy. Furthermore, they are
more complicated to construct in 2D or 3D.
When particles i and j are merged, the weight of the new particle is always the sum of the weights wnew = wi +w j . For
the new position we consider two choices. It can be the weighted average xnew = (wixi + w jx j)/(wi + w j). It can also be
picked randomly as either xi or x j , with the probabilities proportional to the weights. If we take the weighted average, then
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fluctuations. For example, suppose we have a cluster of particles, and particles are being merged until there is only one left.
If we use the weighted average position, then we always end up at the center of mass. So the spatial distribution of particles
has become very different, a single peak at the center. With the probabilistic method we also end up with a single peak,
located at the position of one of the original particles. But now the probability of ending up at particle i is proportional
to wi . Therefore, the ‘average’ spatial distribution has the same shape as before the merging.
Below we list several schemes for picking a new velocity vnew. For convenience of notation, let
vavg = (wivi + w jv j)/(wi + w j),
v2avg =
(
wi |vi|2 + w j|v j|2
)
/(wi + w j),
so vavg is the weighted average velocity and v2avg is the weighted square norm of the velocity. The schemes are indicated by
the following symbols:
p: Conserve momentum strictly by taking vnew = vavg. Because |vavg|2  v2avg, the kinetic energy is reduced by an amount
1
2mwnew(v
2
avg − |vavg|2), where m is the mass of a particle with weight one.
ε: Conserve energy strictly by taking vnew =
√
v2avg · vˆavg (the hat denotes a unit vector). Because the energy is kept the
same, the momentum increases by mwnew(
√
v2avg − |vavg|) · vˆavg.
vr : Conserve both momentum and energy on average, by randomly taking the velocity of one of the particles. The proba-
bility of choosing the velocity of particle i is proportional to its weight wi .
vrε: Randomly take the velocity of one of the particles, but scale it to strictly conserve energy. The expected change in
momentum is mwnew(
√
v2avg(wi vˆi + w j vˆ j)/wnew − vavg), which is small if |vi | ≈ |v j |.
Although they are quite simple, we are not aware of other authors that have used schemes with randomness. It is
possible to use multiple schemes, where the choice of scheme depends on the properties of the particles to be merged.
4. Numerical tests and results
It is difficult to come up with a general test of the performance of an APM algorithm. The algorithm should not sig-
nificantly alter the simulation results, compared to a run without super-particles. At the same time, it should decrease the
computational cost as much as possible. But whether these criteria are met depends on the particular simulation that is
performed. Therefore we first perform tests on a simplified 2D system, using two Gaussian velocity distributions. In these
tests we do not study the time evolution of the system, but focus on the effects of the coalescence algorithm on the particle
distribution and on the grid moments. After that, we investigate how these changes in the particle distribution affect the
evolution of a ‘real’ simulation: the two-stream instability in 1D.
4.1. Effect of the merge schemes on the energy and momentum distribution
As stated before, our method works in 1D, 2D, 3D or any other dimension. In these tests we use a 2D domain with
periodic boundary conditions. The domain consists of 2 × 2 cells, each of size 1 × 1. (We let lengths and velocities be of
order unity, and give them without a unit.) Initially, particles with weight 1 are distributed uniformly over the domain.
Then the coalescence algorithm is performed once, with the desired weight of the particles set to 2. We compare how
the different merge schemes change the momentum and energy distribution. We also measure their effect on the density,
momentum and energy grid moments.
4.1.1. First test
In the first test, there are 400 particles with a Gaussian velocity distribution. Both components of the velocity have
mean 1 and a standard deviation of 1/4. The resulting energy and momentum distribution functions are shown in the top
row of Fig. 3. We show the distribution of momentum along the first coordinate, not the total momentum of particles,
therefore we label it x-momentum. To convert the velocity of a particle to momentum, we multiply it by the weight of the
particle, which represents the mass.
Initially, the particles have weight 1, and a desired weight of 2. Then the particles are coalesced according to a merge
scheme, and the changes in the energy, momentum and density distribution are recorded. The whole procedure is re-
peated 105 times for each scheme, using different random numbers, to reduce stochastic fluctuations. We have used both
the velocity norm k-d tree (containing x, λv |v|) and the full coordinate k-d tree (containing x, λvv). Somewhat arbitrarily
we took λv = 4/5, as the mean velocity plus the standard deviation in velocity was 5/4.
The bottom row of Fig. 3 shows the effects of the merge schemes on the cumulative energy and momentum distribution
function. The schemes are indicated by the same symbols as in Section 3.2:
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are also shown (dashed). Bottom row: the effect of various merge schemes on the cumulative energy (left) and momentum (right) distribution function.
The schemes are indicated by the following symbols; ε: conserve energy, p: conserve momentum, vr : conserve energy and momentum on average, vrε:
take velocity from one of the particles at random, scale to conserve energy, x,|v|: velocity norm k-d tree, x,v: full coordinate k-d tree.
p: conserve momentum
ε: conserve energy
vr : take velocity of one of the particles at random
vrε: take velocity from one of the particles at random, scale to conserve energy
x,|v|: velocity norm k-d tree
x,v: full coordinate k-d tree
Because they are less noisy and reveal trends more clearly, we present cumulative differences
F (x) =
x∫
xmin
fmerged
(
x′
)− forig(x′) dx′, (1)
where forig(x) is the normalized energy or momentum distribution function before merging and fmerged(x) is the distribu-
tion after merging.
The schemes εx,|v| and vrεx,|v| have the same effect on the energy distribution, so they are shown together there as
(vr)εx,|v| . The schemes vx,|v|r and vx,vr are also shown together, as vr . They take the new velocity randomly from one of
the original particles. Therefore, on average, both do not change the shape of the energy and momentum distribution. The
other schemes move particles from the tails of the distribution towards the center. To see this in the cumulative distribution
functions, note that particles get removed where the slope is negative, and are moved to where the slope is positive. This
happens because these schemes take averages, which are more likely to lie towards the center of the distribution. Results
are not shown for the velocity norm k-d tree with the momentum conserving scheme, px,|v| . This combination leads to large
changes in the energy distribution.
For all the merge schemes, on average about 40% of the particles is merged. The number is below 50% because the k-d
tree is created only once, in a static way. When a particle is merged, it is not removed from the tree, but marked as inactive.
So it might later be the nearest neighbor of another particle, that is still to be merged. In that case, the second particle
324 J. Teunissen, U. Ebert / Journal of Computational Physics 259 (2014) 318–330Fig. 4. Results for the second test. Top row: the initial energy (left) and momentum (right) distribution of the particles. The integrated or cumulative curves
are also shown (dashed). Bottom row: the effect of various merge schemes on the cumulative energy (left) and momentum (right) distribution function.
The legend is the same as for Fig. 3. In the right figure, the peak for scheme εx,|v| is cut off, it extends to −0.018.
is not merged, and the algorithm moves on to the next particle. Another option would be to search for the second closest
neighbor, and so on. But then merging would happen over greater distances towards the end of the algorithm.
Note that even when merging only with the closest neighbor, the order in which the particles are selected for merging
can have an effect on the result. For example, suppose the particles are selected based on their energy, so that particles
at lower energies are merged first. A particle with high energy now has a lower chance of getting merged, because many
of its neighbors of lower energy are already merged. For the same reason, the particle is more likely to be merged with
another particle of higher energy. In the adaptive particle management algorithm introduced in Section 3.1, we therefore
sort the particles to be merged by their ‘relative weights’, from low to high, where ‘relative weight’ means current weight
over desired weight.
4.1.2. Second test
The second test is performed in the same way as the first test, but now the particles have a different velocity distribution.
Both components of the velocity have a mean of 1/4 and a standard deviation of 1. The resulting energy and momentum
distribution functions are shown in the top row of Fig. 4. Because it is more isotropic, the second velocity distribution
poses a bigger challenge for the merge schemes. The bottom row of Fig. 4 shows the effects of the merge schemes on the
cumulative energy and momentum distribution function. Again, the schemes vr perform best, as the other schemes move
particles from the tail of the distribution towards the center. Note that the schemes vrεx,|v| and εx,v also move particles
away from zero momentum. As for the first test, on average about 40% of the particles is merged.
4.2. Effect on grid moments
In many particle simulations, a grid (or mesh) is used. Grid moments are defined at the grid points, and provide local
averages from which the fields acting on the particles can be computed. For example, the first grid moment gives the
particle density, the second the current density or momentum density, the third the energy density and so on. Particles can
be mapped to grid moments in different ways, here we use first order interpolation, also know as cloud-in-cell (CIC) [1,2].
Using the data of the second test, we now look at the effect of the merge schemes on the first three grid moments.
An APM algorithm should not induce large differences in these grid moments. The mean difference is often zero, because
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The induced differences and fluctuations in the grid moments by the various merge schemes, using the second test distribution. Legend: Nmerge is the
fraction of merged particles, and davg is the average distance between merged particles. The relative differences in grid moments are indicated by px
(momentum) and ε (energy), and relative standard deviations by σρ (density), σpx (momentum) and σε (energy). Both are given relative to the mean
value. The rows starting with t show the fluctuations in the grid moments resulting from a timestep (no merging). The merge schemes are indicated
by the following symbols; ε: conserve energy, p: conserve momentum, vr : random velocity, vrε: random velocity, scale to conserve energy, xr : random
position, v: k-d tree contains only the velocity, x,|v|: velocity norm k-d tree, x,v: full coordinate k-d tree, cell: perform the merging cell-by-cell.
Method Nmerge davg σρ px σpx ε σε
t = 0.1 – – 1.6% 0.0% 9% 0.0% 3.8%
t = 0.2 – – 2.9% 0.0% 16% 0.0% 6.7%
t = 0.4 – – 4.9% 0.0% 25% 0.0% 9.4%
εx,|v| 39% 0.16 0.3% 12% 16% 0.0% 0.8%
px,|v| 39% 0.16 0.3% 0.0% 4% −37% 5.0%
vx,|v|r 39% 0.16 0.3% 0.0% 24% 0.0% 1.2%
vrεx,|v| 39% 0.16 0.3% 0.4% 25% 0.0% 0.8%
vrx
x,|v|
r 39% 0.16 1.0% 0.0% 24% 0.0% 2.2%
εx,v 40% 0.38 0.7% 0.1% 4% 0.0% 1.5%
px,v 40% 0.38 0.7% 0.0% 4% −1.2% 1.5%
vx,vr 40% 0.38 0.7% 0.0% 6% 0.0% 2.4%
pv , cell 40% 0.19 2.8% 0.0% 12% −0.9% 3.8%
vx,|v|r , cell 39% 0.17 0.3% 0.0% 23% 0.0% 1.5%
vrx
x,|v|
r , cell 39% 0.17 1.0% 0.0% 23% 0.0% 2.2%
εx,v , cell 38% 0.40 0.8% 0.5% 5% 0.0% 1.8%
the corresponding quantity is conserved. Therefore, we also look at the relative standard deviation, or σ/μ, where σ is the
standard deviation of a random variable with mean μ. This is a measure of the relative size of fluctuations. We measure
these fluctuations at a single grid point, as they would be correlated for multiple grid points. In Table 1 the changes in
the grid moments are given for various schemes. The schemes are labeled by the same symbols as before. In addition, xr
indicates that the new position is picked randomly from one of the merged particles. The bottom part of the table is about
cell-by-cell merging, which is discussed in Section 4.3. The APM fluctuations should be compared to those resulting from
advancing the particles in time. Therefore, the table includes entries that list the effect of taking a timestep t without any
merging. Since we have included no collisions, the particles simply move with a constant velocity during this timestep.
The average deviation in particle density ρ is zero for all the schemes, because they conserve the total weight of the
particles. Therefore this quantity is not included in Table 1. The induced fluctuations in the grid moments can differ by
almost an order of magnitude between the schemes. As expected, conserving momentum reduces the mean energy, and
conserving energy increases momentum. This is especially problematic when the velocity norm k-d tree is used. The mean
deviations are then larger than 10%. The full coordinate k-d tree in combination with the energy-conserving scheme, εx,v ,
gives good results regarding energy and momentum conservation. Schemes that select the new velocity at random do not
lead to systematic differences in the energy and momentum grid moments. With the vx,|v|r scheme, the fluctuations in
momentum can be relatively large. The vx,vr scheme leads to much smaller fluctuations. This scheme performs well: on
average it conserves the grid moments and also the shapes of the energy/momentum distribution functions, and it does not
create big fluctuations.
Taking the new position at random at one of the original particles (xr ) increases the fluctuations in particle density.
For all the schemes, the fluctuations in density, momentum or energy are smaller than those resulting from a timestep of
t = 0.4.
4.3. Cell-by-cell merging
Using k-d trees, there is no reason to do cell-by-cell merging. But because this type of merging is commonly used, we
briefly evaluate its effects. The bottom part of Table 1 shows results for cell-by-cell merging, for various schemes, using the
second test distribution. The notation is the same as before, and a superscript v indicates that only the velocity was used in
the k-d tree, not the position. The fluctuations are mostly similar if the particles are merged locally (cell-by-cell) instead of
globally. With fewer particles per cell, the differences would be larger though, as close neighbors are more likely to lie in
other cells.
The average spatial distribution of particles directly after merging is shown in Fig. 5. Only the type of k-d tree is impor-
tant for the effect, because all the shown merge schemes take the average position. From left to right: With the velocity
norm k-d tree the spatial distribution of particles is affected close to the cell boundaries. With the full coordinate k-d tree,
the effect is similar as with the velocity norm k-d tree. Using the k-d tree that includes only the velocity, particles are
moved to the center of the cells. The spatial distribution is severely affected. Furthermore, the fluctuations in particle den-
sity are higher, as can be seen in Table 1. If particles would be merged globally with a k-d tree (not cell-by-cell), the spatial
distribution would on average be uniform.
326 J. Teunissen, U. Ebert / Journal of Computational Physics 259 (2014) 318–330Fig. 5. The relative change in particle density as a result of cell-by-cell merging, for the test case described in Section 4.1.2. The 2 × 2 grid structure is
clearly visible. On the left, close neighbors for merging are searched for using the difference in position and in the norm of the velocity. In the middle, all
four position and velocity coordinates are used, while on the right only the differences in velocity are considered for merging. Especially in the last case,
particles are moved to the center of the cell as they are merged, because it is the expectation value of their mean position.
Fig. 6. The time evolution of the two-stream instability. In each figure, the periodic domain is shown horizontally. Vertically, the density in velocity space
is shown. Initially, the two beams of particles are clearly visible. The time t is indicated in inverse plasma frequencies 1/ωp .
Since the density fluctuations due to cell-by-cell merging occur at length scales smaller than the grid resolution, we do
not expect them to have practical consequences for most simulations. But in some cases, for example if spatial features
expand in time, they might become important.
4.4. Simulation example: the two-stream instability
Above, we have studied the changes in momentum and energy distribution that arise due to the merging of particles.
But do these changes in the distribution function affect the physical evolution that one wants to study? The answer will,
of course, depend on the type of simulation that is performed. Here, we consider as an example the simulation of the
two-stream instability in one dimension [16]. To induce this instability we create two beams of particles, that propagate in
opposite directions. The particles have the same charge, and are neutralized by a background charge density. A fluctuation
in the charge density locally changes the electric field, which affects the beam velocities, which can in turn increase the
density fluctuation.
In Fig. 6, an example of the evolution of the two-stream instability is shown. We use periodic boundary conditions,
and there are Np = 106 particles per beam. The particles have a Gaussian velocity distribution, with a standard deviation
or thermal velocity vth = 1 and a drift velocity vd = ±4. The spatial grid consists of 103 points and has length L = 1. To
convert the particle line density to a volume density n, scaling by some unit of area is required. We do this in such a way
that there are 100 Debye lengths in the domain
λD =
√
ε0kB T
nq2
= L/100, (2)
where kB is the Boltzmann constant, ε0 the permittivity of vacuum and q the charge of the particles. Defining the tem-
perature of the particles in a beam as T = mv2th/kB , with m the mass of the particles, the plasma frequency is then given
by
ωp =
√
nq2
mε0
= 100vth/L, (3)
or simply ωp = 100 in dimensionless units. We will give simulation times in inverse plasma frequencies. Note that when
defining the simulation parameters like this, the constants used for the mass and charge of the particles do not matter.
We perform two tests to investigate how the merging of particles affects the physical evolution of the system. In the
first test, merging starts at t = 5/ωp , when no instability is yet visible in Fig. 6. In the second test, merging starts later, at
t = 20/ωp , when instabilities have grown to a visible size. The desired weight of the particles is set to 32, and the merging
routine is called five times. For the merging, we either use the energy conserving scheme (ε), the momentum conserving
scheme (p), the scheme that picks a velocity at random from one of the original particles (vr ) or the scheme that picks
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with 106 particles per beam. The other rows show results where repeated merging took place at t = 5/ωp , reducing the particle number to about 8 · 104
particles per beam. The columns show different runs, differing in the initial state of the pseudorandom number generator. The ε scheme seems to give
results closest to the original evolution.
a velocity at random but conserves energy (vrε). The typical distance between particles in space is δx = L/Np , while the
typical difference in velocity is δv = vth. We construct the coordinates for the k-d tree using (x, λv v), with λv = 10δx/δv .
The value of λv is adjusted as the number of simulation particles changes.
How the physical evolution of the system is affected by the merging is shown in Figs. 7 and 8. Fig. 7 shows simulation
results at t = 60/ωp , when merging was performed at t = 5/ωp and Fig. 8 shows results at t = 90/ωp , for the case of
merging at t = 20/ωp . In both figures, we show seven runs, that differ only in the initial state of the pseudorandom number
generator. After merging, there are about 8 ·104 particles per beam, instead of the initial 106. The simulation results without
any type of merging are also shown, for comparison.
In Fig. 9, we show the velocity distribution just after merging at t = 5/ωp . The vr scheme does, on average, not alter
the velocity distribution of the particles. The other schemes all take averages in determining the properties of the merged
particles, thereby removing the tails from the distribution. However, the effect a merge scheme has on average says little
about the fluctuations it introduces. Therefore we also include Fig. 10, in which the difference in the velocity distribution as
compared to the original simulation is shown over time. More precisely, we show the quantity
∣∣fv(t) − fv,0(t)∣∣/∣∣fv,0(t)∣∣, (4)
where fv (t) and fv,0(t) denote the ‘merged’ and the original velocity distribution function, respectively, that were con-
structed using 200 bins. (As before, we use || to indicate the L2 norm.)
From Figs. 7 and 10, it can be seen that when merging happens at t = 5/ωp , the momentum conserving scheme (p)
seems to perform best. The schemes that conserve energy (ε and vrε) perform almost as good, but the scheme that picks
velocities at random (vr ) does considerably worse. The reason for this is probably that the vr scheme induces greater
fluctuations in the momentum distribution, see Table 1. When the two-stream instability has a small magnitude, these
induced fluctuations perturb the further evolution of the system.
For the case of merging at t = 20/ωp the results look quite different, see Figs. 7 and 10. Now, the vr scheme has the
smallest effect on the evolution of the simulation, with the other three schemes performing worse. The larger induced
fluctuations of the vr scheme are probably not as important now, because the two-stream instability has already grown to
a larger size before merging.
In the previous sections, we have also presented results for k-d trees that used the norm of the velocity vector. In one
dimension, this corresponds to taking the absolute value of the velocity. But because in the two-stream simulation particles
flow in two opposite directions, this leads to poor results. Particles from the two beams are randomly mixed, significantly
328 J. Teunissen, U. Ebert / Journal of Computational Physics 259 (2014) 318–330Fig. 8. Simulation results of the two-stream instability. This figure shows the same as Fig. 7, but at t = 90/ωp and with the merging done at t = 20/ωp .
Here, the vr scheme seems to best preserve the physical evolution.
Fig. 9. The velocity distribution function for various merge schemes, just after merging took place at t = 5/ωp in the two-stream simulation. The curves
shown represent the average over 100 runs, to smooth out noise. In each run, the number of particles was reduced from 106 to about 8 · 104, by merging
five times. The scheme vr does on average not alter the velocity distribution, so its curve coincides with the curve before merging. The ε and vrε schemes
lead to almost indistinguishable velocity distributions after merging, and are therefore shown together. The p scheme gives similar results as these two:
the tails of the distribution are moved towards the center, creating visible bumps in the velocity distribution function.
altering the velocity distribution. In general, using the norm of the velocity vector should probably only be used when the
flow of particles is in a single direction.
When we perform the merging cell-by-cell, the results show no clear differences from those presented in Figs. 7 and 8.
4.5. Computational costs of k-d trees
The goal of an APM algorithm is to speed up a simulation, so the algorithm itself should not take too much time.
Theoretically, the computational complexity of creating a k-d tree is O (Np logNp), with Np the number of points in the tree.
The average cost of a random search in the tree is O (logNp). We have tested the practical performance of the KDTREE2
library on an Intel i7-2600 CPU. In Fig. 11 the creation time and the average search time are shown for k-d trees of various
sizes. Neighbors can be found faster if the k-d tree is constructed in fewer dimensions. Note that the average search time
J. Teunissen, U. Ebert / Journal of Computational Physics 259 (2014) 318–330 329Fig. 10. The difference in the velocity distribution function over time, caused by the various merge schemes in the two-stream simulation. The upper figure
shows results for merging at t = 5/ωp , while the lower figure shows results for merging at t = 20/ωp . The quantity shown is the L2 norm of the difference
in the velocity distribution due to merging divided by the norm of the original velocity distribution, or |fv (t) − fv,0(t)|/|fv,0(t)| as in Eq. (4). The error
bars indicate the standard deviation in this quantity from run to run, computed from 100 different runs. The vr scheme performs the worst for merging at
t = 5/ωp , but when merging at t = 20/ωp it performs the best.
is given for uncorrelated searches, that are done at random locations. This is the worst-case scenario, as the CPU cannot do
efficient data caching. If the next search location is picked close to the previous search location, search times in 5D decrease
by more than 80%.
The time scales for constructing and searching a k-d tree can be compared, for example, with the cost of updating a
particle in an electrostatic plasma simulation with collisions. On the same machine, about 0.1–1 μs is spend per particle on
interpolating forces from the grid, updating the particle position and velocity, determining whether a collision should occur,
mapping the particles to densities again and computing the electric field. In such simulations merging would typically not
occur at every timestep, and only for a fraction of the particles. Therefore, the computational cost of setting up k-d trees
and searching for neighbors would not contribute much to the simulation time.
If in a simulation the cost of advancing particles is very small, but their weights have to adjusted very often, then the
use of k-d trees might slow the simulation down. In such cases, it might be better to divide the particles over the grid cells,
which can be done much faster than setting up a k-d tree, and then use a fast algorithm that operates on a cell-by-cell
basis to adjust the weights.
5. Conclusion
Adaptively adjusting the weights of simulated particles can greatly improve the efficiency of simulations. We follow
Welch et al. [7] and call algorithms that do this ‘adaptive particle management’ (APM) algorithms. In this work, we have
focused on the pairwise merging of particles. We found that the use of a k-d tree offers several important advantages over
present methods. First, only particles that are ‘close together’ are merged. ‘Close together’ can be defined as desired (for
example close in position and velocity). This ensures that the distribution of particles is not significantly altered. Second,
the merging can be performed completely independent of the numerical mesh used in the simulation. The algorithm works
in the same way, whether the simulation is in 1D or in any higher dimension. Third, with a k-d tree, the closest neighbors
can be located efficiently. Therefore, the method can be used for simulations with millions of particles. Fourth, from a
practical point of view, the use of a k-d tree library greatly simplifies the implementation of pairwise merging.
330 J. Teunissen, U. Ebert / Journal of Computational Physics 259 (2014) 318–330Fig. 11. Performance figures for k-d trees in 2D-5D with Np points, using the KDTREE2 [15] library. Left: the time it takes to create the k-d tree. Right: the
time it takes to find a nearest neighbor (for uncorrelated searches). The calculations were performed on an Intel i7-2600 CPU.
Two particles can be merged in different ways, and we have compared various merge schemes. An interesting option is
to select properties for the merged particle at random from the original particles. With these stochastic schemes fluctuations
increase, but on average both momentum and energy can be conserved. In the simulation of the two-stream instability we
saw that when the system is sensitive to small fluctuations, a scheme that conserves energy or momentum is preferred. But
when the physical evolution does not depend strongly on small fluctuations, a stochastic scheme can perform better.
In general, it is more important to preserve the essential characteristics of the particle distribution function than to ex-
actly conserve grid moments. A scheme that conserves energy or momentum should typically be used with a full coordinate
k-d tree (containing x,v). A velocity norm k-d tree (containing x, |v|) can be used with a stochastic scheme. The advantage
of a velocity norm k-d tree is that it can be constructed and searched faster than one with the full coordinates. The combi-
nation of a stochastic scheme with a full coordinate k-d tree seems a good choice: on average, the shape of the energy and
momentum distribution functions is conserved, while the induced fluctuations in the grid moments are relatively small.
Acknowledgements
We would like to thank both referees for their comments, that significantly improved this article. J. Teunissen was
supported by STW-project 10755.
References
[1] C.K. Birdsall, A.B. Langdon, Plasma Physics via Computer Simulation, McGraw-Hill, New York, 1985.
[2] R.W. Hockney, J.W. Eastwood, Computer Simulation Using Particles, IOP Publishing Ltd., Bristol, England, 1988.
[3] G. Lapenta, Particle rezoning for multidimensional kinetic particle-in-cell simulations, J. Comput. Phys. 181 (1) (2002) 317–337, http://dx.doi.org/
10.1006/jcph.2002.7126, http://www.sciencedirect.com/science/article/pii/S0021999102971263.
[4] G. Lapenta, J.U. Brackbill, Dynamic and selective control of the number of particles in kinetic plasma simulations, J. Comput. Phys. 115 (1) (1994)
213–227, http://dx.doi.org/10.1006/jcph.1994.1188, http://www.sciencedirect.com/science/article/pii/S0021999184711880.
[5] G. Lapenta, J. Brackbill, Control of the number of particles in fluid and MHD particle in cell methods, Comput. Phys. Commun. 87 (1–2) (1995) 139–154,
http://dx.doi.org/10.1016/0010-4655(94)00180-A, http://www.sciencedirect.com/science/article/pii/001046559400180A.
[6] F. Assous, T.P. Dulimbert, J. Segré, A new method for coalescing particles in PIC codes, J. Comput. Phys. 187 (2) (2003) 550–571,
http://dx.doi.org/10.1016/S0021-9991(03)00124-4, http://www.sciencedirect.com/science/article/pii/S0021999103001244.
[7] D. Welch, T. Genoni, R. Clark, D. Rose, Adaptive particle management in a particle-in-cell code, J. Comput. Phys. 227 (1) (2007) 143–155,
http://dx.doi.org/10.1016/j.jcp.2007.07.015, http://www.sciencedirect.com/science/article/pii/S0021999107003245.
[8] O. Chanrion, T. Neubert, A pic-mcc code for simulation of streamer propagation in air, J. Comput. Phys. 227 (15) (2008) 7222–7245, http://dx.doi.org/
10.1016/j.jcp.2008.04.016, http://dx.doi.org/10.1016/j.jcp.2008.04.016.
[9] C. Li, U. Ebert, W. Hundsdorfer, Spatially hybrid computations for streamer discharges: II. Fully 3d simulations, J. Comput. Phys. 231 (3) (2012)
1020–1050, http://dx.doi.org/10.1016/j.jcp.2011.07.023, http://www.sciencedirect.com/science/article/pii/S0021999111004517 (special Issue: Computa-
tional Plasma Physics).
[10] G. Lapenta, Adaptive multi-dimensional particle in cell, arXiv:0806.0830.
[11] A.B. Sun, J. Teunissen, U. Ebert, Why isolated streamer discharges hardly exist above the breakdown field in atmospheric air, Geophys. Res. Lett. 40
(2013) 2417–2422, http://dx.doi.org/10.1002/grl.50457.
[12] J.L. Bentley, Multidimensional binary search trees used for associative searching, Commun. ACM 18 (9) (1975) 509–517, http://dx.doi.org/10.1145/
361002.361007, http://doi.acm.org/10.1145/361002.361007.
[13] G.D. Moss, V.P. Pasko, N. Liu, G. Veronis, Monte Carlo model for analysis of thermal runaway electrons in streamer tips in transient luminous events
and streamer zones of lightning leaders, J. Geophys. Res. 111 (2006) A02307–A02344, http://dx.doi.org/10.1029/2005JA011350.
[14] C. Shon, H. Lee, J. Lee, Method to increase the simulation speed of particle-in-cell (PIC) code, Comput. Phys. Commun. 141 (3) (2001) 322–329,
http://dx.doi.org/10.1016/S0010-4655(01)00417-9, http://www.sciencedirect.com/science/article/pii/S0010465501004179.
[15] M.B. Kennel, KDTREE 2: Fortran 95 and C++ software to efficiently search for near neighbors in a multi-dimensional Euclidean space, arXiv:physics/
0408067.
[16] J. Bittencourt, Fundamentals of Plasma Physics, Springer-Verlag, New York, 2004.
