Using semi-tensor product of matrices, a matrix expression for multivalued logic is proposed, where a logical variable is expressed as a vector, and a logical function is expressed as a multilinear mapping. Under this framework, the dynamics of a multivalued logical network is converted into a standard discrete-time linear system. Analyzing the network transition matrix, easily computable formulas are obtained to show (a) the number of equilibriums; (b) the numbers of cycles of different lengths; (c) transient period, the minimum time for all points to enter the set of attractors, respectively. A method to reconstruct the logical network from its network transition matrix is also presented. This approach can also be used to convert the dynamics of a multivalued control network into a discrete-time bilinear system. Then, the structure and the controllability of multivalued logical control networks are revealed.
means node j is affected by node i directly. The network graph shows only incidence relation. In fact, it is equivalent to incidence matrix [Robert, 1986] . To describe the dynamics of a network, we need a logical dynamic equation. We give a simple example to illustrate these concepts. Its dynamics is described by a set of discretetime logical dynamic equations, for instance, as     
A(t + 1) = B(t) ∧ C(t) B(t + 1) = ¬A(t)

C(t + 1) = B(t) ∨ C(t).
(1)
From (1), it is easy to calculate that its statetransition diagram is depicted in Fig. 2 .
From Fig. 2 , one sees that the cycle (0 1 1) → (1 1 1) → (1 0 1) → (0 0 1) → (0 1 1) is the only attractor.
The aforementioned Boolean network is a deterministic model. Random Boolean network means there are several models and the real dynamics takes one of them as the active model at a time with certain probability. We refer to [Aldana et al., 2003; Shmulevich et al., 2002a Shmulevich et al., , 2002b for detailed description.
For some complex physical and biological phenomena, we give some abstractions and idealizations in modeling. [Harvey & Bossomaier, 1997] mentioned that ". . . In fitting such complex systems into a framework such as RBNs, simplifications and abstractions must be made; two of these are the Boolean idealization and the synchrony idealization". [Huberman & Glace, 1993] pointed out that synchronous updating and asynchronous updating can lead to different conclusions in the simulation of Prisoner's Dilemma interactions. The result leads to a debate on whether the synchronous updating was reasonable for the RBNs model to study gene regulatory network [May et al., 1995] .
Gershenson studied the properties of asynchronous random Boolean networks in [Gershenson, 2002 [Gershenson, , 2003 [Gershenson, , 2004 . It was pointed by [Gershenson, 2004] that synchronous RBNs are justifiable theoretical models of biological networks. This paper focuses on deterministic logic dynamics. For the Boolean idealization, it is obvious that the binary approach is an approximation. Even if two-valued status is precisely correct, since the heredity is group-wise, a group of genes bounded by chromosome may also be considered as a multivalue logical variable. Multivalued networks also appear in some other complex systems, for instance in chemical reactions [Adamatzky, 2003] , cognitive sciences [Volker & Conrad, 1998 ], etc. When the gene state is not limited to true and false, such as the inference of one gene to the other one is not strong, we should modify the model. It was pointed by [Kitano, 2001] that binary values may lose the precision.
In [Martin et al., 1984] , a class of cellular automata (CA) which have additivity are studied by using algebraic technique. The global properties of CA are determined by a fixed polynomial. All the results give by [Martin et al., 1984] can be used for p-valued CAs, where p is a prime integer. But when p is a composite number or the CA is nonadditive, the algebraic technique given in [Martin et al., 1984] seems not suitable. It was pointed by [Martin et al., 1984] : ". . .the possibility of universal computation with sufficiently complex non-additive cellar automata demonstrates that a complete analysis of these systems is fundamental impossible . . . ". In this paper, we give a new way to study k-valued networks, and k can be any positive integer. The method given in this paper may be used not only to deal with the above impossible problem (while the system has limited size), but also deal with the more general multivalued cellular automata, multivalued network. In the following sections, the dynamics of k-valued networks are discussed.
First, we give a rigorous definition.
Definition 1.2
(1) A k-valued logical variable A takes a value from D k , which is
(2) A k-valued network, G (V, F, k) , is defined by a set of nodes V = {A 1 , A 2 , . . . , A n }, and a list of logical functions F = {f 1 , f 2 , . . . , f n }, which provide a rule for each node to take values from D k at each time t = 0, 1, 2, . . ..
For the ith node
. . , n, its value at t + 1 is determined by the k-valued logical function f i , called the network dynamics. The dynamics of the k-valued network can be described as
where f i , i = 1, 2, . . . , n are n-ary k-valued logical functions.
One of the main tools we used is semitensor product, which is a generalization of conventional matrix product [Cheng & Qi, 2007] . For the sake of completeness, we will review it briefly in Sec. 2. When k = 2, the network becomes a Boolean network. Using semi-tensor product and the matrix expression of logic, the topological structure, including the fixed points, cycles and transient period, has been revealed by providing easily computable formulas for corresponding issues. This approach can also be used to the synthesis of Boolean control networks. Some related topics such as controllability and observability, etc. are also studied. We refer to [Cheng, 2009; Cheng & Qi, 2009a , 2009b for details. This paper considers the logical network, whose nodes can take more than two values. The paper extends the results obtained in [Cheng, 2009; Cheng & Qi, 2009a , 2009b ] to multivalued networks. Using matrix approach, the topological structure of k-valued networks is revealed by providing precise formulas. Then some characteristics of the networks are discussed. Finally, the k-valued control networks are investigated and necessary and sufficient conditions for controllability are presented.
The paper is organized as follows. Section 2 gives a brief review on the semi-tensor product and the algebraic expression of logical operator. In Sec. 3, the dynamics of a k-valued network is converted into a standard discrete-time linear system. In Sec. 4 formulas are obtained to calculate (a) the number of equilibriums; (b) the numbers of cycles of different lengths; (c) transient time. The formulas for constructing them are also presented. In Sec. 5, it is proved that the k-valued network can be reconstructed from its network transition matrix L, and an algorithm is presented. In Sec. 6, the controllability of k-valued control networks is investigated. Section 7 is a brief conclusion.
Preliminaries
Semi-tensor product
This section is a brief review on semi-tensor product (STP) of matrices. STP was first introduced by [Cheng & Qi, 2007] , and it plays a fundamental role in the following discussion. We restrict this review to the concepts and some basic properties, which are useful in the sequel. In addition, only left semi-tensor product for multiple-dimension case is considered in the paper. We refer to [Cheng, 2007; Cheng & Qi, 2007] for right semi-tensor product, general dimension case and more details. Throughout this paper "semi-tensor product" means the left semi-tensor product. (1) Let X be a row vector of dimension np, and Y be a column vector with dimension p. Then we split X into p equal-size blocks as X 1 , . . . , X p , which are 1 × n rows. Define the STP, denoted by , as
(2) Let A ∈ M m×n and B ∈ M p×q . If either n is a factor of p, say nt = p and denote it as A ≺ t B, or p is a factor of n, say n = pt and denote it as A t B, then we define the STP of A and B, denoted by C = A B, as the following:
consists of m × q blocks as C = (C ij ) and each block is
where A i is ith row of A and B j is the jth column of B.
We use some simple numerical examples to describe it. . Then
Remark 2.3. Note that when n = p the STP coincides with the conventional matrix product. Therefore, the STP is only a generalization of traditional matrix product.
Some fundamental properties of the STP are collected in the following, which coincide with that of conventional matrix product. (1) (Distributive rule)
(2) (Associative rule)
Proposition 2.6
(1) Assume A and B are of proper dimensions such that A B is well defined, then
(2) In addition, assume both A and B are invertible, then
Proposition 2.7. Assume A ∈ M m×n is given.
(1) Let Z ∈ R t be a row vector, then
(2) Let Z ∈ R t be a column vector, then
Next we define the concept of swap matrix, which is also called the permutation matrix and is defined implicitly in [Magnus & Neudecker, 1999] . Many properties can be found in [Cheng, 2002; Cheng & Qi, 2007] . The swap matrix W [m,n] is an mn × mn matrix constructed in the following way: label its columns by (11, 12, . . . , 1n, . . . , m1, m2, . . . , mn) and its rows by (11, 21, . . . , m1, . . . , 1n, 2n, . . . , mn) . Then its element in the position ((I, J), (i, j)) is assigned as
When m = n, we simply denote by W [n] for W [n,n] .
Example 2.8. Let m = 2 and n = 3, the swap matrix W [2, 3] is constructed as 
.
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Let A ∈ M m×n , i.e. A is an m × n matrix. Denote by V r (A) the row stacking form of A, that is,
and by V c (A) the column stacking form of A, that is,
The following "swap" property shows the meaning of the name.
Proposition 2.9
(1) Let X ∈ R m and Y ∈ R n be two columns, then
Proposition 2.11
Taking transpose on both sides of (18) yields
The swap matrix can be constructed by the following method: Denote the ith canonical basic element in R n by δ n i . That is, δ i n is the ith column of I n . Then we have 
In [Magnus & Neudecker, 1999] , (20) is used as the definition.
Using swap matrix, we can prove that Proposition 2.13. Let A ∈ M m×n and B ∈ M s×t . Then
Remark 2.14 (1) Let X ∈ R m , Y ∈ R n be two column (or row) vectors. Then X Y is always well defined. (2) Throughout this paper, the matrix product is assumed to be semi-tensor product. For notational compactness, hereafter in most cases the symbol " " is omitted.
Matrix expression of k-valued logic
Now we consider the matrix expression of k-valued logic. Similar to Boolean logic, we will show that as the k-valued logical variables are expressed as vectors, the logical operators can also be determined by their structure matrix. Then the action of an operator can be performed as the product of its structure matrix with argument vectors. We refer to [Cheng & Qi, 2007] for this matrix expression. We need some necessary notations and preresults for the matrix expression of k-valued logic. (1) The domain of a k-valued logic, denoted by D k , is
where n is called the arity of f , denoted by ar(f ) = n [Barnes, 1975] .
To use matrix expression we identify the ele-
, where δ i k is the ith column of the identity matrix I k . Denote the set of such vectors as
k alternatively for the value of a k-valued logical variables without explanation. The D k and ∆ k will be used freely according to the variable types.
Using this vector expression, we can define the structure matrix of a k-valued logical operator.
First, we define some basic logical operators.
Definition 2.16. The following operators are defined using scalar value expression of logical variables.
Definition 2.17. An anary operator :
Remark 2.18. In general, there are k k n n-ary kvalued logical operators. In Definitions 2.16 and 2.17, we give only a few of them. They are commonly used. Moreover, we can prove that they form a complete set [Luo, 1992] . Precisely speaking, all other k-valued logical operators can be expressed as combinations of { , ∧, ∨}. Roughly speaking, they are enough to express any k-valued logical operators.
where P 1 , . . . , P s ∈ ∆ k . Like in the Boolean logic case, if a structure matrix exists, it uniquely determines the k-valued logical operator [Cheng & Qi, 2007] . It is easy to check by direct computation that, for each operator we can construct its structure matrix. For notational ease, we let k = 3 and give the truth table for the operators in Tables 1 and 2 . 
Converting the values in truth table into vector forms yields their structure matrices. For instance, for negative operator ¬, we have
Example 2.20. When P = δ 1 3 ,
Using this notation, we have M n := M ¬ = δ 3 [3 2 1]. Similarly, we have 
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Similar to the Boolean case, for k-valued logic, we also need the power-reducing matrix, defined as
where
As its name implies, it is easy to check that Lemma 2.22. Let P ∈ ∆ k . Then we have
For being compact, denote by M r k := M r . Using the above lemma, we can prove the following [Cheng & Qi, 2007] :
Theorem 2.23 [Cheng & Qi, 2007] .
If we use them as the definitions of implication and equivalence for k-valued logic, when k = 3, we have
and
In Table 3 , we list the structure matrixes for some basic logical operators (when k = 3), which are used in the sequel. Table 3 . Some matrix of operators (k = 3).
Operator
Structure Matrix 
Algebra Form of Multivalued Networks
In this section, using semi-tensor-product (STP), we convert the dynamics of a multivalued network (3) into an algebraic form. The technique is the same as the one for Boolean networks. We use some examples to depict this.
Example 3.1. Consider the following k-valued
In algebraic form, we have
where M i , M d , M n are structure matrixes for the corresponding logical operators defined in the above section.
Define x(t) = A(t)B(t)C(t)D(t)E(t). Then we have
Using the pseudo-commutative property of semi-tensor product, say Proposition 2.7 etc., we can move A(t), B(t), . . . , E(t) to the last part of the product in the right-hand side of (30). Then use the power-reducing matrix to reduce the powers of A(t), B(t), . . . , E(t) to 1. Finally, we have
When k is decided, we can calculate the network matrix L. Say, k = 3, L is a 243 × 243 matrix as L = δ 243 [9  6  3  9  6  3  9  6  3  35  32  29  35  32  29  35  32  29  61  58  55  61  58  55  61  58  55  9  6  3  18  15  12  18  15  12  35  32  29  44  41  38  44  41  38  61  58  55  70  67  4  70  67  64  9  6  3  18  15  12  27  24  21  35  32  29  44  41  38 
Define x(t) = A(t)B(t)C(t)D(t)E(t).
We have
Since there is no E(t) on the left-hand side, we have to formally add it.
As in the Boolean case, we need a dummy operator to add some fabricated variables into the righthand side of Eq. (33) when these variables do not appear. Define
A straightforward computation shows that 
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Similar to the Boolean case [Cheng, 2009] , we can prove the following power-reducing formula by mathematical induction.
In the following, we give a universal method to convert the network dynamics to a discrete system. For a network described by Eq. (3), using semi-tensor product, we can convert Eq. (3) into an algebraic form. Define
Using Theorem 2.23, we can find structure matrixes,
Using Lemma 3.4, a straightforward computation shows the following: Proposition 3.5. Equation (3) can be expressed as
where the system coefficient matrix L is
Proof. Note that from Lemma 3.4 we have
We call the system coefficient matrix L of Eq. (38) the network transition matrix. For a particular system, we may get the network transition matrix by a direct computation.
Example 3.6. Reconsider Example 3.2, we add E(t) by using dummy matrix E d .
x(t + 1) = B(t)(M d M i DM n C(t)A(t))
× (M e B(t)D(t))(M n A(t))(M n C(t)) = B(t)(M d M i DM n C(t)A(t))(M e B(t)D(t)) × (M n A(t))(M n E d E(t)C(t)).
Using the same technique as in Example 3.1, we have 
Attractors and Transient Period
This section considers the attractors and transient period of k-valued networks. As in the study of Boolean network, the attractors in k-valued networks are also important. We will use the algebraic form [Eq. (38) ] to investigate these. Now we have to answer such a question: Is the original logical system equivalent to its algebraic form? Using the properties of semi-tensor product, it is easy to prove the following proposition, which shows how to calculate A i (t) from x(t). Then one sees easily that x(t) contains the same information as the set {A 1 (t), A 2 (t), . . . , A n (t)}. (1) The state, x(t), is of the form of δ i k n . Precisely,
where in the first equation [a] is the largest integer less than or equal to a.
We give an example to explain how to use the above algorithm. 
A 5 = 0.5.
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We conclude that
Using the same technique developed for Boolean network, we can obtain the following results for cycles and transient period. Consider the k-valued network (3).
( 1) 
(2) The number of length s cycles, N s , is inductively determined by
where P(s) is set of proper factors of s, that is, a positive integer t ∈ P(s) iff t < s and s/t is an integer. For example, P(6) = {1, 2, 3}, P(10) = {1, 2, 5}. (3) The elements on cycles of length s, denoted by
C s , is
Theorem 4.4. For system (3) the transient period is
Moreover, let T > 0 be the smallest positive number, which implies L r 0 = L r 0 +T . Then T is the least common multiplier of the lengths of all cycles.
We give an example to illustrate how to find the fixed points and cycles in k-valued network by using the above theorems. 
A(t + 1) = C(t) ∧ (¬D(t)) B(t + 1) = (A(t) ↔ B(t)) ∧ D(t) C(t + 1) = ¬A(t) D(t + 1) = B(t) ∨ C(t).
(45)
Define x(t) = A(t)B(t)C(t)D(t).
It is easy to calculate that
(t)B(t)D(t)]
where Then it can be readily checked that
From Theorem 4.3, we conclude that the network has two fixed points, one cycle of length 2, three cycles of length 3.
Denote the ith column of L as L i , because
81 and L 64 = δ 64 81 . Hence, the two fixed points are Next, we can find the cycles. Consider L 2 . It is easy to figure out that ( Finally, we consider the transient period. Since it is easy to check that the first repeating L t is L 4 = L 10 , then r 0 = 4. This ensures that, from any initial state, the trajectory will enter into an attractor after at most four steps. Using Theorem 4.3, we conclude that there are six fixed points and no other attractors. Moreover, we can find out the fixed points in the following way.
Consider the transition matrix L. It is easy to figure out that the 3rd, 41st, 79th, 84th, (1 1 1 1 0) , E 2 = (1 0.5 0.5 0.5 0.5), E 3 = (1 0 0 0 1), E 4 = (0.5 1 1 1 0), E 5 = (0.5 0.5 0.5 0.5 0.5), E 6 = (0 1 1 1 0).
It is easy to check that the first repeating L k is L 6 = L 7 , then r 0 = 6. That is T t = 6, T = 1. So the transient period is 6, which means that from any initial state, the trajectory will enter an attractor after at most six steps.
Network Reconstruction
Assume for a k-valued logical system the network matrix L is given. We have to reconstruct the logical network and its dynamics from the network matrix. Denoting a set of column vectors as
Define a set of matrices, called the retrievers, as
. . .
For example, when n = 2 and k = 3, Ω 
Next, we have to find which node is connected to i. That is, to remove fabricated variables from 
Proof. Using the property of semi-tensor product, we can rewrite the ith equation of (3) as We can reconstruct the system as follows. Using retrievers S 3 i , we have
A straightforward computation shows that M 1 = δ 3 [1 1 1 2 2 2 3 3 3 1 1 1 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 3 3 3 1 1 1 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 3 3 3 1 1 1 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1], M 2 = δ 3 [1 1 1 1 2 2 1 2 3 1 1 1 1 2 2 1 2 3 1 1 1 1 2 2 1 2 3 1 1 1 1 2 2 1 2 3 1 1 1 1 2 2 1 2 3 1 1 1 1 2 2 1 2 3 1 1 1 1 2 2 1 2 3 1 1 1 1 2 2 1 2 3 1 1 1 1 2 2 1 2 3], M 3 = δ 3 [1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 2 2 3 2 2 3 2 2 3 2 2 3 2 2 3 2 2 3 2 2 3 2 2 3 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3], M 4 = δ 3 [3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1].
574 Z. Li & D. Cheng Next, to remove fabricated variables, it is easy to verify that
So we conclude that A(t + 1) depends on B(t) and C(t) only. Using the same procedure, we know that
B(t + 1) depends only on C(t) and D(t); C(t + 1) depends only on A(t) and D(t); D(t + 1) depends only on C(t). To remove the fabricated variables A(t) and D(t) from the first equation, we set A(t) = D(t) = δ 1 3 and get
In a similar way, we can remove the fabricated variables from the other equations. And finally we get
Converting back to logical equations, we have
In general, converting an algebraic form back to its logical form is not an easy job. We give a mechanical procedure to do this. Recall Definition 2.16, it is easy to see that, 
where M L is the structure matrix of logical variable L. Then
Precisely, if we divide the columns of matrix M L into k equal length blocks, then the structure matrix of
Using Proposition 5.4 we can get the logical expression of L recursively. We give an example to describe this.
Example 5.5. Let L be a logical variable, and
where A, B, C, D ∈ ∆ 3 and M L = δ 3 [1 2 3 2 2 2 3 2 1 2 2 2 2 2 2 3 2 2 3 2 1 3 2 1 3 2 1 2 2 2 2 2 2 3 2 2 2 2 2 2 2 2 2 2 2 3 2 2 2 2 2 2 2 2 1 1 1 2 2 2 3 3 3 2 2 2 2 2 2 2 2 3 3 2 1 2 2 2 1 2 3],
Then
and M L 1 = δ 3 [1 2 3 2 2 2 3 2 1 2 2 2 2 2 2 3 2 2 3 2 1 3 2 1 3 2 1], (57) M L 2 = δ 3 [2 2 2 2 2 2 3 2 2 2 2 2 2 2 2 2 2 2 3 2 2 2 2 2 2 2 2],
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M L 3 = δ 3 [1 1 1 2 2 2 3 3 3 2 2 2 2 2 2 2 2 3 3 2 1 2 2 2 1 2 3].
Hence, we have
In the same way, we have the following expression.
Putting all together, we have
Remark 5.6. We can also write down the split form of all binary operators. For instance,
where the structure matrix of the anary logical operator ψ is δ 3 [3 2 2].
k-valued Logical Control Networks
A k-valued logical control network is defined as
A 2 (t + 1) = f 2 (A 1 (t), . . . , A n (t), u 1 (t), . . . , u m (t)), . . .
A n (t + 1) = f n (A 1 (t), . . . , A n (t), u 1 (t), . . . , u m (t));
and y j (t) = h j (A 1 (t), A 2 (t), . . . , A n (t)), j = 1, 2, . . . , p.
where 
or assume {u i } are a sequence of k-valued variables.
In the first case, system (65)-(67) can also be expressed into an algebraic form as u(t + 1) = Gu(t), u ∈ ∆ m k , x(t + 1) = Lu(t)x(t)x(t), x ∈ ∆ n k , y(t) = Hx(t), y ∈ ∆ p k .
(68)
We give an example. 
A(t + 1) = u(t) → B(t), B(t + 1) = A(t) ∧ C(t), C(t + 1) = ¬A(t), y(t) = ¬B(t),
with input network u(t + 1) := u(t).
We set x(t) = A(t)B(t)C(t), then
x(t + 1) = A(t + 1)B(t + 1)C(t + 1)
= M i u(t)B(t)M c A(t)C(t)M n A(t) := Lu(t)x(x).
Then L can be calculated easily as then H = δ 3 [3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1 3 3 3 2 2 2 1 1 1].
Finally, the algebraic form of (69) is obtained as u(t + 1) = u(t),
x(t + 1) = Lu(t)x(t), y(t) = Hx(t).
(70) Next, we consider the controllability of (65). We use Θ G (t, 0) to denote the input-state transfer matrix in k-valued network, which can be calculated as
where Φ m is defined in Lemma 3.4 as
Then, it is easy to prove that for system (68),
In fact, Eq. (72) provides a tool for investigating the control problems. To avoid a similar argument, we discuss only the following two cases:
Case 1. Fixed s and fixed G.
From the definition of transfer matrix, the following result is obvious. 
where Col means the set of columns.
We give an example to describe this result.
Example 6.4. Consider the following system     
A(t + 1) = B(t) ↔ C(t),
B(t + 1) = C(t) ∨ u 1 (t),
with controls satisfying u(t + 1) = g 1 (u 1 (t), u 2 (t)), v(t + 1) = g 2 (u 1 (t), u 2 (t)).
Assume g 1 and g 2 are fixed as g 1 (u 1 (t), u 2 (t)) = ¬u 2 (t), g 2 (u 1 (t), u 2 (t)) = u 1 (t).
Assume A(0) = 0.5, B(0) = 0, and C(0) = 0.5 and s = 5. Denote by u(t) = u 1 (t)u 2 (t), then u(t + 1) = M n u 2 (t)u 1 (t) = M n W [3] u(t).
