Abstract. All Riemannian 3-manifolds with distinct constant Ricci eigenvalues and satisfying some additional geometrical conditions are classified in an explicit form. One obtains locally homogeneous spaces and two different classes of locally non-homogeneous spaces in this way.
Introduction
According to I. M. Singer [14] a Riemannian manifold (M, g ) is said to be curvature homogeneous if, for every two points p,q E M, there is a linear isometry F : TM Tq M between the corresponding tangent spaces such that F*Rq = R (where R denotes the curvature tensor of type (0, 4) ). Note that a (locally) homogeneous Riemannian manifold is automatically curvature homogeneous. Explicit locally non-homogeneous examples have been constructed by many authors (see [4 -6] , [8 -101 , [12] , [16] and [17] ; see especially [9] and [10] for more complete references).
For 3-dimensional Riemannian manifolds (M, g ) the following simple criterion holds:
A Riemannian manifold (M, g) is curvature homogeneous if and only if all Ricci eigenvalues of (M, g) are constant.
Thus the problem to classify all 3-dimensional Riemannian manifolds with prescribed constant Ricci eigenvalues is of considerable interest. This problem was investigated already in 1916 by L. Bianchi [1] who made a classification under a strong additional hypothesis of "normality". He found only some homogeneous Riemannian spaces as solutions. On the other hand, the following conclusion follows from an observation by J. Milnor [11] and a result by K. Sekigawa [13] :
For a homogeneous g) , the signature of the Ricci tensor is never equal to (+, +, -) and to (+, 0, -) . Let us describe shortly what is known about the problem at the present. Let P1,P2,P3 denote the constant Ricci eigenvalues of (M,g). The case in which all Ricci eigenvalues are equal is trivial -we obtain only spaces of constant curvature. The case P1 = P2 0 P3 was solved completely by the first author in [4 -5] . The answer is that the local isometry classes of the corresponding metrics always depend on two arbitrary functions of one variable. (Notice that the local isometry classes of locally homogeneous spaces in dimension three depend only on a finite number of parameters.) In the same papers, some quasi-explicit formulas were given for all the solutions.
The most difficult and most interesting case is that of distinct constant Ricci eigenvalues. In 1991, K. Yarnato [17] presented a broad class of explicit examples -these are complete Riemannian metrics given on V. Such metrics exist only if the Ricci eigenvalues satisfy certain system of inequalities. In [6] the author gave an easy modification of the Yamato examples. The new metrics are not necessarily complete but the range of the possible Ricci eigenvalues is considerably larger (this includes all Ricci tensors with the signatures (+, +, -) and (+, 0, -), but still not all of the possible cases).
Recently, A. Spiro and F. Tricerri [15] proved the following results: a) For each triplet of prescribed distinct constant Ricci eigenvalues, there exists at least one corresponding Riemannian metric (1992).
b) The local isometry classes of all such metrics depend on an infinite number of parameters (1993).
(In 1981, DeTurck [2] proved the local existence of a Riemannian metric with the prescribed non-singular Ricci tensor R,. Let us mention that his method cannot be directly applied to the problem of prescribed Ricci eigenvalues.)
In a previous paper [7] , the present authors gave explicit examples of locally nonhomogeneous metrics on JR3 with any prescribed distinct constant Ricci eigenvalues. These examples can be considered as "generalized Yamato examples".
In this article we use the same method for solving a special classification problem. In this classification we obtain locally homogeneous spaces, all generalized Yamato examples and also a new class of locally non-homogeneous examples.
A classification theorem
In the following we assume that (M, g ) is a Riemannian manifold of class C and V will denote the Levi-Civita connection of (M, g). Suppose that all Ricci eigenvalues (i.e. principal Ricci curvatures) P1, P2, p 3 are distinct and constant. Locally, one can always find a smooth orthonormal frame {E1 , E2 , E3 1 consisting of the eigenvectors of the Ricci tensor p, respectively. We get with respect to this moving frame Pii = pj (i = 1, 2,3) and pi). = 0 (i 54 j).
For the corresponding components of the Riemannian curvature tensor R we have 
Furthermore we put
We see at once that a 54 0 and a 54 -1. We shall limit ourselves to a sufficiently small connected neighbourhood U,, of a fixed point p E M.
In [7) an adapted system of local coordinates (w, x, y) was introduced on U,, such that E3 =. Denoting the connection coefficients by a = g(V E E,E,), we get in such a coordinate system
We call (M, g) Conversely, if the a are given by (Yl) -(Y4) in our coordinate system, then we can find an explicit Riemannian metric g on U,, with the constant Ricci eigenvalues Pi, P2, P3 and not being locally homogeneous (see [7] for the motivation and the next theorem for more details 
Further, A 0 , B0 , G0 and H0 are any smooth functions of w and x satisfying the partial differential equations
(iii) (M, g) restricted to Vq has, in an adapted system of local coordinates, the following form: an orthonorinal coframe {w',i 2 ,w 3 } is again defined by (1.3) and A=A(w,x), B=B(w,x), C=cpAy+Co, D=cpBy+Do G = (a + 1)Ay 2 + (a + 1)Coy + G0 H = (a + 1)By2 + (a + 1)Doy + H0
where A,B, Co, Do, Go, Ho, p are arbitrary smooth functions of w and x satisfying the system of quasilinear partial differential equations 2. If the condition (G2) is not satisfied, one can find a system of five independent algebraic equations for the six independent connection coefficients ak. Here a 1 , a2 and a 1 can be easily eliminated but the remaining two algebraic equations for a 3 , a2 and a 1 (including the parameters a and A 1 , A 2 , A3 ) are very complicated and they were printed on six pages by a computer. (We are obliged to B. Fiedler for the computer test.)
3. As it is well-known (see, e.g., [13] ), each locally homogeneous Riemannian 3-manifold is either locally symmetric or locally isometric to a Lie group with a leftinvariant metric. In the first case, the Ricci eigenvalues cannot be distinct.
4. Obviously, a Riemannian manifold (M, g) with three distinct constant Ricci eigenvalues is locally homogeneous if and only if all connection coefficients a from condition (Gi) are constant.
Remark 1.3.
A converse to Theorem 1.1/Part(i) also holds in the sense that a 3-dimensional Lie group C with a left-invariant metric g (and with three distinct Ricci eigenvalues) satisfies the conditions (G 1) and (G2) for some E {1,2,3}. First, condition (GI) is trivially satisfied because all connection coefficients a are constant. As concerns condition (G2), let us mention as obvious fact that a left-invariant vector field X on (G, g) satisfies divX = 0 if and only if Cx(w1 Aw 2 Aw 3 ) = 0, i.e., if and only if trace ad(X) = 0 holds on the Lie algebra g . If C is unimodular, then this condition is satisfied for all X E 9. If G is not unimodular, then the Lie algebra 9 contains the 2-dimensional unimodular kernel = {X E 9 1 trace ad(X) = 0}. This kernel is spanned by two vector fields consisting of Ricci eigenvectors, say E2 and E3 (see [11] for more details). Hence divE2 = divE3 = 0 on (G, g).
The rest of this paper contains the proof of the previous theorem.
The basic differential equations under the assumptions (G 1) and (G2).
First it is obvious (cf. [7] ) that an adapted orthonormal coframe {', 2 ,c 3 } can be always expressed in the form (1.3) with respect to the adapted local coordinates. Because w l A 0 2 54 0 we see that AD -BC 0 0.
From (1.1) we obtain at once, using the standard formulas (see [3] ) Therefore our partial differential equation system has a more special form than in [7] . We obtain the nine equations
A.
and additional nine equations: I c e
The following formula is a direct consequence of our notation for A,, p i and a:
A l + aA 2 = (a + 1)A3.
Due to (1.2) and (2.1) we have only five basic coefficient functions, namely
Substituting the second and the third equations of (2.4) -(2.6) into the first equation (2.4) and using (2.1) we obtain 
Substituting from (2.7) -(2.9) we obtain on U,,
+ (2(a+1)_ ____)(a3)2}.
For the further considerations we define the following four sets: 
) give a system of linear equations for ((42 ) 2 (q), ((4k )2 (q), ((4 )2 (q) (q E M I ).
The determinant of this system is equal to -If a = 1, then from (3.2) and (3.3) there follows A = "2 and this is a contradiction. From a 1 we find that the solution of our system is independent of q e M 1 . Therefore, (a 2 ) 2 , (a 1 Then we get from (3.4) If we interchange the notation in the Case a) (i.e., the basic frame { El , E2 ,E3 } is replaced by { El, E2, E3) with E1 E2 , E2 = E1 , E3 = E3 ), the new connection coefficients äk satisfy the equality ã 2 = 0 (and hence ah = 0 due to (1.2)) and the conditions ã + i = 0 and a23 -0 on U,,. Therefore, we can limit ourselves to the Case b).
Vi (p) = (V2 -A 2 )(p) = V3 (p) = W3 (p) = W2 (p) = (W1 -A i )(p)
Thus, let us suppose a 3 + a 1 = 0 on U,,. If There exists a sequence { qm}mEN, qm e U,, (in E N) and q, -q, with al 3 (qm ) 54 0 for all m E N. From (3.6) we get a 2 (qm ) = 0 and hence a 2 (q) 0. Now we know that a 3 (q) = -a 1 (q) = a 2 (q) = 0. Differentiating (3.7) with respect to x and w at the point q we obtain
Here a Differentiating (3.11) with respect to x and w we get (a)(aa 3 + (a + 2)a 2 ) + a', (a + 2)(a 2 ) -0 (3.13) a ( 1 ),(aa 3 + (a + 2)a 2 ) + a(a + 2)(a 2 ), = 0 and differentiating (3.12) we obtain 2( ((y ± 1)2 + a + 1)(a 1 )a 1 + 2aa 3 (a 2 )' 1 = 0 2 (3.14) 2 ((a + 1)+ a + 1)(a 1 ),a 1 + 2aa 3 (a 2 ) ,, = 0.
If (aa 3 + ( a + 2)a 2 )(q) 0 for some q E V, then a 1 (q) = 0 due to (3.11) . Then Finally, put W , = a 3 , = a 1 and (3 = a 2 . Then from [7] (see, especially, Proposition 9) it follows that the case (ii) of Theorem 1.1 occurs in any neighbourhood V. on which W3 j4 0, i.e. a 1 (aa 3 + (a + 2)a 2 ) 54 0 holds. The last inequality has a geometrical meaning (once the numeration of p i is chosen) and due to (3.15) 
Case (a): Here (3.17) and (3. + 1)(a 1 ) 2 -a 2 a 3 -a 2 a 1 -a 3 
If a = -2, we get a 3 = 0 and this shows that A 1 = .X 2 , which is impossible. Therefore we can suppose a -2. Then (3.22) shows that a 2 = const on U,,. The addition of (3.19) and (3.21) Nbw, the equations (2.3) and the first equation of (2.6) can be written as a system of partial differential equations:
A-BL,=aI(ADo-BCo) 
