Clustering is an important tool for data analysis, since it allows the exploration of datasets with no or very little prior information. Its main goal is to group a set of data based on their similarity (dissimilarity). A well known mathematical formulation for clustering is the k-medoids problem. Current versions of k-medoids rely on heuristics, with good results reported in the literature. However, few methods that analyze the quality of the partitions found by the heuristics have been proposed. In this paper, we propose a hybrid Lagrangian heuristic for the k-medoids. We compare the performance of the proposed Lagrangian heuristic with other heuristics for the k-medoids problem found in literature. Experimental results presented that the proposed Lagrangian heuristic outperformed the other algorithms.
a given clustering criterion (14) . Hierarchical clustering algorithms produce a nested series of partitions based on a criterion that either combines (agglomerative algorithms) or divides clusters (divisive algorithms) based on a similarity measure. There are many areas where clustering algorithms have been successfully used, such as pattern recognition, grouping, decision making, data mining and pattern classification (1; 4; 27) .
Several clustering algorithms have been proposed in the last decades (19; 9; 21) . Good surveys on clustering algorithms can be found, e.g., in (14; 28) . Most of these algorithms are either deterministic or based on hill-climbing and can get trapped into local optimal solutions. Some heuristics may reduce the occurrence of this problem, by searching for multiple possible solutions.
Mathematical programming can be also employed in cluster analysis. Earlier studies have explored a mathematical formulation for the clustering problem, like, for example, (23; 19; 10; 24) . One advantage of using mathematical programming is its easier validation, since it enables the generation of good bounds for a optimization problem by methods like Lagrangian relaxation. The Lagrangian relaxation is able to find lower (upper) bounds for a minimization (maximization) mathematical model by relaxing some of its constraints. The process works by multiplying relaxed constraints by a constant penalty and adding the result to the objective function. Lagrangian relaxation has been adopted by many researchers with interesting results for different kinds of optimization problems (19; 26) . This paper proposes a hybrid heuristic based on a Lagrangian heuristic (19) and a local search method (Partition Around Medoids, PAM) (15) . PAM is a widely used heuristic for solving for the k-medoids problem for data clustering. To evaluate the solutions achieved by the proposed heuristic, called LPAM, we compare it with the Lagrangian heuristic proposed by Mulvey and Crowder (19) and with the original PAM. As a result, the gap relaxation of the proposed heuristic is very low for all partitions, outperforming the other Lagrangian heuristic. The comparison of LPAM with PAM showed that, particularly in datasets with the largest number of objects, LPAM presented much better results. The results from this experiment show a very good efficiency of the heuristic considering the objective function as the parameter of comparison. This paper is structured as follows. Section 2 presents a mathematical model for the k-medoids clustering problem. In Section 3, the algorithms and strategies proposed in the literature to solve the studied problem are investigated. Section 4 presents the proposed heuristic to solve the k-medoids problem, LPAM. Section 5 reports the experimental results obtained in the computational tests and Section 6 concludes the paper presenting the final remarks.
k medoids problem
This section presents a mathematical model for the k-medoids clustering problem. This formulation is a p-median problem (which consists in locating p facilities in order to minimize the customer demands regarding these facilities) (17; 8) and it can be formulated as:
where N is the number of objects; M is the number of clusters; dij is the distance between objects i and j; xij is a binary variable which assumes value 1, if the object i belongs to the cluster whose medoid is the object j and 0, otherwise. The objective function of this formulation aims to minimize the dissimilarity of the objects regarding their medoid. Constraints (1) assure that a object i is associated with one medoid, i.e., it belongs to one cluster. Constraints (2) force the object i to be associated with the medoid j only if j is really a medoid, i.e., if xjj = 1. Constraints (3) assure that the number of medoids of the partition is M and Constraints (4) obligate all the variables to be binaries. According to Cornuejols et al. (3) , the problem of finding the optimal solution for this problem is NP-hard. In the next section we present some algorithms to solve heuristically the k-medoids formulation.
Related work
One of the most popular heuristics for the investigated problem is the Partition Around Medoids, PAM (15) . PAM is a deterministic algorithm composed of two stages. While the first stage (known as BUILD) defines a set of initial medoids, the second stage (known as SWAP) fine tunes the medoids by swapping objects between the clusters. Kaufman and Rousseeuw (15) also proposed a variation of PAM, Clustering large Applications named CLARA, to make the algorithm manageable for large datasets. Large datasets mean datasets of order of thousands of objects. In this strategy, subsamples of the original dataset are clustered by PAM, instead of the whole original data. The best solution found through these subsample strategy is kept, producing the final partition.
A modified version of CLARA was proposed by Ng and Han (22) , named CLARANS. This strategy uses a graph to represent the sets of medoids, indicated in its nodes. A local search with restricted neighbors is performed to find the nodes with the best medoids. The main difference between CLARA and CLARANS is that, the former limits the search for the medoids to the objects from the sorted subsample, whereas the latter, restricts the neighborhood of the local search for the medoids, which can be any object of the dataset.
Another method to solve the k-medoids formulation for large datasets was presented in (25) . It consists in a hybrid genetic algorithm (GA) that does not require the definition of the number of clusters a priori.
A solution method to solve the k-medoids formulation, strongly related to the proposed methodology, is the Lagrangian relaxation presented in (19) . This methodology is detailed in Section 4, together with the proposed hybrid heuristic.
Lagrangian Relaxation
The Lagrangian relaxation is a technique of relaxing some constraints of hard optimization problems. This relaxation enables the study of an easier (relaxed) problem, for which it is possible to propose exact solution methods. Moreover, it is a powerful technique to provide bounds for the original problem.
A Lagrangian relaxation of a minimization problem yields lower bounds for the original problem. The lower bound enables the assessment of the quality of the feasible solution found by some strategy. The quality of these lower bounds depends on the trait of the relaxation. The Lagrangian relaxation employed in this paper aims to dualize Constraints (1) of the previous model, resulting in a trivial problem, as proposed in (19) . This relaxation is carried out in the following way:
Let μ be a N -vector of real numbers of Lagrangian multipliers and let L(μ) be the Lagrangian function defined as:
(5) For our purpose, it is necessary to get the best lower bound, which is obtained by maximizing the L(μ) function. Therefore, consider the following problem:
Notice that the function (5) was rearranged in order to make its solution simpler. The solution of the maximization problem (6) provides the best lower bound for the proposed mathematical model. In order to get the best μ that maximizes L(μ), we use the subgradient algorithm. This algorithm is an iterative method that produces a μ for each iteration k, μ k , guided by the subgradient of the relaxed constraints, with k = 1, . . . , Max iterations, where Max iterations is a fixed number of iterations. Therefore, for each Lagrangian iteration k, a vector μ k is supplied for the calculation of a new lower bound. Generally, the initial value μ 0 is a null vector. When k > 0, μ k is calculated by the following equation:
where α k indicates the step size in the subgradient direction in the iteration k and the N -dimensional vector g k is the subgradient of the model, being given by:
The α k parameter can assume many distinct values and be updated by different rules. In this paper, we adopted the step rule from (11) . We also tested two other rules for updating α k : keeping it constant or randomly changing it at each iteration using a value in the range [0, 1]. Its formulation is given by:
k , where α0 is the initial value of α and ρ < 1. Different parameter values were tested with this formulation, but their results were not as good and stable as those obtained using the step rule proposed in (11) . In (11), the step size rule, α k , is updated at each Lagrangian iteration as follows.
where best lower and bestupper are, respectively, the best lower bound and the best upper bound found until iteration k. The λ k parameter is generated by a decreasing sequence that depends on other parameters: nit, r and MAX. The calculation of λ k is given by the following steps:
nit, MAX).
Step 2: For each nit iterations do:
• If k ≥ MAX, then the parameters nit and λ k will be equal to nit in its previous iteration and λMAX−1, respectively.
Therefore, the solution of maximizing L(μ k ) is determined by the following steps.
Maximization of L(μ k )
Step 1: (Definition of the medoids) Make xjj = 1 for every j ∈ S, where S is the set of the M indexes 1 ≤ j ≤ N that provides the smallest values among
Step 2: (Assignment of the objects) For every i ∈ {1, . . . , N}, such that dij − μ k i < 0 for j ∈ S, make xij = 1; otherwise, xij = 0.
As can be observed, the relaxation of some model constraints turns the model easy to solve. Nevertheless, this solution is just a lower bound for the original problem and its feasibility is not guaranteed.
Meanwhile, the knowledge of an effective lower bound has the advantage of estimating how acceptable is the upper bound that is a feasible solution for the original model. To find upper bounds, this paper proposes a novel Lagrangian heuristic (LPAM) based on the Lagrangian relaxation found in (19) . In this heuristic, the medoids provided by each step of the Lagrangian relaxation are used as initial medoids for PAM. Giving the initial medoids for PAM, one of its two phases, the BUILD, is not used. Each step of the proposed Lagrangian heuristic is detailed as follows.
Procedure LPAM(x,d,μ)
Step 1:
Step 2: (Lagrangian Evaluation) Find the solution of L(μ k ), the k-th lower bound, according to the routine Maximization of L(μ k ). Replace the best lower bound by the k-th lower bound if k = 0 or the best lower bound is lower than this found in iteration k.
Step 3: (Find the upper bound by LPAM) Perform PAM, defining its initial medoids those found in the Lagrangian step to produce lower bound of the current iteration.
Step 4: (Solution Update) Replace the best solution by the solution found in iteration k if it is lower than the current best solution or if k = 0.
Step 5: (Lagrangian Parameters Update) Update the Lagrangian parameters according to the routine Calculating λ k (k). Calculate α k and μ k using, respectively, Equations 8 and 7.
Step 6: k ← k + 1. If k > Max iterations or gap = 0, where gap is calculated according to Equation 10 , then return the best solution and lower bound. Else, go to Step 2.
In the Lagrangian heuristic proposed by (19) , named LH, the Step 2 is replaced by:
Step 2: (Find the upper bound by LH) Define as medoids of the upper bound those from the relaxed solution of the actual iteration. To produce the upper bound, assign each object from the dataset to its nearest medoid.
Next section reports the computational experiments performed using some biological datasets.
Computational Experiments
The first experiment compares the proposed LPAM with the other k-medoids algorithms, LH and PAM. In this experiment, all parameters of the Lagrangian heuristics, LPAM and LH, are set according to their performance in the tests. In another experiment, we evaluate the clustering partitions found by LPAM according to the real classification of the data sets using an external validation index. In this experiment, we compare LPAM with three other clustering algorithms: k-means (15), k-medians (15) and PAM.
Data sets
Progresses in biology research have lead to the production of a large amount of data, which needs to be analyzed. Clustering algorithms have become an important tool in the analysis of biological data, because they can discover useful patterns to support the understanding of biological processes. One of these processes is observed in gene expression data, where tumor tissues can be grouped by the identification of their underline patterns.
To evaluate the use of LPAM for clustering, we carried out experiments using: six cancer tissues data sets, another biological data set and one artificial data set. The real classification of these data sets is known. In some cases, there is more than one classification structure for the data set. Each classification is defined as a structure. Moreover, each one of these structures may have a different number of groups or classes. The main characteristics of these eight data sets can be seen in Table 1 , which illustrates, for each data set, the number of objects ( Obj.), the number of different structures ( Str.) and the number of groups for each different structure between parenthesis ( Groups), the number of attributes ( Attrib.) and the main paper reference (Reference).
The objective function of the k-medoids problem requires a dissimilarity measure between pairs of objects from the data sets. To supply this dissimilarity matrix, D = [d ij ]N×N , this paper evaluates the Manhattan and Euclidean distances. Both are special cases of the p-distance metric and can be represented by equation (9):
where a ik and Na represent, respectively, the k-th attribute of the object i and the number of attributes of the objects, and p is an integer number that depends on the studied metric. If p = 1, the distance is known as the Manhattan distance; if p = 2, the distance is defined as the Euclidean distance, which is the most frequently used dissimilarity metric.
Experiment I
We implemented LH and LPAM using the R language from the R-project v.2.8.1. The implementation of PAM used in the LPAM was obtained from the R-project package cluster. This implementation enables the user to define the initial medoids for the PAM algorithm.
To check and compare the performance of the Lagrangian heuristics, a quantitative measure is adopted: the gap between the lower bound and upper bound. This gap indicates how far is the feasible solution obtained by LPAM and by LH from the best lower bound found by the relaxation of the mathematical model. It is calculated in the following way:
where zupper is the upper bound, i.e., the feasible solution; z lower is the Lagrangian lower bound. Given that the subgradient method has a profound impact on the performance of the Lagrangian heuristics, we investigated the effect of different parameter values in them. For such, we considered the following range values for the parameters: MAX ∈ {5, 10, 15}; nit ∈ {20, 25, 30}; r ∈ {1, 2, 3}; and λ0 ∈ [0.70, 2.0]. The step size used for the interval of the last parameter, λ0, was 0.05. For the data sets used in this paper, we found the best values adopting the following parameter values: MAX = 15, nit = 25, r = 2 and λ0 = 1.75. Other values were tested, but the gaps outside the previous parameter ranges achieved very high values. We also adopted α0 = 0 and a null value for the vector μ0. The number of maximum Lagrangian iterations, Max iterations parameter, was set to 100 for LPAM and 500 for LH. The number of maximum iterations fixed to LH was set according to the elapsed time that LPAM took to perform its 100 iterations. The number of iterations for LPAM was set after tests that showed that the gap reduction is not so significant after 100 iterations for most of the data sets. The value for the parameter θ was defined 0.0 after preliminary tests. In these tests, we took into account the performance of both Lagrangian heuristics, LPAM and LH.
Initially, we present, in Tables 2 and 3 the mean gap values of the proposed Lagrangian heuristic, LPAM, and the Lagrangian heuristic found in the literature, LH. These values are the average gap results for LPAM and LH considering the Euclidean and Manhattan distances. This table also presents the standard deviation of the gaps. For each data set, we consider M ∈ {2, . . . , 30}. We display these results in Figures 1 and 2 for every data set. These results refer to M = 15, considering the Euclidean distance as the dissimilarity between the pairs of objects. We used M = 15 because we wanted the heuristics found partitions with a reasonable number of medoids. The adopted time interval refers to 0 and the least elapsed time between LPAM and LH to achieve the last best gap, in the considered number of iterations. Figure 1 presents the behavior of the data sets with the lowest number of objects. It can be noticed that, except for the MultiA, Figure1(d), LPAM achieved much better results than LH in the considered time interval. The inset subplots present the behavior of the gaps in the last period, discriminating their differences in such period. Figure 2 clearly shows the superior performance of LPAM over LH. Although for MiRNA, Leukemia and Breast there were some intervals that LH was superior to LPAM, LPAM was more robust than LH, always achieving better final gaps for all data sets. It can also be observed that the differences between the final gaps of LPAM and LH were very significant in the last two data sets.
It can be observed from Tables 2 and 3 that, in all data sets, the mean gaps of LPAM outperformed the mean gaps of LH. Moreover, the standard deviations of the gaps of LPAM were much lower than those from LH. These results evidence the best performance of LPAM over LH. It is worth mentioning that, although the number of data sets is 8, 29 runs corresponding to different numbers of clusters were carried out. Moreover, two different dissimilarity metrics were used. Therefore, the total number of test cases was 464. In order to compare the results from the original PAM with LPAM, we confronted their objective function solutions. For such, we calculated how far are the solutions found by PAM and LPAM using the following equation.
In this equation, zPAM and zLP AM correspond to, respectively, the PAM solution and the LPAM solution. This gap is presented in percentage in the experiments. It is worth mentioning that the LPAM solutions were always better than or equal to the PAM solutions. Figure 3 presents the results of this comparison. Table 4 present the results of these comparisons. Note that, in Table 4 , the higher the number of objects, the better the solutions found by LPAM over PAM. This is an indicative of a good performance of the proposed heuristic, since the higher the dimension of the matrices, the more difficult is to find good quality solutions for them.
In Figure 3 , the data sets were divided into two sets. The set 1 refers to the data sets with the lowest number of objects, whereas the set 2 has the 4 data sets with the highest number of objects. Figures 3(a) and 3(c) show the results for the set 1, when the Euclidean and Manhattan distances between objects were used, respectively. It can be noticed that both Golub and MultiA presented the highest gaps. Moreover, the gaps were more significant when the Manhattan distance was used.
For the set 2, Figure 3 (b) and 3(d) indicates that Breast, the data set with the highest number of objects, achieved the highest gaps. Moreover, considering the Figure 3(d) , it can be observed that all data sets presented gaps higher than the previous analyzed data. Therefore, all these results demonstrate the superiority of LPAM over LH and PAM for the k-medoids problem.
Experiment II
In this experiment, we compare LPAM with three well known clustering algorithms from literature: k-means (15) , k-medians (15) and PAM. The software implementation of the two first algorithms was obtained from (5) . The use of the kmeans and the k-medians for comparison is due to, as well as the k-medoids problem, they produce cluster with spherical shape. We evaluated the partitions produced by the four algorithms using the CRand measure (13) , which is based on the real data classification. Thus, CRand provides an external evaluation criterion that estimates how much the partitions determined match the real classification. The CRand varies from -1 to 1, and the larger the CRand, the more accurate is the partition regarding the true classification. It is worth to remind that this is a classification index and it is just a validation measure for evaluating partitions found by a clustering algorithm. It indicates the agreement between a partition found and the real classification.
The experimental results present the CRand values with respect to the Euclidean and the Manhattan distances. Alike (9), we performed tests by firstly generating partitions with cluster numbers in the set {2, . . . , 30} for each data set. The partitions with the highest CRand are reported. This procedure was followed for every clustering algorithm used in this experiment.
A performance profile analysis proposed by Dolan and Moré (6) was employed to compare the CRand values of the four different algorithms. Let S and P be, respectively, the set of n s algorithms to be analyzed and the set of np problems (data sets) into consideration. A factor, known as performance ratio, evaluates the performance of the algorithm s with regard to the problem (or instance) p. It is given by the following equation:
The value of tps, used in the comparison of the algorithms, gives the performance of the algorithm s in the problem p. According to Dolan and Moré (6) , the lower this value, the better. Regarding Equation 12 , it must be observed that the best rps is 1, which occurs when tps has the minimum value among all algorithms.
Another factor considered in (6) is the ratio: the number of problems that an algorithm s presented a performance ratio equal to or better than an coefficient τ divided by the total number of problems (ρs(τ ) =
This ratio ρs(τ ) represents the probability that an algorithm s has a performance ratio within a factor τ . In this performance analysis graph, the curves of the graph are plotted according to the values of τ and ρs(τ ).
In this paper, S is composed by the four algorithms analyzed according to the CRand value: LPAM, k-means, kmedians and PAM. The distance matrix associated with each data set was considered an instance. Every CRand was taken into account for analysis, which means that a total of 34 instances composes the set P . Figure 4 displays the results from this analysis. τ = 1 shows the percentage that an algorithm s achieved results better than the other algorithms. Both LPAM and PAM achieved the best results in more than 60% of the problems. However, LPAM presented a slightly higher percentage than PAM, as can be observed in the subplot of Figure 4 . Each one of the other algorithms achieved the best results in a little more than 20% of the instances. The robustness of the algorithms in the instances analysed can be observed when τ > 1. For example, for τ = 1.2, y-axis indicates the percentage of instances that an algorithm s achieved results at most 20% worse than the best results. It can be noticed that LPAM achieved the best results for almost every value of τ . The subplot in Figure 4 highlights the superior performance of LPAM over PAM for small values of τ .
Final Remarks
This paper investigated a hybridization of a Lagrangian based heuristic with a known local search clustering method, PAM for the k-medoids problem. The first experiment investigated the efficiency of LPAM, comparing it with another kmedoids heuristics found in literature for the same problem. According to the experimental results, LPAM outperformed the other heuristics, mainly in the data sets with high number of objects. In the second experiment, the proposed heuristic was compared with the real partitions using the CRand index. In this experiment, LPAM was compared with the k-means, k-medians and PAM algorithms. The proposed algorithm performed better in most of the partitions, considering the Euclidean and Manhattan distances. Furthermore, LPAM is deterministic, in contrast to k-means and k-medians methods, known for the variation of the partitions obtained in different runs. PAM achieved, for some cases, the same clustering partitions as LPAM, however, the medoids were different, presenting worse solutions than LPAM. Regarding the computational time, LPAM took just some few seconds to find its solutions, even for medium sized data sets.
