ABSTRACT Recognition of 3D shapes is a fundamental task in computer vision. In recent years, view-based deep learning has emerged as an effective approach for 3D shape recognition. Most existing view-based methods treat the views of an object as an unordered set, which ignores the dynamic relations among the views, e.g. sequential semantic dependencies. In this paper, modeling the views of an object by a sequence, we aim at exploiting the long-term dependencies among different views for shape recognition, which is done by constructing a sequence-aware view aggregation module based on the bi-directional Long Short-Term Memory network. It is shown that our view aggregation module not only captures the bi-directional dependencies in view sequences, but also enjoys the robustness to circular shifts of input sequences. Incorporating the aggregation module into a standard convolutional network architecture, we develop an effective method for 3D shape classification and retrieval. Our method was evaluated on the ModelNet40/10 and ShapeNetCore55 datasets. The results show the encouraging performance gain from exploiting long-term dependencies in view sequences, as well as the superior performance of our method compared to the existing ones.
I. INTRODUCTION
Understanding 3D objects has been a fundamental problem since the establishment of computer vision, with a broad spectrum of applications including multimedia [1] , augmented reality [2] , [3] , entertainment [4] , robotics [5] , [6] , autonomous driving [7] - [10] , 3D reverse engineering [11] , [12] , medical imaging [13] , [14] , and monitoring [15] . Due to the limited availability of 3D data, the early works focus on either theories of 3D representation or methods of image-based object recognition. Until recent years, 3D data has become ubiquitous with the rapid development of 3D object acquisition hardware (e.g. 3D scanners) as well as 3D modeling software (e.g. computer graphics), opening up
The associate editor coordinating the review of this article and approving it for publication was Aysegul Ucar. opportunities to practical 3D object recognition. Compared to the 2D cases in images, 3D objects contain additional cues of 3D shapes, which are very essential and crucial for visual understanding. Therefore, a majority of existing works on 3D object recognition are devoted to building 3D shape features for recognition (i.e. 3D shape recognition).
Inspired by the great success of deep learning in image classification [16] , [17] , many approaches (e.g. [18] - [22] ) to 3D shape recognition have been proposed based on neural networks (NNs). These approaches consume different formats of 3D data in NNs, such as point clouds, voxelized data, and multiple views of objects. Among these approaches, the ones that accept multiple views of objects as NN's input, which are called view-based approaches, have shown much more encouraging results than other types of approaches; see e.g. [21] - [25] . Besides, view-based approaches have many advantages, e.g. leveraging power of modern imagebased convolutional networks (CNNs), sharing similarity with human perception, circumventing any geometric representation artifacts [21] , etc.
Generally, view-based approaches pass multiple 2D views of 3D objects to image-based CNNs and aggregate the results for recognition. The key part in this pipeline is how to utilize the rich relations among different views to aggregate the features from different views for effective recognition, which is also the element that distinguishes view-based methods from traditional CNN-based image classification. Most existing view-based approaches (e.g. [21] , [23] - [25] ) aggregate view features by treating them as an unordered set of features, without considering the dynamics existing in the views (e.g. smooth changes of sequential views). As a result, the generated shape descriptors mainly encode the 'static' relations of views, and the relations on dynamics of views (e.g. sequential changes of views) have not been well exploited.
In many scenarios, the views are generated by a sequential process, e.g. moving a camera around the object. Therefore, the views may contain many sequential or temporal semantic dependencies. In this paper, we model the views as a sequence instead of an unordered set, which provides opportunities to utilize such rich dependencies among views. An interesting observation on the view sequence of an object is that, longterm dependencies may exist in the sequence. For instance, when looking around a car, the view taken from the left side is not only related to its neighboring views, but also closely related to that taken from the right side due to the symmetry of the car. See Fig. 1 for an illustration of this example. In addition to symmetries of objects, similar parts or similar patterns of objects, as well as smooth changes of both viewpoints and object surfaces, are the main sources of the long-term dependencies in view sequences.
The long-term dependencies in view sequences are very useful to visual recognition. For instance, people can optimize the trajectory of viewpoints to use views as few as possible for understanding objects; and the next unobserved view may be easily recognized or even created based on the sequence of observed views. To exploit the long-term dependencies of view sequences for 3D shape recognition, we propose a sequence-aware view aggregation module based on the long short-term memory (LSTM) [26] . An important property of the long-term dependencies of view sequences is the bi-directionality, which comes from the fact that a view sequence can be provided bi-directionally, e.g., the camera can move clockwise or anticlockwise. In order to utilize this property for improving the effectiveness of aggregation, we use the bi-directional LSTM to construct our view aggregation module. With each view as the input of a bi-directional LSTM unit, we can effectively analyze the long-term dependencies of the view sequence along two directions. We also show that using bi-directional LSTM can bring robustness to circular shifts of view sequences which are often seen in real applications.
FIGURE 1.
View sequence of a 3D car. It can be see that the view taken from the left side is not only related to its neighboring views, but also closely related to that taken from the right side due to the symmetry of the car. Note that the camera movement in generating the sequence can be clockwise or anticlockwise.
Building the proposed view aggregation module into a standard view-based CNN, we develop an effective method for 3D shape recognition. Leveraging the power of bi-directional LSTM, the proposed method is able to generate distinct yet robust shape descriptors. The proposed method was evaluated on the ModelNet40 and ModelNet10 datasets, with applications to classification and retrieval. The results show the encouraging performance gain from exploiting long-term dependencies in view sequences, as well as the superior performance of our method to the state-of-the-art ones. In particular, even using fewer views, our method can still outperform many existing methods.
In summary, the main contributions of this paper are twofold. In methodology, we propose to treat the views of an object as a sequence and investigate the exploitation of the bi-directional long-term dependencies of view sequences for 3D shape recognition. The sequence-based treatment to views is nontrivial, as it enables the utilization of the dynamics among views (i.e. view images are taken in a dynamic process), which also distinguishes our method from the existing ones [21] - [25] , [27] , [28] that only focus on the static properties of views (i.e. similarities among views) by treating a view sequence as an unordered set. In practice, we propose an effective view-based CNN with a bi-directional LSTM-based aggregation module for 3D shape classification and retrieval. The proposed network has the advantages of analyzing the long-term semantic dependencies of view sequences along two directions, recognizing complex shapes, and achieving robustness to circular shifts of view sequence.
The rest this paper is structured as follows. Section II is for the literature review. Section III is devoted to the detailed description of the proposed method. Section IV presents the experimental evaluation. Section V concludes the paper.
II. RELATED WORK
The early approaches to 3D shape recognition focus on the design of handcrafted shape features. In recent years, inspired by the success of machine learning (particularly deep learning) in computer vision, many learning-based approaches have been proposed to learn adaptive shape descriptors from a set of 3D data. Our work follows this line of research. In this section, a brief review is given on the handcrafted features, followed by a detailed review on the learning-based methods.
A. HANDCRAFTED FEATURES
The classic shape descriptors, such as the statistical moments [29] , Fourier descriptor [29] , [30] and eigenvalue descriptor [31] , are devoted to the global description of shapes. These methods suffer from the sensitivity to nonrigid transformations or topological changes. To overcome this weakness, some local geometric descriptors were proposed as the building blocks to form global shape features, e.g. spin images [32] , shape context [33] and mesh HOG [34] . Nevertheless, such descriptors are not robust to local geometric deformations or perturbations. Recently, the diffusion-based approaches have emerged as a promising direction for shape description, which enjoy strong robustness to isometric deformations and small perturbations on surfaces. These methods model the geometric structure of shapes with a certain diffusion process, and the shape descriptors are built upon the associated diffusion operators, e.g. Discrete Laplace-Beltrami operator [35] and heat kernel signature [36] , [37] .
B. LEARNING-BASED METHODS
Embracing recent advances of deep learning and neural networks (NNs) in image classification (i.e. an analogous task to 3D shape recognition) [16] , [17] , most learningbased methods for 3D shape recognition are built upon NN architectures. There are mainly three formats of 3D data used in the NN-based methods, including points, voxels and views. According to the data format of NN's input, the NN-based methods can be classified into three categories: point-cloud based methods, voxel-based methods, and viewbased methods. We focus more on the view-based methods in the literature review, as our method belongs to this type. It is noted that there is a group of learning-based approaches that take mesh surface as input by generalizing CNNs to non-Euclidean geometries (e.g.spectral CNNs [38] , anisotropic CNNs [39] ) or by using the handcrafted features of objects as input (e.g. [40] ). These approaches are devoted to matching tasks, without published results on standard shape recognition. Thus, we omit this group of approaches in our literature review. It is also noted that a few approaches use two or more sources of 3D data for further improvement, e.g. both voxels and views are used in [41] . Last but not least, there are also some approaches built upon other machine learning techniques, e.g. multi-hypergraph learning [42] .
1) POINT-CLOUD BASED METHODS
In contrast to image data which is row-column indexed, a point cloud (except for those computed from depth images) is generally a set of point coordinates with irregular organization and unordered structure, which hinders the trivial use of traditional image CNNs in point-cloud based methods. To address such a fundamental challenge arising from raw data, new NN architectures are needed. A pioneering work is PointNet [43] , a permutation-invariant deep architecture that learns a spatial-encoding representation for each point and combines them into a global descriptor. In [44] , the PointNet architecture is extended to a hierarchical version called PointNet++, which aims at better exploiting local structures of shapes by applying PointNet recursively on a nested grouping of the input point cloud. Another work with the same purpose of exploiting local shape structures is done in [45] via kernel correlation and graph pooling. The grouping scheme in PointNet++ is to implicitly exploit the spatial distribution of points. For explicit exploitation, the kd-Net [46] builds a kd-tree on the input point set and runs hierarchical feature extractions from the leaves to root. Due to the non-overlap partition by kd-tree, the kd-Net lacks of the overlapped receptive fields which are useful for recognition. To address this issue, Li et al. [47] proposed to replace the kd-tree with a self-organizing map (SOM) and perform k-NN search from points to SOM nodes, by which the receptive filed overlap can be controlled. Instead of directly dealing with point sets in the network, Simonovsky and Komodakis [20] proposed to structure the point cloud with a graph and apply a graph CNN to process the graph-structured data.
2) VOXEL-BASED METHODS
Voxels of 3D objects are a straightforward extension of pixels of 2D images, by which an object shape is represented as a volumetric binary occupancy grid. Unlike point cloud data, voxels are well indexed. Thus, the image-based CNNs can be easily extended to handle voxelized data. A seminal work can be traced back to 3D-ShapeNet [18] , a volumetric convolutional deep belief network which expresses 3D shapes as a probability distribution of binary variables on a voxel grid. Another early attempt is Voxnet [19] , which uses a shallow volumetric CNN with the volumetric probabilistic occupancy grid representation. The Voxnet architecture is jointed with an orientation estimation task in [48] for performance improvement. Since voxels are volumetric representations that can easily become computationally intractable, the above voxelbased NNs have to be shallow. To make use of the power of deep learning, Brock et al. [49] proposed a deep voxel-based CNN architecture which can be effectively and efficiently trained. With the same purpose, Riegler et al. [50] proposed to exploit the sparsity of voxelized data to enable deeper networks without reducing resolution. To anylase the shape distribution of 3D objects, [51] uses a VAE (variational auto-encoder) to reconstruct full 3D shapes from voxelized single-views. With the latent variables learned by the VAE, numerical analysis of 3D ojbects can be well performed. While all aforementioned voxel-based methods are developed in the supervised setting, Wu et al. [52] proposed a unsupervised method to learn 3D shape descriptors using generative adversarial networks.
3) VIEW-BASED METHODS
Though voxel models can simplify the design of CNNs in comparison with point clouds, the computational burden of volumetric CNNs is still considerable. In this sense, the multiview representation is a better choice for 3D data, as on each view, any image-based CNN can be directly applied. The advantages of multi-view representations are plenty [21] . First, by converting irregular 3D shapes to regular images, we can leverage pre-trained image-based CNNs that are powerful for recognition. Second, view-based methods can be applied to real objects with backgrounds. Third, multi-view representations share similarity with human perception, e.g. people look around an object to understand it by combining surfaces' information from multiple views. Forth, using multi-view representations can circumvent any geometric representation artifacts (e.g. non-manifold geometry, polygon soups, no interior). Last, multi-view representations can be generated from any other formats of 3D objects, such as point cloud, mesh, voxel, etc.
Most view-based methods share the basic flow path as follows. At first, multiple views of a 3D object are generated by projection rendering. Then, better representations (i.e. features) of different views are obtained by inputting the views to some modern image-based CNNs. Next, an aggregation (or called view pooling) module is run to aggregate the view-level CNN features into shape descriptors. Finally, the aggregated shape descriptors are fed to a classifier for recognition. See Fig. 2 for an illustration. In this pipeline, the most important part is the aggregation module, which distinguishes view-based methods from traditional CNN-based image classification.
The MVCNN [21] is one of the very first view-based methods, which uses CNNs with shared weights across different views for view feature extraction, as well as uses max pooling across views for view feature aggregation. The max pooling in MVCNN may cause significant loss of discriminative information in the aggregation of view features. To remedy this problem, Yu et al. [24] proposed a bilinear pooling which aggregates view features based on local patch similarity across views. To further exploit view similarity for better aggregation, Wang et al. [25] proposed to pool view features based on grouping, which is done by a repeated clustering and within-cluster pooling process. The idea of grouping features is also used in [23] , in which the hierarchical view-groupshape feature aggregation pipeline is used. Due to the need for fixed-length input data, the aforementioned methods cannot deal with trajectories of arbitrary paths of camera movements. To break through this restriction, Johns et al. [53] proposed to build a pairwise view learning mechanism into NN, with the extension to predict the next best view. To guarantee the recognition performance when plenty of views of objects are missing, Kanezaki et al. [22] proposed to treat the view-point labels as latent variables, which are learned on unaligned objects with a joint pose estimation and shape recognition framework. View-based 3D shape recognition systems often suffer from high computation cost of projection rendering and feature matching. See [27] for the related acceleration techniques for view-based methods. It is worth mentioning that, instead of using the views taken from different viewpoints, Sfikas et al. [28] , [54] used the panoramic view as the 2D representation of 3D objects. An approach [55] developed in parallel to ours shares similarities with the proposed method by using recurrent network to process view data. Different from ours, this approach use a one-way LSTM to aggregate shape features and an additional one-way LSTM to decode the predefined sequentialized class labels, with an attention mechanism applied to the network. In comparison, our method is much simpler yet effective, which only uses a bi-directional LSTM on view data without sequentializing class labels and using attention mechanism, and achieved better results on the test datasets. When preparing our manuscript, we noticed that two methods [56] , [57] were developed in parallel to ours, which also process view sequences with LSTM. Compared to these two methods, ours has different motivations of using LSTM (e.g. symmetry of 3D objects). Furthermore, our method has simpler structures (e.g. no Siamese structure as [57] and no highway layer as [56] ) but higher performance (see the experiments for the comparison).
III. PROPOSED METHOD
The architecture of the proposed NN for 3D shape recognition is illustrated in Fig. 3 . The pipeline is as follows. First, a multi-view representation of a 3D object is generated as the input of the network, with each view as an image. Then, each view image is fed into a CNN for extracting the view feature. Next, we collect all view features as a sequence and pass them through a bi-directional LSTM network for view aggregation, with each view feature as the input of the LSTM unit at the corresponding time step. The LSTM unit at each time step outputs a new view feature which encodes the longterm dependency in the view sequence, followed by a fullyconnected layer for predicting the corresponding class label. Finally, the classification results are combined to generate the final prediction. The details of each step are given in the following subsections. In particular, the sequence-based view aggregation module is our main focus.
For the convenience of presentation, we define the notations used in the following as follows. Light upper letters are used for constants (e.g. M ), light lower letters for scalars (e.g. x), bold lower letters for column vectors (e.g.
, and calligraphy letters for sequence (e.g. X = (X 1 , · · · , X M )).
A. MULTI-VIEW REPRESENTATION
In view-based methods, the first step is to obtain the multiview representation of the given 3D object (which is usually stored as a polygon mesh). In our method, the multi-view representation is created by capturing images of size N ×N (most existing methods set N = 224) from different virtual cameras placed at different viewpoints using projection rendering. The selection of viewpoints determines how well a multiview representation can depict the original 3D shape. Following the standard setting in existing view-based methods (e.g. [21] , [22] , [25] ), we use the camera setup illustrated in Fig. 4 to generate multi-view representations, where M cameras are evenly placed around the rotation axis and elevated by angle θ from the ground plane. In our implementation, we set M = 12, θ = 30 • by default. The generated view images are picked up clockwise from a fixed position to form a view sequence, which is denoted by (
where X denotes a given 3D object.
B. CONVOLUTIONAL VIEW FEATURE EXTRACTION
The view images generated from multi-view representation are the images taken from the objects, which may be not robust and distinct for recognition. Thus, an improved representation is needed on each view image. Inspired by the recent success of VGG networks [16] on many image recognition tasks [17] , we employ the VGG-11 network [16] with batch normalization as our base CNN, which is simple but sufficiently effective for extracting features from each view image. The VGG-11 network is mainly composed of eight 3 × 3 convolutional layers in the front and three fully-connected layers in the back. In our implementation, given a view image V ∈ R N ×N as input, the output from the second last fullyconnected layer is used as the view feature, which is a 4096-dimensional feature vector denoted by d ∈ R 4096 . Then, by sequentially feeding the view sequence (V 1 , · · · , V M ) into the CNN, we obtain a sequence of convolutional view features which are denoted by (
. We denote such a process by
where VGG(·, ω) denotes the VGG-11 network with all its weights encoded in the parameter vector ω. 
C. SEQUENCE-BASED VIEW AGGREGATION
The view features generated in the previous step need to be aggregated for classification. As discussed in Section I, each view image in the view sequence may have strong correlation with each other, which implies long-term dependencies in the view sequence as well as in the sequence of convolutional view features. Furthermore, the view sequence is undirected, implying bi-directionality on the long-term dependencies. To exploit such bi-directional long-term dependencies for aggregating view features, we employ the bi-directional LSTM [26] , [58] as a sub-network. The bidirectional LSTM accepts the view feature sequence as input and output new features for each view which encodes the long-term dependency in the view sequence. It has been shown in many studies [59] , [60] that the bi-directional LSTM network has the capability of learning the long-term dependency in sequential data. The framework of the bi-directional LSTM sub-network in our method is illustrated in Fig. 5 . In details, our bi-directional LSTM network is a single-layer recurrent network, accepting the view feature d m as input at the mth time step. The LSTM layer is a big unit consisting of two independent LSTM subunits, one for forward sequential connection and the other for backward sequential connection. Given the sequence of view features (d 1 , · · · , d M ) as input, the forward LSTM units are defined by the following equations [26] : 
are the weights of network to be learned, denotes the element-wise product, σ denotes the sigmoid function, and c 0 and h 0 are set to be zeros. The backward LSTM units can be defined in the same way, which are implemented by reversing the sequence as input. The output hidden states of the forward and backward LSTM units at the same time step are concatenated together as a new feature for the corresponding view, which is denoted by f m , m = 1, · · · , M . In our implementation, we set H = 2048 and thus the bi-directional output state generate a 4096-dimensional descriptor f m ∈ R 4096 for all m.
Due to the use of bi-directional LSTM, the new features of views are the aggregated versions of the original ones, which encode the long-term dependency in the view sequence and thus are very effective for recognition. Such features from each LSTM unit are then fed into a fully-connected layer with the softmax activation for class label prediction:
where l m denotes the prediction vector of the mth view, m = 1, · · · , M , and W m , b m are the weights to be learned. In short, the above aggregation process is formulated as
where LSTM(·, ψ) denotes the whole LSTM-based aggregation module, with all related network parameters encoded in the parameter vector ψ. One possible issue of using recurrent networks such as LSTMs is the lack of robustness to the circular shift of input view sequence. In fact, the circular shift is often seen in the multi-view representation of view-based methods. For instance, in our setting where cameras are placed in a circle around an rotation axis, rotating the object around the rotation axis, or starting with a different camera when collecting views, may generate a view sequence that is the circular shift of the original one. Fortunately, the bi-directional structure of our LSTM network can noticeably improve the robustness of our method to circular shifts of view sequences. Concretely, let (d 1 , d m+1 , . . . , d M ) . In other words, the concatenated output state at each bi-directional time step covers the information of the whole sequence X . It can be easily verified that, with any circle shift, though the information covered by o f m and o b m are changed respectively (implying sensitivity of oneway LSTM), the mth output state still covers the information of the whole sequence, which implies the robustness. The performance improvement benefited from the bi-directionality is also supported by our experimental results; see e.g. Table 5 .
During test, the predictions from all the LSTM units are first aggregated by
Then, the final class label is calculated by taking the index of the maximal element in l.
D. TRAINING
Based on the above descriptions, the whole process of our NN can be written as follows:
where F accepts a 3D object and outputs M view labels
In our implementation, the parameter M in multi-view representation is set to a predefined number. Given a set of training data
, where X k is a 3D object with one-hot encoding class label z k ∈ R Q for Q classes, for k = 1, · · · , K . We first generate the view sequence V k on each 3D object X k by
for all k. During training, we do not average the M predicted labels. Instead, each of the M predicted labels is paired with the true label to compute the loss. Then the loss function of our NN is defined by
where g 1 (·), g 2 (·) are the weight decay regularizations, and f is the cross-entropy loss defined by
The parameters of our aggregation module encoded in ψ are initialized using Xavier Initializer [61] and learned from the training data set. Regarding the parameters of VGG-11 encoded in ω, due to the insufficiency of 3D data as well as the considerations on the computational burden in training, we initialize the parameters with the ones pretrained on the ImageNet ILSVRC 2012 dataset [17] and fine-tune them together with ψ.
E. COMPARISON WITH SIMILAR WORKS
We noticed that two approaches [56] , [57] [57] , aiming at just object retrieval, constructs the CNN-BiLSTM into a siamese structure with the contrastive loss to further enhance the discriminative power of shape features. [57] and ours both simply apply average pooling to aggregate LSTM features while [56] uses a weighted average scheme where features at later time are assigned a higher weight. It's worth mentioning the difference in LSTM output dimension. References [56] and [57] make it 2 * 128 and 2 * 512 respectively, and they are different with the corresponding CNN feature dimension(512 and 4096). In contrast, our LSTM output dimension is deliberately designed to be 2 * 2048, which is just equal to our CNN feature length. As view pooling cases have the nature of keeping the feature dimension unchanged, we do this because we don't want the view aggregation module to alter the feature dimension. Performance comparison of these three methods is demonstrated in section IV.
IV. EXPERIMENTS
We evaluate the performance our method by applying it to 3D shape classification and retrieval. Three public widelyused datasets for the performance test of 3D shape recognition are employed in our evaluation, including • ModelNet40 [18] which contains 12311 CAD models from 40 categories;
• ModelNet10 [18] which contains 4899 CAD models belonging to 10 categories;
• ShapeNetCore55 [62] which contains 51162 3D models categorized into 55 categories and 203 subcategories.
All the models from the above datasets are consistently aligned and satisfy the upright assumption. In Fig. 6 we show samples from the datasets. As can be seen, there are huge diversities among inner-class objects (e.g. the bookshelves and beds in Fig. 6a as well as the earphones in Fig. 6b ) and high similarities of inter-class objects (e.g. the dresser and bookshelf in the bottom row of Fig. 6a ). The implementation details of our method is as follows. The size of each view image is set to 224 × 224. The viewlevel features consumed by our view aggregation module are obtained from FC 10 of VGG11 and thus the dimension of each feature vector is 4096. For the LSTM unit configuration, we set the size of the hidden state to be H = 2048 both for the forward unit and the backward unit. Then the descriptors generated from the output state of bi-directional LSTM unit is 4096-dimensional. The whole network was trained with a multi-stage manner. At the 1 st stage, the VGG-11 module pretrained on ImageNet ILSVRC 2012 dataset [17] is fine-tuned on multi-view images rendered from the corresponding 3D dataset. At 2 nd stage, we initialize the CNN in our network using the fine-tuned VGG-11 in the 1 st stage, and then train the network with the CNN fixed, only updating the bi-LSTM. At the 3 rd stage, we update the CNN while fixing the parameters of bi-LSTM. At the last stage, the CNN and the LSTM are trained jointly to further improve the network performance. The number of epoch is set to 60 at each training stage. The learning rate is initialized by 0.01, 0.01, 0.001, 0.001 respectively at each stage. The stochastic gradient descend with momentum set to 0.9 is both adopted in above schemes.
A. 3D SHAPE CLASSIFICATION
In the classification experiments, the ModelNet10 and ModelNet40 datasets are used. For fair comparison, we follow the protocol of [18] to split the datasets into training sets and test sets, where the split of training/test is 9843/2468 on ModelNet40 and 3991/908 on ModelNet10. The performance is evaluated in terms of accuracy over the corresponding test splits.
1) PERFORMANCE COMPARISON
We compare the proposed one to 21 existing 3D shape recognition methods, which includes 11 view-based methods [21] - [25] , [27] , [28] , [53] , [55] , [56] , [63] , 5 point cloud-based methods [20] , [43] - [45] , [47] , and 5 voxel-based methods [18] , [19] , [48] , [49] , [52] . These methods are the recent representative ones with published results on at least one test dataset; see Section II for a brief introduction to these methods. The results of all compared approaches are listed in Table 2 , where methods of the same type are grouped together, and '-' denotes the unavailability of results.
Examining the results of view-based approaches in Table 2 , we can find that on both datasets, our method outperforms VOLUME 7, 2019 other view-based methods except RotationNet [22] , MHBN (RGB+Depth) [24] and CNN+LSTM [56] . Note that RotationNet uses 80 views captured from the vertices of a dodecahedron for recognition, which is about 6.7 times as ours. Thus, it is not surprising to see its superior performance. Note that a result of RotationNet using the same camera setup as ours is reported in [55] , that is 90.65% on ModelNet40 and 93.84% on ModelNet10, which is below ours. Also note that compared to ours, MHBN (RGB+Depth) uses an additional depth features of objects. Even though the gap between MHBN (RGB+Depth) and ours is very minor (i.e. accuracy of 0.05%). When only using RGB data, MHBN yields lower classification accuracies than ours. With a similar structure to ours, CNN+LSTM [56] yielded comparable performance to ours on ModelNet10. However, our result is 3.6% higher than that of CNN+LSTM [56] on ModelNet40. The dominant-set clustering based approach [25] denoted by Dominant (RGB+Depth+Surf) also uses additional features including depth values and surface normals. Yet, it shows inferior performance to ours. In particular, we pay attention to MVCNN [21] , MHBN (RGB) [24] , SeqViews2SeqLabels [55] , Dominant (RGB) [25] and GVCNN [23] which use similar frameworks to ours but with different aggregation modules. The effectiveness of the proposed LSTM-based aggregation module can be demonstrated by the performance improvement over these methods.
It can also be found from the results that both point cloudbased and voxel-based methods are generally not as good as view-based methods, except the VRN-Ensemble method [49] which outperforms ours on both datasets. However, as discussed by its authors [49] , the power of this method comes from the ensemble with a mixture of predictions instead of the shape descriptor itself, which can be applied to any other methods including ours. When removing the ensemble module, the results of VRN [49] are worse than ours.
Some of the misclassified samples are shown in Fig. 8 . As we can see, since there are large ambiguities across categories, these objects are very challenging to classify even for human beings. For example, a flower in a pot can be classified not only as a plant but also as a flower pot.
2) BEHAVIOR ANALYSIS
In order to analyze how the multi-view representation influences the performances of our modules, we tested our method with different camera setups, including setting different numbers of views and different elevation angles of camera. Meanwhile, to figure out how well our method can handle a view sequence, we firstly train our method using full view representation and test its performance with partial view representation as input. Furthermore, to demonstrate the benefits brought from the bi-directional structure of LSTM, we also tested the performance of our method by replacing the bi-directional LSTM with a traditional one-way LSTM. The results with different camera setups and different LSTM structures are shown in Table 3 and Table 5 . To save computational cost, in the tests of this subsection, we trained our network as follows. The VGG and the bi-LSTM networks were jointly trained with Back-Propagation over 100 epochs. The learning rate was initialized by 0.01 and decayed by 10 times every 80 epochs.
To evaluate the influence caused by the viewpoints of multi-view images, we train our networks using multi-view representation rendered under different camera steps. Results are listed in Table 3 . We first check the influence by the elevation angle θ. It can be seen that the performance of our method drops moderately when changing the elevation angle of camera from 30 • to 0 • . This phenomenon is reasonable, as under the upright orientation assumption, the multi-view representation with θ = 30 • contains more visual information than that θ = 0 • . An example on this issue is shown In Fig. 7 , where we can see that setting θ = 30 • can result in view images with more details on the object.
In comparison, the influence by the number of views is not as big as the elevation angle. Although using M = 12 views may obtain more information than using M = 8 views, the performance improvement of our method is very minor (less than 1%). This is probably that our LSTM-based module is very effective and efficient in exploiting the long-term dependencies of view sequences for 3D shape recognition, and M = 8 views are sufficient to generate informative and distinct shape descriptors. Furthermore, we also found in the experiments that our method can use fewer views to outperform many of the compared methods (e.g. [23] - [25] ). In common-sense, using more views should help the network perform better because more views contain more information. However, as shown by the last line in Table 3 , using too much views instead results in lower performance. Our conjecture is that the redundancy encoded in the overlong view sequences become a burden on training our network.
After training our network using multi-view representation with fixed viewpoint number, we then test its performance using less views, in order to see if it can still achieve promising results. The network using in Table 4 is trained on ModelNet40 under our default camera setup (M = 12, θ = 30 • ). View sequences with views less than 12 are simply cut off from the full-length view sequences. Surprisingly, when fed with half-length view sequences (M = 6), the performance drop of our network is very minor. In this case, compared with the original full-length sequences, half of the static visual information is lost. This promising result demonstrates that the sequential information captured by our network can greatly help to relieve the loss of static visual information. However, when the view sequences are too short, their sequential information will be not enough to compensate the visual loss. So in Table 4 , noticeable drop can be seen when the sequential length goes to only 3 or 1. But compared to other view-based approaches, even with extremely few views, our network performance is still competitive.
In addition, we analyze the influence of replacing the bi-directional LSTM with one-way LSTM in our method. From Table 5 , noticeable improvements of using bi-directional LSTM over one-way LSTM are observed. Such improvements clearly demonstrate the benefits introducing the bi-directional structure to LSTM in our aggregation module.
In order to find out how well the sequence-aware view aggregation module can boost the network performance, we replaced the view aggregation module in our network with a max/average view-pooling layer. From Table 6 we can find that, the network with a max-pooling layer constantly outdoes the one with an average-pooling layer. It can also be seen that the sequence-aware module achieved the best results on both ModelNet40 and ModelNet10. On ModelNet10, the performance gain of the sequence-aware module is 0.79% over using the max-pooling. The performance gap is even higher on ModelNet40, which is 1.20%. Such results have demonstrated that the effectiveness of the sequence-aware view aggregation module in exploiting the dependencies among views.
Finally, we study how the dimension of the LSTM hidden state influences network performances. Due to the use of bi-LSTMs, the dimension of an output state is twice that of a unit state. From Table 7 , it is observed that the network performance increases as the dimension grows. Setting the unit hidden states to 2048 leads to the best result.The reason is probably that the vectors with higher dimension have the ability to encode more information. Moreover, this setting keeps the dimension of an LSTM output state consistent with that of a VGG feature.
B. 3D SHAPE RETRIEVAL 1) RETRIEVAL ON MODELNET40/10
On the ModelNet40 and ModelNet10 datasets, we use the same protocol as that in classification to split the training sets and test sets. After our network is trained, the 4096-dimensional feature from each bi-directional LSTM is extracted and all of these features are averaged as a single 4096-dimensional shape descriptor for retrieval. We followed [18] to conduct the retrieval experiments. Taking each sample in the test set as a query, we compute a ranked list on the remaining test samples, with the descending order of similarity measured by the 2 distance between two shape descriptors. The ranked lists generated from all test samples were then used to calculate the mean average precision (mAP), which is the mean of the average precision scores for each query. Average precision (AP) is defined as the average of precision values each time a positive sample is returned for a query. For comparison, we select the methods [18] , [21] , [23] , [27] , [28] , [56] , [57] , [64] , which have published retrieval results on the ModelNet benchmark. The mAPs by different methods are compared in Table 8 . On ModelNet40, our method achieved the best result, outperforming almost all the other methods by large margins. On ModelNet10, our method outperformed other compared methods except GIFT [27] and CNN+LSTM [56] . Note that the result of GIFT is generated with an easier setting than ours, where only 100 randomlyselected samples per category, instead of all samples from the dataset, are used for retrieval. Even though, the performance gap between our method and GIFT is just noticeable (less than 0.01 mAP difference). When compared with [56] , [57] which also adopt bi-LSTM to aggregate view features, our method still yielded competitive results. On ModelNet40, our method outperformed [56] , [57] noticeably with performance gap of 2.82% and 4.77% respectively.
2) RETRIEVAL ON SHAPENETCORE55
ShapeNetCore55 is a subset of ShapeNet [65] , which is the official dataset for retrieval competition SHREC2016 and SHREC2017 [62] . SHREC2017 provides two dataset versions: regular and perturbed. We only consider the regular version of this dataset. On this dataset, we follow the instruction of the SHREC2017 competition to construct the ranked lists on the test split and use the evaluation code provided by [62] for the test. The evaluation scheme on ShapeNetCore55 is different from those on ModelNet40 and ModelNet10 on two main points. First, the ranked list for a query contains the query itself. Second, at most 1000 entries are allowed per ranked list, i.e., if a ranked list contains more than 1000 entries, the rest of the entries will be cut off.
Four metrics are used to evaluate the retrieval performances of the compared approaches, including PR (precision and recall), F-Score, mAP (mean average prediction), and NDCG (normalized discounted cumulative gain). The first three metrics are computed based on binary in-category versus out-of-category relevance, whereas the NDCG metric uses a graded relevance with grades 0, 1, 2, 3 that additionally considers the matching of sub-categories in ShapeNetCore55. Two schemes are used to average each of the metrics on the samples, including the macro average which is the unweighted average over the entire dataset, and micro average that is computed across categories with adjustment for category sizes. Please refer to [62] for more details on the metrics.
In our experiments, the standard 70%/10%/20% training/ validation/test split was used. We trained our network with the train split in 55 categories. After training, we applied the network to 3D shape retrieval on the test split. The shape descriptor of each query is extracted by averaging the 55-dimensional FC features from the network output.
We compare our method with all the participating methods in SHREC2017 [62] as well as the top two methods from the SHREC2016 iteration of the competition. Besides, we also cite the published results of [56] on ShapeNetCore55 for comparison. The evaluation results are shown in Table 9 . It can be seen that, when only compared with the participating methods in SHREC2017/SHREC2016, our method achieves the best results in 5 out of the 10 evaluation metrics. It is worth mentioning that our method performed 0.6%/5.1% higher than the top method RotationNet in terms of micro/macro mAP. The MVCNN [21] achieved the rank-1 results in SHREC2016. In comparison, our method has a significant performance gain, demonstrating the effectiveness of our view aggregation module. The CNN+LSTM [56] behaves similarly to our method. Specifically, our method performs better in terms of the macro metrics whereas [56] is better under micro metrics. We noticed that the averaged precision values (P@N) of our method and [56] are unsatisfactory. The PR curves on ShapeNetCore55 are shown in Fig. 9 .
Note that the curves of [56] are not present in Fig. 9 as [56] has not published its PR results. In general, our method outperforms more than half of the compared methods, including the top method in SHREC2016 (i.e. GIFT [27] ). It can be seen that RotationNet [22] achieved the best overall performance. In contrast, our method outperforms all the other methods at the beginning but the precision value drops a bit fast as the the recall value increases.
V. CONCLUSION
In this paper, we proposed an effective view-based approach for 3D shape recognition. Our approach is built upon a CNN-based view feature extraction module and a bi-directional LSTM-based view aggregation module. Benefiting from the capability of bi-directional LSTM in exploiting long-term dependencies of sequences, our view aggregation module can generate effective shape descriptors that encode the sequential semantic relations among views. Compared to existing view-based approaches that focus on the similarity of views, our method pays additional attention to the relations among views which are implicated in the dynamic process of view collection. When applied to 3D shape classification and retrieval, our method showed excellent performance and achieved state-of-the-art results.
In future, we would like to investigate the exploitation of other stochastic relations among views, as well as develop more advanced view aggregation techniques, to improve the performance of 3D shape recognition. 
