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Abstract
New oscillation and nonoscillation theorems are obtained for the second order quasilinear differ-
ence equation
∆
(|∆xn−1|ρ−1∆xn−1)+ pn|xn|ρ−1xn = 0,
where ρ > 0 is a constant and {pn}∞n=1 is a real sequence with pn  0.
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1. Introduction
Consider the second order quasilinear difference equation
∆
(|∆xn−1|ρ−1∆xn−1)+ pn|xn|ρ−1xn = 0, n n0 (1)
where the forward difference ∆ is defined as usual, i.e., ∆xn = xn+1 − xn, ρ > 0 is a
constant, and {pn}∞n=1 is a real sequence with pn  0 for n n0.
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ple, [1,2]. In this paper, we obtain new oscillation and nonoscillation criteria for Eq. (1)
which generalize the known results on second order linear difference equations.
A solution {xn} of (1) is said to be oscillatory if the terms xn of the sequence {xn} are
neither eventually all positive nor eventually all negative. Otherwise, the solution is called
nonoscillatory.
2. Some lemmas
Throughout, we shall use the following notations: N = {0,1, . . .}, N(a) = {a,
a + 1, . . .}, where a ∈ N , and N(a,b) = {a, a + 1, . . . , b}, where b ∈ N(a).
Lemma 1 (Discrete mean value theorem [1]). Suppose that {un} is defined on N(a,b).
Then, there exists a c ∈ N(a + 1, b − 1) such that
∆uc 
ub − ua
b − a ∆uc−1 or (2)
∆uc−1 
ub − ua
b − a ∆uc. (3)
Lemma 2. Let {xn} is a nontrivial solution of (1). Assume that xn > 0 for n ∈ N(a + 1, b)
and that
∆xa−1  0, ∆xa < 0, and xb−1 > 0, xb  0, (4)
or
xa−1  0, xa > 0, and ∆xb−2 > 0, ∆xb−1  0, (5)
where a, b ∈ N(n0) and a < b. Then the relation
(b − a)ρ
b−1∑
i=a
pi > 1, (6)
holds.
Proof. We assume that (4) holds. If (5) holds, then the proof is similar. Let
r = max{s | ∆xs−1  0, xs < 0, s ∈ N(a,b − 1)}.
Since ∆xb−1 < 0, then ∆xn−1 < 0 for n ∈ N(r + 1, b). Since xn > 0 for n ∈ N(a + 1, b),
it follows that, by (1), ∆(|∆xn−1|ρ−1∆xn−1)  0. Hence, ∆(−∆xn−1)ρ  0, for n ∈
N(r + 1, b), which implies ∆xn−1 is nonincreasing and ∆xn−1 < 0 for n ∈ N(r + 1, b).
Hence, {xn} is decreasing. By (3) of Lemma 1 and (4), we get
xr
<
xr − xb −∆xb−1. (7)
b − r b − r
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(−∆xb−1)ρ  |∆xr−1|ρ−1∆xr−1 − |∆xb−1|ρ−1∆xb−1 =
b−1∑
i=r
pix
ρ
i . (8)
Since {xi} is decreasing, (8) implies
(−∆xb−1)ρ < xρr
b−1∑
i=r
pi . (9)
From (7) and (9), we obtain
(b − a)ρ
b−1∑
i=a
pi  (b − r)ρ
b−1∑
i=r
pi > 1.
This completes the proof of Lemma 2. 
Lemma 3 [3]. Assume that a  0, b 0. If ρ  1, then aρ + bρ  (a + b)ρ .
Lemma 4. Assume that a  0, b 0. If 0 < ρ  1, then aρ + bρ  (a + b)ρ .
The proof of Lemma 4 is easy and it is omitted.
3. Main results
Let the sequence {nm}∞m=0 be given such that
n0  n0 < n1 < · · · < nm < · · · , nm → ∞ as m → ∞, (10)
and introduce the notation
βm = nm+1 − nm
n1 − n0 for m ∈ N. (11)
Clearly, we have β0 = 1, βm > 0, and ∑∞m=0 βm = ∞.
Our first result (on the nonoscillation) is the following.
Theorem 1. Assume that 0 < ρ  1. Further suppose the coefficient pn in (1) has the
property
(nm+1 − nm)ρ
nm+1−1∑
i=nm
pi  αm, 0 αm < 1 for m ∈ N(1), (12)
and there exists the infinite sequence {zm}∞m=0 satisfying the recurrence relation
zm+1 = zm − αm
θm + zm − αm , m ∈ N(1), z0 = 1, (13)
such that 0 < zm < 1 for m = 1,2, . . . , where θm = (βm/βm+1)ρ . Then (1) is nonoscilla-
tory.
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xn0−1  0, xn0 > 0 remains positive for all n ∈ N(n0).
By (12), (n1 − n0)ρ ∑n1−1i=n0 pi < 1. Therefore by Lemma 2 we have xn−1 > 0 on
N(n0 + 1, n1). In fact, if not, assume that there exists a n∗ ∈ N(n0 + 1, n1) such that
∆xn∗−2 > 0,∆xn∗−1  0, then by Lemma 2, we have (n1 −n0)ρ ∑n1−1i=n0 pi > 1 which con-
tradicts (n1 − n0)ρ ∑n1−1i=n0 pi < 1. Therefore xn−1 > 0 on N(n0 + 1, n1). Hence xn > 0,
n ∈ N(n0, n1) and that ∆(∆xn−1)ρ  0 for n ∈ N(n0, n1) which means that ∆xn−1 is
nonincreasing on N(n0, n1 + 1). Summing (1) from n0 to n1 − 1, we obtain
(∆xn0−1)ρ − (∆xn1−1)ρ =
n1−1∑
i=n0
pix
ρ
i . (14)
By Lemma 1, we get
xi  xi − xn0−1  (i + 1 − n0)∆xn0−1 for i ∈ (n0, n1 − 1). (15)
From (14) and (15), we have
(∆xn0−1)ρ − (∆xn1−1)ρ  (∆xn0−1)ρ(n1 − n0)ρ
n1−1∑
i=n0
pi  α0(∆xn0−1)ρ
or
(∆xn1−1)ρ  (∆xn0−1)ρ − α0(∆xn0−1)ρ = (1 − α0)(∆xn0−1)ρ. (16)
Now we claim that {xn} is fixed signed on N(n1, n2). If not, then there exists a s1 ∈
N(n1 − 1, n2) such that
xs1−1 > 0, xs1  0.
In view of ∆xn−1 > 0 on N(n0 +1, n1), by Discrete Rolle’s Theorem (see [1]), there exists
a a1 ∈ N(n0, s1 − 1) such that
∆xa1−1  0 and ∆xa1 < 0.
Clearly, a1 ∈ N(n1, n2 − 1). Using Lemma 2, we obtain
α1  (n2 − n1)ρ
n2−1∑
i=n1
pi  (si − a1)ρ
s1−1∑
i=a1
pi > 1.
Contradicting the assumption α1 < 1. Thus we have shown that
xn > 0 for n ∈ N(n1, n2). (17)
Now we are going to show by mathematical induction the validity of the relations
(∆xnm−1)ρ 
zm
β
ρ
m
(
m∑
j=0
βj∆xnj−1
)ρ
, (18)
(∆xnm+1−1)ρ  (∆xnm−1)ρ −
αm
β
ρ
m
(
m∑
j=0
βj∆xnj−1
)ρ
, (19)
xn > 0 for n ∈ N(nm+1, nm+2), (20)
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We can easily check that the case m = 0 is covered by (16) and (17). Hence we have to
show the formulas (18)–(20) for m+1 instead of m, assuming their validity for 0,1, . . . ,m.
Since zm+1 > 0, therefore by (13), zm > αm, and by (18) and (19) we have
(∆xnm+1−1)ρ 
zm − αm
β
ρ
m
(
m∑
j=0
βj∆xnj−1
)ρ
> 0
or equivalently
β
ρ
m
zm − αm (∆xnm+1−1)
ρ 
(
m∑
j=0
βj∆xnj−1
)ρ
.
Hence,(
β
ρ
m+1 +
β
ρ
m
zm − αm
)
(∆xnm+1−1)ρ 
(
m∑
j=0
βj∆xnj−1
)ρ
+ (βm+1∆xnm+1−1)ρ.
By Lemma 4, for 0 < ρ  1, we get(
β
ρ
m+1 +
β
ρ
m
zm − αm
)
(∆xnm+1−1)ρ 
(
m+1∑
j=0
βj∆xnj−1
)ρ
,
which is equivalent to
(∆xnm+1−1)ρ 
zm+1
β
ρ
m+1
(
m+1∑
j=0
βj∆xnj−1
)ρ
. (21)
By (1) and (20), we get that ∆(|∆xn−1|ρ−1∆xn−1) 0, which implies |∆xn−1|ρ−1∆xn−1
is decreasing. Hence, for any k, l ∈ N(nm+1, nm+2) and k > l, we have that
|∆xk−1|ρ−1∆xk−1 < |∆xl−1|ρ−1∆xl−1. If ∆xk−1 > 0 and ∆xl−1 > 0, then ∆xk−1 <
∆xl−1. If ∆xk−1 < 0 and ∆xl−1 < 0, then (−∆xk−1)ρ > (−∆xl−1)ρ , which implies
∆xk−1 < ∆xl−1. If ∆xk−1 < 0 and ∆xl−1 > 0, clearly, ∆xk−1 < ∆xl−1. Therefore, ∆xn−1
is decreasing on N(nm+1, nm+2). By Lemma 1, for i ∈ N(nm+1, nm+2 − 1), we have
xi − xnm+1−1
i − nm+1 + 1 ∆xc−1 ∆xnm+1−1, c ∈ N(nm+1, i − 1).
Summing (1) from nm+1 to nm+2 − 1, we get
(∆xnm+1−1)ρ − |∆xnm+2−1|ρ−1∆xnm+2−1
=
nm+2−1∑
i=nm+1
pix
ρ
i 
nm+2−1∑
i=nm+1
pi
[
xnm+1−1 + ∆xnm+1−1(i − nm+1 + 1)
]ρ

[
xnm+1−1 + ∆xnm+1−1(nm+2 − nm+1)
]ρ nm+2−1∑
pi.i=nm+1
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xnm+1−1 
m∑
j=0
[xnj+1−1 − xnj−1]
m∑
j=0
(nj+1 − nj )∆xc−1

m∑
j=0
(nj+1 − nj )∆xnj−1 = (n1 − n0)
m∑
j=0
βj∆xnj−1,
where nj  c nj+1 − 2. Hence
xnm+1−1 + ∆xnm+1−1(nm+2 − nm+1)
 (n1 − n0)
m∑
j=0
βj∆xnj−1 + (n1 − n0)βm+1∆xnm+1−1
= (n1 − n0)
m+1∑
j=0
βj∆xnj−1.
Therefore
(∆xnm+1−1)ρ − |∆xnm+2−1|ρ−1∆xnm+2−1
 (n1 − n0)ρ
(
m+1∑
j=0
βj∆xnj−1
)ρ nm+2−1∑
i=nm+1
pi
=
(
nm+2 − nm+1
βm+1
)ρ(m+1∑
j=0
βj∆xnj−1
)ρ nm+2−1∑
i=nm+1
pi
 αm+1
β
ρ
m+1
(
m+1∑
j=0
βj∆xnj−1
)ρ
or
|∆xnm+2−1|ρ−1∆xnm+2−1  (∆xnm+1−1)ρ −
αm+1
β
ρ
m+1
(
m+1∑
j=0
βj∆xnj−1
)ρ
. (22)
Here zm+2 > 0 implies zm+1 > αm+1. By (21) and (22), we get
|∆xnm+2−1|ρ−1∆xnm+2−1 
zm+1 − αm+1
β
ρ
m+1
(
m+1∑
j=0
βj∆xnj−1
)ρ
> 0,
which implies ∆xnm+2−1 > 0. Now we claim that xn > 0 for n ∈ N(nm+2, nm+3). If not,
then there exists a sm+2 ∈ N(nm+2 + 1, nm+3) such that
xsm+2−1 > 0, xsm+2  0.
In view of ∆xnm+2−1 > 0, by Discrete Rolle’s Theorem (see [1]), there exists a am+2 ∈
N(nm+2, sm+2 − 1) such that
∆xam+2−1  0, ∆xam+2 < 0.
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αm+2  (nm+3 − nm+2)ρ
nm+3−1∑
i=nm+2
pi  (sm+2 − am+2)ρ
sm+2−1∑
i=am+2
pi > 1.
Contradicting the assumption αm+2 < 1. Thus, xn > 0 for n ∈ N(nm+2, nm+3), which to-
gether with (21) and (22), completes the induction step. In this way, we have shown that
in (20) the relation xn > 0 holds for all n ∈ N(n0), which complete the proof of Theo-
rem 1. 
Theorem 2. Assume that 1  ρ < ∞. Further suppose the coefficient pn in (1) has the
property
(nm+1 − nm)ρ
nm+1−1∑
i=nm
pi  αm, αm > 0 for m ∈ N, (23)
and the recurrence relation
vm+1 = αm+1
αm
θm
(
vm
1 − vm + αm
)
, m ∈ N(1), v0 = 1, (24)
has no solution such that 0 < vm < 1 for all m = 1,2, . . . , where θm = (βm/βm+1)ρ . Then
(1) is oscillatory.
Proof. Without loss of generality, assume that (1) has an eventually positive solu-
tion {xn}. We may suppose that this holds already for n ∈ N(n0). Then, by (1),
∆(|∆xn−1|ρ−1∆xn−1) 0, hence, |∆xn−1|ρ−1∆xn−1 is decreasing. We see that either
(i) ∆xn−1 > 0 for n ∈ N(n1) or
(ii) there exists n2 > n1 such that ∆xn−1 < 0 on N(n2).
If (ii) holds, then it follows ∆(−∆xn−1)ρ  0 which implies that ∆xn−1 decreases. This
and ∆xn−1 < 0 on N(n2) imply that there exists n3 > n2 such that xn  0 for n ∈ N(n3).
This contradicts xn > 0. Thus, (i) holds and ∆(∆xn−1)ρ  0. Hence, ∆xn−1 decreases for
n ∈ N(n1).
Summing (1) from nm to nm+1 − 1, we get
(∆xnm−1)ρ − (∆xnm+1−1)ρ =
nm+1−1∑
i=nm
pix
ρ
i  x
ρ
nm
nm+1−1∑
i=nm
pi > 0,
hence
∆xn0−1 > ∆xn1−1 > · · · > ∆xnm−1 > ∆xnm+1−1 > · · · > 0, (25)
moreover, by Lemma 1 and (11),
xnm = xn0 +
m∑
[xnj − xnj−1] >
m∑
(nj − nj−1)∆xn∗j
j=1 j=1
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m∑
j=1
βj−1∆xnj−1, where nj−1 + 1 n∗j  nj − 1.
Consequently by (23),
(∆xnm−1)ρ − (∆xnm+1−1)ρ > (n1 − n0)ρ
nm+1−1∑
i=nm
pi
(
m∑
j=1
βj−1∆xnj−1
)ρ
 αm
β
ρ
m
(
m∑
j=1
βj−1∆xnj−1
)ρ
.
This implies the following two relations:
αm
β
ρ
m
(
m∑
j=1
βj−1∆xnj−1
)ρ
< (∆xnm−1)ρ, (26)
(∆xnm+1−1)ρ < (∆xnm−1)ρ −
αm
β
ρ
m
(
m∑
j=1
βj−1∆xnj−1
)ρ
. (27)
Let the sequence v0, v1, . . . be defined by the recurrence relation (24) as long as it is possi-
ble. Then we claim that
vm(∆xnm−1)ρ 
αm
β
ρ
m
(
m∑
j=1
βj−1∆xnj−1
)ρ
for m = 0,1, . . . ,
0 < vm < 1 for m = 1,2, . . . . (28)
The proof of this relation proceeds on mathematical induction.
It is easy to show that (28) holds for m = 0 and m = 1. Suppose that (28) is proved
already for 0,1, . . . ,m. Then we are going to show it for m + 1.
By (26) and (28), we have
(∆xnm−1)ρ −
αm
β
ρ
m
(
m∑
j=1
βj−1∆xnj−1
)ρ
 (1 − vm)(∆xnm−1)ρ,
and by (27) and (28),
(∆xnm+1−1)ρ < (1 − vm)(∆xnm−1)ρ =
(1 − vm)
vm
vm(∆xnm−1)ρ
 (1 − vm)
vm
αm
β
ρ
m
(
m∑
j=1
βj−1∆xnj−1
)ρ
or
vm
1 − vm
β
ρ
m
αm
(∆xnm+1−1)ρ <
(
m∑
j=1
βj−1∆xnj−1
)ρ
.
By adding βρm(∆xnm+1−1)ρ to both sides and using Lemma 3, we obtain
Y. Zhou / J. Math. Anal. Appl. 303 (2005) 365–375 373β
ρ
m
αm
(∆xnm+1−1)ρ
(
vm
1 − vm + αm
)
<
(
m∑
j=1
βj−1∆xnj−1
)ρ
+ βρm(∆xnm+1−1)ρ

(
m+1∑
j=1
βj−1∆xnj−1
)ρ
.
By multiplying the resulting inequality by αm+1/βρm+1, we get
vm+1(∆xnm+1−1)ρ <
αm+1
β
ρ
m+1
(
m+1∑
j=1
βj−1∆xnj−1
)ρ
< (∆xnm+1−1)ρ, (29)
where vm+1 is given by (24). This proves (28) for m + 1 because vm+1 > 0 follows
from (24), and vm+1 < 1 follows from (29) and from (26) applied to m + 1 instead of m.
Hence the induction step is completed and (28) holds for all m ∈ N . All this was made un-
der the indirect assumption that there exists a solution {xn} with xn > 0 for all sufficiently
large n. According to the assumptions of Theorem 2, the recurrence relation (24) has no
solution for all m, and this contradiction proves our theorem. 
Remark 1. For the case where ρ = 1, we observe that in [10, Theorems 1 and 2] the
sequence {nm}∞m=0 is {2mn0}∞m=0, therefore we have βm = 2m and θm = 12 , i.e., θm is fixed
for all m ∈ N .
Further specification takes place when in (12) or in (23) the value of αm is constant, say,
αm = α. In this case the existence (nonexistence) of the infinite sequence of zm and vm can
be easily determined. Thus we arrive at the following results.
Corollary 1. Assume that 0 < ρ  1. Let αm = α ∈ (0,1) and θm = θ ∈ (0,1) be constant
in Theorem 1 such that√
θ + √α  1.
Then (1) is nonoscillatory.
Proof. Introducing the function f (z) by
f (z) = z − α
θ + z − α for 0 z 1, (30)
we can rewrite the recurrence relation
zm+1 = f (zm) for m ∈ N, z0 = 1. (31)
By the restriction α, θ ∈ (0,1), it is clear that z1 = f (z0) = f (1) ∈ (0,1), particularly,
z1 < z0. Observe that for f (z) a strictly increasing function on [0,1], we get from zm <
zm−1 that zm+1 = f (zm) < f (zm−1) = zm, hence 1 = z0 > z1 > z2 > · · · . Since zm > 0
for all m ∈ N , there exists the limit limm→∞ zm = z∗ with the relation z∗ = f (z∗). Hence,
by (30), z∗ is a real root of the quadratic equation
z2 − (1 − θ + α)z + α = 0,
where the discriminant must be nonnegative
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= (1 + √θ + √α)(1 + √θ − √α)(1 − √θ + √α)(1 − √θ − √α)
 0.
Observe that by α, θ ∈ (0,1) the first three factors of D are positive. Hence D  0 if and
only if
√
θ +√α  1. With a little effort one could find that 0 < 1 −√θ < z∗ < 1, i.e., the
recurrence relation (31) exists for all m ∈ N , which proves this corollary. 
Corollary 2. Assume that 1 ρ < ∞. Let αm = α > 0 and θm = θ ∈ (0,1) be constant in
Theorem 2 such that
√
θ + √αθ > 1.
Then (1) is oscillatory.
Proof. Let g(v) denote the function
g(v) = θ
(
v
1 − v + α
)
for 0 v  1.
Then the recurrence relation (24) can be rewritten as
vm+1 = g(vm), v0 = 0. (32)
We have to find conditions under which the iteration (32) surely leaves the interval [0,1).
Since v1 = g(0) = θα, this happens immediately if θα  1. Clearly, in this case we have
inequality
√
θ + √αθ > 1. Consequently, in the further investigation we can restrict our-
selves to the cases when θα < 1.
The function g(v) is strictly increasing and v1 = g(0) = αθ > 0 = v0, hence the se-
quence must have a limit v∗ = lim→∞ vm if the sequence remains forever in the inter-
val [0,1]. Then v∗ = g(v∗), which implies that v∗ is a real root of the quadratic equation
v2 − (1 − θ + αθ)v + αθ = 0.
However, this equation has no real root if the discriminant is negative:
D = (1 − θ + αθ)2 − 4αθ
= (1 + √θ + √αθ)(1 + √θ − √αθ)(1 − √θ + √αθ)(1 − √θ − √αθ)
< 0.
In the product form of D the first three factors are surely positive because now we have
αθ < 1. Hence the condition D < 0 is equivalent to
√
θ + √αθ > 1, which was to be
proved. 
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