In [20] we constructed a compact topological space for the combinatorics of "A regular pentagonal tiling of the plane", which we call the continuous hull. We also constructed a substitution map on the space which turns out to be a homeomorphism, and so the pair given by the continuous hull and the substitution map yields a dynamical system. In this paper we show how we can write this dynamical system as another dynamical system given by an inverse limit and a right shift map.
For an aperiodic FLC Euclidean substitution tiling of the plane, there is a recipe for writing its continuous hull as an inverse limit. See for instance [14] , [21] . Such recipe consists of the following two steps: (1) If necessary, write the substitution map as one that "forces its border" with a so-called collared substitution. (2) Construct an equivalence relation on the continuous hull so that the continuous hull modulo this equivalence relation is a finite CW-complex, which is also known as the Anderson-Putnam finite CW-complex. The inverse system consists of repeatedly using the same object, namely the Anderson-Putnam finite CW-complex, and a morphism, namely a continuous surjective map induced by the quotient and substitution map.
In [20] we defined the continuous hull Ω for the combinatorics K of "A regular pentagonal tiling of the plane" as Ω := {[L, x] isom | L is a combinatorial tiling locally isomorphic to K and point x ∈ L aff }, where the isomorphism class is cell-preserving, decoration preserving, isometric on each cell, and preserves the origin x. We also equipped it with the following metric:
where Λ ⊂ R + , and ε ∈ Λ if there exists maps
which are cell-preserving maps, are isometries, preserve the decorations and degree of the vertices.
We also defined a substitution map ω : Ω → Ω via the decorated subdivison rule shown in Figure 1 . In the same article [20] we showed that the metric space (Ω, d) is compact and that ω is a homeomorphism.
We follow the above two steps as guidance to the construction of the inverse limit. The first difficulty is to find all the "collared tiles" for the collared substitution. We use the first section to address this problem, and we find that there are 36 collared tiles, 45 collared edges, and 10 collared vertices (Theorem 1.4). The second difficulty is to define the equivalence relation to construct the finite CW-complex, and to show that everything is as it should be. We use the the last two sections on this. The second main result is Theorem 3.3, whose proof is adapted from [14] , that shows that the dynamical system (Ω,ω) can be written as a dynamical system given by an inverse limit and a right shift map.
Collared substitution ω on Ω
In [20] we constructed a substitution map ω : Ω → Ω via the subdivision rule shown in Figure 1 . Ignoring decoration and degree of the vertices of each pentagon, we have only one prototile, namely a pentagon. If we ignore decoration, but include the degree of the vertices in the definition of prototiles, then we have 3 prototiles (See Figure 7 in [19] ). If we include decoration (inside the pentagon) and degree of vertices then we have 11 prototiles (See Figure 22 in [19] ). Unfortunately this substitution map does not "force its border", a term which will be defined below, and the fix is to construct a "collared substitution", as explained below. We borrow these two terms from [21] . We remark that if we include the decoration (inside and outside of the pentagon) and degree of vertices in the definition of prototiles then we would have 36 prototiles according to Theorem 1.4, something that would have spared us from introducing the term "collared substitution" but nothing more. Definition 1.1 (forcing its border). A substitution ω with prototiles t 1 , . . . , t n is said to force its border if there is a k ∈ N such that every two level-k supertiles ω k (t), ω k (t ′ ) of same type (i.e. t and t ′ are copies of some prototile t i ) have same pattern of neighboring tiles.
Our substitution map ω does not force its border because for instance, the two supertiles w 2 (t), w 2 (t ′ ) (of type t 2,5 as seen in Figure 22 in [19] ) shown in green and blue colors in Figure 2 have a different pattern of neighbors as they do not agree on the yellow ribbon. No matter how many times we substitute t and t ′ we will never have them to agree for the decoration on the yellow ribbons replicate themselves as suggested in Figure 3 .
A natural question arises. Given a tiling generated by a substitution rule which does not force its border, can we find an alternative substitution which forces its border? In other words, is the property of forcing its border a property of the tiling or of the substitution itself? This question was answered by Anderson and Putnam in [14] . It is a property of the substitution and not of the tiling. In fact, they introduced a method, known as the Anderson-Putnam trick, to modify any substitution to one that forces its border. The modified substitution consists in rewriting the substitution in terms of so-called collared tiles. Definition 1.2 (collared tiles). If we can label the tiles of a tiling not only by their own type but by the pattern of their nearest neighbors, then we call such labels collared tiles.
We give an example of a collared substitution. 
The more collared tiles we have, the more complicated the task of finding the integer k. Back to our substitution rule, we need to determine the collared tiles. In principle, we should look at all the neighbor pentagons of a pentagon to obtain the collared tiles. But we do not need to do this because each neighbor tile is determined completely once we know the decorations of an edge, and thus we are tailoring the Anderson-Putnam's trick to our needs. We need to find all the possible decorations on the outside of each pentagon. Any collared tile is of the form shown in Figure 4 . We will write it as the pair
where the letters can take integer values from 1 to 5; the first ordered set (a, b, c, d, e) represents the interior decoration, and the second one the exterior decoration. Notice that a and f are decorations of both an edge and a vertex and the rest of the letters are written in clockwise order as shown in Figure 4 . The letters h, k, n, q, t are zero if the corresponding vertices are of degree 3. We will further shorten our notation by writing the collared tile
Any collared edge and vertex is of the form shown in Figure 5 . We will write a collared edge and a collared vertex as
respectively, where the letters take integer values from 1 to 5. The letters b, c, f, g can take the value zero if the corresponding vertices are of degree 3.
Theorem 1.4. The collared tiles, collared edges and collared vertices of K are the ones shown in Table 1, Table 2, Table 3 , respectively. See Figure 6 and Figure  7 .
Proof. We start by computing the collared tiles. By Lemma 1.27 in [19] , the possible collared tiles of the subdivision of a collared tile is shown in Figure 8 , where
a, b, c, d, e, = 0, 1, and the symbols y 1 = y 2 = y 3 = y 4 = y 5 = 0 can take the zero value or x + 2 + a < y 1 < x + 4 + b x + 3 + b < y 2 < x + c x + 4 + c < y 3 < x + 1 + d x + d < y 4 < x + 2 + e x + 1 + e < y 5 < x + 3 + a.
Reading the two possible patterns from Figure 8 we get
(2) ((x, x + 1, x + 2, x + 3, x + 4), (x + 3 + a, x + 2 + a, x + 3 + a | x, x + 4, 0 | x, x + 4, 0 | x + 1, x, x + 1 + e | x + 2 + e, x + 1 + e, y 5 )).
Running pattern (2) for all possible values of x, a, e, and reorganizing them so the interior decoration is (1,2,3,4,5) we get the possible exterior patterns However, the cases y 5 = 0 in rows 3,7,11,15,19 cannot occur because that would imply that the 3-degree decorations 125, 123, 145, 234, 345 are decorations of K, which are not by Lemma 1.27 in [19] . Therefore the number of exterior decorations that pattern (2) gives are at most 5 + 2 × 15 = 35. Pattern (1) gives only one new exterior decoration, which is (5, 4, 0 | 1, 5, 0 | 2, 1, 0 | 3, 2, 0 | 4, 3, 0). Since all these exterior decorations occur in K 3 , the collared tiles are 35 + 1 = 36.
By Lemma 1.27 in [19] the possible collared edges are of the form shown in Figure  9 . Reading the collared edges from our 36 collared pentagons, we get 45 collared edges, and this is of course under the observation that (i, i
, and if i ′′ = 0 then we can swap the values of i ′ and i ′′ . It is interesting to notice that 18 collared edges start with i, where i = 1, 2, 3, 4, 5. Table 1 . Collared tiles of K.
Collared tiles
Reading the collared vertices from our 45 collared edges, we get 10 collared vertices, which are precisely the ten decorated vertices given by Lemma 1.27 in [19] . Definition 1.5 (collared substitution ω on a collared tile). Let t 1 , · · · , t 36 be the collared tiles of K listed in Table 1 . The collared substitution ω on a collared tile t i is defined as in the following list, which is read from Figure 10 . Proof. In Figure 11 we show ω(t 29 ) in blue color, and its neighbors in yellow color, which are "forced by the substitution". The same applies for the other collared tiles.
Anderson-Putnam finite CW-complex Γ
In this section we will construct an equivalence relation on Ω. Informally, we will say that [L, x] isom and [L ′ , x ′ ] isom are equivalent if x and x ′ lie in the same collared tile in the same spot. This is unambiguous if the point x is an interior point of the collared tile; if it lies on the boundary then we will use the level-k-supertile coming from the forcing the border condition and say that they are equivalent if ω k (x) and ω k (x ′ ) lie in the same level-k-supertile in the same spot. We will now state this formally.
Definition 2.1 (patch T (x)). For a point x ∈ L define T (x) to be the patch consisting of all the collared tiles in L containing x. For a collared patch p of L, define T (p) to be the collared patch consisting of itself and of its neighboring collared tiles.
and an isometry ψ : t → t ′ that preserves the decorations from the first collared tile to the second one and ψ(x) = x ′ . This binary relation ∼ p is not transitive, so we take the transitive closure of it and we denote it with ∼ T .
We can also assume that m n is at most the number of collared tiles because if it is greater than the number of collared tiles then we shorten the list by replacing the sublist that starts and ends on the same collared tile with just the collared tile. We can even assume that m n is a fixed integer m by adding [L
at the end of each list m−m n times. Since Ω is compact, we can assume that for each
n , where 0 ≤ k ≤ m + 1. By passing to a subsequence m + 2 times, we can assume that for each k all t k n are the same, as we have a finite number of collared tiles.
k containing x k and converges to x k , and t k is the same as t k n , as the maps φ k n coming from the distance definition are cellpreserving isometries. The isometry φ k+1 n
is independent of n for large n, and so we define
, where the isomorphism is cell-preserving, preserves the decorations of the collared tiles, is an isometry on each cell and maps ω(x) to ω(x ′ ).
Proof. By definition of ∼ p there are two collared tiles x ∈ t ∈ L and
and an isometry ψ : t → t ′ that preserves the decorations from the first collared tile to the second one and ψ(x) = x ′ . Since the collared subdivision ω forces its border with k = 1, ω(t) and ω(t ′ ) agree on their collared neighbors. That is
and if x 0 is in the boundary then so is ω(x 1 ) but x 1 might not be.
for some collared tiles x ∈ t ∈ L, x 1 ∈ t 1 ∈ L 1 and the isomorphism identifies x with
. By induction on m, we get the corollary.
We have (1) If x is an interior point of a collared tile then so is ω(x ′ ) and
If x is an interior point of a collared edge or is a vertex then so is ω(x ′ ) but x ′ might be an interior point of a tile.
for some integer m. By definition of ∼ p there are two collared tiles x i ∈ t i ∈ L i and x i+1 ∈t i+1 ∈ L i+1 and an isometry ψ i : t i →t i+1 , where i = 0, . . . , m and x 0 := x, x m+1 := x ′′ , that preserves the decorations from the first collared tile to the second one and ψ i (x i ) = x i+1 . We consider the case when x 0 is in the interior of a tile.
If x 0 is an interior point in t 0 then ψ 0 (x 0 ) = x 1 is an interior point in ψ 0 (t 0 ) =t 1 . Since tiles do not overlap on their interiors,t 1 = t 1 and so x 1 is an interior point in t 1 . By finite induction, it follows thatt m+1 = t m+1 and that x m+1 is an interior point in t m+1 . In summary, if x is in the interior of a tile then
Since ω on a tile is a homeomorphism, if ω(x 1 ) is in the interior then so is x 1 . This proves part 1. Part 2 follows immediately from definition of ω on a tile. See Figure 12 .
Lemma 2.7. The quotient space Γ := Ω/ ∼ T is compact and Hausdorff. The
is well-defined, continuous, and surjective.
Proof. Since the space Ω is compact and Hausdorff and the equivalence relation ∼ T is closed in Ω × Ω, the quotient space Ω/ ∼ T is Hausdorff.
Let q : Ω → Γ be the quotient map. Since q is continuous and Ω is compact, Γ is compact.
The composition q • ω : Ω → Γ is continuous and surjective and it is given
isom are equivalent, then by Corollary 2.5 there is an isomorphism ψ : T (ω(x)) → T (ω(x ′ )) such that ψ(ω(x)) = ω(x ′ ) which maps collared cells to collared cells and is isometric on each cell. Let t ∈ T (ω(x)) be a collared tile containing ω(x). Then ψ : t → ψ(t) maps
. Therefore q • ω descends to the quotient i.e. there exists a unique continuous map γ : Γ → Γ such that q • ω = γ • q. Since the left hand side is surjective, γ is surjective. Proof. Let Γ ′ be the CW-complex constructed as follows. Start with the 10 collared vertices. Since each collared edge consists of two collared vertices, we can join the 10 collared vertices according to the collared edges. Similarly, we join the collared edges according to the collared faces. Thus, by construction Γ ′ is a finite CW-complex and so it is compact and Hausdorff. Locally, Γ ′ looks like this. Consider the special collared tile t 22 . All the neighbors of t 22 are ω(t i ), i = 1, . . . 36, and recall that ω(t i ) is a half-dodecahedron, with t 22 at its center. The CW -complex Γ ′ at t 22 looks like the union ∪ 36 i=1 ω(t i ), where all the centers t 22 are identified, and also the corresponding collared faces edges and vertices. For another collared tile t i , i = 22, we need to find all the neighbors of t i , and we call them nbh j (t i ), j = 1, . . . , n i for some integer n i ∈ N. We know that there are finitely many, i.e. n i ∈ N, for K satisfies the finite local complexity (FLC) by Theorem 1.14 in [19] . The CW -complex Γ ′ at t i looks like the union ∪ ni j=1 nbn j (t i ), where all the t i 's are identified, and also the corresponding collared faces edges and vertices.
Let
We now show this map is well defined. Suppose that x ∈ t
• is in the interior of a collared tile t ∈ L. By the proof of Lemma 2.6,
and so x ′ is contained in a copy of the same collared tile t. Hence the map is independent of the representative when x is in the interior of a collared tile of L. Similarly, if x ∈ e
• is in the interior of a collared edge
′ is contained in a copy of the same collared edge e. Hence the map is independent of the representative when x is in the interior of a collared edge of L. The same result holds if x is a collared vertex. By construction this map is surjective and if
• is in the interior of a collared tile t ∈ L, there is a small ball B r (x) ⊂ t
, hence open (and we do the same for when x is in an edge or a vertex). We remark that 
Inverse limits
We define the inverse limit space from the inverse system
Observe that if we know x n then automatically we know x n−1 , . . . , x 0 . The correct notation for Ω 1 should be lim ← (Γ, γ). However, we find more convenient to write Ω 1 to resemble Ω and to have a more straightforward notation. We equip Γ with the product topology, and Ω 1 ⊂ Γ with the subspace topology. A basis for the subspace topology is the collection of sets of the form
where U is an open subset of Γ, n ∈ N 0 , and π n : Γ → Γ is the n-th projection of the product space Γ into Γ, which in the product topology is by definition continuous.
Lemma 3.1. The inverse limit space Ω 1 is Hausdorff, compact, and closed in Γ.
Proof. By Tychonoff's theorem, the infinite product Γ with the product topology is compact, as Γ is compact. It is also Hausdorff because Γ is Hausdorff.
Hence Ω 1 is Hausdorff. The inverse limit space Ω 1 is a closed subset of Γ. Indeed, suppose {x (n) } n∈N is a sequence in Ω 1 and suppose that x (n) → x ∈ Γ. We need to show that γ(x i+1 ) = x i for all i ∈ N 0 , where x = (x 0 , x 1 , . . .). In the product topology, also known as the topology of pointwise convergence, x (n) → x means x (n) i → x i for all i ∈ N 0 . Since γ is continuous, γ(x (n) i+1 ) → γ(x i+1 ). Since γ(x (n) i+1 ) = x (n) i → x i and ΠΓ is Hausdorff, the limit is unique and so γ(x i+1 ) = x i . Thus Ω 1 is closed, hence compact.
The map γ induces a right shift map defined in the following lemma. Proof. For n ∈ N 0 we have
It follows that ρ is continuous as γ is continuous. Since Ω 1 is compact and Hausdorff and ρ is continuous and bijective, it is a homeomorphism.
Notice that ρ(x) is simply x with the entry γ(x 0 ) appended at the beginning. Also ρ −1 (y) is y with the first entry y 0 removed. Interesting enough, ρ −1 removes the first entry, but γ remembers it and so we can recover it.
Since any homeomorphism induces a Z-action, and ρ is a homeomorphism, we have a dynamical system (Ω 1 , ρ).
The sequence {[ω −n ([L, x] isom )] ∼T } n∈N0 is obviously in the inverse limit Ω 1 . The following theorem shows that all the elements in the inverse limit Ω 1 are actually of this form. 
We start by showing that the map is injective. Suppose that π(
∼T for any n ∈ N 0 . By Corollary 2.5 we have that T (ω −n+1 (z)) ∼ = T (ω −n+1 (z ′ )), with the homeomorphism being cell-preserving and an isometry on each cell. Let r be the smallest distance from ω −n+1 (z) to the boundary of T (ω −n+1 (z)). Since the quotient map q is well defined, we get ω n−1 (T (ω −n+1 (z))) ∼ = ω n−1 (T (w −n+1 (z ′ ))) and thus 
