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Аннотация 
Цель работы – построение алгоритма сжатия гиперспектральных данных, позволяющего 
достигнуть высокой степени сжатия при малой мере близости исходного и восстановленно-
го сигналов. 
Алгоритм опирается на метод главных компонент и метод исчерпывания. Методом ис-
черпывания последовательно находятся главные компоненты – сингулярные вектора мат-
рицы исходного сигнала. Параллельно формируется матрица восстановленного сигнала. 
Процесс продолжается до достижения заданной меры близости исходного и восстановлен-
ного сигналов. 
Представлено пошаговое описание алгоритма, приведены списки входных и выходных 
параметров.  
Тестирование выполнено на данных эксперимента Aviris. Используются три снимка, от-
вечающие разной облачной ситуации (чистое небо, частичная облачность и сплошная об-
лачность). Для каждого снимка тестирование выполнено отдельно для всего набора спек-
тральных каналов и для набора, из которого исключены каналы, лежащие в полосах сильно-
го поглощения излучения в водяном паре. 
Представлена зависимость мер близости исходного и восстановленного сигналов от сте-
пени сжатия. Рассматриваются четыре меры близости: среднее квадратичное отклонение, от-
ношение шума к сигналу, мера структурного сходства и среднее относительное отклонение. 
Показано, что меры близости уменьшаются более чем на порядок при исключении из 
снимка спектральных каналов, лежащих в полосах сильного поглощения. Показано, что 
причиной этого являются погрешности измерения слабого в полосе поглощения сигнала, 
из-за чего снижается зависимость между спектрами в разных пространственных пикселях. 
Для оценки готовности снимка к сжатию представленным алгоритмом предложено исполь-
зовать среднее по снимку косинусное расстояние между спектрами в разных простран-
ственных пикселях. 
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ных приборов дистанционного зондирования Земли 
из космоса составляет сотни мегабит/с, тогда как ско-
рость передачи информации в используемых ра-
диолиниях существенно (до 5 раз) меньше [1]. При 
этом требования к производительности продолжают 
повышаться, тогда как пропускная способность ра-
диолинии остается ограниченной. Кроме того, посто-
янно нарастает объем данных дистанционного зонди-
рования в наземных хранилищах. В связи с этим ак-
туальной задачей является развитие алгоритмов сжа-
тия данных зондирования. 
При этом сжатие может выполняться без потерь и 
с потерями. Сжатие без потерь может быть выполне-
но кодированием данных (алгоритмы zip, rar и т.п.). 
Также сжатие без потерь достигается с помощью ка-
кого-либо ортогонального преобразования сигнала, 
дискретного косинусного (JPEG) или вейвлет 
(JPEG 2000), с последующим кодированием коэффи-
циентов разложения сигнала по ортогональным ба-
зисным функциям. 
Вместо ортогонального преобразования, может 
быть использовано представление значения каждого 
пикселя через значения в соседних пикселях с после-
дующим кодированием разницы между истинным и 
предсказанным значением пикселя (LossLess JPEG). 
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В HGI (Hierarchical Grid Interpolation) методе для 
предсказания значения пространственного пикселя в 
каждом спектральном канале используется последо-
вательная аппроксимация сигнала на иерархической 
последовательности постепенно разрежаемых сеток 
[2]. Степень сжатия данных в этих алгоритмах неве-
лика (от 2 до 4 раз) [2, 3].  
Усовершенствование алгоритма предсказания за 
счет учета корреляции между спектральными кана-
лами повышает степень сжатия до 4 – 5 раз [3]. Развит 
алгоритм предсказания с использованием нескольких 
опорных спектральных каналов, что позволяет вы-
полнять декомпрессию сигнала быстрее [4]. Усовер-
шенствование алгоритма предсказания в области не-
однородности сигнала позволяет повысить степень 
сжатия до 1,5 раз [5]. 
Развивается метод сжатия, опирающийся на ап-
проксимацию на последовательности разрежаемых 
сеток не самого сигнала, а коэффициентов его 
вейвлет-разложения [6]; здесь пока достигается сжа-
тие только в 1,5 – 2 раза. 
Сжатие с потерями может быть выполнено от-
бором наиболее информативных спектральных кана-
лов. Определяются каналы, при отбрасывании кото-
рых вероятность распознавания объекта снижается не 
более чем на 5 % [1]. При дополнительном примене-
нии архиватора zip к значениям в оставшихся каналах 
степень сжатия достигает 19 раз. Однако информация 
в отброшенных каналах полностью теряется. 
Высокая степень сжатия может быть достигнута при 
применении метода главных компонент, если требовать 
только сохранения формы спектральной кривой [7]. 
Очень высокая степень сжатия (до 140 раз) дости-
гается при использовании банка данных спектраль-
ных сигнатур. Здесь для спектра каждого пикселя 
подбирается сигнатура и параметры ее преобразова-
ния, при которых отклонение спектра от преобразо-
ванной сигнатуры меньше заданного параметра [8]. 
Тогда сжатый сигнал состоит из номеров сигнатур и 
параметров их преобразования. Однако такой метод 
требует большого набора сигнатур. 
Степень сжатия до 60 раз достигается при отбра-
сывании несущественных коэффициентов разложе-
ния сигнала по дискретным косинусам [9]. Однако в 
отдельных пикселях для отдельных спектральных ка-
налов исходный и восстановленный сигнал могут 
различаться в 2 раза. Меньшее отклонение исходного 
и восстановленного сигналов достигается при мень-
шей степени сжатия – от 6 до 30 раз [10]. Такие мето-
ды устойчиво обрабатывают в том числе и зашумлен-
ные сигналы. 
Для сжатия с потерями также может быть исполь-
зован HGI-метод [2, 4, 5]. Степень сжатия при внесе-
нии искажения в восстанавливаемый сигнал может 
быть повышена до 20 раз. 
Для сжатия сигналов также используются нейрон-
ные сети [11], [12]; с их помощью может быть реали-
зован и метод главных компонент [13]. Однако в за-
дачах сжатия сигналов нейронные сети обладают 
двумя важными недостатками: 
1. Размерность сжатого сигнала задается априори. 
2. Применение сети возможно лишь для сигналов, 
родственных сигналам из обучающей выборки. 
В настоящей работе представлен алгоритм сжатия 
с потерями на основе метода главных компонент. 
Наша цель состоит в построении алгоритма, позво-
ляющего добиться высокой степени сжатия при ма-
лой мере близости исходного и восстановленного 
сигналов, а не только сохранения формы спектраль-
ной кривой, как в [7]. Малая степень близости исход-
ного и восстановленного сигналов необходима, если 
восстановленный сигнал будет использован для 
определения оптических и физических параметров 
атмосферы. 
1. Меры близости сигналов 
Важным является выбор используемой меры бли-
зости. Пусть исходный сигнал состоит из N простран-
ственных пикселей, каждому из которых отвечает L 
спектральных каналов. Представим исходный сигнал 
набором векторов xn {xn,ℓ, ℓ = 1,, L}, n = 1,…, N. Вос-
становленный сигнал обозначим так 
 , , 1,...,n nx L  x   ,     n = 1,…, N. 
В работах [2, 4, 8, 11] используются абсолютные ме-
ры близости исходного и восстановленного сигналов 
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Вместо (1) может применяться более «мягкая» 
оценка [8] меры близости : 
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Так как значения сигналов могут сильно разли-
чаться в разных спектральных каналах, лучше ис-
пользовать относительную среднюю квадратичную 
ошибку [13] 
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Таким образом, мера E5 – отношение шума к сиг-
налу. В качестве меры близости также используется 
мера структурного сходства 
E = E6 ,    E6 = 1 – MSSIM, (7) 
где MSSIM – индекс структурного сходства [12, 15, 16] 
1 1
, , , , , ,
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n
MSSIM b c s
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
, (8) 
T = (N – p)(L – p), величины bn,ℓ,p, cn,ℓ,p, sn,ℓ,p вычисляют-
ся для блоков, состоящих из p × p пикселей; каждый 
блок включает пиксели с индексами 
( , ), ,..., 1, ,..., 1n n n n p p            . 
Величины bn,ℓ,p, cn,ℓ,p, sn,ℓ,p определяются равенствами: 
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среднее значение исходного сигнала в блоке, 
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среднее значение восстановленного сигнала в блоке, 
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несмещенная оценка дисперсии восстановленного 
сигнала, 
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 –  
несмещенная оценка ковариации сигналов в блоке. 
Положительные константы C1, C2, C3 введены для 
того, чтобы величина MSSIM не деградировала в об-
ласти слабого сигнала (когда 2 2, , , , ~ 0n p n p   ) или в 
области постоянного сигнала (когда 2 2, , , , ~ 0n p n p   ). 
В соотношении (8) усреднение выполняется по всем 
блокам. Индекс MSSIM был разработан для оценки вно-
симых в снимок при сжатии визуальных искажений. 
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Эта величина имеет и другое название – UNI (Univer-
sal Quality Index). 
Мы будем использовать также среднее относи-
тельное отклонение 
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, (11) 
где (x) – число положительных элементов в векто-
рах xn. Подчеркнем, что неположительные элементы 
в векторах xn могут появляться только в результате 
погрешности измерения, например, слабого сигнала, 
в сопряжении с грубой оценкой фона. В мере (11) 
оценивается среднее по спектральным и простран-
ственным пикселям относительное отклонение сигна-
лов. Эта мера чувствительна к ошибкам восстановле-
ния малых по абсолютной величине значений сигнала. 
Оценки (2), (4) и (5), (6) также будем вычислять с 
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Аналогично оценка (7), (9) вычисляется с исполь-
зованием равенств 
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Здесь pn,ℓ – число положительных элементов xn,ℓ с ин-
дексами из интервала {n  n  n + p – 1, ℓ  ℓ  ℓ + p –
 1}. В формуле (15) суммирование выполняется с от-
брасыванием всех неположительных элементов ис-
ходного сигнала. 
2. Алгоритм сжатия методом главных компонент 
Составим из векторов xn  R L, n = 1,, N, матрицу 
X  R L×N. У этой матрицы существуют левые qm  R L 
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X v q X q v
q q v v
 (21) 
Здесь Sm – сингулярное число матрицы X, m,n – сим-









X q v . (22) 
Зададим натуральное число M и выберем 
наибольшие по модулю сингулярные числа Sm, 
m = 1,…,M. Матрицу восстановленных векторов 












m m mS R   qX v  – (24) 
компонента сигнала, отвечающая паре векторов vm и 
qm. Сингулярные вектора qm задают ортонормирован-
ный базис в пространстве R L, которому принадлежат 
вектора значений измеренного сигнала xn. Сингуляр-
ные вектора vm содержат коэффициенты разложения 
векторов xn по базису qm. Формулами (23), (24) вос-
становленный сигнал X(M) определяется как разло-
жение исходного сигнала по первым М базисным 
векторам qm. Оставшаяся часть сигнала содержится в 
матрице ( 1)M X , определяемой выражением 
1






     X X X X . 
Отсюда следует рекуррентное соотношение 
( 1) ( ) MM M   X X X , M > 0,   (1) X X . (25) 
Из выражения (23) следует равенство 
( ) ( 1) MM M    X X X . (26) 
Вместо матрицы X  R L×N, на Землю будем пере-
давать вектора qm  R L, vm  R N и собственные числа 
Sm, m = 1,…, M. Коэффициент сжатия равен 
( ) [( ) ]C L N L N M  . (27) 
Заметим, что из выражений (21) следуют равенства 
2T
m m m m mS S X X q X v q , (28) 
2T T
m m m m mS S X X v X q v . (29) 
Поэтому сингулярные вектора qm и vm являются соб-
ственными векторами матриц X XTR L×L и 
XT XR N×N соответственно; оба вектора отвечают 
собственному числу 2m ms S .  
Отметим, что обычно в методе главных компо-
нент предварительно выполняется центрирование 
векторов, то есть их элементы преобразуются следу-
ющим образом 








   . 
При этом вектор  xx   принимается в качестве век-
тора q1 с сингулярным числом S1 = 1, а матрица X XT 
становится матрицей ковариации. Для нахождения 
остальных векторов qm в этом случае решается урав-
нение (28), а для вычисления векторов vm использует-
ся второе уравнение (21). 
Вычисление матрицы X XT требует много време-
ни; поэтому некоторые авторы предлагают использо-
вать приближенные матрицы ковариации [7]. 
Мы не вычисляем матрицу X XT, а решаем непо-
средственно уравнения (21) с помощью метода ис-
черпывания. Этот метод позволяет найти старшие 
сингулярные число и вектора матрицы. 
Для нахождения сингулярных векторов qM, vM ме-
тод исчерпывания применяется к матрице ( )MX . Вы-
полняется следующий итерационный процесс 
,, 1 2 ( )
T T
M kM k M v Xq , (30) 
, 1 , 1 2 , 1 2
T T T
M k M k M k  v v v , (31) 
, 1 2 , 1( )M k M kM q X v , (32) 
, 1 , 1 2 , 1 2
T T T
M k M k M k  q q q , (33) 
,, 1 , 1 21 , 1 , 1( )T TM k M kM kkk MMS M    q qvX q . (34) 
Здесь k  0 – номер итерации. При выполнении условия 
, , 11 M k M kS S    , (35) 
где  – априори заданный малый параметр, итерации 
прекращаются. 
После получения пары сингулярных векторов qM, 
vM находится новая матрица восстановленных векто-
ров X(M), см. формулы (24), (26), и матрица остав-
шейся части сигнала ( 1)M X  по формуле (25). Да-
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лее метод исчерпывания может быть применен уже к 
матрице ( 1)M X  для нахождения следующей пары 
сингулярных векторов. 
Зададим условие выбора числа учитываемых син-
гулярных чисел M. Будем требовать, чтобы мера бли-
зости  исходного и восстановленного сигнала не 
превышала заданного порога  
( , ( ))E M  X X . (36) 
Наконец, все полученные сингулярные числа и 
элементы сингулярных векторов перед пересылкой на 
Землю требуется перевести из величин двойной точ-
ности в целые B-битовые числа и применить к ним 
процедуру квантования. 
Таким образом, входными параметрами алгорит-
ма сжатия являются следующие величины: 
1. Число спектральных каналов L и число про-
странственных пикселей N. 
2. Матрица X  R L×N значений измеренного 
сигнала. 
3. Параметр , определяющий прекращение числа 
итераций в методе исчерпывания. 
4. Пороговое значение . 
5. Количество бит B в представлении сингуляр-
ных чисел и векторов. 
Алгоритм сжатия может быть записан в виде по-
следовательности шагов. 
Задание начального значения количества сингу-
лярных чисел М = 1. 
1. Вычисление текущего сингулярного числа SM 
и векторов qM и vM методом исчерпывания 
(30) – (35). 
2. Получение отвечающей полученным векторам 
компоненты сигнала MX  по формуле (24). 
3. Получение матрицы оставшейся части сигнала 
( )MX  по формуле (25). 
4. Получение новой матрицы восстановленных 
векторов X (M) по формуле (26). 
5. Вычисление меры близости E (X, X (M)) ис-
ходного и восстановленного сигналов по 
формуле (13), (12) или (14), (12) или (7), (10), 
(15 – 20) или (11). 
6. Проверка выполнения условия (36). 
7. Если условие не выполнено, то число M уве-
личивается на единицу и совершается воз-
врат на шаг 2. 
8. Перевод векторов qM, vM в B-битовые целые и 
квантование полученных целых. 
9. Кодирование B-битовых целых без потери 
точности. 
Отметим, что здесь используются только относи-
тельные меры близости, поскольку абсолютные меры 
(1 – 3) мало информативны. 
Выходными параметрами являются величины. 
1. Число сингулярных чисел M. 
2. Значения сингулярных чисел Sm, m = 1,…,M. 
3. Левые qm  R L и правые vm  R N сингулярные 
вектора, m = 1,…,M. 
4. Достигнутая мера близости E. 
5. Достигнутая степень сжатия C. 
Отметим, что чаще метод главных компонент ис-
пользуется для задач кластеризации изображений, см. 
например, [14], а не для задач сжатия. 
Заметим, что, согласно равенству (27), степень 
сжатия C тем больше, чем больше число спектраль-
ных каналов L. Таким образом, алгоритм сжатия бо-
лее эффективен для гиперспектральных, чем для мно-
госпектральных снимков. Для многоспектральных 
снимков, например, при L = 8, N >> L, имеем выраже-
ние C ~ 8 / M и степень сжатия оказывается близка к 
степени сжатия алгоритма без потерь. 
3. Численные результаты 
Тестирование предложенного алгоритма выпол-
ним на данных эксперимента Aviris, где имеется 
L = 224 спектральных канала. Каждый снимок состоит 
из N = I × J пространственных пикселей, где I и J – 
число пикселей поперек и вдоль полосы съемки. Ис-
пользуются три снимка, сделанные при разных об-
лачных ситуациях:  
– f080709t01p00r09, I = 1582, J = 728 (чистое небо, 
см. рис. 1а); 
– f080709t01p00r16, I = 2963, J = 761 (частичная об-
лачность, см. рис. 2а); 
– f080709t01p00r06, I = 2158, J = 724 (сплошная об-
лачность, см. рис. 3а). 
Сжатие применяется к значениям интенсивности 
отраженного излучения (Вт / см2). Меры близости E4, 
E5, E6, E7 являются безразмерными величинами. 
Каждый снимок разделяется на N0 = 20 непересе-
кающихся фрагментов. Каждый из фрагментов сжи-
мается независимо; мера близости для всего снимка 
вычисляется как среднее по всем N0 фрагментам. 
Параметр , определяющий прекращение числа ите-
раций в методе исчерпывания, полагаем равным  = 10 – 5. 
Количество бит B в целочисленном представлении син-
гулярных чисел и векторов выбираем равным B = 16. 
а)    б)  
Рис. 1. Результаты работы алгоритма сжатия 
для снимка 1: чистое небо: снимок (а), меры близости E 
в зависимости от степени сжатия С (б) 
На рис. 1 – 3 представлены обрабатываемые сним-
ка и меры близости E4, E5, E6, E7 в зависимости от 
степени сжатия С. Можно видеть, что 
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1) при уменьшении степени сжатия меры бли-
зости E4, E5, E6 убывают монотонно, а мера E7 – 
немонотонно; 
2) из всех мер близости при фиксированной 
степени сжатия С наименьшей является мера E4; 
3) наибольшими являются меры близости E6, E7; 
4) меры близости E6, E7 соразмерны. 
а)    б)  
Рис. 2. Результаты работы алгоритма сжатия 
для снимка 2: частичная облачность: снимок (а), меры 
близости E в зависимости от степени сжатия С (б) 
Таким образом, выбор формулы для меры близости 
существенно влияет на значение погрешности восста-
новления. Поэтому пороговое значение  для меры 
близости следует задавать с учетом того, по какой 
формуле находится эта мера близости. Также следует 
учитывать возможный локальный рост меры E7 при 
уменьшении степени сжатия C. Рост объясняется тем, 
что в PCA-методе минимизируется абсолютная мера 
(2) [17], тогда как мера E7 – относительная. 
а)    б)  
Рис. 3. Результаты работы алгоритма сжатия 
для снимка 3: сплошная облачность: снимок (а), меры 
близости E в зависимости от степени сжатия С (б) 
Рассмотрим вопрос о том, как формируется мера 
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. (37) 
Здесь e7,ℓ – относительная мера близости в ℓ-м ка-
нале, ℓ (X) – число положительных элементов в ℓ-м 
столбце матрицы X. На рис. 4 приведена зависимость 
величин e7,ℓ от длины волны ℓ для каждого снимка 
при степени сжатия С = 15.  
 
Рис. 4. Зависимость величин e7,ℓ от длины волны ℓ  
Там же указано расположение полос поглощения 
водяного пара. Можно видеть, что вне полос погло-
щения мера e7,ℓ на один-два порядка меньше, чем в 
полосах поглощения. 
Большие значения меры e7 в полосах поглощения 
водяного пара проявляются в том, что восстановлен-
ный спектр именно в этих полосах сильно отличается 
от исходного, см. рис. 5.  
 
Рис. 5. Исходный и восстановленный спектры 
(коэффициенты яркости), степень сжатия С = 15,  
пиксель из снимка 2 
На рис. 5 представлены коэффициенты яркости в 
двух пространственных пикселях снимка 2 в зависи-
мости от длины волны. Коэффициенты яркости нахо-
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где x  – интенсивность внеатмосферного излучения, 
0 – зенитный угол Солнца. Коэффициенты яркости 
представляют собой отношение интенсивности отра-
женного атмосферой солнечного излучения к интен-
сивности излучения, которое было бы отражено ат-
мосферой, если бы ее верхняя граница представляла 
собой белый ортотропный экран.  
Чтобы прояснить причину больших расхождений 
исходного и восстановленного сигналов в полосах га-
зового поглощения, обратимся к рис. 6 и 7. Величины 
Rn,ℓ безразмерные и являются монотонно убывающими 
функциями сечений газового поглощения  (ℓ) [18]. 
Поэтому минимумы коэффициента яркости Rn,ℓ долж-
ны совпадать с максимумами сечений газового погло-
щения  (ℓ), а максимумы Rn,ℓ – с минимумами  (ℓ).  
 
Рис. 6. Исходные спектры (коэффициенты яркости) 
в полосе поглощения водяного пара [1333, 1492] нм  
для двух пикселей из снимка 2 и сечение поглощения пара 
Это свойство выполнено в полосе несильного по-
глощения водяного пара, см. рис. 7, но не выполнено 
в полосе сильного поглощения, см. рис. 6. Более того, 
при несильном поглощении спектральный ход коэф-
фициентов яркости в двух разных пространственных 
пикселях подобен, а при сильном поглощении – нет, 
ср. рис. 6 и рис. 7.  
 
Рис. 7. Исходные спектры (коэффициенты яркости) 
в полосе поглощения водяного пара [1101, 1158] нм  
для двух пикселей из снимка 2 и сечение поглощения 
водяного пара. Взяты те же пиксели, что и на рис. 6 
Можно предположить, что такой эффект возника-
ет вследствие больших погрешностей измерения сла-
бого сигнала в полосе сильного поглощения. 
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между значениями сигнала в различных простран-
ственных пикселях отдельно для длин волн в полосах 
сильного поглощения и вне этих полос. 
Табл. 1. Среднее косинусное расстояние между значениями 
измеренного сигнала в различных пространственных пикселях 
для каналов, лежащих в полосах сильного поглощения 
[1333, 1494] нм, [1721, 2028] нм, [2318, 2497] нм и вне их 
 В полосах  
поглощения 
Вне полос  
поглощения 
Снимок 1 0,728 0,92 
Снимок 2 0,746 0,949 
Снимок 3 0,777 0,953 
Значения  показывают, что спектры сигнала в 
разных пространственных пикселях вне полос силь-
ного поглощения близки по форме, в полосах – нет. 
Оценим, как присутствие каналов с большой по-
грешностью измерения влияет на результат работы ал-
горитма сжатия. Удалим из снимков 1, 2, 3 каналы, ле-
жащие в полосах сильного поглощения в водяном паре: 
[1333, 1492] нм, [1721, 2028] нм, [2318, 2497] нм. 
Применим к получившимся снимкам алгоритм 
сжатия. Найдем меры близости 4E , 5E , 6E , 7E . Их 
зависимость от степени сжатия С приведена на 
рис. 8 – 10. 
 
Рис. 8. Меры близости E в зависимости  
от степени сжатия С, снимок 1 
 
Рис. 9. Меры близости E в зависимости  
от степени сжатия С, снимок 2 
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Сравнивая попарно рис. 1 и 8, 2 и 9, 3 и 10, можно 
видеть, что выбрасывание каналов с сильным погло-
щением приводит к уменьшению мер близости E5, E6, 
E7, но к увеличению меры E4: 
5 5E E  , 6 6E E  , 7 7E E  , 4 4E E  . 
Рост меры E4 связан с тем, что в определяющих ее 
формулах (12), (13) присутствует деление на значения 
квадрата восстановленного сигнала. В полосах газо-
вого поглощения сигнал восстанавливается с боль-
шой ошибкой и имеет значительные по величине 
«выбросы», которые и уменьшают меру E4. 
 
Рис. 10. Меры близости E в зависимости  
от степени сжатия С, снимок 3 
С другой стороны, меры близости E5, E6, E7 при 
выбрасывании каналов с сильным поглощением 
уменьшаются более чем на порядок. Кроме того, мера 
7E  с уменьшением степени сжатия С уменьшается 
монотонно, в отличие от меры E7. 
При этом наиболее «жесткими» по-прежнему яв-
ляются меры 6E  (мера структурного сходства) и 7E  
(относительное отклонение). Наиболее «мягкой» уже 
является мера 5E  (отношение шума к сигналу), а не 
4E  (среднее квадратичное отклонение). 
Отметим, что в работе [9] сжатие снимков экспе-
римента Aviris выполняется с помощью дискретного 
косинусного преобразования (ДКП) с последующим 
отбором и кодированием коэффициентов разложения. 
Мера близости исходного и восстановленного сигна-
лов оценивается с помощью отношения сигнала к 
шуму. Здесь при степени сжатия C  15 достигается 
мера близости E5  0,02. Эти результаты близки по 
порядку величины к результатам, представленным на 
рис. 1 – 3. Однако для некоторых пикселей в [9] 
наблюдается большие (до 2 раз) отклонения исходно-
го и восстановленного сигналов, причем в видимом 
спектральном диапазоне. Объяснить это можно тем, 
что в ДКП разложение выполняется по заранее за-
данной системе ортогональных функций, тогда как в 
методе главных компонент система ортогональных 
функций строится на основе сжимаемых данных и 
более адекватна этим данным. 
Заключение 
Предложен алгоритм сжатия гиперспектральных 
данных дистанционного зондирования, опирающийся 
на метод главных компонент. Для нахождения сингу-
лярных чисел и векторов предложено использовать 
метод исчерпывания. Результатом работы алгоритма 
являются величины, предназначенные для передачи 
на наземный пункт приема, степень сжатия и точ-
ность восстановления данных по переданным на зем-
лю величинам. 
Приведено подробное описание алгоритма. Алго-
ритм не содержит вычисление ковариационной мат-
рицы – наиболее затратной операции в обычном ва-
рианте метода главных компонент. Другая важная 
черта представленного алгоритма – возможность вы-
полнять сжатие с априори заданной точностью вос-
становления. 
Представлены результаты тестирования алгоритма 
на находящихся в свободном доступе данных экспе-
римента Aviris. Приведены зависимости мер близости 
исходного и восстановленного сигналов от степени 
сжатия. Используются четыре формулы для вычисле-
ния меры близости: средняя квадратичная ошибка 
(E4), отношение шума к сигналу (E5), мера структур-
ного сходства (E6) и среднее относительное отклоне-
ние (E7). Во всех случаях оцениваются относительные 
погрешности восстановления сжатого сигнала. 
Результаты, полученные в вычислительных экспе-
риментах, позволяют сделать следующие выводы. 
1. Меры близости E4, E5, E6 убывают монотонно с 
уменьшением степени сжатия. Мера E7 в целом 
убывает, но локально может несколько возрастать. 
2. Исключение из снимка каналов, относящихся к 
диапазонам [1333, 1492] нм, [1721, 2028] нм, 
[2318, 2497] нм, где существенно поглощение 
излучения в водяном паре и наблюдаются при-
знаки низкой точности измерения слабого сиг-
нала, приводит к уменьшению мер близости E5, 
E6, E7 более чем на порядок. 
3. Наиболее строгими являются меры E6, E7; они 
соразмерны друг другу. Мера E5 на тех же дан-
ных оказывается на 1 – 2 порядка меньше, чем 
меры E6, E7. 
4. Среднее косинусное расстояние  между спек-
трами в разных пространственных пикселях 
снимка может быть использовано для оценки го-
товности данных к сжатию представленным ал-
горитмом. Чем ближе величина  к единице, тем 
меньшая мера близости исходного и восстанов-
ленного сигналов достигается при заданной сте-
пени сжатия. 
5. Представленный алгоритм позволяет уменьшить 
объем данных эксперимента Aviris в 10 – 20 раз 
при среднем относительном отклонении исход-
ного и восстановленного сигналов порядка 10 –1 
для снимка с полным набором каналов и порядка 
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10 –2 для снимка с исключенными каналами в 
полосе поглощения водяного пара. 
В целом, степень сжатия представленным алго-
ритмом тем больше, чем больше спектральных кана-
лов содержится в снимке. 
Представленный алгоритм может быть использо-
ван для сжатия гиперспектральных данных с контро-
лем над мерой близости исходного и восстановленно-
го сигналов. Найденное предварительно для снимка 
среднее косинусное расстояние  позволяет заранее 
оценить эффективность сжатия снимка данным алго-
ритмом. При  близких к единице, достигается высо-
кая степень сжатия при малой мере близости. Опти-
мально исключать из снимка спектральные каналы с 
большой погрешностью измерения; это повысит эф-
фективность алгоритма сжатия. 
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Hyperspectral data compression based upon the principal component analysis 
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Abstract 
The paper is aimed at developing an algorithm of hyperspectral data compression that com-
bines small losses with high compression rate. 
The algorithm relies on a principal component analysis and a method of exhaustion. The prin-
cipal components are singular vectors of an initial signal matrix, which are found by the method of 
exhaustion. A retrieved signal matrix is formed in parallel. The process continues until a required 
retrieval error is attained.  
The algorithm is described in detail and input and output parameters are specified.  
Testing is performed using Aviris data (Airborne Visible-Infrared Imaging Spectrometer). 
Three images of differently looking sky (clear sky, partly clouded sky, and  overcast skies) are an-
alyzed. For each image, testing is performed for all spectral bands and for a set of bands from 
which high water-vapour absorption bands are excluded.  
Retrieval errors versus compression rates are presented. The error formulas include the root 
mean square deviation, the noise-to-signal ratio, the mean structural similarity index, and the mean 
relative deviation. 
It is shown that the retrieval errors decrease by more than an order of magnitude if spectral 
bands with high gas absorption are disregarded. It is shown that the reason is that weak signals in 
the absorption bands are measured with great errors, leading to a weak dependence between the 
spectra in different spatial pixels. A mean cosine distance between the spectra in different spatial 
pixels is suggested to be used to assess the image compressibility. 
Keywords: hyperspectral data, data compression, principal component analysis, proximity 
measure. 
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