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Introduction
Présentation générale
Cette thèse a pour objet de développer des applications à la géométrie diophantienne de la théorie
géométrique des invariants, en utilisant le langage de la géométrie d’Arakelov.
Dans sa forme la plus simple, l’approximation diophantienne étudie comment les nombres ra-
tionnels approchent les nombres réels. Lagrange montra en 1768, grâce aux fractions continues, que
pour tout nombre naturel n qui n’est pas un carré, l’équation « de Pell » pour n admet des solutions
entières non triviales, c’est-à-dire qu’il existe un couple (p, q) de nombres entiers strictement positifs
vérifiant
p2−nq2 = 1.
Ses méthodes permettent aussi de montrer le résultat suivant :
Théorème 0.1. Soit θ un nombre réel. Il existe une infinité de nombres rationnels p/q , avec p, q ∈ Z
premiers entre eux et q ≥ 1, tels que ∣∣∣∣θ− pq
∣∣∣∣< 1q2 .
Une première preuve élémentaire de cette majoration fut ensuite donnée par Dirichlet, grâce à son
Schubfachprinzip, littéralement « Principe des tiroirs ». L’existence d’une solution non triviale à l’équa-
tion de Pell peut être vue comme un cas particulier du Théorème des unités de Dirichlet en théorie des
nombres, appliqué au corps de nombres Q(
p
n).
L’histoire des minorations des distances |θ−p/q | des nombres rationnels aux nombres algébriques
est bien plus récente et elle a commencé avec Liouville en 1844 [Lio44, Lio51], intéressé par des ques-
tions de transcendance :
Théorème 0.2. Soit θ ∈ R un nombre algébrique de degré d ≥ 2. Il existe un nombre réel c = c(θ) > 0
tel que, pour tout nombre rationnel p/q , avec p, q ∈ Z premiers entre eux et q ≥ 1, on ait :∣∣∣∣θ− pq
∣∣∣∣≥ cqd .
Remarquons que la constante c qui apparaît dans l’énoncé est calculable. De plus, pour d = 2,
d’après le Théorème 0.1, cet énoncé est optimal.
Un des défis des mathématiques de la première moitié du vingtième siècle fut de remplacer l’ex-
posant d dans l’énoncé du Théorème de Liouville par un exposant κ le plus petit possible. Plus pré-
cisément, depuis Thue, on s’intéresse à un énoncé de la forme suivante, où κ désigne un nombre réel
strictement positif :
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Théorème 0.3. Soit θ ∈R un nombre algébrique de degré d . Pour tout ε> 0, il n’y a qu’un nombre fini
de nombres rationnels p/q , avec p, q ∈ Z premiers entre eux et q ≥ 1, tels que∣∣∣∣θ− pq
∣∣∣∣≤ 1qκ+ε .
Comme le découvrit Thue, une inégalité de ce type avec un exposant κ < d a des conséquences
diophantiennes remarquables. Par exemple, Thue montra que l’équation (ainsi que d’autres de cette
forme)
x3−2y3 = 1
n’a qu’un nombre fini de solutions entières. Ce résultat mit en lumière le lien entre l’approximation
diophantienne et l’étude des points entiers des courbes algébriques.
En revenant au Théorème 0.3, il fallut plusieurs décennies avant de parvenir à la meilleure inégalité
possible. Voici la chronologie des progrès :
κ= 1+ d
2
Thue, 1909
κ=min
{
d
i
+ i −1 : i = 1, . . . ,d
}
Siegel, 1921
κ=
p
2d Dyson, Gel’fond (de manière indépendante), 1947
κ= 2 Roth, 1955
Bien entendu, des énoncés plus forts peuvent encore être conjecturés, comme l’a fait par exemple
Lang :
Conjecture 0.4. Soit θ ∈ R un nombre algébrique de degré d ≥ 2. Pour tout ε > 0 il existe un nombre
fini de nombres rationnels p/q , avec p, q ∈ Z premiers entre eux et q ≥ 1, tels que∣∣∣∣θ− pq
∣∣∣∣≤ 1q2(log q)1+ε .
Ces résultats, contrairement à celui de Liouville, ne sont pas effectifs : si ε> 0 et p/q est un nombre
rationnel tel que ∣∣∣∣θ− pq
∣∣∣∣≤ 1|q |2+ε ,
une majoration, ne dépendant que de θ, de la taille de p et q reste inconnue. Néanmoins, Davenport
et Roth montrèrent que les techniques de Roth permettent de donner une borne effective du nombre
de tels rationnels.
La preuve de Thue fut le modèle de toutes les améliorations successives du Théorème 0.3 (et reste
le modèle de la plupart des démonstrations d’approximation diophantienne jusqu’à présent). L’idée
fondamentale de Thue est de passer d’une seule approximation à la considération de paires d’approxi-
mations. Nous donnons une esquisse des étapes principales de la démonstration :
1. trouver un polynôme f , dit « auxiliaire », en deux variables à coefficients entiers, s’annulant
beaucoup au point algébrique (θ,θ) et tel que la taille des coefficients soit suffisamment petite ;
2. lemme des zéros : montrer que le polynôme f ne peut pas s’annuler beaucoup en un point ra-
tionnel (x, y), i.e. prouver qu’une certaine dérivée g d’ordre suffisamment petit ne s’annule pas
en (x, y) ;
ii
3. minoration arithmétique : puisque g ne s’annule pas en (x, y) et qu’un nombre entier non nul
a une valeur absolue ≥ 1, |g (x, y)| est minoré en fonction des dénominateurs de x et y (élevés
respectivement à moins le degré de g dans la première et la deuxième variable) ;
4. majoration analytique : développer g autour de (θ,θ) et majorer en faisant apparaître la distance
entre θ et x, et entre θ et y ;
5. en supposant qu’il existe une infinité de nombres rationnels satisfaisant∣∣∣∣θ− pq
∣∣∣∣< 1|q |κ+ε ,
combiner la minoration arithmétique et la majoration analytique pour obtenir une contradic-
tion.
Plus précisément, Thue cherche un polynôme en deux variables de la forme
f (x, y)= p(x)+ yq(x),
avec une grande multiplicité le long la première variable. Le lemme des zéros est ensuite basé sur des
informations arithmétiques simples concernant le Wronskien
w(x)= det
(
p(x) q(x)
p ′(x) q ′(x)
)
.
En poursuivant le travail de Thue, Siegel démontra dans sa thèse en 1921 le Théorème 0.3 avec
κ=min
{
d
i
+ i −1 : i = 1, . . . ,d
}
≤ 2
p
d .
Comme Thue, Siegel considère un polynôme auxiliaire f (x, y) avec une grande multiplicité en la pre-
mière variable et le Lemme des zéros se ramène encore à des propriétés arithmétiques des Wrons-
kiens. Son résultat combiné avec le Théorème de Mordell-Weil lui permit de montrer la finitude des
points à coefficients entiers d’une courbe affine de caractéristique d’Euler-Poincaré strictement né-
gative.
En 1947, Dyson [Dys47] et Gel’fond [Gel49, Gel60] obtinrent, de manière indépendante, le meilleur
résultat possible (par une généralisation de ces techniques) en dimension 2, i.e. sur P1 ×P1. Ils ap-
portent au moins deux nouveautés importantes. La première est la condition d’annulation du poly-
nôme f (x, y) : ils ne se restreignent plus à demander une grande multiplicité en la première variable,
mais ils utilisent une condition d’annulation qui fait intervenir les deux variables. L’indice, concept
crucial dans la suite, fit ainsi son apparition implicite. La deuxième nouveauté est présente dans le
travail de Dyson et concerne le Lemme des zéros : contrairement aux versions précédentes, Dyson
prouve son résultat sur le corps C et non sur un corps de nombres. Ses arguments, basés encore sur
les propriétés des Wronskiens généralisés, évitent toute considération de nature arithmétique. Pour
cette raison, on se réfère à la version de Dyson du Lemme des zéros simplement par Lemme de Dyson
et on dit qu’il est de caractère géométrique.
Comme Dyson l’indiquait à la fin de son article, la difficulté de prouver le Théorème 0.3 avec
κ = 2 par une généralisation de ces méthodes était dans la preuve du Lemme des zéros pour un po-
lynôme en n variables, c’est-à-dire sur un produit de n copies de P1 avec n arbitraire. En 1955, Roth
[Rot55] réussit à atteindre ce but en démontrant une version arithmétique d’un tel lemme des zéros
(le « Lemme de Roth »).
En 1971, Schmidt [Sch71a, Sch71b] démontra une vaste généralisation du Théorème de Roth, ap-
pelée le Théorème du sous-espace. Il affirme que siϕ1, . . . ,ϕn sont des formes linéaires en n variables à
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coefficients algébriques et linéairement indépendantes, pour tout nombre réel ε > 0 il n’existe qu’un
nombre fini de sous-espaces de Qn qui contiennent un point entier x tel que
|ϕ1(x) · · ·ϕn(x)| < ‖x‖−ε,
où ‖x‖ désigne le maximum des coordonnées de x. Le point crucial est un Lemme des zéros arithmé-
tique sur le produit de n copies d’un espace projectif de dimension quelconque : une version géomé-
trique de ce dernier reste encore aujourd’hui une des questions ouvertes du sujet.
En 1982, Bombieri [Bom82] porta une nouvelle attention au Lemme de Dyson en montrant qu’il
permettait de prouver des résultats effectifs en approximation diophantienne accessibles avant seule-
ment par les techniques de Baker. Il posa ainsi le problème d’une généralisation à plusieurs variables.
Cependant, en 1983, Faltings [Fal83, Fal84] réussit à prouver la conjecture de Mordell : elle affirme
qu’une courbe C de genre ≥ 2 définie sur un corps de nombres K n’a qu’un nombre fini de points
rationnels C(K). Elle implique en particulier le Théorème de Siegel sur les points entiers des courbes
algébriques. Toutefois, les méthodes employées par Faltings dans sa preuve étaient très différentes
des méthodes classiques de l’approximation diophantienne : il combinait des outils des espaces de
modules des variétés abéliennes et une approche à la Arakelov (la « hauteur de Faltings »).
Viola [Vio85] démontra une version du Lemme de Dyson en dimension 2 en remplaçant les argu-
ments des Wronskiens par une analyse des singularités des courbes dans le plan projectif complexe.
En 1984, Esnault et Viewheg [EV84], motivés par une lettre de Bombieri, publièrent une démons-
tration du Lemme de Dyson en n variables, i.e. sur le produit de n copies de P1. Leur preuve reposait
sur la positivité de certains faisceaux sur des éclatements (et les théorèmes d’annulation cohomo-
logique conséquents) et des constructions de revêtements. Cet article stimula et influença le sujet
jusqu’à présent.
Les années ’80 se terminèrent avec la contribution de Vojta au sujet.
Tout d’abord, il redémontra [Voj89a] le Lemme de Dyson en dimension 2 grâce à la théorie de
l’intersection sur les surfaces : l’argument se généralisait sans changements à la situation où P1×P1 est
remplacé par un produit de deux courbes de genre arbitraire. Cette version lui permit ensuite [Voj89b]
de donner une démonstration de la Conjecture de Mordell fondée sur les outils de l’approximation
diophantienne : ce fut le couronnement des idées remontant à Thue et Siegel. Cette preuve fut aussi
une des premières applications du Théorème de Riemann-Roch arithmétique de Gillet-Soulé.
Le dictionnaire entre approximation diophantienne et théorie de Nevanlinna qui Vojta développa
pendant sa thèse suggérait que le Théorème de Roth et la Conjecture de Mordell devaient avoir une
preuve commune : Vojta [Voj92] le démontra en 1992, en soulignant encore une fois le fort lien entre
ces deux questions.
En 1990, Bombieri [Bom90] remplaça dans la preuve de Vojta l’emploi du Théorème de Riemann-
Roch arithmétique par des arguments plus élémentaires. En 1991 et 1993 [Fal91, Fal94], en s’appuyant
sur ces idées, Faltings prouva une conjecture de Lang étendant la conjecture de Mordell.
En développant ces méthodes, Faltings et Wüstholz ont pu donner une preuve du théorème du
sous-espace de Schmidt sensiblement différente de la preuve originale [FW94]. Signalons que les ar-
guments qui remplacent les lemmes de zéros font intervenir, comme chez Roth et Schmidt, des consi-
dérations arithmétiques. Signalons aussi que dans les démonstrations de [FW94] apparaissent des
notions de semi-stabilité, associées à des espaces vectoriels filtrées (cf. aussi [Fal95]). L’intervention
de la semi-stabilité dans ces travaux apparaît de nature très différente de son rôle dans ce mémoire, où
c’est la semi-stabilité au sens de la théorie géométrique des invariants, telle qu’elle a été développée
originellement par Mumford [GIT].
Inspiré par le Théorème du produit introduit par Faltings dans le premier de ces deux travaux,
Nakamaye [Nak95] prouva dans sa thèse, en 1995, la généralisation du Lemme de Dyson à un pro-
duit fini de courbes de genre arbitraire. En 1999 [Nak99], enfin, il réussit à s’affranchir des arguments
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cohomologiques d’Esnault et Viewheg, en n’utilisant dans sa démonstration que des considérations
« élémentaires » de théorie de l’intersection.
En 1992, Burnol [Bur92] commença l’étude de la théorie géométrique des invariants dans le cadre
de la géométrie d’Arakelov. En développant des analogues p-adiques des résultats de Kempf-Ness
[KN79], il introduisit une hauteur sur le quotient (des points semi-stables) d’un espace projectif par
un groupe réductif.
En 1994, Zhang [Zha94] poursuivit le travail de Burnol, en utilisant l’existence de sections globales
de petite taille (voir [Zha95] et [Bos04, Theorem A.1]) pour montrer la semi-positivité de la métrique
sur le quotient.
Inspiré par un travail de Cornalba et Harris qui, à leur tour, étendaient des résultats précédents de
Mumford et Viewheg, Bost [Bos94] étudia des conséquences de la semi-stabilité (du point de Chow)
des cycles en géométrie d’Arakelov. Il compléta ce travail en introduisant une hauteur « naturelle »
pour les variétés stables (au sens de la théorie géométrique des invariants) et en la comparant, dans le
cas des variétés abéliennes, avec la hauteur de Faltings [Bos96a].
En 2000, Gasbarri [Gas00], en isolant un argument de Bost, démontra une minoration de la hau-
teur d’un point semi-stable dans une représentation unitaire. Le but était d’introduire et minorer la
hauteur sur l’espace de modules des fibrés vectoriels sur un courbe [Gas97, Gas03]. En termes d’ap-
proximation diophantienne, cette minoration correspond à la minoration arithmétique présente dans
le schéma classique de démonstration.
Une version explicite de ce type de minoration permit à Chen de donner une minoration de la
pente du produit tensoriel des fibrés vectoriels hermitiens sur un anneau des entiers [Che09].
Dans cette thèse nous nous proposons d’un côté d’étudier de manière systématique la théorie géo-
métrique des invariants dans le cadre de la géométrique d’Arakelov ; de l’autre, comme suggère l’in-
troduction de [Bos94], de montrer que ces résultats permettent une nouvelle approche géométrique
(distincte aussi de la méthode des pentes de [Bos96b]) aux résultats d’approximation diophantienne,
tels que le Théorème de Roth et ses généralisations par Lang, Wirsing et Vojta. Nous renvoyons au
récent ouvrage par Bombieri et Gubler [BG06] pour une exposition « classique » de ces résultats.
*
* *
Nous décrivons maintenant le contenu des chapitres successifs de ce mémoire.
0.0.1. — Le premier chapitre est une collection de résultats déjà connus ; nous en profitons pour fixer
des conventions et des notations que nous gardons dans la suite du texte. Le lecteur est à invité à ne
s’y reporter qu’en cas de besoin.
0.0.2. — Le deuxième chapitre est consacré à la théorie géométrique des invariants sur un corps k
complet pour une valeur absolue. Si k est le corps des nombres complexes C (muni d’une valeur ab-
solue archimédienne), nous précisons des résultats dus à Kempf et Ness [KN79] et à Zhang [Zha94].
Dans le cas non archimédien, nous complétons le travail de Burnol [Bur92], en nous affranchissant de
l’hypothèse de compacité locale du corps au moyen des espaces analytiques au sens de Berkovich.
Nous nous limitons tout d’abord au cas k =C. Considérons un schéma projectif complexe X muni
de l’action d’un groupe réductif complexe (connexe) G et d’un faisceau inversible ample G-linéarisé
L. Désignons par Xss l’ouvert des points semi-stables et par
pi : Xss −→ Y := Proj
(⊕
d≥0
Γ(X,L⊗d )G
)
v
la projection sur le quotient (au sens de la théorie géométrique des invariants). Pour tout entier D> 0
assez divisible, il existe par construction un faisceau inversible ample MD sur le schéma projectif Y et
un isomorphisme canonique de faisceaux inversibles sur Xss,
ϕD :pi
∗MD −→ L|⊗DXss ,
compatible à l’action de G.
Supposons de plus que le faisceau inversible L soit muni d’une métrique continue ‖ · ‖L (sur le
sous-espace analytique réduit). Pour tout point y ∈ Y(C) et toute section s ∈ y∗MD, posons
‖s‖MD := sup
pi(x)=y
‖ϕD(pi∗s)‖L⊗D .
La métrique ‖ · ‖MD ainsi définie sur le faisceau inversible MD est — d’après une observation de
Mumford [GIT, Appedix to Chapter 2, §C], Guillemin et Sternberg [GS82a, GS82b, GS84] fondée sur le
travail de Kempf et Ness [KN79] — le concept qui est à la base du lien entre la théorie géométrique des
invariants des variétés kähleriennes et l’application moment en géométrie symplectique. On renvoye
au chapitre 8 de [GIT] pour une présentation détaillée de ces aspets.
En imitant les techniques de Kempf et Ness, nous obtenons :
Théorème 0.5. Supposons que la métrique ‖ · ‖L soit semi-positive 1 et invariante sous l’action d’un
sous-groupe compact maximal de G(C). La métrique ‖ ·‖MD ainsi définie est alors continue.
Si la métrique ‖ · ‖L est la restriction d’une métrique de Fubini-Study, ce théorème est une consé-
quence directe des résultats de Kempf et Ness : toutefois, il ne nous semble pas clair qu’un argument
d’approximation soit suffisant pour le démontrer en général. En étant assurée la continuité, un argu-
ment de Zhang [Zha94, Theorem 2.2] démontre la semi-positivité de la métrique ‖ ·‖MD .
0.0.3. — Nous introduisons ensuite la notion de mesure d’instabilité. Considérons un point semi-
stable x ∈Xss(C), y =pi(x) son image dans le quotient et une section non nulle s ∈ y∗MD. Posons
µ(x) := 1
D
log
‖pi∗s‖L⊗D (x)
‖s‖MD (y)
.
Puisque le morphisme pi est G-invariant, pour toute section non nulle t ∈ x∗L, on a :
µ(x)≤ log inf
g∈G(C)
‖t‖L(x)
‖g · t‖L(g · x)
. (0.0.1)
Théorème 0.6. La fonction µ, prolongée sur X−Xss par la valeur −∞, est une fonction continue de
X(C) vers [−∞,0]. En outre, pour toute section non nulle t ∈ x∗L, on a :
µ(x)= log inf
g∈G(C)
‖t‖L(x)
‖g · t‖L(g · x)
.
Précisons que, en ce qui concerne les applications arithmétiques que nous présentons au dernier
chapitre, le seul résultat indispensable sera la continuité de la métrique ‖ ·‖MD et l’inégalité (0.0.1).
0.0.4. — Nous étudions aussi des analogues non archimédiens de ces résultats. Considérons un corps
local k et son anneau des entiers k◦. SoitX un k◦-schéma propre etL un faisceau inversible surX .
1. i.e., telle que pour toute section s du faisceau inversible L sur un ouvert U de X(C), la fonction − log‖s‖ soit plurisoushar-
monique sur U.
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Notons X la fibre générique de X et L la restriction de L à X. Le modèle entier L de L induit une
métrique continue ‖ · ‖L sur le faisceau inversible Lan sur l’espace analytique au sens de Berkovich
Xan 2.
Supposons maintenant que le faisceau inversible L soit ample et qu’un k◦-groupe réductif 3 G
agit sur le k◦-schéma X et de manière équivariante sur le faisceau inversible L . D’après un théo-
rème de Seshadri [Ses77, II.4, Theorem 4], la k◦-algèbre graduée
⊕
d≥0Γ(X ,L ⊗d )G des G -invariants
de
⊕
d≥0Γ(X ,L ⊗d ) est une k◦-algèbre de type fini. Le k◦-schéma projectif
Y := Proj
(⊕
d≥0
Γ(X ,L ⊗d )G
)
est le quotient catégorique par le k◦-schéma en groupes G de l’ouvert X ss des points semi-stables
du schéma X (par rapport à l’action du k◦-groupe réductif G et au faisceau inversible L ). On note
pi : X ss → Y le morphisme quotient. Pour tout nombre entier D > 0 assez divisible, il existe par
construction un faisceau inversible ample MD sur le schéma Y et un isomorphisme canonique de
faisceaux inversibles surX ss,
ϕD :pi
∗MD −→L |⊗DX ss ,
compatible à l’action du k◦-groupe réductif G .
Désignons par Y la fibre générique du k◦-schémaY et par MD la restriction du faisceau inversible
MD à Y. On peut munir le faisceau inversible MD soit de la métrique ‖ · ‖MD induite par le modèle
entier MD soit, de manière analogue au cas complexe, de la métrique ‖ · ‖MD définie pour tout point
y ∈ Yan et toute section s ∈ y∗ManD par
‖s‖MD (y) := sup
pi(x)=y
‖pi∗s‖L (x).
Un argument de Burnol [Bur92, Proposition 1] montre que ces deux métriques coïncident. En parti-
culier, la métrique ‖ ·‖MD est continue.
En procédant comme dans le cas archimédien, nous introduisons la mesure d’instabilité. Consi-
dérons un point semi-stable x ∈ Xan, y = pi(x) son image dans le quotient et une section non nulle
s ∈ y∗ManD . Posons
µ(x) := 1
D
log
‖pi∗s‖L⊗D (x)
‖s‖MD (y)
.
Puisque le morphisme pi est G-invariant, pour toute section non nulle t ∈ x∗Lan, on a :
µ(x)≤ log inf
g∈G(k)
‖t‖L(x)
‖g · t‖L(g · x)
. (0.0.2)
Nous montrons que les techniques de Kempf et Ness s’adaptent aussi au contexte non archimédien et
permettent de prouver :
2. La métrique ‖ · ‖L est définie comme suit. Tout point x ∈ Xan induit un morphisme de k-schémas εx : Spec κ̂(x)→ X, où
κ̂(x) désigne le corps résiduel complété de x. La fibre en x du faisceau inversible Lan s’identifie naturellement l’image inverse
ε∗x L de L par εx . Par le critère valuatif de proprété, le morphisme εx s’étend de manière unique un morphisme de k◦-schémas
ε◦x : Spec κ̂(x)◦→X . Soit s une section inversible deL définie au voisinage de l’image du morphisme ε◦x . Pour tout t ∈ x∗Lan il
existe un unique λ ∈ κ̂(x)× tel que t = λs et on pose
‖t‖L (x) := |λ|.
3. Soit S un schéma. Un S-schéma en groupes G est réductif (ou, G est un S-groupe réductif ) s’il vérifie les conditions
suivantes :
i. G est affine, lisse et de type fini sur S ;
ii. pour tout s ∈ S, le s-schéma en groupes G×S s est connexe et réductif (s est le spectre d’une clôture algébrique du corps
résiduel κ(s)).
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Théorème 0.7. La fonction µ, prolongée sur X−Xss par la valeur −∞, est une fonction continue de
Xan vers [−∞,0]. En outre, pour toute section non nulle t ∈ x∗L, on a :
µ(x)= log inf
g∈G(k)
‖t‖L(x)
‖g · t‖L(g · x)
.
Encore, en ce qui concerne les applications arithmétiques que nous présentons au dernier cha-
pitre, le seul résultat indispensable sera l’identité entre les métriques ‖ · ‖MD et ‖ · ‖MD et l’inéga-
lité (0.0.2).
0.0.5. — Le troisième chapitre étudie la théorie géométrique des invariants sur un corps global, no-
tamment des propriétés de la hauteur sur le quotient.
Nous nous bornons ici au cas d’un corps de nombres K. Soit oK son anneau des entiers. Consi-
dérons un oK-schéma projectif et plat X muni d’une action d’un oK-groupe réductif G (voir la note
3), et un faisceau inversible ample G -linéariséL surX . Pour compléter la donnée « arakélovienne »
considérons, pour tout plongement σ : K→C, une métrique ‖ ·‖σ sur le faisceau inversibleLσ, conti-
nue, semi-positive et invariante sous l’action d’un sous-groupe compact maximal Uσ du groupe de
Lie complexe Gσ(C). Supposons de plus que ces données soient compatibles à la conjugaison com-
plexe. Autrement dit, le faisceau inversible hermitienL est un fibré en droites équivariant au sens de
Chambert-Loir et Tschinkel [CLT01].
D’après un théorème de Seshadri [Ses77, II.4, Theorem 4], la oK-algèbre graduée
⊕
d≥0Γ(X ,L ⊗d )G
des G -invariants de
⊕
d≥0Γ(X ,L ⊗d ) est une oK-algèbre de type fini. Le oK-schéma projectif
Y := Proj
(⊕
d≥0
Γ(X ,L ⊗d )G
)
est le quotient catégorique par le oK-schéma en groupes G de l’ouvert X ss des points semi-stables
du schéma X (par rapport à l’action du oK-groupe réductif G et au faisceau inversible L ). On note
pi : X ss → Y le morphisme quotient. Pour tout nombre entier D > 0 assez divisible, il existe par
construction un faisceau inversible ample MD sur le schéma Y et un isomorphisme canonique de
faisceaux inversibles surX ss,
ϕD :pi
∗MD −→L |⊗DX ss ,
compatible à l’action du oK-groupe réductifG . Pour tout plongementσ : K→C, munissons le faisceau
inversibleMD de la métrique étudiée au chapitre 2 (voir 0.0.2) : si y ∈Yσ(C) est un point et s ∈ y∗Lσ
est une section sur y , posons
‖s‖MD,σ(y) := sup
pi(x)=y
‖pi∗s‖L ⊗D,σ(x).
Pour toute place non archimédienne v , désignons par ‖ · ‖L ,v (resp. ‖ · ‖MD,v ) la métrique induite
par le modèle entierL (resp.MD).
Revenons à une place quelconque v et désignons par Kv la complétion de K par rapport à v . Pour
tout Kv -point semi-stable du oK-schémaX , considérons la mesure d’instabilité,
µv (x)= 1
D
log
‖pi∗s‖L ⊗D,v (x)
‖s‖MD,v (pi(x))
,
où s ∈pi(x)∗MD est une section non nulle. C’est un élément de ]−∞,0]. Le résultat suivant généralise
[Bur92, Proposition 5] :
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Théorème 0.8. Pour tout Q-point semi-stable x du oK-schéma X , la mesure d’instabilité µv (x) est
nulle pour presque toute place v ∈VK(x) et on a :
h
L
(x)+ 1
[K(x) : K]
∑
v∈VK(x)
µv (x)= 1
D
h
MD
(pi(x)).
Comme MD est ample sur Y et les métriques sur MD sont continues, hMD est minoré sur le Q-
points deY , et l’on peut définir le nombre réel
hmin
(
(X ,L )//G
)
:= 1
D
inf
y∈Y (Q)
h
MD
(y)
(qui est clairement indépendant du choix de D). Dans la suite, nous utiliserons le Théorème 0.8 par
l’intermédiaire du Corollaire suivant :
Corollaire 0.9. Pour tout Q-point semi-stable x du oK-schémaX , on a :
h
L
(x)+ 1
[K(x) : K]
∑
v∈VK(x)
µv (x)≥ hmin
(
(X ,L )//G
)
.
La valeur précise de hmin((X ,L )//G ) paraît difficile à calculer. Nous nous contenterons de la bor-
ner grâce à la théorie classique des invariants lorsque G est un produit de groupes linéaires. Nous
présentons cette minoration dans le numéro suivant, où nous faisons aussi le lien avec les résultats de
Bost et Gasbarri cités précédemment.
0.0.6. — Considérons un nombre entier n ≥ 1, un n-uplet de nombres entiers positifs d = (d1, . . . ,dn)
et le oK-groupe réductif
GL(d)oK :=GL(d1)oK ×·· ·×GL(dn)oK .
Nous nous donnons un fibré hermitienF sur oK et une représentation unitaire
ρ : GL(d)oK −→GL(F ),
c’est-à-dire un morphisme de oK-schémas en groupes tel que, pour tout plongementσ : K→C, l’image
du sous-groupe compact
U(d) :=U(d1)×·· ·×U(dn)⊂GL(d)σ(C)
soit contenue dans le sous-groupe unitaire par rapport à la norme hermitienne ‖ ·‖F ,σ.
Pour tout n-uplet E = (E 1, . . . ,E n) de fibrés hermitiens sur oK, avec E i de rang di , nous construi-
sons « en tordant » par la représentation ρ un fibré hermitien F
E
sur oK muni d’une représentation
unitaire
ρ
E
: GL(E ) :=GL(E 1)×·· ·×GL(E n)−→GL(F E ).
Désignons par X
E
l’espace projectif P(F
E
) et par Y
E
le quotient des points semi-stables X ss
E
pour
l’action du oK-schéma en groupes
SL(E ) := SL(E 1)×·· ·×SL(E n).
Pour tout D> 0 assez divisible, considérons le faisceau inversible hermitiensM
E ,D sur le quotientYE
donné par construction.
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Supposons que la représentation ρ : GL(d)oK −→GL(F ) soit homogène de poids m = (m1, . . . ,mn). 4
Les quotientsY
E
etY sont alors canoniquement isomorphes. SiΨ
E
désigne cet isomorphisme cano-
nique, pour tout nombre entier D > 0 assez divisible, nous disposons d’un isomorphisme canonique
de faisceaux inversibles hermitiens surY
E
,
ψ
E
:M
E ,D −→Ψ∗EMD⊗β
∗
E
(
n⊗
i=1
det(E i )
⊗mi D/di
)
,
où β
E
:Y
E
→ SpecoK est le morphisme structural. Les isomorphismes ΨE et ψE jouent un rôle impli-
cite mais cruciale dans les minorations par Bost et Gasbarri de la hauteur des points semi-stables. En
effet, si y est un Q-point du oK-schémaYE , nous avons
h
M
E ,D
(y)= h
MD
(Ψ
E
(y))+D
n∑
i=1
mi µ̂K(E i ).
Une conséquence évidente de l’existence de l’isomorphisme ψ
E
est :
Théorème 0.10. Supposons que la représentation ρ soit homogène de poids m = (m1, . . . ,mn). Alors :
– pour tout n-uplet E = (E 1, . . . ,E n) de oK-fibrés hermitiens, avec rkE i = di (i = 1, . . . ,n),
– pour tout Q-point y du oK-schémaYE ,
– pour tout nombre entier D> 0 assez divisible,
l’inégalité suivante est satisfaite :
hM
E ,D
(y)≥D
(
n∑
i=1
mi µ̂K(E i )+hmin
(
(P(FE ),OF
E
(1))//SL(E )
))
.
Ce résultat est une généralisation de la première partie du Theorem 1 dans [Gas00]. En effet, pour
tout Q-point semi-stable x du oK-schémaXE , nous obtenons
h
F
E
(x)≥ 1
D
hM
E ,D
(pi(x))≥
n∑
i=1
mi µ̂K(E i )+hmin
(
(P(FE ),OF
E
(1))//SL(E )
)
.
Le premier théorème de la théorie classique des invariants permet, comme annoncé plus haut, de
donner une borne explicite pour la constante hmin((P(FE ),OF
E
(1))//SL(E )).
Si E est un oK-module et m un nombre entier négatif on pose E
⊗m = E∨⊗|m|.
Théorème 0.11. Soient m1, . . . ,mn des nombres entiers et
ϕ :
(
O
⊕d1
oK
)⊗m1 ⊗·· ·⊗ (O⊕dnoK )⊗mn −→F ,
un homomorphisme de oK-fibrés hermitiens 5, GL(d)oK -équivariant et génériquement surjectif (OoK
le fibré hermitien trivial sur oK). Alors :
hmin
(
(P(F ),O
F
(1))//SL(d)
)≥− n∑
i=1
|mi | [K : Q]
2
logdi .
4. i.e., pour tout oK-schéma T, et pour tous t1, . . . , tn ∈Gm (T), nous avons
ρ(t1 · id, . . . , tn · id)= t m11 · · · t
mn
n · id.
5. si E , F sont des oK-fibrés hermitiens, un homomorphisme de oK-fibrés hermitiens ϕ : E →F est un homomorphisme
de oK-modules ϕ : E →F tel que, pour tout plongement σ : K→C et pour tout v ∈ Eσ, nous avons ‖ϕ(v)‖F ,σ ≤ ‖v‖E ,σ.
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Dans [Che09], Chen considère une représentation du oK-groupe réductif GL(d)oK de la forme
F :=
(
O
⊕d1
oK
)⊗m1 ⊗·· ·⊗ (O⊕dnoK )⊗mn ,
où m = (m1, . . . ,mn) est un n-uplet de nombres entiers négatifs 6. Dans la preuve du Théorème 4.2
dans loc.cit., il démontre de manière implicite le Théorème 0.11 avec les mêmes techniques que nous
présentons ici.
0.0.7. — Voyons comme le Théorème 0.11 s’applique en pratique en considérant, par exemple, la
situation étudiée par Bost dans [Bos94]. Soient K un corps de nombres, E un oK-fibré hermitien et
E := E ⊗K. SoitZ un cycle effectif de dimension d dans P(E∨) 7 et Z sa fibre générique dans P(E∨). Si
δ= degZ, on pose
Fd ,δ(E ) := (Symd E )⊗δ.
Le oK-module Fd ,δ(E ) est muni de la structure de oK-fibré hermitien en prenant, pour tout plongement
σ : K→C, la norme hermitienne quotient sur Fd ,δ(E )σ donnée par l’homomorphisme surjectif
E⊗dδσ −→ Fd ,δ(E )σ.
Avec ces définitions, nous avons un homomorphisme surjectif et SL(E )-équivariant de oK-fibrés her-
mitiens
E
⊗dδ −→ Fd ,δ(E ).
Posons N := rkE et désignons par ρ la représentation homogène de poids dδ,
ρ : GL(N)oK −→GL
(
Fd ,δ
(
O⊕NoK
))
.
L’action de SL(E ) sur Fd ,δ(E ) est induite par la représentation ρE déduite de ρ et l’homomorphisme
surjectif et GL(N)oK -équivariant de oK-fibrés hermitiens,
O
⊕N
oK −→ Fd ,δ
(
O
⊕N
oK
)
nous permet d’appliquer le Théorème 0.11.
Supposons que le point de Chow du cycle Z, qui est un K-point [ΦZ] du oK-schéma P(Fd ,δ(E )),
soit semi-stable sous l’action du oK-groupe réductif SL(E ). Le Théorème 0.11 donne la minoration
suivante :
hFd ,δ(E )([ΦZ])≥ dδ
(
µ̂K(E )−
[K : Q]
2
logrkE
)
.
6. Plus précisément, Chen se donne, avec ses notations, un nombre entier n ≥ 1, des K-espaces vectoriels V1, . . . ,Vn de
dimension finie sur K,A ⊂Nn une partie finie et il considère la représentation
W = ⊕
α∈A
V⊗α11 ⊗·· ·⊗V
⊗αn
n
du K-groupe réductif G=GL(V1)×·· ·×GL(Vn ). Il se donne ensuite un n-uplet (b1, . . . ,bn ) de nombres entiers strictement posi-
tifs où, pour tout i = 1, . . . ,n, ri = dimK Vi divise bi . Si L désigne le K-espace vectoriel L= (detV1)⊗b1/r1 ⊗·· ·⊗ (detVn )⊗bn /rn , il
s’intéresse aux points semi-stables de l’espace projectif P(W∨) sous l’action du K-schéma en groupes G et par rapport au fais-
ceau inversible OW∨ (m)⊗pi∗L, où pi : P(W∨)→ SpecK désigne le morphisme structural et m ≥ 1 un nombre entier strictement
positif. Si un tel point semi-stable existe, alors il existe α0 ∈A tel que, pour tout i = 1, . . . ,n, mα0i = bi . Quitte à considérer la
projection
prα0 : P
(
W∨
)→P(V∨⊗α011 ⊗·· ·⊗V∨⊗α0nn ),
on se ramène en vertu du Théorème 0.10 à minorer la hauteur des points semi-stables de la représentationF indiquée dans le
texte avec mi =−bi /m et sous l’action du oK-groupe réductif SL(r1)×·· ·×SL(rn ).
7. Le dual qui apparaît est à cause de la convention de Grothendieck pour l’espace projectif, qui n’est pas adoptée dans
[Bos94] mais qui l’est ici.
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D’autre part, si nous considérons la hauteur du cycle Z par rapport au faisceau inversible hermitien
O
E
(1),
hO
E
(1)(Z ) := d̂eg
(
ĉ1(OE (1))
d |Z
)
,
nous avons la comparaison suivante [loc.cit., Proposition 1.3] :∣∣∣hO
E
(1)(Z )−hFd ,δ(E )([ΦZ])
∣∣∣≤ dδ [K : Q]
2
logrkE .
Nous trouvons ainsi une version explicite du Theorem I dans loc.cit. :
Théorème 0.12. Soit Z un cycle effectif de dimension d ≥ 1 sur P(E∨). On suppose que sa fibre gé-
nérique ZK soit non nulle et que son point de Chow soit semi-stable sous l’action du K-schéma en
groupes SL(E). L’inégalité suivante est alors satisfaite :
hO
E
(1)(Z )≥ d degK(ZK)
(
µ̂K(E )− [K : Q] logrkE
)
.
0.0.8. — Le quatrième et dernier chapitre de ce mémoire est consacré à l’application des résultats des
chapitres précédents au Théorème de Thue-Siegel-Roth.
Soient K un corps de nombres et oK son anneau des entiers. Pour toute place v ∈ VK, notons dv la
distance sur P1,anv : si x = (x0, x1), y = (y0, y1) sont des Kv -points non nuls de A2, elle est définie par
dv ([x], [y]) := |x0 y1−x1 y0|v‖x‖v‖y‖v
,
où ‖ · ‖v est la norme induite à la place v par le fibré hermitien O⊕2oK . Si x est un K-point de P1 et θ est
un point de P1 défini sur une extension finie de K, désignons par dv (θ, x) le minimum des distances
entre x et les conjugués de θ.
Nous appliquons le Corollaire 0.9 et le Théorème 0.11 pour donner une démonstration de l’énoncé
suivant, qui constitue une généralisation de [Bom82, Theorem IV.2] où on considère n = 2, et qui est
implicitement contenu dans les preuves classiques du Théorème de Roth et ses généralisations (cf.
[BG06, chapitre 6]) :
Théorème 0.13 (Minoration effective fondamentale). Soit K′ une extension finie de K de degré d =
[K′ : K]≥ 2. Il existe des nombres réels C1,C2,C3 > 0 et, pour tout nombre entier n ≥ 1 et tout nombre
réel 0< δ< 1/(2 ·n!), un nombre réel λd (n,δ)> 0 satisfaisant à la propriété suivante :
– pour tous K′-points θ1, . . . ,θn de P1 qui engendrent le corps K′,
– pour tous K-points x1, . . . , xn de P1,
– pour tout n-uplet r = (r1, . . . ,rn) de nombres réels strictement positifs tels que, pour tout i =
1, . . . ,n, ri ≥ λd (n,δ)ri+1,
nous avons
td (n,δ)
( ∑
v∈VK
min
i=1,...,n
{
−ri logdv (θi , xi )
})
≤
(
1+C1 n
p
δ
) n∑
i=1
ri h(xi )+ 1
δ
n∑
i=1
ri (C2h(θi )+C3) ,
où td (n,−) : [0,1/(2 ·n!)[→R+ est une fonction continue et où
liminf
n→∞
n
td (n,0)
= 2.
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Remarquons que les constantes C1,C2 et C3 sont effectives, même explicites. Nous tenons aussi à
dire que l’égalité
liminf
n→∞
n
td (n,0)
= 2,
cruciale déjà dans le travail de Roth, s’agit d’un phénomène de concentration de la mesure. Le Théo-
rème 0.13 est la minoration effective fondamentale dans la démonstration de la version suivante du
« Théorème de Roth avec cibles mobiles » (voir [Voj96, Theorem 1]) :
Théorème 0.14. Soient K un corps de nombres, K′ une extension finie du corps K de degré ≥ 2 et
F⊂ VK un sous-ensemble fini. Pour tout nombre réel κ> 2, il n’existe pas de suite de couples {(θi , xi ) :
i ≥ 1}, telle que
– pour tout i , θi est un K′-point de P1 qui n’est pas K-rationnel ;
– pour tout i , xi est un K-point de P1 ;
– h(θi )= o(h(xi )) pour i →∞ ;
– pour tout i ≥ 1, on a :
−∑
v∈F
logdv (θi , xi )≥ κ ·h(xi ).
La version de Vojta de ce résultat qui paraît dans [Voj96] est plus générale de celle que nous pré-
sentons ici car l’on peut choisir des « cibles » différentes à chaque place appartenante à F. Des modifi-
cations faciles de nos arguments permettent d’obtenir le même résultat : nous préférons de ne pas les
faire pour rendre plus claire l’exposition.
La version de Wirsing de ce résultat est aussi plus générale, car les cibles θi peuvent appartenir à
n’importe quelle extension de degré d ≥ 2 du corps K (voir [RV97, Theorem 4.1]). Dans ce cas, nous
ignorons si une modification de nos méthodes peut conduire à un résultat du même type.
En prenant les θi tous égaux entre eux, nous retrouvons la version suivante du Théorème de Thue-
Siegel-Roth :
Théorème 0.15. Soient K un corps de nombres, K′ une extension finie du corps K de degré ≥ 2 et
F⊂VK un sous-ensemble fini. Pour tout nombre réel κ> 2, il n’existe qu’un nombre fini de K-points x
de P1 tels que
−∑
v∈F
logdv (θ, xi )≥ κ ·h(xi ).
Remarquons que dans notre approche démontrer un tel Théorème avec un ensemble fini de places
F quelconque ne demande aucun travail supplémentaire par rapport au cas « classique » où F est
constitué d’une unique place archimédienne.
Encore, la version montrée par Lang du Théorème de Roth (voir [BG06, Theorem 6.2.3]) est plus
générale de celle que l’on présente ici pour la même raison d’avant, c’est-à-dire, parce que l’on peut
choisir des cibles différentes à chaque place appartenante à F. Une modification de notre approche, à
laquelle nous avons fait illusion plus haut, permet d’obtenir la version de Lang.
0.0.9. — Esquissons comment le Théorème 0.13 entraîne le Théorème 0.14. Pour simplifier, suppo-
sons ici que le sous-ensemble F soit réduit à une seule place v . Supposons par l’absurde qu’il existe un
nombre réel κ> 2 et une suite (xi ,θi ), i ≥ 1, comme dans l’énoncé du Théorème 0.14. Quitte à extraire
une sous-suite et à remplacer K′ par une sous-extension de K, nous pouvons supposer que tous les θi
engendrent K′. Fixons un nombre entier n ≥ 1 et un nombre réel 0< δ< 1/(2 ·n!). Le Théorème 0.13,
appliqué aux couples (θi , xi ), i = 1, . . . ,n, donne :
td (n,δ) min
i=1,...,n
{
−ri logdv (θi , xi )
}
≤
(
1+C1 n
p
δ
) n∑
i=1
ri h(xi )+ 1
δ
n∑
i=1
ri (C2h(θi )+C3) ,
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Pour tout nombre entier i ≥ 1, nous avons supposé
− logdv (θi , xi )≥ κ ·h(xi ),
et donc
κtd (n,δ) min
i=1,...,n
{
ri h(xi )
}≤ (1+C1 npδ) n∑
i=1
ri h(xi )+ 1
δ
n∑
i=1
ri (C2h(θi )+C3) ,
Quitte à passer à une sous-suite des (θi , xi ), nous pouvons supposer, pour tout i = 1, . . . ,n−1,
h(xi )λd (n,δ)≤ h(xi+1),
et, pour tout i = 1, . . . ,n,
h(θi )≤ n
p
δh(xi ).
Cela permet de prendre r1, . . . ,rn tels que, pour tout i , j ,
ri h(xi )= r j h(x j ).
De cette manière, et en divisant par r1h(x1), nous obtenons l’inégalité
κtd (n,δ)≤
(
1+ (C1+C2) n
p
δ
)
n+ r1+·· ·+ rn
δ
1
r1h(x1)
C3.
Puisque le nombre réel r1h(x1) peut être supposé arbitrairement grand, nous obtenons, pour tout
n ≥ 1 et tout 0< δ< 1/(2 ·n!),
td (n,δ)κ≤
(
1+ (C1+C2) n
p
δ
)
n+δ.
En laissant δ tendre vers 0, pour tout n ≥ 1, nous avons l’inégalité
td (n,0)κ≤ n
et, en laissant n tendre vers l’infini, nous concluons
κ≤ 2= liminf
n→∞
n
td (n,0)
,
en contradiction avec l’hypothèse κ> 2.
0.0.10. — Nous terminons avec quelques mots sur la démonstration du Théorème 0.13. Dans les
grandes lignes, la stratégie est la suivante :
1. Démontrer la semi-stabilité d’un certain K-point P d’un K-schéma X par rapport à l’action d’un
K-groupe réductif G et à faisceau inversible G-linéarisé L (que nous précisons ensuite) ; nous mon-
trons que cette semi-stabilité découle du Lemme de Dyson en plusieurs variables de Esnault-
Viewheg-Nakamaye.
Cette semi-stabilité constitue, semble-t-il, un résultat sensiblement plus faible que ce lemme des
zéros, et nous espérons qu’il est possible d’en donner une démonstration directe et plus simple.
2. Interpréter l’inégalité donnée par le Corollaire 0.9. Cela se fait en plusieurs étapes indépendantes :
– Appliquer la minoration de hmin
(
(X ,L )//G
)
donnée par le Théorème 0.11 ;
– Majorer la hauteur du point P, par des estimées élémentaires de degrés d’Arakelov (sans construire
donc aucune section de petite hauteur particulière ) ;
– Majorer les mesures d’instabilité du point P en termes des distances dv (θi , xi ) ; cela découle de
calculs élémentaires, utilisant l’inégalité (0.0.1) (ou plutôt son analogue sur Kv ) et en introdui-
sant un élément convenable gv de G(Kv ).
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Remarquons que le schéma de démonstration classique retrouve ses étapes dans le schéma de
démonstration présenté ici :
Construction du polynôme auxiliaire Majoration de la hauteur du point
et Lemme de Siegel et inégalité des pentes
Lemme des zéros Semi-stabilité
Minoration « arithmétique » Minoration de la hauteur sur le quotient
Majoration « analytique » Majoration de la mesure d’instabilité
Une partie critique de la preuve, de manière analogue au lemme des zéros dans l’approche clas-
sique, est la démonstration de la semi-stabilité du point. Nous en donnons quelques détails.
0.0.11. — Tout d’abord rappelons la notion d’indice et, pour ce faire, supposons pour l’instant d’être
sur C. 8 Soient n ≥ 1 un nombre entier et désignons par P le produit de n copies de la droite projective
P1,
P=P1×·· ·×P1.
Pour tout n-uplet r = (r1, . . . ,rn) de nombres entiers strictement positifs, considérons le faisceau in-
versible sur P,
OP(r )= pr∗1 OP1 (r1)⊗·· ·⊗pr∗n OP1 (rn).
Définition 0.16. Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs, x = (x1, . . . , xn)
un C-point de P et s une section globale de OP(r ).
Si, pour tout i = 1, . . . ,n, ti est un paramètre local autour de xi ∈ P1(C) et s0 est une section inver-
sible de OP(r ) définie au voisinage de x, le germe de fonction s/s0 se développe en série de puissances
s
s0
= ∑
`∈Nn
α`t
`1
1 · · · t`nn ,
avec α` ∈C. Si s 6= 0, l’indice de la section s au point x est le nombre rationnel
ind(s, x)=min
{
`1
r1
+·· ·+ `1
rn
: α` 6= 0
}
;
sinon ind(s, x)=+∞.
Cette définition ne dépend pas de la trivialisation choisie.
0.0.12. — Soient k un corps et E un k-espace vectoriel de dimension finie. Pour tout nombre entier r ≥
0 on note Grassr (E) la grassmanienne d’indice r , c’est-à-dire le k-schéma qui représente le foncteur
Grassr (E) :
{
k-schémas
}
//
{
ensembles
}
( f : X→ Speck)  //
{
(F,ϕ)
∣∣∣ F localement libre de rang r ,
ϕ : f ∗E→ F epimorphisme
}/
∼ .
On note $ le plongement de Plücker, i.e. l’immersion fermée induite par la puissance extérieure r -
ième,
$ : Grassr (E)−→P
(∧r E).
8. N’importe quel corps algébriquement clos conviendrait également.
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Supposons qu’un k-schéma en groupes G agit linéairement sur le k-espace vectoriel E. Le k-
schéma en groupes G agit alors de manière naturelle sur la grassmanienne Grassr (E), sur le k-espace
projectif P(
∧r E) et de manière équivariante sur le faisceau inversible O∧r E(1). Le plongement de Plü-
cker $ est un morphisme G-équivariant et on dit que le faisceau inversible G-linéairisé $∗O∧r E(1) est
la polarisation (G-équivariante) associée au plongement du Plücker.
0.0.13. — Décrivons la situation de théorie géométrique des invariants à laquelle nous appliquons
le Corollaire 0.9 et le Théorème 0.11 pour obtenir le Théorème 0.13. Nous partons des données de ce
Théorème, à savoir :
– K un corps de nombres ;
– K′ une extension finie du corps K de degré d = [K′ : K]≥ 2 ;
– θ = (θ1, . . . ,θn) un K′-point de P tel que, pour tout i = 1, . . . ,n, le K′-point θi de P1 engendre le
corps K′ ;
– x = (x1, . . . , xn) un K-point de P ;
– r = (r1, . . . ,rn) un n-uplet de nombres réels strictement positifs.
Nous nous donnons des nombres réels tθ, tx ≥ 0 et considérons les deux sous-espaces des sections
globales de Γ(P,OP(r )) suivants :
N(θ, tθ |r )=
{
s ∈ Γ(P,OP(r )) : ind(s,θ)≥ tθ
}
,
N(x, tx |r )= {s ∈ Γ(P,OP(r )) : ind(s, x)≥ tx } .
Siν(θ, tθ |r ) etν(x, tx |r ) désignent leurs dimensions respectives, les sous-espaces N(θ, tθ |r ), N(x, tx |r )
définissent des K-points de grassmaniennes
[N(θ, tθ |r )] ∈Grassν(θ,tθ | r )(Γ(P,OP(r ))∨)(K),
[N(x, tx |r )] ∈Grassν(x,tx | r )(Γ(P,OP(r ))∨)(K).
0.0.14. — Le K-groupe réductif SL2 agit sur la droite projective P1 et le produit de n copies de SL2,
SLn2 = SL2×·· ·×SL2,
agit composante par composante sur P=P1×·· ·×P1. Le K-groupe réductif SLn2 agit alors de manière
naturelle sur les sections globales du faisceau inversible OP(r ),
Γ(P,OP(r ))= Symr1
(
K⊕2
)⊗·· ·⊗Symrn (K⊕2) ,
et donc sur les grassmaniennes Grassν(θ,tθ | r )(Γ(P,OP(r ))
∨) et Grassν(x,tx | r )(Γ(P,OP(r ))∨). On consi-
dère sur ces grassmaniennes les polarisations SLn2 -équivariantes induites par les plongement de Plü-
cker respectifs.
0.0.15. — En résumant, avec les notations introduites dans 0.0.10, nous nous intéressons à
P = ([N(θ, tθ |r )], [N(x, tx |r )]),
X =Grassν(θ,tθ | r )(Γ(P,OP(r ))∨)×Grassν(x,tx | r )(Γ(P,OP(r ))∨),
G= SLn2 = SL2×·· ·×SL2,
L= polarisation déduite des plongements de Plücker.
L’action de G sur X est déduite par l’action de G= SLn2 composante par composante sur P=P1×·· ·×P1
et la G-linéarisation de L est celle naturelle donnée par les plongements de Plücker.
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0.0.16. — Introduisons enfin les quantités combinatoires qui apparaissent dans l’étude. Pour tout
nombre réel t ≥ 0, considérons
H(t )= {ζ= (ζ1, . . . ,ζn) ∈ [0,1]n : ζ1+·· ·+ζn ≥ t },
N(t )= [0,1]n −H(t )= {ζ= (ζ1, . . . ,ζn) ∈ [0,1]n : ζ1+·· ·+ζn < t }.
Le volume volN(t ) de N(t ) est une fonction qui est strictement croissante sur [0,n] et qui vaut 0 en 0
et 1 sur [n,+∞[. Pour tout nombre entier d ≥ 1 et pour tout n-uplet r = (r1, . . . ,rn) de nombres entiers
strictement positifs, posons
εd (r ) :=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
(d −1)
)
−1.
Enfin, lorsque 1+εd (r )−d volN(tθ) ∈ [0,1], considérons l’unique nombre réel ud (r, tθ) ∈ [0,n] tel que
volN(ud (r, tθ))= 1+εd (r )−d volN(tθ).
Théorème 0.17. Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs et tθ, tx ≥ 0
des nombres réels tels que 1+εd (r )−d volN(tθ) ∈ [0,1]. Si l’inégalité∣∣∣∣volH(tx )−2∫H(tx ) ζ1 dλ
∣∣∣∣< ∣∣∣∣volH(ud (r, tθ))−2∫H(ud (r,tθ)) ζ1 dλ
∣∣∣∣−εd (r )
est satisfaite, alors il existe un nombre entier R = R(n,d ,r, tθ, tx ) > 0 tel que, pour tout nombre entier
ρ≥R, le K-point du produit Grassν(θ,tθ | r )(Γ(P,OP(r ))∨)×Grassν(x,tx | r )(Γ(P,OP(r ))∨),
([N(θ,ρtθ |ρr )], [N(x,ρtx |ρr )])
est semi-stable sous l’action du K-groupe réductif SLn2 , par rapport à la polarisation donnée par les
plongements de Plücker.
0.0.17. — Nous prouvons le Théorème 0.17 grâce à la version de Kempf-Rousseau du critère numé-
rique de Hilbert-Mumford [Kem78, Rou78] : elle nous permet de ne considérer que des sous-groupes
à un paramètre définis sur K. Ceci est l’unique information « arithmétique » que l’on utilise dans la
démonstration de ce résultat : aucune considération sur les hauteurs n’est nécessaire.
Si y est un K-point de P et u ≥ 0 est un nombre réel, le « coefficient d’instabilité » du point [N(y,u |r )]
de la grassmanienne associé au sous-espace
N(y,u |r ) := {s ∈ Γ(P,OP(r )) : ind(s, y)≥ u}
se calcule facilement grâce à la connaissance d’une base explicite de cet espace vectoriel. Le calcul du
coefficient d’instabilité du point [N(x, tx |r )] ne présente donc aucune difficulté.
En ce qui concerne le point [N(θ, tθ |r )], considérons les points θ1 = θ, . . . ,θd conjugués à θ, définis
dans une clôture algébrique K de K. Le Lemme de Dyson en plusieurs variables (dans la version dé-
montrée par Nakamaye dans [Nak99] 9), affirme que si s ∈N(θ, tθ |r ) est un élément non nul, pour tout
K-point y de P tel que pour tout α= 1, . . . ,d et pour tout i = 1, . . . ,n on a
pri (y) 6= pri (θα),
9. La version d’Esnault-Viewheg [EV84] conviendrait également. Il suffit de définir εd (r ) par
εd (r ) :=
n∏
i=1
(
1+ (d −1)
n∑
j=i+1
r j
ri
)
−1.
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alors
d volN(tθ)+volN(ind(s, tθ))≤ 1+εd (r ).
En particulier, si 1+εd (r )−d volN(tθ) ∈ [0,1], par définition de ud (r, tθ) on a
volN(ind(s, tθ))≤ 1+εd (r )−d volN(tθ)= volN(ud (r, tθ))
et donc ind(s, tθ)≤ ud (r, tθ). Autrement dit, pour tout nombre réel u > ud (r, tθ) on a
N(θ, tθ |r )∩N(y,u |r )= {0}.
Grâce à un choix convenable d’un K-point y de P et à une version précisée de la semi-stabilité d’un
couple de sous-espaces supplémentaires, nous ramenons la majoration du coefficient d’instabilité du
point [N(θ, tθ |r )] à la majoration du coefficient d’instabilité de [N(y,u |r )]. Ce dernier, comme dit plus
haut, se calcule de manière élémentaire.
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Chapitre I
Généralités
1 Conventions
1.1 Généralités sur les espaces annelés
Définition 1.1. Un espace annelé est un couple X = (|X|,OX) formé d’un espace topologique |X| et d’un
faisceau d’anneaux OX.
Un espace annelé est dit localement annelé si pour tout point x ∈ |X|, l’anneau
OX,x := lim−−→
x∈U
Γ(U,OX)
est un anneau local (la limite étant prise sur le système inductif des voisinages ouverts du point x).
Si X = (|X|,OX) est un espace annelé, par abus de notation, on désignera souvent par X l’espace
topologique |X|. Si X est un espace localement annelé et x est un point de X, on désignera par mX,x
l’idéal maximal de l’anneau local OX,x et par κ(x)=OX,x /mX,x son corps résiduel.
Définition 1.2. Soient X = (|X|,OX), Y = (|Y|,OY) des espaces annelés. Un morphisme d’espaces annelés
f : X→ Y est un couple (| f |, f ]) formé d’une application continue d’espaces topologiques | f | : |X|→ |Y|
et un d’homomorphisme de faisceaux d’anneaux f ] :OY →| f |∗OX.
Soient X = (|X|,OX), Y = (|Y|,OY) des espaces annelés. Un morphisme d’espaces annelés f : X → Y
est un morphisme d’espaces localement annelés si pour tout x ∈X, l’homomorphisme d’anneaux
f ]x :OY, f (x) −→OX,x
est un homomorphisme local, i.e. ( f ]x )
−1(mX,x )=mY, f (x).
Si X et Y sont des espaces localement annelés, on note Morlocan(X,Y) l’ensemble des morphismes
d’espaces localement annelés.
Définition 1.3. Soient X,Y des espaces annelés. Un morphisme f : Y → X d’espaces annelés est une
immersion si
i. l’image f (Y) est une partie localement fermée de l’espace topologique X ;
ii. si U =X−( f (Y)− f (Y)) est le plus grand ouvert de l’espace topologique X dans lequel l’image f (Y)
est fermée, l’homomorphisme de faisceau d’anneaux f ] :OU → f∗OY est surjectif.
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Une immersion f : Y→X est dite fermée (resp. ouverte) si l’image f (Y) est une partie fermée (resp.
ouverte) de l’espace topologique X.
1.2 Généralités sur les faisceaux de modules
Soit X = (|X|,OX) un espace annelé. Un faisceau F de OX-modules est dit de type fini (resp. de pré-
sentation finie) s’il existe un recouvrement ouvert X =⋃i∈I Xi de X et, pour tout i ∈ I, une suite exacte
de OX-modules,
O
ni
Xi
−→ F|Xi −→ 0,
(
resp. OmiXi −→O
ni
Xi
−→ F|Xi −→ 0
)
où mi et ni sont des nombres entiers positifs.
Un faisceau F de OX-modules est dit cohérent s’il est de type fini et si pour tout ouvert U ⊂ X et
pour tout homomorphisme de faisceaux de OX-modules
ϕ :OnU −→ F,
le noyau Kerϕ est un faisceau de OU-modules de type fini.
Proposition 1.4 ([Ser55, 13, Théorème 1]). Soit X un espace annelé. Si le faisceau structural OX est
cohérent, un faisceau de OX-modules F est de présentation finie si et seulement s’il est cohérent.
Définition 1.5. Une immersion f : Y → X est dite de présentation finie si le noyau de l’homomor-
phisme de faisceau f ] :OU → f∗OY est un faisceau de OU-modules de type fini, où U est le plus grand
ouvert de l’espace topologique X dans lequel l’image f (Y) est fermée.
2 Morphismes rationnels
Dans ce numéro on résume des faits contenus dans [EGA 2, §2-§4,§8] sur les spectres homogènes
(relatifs) d’algèbres graduées et leur morphismes.
2.1 Cônes affines
Soit S un schéma noethérien.
Définition 2.1. Un S-cône affine est le spectre relatif d’un faisceau quasi-cohérent deOS-algèbres gra-
duées à degrés positifs, et de type fini en tant que faisceau de OS-algèbres.
Si A=⊕d≥0 Ad est un faisceau quasi-cohérent de OS-algèbres graduées à degrés positifs et de type
fini, le faisceau cohérent d’idéaux de A,
A+ :=
⊕
d≥1
Ad ,
est homogène. Si X̂ = SpecS A le S-cône affine défini par A, la section nulle est le sous-schéma fermé
OX̂ :=V(A+)= SpecS A/A+.
Pour tout entier δ, soit A(δ) le A-module gradué
A(δ)=⊕
d≥0
Ad+δ.
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Proposition 2.2. Soient A=⊕d≥0 Ad est un faisceau quasi-cohérent deOS-algèbres graduées à degrés
positifs et de type fini, et X =ProjS A. Soit δ un nombre entier.
Le faisceau cohérent de OX-modules OX(δ) associé au A-module gradué A(δ) est inversible si et
seulement si, lorsque les éléments a parcourent Aδ, les ouverts D+(a) recouvrent X.
Définition 2.3. Soient X un S-schéma projectif, α : X → S son morphisme structural et L un faisceau
inversible α-ample sur X. Le cône affine de X par rapport à L, noté X̂L, est le spectre relatif du faisceau
quasi-cohérent de OS-algèbres graduées à degrés positifs
A :=⊕
d≥0
α∗(L⊗d ).
Proposition 2.4. Soient X un S-schéma projectif, α : X → S son morphisme structural, L un faisceau
inversible α-ample sur X et
A :=⊕
d≥0
α∗(L⊗d ).
L’homomorphisme canonique de faisceaux de OX-algèbres
α∗A−→⊕
d≥0
L⊗d ,
induit un isomorphisme θ : X→ProjS A.
De plus, si L est engendré par ses sections globales relativement à α, i.e. si l’homomorphisme d’ad-
jonction α∗α∗L→ L est surjectif, alors :
i. le faisceau inversible OX(1) associé au A-module gradué A(1) est canoniquement isomorphe au
faisceau inversible L ;
ii. le morphisme naturel de S-schémas V(L)→ X̂ induit un isomorphisme de S-schémas
V(L)−e(X)−→ X̂−OX̂
(e : X→V(L) la section nulle).
2.2 Morphismes entre cônes affines
Soit S un schéma noethérien.
2.2.1. Morphismes d’algèbres graduées et construction du spectre homogène. — Soient A et B des
OS-algèbres quasi-cohérentes graduées à degrés positifs de type fini et soient respectivement X et Y
leurs spectres homogènes relatifs ProjS A et ProjS B sur S.
Soit ϕ : B → A un homomorphisme homogène de degré D > 0 de OS-algèbres graduées, i.e. un
homomorphisme de OS-algèbres tel que pour tout entier positif d l’image de Bd par ϕ soit contenue
dans ADd . Le faisceau d’idéaux de A
I :=ϕ(B+) ·A
engendré par ϕ(B+) est homogène. Si on désigne par U l’ouvert complémentaire du sous-schéma
fermé Z :=V+(I) dans X, l’homomorphisme ϕ induit un morphisme de S-schémas
f : U −→ Y.
Le morphisme f ainsi défini est affine : en effet, pour toute section homogène b de B, son image ϕ(b)
est une section homogène de A et l’image réciproque par f de l’ouvert affine D+(b) = SpecS B(b) est
l’ouvert affine D+(ϕ(b))= SpecS A(ϕ(b)),
f −1D+(b)=D+(ϕ(b))
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(ici B(b) et A(ϕ(b)) désignent la composante de degré 0 respectivement des faisceaux de OS-algèbres
graduées Bb et Aϕ(b)).
Définition 2.5. Si le morphisme f est surjectif on dit que U est l’ouvert de projection et Z est le centre
de projection.
On dit qu’un point de U est projetable et un point de Z est non projetable.
Soit δ un entier positif tel que les ouverts de la forme D+(a) et D+(b) recouvrent respectivement X
et Y lorsque a parcourt l’ensemble Aδ et b l’ensemble Bδ. Les faisceaux cohérents OX(δ) et OY(δ) sont
alors inversibles. L’homomorphisme ϕ induit un isomorphisme de faisceaux inversibles
f ∗OY(δ)−→OX(δ)|⊗DU .
2.2.2. Compatibilité au changement de base. — Soient S′ un schéma noethérien et τ : S′→ S un mor-
phisme de schémas. Les objets avec une apostrophe désigneront les objets déduits par changement
de base par rapport à τ : par exemple, on aura X′ :=X×S S′, A′ := τ∗A et ϕ′ : A′→B′.
Proposition 2.6. Les constructions de l’ouvert de projection et du centre de projection sont compa-
tibles au changement de base, i.e.
U′ :=U×S S′ et Z′ := Z×S S′
sont respectivement l’ouvert de projection et le centre de la projection associés à l’homomorphisme
ϕ′.
2.2.3. Morphismes d’algèbres graduées et cônes affines. — Soient X,Y des S-schémas projectifs et
α : X→ S, β : Y→ S leurs morphismes structuraux. Soient L,M des faisceaux inversibles respectivement
sur X et Y amples par rapport aux morphismes structuraux respectifs, et
A :=⊕
d≥0
α∗(L⊗d )
B :=⊕
d≥0
β∗(M⊗d ).
Les spectres homogènes relatifs ProjS A et ProjS B de A et B sur S s’identifient aux S-schémas X et Y.
Soit ϕ : B → A un homomorphisme homogène de degré D > 0 de OS-algèbres graduées. Soit Z le
sous-schéma fermé de X décrit par l’idéal homogèneϕ(B+) ·A et soit U l’ouvert complémentaire dans
X. L’homomorphismeϕ induit un morphisme de schémas f : U→ Y et un isomorphisme de faisceaux
inversibles
f ∗M−→ L|⊗DU . (2.2.1)
Soient X̂D le cône affine de X par rapport au faisceau inversible L⊗D, i.e. le spectre relatif SpecS AD
du faisceau quasi-cohérent de OS-algèbres graduées
AD :=
⊕
d≥0
α∗(L⊗Dd ),
et ŶM := SpecS B le cône affine de Y par rapport à M.
L’homomorphismeϕ se factorise de manière unique par un homomorphisme homogène de degré
1 de OS-algèbres graduées ϕD : B→ AD. Ce dernier induit un morphisme de S-schémas affines
f̂ : X̂D −→ Ŷ.
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On suppose que L et M sont engendrés par leurs sections globales : les morphismes canoniques
θ : V(L⊗D)−→ X̂D, ω : V(M)−→ Ŷ
sont alors propres et ils induisent un isomorphisme en dehors de la section nulle. En outre, il suit de
l’isomorphisme (2.2.1) que les diagrammes (?) et (??) ci-dessous :
X̂D− f̂ −1(OŶ) 

//
(?)
X̂D
(??)
f̂ −1(OŶ)−OX̂D?
_oo
V(L|⊗DU )−e(U)
  //
θ
OO
V(L⊗D)
θ
OO
V(L|⊗DZ )−e(Z)?
_oo
θ
OO
(2.2.2)
sont cartésiens.
3 Théorie géométrique des invariants relative
Dans cette section on présente d’abord les notions fondamentales concernant les actions de sché-
mas en groupes, introduites en [GIT, §1.1,§1.3] et puis étudiés en profondeur en [SGA 3, Exposé I].
On introduit ensuite la notion de schéma en groupes réductifs en suivant [SGA 3] et [Dem65, Exposés
XIX – XXVI]. On conclut en rappelant les résultats d’existence du quotient au sens de la théorie géo-
métrique des invariants : pour la situation sur un corps ils peuvent être trouvés dans [GIT, §1.2, §1.4],
pour la situation relative dans [Ses77].
3.1 Définitions catégoriques
Soit C une catégorie munie de produits fibrés et soit S un objet de C . On désigne par C /S la
catégorie des S-objets dans C .
Définition 3.1. Un S-objet en groupes dans C est un S-objet G (α : G → S le morphisme structural),
muni de C -morphismes de S-objets
m : G×S G−→G (multiplication)
e : S −→G (unité)
inv : G−→G (inverse)
satisfaisant aux propriétés suivantes :
– associativité : le diagramme suivant est commutatif :
G×S G×S G
pr1×m //
m×pr3

G×S G
m

G×S G m // G
– les deux applications composées
G G×S S m×e // G×S G m // G
G S×S G e×m // G×S G m // G
coïncident avec l’identité idG de G ;
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– si ∆ : G→G×S G désigne le morphisme diagonal, les deux applications composées
G
∆ // G×S G id×inv // G×S G m // G
G
∆ // G×S G inv×id // G×S G m // G
coïncident avec l’application composée
G
α // S
e // G .
Si G est un S-objet dans C et
G=HomC /S(−,G) :
{
S-objets dans C
}−→ { ensembles }
le foncteur des points, se donner une structure de S-objet en groupes à G équivaut à se donner une
factorisation du foncteur G à travers la catégorie des groupes. Si G est un S-objets en groupes, on
désignera encore par G le foncteur en groupes qu’il représente.
Définition 3.2. Soit G un S-objet en groupes dans C . Une action dans la catégorie C de G sur un
S-objet X est un C -morphisme de S-objets
σ : G×S X −→X
satisfaisant aux propriétés suivantes :
– associativité : le diagramme suivant est commutatif :
G×S G×S X
pr1×σ //
m×pr3

G×S X
σ

G×S X σ // X
– l’application composée
X S×S X e×id // G×S X σ // X
coïncide avec l’identité idX de X.
On dit que l’action de G sur X est triviale si le morphisme σ est la deuxième projection.
Si G est un S-objet en groupes et X un S-objet dans C , se donner une action dans la catégorie
C de G sur X équivaut à se donner une action du foncteur en groupes G sur le foncteur X : cette
dernière signifie, pour tout S-objet T dans C , se donner une action fonctorielle en T du groupe G(T)
sur l’ensemble X(T).
Définition 3.3. Soit G un S-objet en groupes dansC . Soient X, X′ des S-objets dansC respectivement
munis d’une action σ,σ′ dans la catégorie C de G. Un C -morphisme de S-objets f : X → X′ est dit
G-équivariant si le diagramme suivant est commutatif :
G×S X σ //
id× f

X
f

G×S X′ σ
′
// X′
Si l’action σ′ est triviale, un C -morphisme G-équivariant f : X→X′ est dit G-invariant.
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Si X, X′ sont des S-objets dans C respectivement munis d’une action de G, se donner un C -
morphisme G-équivariant f : X → X′ revient à se donner un morphisme de foncteurs f : X → X′ tel
que, pour tout S-objet T dans C , l’application
f (T) : X(T)→X′(T)
est G(T)-équivariante.
Définition 3.4. Soit X un S-objet dans C muni d’une action σ d’un S-objet en groupes dans C . Un
couple (Y,pi) formé d’un S-objet Y dans C et d’un C -morphisme G-invariant de S-objets pi : X → Y (Y
muni de l’action triviale) est un quotient catégorique s’il satisfait à la propriété universelle suivante :
pour tout couple (Y′,pi′) formé d’un S-objet Y′ dansC et d’unC -morphisme G-invariant
de S-objets pi′ : X→ Y′ (Y′ muni de l’action triviale), il existe un uniqueC -morphisme de
S-objets θ : X→X′ tel que pi′ = θ◦pi.
Si un quotient catégorique existe, il est unique à un unique isomorphisme près.
3.2 Invariants
Soient S un schéma et F un faisceau quasi-cohérent de OS-modules. Les lois de somme et de mul-
tiplication par les scalaires définissent des morphismes de X-schémas
s : V(F)×S V(F)−→V(F) (somme)
h : V(F)×S A1S −→V(F) (homothétie)
Définition 3.5. Soient G un S-schéma en groupes et F un faisceau quasi-cohérent deOS-modules. Une
action σ : G×V(F) de G sur le S-schéma V(F) est dite linéaire si elle satisfait aux propriétés suivantes :
– compatibilité à la somme : le diagramme suivant
(g , v, w)  // (g · v, g ·w)
G×S V(F)×S V(F) σF //
idG×s

V(F)×S V(F)
s

G×S V(F) σF // V(F)
est commutatif ;
– homogéneité : le diagramme suivant
G×S V(F)×S A1S
σF×idA1 //
idG×h

V(F)×S A1S
h

G×S V(F) σF // V(F)
Soient γ : G → S un S-schéma en groupes et F un faisceau quasi-cohérent de OS-modules. Pour
i = 1,2 soit pri : G×G→G la projection sur le i -ième facteur. Se donner une action linéaire de G sur F
équivaut à se donner un isomorphisme de faisceaux de OG-modules, dit G-linéarisation,
ϕ : γ∗F−→ γ∗F
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tel que le diagramme suivant
pr∗2 γ
∗F
pr∗2 ϕ // pr∗2 γ
∗F pr∗1 γ
∗F
pr∗1 ϕ

µ∗γ∗F
µ∗ϕ
// µ∗γ∗F pr∗1 γ
∗F
soit commutatif.
Soit F un faisceau quasi-cohérent de OS-modules muni d’une action linéaire d’un S-schéma en
groupes G. Pour tout S-schéma τ : S′ → S le groupe G(S′) agit linéairement sur le Γ(S′,OS′ )-module
des sections globales Γ(S′,τ∗F) de F sur S′ et cette action est fonctorielle en S′. D’autre part, toute
telle action linéaire fonctorielle du foncteur des points de G sur les foncteur des sections globales de
F provient d’une (unique) action linéaire du S-schéma en groupes G sur le faisceau quasi-cohérent
de OX-modules F. Pour plus de détails sur l’interpretation fonctorielle des action linéaire on renvoie à
[SGA 3, Exposé I, sec. 4-5].
Définition 3.6 ([SGA 3, Exposé I, Remarque 4.7.1.2]). Soit F un faisceau quasi-cohérent deOS-modules
muni d’une action linéaire d’un S-schéma en groupes G. Le sous-faisceau des invariants FG est défini
comme suit : pour tout ouvert de S, on pose
Γ(U,FG) := {t ∈ Γ(U,F) : g · tS′ = tS′ pour tout τ : S′→U, g ∈G(S′)},
où tS′ désigne la section de τ
∗F sur S′ déduite par changement de base.
Soit γ : G→ S un S-schéma en groupes affine. On désigne par OS[G] le faisceau quasi-cohérent de
OS-algèbres γ∗OG. Se donner une action linéaire de G sur un faisceau quasi-cohérent de OS-moduels
F revient à se donner un homomorphisme de OS-modules
σ] : F−→OS[G]⊗F
satisfaisant aux propriétés suivantes :
– le diagramme suivant
F
σ] //
σ

OS[G]⊗F
m]⊗id

OS[G]⊗F id⊗σ
]
// OS[G]⊗OS[G]⊗F
est commutatif (m] :OS[G]→OS[G]⊗OS[G] l’homomorphisme de faisceaux de OS-algèbres dé-
finissant la loi de multiplication de G) ;
– l’application composée
F
σ] // OS[G]⊗F e
]⊗id // OS ⊗F F
est l’identité idF de F (e] :OS[G]→OS l’homomorphisme de faisceaux deOS-algèbres définissant
l’identité de G).
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Soit F un faisceau quasi-cohérent de OS-modules muni d’une action linéaire de G définie par un
homomorphisme de OX-modules σ] : F → OS[G]⊗F. On désigne par q] : F → OS[G]⊗F l’homomor-
phisme canonique de faisceaux de OX-modules. Le sous-faisceau des invariants FG s’identifie canoni-
quement au noyau de l’homomorphisme σ]−q],
FG =Ker(σ]−q]).
Proposition 3.7. Soient G un S-schéma en groupes affine et F un faisceau quasi-cohérent de OX-
modules muni d’une action linéaire de G. Soit pi : S′→ S un morphisme de schémas.
Le faisceau quasi-cohérent de OX-modules F′ :=pi∗F est naturellement muni d’une action linéaire
du S′-schéma en groupes affine G′ := G×S S′ donnée par l’homomorphisme de faisceaux de OS′-
modules
pi∗σ] : F′ =pi∗F−→ F′⊗OS′ OS′ [G′]=pi∗
(
F⊗OS OS[G]
)
.
L’homomorphisme pi∗
(
FG
) → pi∗F déduit de l’inclusion canonique FG → F se factorise de manière
unique, par propriété universelle du noyau, à travers un homomorphisme de OS′-modules
ε :pi∗
(
FG
)−→ F′G′ .
Si le morphisme pi est plat, alors l’homomorphisme canonique ε est un isomorphisme.
3.3 Actions équivariantes
Soit S un schéma, X un S-schéma et F un faisceau quasi-cohérent de OX-modules. Les lois de
somme et de multiplication par les scalaires définissent des morphismes de X-schémas
s : V(F)×X V(F)−→V(F) (somme)
h : V(F)×X A1X −→V(F) (homothétie)
Définition 3.8. Soient X un S-schéma d’une action σ d’un S-schéma en groupes G et F un faisceau
quasi-cohérent de OX-modules.
Une action équivariante du S-schéma en groupes G sur le faisceau quasi-cohérent de OX-modules
F est une action linéaire σF de G sur F telle que le morphisme canonique V(F)→X soit G-équivariant.
Soient X un S-schéma d’une action σ d’un S-schéma en groupes γ : G→ S et F un faisceau quasi-
cohérent de OX-modules. On désigne par prX : G×S G×S G → X la projection sur X et par pr23 : G×S
×S ×X→G×S X la projection sur le deuxième et troisième facteur. Se donner une action équivariante
de G sur X équivaut à se donner un isomorphisme de OG×S X-modules, dit G-linéarisation,
ϕ : pr∗X F−→σ∗F
tel que le diagramme suivant
pr∗23 pr
∗
X F
pr∗23ϕ // pr∗23σ
∗F (idG×σ)∗pr∗X F
(id×σ)∗ϕ

(µ× idX)∗pr∗X F
(µ×idX)∗ϕ
// (µ× idX)∗σ∗F (idG×σ)∗σ∗F
soit commutatif (voir [SGA 3, Exposé I, Remarque 6.5.3]).
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Proposition 3.9 ([SGA 3, Exposé I, 6.6]). Soit X un S-schéma séparé et quasi-compact muni de l’action
d’un S-schéma en groupes plat G. Soit F un faisceau quasi-cohérent muni d’une action équivariante
de G.
Si α : X → S désigne le morphisme structural de X, le faisceau quasi-cohérent p∗F est muni d’une
action linéaire de G et l’homomorphisme d’adjonction p∗p∗F→ F est G-équivariant.
3.4 Groupes réductifs
Définition 3.10. Soit k un corps algébriquement clos. Un k-schéma en groupes G est dit réductif s’il
est de type fini, affine, lisse, connexe et ne possède pas de sous-groupe distingué lisse connexe et
unipotent distinct de son sous-groupe unité.
Définition 3.11 ([SGA 3, Exposé XIX, Définition 2.7]). Soit S un schéma. Un S-schéma en groupes G
est réductif (ou, G est un S-groupe réductif ) s’il vérifie les conditions suivantes :
i. G est affine et lisse (donc plat et de type fini) sur S ;
ii. pour tout s ∈ S, le s-schéma en groupes Gs est connexe et réductif (où s désigne le spectre d’une
clôture algébrique du corps résiduel κ(s)).
Un exemple de groupe réductif sur un schéma S sont les tores. Un S-schéma en groupes T est un
tore s’il existe un recouvrement étale S′→ S tel que le S′-schéma en groupes T×S S′ soit isomorphe en
tant que S′-schéma en groupes à un produit fini de groupes multiplicatifs Gm,S′ . On dit qu’un tore est
déployé si on peut prendre S′ = S.
Soit G un S-schéma en groupes. Un sous-S-schéma en groupes T est dit tore maximal s’il est un
tore et, pour tout s ∈ S, le sous-s-schéma en groupes Ts est un tore maximal de Gs (où s désigne le
spectre d’une clôture algébrique de κ(s)).
On dit qu’un S-groupe réductif est déployé s’il contient un tore maximal déployé. À tout S-groupe
réductif G on associe une donnée radicielle et le résultat principal de [Dem65] est la généralisation sui-
vante du Théorème de classification de Chevalley : pour tout schéma non vide S, les classes d’isomor-
phisme de S-groupes réductifs déployés sont en correspondance biunivoque avec les classes d’iso-
morphisme de données radicielles. En particulier, tout S-groupe réductif déployé provient par chan-
gement de base d’un Z-groupe réductif déployé.
3.5 Quotients : le cas affine
Définition 3.12 ([EGA 4, chap. 0, Définition 23.1.1]). On dit qu’un anneau intègre A est japonais si,
pour tout extension finie K′ de son corps des fractions K, la fermeture intégrale A′ de A dans K′ est
un A-module de type fini (autrement dit, une A-algèbre finie). On dit qu’anneau A est universellement
japonais si toute A-algèbre de type fini est japonais.
On dit qu’un schéma intègre S est japonais (resp. universellement japonais) s’il existe un recou-
vrement ouvert fini S =⋃ni=1 Si par des schémas affines Si = Spec Ai où pour tout i = 1, . . . ,n l’anneau
Ai est japonais (resp. universellement japonais).
Il est clair que tout corps est un anneau universellement japonais. Tout anneau de Dedekind de
corps des fractions de caractéristique nulle est un anneau universellement japonais (en particulier Z,
Zp ).
Théorème 3.13 ([Ses77, II.4, Theorem 3]). Soit S un schéma noethérien. Soient X = SpecS A un S-
schéma affine muni d’une action du S-groupe réductif G et
pi : X −→ Y := SpecS AG
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le morphisme de S-schémas déduit de l’inclusion AG ⊂ A. On suppose qu’il existe un OS-module lo-
calement libre de rang fini E muni d’une action linéaire de G et ι : X → V(E) une immersion fermée
G-équivariante. Alors,
i. le morphisme est G-invariant et surjectif ;
ii. le morphisme pi est affine ;
iii. si Z⊂X est une partie fermée G-stable, son image pi(Z) est une partie fermée de Y ;
iv. soit s : SpecK → S un point géométrique de S (K corps algébriquement clos) ; pour tous K-points
x, x ′ ∈Xs (K), on a alors :
pi(x)=pi(x ′) si et seulement si Gs · x∩Gs · x ′ 6= ;,
l’adhérence des orbites étant prise dans Xs ;
v. l’homomorphisme de faisceaux pi] :OY →pi∗OX se restreint à un isomorphisme
pi] :OY −→ (pi∗OX)G;
vi. si le schéma S est de type fini sur un schéma universellement japonais, alors Y est de type fini sur
S ;
vii. le couple (Y,pi) est un quotient catégorique du S-schéma X par le S-schéma en groupes G.
3.6 Quotients : le cas projectif
3.6.1. Points semi-stables. — Soit S un schéma noethérien. Soient X un S-schéma projectif et plat
muni de l’action d’un S-schéma en groupes affine et plat G. Soit L un faisceau inversible sur X muni
d’une action équivariante du S-schéma en groupes G.
Si α : X → S désigne le morphisme structural de X, d’après la Proposition 3.9, pour tout d ≥ 1 le S-
schéma en groupes G agit sur le faisceau cohérent de OS-modules α∗(L⊗d ). En tant que sous-faisceau
d’un faisceau cohérent, le faisceau quasi-cohérent deOS-modules [α∗(L⊗d )]G, formé des invariants de
α∗(L⊗d ), est cohérent. Pour tout entier d ≥ 1, on considère l’ouvert Xssd (L) défini par la surjectivité de
l’application composée
α∗[α∗(L⊗d )]G −→ α∗α∗(L⊗d )−→ L⊗d ,
(la première flèche est induite par l’inclusion canonique de [α∗(L⊗d )]G dans α∗(L⊗d ) et la deuxième
est obtenue par adjonction).
Définition 3.14. On appelle
Xss(L) := ⋃
d≥0
Xssd (L)
l’ouvert des points semi-stables de X (par rapport au faisceau inversible L et à l’action de G).
Un point x ∈X est dit semi-stable (par rapport au faisceau inversible L et à l’action de G) s’il appar-
tient à Xss(L).
Proposition 3.15. Pour tout morphisme de schémas noethériens τ : S′→ S le S′-schéma X′ qui s’en
déduit par changement de base
X′ :=X×S S′ τX //
α′

X
α

S′ τ // S
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est muni naturellement d’une action du S′-schéma un groupes G′ := G×S S′ et le faisceau inversible
τ∗XL sur X
′ est et muni d’une action équivariante de G′ naturelle ; on a alors :
τ−1X (X
ss(L))⊂ (X′)ss(τ∗XL).
Si, de plus, τ est un morphisme plat, alors
τ−1X (X
ss(L))= (X′)ss(τ∗XL).
On considère le faisceau quasi-cohérent de OS-algèbres
A :=⊕
d≥0
Γ(X,L⊗d ).
L’inclusion AG ⊂ A induit un morphisme de S-schémas
pi : Xss(L)−→ Y :=ProjS(AG).
3.6.2. Quotient des points semi-stables. — On revient aux notations du paragraphe 3.6.1.
Théorème 3.16 ([Ses77, II.1, Proposition 7]). Soit S un schéma noethérien. Soient α : X → S un S-
schéma projectif et plat muni de l’action d’un S-schéma en groupes réductif G. Soit L un faisceau
inversible α-ample sur X muni d’une action équivariante du S-schéma en groupes réductif G.
Pour tout morphisme de schémas noethériens τ : S′→ S le S′-schéma X′ qui s’en déduit par chan-
gement de base
X′ :=X×S S′ τX //
α′

X
α

S′ τ // S
est muni naturellement d’une action du S′-groupe réductif G′ := G×S S′ et le faisceau inversible τ∗XL
sur X′ est α′-ample et muni d’une action équivariante naturelle de G′ ; on a alors :
τ−1X (X
ss(L))= (X′)ss(τ∗XL).
Théorème 3.17 ([Ses77, II.4, Theorem 4]). Soit S un schéma noethérien. Soient α : X→ S un S-schéma
projectif et plat muni de l’action d’un S-schéma en groupes réductif G. Soit L un faisceau inversible
α-ample sur X muni d’une action équivariante du S-schéma en groupes réductif G. On désigne par
Xss(L) l’ouvert des points semi-stables de X. Le couple (Y,pi) formé du S-schéma
Y :=ProjS
(⊕
d≥0
Γ(X,L⊗d )G
)
et du morphisme pi : Xss(L)→ Y induit par l’inclusion de faisceaux de OS-algèbres graduées⊕
d≥0
Γ(X,L⊗d )G ⊂⊕
d≥0
Γ(X,L⊗d )
satisfait aux propriétés suivantes :
i. le morphisme est G-invariant et surjectif ;
ii. le morphisme pi est affine ;
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iii. si Z⊂X est une partie fermée G-stable, son image pi(Z) est une partie fermée de Y ;
iv. soit s : SpecK → S un point géométrique de S (K corps algébriquement clos) ; pour tout K-point
x, x ′ ∈Xss(L)s (K), on a alors :
pi(x)=pi(x ′) si et seulement si Gs · x∩Gs · x ′ 6= ;,
l’adhérence des orbites étant prise dans Xss(L)s ;
v. l’homomorphisme de faisceaux pi] :OY →pi∗OXss(L) se restreint à un isomorphisme
pi] :OY −→ (pi∗OXss(L))G;
vi. si le schéma S est de type fini sur un schéma universellement japonais, alors Y est de type fini sur
S (donc projectif) ;
vii. le couple (Y,pi) est un quotient catégorique du S-schéma Xss(L) par le S-schéma en groupes G.
Si le schéma S est de type fini sur un schéma universellement japonais, alors le schéma Y est pro-
jectif et pour tout nombre entier D ≥ 1 assez divisible il existe un faisceau inversible β-ample (où
β : Y→ S désigne le morphisme structural) et un isomorphisme de faisceau inversibles sur Xss(L),
ϕD :pi
∗MD −→ L|⊗DXss(L)
compatible à l’action de G. Les sections globales du faisceau inversible MD s’identifient à travers l’iso-
morphisme ϕD au sections globales G-invariantes de L⊗D. On considère les faisceaux de OS-algèbres
graduées
A :=⊕
d≥1
α∗(L⊗dD)
B :=⊕
d≥1
β∗(M⊗dD ).
Les S-schémas X et Y s’identifient aux spectres relatifs homogènes de A et B et le morphisme quotient
pi correspond à l’homomorphisme de faisceaux de OS-algèbres graduées induit par ϕD,
B−→ AG ⊂ A.
Le morphisme pi est alors une projection au sens de la section 2.2 et un point x ∈ X est pi-projetable
(resp. non pi-projetable) si et seulement s’il est semi-stable (resp. unstable) sous l’action de G et par
rapport au faisceau inversible L.
4 Critère numérique de semi-stabilité
On revient ici sur des considérations élémentaires autour du critère numérique de semi-stabilité.
On analyse la semi-stabilité d’une couple de sous-espaces d’un espace vectoriel donné : on utilisera
ces considérations dans l’étude de la semi-stabilité des configurations des points liés au Théorème de
Roth. Ce matériel peut être trouvé dans la plus part des textes sur la théorie géométrique des inva-
riants : on tient quand même à citer [GIT], [New78], [Kem78] et [Rou78].
4.1 Point limite
Soit k un corps.
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4.1.1. Défintion. — Soit X un k-schéma propre muni d’une action λ du k-groupe multiplicatif Gm .
Soit x un k-point du k-schéma X. On considère le morphisme de k-schémas
λx : Gm // X
τ
 // λ(τ) · x
Par le critère valuatif de proprété le morphisme λx s’étend de manière unique à un morphisme de
k-schémas
λx : A
1 −→X
équivariant par l’action naturelle de Gm sur A1.
Définition 4.1. Le point limite de x sous l’action λ de Gm est le k-point
lim
τ→0λ(τ) · x := λx (0)
du k-schéma X.
Puisque le morphisme λx est Gm-équivariant, le point limite limτ→0λ(τ)·x est un k-point fixe sous
l’action du k-groupe multiplicatif Gm .
4.1.2. Fonctorialité. — Soient X,X′ des k-schémas propres munis respectivement d’une action λ,λ′
du k-groupe multiplicatif Gm . Soit f : X→X′ un morphisme de k-schémas Gm-équivariant.
Proposition 4.2 (Fonctorialité). Avec ces notations, pour tout k-point x du k-schéma X on a :
lim
τ→0λ
′(τ) · f (x)= f
(
lim
τ→0λ(τ) · x
)
.
4.1.3. Produit. — Soient X,X′ des k-schémas propres munis respectivement d’une action λ,λ′ du k-
groupe multiplicatif Gm . Soient p : X×X′→X, p ′ : X×X′→X′ les deux projections. Le k-schéma produit
X×X′ est propre et il est muni d’une action naturelle λ×λ′ du k-groupe multiplicatif Gm par rapport
à laquelle les projections p, p ′ sont des morphismes Gm-équivariants.
Proposition 4.3 (Compatibilité au produit). Avec ces notations, pour tout k-point (x, x ′) du k-schéma
X×X′ on a :
lim
τ→0(λ×λ
′)(τ) · (x, x ′)=
(
lim
τ→0λ(τ) · x, limτ→0λ
′(τ) · x ′
)
4.1.4. Extension des scalaires. — Soit X un k-schéma propre muni de l’action λ du k-groupe mul-
tiplicatif Gm . Soit K une extension du corps k. Le K-schéma XK := X×k K déduit du k-schéma X par
extension des scalaires est naturellement muni d’une action λK du k-groupe multiplicatif Gm,K. Pour
tout k-point x du k-schéma X, on désigne par xK le K-point du K-schéma XK qui s’en déduit par ex-
tension des scalaires.
Proposition 4.4 (Compatibilité aux extensions des scalaires). Avec ces notations, pour tout k-point
du k-schéma X, on a :
lim
τ→0λK(τ) · xK =
(
lim
τ→0λ(τ) · x
)
K
.
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4.2 Coefficient d’instabilité
Soit k un corps.
4.2.1. Définition. — Soit X un schéma propre sur k muni d’une action λ du k-groupe multiplicatif
Gm . Soit L un faisceau inversible sur X muni d’une action équivariante de Gm . Si x est un k-point du
k-schéma X, le point limite
x0 := lim
τ→0λ(τ) · x
est un k-point du k-schéma X fixe sous l’action du k-groupe multiplicatif Gm . L’action du k-groupe
multiplicatif Gm sur la fibre x∗0 L en x0 du faisceau inversible L est linéaire ; il existe, donc, un nombre
r ∈ Z cette action est définie par le morphisme de k-schémas
Gm ×V(x∗0 L) // V(x∗0 L)
(τ, s)  // τr s
Définition 4.5. Le coéfficient d’instabilité du point x par l’action λ par rapport au faisceau inversible L
est le nombre entier
µL(λ, x) := r.
Remarque 4.6. Le choix du signe dans cette définition est opposé au choix dans [GIT, Definition 2.2].
Proposition 4.7. Soit x un k-point du k-schéma X. Avec les notations introduites avant, on a :
µL
(
λ, lim
τ→0λ(τ) · x
)
=µL(λ, x).
4.2.2. Fonctorialité. — Soient X,X′ des k-schémas propres munis respectivement d’une action λ,λ′
du k-groupe multiplicatif Gm . Soit f : X→X′ un morphisme de k-schémas Gm-équivariant.
Soit L′ un faisceau inversible sur le k-schéma X′ muni d’une action équivariante du k-groupe mul-
tiplicatif Gm . Le faisceau inversible sur X,
L := f ∗L′,
est naturellement muni d’une action équivariante du k-groupe multiplicatif Gm .
Proposition 4.8 (Fonctorialité). Pour tout k-point x du k-schéma X on a
µL′ (λ
′, f (x))=µL(λ, x).
4.2.3. Compatibilité au produit. — Soient X,X′ des k-schémas propres munis respectivement d’une
action λ,λ′ du k-groupe multiplicatif Gm . Soient p : X×X′→X, p ′ : X×X′→X′ les deux projections. Le
produit X×X′ est propre et il est muni d’une action naturelle λ×λ′ de Gm par rapport à laquelle les
projections p, p ′ sont des morphismes Gm-équivariants.
Soient L,L′ des faisceaux inversibles respectivement sur X et X′ munis d’une action équivariante
de Gm . Le faisceau inversible sur le produit X×X′,
LL′ := p∗L⊗p ′∗L′
est naturellement muni d’une action de Gm , équivariante par rapport à l’action λ×λ′ sur le produit
X×X′.
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Proposition 4.9 (Compatibilité au produit). Pour tout k-point (x, x ′) de X×X′ on a
µLL′ (λ×λ′, (x, x ′))=µL(λ, x)+µL′ (λ′, x ′).
4.2.4. Invariance par extension des scalaires. — Soit X un k-schéma propre muni de l’action du k-
groupe multiplicatif Gm . Soit K une extension du corps k. Le K-schéma XK := X×k K déduit du k-
schéma X par extension des scalaires est naturellement muni d’une action λK du K-groupe multipli-
catif Gm,K. On désigne par $K : XK →X le morphisme d’extension des scalaires.
Soit L un faisceau inversible sur le k-schéma X muni d’une action équivariante du k-groupe mul-
tiplicatif Gm . Le faisceau inversible
LK :=$∗KL
sur le K-schéma est, alors, naturellement muni d’une action équivariante du K-groupe multiplicatif
Gm,K
Proposition 4.10 (Invariance par extension des scalaires). Soient x un k-point du k-schéma X et xK le
K-point du K-schéma XK qui s’en déduit par extension des scalaires. Alors,
µLK (λK, xK)=µL(λ, x).
4.3 Énoncé du critère numérique
4.3.1. — Soit X un schéma projectif sur k muni d’une action d’un k-groupe réductif G. Soit L un fais-
ceau inversible L muni d’une action équivariante du k-groupe réductif G.
Pour tout sous-groupe à un paramètre λ : Gm → G, on désigne encore par λ l’action du k-groupe
multiplicatif Gm sur X induite par celle de G.
Théorème 4.11 (Critère numérique de Hilbert-Mumford, [GIT, Theorem 2.1]). Soient k un corps al-
gébriquement clos, X un schéma projectif sur k muni d’une action d’un k-groupe réductif G et L un
faisceau inversible ample muni d’une action équivariante de G.
Un k-point x du k-schéma X est semi-stable si et seulement si pour tout sous-groupe à un para-
mètre λ : Gm →G on a
µL(λ, x)≤ 0.
Théorème 4.12 (Critère numérique de Kempf-Rousseau, [Kem78, Theorem 4.2]). Soient k un corps
parfait, X un schéma projectif sur k muni d’une action d’un k-groupe réductif G et L un faisceau in-
versible ample muni d’une action équivariante de G.
Un k-point x du k-schéma X est semi-stable si et seulement si pour tout sous-groupe à un para-
mètre λ : Gm →G on a
µL(λ, x)≤ 0.
4.4 Exemples
4.4.1. Espace projectif. — Soient E un k-espace vectoriel de dimension finie et P(E) l’espace projectif
des quotients localement libres de rang 1 de E.
Se donner une action de Gm sur P(E) et une action équivariante sur le faisceau inversible OE(1) est
équivalent à se donner une action linéaire λ du k-groupe multiplicatif Gm sur V(E). Une telle action
est définie par un homomorphisme de k-espaces vectoriels
λ] : E−→ E⊗k[τ,τ−1]=⊕
b∈Z
E ·τb .
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Pour tout nombre entier b, on considère le sous-espace vectoriel
Eb = {v ∈ E : λ](v) ∈ E ·τb}.
Proposition 4.13 ([GIT, Proposition 2.3]). Pour tout k-point x du k-schéma V(E), on a :
µO (1)(λ, [x])=min{b ∈ Z : x : Eb → k est surjectif}.
4.4.2. Grassmaniennes. — Soit E un k-espace vectoriel de dimension finie. Soit λ une action linéaire
du k-groupe multiplicatif Gm sur le k-schéma V(E). Elle est définie par un homomorphisme de k-
espaces vectoriels
λ] : E−→ E⊗k[τ,τ−1]=⊕
b∈Z
E ·τb .
Pour tout nombre entier b, on considère le sous-espace vectoriel du k-espace vectoriel E,
Eb = {v ∈ E : λ](v) ∈ E ·τb}.
Le k-espace vectoriel dual E∨b s’identifie avec le sous-espace vectoriel du k-espace vectoriel E
∨ formé
par les éléments x : E→ k tels que
λ(τ) · x = τb · x.
Pour tout nombre entier b, on considère le sous-espace vectoriel du k-espace vectoriel E∨,
E∨[b] :=⊕
b′≥b
E∨b′ .
Les k-espaces vectoriels E∨[b], pour b qui varie dans Z, définissent une filtration décroissante du k-
espace vectoriel E∨.
Soient r ≥ 0 un nombre entier et Grassr (E) la grassmanienne des quotients localement libres de
rang r de E. Un k-point du k-schéma Grassr (E) correspond à une classe d’équivalence d’homomor-
phismes surjectifs de k-espaces vectoriels ϕ : E→ F, où F est de dimension r .
L’action linéaire λ du k-groupe multiplicatif Gm sur le k-schéma V(E) induit une action naturelle
du k-groupe multiplicatif Gm sur la grassmanienne Grassr (E). Elle induit aussi, par puissance éxté-
rieure, une action sur le k-espace projectif P(
∧r E) et une action équivariante sur le faisceau inversible
O∧r E(1) et le plongement de Plücker
$ : Grassr (E)−→P
(∧r E)
est Gm-équivariant. Le faisceau inversible sur le k-schéma Grassr (E),
L :=$∗O∧r E(1),
est naturellement muni d’une action équivariante du k-groupe multiplicatif Gm .
Soient F un k-espace vectoriel de dimension r et ϕ : E → F un homomorphisme surjectif de k-
espaces vectoriels. L’homomorphisme dualϕ∨ : F∨→ E∨ est injectif et il identifie le k-espace vectoriel
F∨ avec un sous-espace vectoriel de E∨ : dans la suite on sous-entendra cette identification. Pour tout
nombre entier b, on pose
F∨[b] := F∨∩E∨[b].
Proposition 4.14 ([GIT, 4.4]). Soient F un k-espace vectoriel de dimension r et ϕ : E → F un homo-
morphisme surjectif. Soit [ϕ] le k-point du k-schéma Grassr (E) défini par sa classe d’équivalence.
18 Chapitre I. Généralités
Alors, avec les notations introduites avant, on a :
µL(λ, [ϕ])=
∑
b∈Z
b(dimk F
∨[b]−dimk F∨[b+1])
= bmin dimk F+
bmax∑
b=bmin+1
dimk F
∨[b].
Corollaire 4.15. Soient F un k-espace vectoriel de dimension r et ϕ : E→ F un homomorphisme sur-
jectif. Soit [ϕ] le k-point du k-schéma Grassr (E) défini par sa classe d’équivalence.
Soit v1, . . . , vr une base du k-espace vectoriel F∨. Pour tout i = 1, . . . ,n, on désigne par [vi ] le k-
point de l’espace projectif P(E) défini par la classe d’équivalence du vecteur vi .
Avec les notations introduites avant, on a :
µL(λ, [ϕ])=
r∑
i=1
µOE(1)(λ, [vi ]).
Si F= E et ϕ= idE, on désigne par [E] le k-point de la grassmanienne GrassdimE(E) associé.
Corollaire 4.16. Avec les notations introduites avant, on a :
µL(λ, [E])=
∑
b∈Z
b(dimk E
∨[b]−dimk E∨[b+1]).
De plus, µL(λ, [E])= 0 si et seulement si le détérminant de la représentation Gm →GL(E∨) est triviale.
Corollaire 4.17. Soient F un k-espace vectoriel de dimension r et ϕ : E→ F un homomorphisme sur-
jectif. Soit [ϕ] le k-point du k-schéma Grassr (E) défini par sa classe d’équivalence.
Avec les notations introduites avant, on a :
µL(λ, [F])≤ bmin(dimk F−dimk E)+µL(λ, [E]).
4.4.3. Couples de sous-espaces. — Soit E un k-espace vectoriel de dimension finie. Soit λ une action
linéaire du k-groupe multiplicatif Gm sur le k-schéma V(E).
Pour i = 1,2, soient Fi un k-espace vectoriel de dimension ri , ϕi : E → Fi un homomorphisme
surjectif et [F∨i ] le k-point de la grassmanienne Grassri (E) défini par sa classe d’équivalence. L’homo-
morphisme dual ϕi : F∨i → E∨ est injectif et identifient le k-espace vectoriel F∨i avec un sous-espace
vectoriel de E∨ : dans la suite on sous-entend toujours cette identification.
Proposition 4.18. Pour i = 1,2 soit ϕi : E → Fi un homomorphisme surjectif de k-espaces vectoriels.
Alors, avec les notations introduites avant on a :
µ(λ, [F∨1 ])+µ(λ, [F∨2 ])≤µ(λ, [F∨1 +F∨2 ])+µ(λ, [F∨1 ∩F∨2 ]),
où les coefficients d’instabilité sont relatifs aux plongements de Plücker respectifs.
Démonstration. L’action linéaire λ est définie par un homomorphisme de k-espaces vectoriels
λ] : E−→ E⊗k[τ,τ−1]=⊕
b∈Z
E ·τb .
Pour tout nombre entier b, on considère le sous-espace vectoriel su k-espace vectoriel E,
Eb := {v ∈ E : λ](v) ∈ E ·τb}.
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Soit bmax (resp. bmin) le plus grand (resp. le plus petit) nombre entier b tel que Eb 6= 0. Pour tout nombre
entier b on pose :
E∨[b] :=⊕
b′≥b
E∨b′
F∨1 [b] := F∨1 ∩E∨[b]
F∨2 [b] := F∨2 ∩E∨[b]
(F∨1 +F∨2 )[b] := (F∨1 +F∨2 )∩E∨[b]
(F∨1 ∩F∨2 )[b] := (F∨1 ∩F∨2 )∩E∨[b]= F∨1 [b]∩F∨2 [b].
D’après la Proposition 4.14 on a :
µ(λ, [F∨1 ])+µ(λ, [F∨2 ])= bmin
(
dimk F
∨
1 +dimk F∨2
)+ bmax∑
b=bmin+1
dimk F
∨
1 [b]+dimk F∨2 [b] (4.4.1)
Par la formule des dimensions on a :
dimk F
∨
1 +dimk F∨2 = dimk (F∨1 +F∨2 )+dimk (F∨1 ∩F∨2 ) (4.4.2)
Pour tout nombre entier b le k-espace vectoriel F∨1 [b]+F∨2 [b] est contenu dans le k-espace vectoriel
(F∨1 +F∨2 )[b]. En particulier,
dimk F
∨
1 [b]+dimk F∨2 [b]= dimk (F∨1 [b]+F∨2 [b])+dimk (F∨1 [b]∩F∨2 [b])
≤ dimk (F∨1 +F∨2 )[b]+dimk (F∨1 ∩F∨2 )[b] (4.4.3)
En utilisant (4.4.2) et (4.4.3) dans (4.4.1), on obtient :
µ(λ, [F∨1 ])+µ(λ, [F∨2 ])
≤ bmin
(
dimk (F
∨
1 +F∨2 )+dimk (F∨1 ∩F∨2 )
)+ bmax∑
b=bmin+1
dimk (F
∨
1 +F∨2 )[b]+dimk (F∨1 ∩F∨2 )[b]
=µ(λ, [F∨1 +F∨2 ])+µ(λ, [F∨1 ∩F∨2 ]),
ce qui achève la preuve.
Corollaire 4.19. Avec les notations introduites avant, si on suppose de plus F∨1 ∩F∨2 = 0, on a :
µ(λ, [F∨1 ])+µ(λ, [F∨2 ])≤ bmin
(
dimk F1+dimk F2−dimk E
)
+µ(λ, [E]),
où les coefficients d’instabilité sont relatifs aux plongements de Plücker respectifs.
Démonstration. D’après la Proposition 4.18 on a
µ(λ, [F∨1 ])+µ(λ, [F∨2 ])≤µ(λ,0)+µ(λ, [F∨1 +F∨2 ])=µ(λ, [F∨1 +F∨2 ]).
Puisque F∨1 +F∨2 est contenu dans E∨, en vertu de la Proposition 4.14 on a :
µ(λ, [F∨1 +F∨2 ])= bmin dimk
(
F∨1 +F∨2
)+ bmax∑
b=bmin+1
dimk
(
F∨1 [b]+F∨2 [b]
)
≤ bmin dimk
(
F∨1 +F∨2
)+ bmax∑
b=bmin+1
dimk E
∨[b]
= bmin dimk
(
F∨1 +F∨2 −dimk E
)+(bmin dimk E+ bmax∑
b=bmin+1
dimk E
∨[b]
)
= bmin dimk
(
F∨1 +F∨2 −dimk E
)+µ(λ, [E]),
20 Chapitre I. Généralités
ce qui termine la preuve.
5 Espaces analytiques
5.1 Espaces analytiques archimédiens
Dans cette section on rappelle la notion d’espace analytique complexe et on introduit celle d’es-
pace analytique réel. Une référence pour le cas complexe est la suite d’exposés au Séminaire Cartan
faite par Grothendieck, notamment [Gro61b], [Gro61c] et [Gro61d]. L’influence de cette dernière sur
la présentation des espaces analytiques réels qu’on donne ici est évidente.
5.1.1. Quotient d’un espace annelé par un groupe. — Soit X = (|X|,OX) un espace annelé muni de
l’action d’un groupe G, i.e., d’un homomorphisme de groupes
σ : G−→Autespan(X),
où Autespan(X) est le groupe des automorphismes de X en tant qu’espace annelé.
On définit l’espace annelé quotient de X par G, noté X/G, comme suit. Soit |X|/G l’espace to-
pologique quotient et pi : |X| → |X|/G la projection sur le quotient. Si U ⊂ |X|/G est un ouvert, son
image inverse pi−1(U)⊂ |X| est un ouvert stable sous l’action de G. Le groupe G agit alors sur l’anneau
Γ(pi−1(U),OX) et on pose
Γ(U,OX/G) := Γ(pi−1(U),OX)G.
Si X est un espace localement annelé, alors X/G l’est aussi.
L’espace (localement) annelé ainsi défini est le quotient catégorique de X par G dans la catégorie
des espaces (localement) annelés.
5.1.2. Espace affine analytique. — Soit n ≥ 0 un nombre entier. L’espace affine analytique complexe
de dimension n, noté AnC, est l’espace localement annelé en C-algèbres formé de l’espace topologique
Cn muni du faisceau des fonctions holomorphes OCn .
Le groupe de Galois Gal(C/R)= {id,τ} agit sur AnC en tant qu’espace localement annelé et R-algèbres :
si z = (z1, . . . , zn) ∈Cn , on pose
τ(z) := (z1, . . . , zn),
et, si f est une fonction holomorphe sur un ouvert U ⊂Cn , on considère la fonction holormorphe sur
l’ouvert τ(U) définie par
τ( f ) : z 7→ f (τ(z))= f (z1, . . . , zn).
L’espace affine analytique réel de dimension n, noté AnR, est l’espace localement annelé en R-algèbres
quotient de AnC par Gal(C/R),
AnR :=AnC/Gal(C/R).
5.1.3. Définitions. — Soit k un corps complet pour une valeur absolue archimédienne. En tant que
corps complet il est isomorphe à R ou à C. Dans la suite on sous-entendra un tel isomorphisme.
Définition 5.1. Un k-espace analytique est un espace localement annelé en k-algèbres tel qu’il existe
un recouvrement ouvert X =⋃i∈I Xi de X tel que pour tout i ∈ I il existe un nombre entier positif ni et
une immersion de présentation finie d’espaces localement annelés en k-algèbres εi : Xi →Anik .
Exemple 5.2. Si X est un k-espace analytique, alors tout ouvert U de l’espace topologique sous-jacent
|X| est naturellement muni d’une structure de k-espace analytique en prenant la restriction de OX à U
comme faisceau structural.
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Exemple 5.3. Soient X un k-espace analytique et I un faisceau d’idéaux de OX de type fini. Le support
du faisceau de OX-modules OX/I,
Supp(OX/I)= {x ∈X : x∗(OX/I) 6= 0}
= {x ∈X : x∗I 6= x∗OX},
est une partie fermée de X. On le munit de la structure de k-espace analytique en prenant la restriction
de OX/I à Supp(OX/I) comme faisceau structural.
Définition 5.4. Soient X,Y des k-espaces analytiques. Un morphisme de k-espaces analytiques f : X→
Y est un morphisme d’espaces localement annelés en k-algèbres.
L’ensemble des morphismes de k-espaces analytiques f : X→ Y est noté Mork-an(X,Y).
Remarque 5.5. Si k =C, on retrouve les notions usuelles de C-espaces analytiques et de morphismes
entre eux.
Si k = R, la catégorie qu’on obtient est équivalente à la catégorie des couples (X, ιX) formés d’un
C-espace analytique et d’une involution anti-holomorphe ιX : X→X (voir Remarque 5.20).
5.1.4. Structure locale des espaces analytiques complexes. — Si k = C il s’agit de faits classiques,
dont une référence peut être [Car52, exposé 11] et [Car54, exposé 6].
Théorème 5.6. Soit X un k-espace analytique. Alors :
i. pour tout x ∈X, l’anneau local OX,x est noethérien ;
ii. le faisceau OX est cohérent en tant que faisceau de OX-modules.
5.1.5. Structure locale des espaces analytiques réels. — Dans ce numéro on montre comme la des-
cription locale de l’espace affine analytique réel se déduit par descente de Galois de celle de l’espace
affine analytique complexe. Dans [Poi12] on peut trouver une preuve directe de ces faits (Théorèmes
8.17 et 10.9).
Soient n ≥ 1 un nombre entier et un ouvert U ⊂ AnR stable sous la conjugaison complexe. On note
$ : AnC → AnR le morphisme quotient. L’ouvert $−1U ⊂ AnC est stable sous la conjugaison complexe et
le groupe de Galois Gal(C/R) agit sur les sections sur $−1U du faisceau structural Γ($−1U,OAnC ) en
associant à toute fonction holomorphe f la fonction holomorphe
τ( f ) : z 7→ f (τ(z))= f (z1, . . . , zn).
Par définition, les sections sur U du faisceau structural de AnR s’identifient aux sections invariantes
sous l’action de Galois,
Γ(U,OAnR ) := Γ($
−1U,OAnC )
Gal(C/R).
Soit f une fonction holomorphe sur l’ouvert $−1U : elle s’écrit de manière unique alors sous la forme
f = u+ iv où
u := f +τ( f )
2
, v := 1
i
f −τ( f )
2
,
(où i est une racine carrée de −1) sont des fonctions holomorphes invariantes sous l’action de Galois,
c’est-à-dire, des éléments de Γ(U,OAnR ). Ceci montre que pour tout ouvert U ⊂ AnR l’homomorphisme
canonique de C-algèbres
Γ(U,OAnR )⊗R C−→ Γ($
−1U,OAnC )
22 Chapitre I. Généralités
est un isomorphisme. En particulier, la C-algèbre Γ($−1U,OAnC ) est un Γ(U,OAnR ) module libre de rang
2 et le morphisme d’espaces localement annelé en R-algèbres $ : AnC → AnR est un morphisme fini et
fidèlement plat.
Soit x ∈ AnR un point. On considère les germes des fonctions holomorphes autour de la fibre du
morphisme $ en le point x,
OAnC,$
−1(x) := lim−−→
$−1(x)⊂U
Γ(U,AnC).
L’inclusion canonique OAnR,x →OAnC,$−1(x) induit un isomorphisme de C-algèbres
OAnR,x
⊗R C−→OAnC,$−1(x).
Proposition 5.7. Pour tout point x ∈AnR, l’anneau local OAnR,x est noethérien.
Démonstration. On remarque d’abord que la C-algèbre OAnC,$−1(x) est noethérienne. La fibre $
−1(x)
est en fait constitué d’un ou deux points de l’espace affine anlytique complexe et on a
OAnC,$
−1(x) =
∏
$(y)=x
OAnC,y
.
En tant que produit fini d’anneaux noethériens, l’anneau OAnC,$−1(x) est noethérien. Soit I un idéal de
l’anneau OAnR,x . L’idéal I⊗R C de l’anneau OAnC,$−1(x) est de type fini : il existe donc f1, . . . , fn ∈ I qui
l’engendrent. Pour tout f ∈ I il existe a1, . . . , an ∈OAnC,$−1(x) tels que
f =
n∑
i=1
ai fi .
D’autre part, comme f et les fi sont fixes sous l’action de Galois, on a
f = f +τ( f )
2
=
n∑
i=1
ai fi +τ(ai fi )
2
=
n∑
i=1
ai fi +τ(ai ) fi
2
=
n∑
i=1
(
ai +τ(ai )
2
)
fi .
Pour tout i = 1, . . . ,n la fonction
bi := ai +τ(ai )
2
est fixe sous l’action de Galois et elle appartient donc à OAnR,x . Les fonctions f1, . . . , fn ∈ I engendrent
alors l’idéal I dans OAnR,x , ce qui termine la preuve.
Corollaire 5.8. Soit X un R-espace analytique. Alors pour tout x ∈X l’anneau localOX,x est noethérien.
Soient U ⊂AnR un ouvert, UC :=$−1U et F un faisceau de OU-modules. L’image inverse $∗F est un
faisceau de OUC -modules et il est muni d’une action équivariante du groupe de Galois Gal(C/R). Pour
tout point x ∈U, les germes des sections de $∗F autour de la fibre $−1(x),(
$∗F
)
$−1(x) := lim−−→
$−1(x)⊂V
Γ(V,$∗F)
sont alors munies d’une action du groupe de Galois Gal(C/R) et l’homomorphisme injectif Fx →
($∗F)$−1(x) induit un isomorphisme de OUC,$−1(x)-modules
Fx ⊗R C−→ ($∗F)$−1(x).
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En particulier l’homomorphisme naturel de faisceaux de $−1OU-modules, $−1F → $∗F, induit un
isomorphisme canonique de faisceaux de OUC -modules,
$−1F⊗R C−→$∗F.
D’autre part, le groupe de Galois agit sur le faisceau de OU-modules $∗$∗F et l’homomorphisme
d’adjonction F→$∗$∗F induit un isomorphisme de faisceau de OU-modules
θ : F−→ ($∗$∗F)Gal(C/R) . (5.1.1)
Proposition 5.9. Soient U ⊂ AnR un ouvert et UC := $−1U. Un faisceau de OU-modules F si et seule-
ment si le faisceau de OUC -modules $
∗F l’est.
Démonstration. Comme le foncteur image inverse est exact à droite, si F est de type fini, $∗F l’est
aussi. On suppose donc que l’image inverse $∗F soit de type fini. Soit x un point de AnR. Il s’agit de
trouver un voisinage ouvert U de x et un nombre fini de sections s1, . . . , sn ∈ Γ(U,F) qui engendrent
F|U.
On prouve d’abord qu’il existe un voisinage V de la fibre $−1(x) stable sous la conjugaison com-
plexe et tel que $∗F soit engendré un nombre fini de sections sur V. Si la fibre $−1(x) de $ en x est
constitué d’un seul point y il suffit d’appliquer l’hypothèse de finitude au voisinage de y et de le res-
treindre pour le rendre stable sous l’action de Galois. Si la fibre $−1(x) est formée de deux points
distincts y1, y2 on considère pour i = 1,2 un voisinage Vi de yi tel que $∗F|Vi soit engendré par un
nombre fini de sections sur Vi . Puisque l’espace topologique$−1(U) est séparé, on peut supposer que
V1 et V2 ne se rencontrent pas. De plus, quitte à les restreindre, on peut aussi supposer que l’ouvert
V =V1unionsqV2
soit stable sous l’action de Galois. Les sections de $∗F sur V s’identifient à la somme directe des sec-
tions sur V1 et V2 : l’ouvert V donc convient.
Soit donc V un tel voisinage et soient s1, . . . , sr des sections de $∗F sur V. Comme V est stable sous
la conjugaison complexe, les sections de $∗F sur V s’identifient à travers l’injection canonique
Γ($(V),F)−→ Γ(V,$∗F),
à Γ($(V),F)⊗R C : on peut donc supposer que les sections s1, . . . , sr soient fixes sous l’action de Galois,
i.e., elles soient des sections de F sur $(V). Les sections s1, . . . , sn engendrent alors F|$(V).
En effet soit x ′ ∈$(V) et s ∈ Fx′ un germe de section de F au voisinage de x ′. En mimant l’argument
d’avant, on peut trouver un voisinage W de la fibre $x
′
stable sous la conjugaison complexe et des
sections f1, . . . , fr du faisceau structural OUC telles que
s =
r∑
i=1
fi si .
Comme les sections s et si sont fixes sous l’action de Galois, on a :
s = f +τ(s)
2
=
r∑
i=1
ai si +τ( fi si )
2
=
r∑
i=1
fi si +τ( fi )si
2
=
r∑
i=1
(
fi +τ( fi )
2
)
si .
Pour tout i = 1, . . . ,r la section du faisceau structural
gi := fi +τ( fi )
2
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est fixe sous l’action de Galois et elle appartient donc à Γ(U,OAnR ). Les sections s1, . . . , sr engendrent
alors la tige Fx′ , ce qui termine la preuve.
Corollaire 5.10. Pour tout R-espace analytique X, le faisceau structural OX est cohérent en tant que
faisceau de OX-modules.
Remarque 5.11. Soient U ⊂AnR un ouvert, I un faisceau d’idéaux de OU de type fini et Z= Supp(OU/I)
le sous-R-espace analytique fermé définit par le faisceau d’idéaux I. Puisque le morphisme d’espaces
localement annelé $ : AnC → AnR est plat, le foncteur image inverse est exact et le faisceau de OUC -
modules IC := $∗I (où UC := $−1U) est un faisceau d’idéaux de OUC de type fini. On note ZC :=
SuppOUC /IC le sous-C-espace analytique fermé de UC défini par le faisceau d’idéaux IC.
Par platitude de $, on a OUC /IC = $∗ (OU/I). Il suit de l’isomorphisme (5.1.1) que le morphisme
d’espaces localement annelés en R-algèbres $ : ZC → Z descend en un isomorphisme
ZC/Gal(C/R)−→ Z,
où le quotient est pris au sens de quotient catégorique dans la catégorie des espaces localement an-
nelés (voir paragraphe 5.1.1).
5.1.6. Détérmination des morphismes à valeurs dans Ank . — Soit X un C-espace analytique. La com-
position avec le morphisme naturel d’espaces localement annelés en C-algèbres AnC → SpecC[t1, . . . , tn]
définit une application
ϕC : MorC-an(X,A
n
C)−→MorC-locan(X,SpecC[t1, . . . , tn])= Γ(X,OX)n .
Théorème 5.12 ([Gro61c, Théorème 1.1]). Soit X un C-espace analytique. L’application
ϕC : MorC-an(X,A
n
C)−→ Γ(X,OX)n
est une bijection.
Soient k un corps complet pour une valeur absolue archimédienne et X un k-espace analytique.
Comme avant, la composition avec le morphisme naturel d’espaces localement annelés en R-algèbres
AnR → SpecR[t1, . . . , tn] définit une application
ϕR : MorR-locan(X,A
n
R)−→MorR-locan(X,SpecR[t1, . . . , tn])= Γ(X,OX)n .
Théorème 5.13. Soient k un corps complet pour une valeur absolue archimédienne et X un k-espace
analytique. L’application
ϕR : MorR-an(X,A
n
R)−→ Γ(X,OX)n
est une bijection.
Démonstration. On suppose d’abord que k soit le corps des complexes C et que X soit un C-espace
analytique. La composition avec le morphisme d’espaces annelés en R-algèbres $C : AnC → AnR définit
une application
θ : MorC-an(X,A
n
C)−→MorR-locan(X,AnR),
et le diagramme
MorC-an(X,AnC)
θ //
ϕC

MorR-locan(X,AnR)
ϕR

Γ(X,OX) Γ(X,OX)
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est commutatif. L’application ϕC étant bijective en vertu du Théorème 5.12, l’application ϕR est sur-
jective : il s’agit donc d’en prouver l’injectivité. Il suffit de montrer que tout morphisme d’espaces
localement annelés en R-algèbres f : X → AnR se factorise de manière unique à travers un morphisme
de C-espaces analytiques fC : X→AnC.
Soit x ∈X. Par définition de morphisme d’espaces localement annelés, le diagramme
Γ(AnR,OAnR )
f ]
//

Γ(X,OX)

OAnR, f (x)
f ]x //

OX,x

κ( f (x))
f ](x)
// κ(x)=C
Au niveau ensembliste, l’application f est uniquement déterminée par l’image des sections ti dans C
à travers l’homomorphisme f ](x). L’application fC est alors définie par
fC(x)= ( f ](x)(t1), . . . , f ](x)(tn))
et, comme f =$C◦ fC, elle est automatiquement continue. De plus, pour tout ouvert U ⊂AnR, il n’existe
qu’un seul homomorphisme de C-algèbres
f ]U,C : Γ(U,OAn )⊗R C−→ Γ(X,OX)
rendant commutatif le diagramme suivant :
Γ(U,OAnR )
f ]U //

Γ(X,OX)
Γ(U,OAnR )⊗R C
f ]U,C
// Γ(X,OX)
En vertu de l’isomorphisme canonique de faisceaux de C-algèbres $−1OAnR ⊗R C → OAnC , on conclut
qu’il n’existe qu’un unique morphisme d’espaces localement annelés en C-algèbres fC : X → AnC tel
que f =$C ◦ fC.
On suppose désormais que X soit un R-espace analytique et on va démontrer que l’application
ϕR est bijective. La question étant locale sur X on peut supposer d’avoir une immersion de R-espaces
analytiques ε : X → AmR . Soit U le plus grand ouvert de AnR où l’image de ε est fermée et I le noyau
de l’homomorphisme de faisceaux de R-algèbres ε] : OU → ε∗OX. On note encore $C : AmC → AmR le
morphisme d’extension des scalaires et on considère l’ouvert UC :=$−1C U ⊂AnC et le faisceau IC :=$∗CI
d’idéaux deOUC de type fini. On considère le sous-C-epsace analytique fermé XC = SuppOUC /IC définit
par le faisceau d’idéaux IC. Le morphisme $C induit un isomorphisme d’espaces localement annelés
en R-algèbres
XC/Gal(C/R)−→X
où le quotient est pris au sens de quotient catégorique dans la catégorie des espaces localement anne-
lés (voir Remarque 5.11). Se donner un morphisme de R-espaces analytiques f : X → AnR revient ainsi
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à se donner un morphisme Gal(C/R)-équivariant de C-espaces analytiques fC : XC → AnC, c’est-à-dire,
en vertu du Théorème 5.12, un n-uplet ( f1, . . . , fn) de sections globales de OXC fixes sous l’action du
groupe de Galois. D’après de l’isomorphisme canonique
Γ(X,OX)= Γ(XC,OXC )Gal(C/R),
cela revient à un n-uplet ( f1, . . . , fn) de sections globales de OX. Cela termine la preuve.
5.1.7. Produit fibré. — Soient X, Y et S des k-espaces analytiques et f : X → S, g : Y → S des mor-
phismes de k-espaces analytiques. Un produit fibré de X et Y sur S est un k-espace analytique Z muni
de morphismes de k-espaces analytiques p : Z → X, q : Z → Y tels que f ◦ p = g ◦ q satisfaisant à la
propriété universelle suivante :
pour tout k-espace analytique Z′ muni de morphismes de k-espaces analytiques p ′ :
Z′ → X, q ′ : Z′ → Y tels que f ◦ p ′ = g ◦ q ′ il existe un unique morphisme de k-espaces
analytiques (p ′, q ′) : Z′→ Z tel que p ′ = p ◦ (p ′, q ′) et q ′ = q ◦ (p ′, q ′).
Théorème 5.14. Soient X, Y et S des k-espaces analytiques, et f : X → S, g : Y → S des morphismes
k-espaces analytiques. Alors, le produit fibré X×S Y existe.
Lemme 5.15. Soient X et Y des k-espaces analytiques et soit f : Y → X un morphisme de k-espaces
analytiques. Soient X′ un k-espace analytique et ε : X′ → X une immersion de présentation finie de
k-espace analytique.
Alors le produit fibré X′×X Y existe, le morphisme de k-espaces analytiques ε× id : X′×X Y→ Y est
une immersion de présentation finie et elle est ouverte, resp. fermée, lorsque ε l’est.
Démonstration. On suppose que ε soit une immersion ouverte. Le produit X′×X Y est alors donné par
le sous-espace analytique ouvert f −1(X′) de Y.
On suppose que ε soit une immersion fermée de présentation finie. Soit I le noyau de l’homomor-
phisme de faisceaux d’anneaux ε] : OX → ε∗OX′ . L’image de l’homomorphisme canonique f ∗I → OY
est un faisceaux J d’idéaux de OY de type fini. Le produit X′×X Y est le sous-espace analytique fermé
de Y décrit par l’idéal J.
Le cas d’une immersion en général suit de la combinaison des deux cas précédents.
Lemme 5.16. Soient X1, X2 des k-espaces analytiques. Pour tout i = 1,2, soit X′i un k-espace analy-
tique et εi : X′i →Xi une immersion de présentation finie de k-espaces analytiques.
Si le produit X1×X2 existe, alors le produit X′1×X′2 existe, le morphisme de k-espaces analytiques
ε1 × ε2 : X′1 ×X′2 → X1 ×X2 est une immersion de présentation finie et elle est ouverte, resp. fermée,
lorsque ε1 et ε2 le sont.
Démonstration. On pose Y := X1 ×X2. D’après le lemme précédent, pour tout i = 1,2, le produit fi-
bré Yi = Y×Xi X′i existe et ηi = id×εi : Yi → Y est une immersion de présentation finie. Par le lemme
précédent, le produit fibré Y1×Y Y2 =X′1×X′2 existe et le morphisme
η1×η2 : X′1×X′2 = Y1×Y Y2 → Y =X1×X2
coïncide avec le morphisme ε1×ε2.
Lemme 5.17. Soient X et Y des k-espaces analytiques. Soient {Xi }i∈I un recouvrement ouvert de X et
{Y j } j∈J un recouvrement ouvert de Y. Si, pour tout i ∈ I et pour tout j ∈ J, le produit Xi ×Y j existe, alors
X×Y existe.
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Démonstration. Pour tout i ∈ I et j ∈ J soit Zi j =Xi ×Y j . Pour tous i , i ′ ∈ I et pour tous j , j ′ ∈ J, en vertu
du lemme précédent, le produit
Zi j ,i ′ j ′ = (Xi ∩Xi ′ )× (Y j ∩Y j ′ )
existe et s’identifie à un ouvert de Zi j et Zi ′ j ′ . Ces isomorphismes permettent de recoller les Zi j en un
espace analytique Z, muni de deux projections p : Z → X, q : Z → Y. On vérifie aussitôt que Z est un
produit de X et Y.
Soient X, Y des k-espaces analytiques. Pour prouver que X×Y existe on peut se ramener, grâce
aux lemmes précédents, au cas où X = Amk et Y = Ank : par la propriété universelle de l’espace affine, le
produit de Amk et A
n : k est Am+nk .
Soient f : X→ S, g : Y→ S des morphismes de k-espaces analytiques. Le produit fibré X×S Y s’iden-
tifie au produit fibré
(X×Y)×S×S S //

S
∆

X×Y f ×g // S×S
On conclu grâce au lemme suivant :
Lemme 5.18. Soit S un k-espace analytique. Alors le morphisme diagonal ∆S : S → S×S est une im-
mersion de présentation finie.
Démonstration. D’après les lemmes précédents, on peut supposer S = Ank . Dans ce cas S×S = A2nk et,
si t1, . . . , t2n sont les coordonnées de A2nk , le morphisme diagonal s’identifie à l’immersion du sous-
espace analytique fermé décrit par l’idéal engendré par les éléments ti+n − ti avec i = 1, . . . ,n.
5.1.8. Complexification. —
Théorème 5.19. Soit X un R-espace analytique. Le foncteur
XC :
{
C-espaces analytiques
}
//
{
ensembles
}
Y  // MorR-locan(Y,X)
est représentable par un C-espace analytique XC muni d’un morphisme fini, fidèlement plat d’espaces
localement annelés en R-algèbres $C : XC →X.
De plus, le C-espace analytique XC est muni d’une action du groupe de Galois Gal(C/R) et le mor-
phisme $C induit un isomorphisme d’espaces localement annelés en R-algèbres
XC/Gal(C/R)−→X.
Remarque 5.20. En particulier, se donner un morphisme de R-espaces analytiques f : X→ Y est équi-
valent à se donner un morphisme Gal(C/R)-équivariant de C-espaces analytiques fC : XC → YC.
On se ramène à le prouver quand X =AnR comme suit.
Lemme 5.21. Soient X,Y des R-espaces analytiques et ε : Y → X une immersion de R-espaces analy-
tiques. Si le R-espace analytique X vérifie la conclusion du Théorème 5.19, alors Y la vérifie.
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Démonstration. Soit$C : XC →X le morphisme d’espaces localement en R-algèbres induit par la com-
plexification de X. Si ε est une immersion ouverte, la complexification de YC est l’image inverse $−1C Y
de Y par $C.
Si ε soit une immersion fermée de R-espaces analytiques, soit I le noyau de l’homomorphisme
de faisceaux d’anneaux ε] : OX → ε∗OY. Le morphisme $C étant plat, l’image réciproque IC := $∗C du
faisceau d’idéaux I est un faisceaux IC d’idéaux deOXC de type fini. La complexification de Y est alors le
sous-espace analytique fermé de XC défini par IC. L’assertion sur le quotient découle de la Remarque
5.11.
Le cas d’une immersion quelconque suit de la combinaison des deux cas précédents.
Lemme 5.22. Soient X un R-espace analytique et X = ⋃i∈I Xi un recouvrement ouvert de X. Si pour
tout i ∈ I, le R-espace analytique Xi vérifie la conclusion du Théorème 5.19, le R-espace analytique X
la vérifie aussi.
Démonstration. Pour tous i , j ∈ I et j ∈ J soit Xi j = Xi ∩X j . En vertu du Lemme précédent, pour tous
i , j ∈ I, l’ouvert Xi j de Xi vérifie la conclusion du Théorème 5.19 et la complexification de Xi j s’identifie
à un ouvert de (Xi )C. On obtient ainsi, pour tous i , j ∈ I, un isomorphisme de C-espaces analytiques
Gal(C/R)-équivariant
θi j :
(
Xi j
)
C −→
(
X j i
)
C .
Les C-espaces analytique (Xi )C se recollent le long les isomorphismes θi j en un C-espace analytique
XC. Par propriété universelle du recollement, le C-space analytique XC est une complexification de
X. L’assertion sur l’action du groupe de Galois suit de la Gal(C/R)-équivariance des isomorphismes
θi j .
On est donc ramené à prouver le Théorème 5.19 pour l’espace affine X = AnR. Dans ce cas XC = AnC
et le Théorème 5.19 est une conséquence du Théorème 5.13.
Proposition 5.23. Soient X, Y et S des R-espaces analytiques et f : X → S, g : Y → S des morphismes
de R-espaces analytiques. Alors, le morphisme naturel de C-espaces analytiques
(X×S Y)C −→XC×SC YC
est un isomorphisme.
5.1.9. Analytification. —
Théorème 5.24. Soit X un schéma localement de type fini sur k. Le foncteur
Xan :
{
k-espaces analytiques
}
//
{
ensembles
}
Y  // Mork-locan(Y,X)
est représentable par un k-espace analytique Xan muni d’un morphisme d’espace localement annelés
en k-algèbres θX : Xan →X.
On se ramène à le prouver pour X =Ank .
Lemme 5.25. Soient X,Y des k-schémas localement de type fini et ε : Y → X une immersion. Si le
foncteur Xan est représentable, alors le foncteur Yan est aussi représentable.
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Démonstration. Soit θX : Xan → X le morphisme d’espaces localement en k-algèbres induit par l’ana-
lytification de X. Si ε est une immersion ouverte, l’analytification de Y est l’image inverse θ−1X Y de Y
par θX.
Si ε soit une immersion fermée de k-schémas, soit I faisceau cohérent d’idéaux de OX qui définit
Y. L’image de l’homomorphisme canonique θ∗XI→ OXan est un faisceaux Ian d’idéaux de OXan de type
fini. L’analytification de Y est alors le sous-k-espace analytique fermé de Xan défini par Ian.
Le cas d’une immersion quelconque suit de la combinaison des deux cas précédents.
Lemme 5.26. Soient X un k-schéma localement de type fini et X =⋃i∈I Xi un recouvrement ouvert de
X. Si pour tout i ∈ I, le foncteur Xani est représentable, alors le foncteur Xan l’est aussi.
Démonstration. Pour tous i , j ∈ I et j ∈ J soit Xi j = Xi ∩X j . En vertu du Lemme précédent, pour tous
i , j ∈ I, le foncteur Xani j est représentablepar un ouvert de (Xi )an. On obtient ainsi, pour tous i , j ∈ I, un
isomorphisme de k-espaces analytiques
ϕi j :
(
Xi j
)an −→ (X j i )an .
Les k-espaces analytique (Xi )an se recollent le long les isomorphismes ϕi j en un k-espace analytique
Xan. Par propriété universelle du recollement, le k-space analytique Xan représente le foncteur Xan.
On est donc ramené à prouver le Théorème 5.24 pour l’espace affine X = Ank . Dans ce cas Xan =
An,ank et le Théorème 5.24 est une conséquence du Théorème 5.12 pour k = C et du Théorème 5.13
pour k =R.
Proposition 5.27. Soient X, Y et S des k-schémas localement de type fini et f : X → S, g : Y → S des
morphisme de k-schémas. Alors, le morphisme naturel de k-espaces analytiques
(X×S Y)an −→Xan×San Yan
est un isomorphisme.
Proposition 5.28 (Compatibilité aux extensions des scalaires). Soit X un R-schéma localement de type
fini. Le C-schéma XC qui s’en déduit par extension des scalaires est localement de type fini et le mor-
phisme naturel de C-espaces analytiques (
Xan
)
C −→ (XC)an
est un isomorphisme.
Proposition 5.29 (Adhérence analytique d’une partie constructible). Soient X un k-schéma locale-
ment de type fini et θX : Xan → X le morphisme de k-espaces analytiques induit par analytification.
Alors, pour toute partie constructible Z⊂ |X|, l’inclusion naturelle
θ1X(Z)⊂ θ1X(Z)
est une égalité.
Démonstration. Si k =C c’est [SGA 1, Exposé XII]. Puisque le foncteur d’analytification est compatible
à la complexification, le cas réel se déduit du cas complexe car le morphisme d’extension des scalaires
$C : XanC →Xan est propre au sens topologique.
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5.2 Espaces analytiques non archimédiens
Dans ce numéro on présente la notion de Berkovich d’espace analytique sur un corps complet
pour une valeur absolue non archimédienne. Elle est étudiée en détail en [Ber90] et [Ber93].
5.2.1. Anneaux de Banach et leur spectre. — Un anneau de Banach est un anneau muni d’une norme
sous-multiplicative ‖ ·‖A pour laquelle il est complet. Son spectre est l’ensemble
M (A)= {x : A→R+ semi-norme multiplicative : x( f )≤ ‖ f ‖A ∀ f ∈ A}.
On le munit de la topologie la moins fine pour laquelle, lorsque f varie dans A, les applications | f | :
M (A) → R+, x 7→ x( f ) sont continues. Si A 6= 0, le spectre M (A) est un espace topologique non vide,
séparé et compact [Ber90, Theorem 1.2.1].
Si A,B sont des anneaux de Banach, un homomorphisme d’anneaux ϕ : A → B est dit borné s’il
existe un nombre réel C> 0 tel que, pour tout f ∈ A on ait
‖ϕ( f )‖B ≤C‖ f ‖A.
Si ϕ : A → B est un homomorphisme borné d’anneaux de Banach, la composition avec ϕ induit une
application continue
M (ϕ) :M (B)−→M (A).
Soit k un corps complet pour une valeur absolue non archimédienne.
5.2.2. Algèbres affinoïdes. — Soient n ≥ 1 un nombre entier et r = (r1, . . . ,rn) un n-uplet de nombres
réels strictement positifs. On désigne par k{r−11 t1, . . . ,r
−1
n tn} la k-algèbre de Banach obtenue en com-
plétant la k-algèbre des polynômes k[t1, . . . , tn] par rapport à la norme
f = ∑
`∈Nn
a`t
`1
1 · · · t`nn 7→ ‖ f ‖r :=max
`∈Nn
|a`|r `11 · · ·r `nn .
Une k-algèbre de Banach est dite affinoïde s’il existe un nombre entier n ≥ 1, un n-uplet r = (r1, . . . ,rn)
de nombres réels strictement positifs et un homomorphisme surjectif et continu de k-algèbres de
Banach
ϕ : k{r−11 t1, . . . ,r
−1
n tn}−→ A
tels que la norme ‖ ·‖A de A soit équivalente à la norme quotient par l’homomorphisme ϕ,
g ∈ A 7→ inf
ϕ( f )=g
‖ f ‖r .
Une k-algèbre affinoïde A est dite strictement affinoïde si un tel homomorphisme peut être choisi avec
ri = 1 pour tout i = 1, . . . ,n.
Puisque la k-algèbre k{r−11 t1, . . . ,r
−1
n tn} est noethérienne, une k-algèbre affinoïde est toujours noe-
thérienne.
5.2.3. Espaces affinoïdes. — Soient A une k-algèbre affinoïde et X =M (A) son spectre. Un domaine
affinoïde de X est une partie V ⊂X telle qu’il existe une k-algèbre affinoïde AV et un homomorphisme
borné de k-algèbres de Banach ρV : A→ AV satisfaisant à la propriété universelle suivante :
pour toute k-algèbre affinoïde B et pour tout homomorphisme borné de k-algèbres de
Banach ϕ : A → B tel que l’image de l’application induite M (B) →M (A) soit contenue
dans V, il existe un unique homomorphisme de k-algèbres de Banach ϕV : AV → B tel
que ϕ=ϕV ◦ρV .
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La k-algèbre affinoïde AV est déterminée à un unique isomorphisme près par cette propriété et
l’application naturelleM (AV)→V est un homéomorphisme.
La famille des domaines affinoïdes est stable par intersections finies et le Théorème d’Acyclicité
de Tate [Ber90, Proposition 2.2.5] affirme que l’association A AV est un faisceau sur le site des do-
maines affinoïdes.
Soit x un point du spectre X. L’anneau
OX,x := lim←−−
x∈V
domaine
affinoïde
AV
est un anneau local et noethérien [Ber93, Theorem 2.1.4]. La semi-norme multiplicative sur A qui
définit le point x se prolonge à une semi-norme multiplicative sur OX,x et on a
mX,x = { f ∈OX,x : | f (x)| = 0}.
Cette semi-norme induit une valeur absolue sur le corps résiduel en x, κ(x)=OX,x /mX,x . Sa complétion
est appelée corps résiduel complété en x et notée κ̂(x) (contrairement à la convention usuelleH (x)).
5.2.4. Espaces analytiques. — Les k-espaces affinoïdes sont les briques des k-espaces analytiques.
Puisque leur espace topologique sous-jacent est séparé et compact, leur recollement est plus délicat
que dans le cas des schémas.
Définition 5.30. Soit X un espace topologique. Un quasi-réseau est une collection de parties de X
vérifiant la propriété suivante : pour tout x ∈ X, il existe V1, . . . ,Vn tels que, pour tout i = 1, . . . ,n, x ∈Vi
et V1∪·· ·∪Vn est un voisinage de x.
Un quasi-réseau est dit réseau si pour tous V,V′ ∈ τ, la collection
τ|V∩V′ = {W ∈ τ : W ⊂V∩V′}
est un quasi-réseau sur V∩V′ (muni de la topologie induite par X).
Définition 5.31. Soit X un espace topologique localement séparé. Un k-atlas affinoïde sur X est un
triplet (τ, A,ε) formé d’un réseau τ de parties compactes de X, d’un foncteur
A : τ−→ { k-algèbres affinoïdes }
et d’une collection ε = {ε(V)}V∈τ d’homéomorphismes ε(V) :M (A(V)) → V, vérifiant la propriété sui-
vante : pour tous W,V ∈ τ avec W ⊂V, le diagramme suivant
M (A(W))
ε(W)
//

W

M (A(V))
ε(V)
// V
est commutatif, W s’identifie à un domaine affinoïde de V et A(W) à la k-algèbre affinoïde A(V)W
associée à W comme domaine affinoïde de V.
Un k-atlas affinoïde (τ, A,ε) est dit maximal s’il satisfait, de plus, aux propriétés suivantes :
i. si V ∈ τX et W ⊂V est un domaine affinoïde, alors W ∈ τX ;
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ii. si V ⊂X est un partie recouverte par V1, . . . ,Vn ∈ τX tels que
– pour tout i , j , Vi ∩V j appartient à τX, l’homomorphisme borné de k-algèbres de Banach
AX(Vi )⊗̂k AX(V j )−→ AX(Vi ∩V j )
est surjectif et la norme sur AX(Vi ∩V j ) est équivalente à la norme quotient,
– l’égalisateur AX(V) des flèches (dans la catégorie des k-algèbres de Banach)
n∏
i=1
AX(Vi )
//
//
n∏
i , j=1
AX(Vi ∩V j )
est une k-algèbre affinoïde,
– l’application continue naturelle V →M (AX(V)) est un homéomorphisme, et pour tout i = 1, . . . ,n,
Vi s’identifie à un domaine affinoïde de V et AX(Vi ) à la k-algèbre affinoïde associé à Vi comme
domaine affinoïde de V,
alors V appartient à τX.
Dans [Ber93, 1.2] (notamment les Propositions 1.2.6 et 1.2.13) Berkovich démontre qu’à partir
d’un k-atlas affinoïde (τ, A,ε) on peut toujours construire un k-atlas affinoïde maximal (Â, τ̂, ε̂) « qui le
contient », i.e., muni d’un morphisme de k-atlas affinoïdes
(Â, τ̂, ε̂)−→ (A,τ,ε).
L’adjectif maximal est dû au fait que le k-atlas affinoïde (Â, τ̂, ε̂) est stable sous cette construction,
c’est-à-dire
(̂̂A, ̂̂τ,̂̂ε)= (Â, τ̂, ε̂).
Définition 5.32. Un k-espace analytique X est la donnée d’un espace topologique localement séparé
|X| et d’un k-atlas affinoïde maximal (τX, AX,εX) tel que pour tout x ∈X, la collection
τx := {V ∈ τX : V voisinage de x}
est une base de voisinages de x.
Remarque 5.33. Cette définition correspond à la définition dans [Ber93] de bon k-espace analytique
muni de son k-atlas affinoïde maximal. Dans cette thèse on ne se servira pas de la notion de k-espace
analytique non bon.
Exemple 5.34. Si A est une k-algèbre affinoïde, on lui associe un k-espace analytique, dit encore
spectre et notéM (A), comme suit :
|X| =M (A)
τX = {V ⊂ |X| : V domaine affinoïde}
AX(V)= AV = k-algèbre affinoïde associée au domaine affinoïde V
εX(V)= homéomorphisme canoniqueM (AV)→V.
Il faut d’abord montrer que τX est un réseau sur X. On sait que les voisinages affinoïdes d’un point
x ∈ X forment une base de voisinages de x. Si V,V′ sont des domaines affinoïdes de X et x ∈ V ∩V′,
on considère un voisinage affinoïde W de x : la partie V∩V′∩W est un domaine affinoïde de X et un
voisinage de x dans V∩V′ (par rapport à la topologie induite).
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Par définition le triplet (τX, AX,εX) est un atlas k-affinoïde sur X. Si V,V′ sont des domaines affi-
noïdes, alors V∩V′ est un domaine affinoïde, l’homomorphisme borné de k-algèbres de Banach
AX(V)⊗̂k AX(V′)−→ AX(V∩V′)
est surjectif et la norme de AX(V ∩V′) est équivalente à la norme quotient. Il reste à vérifier que si
V1, . . . ,Vn sont des domaines affinoïdes de X et l’égalisateur des flèches
n∏
i=1
AX(Vi )
//
//
n∏
i , j=1
AX(Vi ∩V j )
est une k-algèbre affinoïde, alors V =V1∪·· ·∪Vn est un domaine affinoïde. C’est une conséquence du
Théorème d’Acyclicité de Tate : une référence est par exemple [Ber90, Corollary 2.2.6, iii.].
Exemple 5.35. Si X est un k-espace analytique, toute partie ouverte U de |X| est munie d’une structure
de k-espace analytique, en posant :
|U| =U
τU = {V ∈ τX : V ⊂U}
AU(V)= AU(V)
εU(V)= εX(V).
Les propriétés dans la définition de k-espace analytique sont automatiquement vérifiées.
5.2.5. Morphismes d’espaces analytiques. — Soient X, Y des k-espaces analytiques.
Définition 5.36. Un morphisme de k-espaces analytiques f : X→ Y est un couple (| f |, f ]) formé d’une
application continue | f | : |X| → |Y| et d’une collection d’homomorphismes bornés de k-algèbres de
Banach
f ] =
{
f ]WV : AY(W)−→ AX(V) : V ∈ τX,W ∈ τY tels que | f |(V)⊂W
}
satisfaisant à la propriété suivante : pour tous V,V′ ∈ τX, pour tous W,W′ ∈ τY avec V ⊂ V′, W ⊂ W′,
| f |(V)⊂W et | f |(V′)⊂W′, le diagramme
AY(W′)
f ]
W′V′ //

AX(V′)

AY(W)
f ]WV // AX(V)
est commutatif.
L’ensemble des morphismes de k-espaces analytiques f : X → Y est noté Mork-an(X,Y). Avec cette
définition, les k-espaces analytiques forment une catégorie : elle est équivalente à la sous-catégorie
pleine des k-espaces analytiques formée par les bons k-espaces analytiques au sens de [Ber93] (voir
loc. cit., Proposition 1.2.15 et 1.2.17) et à la catégorie des k-espaces analytiques au sens de [Ber90] (voir
[Ber93, 1.5]).
La construction du spectre d’une k-algèbre affinoïde est fonctorielle et le foncteurM : A 7→M (A)
est pleinement fidèle.
La catégorie des k-espaces analytiques est munie de produit fibré.
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5.2.6. Espace localement annelé associé et faisceaux cohérents. — Soit X un k-espace analytique.
Le foncteur AX est un faisceau sur le site τX et on considère le faisceau structural OX sur l’espace
topologique |X| en posant, pour tout ouvert U ⊂ |X|,
OX(U) := lim←−−
V⊂U
V∈τX
AX(V).
Le couple (|X|,OX) est un espace localement annelé en k-algèbres. Le faisceau structural OX est cohé-
rent (en tant que OX-module) et, pour tout point x ∈ X, l’anneau local OX,x est noethérien. En parti-
culier, les concepts de faisceau de OX-modules de présentation finie et de faisceau cohérent de OX-
modules coïncident.
Dans la suite, avec un abus de notation, on utilisera la même lettre pour désigner un k-espace
analytique et l’espace localement annelé en k-algèbres associé.
5.2.7. Propriétés topologiques. — Puisque les k-espaces affinoïdes sont compacts et tout point d’un
k-espace analytique admet une base de voisinages formée par des k-espaces affinoïdes, les espaces
topologiques sous-jacents aux k-espaces analytiques sont localement compacts.
Même si en général les k-espaces analytiques sont loin d’être localement métrizables, Poineau
[Poi11] a montré que toute partie compacte est séquentiellement compacte, i.e., toute suite dans une
partie compacte contient une sous-suite convergente.
En outre, les k-espaces analytiques admettent une base de la topologie formée par des ouverts
localement compacts paracompacts et connexes par arcs [Ber93, 1.2.4].
5.2.8. Extension des scalaires. — Soit K une extension analytique de k, i.e. un corps complet pour
une valeur absolue | · |K muni d’un plongement isométrique k → K. Si A est une k-algèbre affinoïde,
la K-algèbre de Banach AK := A⊗̂k K est une K-algèbre affinoïde. L’inclusion canonique A→ AK induit
une application continue et surjective
|$K| : |M (AK)| −→ |M (A)|.
De plus, si V ⊂M (A) est un domaine affinoïde, VK :=$−1K (V) est un domaine affinoïde deM (AK) et on
a un isomorphisme canonique AV⊗̂k K → (AK)VK . En particulier, on obtient un morphisme d’espaces
localement annelés en k-algèbres $K :M (AK)→M (A).
Si X est un k-espace analytique, cette construction se recolle et donne un K-espace analytique XK
muni d’un morphisme d’espaces localement annelés en k-algèbres
$X,K : XK −→X.
L’application$X,K est surjective et propre au sens topologique ; puisque les espaces topologique sous-
jacents aux espaces analytiques sont localement compacts, $X,K est une application fermée.
La construction de l’extension des scalaires est fonctorielle et compatible à des extensions des
scalaires successives.
5.2.9. Fibres. — Soit X un k-espace analytique, x ∈X un point et κ̂(x) son corps résiduel complété. Le
point x induit un morphisme de κ̂(x)-espaces analyttiques
εx :M (κ̂(x))−→Xκ̂(x).
Si F est un faisceau cohérent de OX-modules, sa fibre en x, notée x∗F, est le κ̂(x)-espace vectoriel de
dimension finie ε∗x F.
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Soient Y un k-espace analytique et f : Y→ X un morphisme de k-espaces analytique. La fibre en x
de f , notée Yx , est le κ̂(x)-espace analytique
Yx := Yκ̂(x)×Xκ̂(x) {x} //

{x}
εx

Yκ̂(x)
fκ̂(x)
// Xκ̂(x)
Le morphisme d’extension des scalaires $Y,κ̂(x) : Yκ̂(x) → Y se restreint à un homéomorphisme
Yx → f −1(x).
5.2.10. Analytification. —
Théorème 5.37. Soit X un k-schéma localement de type fini. Le foncteur
Xan :
{
k-espaces analytiques
}
//
{
ensembles
}
Y  // Mork-locan(Y,X)
est représentable par un k-espace analytique Xan muni d’un morphisme d’espace localement annelés
en k-algèbres θX : Xan →X.
Si X = Spec A est affine, l’espace topologique sous-jacent à Xan est l’ensemble
{x : A→R+ semi-norme multiplicative : x|k = | · |k }
muni de la topologie la moins fine pour laquelle, lorsque f varie dans A, les applications | f | :M (A)→
R+, x 7→ x( f ) sont continues.
Proposition 5.38. Soient X, Y et S des k-schémas localement de type fini et f : X → S, g : Y → S des
morphisme de k-schémas. Alors, le morphisme naturel de k-espaces analytiques
(X×S Y)an −→Xan×San Yan
est un isomorphisme.
Proposition 5.39 (Compatibilité aux extensions des scalaires). Soient X un k-schéma localement de
type fini et K une extension analytique de k. Le K-schéma XK qui s’en déduit par extension des sca-
laires est localement de type fini et le morphisme naturel de K-espaces analytiques(
Xan
)
K −→ (XK)an
est un isomorphisme.
Proposition 5.40 (Adhérence analytique d’une partie constructible). Soient X un k-schéma locale-
ment de type fini et θX : Xan → X le morphisme de k-espaces analytiques induit par analytification.
Alors, pour toute partie constructible Z⊂ |X|, l’inclusion naturelle
θ1X(Z)⊂ θ1X(Z)
est une égalité.
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5.2.11. Espace affinoïde associé à un modèle entier. — Soit k◦ l’anneau des entiers de k, i.e., l’en-
semble des éléments de valeur absolue ≤ 1. Soient A un k◦-algèbre plate et de présentation finie et
A :=A⊗k. Pour tout f ∈ A, on pose
‖ f ‖A = inf{|λ| : λ ∈ k×, f /λ ∈A}.
L’application ‖ · ‖A ainsi définie est une semi-norme sur A et la complétion Â de A par rapport à ‖ · ‖A
est une k-algèbre affinoïde. Soient X = Spec A et Xan le k-espace analytique obtenu par analytification
de X. On dit que le domaine affinoïde
M (Â)= {x : Â→R+ semi-norme multiplicative : x( f )≤ ‖ f ‖A ∀ f ∈ Â}⊂Xan
est l’espace affinoïde associé au k◦-schéma affine X= SpecA.
Remarque 5.41. Une telle construction peut se généraliser, par recollement, aux k◦-schémas plats et
de présentation finie. L’espace que l’on obtient n’est pas forcément un k-espace analytique à notre
sens : en effet, il peut se passer qu’il existe des points n’admettant pas de voisinages affinoïdes.
Un exemple de ce phénomène s’obtient en considérant la droite affine sur k◦ avec l’origine dou-
blée, c’est-à-dire, le recollement de deux copies de A1k◦ = Speck◦[t ] le long l’ouvert Speck◦[t , t−1]
(l’isomorphisme de transition étant l’identité). Le k-espace analytique qui s’en déduit est le recol-
lement de deux copies du disque D = {|t (x)| ≤ 1} le long la partie {|t (x)| = 1} : on peut vérifier que le
point de Gauss, i.e., le point défini par la semi-norme∑
ai t
i 7→max |ai |,
n’admet pas de voisinages affinoïdes.
5.3 Définition de fonctions sur l’espace topologique sous-jacent
Soit k un corps complet pour une valeur absolue.
Définition 5.42. Un système cofinal d’extensions analytiques de k est une sous-catégorie pleine E de la
catégorie des extensions analytiques (ExtAn)/k de k ayant la propriété suivante : pour tout extension
analytique K de k il existe une extension analytique K′ de k appartenant à E et muni d’un plongement
isométrique de k-algèbres de Banach K→K′.
Exemple 5.43. Si K est une extension analytique de k, le foncteur oubli (ExtAn)/K → (ExtAn)/k est
fidèle et la sous-catégorie pleine engendré par son image est un système cofinal d’extensions analy-
tiques de k. Autrement dit, pour toute extension analytique k ′ de k il existe une extension analytique
K′ de K (et donc de k) et un plongement isométrique de k-algèbres de Banach k ′ → K′. Ceci sera
l’unique exemple de système cofinal d’extensions analytiques qu’on rencontrera dans ce texte.
Remarque 5.44. Si E est un système cofinal d’extension analytique, alors il est filtrant, c’est-à-dire,
pour tout K,K′ ∈ E il existeΩ ∈ E qui les contient. En effet, il existe sûrement une extension analytique
L de k qui contient K et K′ : il suffit donc de prendre Ω ∈ E qui contient L.
Définition 5.45. Soient X un k-espace analytique et K une extension analytique de k. Un K-point du
k-espace analytique X est un morphisme de K-espace analytiques x :M (K)→XK où XK est le K-espace
analytique déduit de X par extension des scalaires.
L’ensemble des K-points du k-espace analytique X est noté X(K).
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Soient X un k-espace analytique, Y un ensemble et f : |X| → Y une application quelconque. Pour
toute extension analytique K, on dit que l’application composée
f (K) : X(K) // |XK|
|$K | // |X| f // E
est l’application induite par f sur les K-points de X (où $K : XK → X est le morphisme d’extension
des scalaires). En outre, si K → K′ sont des extensions analytiques emboîtés de k, le diagramme d’en-
semble
X(K)

f (K)
// Y
X(K′)
f (K′)
// Y
est commutatif. Autrement dit, l’application f induit un morphisme de foncteurs f : X→ Y où X est le
foncteur des points de X et Y est le foncteur constant de valeur Y sur (ExtAn)/k .
Proposition 5.46. Soient X un k-espace analytique, Y un ensemble et E un système cofinal d’exten-
sions analytiques de k. On considère une collection d’applications { f (K) : X(K)→ Y : K ∈ E } telle que
pour toutes extensions analytiques emboîtés K→K′ le diagramme d’ensembles qui s’en déduit
X(K)

f (K)
//
(?)
Y
X(K′)
f (K′)
// Y
soit commutatif. Autrement dit, on se donne un morphisme de foncteurs f : X→ Y où X est le foncteur
des points de X restreint à E et Y est le foncteur constant de valeur Y sur E .
Il existe alors une unique application f : |X| → Y telle que pour toute extension analytique K ∈ E
l’application induite sur le K-points de X coïncide avec f (K).
Si k = C (muni d’une valeur absolue archimédienne) cet énoncé triviale : l’inclusion canonique
X(C)→ |X| est en fait une bijection. Si k = R cet énoncé affirme que pour se donner une fonction f :
|X|→ Y il faut et il suffit se donner une fonction f : X(C)→ Y invariante sous la conjugaison complexe.
Démonstration. Pour tout point x ∈ |X| il existe par cofinalité du système E une extension analytique
K ∈ E du corps résiduel complété κ̂(x). Soit xK le K-point du k-espace analytique X associé. On pose
alors :
f (x) := f (K)(xK).
On montre que cette définition ne dépend pas de l’extension K choisie. Soient K′ ∈ E une extension
analytique de k contenant le corps résiduel complété κ̂(x). Comme un système cofinal est filtrant (Re-
marque 5.44) il existe une extension analyique Ω ∈ E de k qui contient K et K′. Soit xK (resp. xK′ , resp.
xΩ) le K-point (resp. K′-point, resp. Ω-point) du k-espace analytique X associé. Par commutativité du
diagramme (?) on a alors :
f (K′)(xK′ )= f (Ω)(xΩ)= f (K)(xK),
ce qui montre que f (x) ne dépend pas de l’extension choisie. Par définition de f , l’application que f
induit sur les K-points coïncide avec f (K).
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6 Actions d’espaces analytiques en groupes
Dans ce numéro on introduit des notions liés à l’étude des espaces analytiques en groupes sur un
corps k complet pour une valeur absolue. Si k est corps des nombres complexes C, il s’agit des notions
usuelles. Une exposition de ces concepts est présente dans [Ber90, Chapitre 5].
6.1 Orbites, parties stables et saturées
6.1.1. Définitions. — Soit k un corps complet pour une valeur absolue | · |.
Définition 6.1. Soit G un k-espace analytique en groupes. Une partie H⊂ |G| de l’espace topologique
sous-jacent à G est dite un sous-groupe si elle stable sous les opérations de G. Plus précisément, on a :
– m
(
pr−11 (H)∩pr−12 (H)
)⊂H ;
– e ∈H ;
– inv(H)⊂H.
Proposition 6.2. Soit G un k-espace analytique en groupes. Une partie H⊂ |G| est un sous-groupe si
et seulement pour toute extension analytique K de k, H(K) est un sous-groupe de G(K).
Soit X un k-espace analytique muni de l’action d’un k-espace analytique un groupes G. Soient
σ : G×X −→X
le morphisme de k-espaces analytiques définissant l’action de G sur X et prG : G×X→G, prX : G×X −→
X les deux projections.
Soit H⊂ |G| un sous-groupe du k-espace analytique G.
Définition 6.3. Soit F⊂ |X| une partie de l’espace topologique sous-jacent au k-espace analytique X.
L’orbite de F (sous l’action de H) est la partie
H ·F :=σ
(
pr−1G (H)∩pr−1X (F)
)
⊂ |X|.
La partie F est dite H-stable (ou stable sous l’action de H) si H ·F= F. Si la partie F est un singleton
{x}, on désigne son orbite par G · x et on l’appelle l’orbite du point x.
6.1.2. Extension des scalaires. — Soit K une extension analytique de k. Soient
$X : XK :=X×k K −→X, $G : GK :=G×k K −→G
les morphismes d’extension des scalaires. Le morphisme σK : GK×XK → XK, déduit par extension des
scalaires, définit une action du K-espace analytique en groupes GK sur le K-espace analytique XK. Avec
les notations introduites, on le diagramme commutatif suivant :
GK×XK
σK //
$G×$X

XK
$X

G×X σ // X
On désigne par HK le sous-groupe $−1G (H) du K-espace analytique en groupes GK.
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Proposition 6.4. Soit F ⊂ |X| une partie de l’espace topologique sous-jacent au k-espace analytique
X. Alors,
i. HK ·$−1X (F)=$−1X (H ·F) ;
ii. la partie F est H-stable si et seulement si $−1X (F) est HK-stable ;
iii. H ·$X(F)=$X(HK ·F).
6.1.3. Compatbilité à l’analytification. — Soit X un k-schéma de type fini muni de l’action d’un k-
schéma en groupes G de type fini. Soient Xan (resp. Gan) le k-espace analytique obtenu par analytifi-
cation de X (resp. G) et
θX : X
an −→X, (resp. θG : Gan −→G)
le morphisme d’espaces localement annelés en k-algèbres induit par le foncteur d’analytification. Le
k-espace analytique en groupes Gan agit naturellement sur le k-espace analytique X.
Proposition 6.5. Soit x un point fermé du k-schéma X. Soit G · x ⊂ X l’orbite du point x sous l’action
du k-schéma en groupes G. Alors,
i. Gan · x = (G · x)an := θ−1X (G · x) ;
ii. l’orbite G · x est fermée si et seulement si l’orbite Gan · x est fermée ;
iii. l’adhérence de l’orbite de x, Gan · x, contient une orbite fermée.
6.2 Bon quotient topologique par une relation d’équivalence
6.2.1. Définitions et propriétés fondamentales. — Soit X un espace topologique et soit R une rela-
tion d’équivalence sur X. Si x est un point de x, la partieRx := {x ′ : x ′Rx} de X sera appelé l’orbite de
x parR.
Définition 6.6. Une partie F de X est diteR-stable (ou stable par la relation d’équivalenceR) si pour
tout x ∈ F son orbiteRx est contenue dans F.
Une partie F de X est diteR-saturée (ou saturée par la relation d’équivalenceR) si pour tout x ∈ F,
l’adhérence de son orbiteRx est contenue dans F.
Une partieR-saturée estR-stable ; si F est une partie ferméeR-stable alors elle estR-saturée.
Définition 6.7. Si Y est un espace topologique, on dit qu’une application continue f : X → Y est R-
invariante si f (x)= f (x ′) pour tout x, x ′ ∈X tel que xRx ′.
Définition 6.8. Un espace topologique X satisfait à l’axiom de séparation T1 (ou il est un espace topo-
logique T1) si tout point de X est fermé.
Proposition 6.9. Soit X un espace topologique T1 muni d’une relation d’équivalence R. Si Y est un
espace topologique T1 etpi : X→ Y est une application continue etR-invariante, on a les faits suivants :
i. pour tout x ∈X et x ′ ∈Rx, on a pi(x ′)=pi(x) ;
ii. si F est une partie de Y, alors pi−1(F) estR-saturée.
Définition 6.10. Soit X un espace topologique T1 muni d’une relation d’équivalence R. Un couple
(Y,pi) formé par un espace topologique Y qui satisfait l’axiom de séparation T1 et une application
continue pi et R-invariante pi : X → Y est un bon quotient de X par R s’il satisfait aux propriétés sui-
vantes :
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BQ1. pi est surjective etR-invariante ;
BQ2. si x, x ′ sont des points de X, alors pi(x)=pi(x ′) si seulement siRx∩Rx ′ 6= ; ;
BQ3. si F est une partie ferméeR-stable, son image pi(F) par pi est fermée dans Y.
Proposition 6.11. Soit X un espace topologique T1 muni d’une relation d’équivalenceR. Un bon quo-
tient (Y,pi) de X parR satisfait aux propriétés suivantes :
i. pour tout x ∈X il existe au plus une orbite fermée contenue dansRx ;
ii. si F,F′ sont des partiesR-saturées, pi(F)∩pi(F′) 6= ; si et seulement si F∩F′ 6= ; ;
iii. une partie V de Y est ouverte si seulement si pi−1(V) est ouverte dans X ;
iv. une partie ouverte U de X estR-saturée si et seulement si U = pi−1(pi(U)) ; en particulier, l’image
de U par pi est ouverte dans Y.
Démonstration. Soient y, y ′ ∈Rx des points d’orbite fermée. D’après la Proposition 6.9 on a pi(y) =
pi(y ′). Par la propriété BQ2 on a
Ry ∩Ry ′ =Ry ∩Ry ′ 6= ;,
ce qui entraineRy =Ry ′.
Pour (ii), soient F,F′ ⊂X des partiesR-saturées. Si F,F′ se rencontrent, leurs images se rencontrent
aussi. Si pi(F),pi(F)′ se recontrent il existe x ∈ F et x ′ ∈ F′ tels que pi(x)= pi(x ′) : par la propriété BQ2, on
a
Rx∩Rx ′ 6= ;.
Puisque F (resp. F′) est saturée par la relation d’équivalenceR, l’adhérence de l’orbiteRx (resp.Rx ′)
est contenue dans F (resp F′). En particulier,
; 6=Rx∩Rx ′ ⊂ F∩F′.
Pour (iii), si V ⊂ Y est une partie ouverte, son image réciproque est ouverte par continuité de pi.
On suppose que pi−1(V) soit une partie ouverte. D’après la Proposition 6.9 elle estR-saturée. La partie
complémentaire F = X−pi−1(U) est une partie fermée et R-stable. Par la propriété BQ3, son image
pi(F) est fermée dans Y. Puisque pi est surjective, on a V = Y−pi(F) et donc V est une partie ouverte.
Pour (iv), si U =pi−1(pi(U)), d’après la Proposition 6.9 la partie U estR-saturée. On suppose que U
soitR-saturée. Le complémentaire F=X−U est une partie ferméeR-stable, doncR-saturée. Puisque
pi est surjectif, on a
pi(U)∪pi(F)= Y
Comme U et F ne se rencontrent pas, par (ii) on a
pi(U)∩pi(F)=;.
On a donc U =pi−1(pi(U)), ce qui termine la preuve.
Corollaire 6.12. Soit X un espace topologique T1 muni d’une relation d’équivalenceR. Un bon quo-
tient (Y,pi) de X par R est le quotient catégorique de X par R dans la catégorie des espaces topolo-
giques T1, c’est-à-dire qu’il satisfait à la propriété universelle suivante :
pour tout couple (Y′,pi′) formé par un espace topologique Y′ qui satisfait à l’axiom de sé-
paration T1 et une application continue pi′ : X→ Y′ etR-invariante, il existe une unique
application continue θ : Y→ Y′ tel que pi′ = θ◦pi.
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Démonstration. Soit Y′ un espace topologique T1 et f : X→ Y′ une application continueR-invariante.
Il s’agit de définir une application continue θ : Y → Y′ telle que f = θ◦pi. Soient x ∈ X et y = pi(x) ∈ Y.
On pose :
θ(y) := f (x).
On vérifie que l’application θ est ainsi bien définie. Soit x ′ ∈ X est tel que pi(x ′)= pi(x). Par la propriété
BQ2 les adhérences de leurs orbites se rencontrent et la Proposition 6.9 entraîne f (x) = f (x ′). Ceci
implique, en particulier,
f = θ◦pi.
On démontre la continuité de θ. Soit V ⊂ Y′ une partie ouverte. Son image réciproque f −1(V) ⊂ X est
une partie ouverte et, par la Proposition 6.9,R-saturée. Puisque f = θ◦pi, on a
pi( f −1(V))= θ−1(V)
et conclut grâce à la Proposition 6.11 que la partie θ−1(V) est ouverte.
Corollaire 6.13. Soit X un espace topologique T1 muni d’une relation d’équivalence R. On suppose
que l’orbiteRx de tout point x ∈X soit fermée.
Le quotient X/R de X parR en tant qu’espace topologique est un bon quotient de X parR.
Démonstration. Le quotient X/R de X parR en tant qu’espace topologique est défini comme suit : si
pi : X→ X/R est la projection de X sur l’ensemble des classes d’équivalence deR, une partie V ⊂ X/R
est par définition ouverte si pi−1(V)⊂X est ouverte.
On va vérifier les propriétés dans la définition de bon quotient. En ce qui concerne la propriété
BQ1, l’application pi est évidemmentR-invariante et surjective.
Comme toutes les orbites sont fermées, la propriété BQ2 est équivalente à dire que si x, x ′ ∈X alors
pi(x), pi(x ′) coïncident si et seulement si leurs orbites coïncident.
Pour la propriété BQ3, si F⊂X est une partie ferméeR-stable, alors son complémentaire U =X−F
est une partie ouverte telle que U =pi−1(pi(U)). En particulier pi(F)= Y−pi(U) est fermé.
Proposition 6.14. Soit X un espace topologique T1 muni d’un relation d’équivalenceR. Soit F⊂X une
partie ferméeR-stable. Si (Y,pi) est un bon quotient de X parR, alors (pi(F),pi|F) est un bon quotient
de F parR.
Démonstration. On va vérifier les conditions dans la définition de bon quotient. La propriété BQ1 est
automatiquement satisfaite.
Pour la propriété BQ2 soient x, x ′ ∈ F : la partie F étant fermée etR-stable, elle estR-saturée. Les
adhérences de Rx, Rx ′ sont donc contenues dans F. En particulier, elles se rencontrent dans F si et
seulement si se rencontrent dans X.
Pour la propriété BQ3, si F′ est une partie fermée R-stable de F, elle est une partie fermée et R-
stable de X. Son image pi(F′) est fermée dans Y et donc dans pi(F).
6.2.2. Application aux quotients des schémas de type fini sur un corps. — Soient k un corps et X =
Spec A un k-schéma affine muni de l’action d’un k-schéma en groupes de type fini G. On désigne
par |X|0 le sous-espace topologique de |X| formé par les points fermés de X. Par définition, l’espace
topologique |X|0 satisfait à l’axiom de séparation T1.
On considère la relation d’équivalence suivante sur X : si x, y ∈X,
x RG y ⇐⇒G · x =G · y.
On suppose que le k-schéma en groupes G soit réductif. Soient Y = Spec AG le quotient de X par G
et pi : X→G le morphisme quotient. Le propriétés suivantes sont alors satisfaites :
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i. le morphisme pi : X→ Y est G-invariant et surjectif ;
ii. pour tous points fermés x, x ′ ∈X, on a :
pi(x)=pi(x ′) si et seulement si G · x∩G · x ′ 6= ;;
iii. si F⊂X est une partie fermée G-stable, l’image pi(F) est fermée dans Y.
Ceci entraîne que le sous-espace topologique |Y|0 de |Y| formé par les points fermés de Y est le bon
quotient topologique de |X|0 par la relation d’équivalenceR.
Proposition 6.15. Soient k un corps et X = Spec A un k-schéma affine muni de l’action d’un k-groupe
réductif G. Soit Z = Spec(A/I) ⊂ X un sous-schéma fermé G-stable. Le morphisme canonique de k-
schémas
ε : Z/G := Spec(A/I)G −→X/G := Spec AG
induit une immersion fermée des espaces topologiques sous-jacents.
Remarque 6.16. Si la caractéristique de k est nulle, le morphisme ε : Z/G → X/G est une immersion
fermée de k-schémas. En fait, l’existence et la fonctorialité de la projection sur les invariants (i.e. l’opé-
rateur de Reynolds) entraîne que la construction des invariants est un foncteur exact sur la catégorie
des représentations de G.
En caractéristique p > 0, on a seulement le fait suivant : si f ∈ (A/I)G il existe n ≥ 1 tel que f pn ap-
partient à AG/IG. En prenant un ensemble fini de générateurs de (A/I)G en tant que k-algèbre, on peut
trouver une puissance q de p qui convient pour tout élément de (A/I)G. L’homomorphisme composé
de k-algèbres
AG // (A/I)G
−q // (A/I)G
est alors surjectif et il induit une immersion fermée
Z/G
Fq
// Z/G
ε // X/G) ,
(où Fq : Z/G→ Z/G est le morphisme de k-schémas induit par −q : (A/I)G → (A/I)G). Puisque le mor-
phisme Fq induit un homéomorphisme sur les espaces topologiques sous-jacents, le morphisme ε
induit une immersion fermée des espaces topologiques sous-jacents.
Démonstration. En général, si S est un k-schéma et |S|0 le sous-espace topologique de |S| formé par
ses points fermés, une partie F ⊂ |X| est fermée (resp. ouverte) si et seulement si F ⊂ |S|0 est fermée
(resp. ouverte) dans |S|0.
Pour montrer que ε : Z/G → X/G induit une immersion fermée des espaces topologiques sous-
jacents, on peut se borner à démontrer qu’elle induit une immersion fermée au niveau des points
fermés
ε0 : |Z/G|0 −→ |X/G|0
(le 0 en indice désigne comme avant le sous-espace topologique formé par les points fermés). Puisque
|X/G|0 et |Z/G|0 sont les bons quotients topologiques respectivement de |X|0 et |Z|0 par la relationRG,
ceci est affirmé par la Proposition 6.14.
6.2.3. Bon quotient topologique pour l’action d’un espace analytique en groupes. — Soit k un corps
complet pour une valeur absolue. Soit X un k-espace analytique en groupes muni de l’action d’un k-
espace analytique en groupes G.
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Soit H ⊂ |G| un sous-groupe de G. On considère la relation d’équivalence sur X définie de la ma-
nière suivante : si x, y ∈X,
x RH y ⇐⇒H · x =H · y.
Si Y est un bon quotient de X par la relation d’équivalence RH, on dira simplement que X est le
bon quotient de X par H et on le désigne par X/H ou |X|/|H| pour souligner qu’il s’agit d’un quotient
au niveau topologique.
Si le sous-groupe H est compact, les orbites sous l’action de H sont fermés. En vertu du Corollaire
6.13, le bon quotient X/H coïncide avec le quotient catégorique par la relation d’équivalenceRH (dans
la catégorie des espaces topologiques).
En général, siR est une relation d’équivalence sur un espace localement compact telle que laR-
saturation (i.e. la plus petite par R-saturée contenant une partie donnée) d’une partie compacte est
compacte, alors le quotient catégorique X/R (dans la catégorie des espaces topologiques) est locale-
ment compact et la projection sur le quotient X/R est une application propre au sens topologiqiue.
Par conséquent, l’espace topologique |X| étant localement compact, l’espace topologique X/H l’est
aussi. Si l’espace topologique |X| est de plus séparé, il en est de même pour X/H.
7 Foncteurs représentables élémentaires
Dans cette section on discute la représentabilité de certains foncteurs élémentaires, comme le
fibré vectoriel associé à un faisceau deOX-modules, le fibré projectif, les grassmaniennes... On se place
d’abord dans la catégorie des schémas et ensuite dans la catégorie des espaces analytiques au sens
de la section 5. Dans le cadre de la géométrie algébrique on en profite pour fixer des conventions
(notamment celle de Grothendieck sur les fibrés vectoriels et projectifs, qui est adoptée dans ce texte)
et pour squisser comment la représentabilité de ces foncteurs s’étend en fait à la catégorie des espaces
localement annelés. Ceci n’est pas accompli pour un simple désir d’abstraction, mais pour faciliter la
comparaison entre les objets algébriques et analytiques construits.
Pour les schémas, ces questions sont traitées en détail dans [EGA 2, §4] et dans [SGA 3, Exposé I].
Pour les espaces analytiques, on suit [Gro61d].
7.1 Géométrie algébrique
Remarque 7.1. Soient X un espace localement annelé et A un anneau. L’application naturelle
Morlocan(X,Spec A)−→Hom(A,Γ(X,OX))
est une bijection. En effet, et de manière équivalente, il existe un morphisme d’espaces localement
annelés piX : X→ SpecΓ(X,OX) avec la propriété universelle suivante :
pour tout anneau A et pour tout morphisme d’espaces localement annelés f : X→ Spec A,
il existe un unique morphisme d’espaces localement annelés f ′ : SpecΓ(X,OX)→ Spec A
tel que f = f ′ ◦piX.
Le morphisme piX est défini de la manière suivante. Au niveau ensembliste, l’idéal premier piX(x) ∈
SpecΓ(X,OX) est le noyau de l’homomorpisme d’évaluation Γ(X,OX)→ κ(x). Si f ∈ Γ(X,OX), l’image in-
verse par piX de l’ouvert principal D( f )⊂ SpecΓ(X,OX) est la partie ouverte X f = {x ∈X : f (x) 6= 0}. Ceci
entraîne que l’application piX est continue et l’homomorphisme de restriction Γ(X,OX) → Γ(X f ,OX)
se factorise de manière unique à travers un homomorphisme Γ(X,OX) f → Γ(X f ,OX). Puisque les ou-
verts principaux de SpecΓ(X,OX) forment une base de sa topologie, on obtient un homomorphisme
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de faisceaux d’anneaux
pi
]
X :OSpecΓ(X,OX) −→piX∗OX.
Remarque 7.2. Soient A un anneau et X = Spec A son spectre. Soient M un A-module et F un faisceau
de OX-modules. L’application naturelle
HomOX-mod(M˜,F)−→HomA-mod(M,Γ(X,F))
est une bijection. En effet, et de manière équivalente, il existe un homomorphisme de OX-modules
εF : Γ(X,F)∼→ F avec la propriété universelle suivante :
pour tout A-module M et tout homomorphisme de OX-modules ϕ : M˜→ F, il existe un
unique homomorphisme de OX-modules ϕ′ : M˜→ Γ(X,F)∼ tel que ϕ= εF ◦ϕ′.
L’homomorphisme εF est défini de la manière suivante. Pour tout f ∈ A, l’homomorphisme de
restriction Γ(X,F) → Γ(D( f ),F) se factorise de manière unique à travers un homomorpisme de A f -
modules
Γ(D( f ),Γ(X,F)∼) := Γ(X,F)⊗A A f −→ Γ(D( f ),F).
Puisque les ouverts principaux de X forment une base de sa topologie, on obtient un homomorphisme
de faisceaux de OX-modules εF : Γ(X,F)∼→ F.
7.1.1. Spectre relatif. — Soit X un un schéma. Pour tout faisceau de OX-algèbres A, on considère le
foncteur
Spec
X
(A) :
{
X-espaces
localement annelés
}
//
{
ensembles
}
(Y, f )  // HomOY-alg( f
∗A,OY)
Proposition 7.3. Soit A un faisceau quasi-cohérent de OX-algèbres. Le foncteur SpecX(A) est repré-
sentable par un X-schéma SpecX(A).
Démonstration. La question étant locale sur X on peut le supposer affine. Dans ce cas, d’après les
Remarques 7.1 et 7.2, on a les bijections fonctorielles suivantes :
HomOY-alg( f
∗A,OY)=HomOX-alg(A, f∗OY)
=HomOX-alg(A,Γ(Y,OY)∼)
=HomΓ(X,OX)-alg(Γ(X, A),Γ(Y,OY))
=MorX-sch(SpecΓ(Y,OY),SpecΓ(X, A))
=MorX-locan(Y,SpecΓ(X, A)).
Le foncteur Spec
X
(A) est donc représenté par le X-schéma SpecΓ(X, A).
7.1.2. Fibrés vectoriels. — Soit X un schéma. Pour tout faisceau de OX-modules F, on considère le
foncteur :
V(F) :
{
X-espaces
localement annelés
}
//
{
groupes abéliens
}
(Y, f )  // HomOY-mod( f
∗F,OY)
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Proposition 7.4. Soient F un faisceau quasi-cohérent deOX-modules et SymOX F désigne laOX-algèbre
des puissances symétriques de F. Le foncteur V(F) est représenté par le X-schéma
V(F)= SpecX SymOX F.
Le X-schéma V(F) est appelé fibré vectoriel associé à F.
Proposition 7.5 (Compatibilité aux changements de base). Soient X′ un schéma et f : X′→X un mor-
phisme de schémas. Soit F un faisceau quasi-cohérent de OX-modules. Le morphisme naturel de X′-
schémas
V( f ∗F)−→V(F)×X X′
est un isomorphisme.
7.1.3. Schéma des morphismes linéaires. — Soit X un schéma. Pour tous faisceaux des OX-modules
E,F, on considère le foncteur
HomX(F,E) :
{
X-espaces
localement annelés
}
//
{
groupes abéliens
}
(Y, f )  // HomOY-mod( f
∗F, f ∗E)
Proposition 7.6. Soient E un faisceau de OX-modules localement libre de rang fini et F un faisceau
quasi-cohérent de OX-modules.
Le foncteur HomX(F,E) est représente par le X-schéma HomX(F,E) :=V(E∨⊗F).
Proposition 7.7. Soit E un faisceau de OX localement libre de rang r . Le foncteur en groupes
GL(E) :
{
X-espaces
localement annelés
}
//
{
groupes
}
(Y, f )  // AutOY-mod( f
∗E, f ∗E)
est représenté par un X-schéma en groupes GL(E).
7.1.4. Fibrés projectifs et grassmaniennes. — Soit X un schéma. Pour tout faisceau de OX-modules F
et tout nombre entier r ≥ 0, on considère le foncteur
Grassr (F) :
{
X-espaces
localement annelés
}
//
{
ensembles
}
(Y, f )  //
{
(E,ϕ)
∣∣∣ E localement libre de rang r ,
ϕ : f ∗F→ E epimorphisme
}/
∼
Proposition 7.8. Soit F un faisceau quasi-cohérent de OX-modules et r un nombre entier positif.
Le foncteur Grassr (F) est représentable par un X-schéma Grassr (F), dit grassmanienne d’indice r
de F.
Démonstration. La question étant locale sur X, on peut supposer que le faisceau quasi-cohérent F
est engendré par une famille de sections {si }i∈I. Pour tout X-espace localement annelé (Y, f ) et toute
partie H⊂ I à n éléments, on considère l’homomorphisme défini par les si avec i ∈H,
ϕH,Y :O
n
Y −→ f ∗F.
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Pour chacune de ces parties H de I, on définit une partie GrassH(F)(Y) de Grassr (F)(Y) par la condi-
tion suivante : GrassH(F)(Y) est formée des quotients E de f
∗F localement libres de rang n, tels que
l’homomorphisme composé
OnY
ϕH,Y
// f ∗F // E
soit surjectif, et donc un isomorphisme. La partie GrassH(F)(Y) s’identifie à l’ensemble des homomor-
phismes ψ : f ∗F→OnY tels que ψ◦ϕH,Y = id f ∗F. En d’autres termes, si on définit les applications
HomOY-mod( f
∗F,OnY ) // HomOY-mod(O
n
Y ,O
n
Y )
αH :ψ
 // ψ◦ϕH,Y
β :ψ  // id
la partie GrassH(F)(Y) s’identifie à l’égalisateur des applications αH,β. D’après la Proposition 7.6, le
foncteur GrassH(F) est représentable (dans ce cadre plus général) par l’égalisateur GrassH(F) des mor-
phismes de X-schémas
αH,β : Hom(F,O
n
X )−→Hom(OnX ,OnX )
induits par αH, β. Le reste de la preuve suit sans changements.
Proposition 7.9 (Compatibilité aux changements de base). Soient X′ un schéma et f : X′→X un mor-
phisme de schémas. Soient F un faisceau quasi-cohérent deOX-modules et r ≥ 0 un nombre entier. Le
morphisme naturel de X′-schémas
Grassr ( f
∗F)−→Grassr (F)×X X′
est un isomorphisme.
Proposition 7.10. Soient F,F′ des faisceaux quasi-cohérents de OX-modules. Le morphisme de Segre
σF,F′ : P(F)×X P(F′)−→P(F⊗F′)
est une immersion fermée.
Proposition 7.11. Soit F un faisceau quasi-cohérent de OX-modules et r ≥ 0 un nombre entier. Le
morphisme de Plücker
$F : Grassr (F)−→P
(∧r F)
est une immersion fermée.
7.2 Géométrie analytique
Soient k un corps complet pour une valeur absolue et X un k-espace analytique. Pour toute exten-
sion analytique K du corps k, on désigne par XK le K-espace analytique déduit de X par extension des
scalaires et par
$K : XK −→X
le morphisme d’extension des scalaires.
Définition 7.12. Un espace analytique sur X est un triplet (K,Y, f ) formé d’une extension analytique K
du corps k, d’un K-espace analytique Y et d’un morphisme f : Y→XK de K-espaces analytiques.
Soient (K,Y, f ) et (K′,Y′, f ′) des K-espaces analytiques. Un morphisme d’espaces analytiques sur X,
(ε, g ) : (K′,Y′, f ′)−→ (K,Y, f )
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est un couple formé d’une injection isométrique ε : K → K′ de k-algèbres de Banach et d’un mor-
phisme de K′-espaces analytiques g : Y′→ YK′ tel que le diagramme
Y′
g
//
f ′

YK′
f ′
K′

XK′ XK′
soit commutatif.
7.2.1. Fibrés vectoriels. — Soient X un k-espace analytique. Pour tout faisceau de OX-modules F, on
considère le foncteur :
V(F) :
{
espaces analytiques sur X
}
//
{
k-espaces vectoriels
}
(K,Y, f )  // HomOY-mod( f
∗$∗KF,OY)
Proposition 7.13. Soit F un faisceau de OX-modules de présentation finie. Le foncteur V(F) est repré-
sentable par un k-espace analytique sur X, V(F), dit fibré vectoriel associé à F.
Démonstration. En suivant [Gro61d, Proposition 1.1], on suppose d’abord que F soit le faisceau de
OX-modules OnX . Dans ce cas, on a les bijections fonctorielles en Y,
Hom(OnY ,OY)−→Hom(OY,OY)n −→ Γ(Y,OY)n .
Pour (K,Y) variable dans la catégorie des espaces analytiques sur k, le foncteur exprimé par le terme
à droite est représentable par l’espace Ank ; donc, pour (K,Y, f ) variable dans la catégorie des espaces
analytiques sur X, ce même foncteur est représentable par le k-espace analytique sur X,
AnX :=Ank ×X.
On revient au cas d’un faisceau quelconque de OX-modules de présentation finie F. La question étant
locale sur le k-espace analytique X, on peut supposer qu’il existe une suite extacte
OmX
ϕ
// OnX
ψ
// F
où m,n ≥ 0 sont des nombres entiers. Pour tout espace analytique sur X, (K,X, f ), on en déduit une
suite exacte
0 // HomOY-mod( f
∗$∗KF,OY) // HomOY-mod(O
n
Y ,OY)
// HomOY-mod(O
m
Y ,OY) .
Cela montre que le foncteur V(F) est représentable par le produit fibré
Ank ×Amk X //

X
e

Ank
f
// Amk
où f est le morphisme induit par l’homomorphisme ϕ et e est la section nulle.
48 Chapitre I. Généralités
Proposition 7.14 (Compatibilité aux changements de base). Soient (K,Y, f ) un espace analytique sur
X et F un faisceau de OX-modules de présentation finie. Le morphisme naturel de K-espaces analy-
tiques
V( f ∗$∗KF)−→V(F)K×XK Y
est un isomorphisme.
Corollaire 7.15 (Compatibilité à l’extension des scalaires). Soient K une extension analytique du corps
k et F un faisceau de OX-modules de présentation finie. Le morphisme naturel de K-espaces analy-
tiques
V($∗KF)−→V(F)K
est un isomorphisme.
Corollaire 7.16 (Compatibilité à la construction des fibres). Soient X un k-espace analytique et K une
extension analytique du corps k. Pour tout faisceau F de OX-modules de présentation finie, le mor-
phisme naturel de K-espaces analytiques
V(x∗F)→V(F)x
est un isomorphisme.
Proposition 7.17 (Compatibilité à l’analytification). Soient X un k-schéma localement de type fini et
F un faisceau cohérent de OX-modules. Le morphisme naturel de k-espaces analytiques
V(Fan)−→V(F)an.
est un isomorphisme.
7.2.2. Espace analytique des morphismes linéaires. — Soit X un k-espace analytique. Pour tous fais-
ceaux de OX-modules E,F, on considère le foncteur
HomX(F,E) :
{
espaces analytiques sur X
}
//
{
groupes abéliens
}
(K,Y, f )  // HomOY-mod( f
∗$∗KF, f
∗$∗KE)
Proposition 7.18. Soient E un faisceau de OX-modules localement libre de rang fini et F un faisceau
de OX-modules de présentation finie.
Le foncteur HomX(F,E) est représenté par le k-espace analytique V(E
∨⊗F).
Proposition 7.19. Soit E un faisceau de OX localement libre de rang r . Le foncteur en groupes
GL(E) :
{
espaces analytiques sur X
}
//
{
groupes
}
(K,Y, f )  // AutOY-mod( f
∗$∗KE, f
∗$∗KE)
est représenté par le k-espace analytique sur X en groupes GL(E).
7.2.3. Fibrés projectifs et grassmaniennes. — Soit X un k-espace analytique. Pour tout faisceau de
OX-modules F et tout nombre entier r ≥ 0, on considère le foncteur
Grassr (F) :
{
espaces analytiques sur X
}
//
{
ensembles
}
(K,Y, f )  //
{
(E,ϕ)
∣∣∣ E localement libre de rang r ,
ϕ : f ∗$∗KF→ E epimorphisme
}/
∼
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Proposition 7.20. Soit F un faisceau de OX-modules de présentation finie et r un nombre entier posi-
tif.
Le foncteur Grassr (F) est représentable par un k-espace analytique sur X, Grassr (F), dit grassma-
nienne d’indice r de F.
Démonstration. La question étant locale sur X, on peut supposer que le faisceau de OX-modules F est
engendré par une famille de sections {si }i∈I. Pour tout espace analytique sur X, (K,Y, f ), et toute partie
H⊂ I à n éléments, on considère l’homomorphisme défini par les si avec i ∈H,
ϕH,Y :O
n
Y −→ f ∗$∗KF.
Pour chacune de ces parties H de I, on définit une partie GrassH(F)(Y) de Grassr (F)(Y) par la condi-
tion suivante : GrassH(F)(Y) est formée des quotients E de f
∗F localement libres de rang r , tels que
l’homomorphisme composé
OnY
ϕH,Y
// f ∗F // E
soit surjectif, et donc un isomorphisme. La partie GrassH(F)(Y) s’identifie à l’ensemble des homomor-
phismes ψ : f ∗F→OnY tels que ψ◦ϕH,Y = id f ∗F. En d’autres termes, si on définit les applications
HomOY-mod( f
∗F,OnY ) // HomOY-mod(O
n
Y ,O
n
Y )
αH :ψ
 // ψ◦ϕH,Y
β :ψ  // id
la partie GrassH(F)(Y) s’identifie à l’égalisateur des applications αH,β. D’après la Proposition 7.6, le
foncteur GrassH(F) est représentable (dans ce cadre plus général) par l’égalisateur GrassH(F) des mor-
phismes de k-espaces analytiques sur X,
αH,β : Hom(F,O
n
X )−→Hom(OnX ,OnX )
induits par αH, β. Par des arguments standard de recollement, on se ramène à démontrer les deux faits
suivants :
– Soit (K,Y, f ) un espace analytique sur X. Étant donné un quotient localement libre de rang r de
f ∗$∗KF, l’ensemble des points y ∈ Y tel que l’homomorphisme κ̂(y)r → x∗F déduit de l’homo-
morphisme composé
OnY −→ f ∗$∗KF−→ E
soit surjectif, est ouvert, et égal à T seulement si le-dit composé lui-même est surjectif.
– Avec les notations précédentes, la réunion des UH est Y.
Le premier est une conséquence du lemme de Nakayama ; le deuxième est vrai car les sections {si }
engendrent f ∗$∗KF. Cela achève la preuve.
Proposition 7.21. Soient F,F′ des faisceaux de OX-modules de présentation finie. Le morphisme de
Segre
σF,F′ : P(F)×X P(F′)−→P(F⊗F′)
est une immersion fermée.
Proposition 7.22. Soient F un faisceau OX-modules de présentation finie et r un nombre entier posi-
tif. Le morphisme de Plücker
piF : Grassr (F)−→P
(∧r F)
est une immersion fermée.
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Proposition 7.23 (Compatibilité aux changements de base). Soit (K,X′, f ) un espace analytique sur X.
Soient F un faisceau deOX-modules de présentation finie et r un nombre entier positif. Le morphisme
naturel de K-espaces analytique sur X,
Grassr ( f
∗F)−→Grassr (F)×X X′,
est un isomorphisme.
8 Normes géométriques
Dans cette section on présente une notion de norme sur un espace vectoriel E de dimension finie
adaptée aux espaces analytiques. Si k est le corps de nombres complexes C on retrouve la notion de
norme sur E∨ ; si k est le corps de nombres réels on trouve la notion de norme sur E∨⊗R C invariante
sous l’action de Galois. Dans le cas non archimédien cette notion permet d’éviter des difficultés qui
apparaissent quand le corps n’est pas localement compact : l’étude est inspirée par [GI63] et [RTW11,
§1.2].
8.1 Normes géométriques sur les espaces vectoriels
8.1.1. Définition et propriétés fondamentales. — Soit k un corps complet pour une valeur absolue
| · |. Soit E un espace vectoriel sur k de dimension finie. Les lois de somme et de multiplication par les
scalaires définissent des morphismes de k-espaces analytiques
s : V(E)×V(E)−→V(E) (somme)
h : A1×V(E)−→V(E) (homothétie)
On désigne par t la cordonnée sur A1k .
Définition 8.1. Une norme géométrique sur E est une application p : |V(E)| → R+ satisfaisant aux
conditions suivantes :
i. homogénéité : le diagramme suivant
|A1×V(E)| m //

|V(E)|
p

|A1|× |V(E)|
|t |×p

R+×R+
µ
// R+
est commutatif (où µ désigne la multiplication de nombres réels) ;
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ii. sous-addivité ou inégalité triangulaire : si on considère le diagramme suivant,
|V(E)×V(E)| a //

|V(E)|
p

|V(E)|× |V(E)|
p×p

R+×R+ α // R+
où α désigne l’addition de nombres réels, alors on a
p ◦a ≤ α◦ (p×p);
iii. pour tout x ∈ |V(E)|, si p(x)= 0, alors x = 0.
On dit qu’une norme géométrique sur un k-espace vectoriel E est continue si elle l’est en tant que
fonctions su l’espace topologique |V(E)|.
Proposition 8.2. Soit E un k-espace vectoriel de dimension finie. Une application p : V(E) → R+ est
une norme géométrique si et seulement si pour toute extension analytique K de k, l’application com-
posée
‖ ·‖Homk (E,K) : Homk (E,K) // |V(E)K| // |V(E)|
p
// R+
est une norme sur le K-espace vectoriel Homk (E,K).
Corollaire 8.3. Soit E un k-espace vectoriel de dimension finie muni d’une norme géométrique p.
Pour toute extension analytique K de k, l’application composée
pK : |V(E)K| // |V(E)|
p
// R+
est une norme géométrique sur le K-espace vectoriel E⊗K, qu’on appellera la norme géométrique
déduite par extension des scalaires de k à K.
Exemple 8.4 (Normes géométriques `q ). Soient E un k-espace vectoriel de dimension finie n, t1, . . . , tn
une base de E et q ≥ 1 un nombre réel. En vertu de la Proposition 8.2 la fonction
p`q : V(E) // R+
x  // q
√|t1(x)|q +·· ·+ |tn(x)|q
est une norme géométrique continue sur le k-espace vectoriel E. Il en est de même pour la fonction
p`∞ : V(E) // R+
x  // max{|t1(x)|, . . . , |tn(x)|}.
Proposition 8.5. Soit E un k-espace vectoriel de dimension finie. Si p, q sont des normes géomé-
triques sur l’espace vectoriel E, il existe des nombres réels c,C> 0 tels que
cq ≤ p ≤Cq.
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Démonstration. On peut supposer que la norme géométrique q soit une norme géométrique `∞,
c’est-à-dire, de la forme
q =max{|t1|, . . . , |tn |}
où t1, . . . , tn est une base du k-espace vectoriel E. Soit e1, . . . ,en la base de E∨ duale à t1, . . . , tn , i.e., la
base formée par les éléments de la forme ei (t j )= δi j (où δi j est le delta de Kronecker). Soient x ∈V(E),
K une extension analytique de k qui contient son corps résiduel complété et xK le K-point du K-espace
analytique V(E)K qui s’en déduit. En tant qu’élément du K-espace vectoriel E∨⊗k K, le point xK s’écrit
sous la forme
x =
n∑
i=1
xi ei K
où ei K = ei ⊗1 ∈ E∨⊗k K et les xi sont des éléments de K. D’après l’inégalité triangulaire, on a :
p(x)= pK(xK)= pK
(
n∑
i=1
xi ei
)
≤
n∑
i=1
|xi |K pK(ei K)=
n∑
i=1
|xi |K p(ei )
≤
(
n∑
i=1
p(ei )
)
max
i=1,...,n
{|xi |K}=
(
n∑
i=1
p(ei )
)
q(x).
On peut ainsi prendre C=∑ni=1 p(ei ).
En suite, on suppose par l’absurde qu’il n’existe pas de nombre réel c > 0 tel que p ≥ cq . Il existe
alors une suite de points non nuls {xi : i ≥ 1} de V(E) telle que pour tout nombre entier i ≥ 1 on ait
p(xi )< 1
i
q(xi ). (8.1.1)
On peut construire par induction sur i une suite d’extensions analytiques emboîtées {Ki }, i.e. munies
de plongements isométriques Ki →Ki+1, telle que Ki contient les corps résiduels des points x1, . . . , xi .
Le corps
lim−−→
i≥1
Ki
est naturellement muni d’une valeur absolue faisant des inclusions des Ki des isométries. La complé-
tion K par rapport à cette valeur absolue est une extension analytique de k contenant tous les corps
résiduels des points xi . Pour tout i ≥ 1, on note xi K le K-point du K-espace analytique V(E)K corres-
pondant.
On considère les normes sur le K-espace vectoriel de dimension finie E∨⊗k K,
p(K), q(K) : E∨⊗k K =Homk (E,K)−→V(E)−→R+.
Puisque E∨ ⊗k K est un K-espace vectoriel de dimension finie sur le corps complet K, il existe un
nombre réel c(K)> 0 tel que p(K)≥ c(K)q(K). En particulier, pour tout nombre entier i ≥ 1 on a
p(xi )= p(K)(xi K)≥ c(K)q(xi K)= c(K)q(xi ),
ce qui contredit (8.1.1).
Corollaire 8.6. Soit E un k-espace vectoriel de dimension finie muni d’une norme géométrique conti-
nue p. Pour tout nombre réel r ≥ 0, l’adhérence de la partie
{x ∈V(E) : p(x)≤ r }
est compacte dans V(E).
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8.1.2. Norme associée à une norme géométrique. — Soit E un k-espace vectoriel de dimension finie
muni d’une norme géométrique p : |V(E)| → R+. Pour tout t ∈ E, en vertu de la Proposition 8.5 la
fonction |t |/p est borné supérieurement et inférieurement par des nombres réels. On pose alors
‖t‖p := sup
0 6=x∈V(E)
|t (x)|
p(x)
.
L’application ainsi définie est une norme sur le k-espace vectoriel E et on l’appelle la norme associée
à la norme géométrique p. Si la norme géométrique p est claire dans le contexte, on désigne la norme
‖ ·‖p simplement par ‖ ·‖.
8.1.3. Quotients. — Soit E un k-espace vectoriel de dimension finie muni d’une norme géométrique
p. Soit pi : E → F un homomorphisme surjectif de k-espaces vectoriels. L’homomorphisme pi induit
une immersion fermée
ε : V(F)−→V(E).
Définition 8.7. La norme géométrique quotient sur F déduite de p et pi est l’application composée
V(F)
ε // V(E)
p
// R+ .
8.1.4. Sous-espaces. — Soit E un k-espace vectoriel de dimension finie muni d’une norme géomé-
trique p. Soit F un sous-espace vectoriel de E. L’inclusion ε de F dans E induit un morphisme surjectif
de k-espaces analytiques
pi : V(E)−→V(F).
Proposition 8.8. Avec les notations introduites avant, l’application
p|F :=pi↓p : V(F) // R+
y  // inf
pi(x)=y
p(x)
est une norme géométrique sur le k-espace vectoriel F, dite la restriction de la norme géométrique p
au sous-espace F. Si de plus p est continue, alors p|F l’est aussi.
L’opération de soustraction de E induit un morphisme de k-espaces analytiques
s : V(E)×V(E)−→V(E).
Définition 8.9. Soient pr1,pr2 : V(E)×V(E) → V(E) les deux projections. Pour toutes parties X1,X2 ⊂
V(E) on pose
dp (X1,X2) := inf
{
p(s(x)) : pri (x) ∈Xi pour i = 1,2
}
.
Proposition 8.10. Soient E un k-espace vectoriel muni d’une norme géométrique continue et F ⊂ E
un sous-k-espace vectoriel.
Si p|F désigne la restriction de la norme géométrique p au sous-espace F, pour tout point y ∈V(F)an
on a
p|F(y)= dp
(
pi−1(y),V(E/F)an
)
.
Démonstration. Pour prouver l’égalité
p|F(y)= dp
(
pi−1(y),V(E/F)an
)
,
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il suffit de montrer qu’on a
s
(
pr−11 pi
−1(y)∩pr−12 V(E/F)
)=pi−1(y).
En effet, si cela est vrai, les nombres réels p|F(y) et dp
(
pi−1(y),V(E/F)an
)
sont le minimum de la fonc-
tion p sur la même partie de E. On remarque d’abord que, comme V(E/F) contient le point 0, il suffit
de montrer l’inclusion
s
(
pr−11 pi
−1(y)∩pr−12 V(E/F)
)⊂pi−1(y).
Quitte à prendre une extension analytique de k qui contient le corps résiduel de y , on peut supposer
que y soit un k-point. Dans ce cas on a
pr−11 pi
−1(y)∩pr−12 V(E/F)=pi−1(y)×k V(E/F).
Pour toute extension analytique K de k, pour K-point x de pi−1(y) et pour tout K-point v de V(E/F) on
a alors
pi(x− v)=pi(x)−pi(v)=pi(x)= y.
Cela termine la preuve.
8.1.5. Norme géométrique d’opérateur. — Soient E,F des k-espaces vectoriels de dimension finie
muni respectivement de normes géométriques pE, pF.
On munit le k-espace vectoriel Hom(F,E) d’une norme géométrique popHom(E,F) comme suit. Soient
ϕ ∈Hom(E,F)=V(Hom(F,E))
et K une extension analytique de k qui contient le corps résiduel complété de ϕ. Soient ϕK : EK → FK
l’homomorphisme de K-espaces vectoriels associé et ϕ∨K : V(FK)→ V(EK) le morphisme de K-espaces
analytiques qui lui correspond.
En vertu de la Proposition 8.5 la fonction sur V(FK)− {0},
x 7→ pE,K(ϕ
∨(x))
pF,K(x)
est bornée et on pose
popHom(E,F)(K)(ϕ) := sup
0 6=x∈V(FK)
pE,K(ϕ∨(x))
pF,K(x)
.
Il découle de la surjectivité du morphisme d’extension des scalaires que si K′ est une extension analy-
tique de K on a
popHom(E,F)(K
′)(ϕ)= popHom(E,F)(K)(ϕ).
En vertu de la Proposition 5.46 cela définit donc une fonction popHom(E,F) sur V(Hom(E,F)) et en vertu
de la Proposition 8.2 la fonction popHom(E,F) est une norme géométrique.
8.2 Normes géométriques hermitiennes
8.2.1. Définition et propriétés. — Soit k un corps complet pour une valeur absolue archimédienne
| · |. Soit E un espace vectoriel sur k de dimension finie. Les lois de somme et de multiplication par les
scalaires définissent des morphismes de k-espaces analytiques
s : V(E)×V(E)−→V(E) (somme)
h : A1×V(E)−→V(E) (homothétie)
On désigne par α : R+×R+→R+ l’addition de nombres réels positifs.
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Définition 8.11. Une norme géométrique p : |V(E)| → R+ sur le k-espace vectoriel E est dite hermi-
tienne si elle satisfait la loi du parallélogramme
2α◦ (p×p)= α◦ (a× s),
i.e. le diagramme suivant
|V(E)×V(E)|

a×s // |V(E)×V(E)|

|V(E)|× |V(E)|
p×p

|V(E)|× |V(E)|
p×p

R+×R+
2α

R+×R+
α

R+ R+
est commutatif.
Si k = C, se donner une norme géométrique hermitienne sur E revient à se donner une norme
hermitienne sur E∨ (et, donc, une forme sesquilinéaire hE∨ sur E∨).
Si k = R, se donner une norme géométrique hermitienne sur E revient à se donner une norme
hermitienne sur le C-espace vectoriel E∨⊗C invariante sous l’action de Galois (et, donc, une forme
sesquilinéairehE∨,C sur E
∨⊗C compatible à la conjugaison complexe). Puisque la forme sesquilinéaire
hE∨,C est entièrement détérminée par sa restriction à E
∨, se donner une norme géométrique hermi-
tienne sur E revient à se donner une norme euclidienne sur E∨.
Proposition 8.12 (Orthonormalisation). Soient E un k-espace vectoriel de dimension finie muni d’une
norme géométrique hermitienne p.
Il existe une base t1, . . . , tn du k-espace vectoriel E telle que
p(x)=
√
|t1(x)|2+·· ·+ |tn(x)|2
pour tout x ∈V(E).
8.2.2. Somme directe. — Soient E,F des k-espaces vectoriels de dimension finie muni respectivement
de normes géométriques hermitiennes pE, pF. Soient
prE : V(E⊕F)−→V(E)
prF : V(E⊕F)−→V(F)
les deux projections canoniques.
Proposition 8.13. L’application pE⊕F : V(E⊕F)→R+, définie par
pE⊕F(x) :=
√
pE(prE(x))
2+pF(prF(x))2
est une norme géométrique hermitienne sur E⊕F dite somme directe des normes géométriques hermi-
tienne pE, pF.
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8.2.3. Produit tensoriel. — Soient E,F des k-espaces vectoriels de dimension finie muni respective-
ment de normes géométriques hermitiennes pE, pF. Soient hE∨,C, hF∨,C les formes sesquilinéaires sur
E∨⊗C, F∨⊗C associées.
Proposition 8.14. Il existe une (unique) forme sesquilinéaire h(E⊗F)∨,C sur le C-espace vectoriel (E⊗
F)∨⊗C telle que, pour tous v, v ′ ∈ E∨⊗C et tous w, w ′ ∈ F∨⊗C, on a :
h(E⊗F)∨,C(v ⊗w, v ′⊗w ′) :=hE∨,C(v, v ′)hF∨,C(w, w ′).
De plus, si k =R, cette forme sesquilinéaire est compatible à la conjugaison complexe.
La norme géométrique hermitienne pE⊗F associée à la forme sesquilinéaire h(E⊗F)∨,C est dite pro-
duit tensoriel des normes géométriques hermitiennes pE, pF.
8.2.4. Produit symétrique. — Soit E un k-espace vectoriel de dimension finie muni d’une norme
géométrique hermitienne pE. Pour tout nombre entier r ≥ 0, on munit le k-espace vectoriel Symr E de
la norme géométrique pSymr E induite par l’homomorphisme surjectif
E⊗r −→ Symr E.
Proposition 8.15 (Sous-multiplicativité). Soient r, s ≥ 0 des nombres entiers. Pour tous f ∈ Symr E,
g ∈ Syms E on a :
‖ f g‖Symr+s E ≤ ‖ f ‖Symr E · ‖g‖Syms E.
Proposition 8.16. Soit e1, . . . ,en ∈ E une base orthonormale de E. Pour tout n-uplet ` = (`1, . . . ,`n) de
nombres entiers positifs tels que `1+·· ·+`n = r , on a :
‖e`11 · · ·e`nn ‖Symr E =
(
r
`1, . . . ,`n
)−1/2
:=
(
r !
`1! · · ·`n !
)−1/2
8.2.5. Produit extérieur. — Soient E un k-espace vectoriel de dimension finie muni d’une norme
géométrique hermitienne pE et hE∨,C la forme sésquilineaire sur E
∨⊗C associée. Soit r ∈ [1,dimE] un
nombre entier.
Pour tous v1∧·· ·∧ vr , w1∧·· ·∧wr ∈∧r E∨⊗C on pose :
h∧r E∨,C(v1∧·· ·∧ vr , w1∧·· ·∧wr )= det(hE∨,C(vi , w j ) : i , j = 1, . . . ,n).
On définit ainsi une forme sesquilinéaire h∧r E∨,C sur
∧r E∨⊗C. De plus, si k = R, elle est compatible
à la conjugaison complexe. La norme géométrique hermitienne correspondante p∧r E sera appelée
puissance extérieure r -ème de la norme géométrique hermitienne pE.
Proposition 8.17. Soit pE la norme géométrique quotient sur le k-espace vectoriel
∧r E induite par
l’homomorphisme surjectif canonique
E⊗r −→∧r E.
Alors,
‖ ·‖p∧r E =
p
r‖ ·‖pE .
Proposition 8.18 (Inégalité de Hadamard). Si v1, . . . , vr ∈ E sont des vecteurs linéairement indépen-
dants, on a :
‖v1∧·· ·∧ vn‖∧r E ≤ ‖v1‖E · · ·‖vn‖E.
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8.3 Normes géométriques non archimédiennes
8.3.1. Définition et propriétés. — Soit k un corps complet pour une valeur absolue archimédienne
| · |. Soit E un espace vectoriel sur k de dimension finie. La loi de somme définit un morphisme de
k-espaces analytiques
s : V(E)×V(E)−→V(E).
Définition 8.19. Une norme géométrique p : |V(E)|→R+ sur le k-espace vectoriel E est dite non archi-
médienne si elle est continue et satisfait à l’inégalité triangulaire non archimédienne, i.e. si on consi-
dère le diagramme suivant,
|V(E)×V(E)| s //

|V(E)|
p

|V(E)|× |V(E)|
p×p

R+×R+ max // R+
où max désigne le maximum d’un couple de nombres réels, alors on a
p ◦ s ≤max◦(p×p).
Exemple 8.20 (Norme provenante d’un modèle entier). Soient k◦ l’anneau des entiers de k, E un k◦-
module libre de rang fini et E :=E⊗k◦ k. La fonction
pE : V(E) // R+
x  // max
t∈E
|t (x)|
est alors une norme géométrique continue non archimédienne sur le k-espace vectoriel E. On dira
que pE est la norme géométrique provenant du modèle entier E. Comme l’affirme le Théorème sui-
vant, quitte à étendre les scalaires, toutes les normes géométriques non archimédiennes sont de cette
forme.
Théorème 8.21. Soit E un k-espace vectoriel de dimension finie muni d’une norme géométrique non
archimédienne p.
Il existe une extension analytique K de k et un sous-K◦-module E ⊂ E⊗k K libre de rang fini tels
que
i. l’homomorphisme naturel E⊗K◦ K→ E⊗k K est un isomorphisme ;
ii. l’application composée
pK : |V(E)K| // |V(E)|
p
// R+
est la norme géométrique associée au modèle entier E.
La preuve qui suit est une adaptation de celle de la Proposition 1.1 de [GI63].
Démonstration. On prouve l’énoncé par récurrence sur la dimension n du k-espace vectoriel E. On
suppose d’abord n = 1 et on considère un élément non nul t ∈ E. Les applications |t | et p sont homo-
gènes et leur rapport |t |/p sur V(E)− {0} est identiquement égal à un nombre réel ρ> 0. Soient K une
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extension analytique de k telle que ρ appartienne au groupe des valeur |K×| et λ ∈ K un élément de
valeur absolue ρ. Le sous-K◦-module E de E⊗k K engendré par t/λ convient.
On suppose ensuite n ≥ 2 et que l’énoncé soit vrai en dimension n−1. Soit t ∈ E un élément non
nul. Si on considère la suite exacte courte
0 // k
t // E // F= E/(k · t ) // 0 ,
la restriction pF de la norme géométrique p à V(F) par l’immersion fermée V(F) → V(E) définit une
norme géométrique continue et non archimédienne sur l’espace vectoriel F. Par hypothèse de récur-
rence il existe une extension analytique K de k et une base t1, . . . , tn−1 du K-espace vectoriel FK := F⊗k K
telle que pour tout élément w de V(FK) on ait
pF,K(w)=max{r1|t1(w)|, . . . ,rn−1|tn−1(w)|}.
Les applications |t | et pK sont continues sur l’espace topologique |V(E)K|. De plus, comme les ap-
plications |t |, pK sont homogènes, leur rapport |t |/pK descend en une fonction continue sur l’espace
projectif P(E)K. Ce dernier étant compact, l’application |t |/p atteint un maximum global strictement
positif dans un point x ∈P(E)K.
Quitte à étendre K on supposer que le point x soit défini sur K. Soit vn un K-point non nul du K-
espace analytique V(E), i.e. un élément non nul vn ∈ EK := E∨⊗k K, représentant le point x. Quitte à
étendre encore K on peut supposer que le nombre réel
|t (vn)|
pK(vn)
appartient au groupes des valeurs de K, c’est-à-dire qu’il existe λ ∈ K tel que |λ|pK(vn) = |t (vn)|. On
pose :
un := tn/λ.
Soit v1, . . . , vn−1 la base du K-espace vectoriel F∨K duale à la base t1, . . . , tn−1 du K-espace vectoriel
FK. Si on identifie v1, . . . , vn−1 avec leurs images dans E∨K , les éléments v1, . . . , vn forment une base du
K-espace vectoriel E∨K . Pour tout i = 1, . . . ,n−1, soit ui l’élément du K-espace vectoriel EK décrit par
les conditions
ui (vα)= δiα (α= 1, . . . ,n),
où δiα désigne le delta de Kronecker. Les éléments u1, . . . ,un forment alors une base du K-espace
vectoriel EK. Pour tout i = 1, . . . ,n l’image de ui dans FK coïncide avec ti . On va montrer que le sous-
K◦-module libre E⊂ EK engendré par les ui convient.
Soit L une extension analytique de K et w un L-point du K-espace analytique V(EK). Le point w
s’écrit en tant qu’élément du L-espace vectoriel E∨L := E∨⊗k L sous la forme
w = un(w) vn
un(vn)
+w ′.
Par définition un(w ′) = 0, c’est-à-dire, le L-point w ′ appartient au sous-K-espace analytique V(FK).
Par hypothèse de récurrence, on a alors
pK(w
′)=max{|u1(w)|, . . . , |un−1(w)|} . (8.3.1)
Puisque la norme géométrique pK est non archimédienne, on a
pK(w)≤max
{
|un(w)| pK(vn)|un(vn)|
, pK(w
′)
}
=max{|un(w)|, pK(w)} , (8.3.2)
8. Normes géométriques 59
car par définition de un on a pK(vn)= |un(vn)|. D’autre part, la fonction |t |/pK sur V(E)K − {0} atteint
son maximum en le point vn . Par conséquent,
pK(w)≥ |un(w)|. (8.3.3)
En vertu de (8.3.1), (8.3.2) et (8.3.2) on a l’égalité
pK(w)=max{|un(w)|, pK(w ′)}
=max{|un(w)|, |u1(w)|, . . . , |un−1(w)|},
ce qui termine la preuve.
8.3.2. Sommes directes. — Soient E,F des k-espaces vectoriels de dimension finie muni respective-
ment de normes géométriques non archimédiennes pE, pF. Soient
prE : V(E⊕F)−→V(E)
prF : V(E⊕F)−→V(F)
les deux projections canoniques.
Proposition 8.22. L’application pE⊕F : V(E⊕F)→R+, définie par
pE⊕F(x) :=max{pE(prE(x)), pF(prF(x))}
est une norme géométrique non archimédienne sur E⊕F dite somme directe des normes géométriques
non archimédiennes pE, pF.
Si les normes géométriques pE, pF proviennent respectivement des modèles entiersE,F, la norme
géométrique pE⊕F provient du modèle entier E⊕F.
8.3.3. Homomorphismes. — Soient E,F des k-espaces vectoriels de dimension finie muni respec-
tivement de normes géométriques non archimédiennes pE, pF. La norme géométrique d’opérateur
popHom(E,F) introduite au paragraphe 8.1.5 est alors une norme géométrique non archimédienne et on
la note simplement pHom(E,F).
Pour vérifier que c’est une norme géométrique non archimédienne, on peut le faire sur une ex-
tension analytique de K de k car la définition la norme géométrique d’opérateur est compatible à
l’extension des scalaires. En vertu du Théorème 8.21 il existe une extension analytique K de k et des
sous-K◦-modules libres E ⊂ E, F ⊂ F de fibre générique respectivement E et F et tels que les normes
géométriques pE,K, pF,K proviennent des modèles entiers E, F. La norme géométrique p
op
Hom(E,F),K est
alors la norme géométrique associée au K◦-module HomK◦ (E,F) et elle est donc non archimédienne.
En particulier, si les normes géométriques pE, pF proviennent respectivement des modèles entiers
E,F, la norme géométrique pHom(E,F) provient du modèle entier Homk◦ (E,F).
8.3.4. Produit tensoriel. — Soient E,F des k-espaces vectoriels de dimension finie munis respecti-
vement de normes géométriques non archimédiennes pE, pF. On va définir une norme géométrique
non archimédienne sur le k-espace vectoriel E⊗k F.
Soient β ∈V(E⊗k F), K une extension analytique de k contenant le corps résiduel complété de β et
βK le K-point du K-espace analytique V(E⊗F)K associé. Le K-point βK correspond à une application
K-bilinéaire
βK : EK⊕FK −→K,
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qui à son tour induit un morphisme de K-espaces analytiques V(E∨)K ×K V(F∨)K → A1K qu’on désigne
encore par βK. Soient
prE∨ : V(E
∨)K×K V(F∨)K −→V(E∨)K,
prF∨ : V(E
∨)K×K V(F∨)K −→V(F∨)K,
les deux projections. Avec ces notations on pose
pE⊗F(K)(β) := sup
{ |βK(x)|
pE∨,K(prE∨ (x)) ·pF∨,K(prF(x))
: x ∈V(E∨)K×K V(F∨)K tel que prE∨ (x),prF∨ (x) 6= 0
}
Il découle de la surjectivité du morphisme d’extension des scalaires que si K′ est une extension analy-
tique de K on a
pE⊗F(K′)(β)= pE⊗F(K)(β).
En vertu de la Proposition 5.46 cela définit donc une fonction pE⊗F sur V(E⊗k F) et en vertu de la
Proposition 8.2 la fonction pE⊗F est une norme géométrique.
De plus, si les normes géométriques pE, pF proviennent respectivement de modèles entiers E,F,
alors la norme géométrique pE⊗F coïncide avec la norme géométrique provenant du modèle entier
E⊗k◦ F. À l’aide du Théorème 8.21 ceci montre que, en revenant à des normes géométriques non
archimédiennes quelconques pE et pF, alors la norme géométrique pE⊗F est non archimédienne.
8.3.5. Produit symétrique. — Soit E un k-espace vectoriel de dimension finie muni d’une norme
géométrique hermitienne pE. Pour tout nombre entier r ≥ 0, on munit le k-espace vectoriel Symr E de
la norme géométrique pSymr E induite par l’homomorphisme surjectif
E⊗r −→ Symr E.
Proposition 8.23 (Sous-multiplicativité). Soient r, s ≥ 0 des nombres entiers. Pour tous f ∈ Symr E∨,
g ∈ Syms E∨ on a :
‖ f g‖Symr+s E ≤ ‖ f ‖Symr E · ‖g‖Syms E.
Si la normes géométrique pE provient d’un modèle entier E, la norme géométrique pSymr E pro-
vient du modèle entier Symr E.
8.3.6. Produit extérieur. — Soit E un k-espace vectoriel de dimension finie muni d’une norme géo-
métrique hermitienne pE. Pour tout nombre entier r ∈ [1,dimE], on munit le k-espace vectoriel ∧r E
de la norme géométrique p∧r E induite par l’homomorphisme surjectif canonique
E⊗r −→∧r E.
Proposition 8.24 (Inégalité de Hadamard). Pour tous v1, . . . , vr ∈ E, on a :
‖v1∧·· ·∧ vn‖∧r E ≤ ‖v1‖E · · ·‖vn‖E.
Si la norme géométrique pE provient d’un modèle entier E, la norme géométrique p∧r E provient
du modèle entier
∧r E.
8.3.7. Compatibilités. — Toutes les compatibilités valables pour les constructions tensorielles sur
les k◦-modules plats et de type fini (c’est-à-dire libres de rang fini) sont aussi valables pour les k-
espaces vectoriels de dimension finie munis d’une norme géométrique non archimédienne. En guise
8. Normes géométriques 61
d’exemple, pour i = 1,2,3, on considère un k-espace vectoriel de dimension finie Ei muni d’une
norme géométrique non archimédienne pEi . Alors, l’isomorphisme canonique
(E1⊗k E2)⊗k E3 −→ E1⊗k (E2⊗k E3)
est isométrique. Autrement dit, en sous-entendant l’isomorphisme ci-dessus, on a l’égalité
p(E1⊗k E2)⊗k E3 = pE1⊗k (E2⊗k E3). (8.3.4)
En effet, la construction de la norme géométrique du produit tensoriel est compatible à l’extension
des scalaires. En vertu du Théorème 8.21 on peut donc supposer que pour tout i = 1,2,3 la norme
géométrique pEi provient d’un modèle entier Ei . L’égalité (8.3.4) provient alors de l’isomorphisme
canonique de k◦-modules
(E1⊗k◦ E2)⊗k◦ E3 −→E1⊗k◦ (E2⊗k◦ E3).
8.4 Invariance par sous-groupes compacts
8.4.1. Définitions. — Soit k un corps complet pour une valeur absolue | · |. Soit X un k-espace analy-
tique muni d’une l’action d’un k-groupe analytique G. Soient σ,prX : G×X→X respectivment le mor-
phisme de k-espaces analytiques définissant l’action de G et la projection sur X, et soit prG : G×X→G
la projection sur G.
Définition 8.25. Soit F ⊂ |G| une partie et Y un ensemble. On dit qu’une fonction u : |X| → Y est F-
invariante (ou invariante sous l’action de F) si les applications composées σ∗u,pr∗X u : |G×X| → Y
coïncident sur pr−1G (F),
σ∗u
∣∣
pr−1G (F)
= pr∗X u
∣∣
pr−1G (F)
.
Si F= {g } est un singleton on dira que u est g -invariante au lieu de {g }-invariante.
Pour toute partie F⊂ |G|, au niveau ensembliste la partie pr−1G (F) est la réunion disjointe des parties
pr−1G (g ) avec g ∈ F. En particulier, une fonction u : |X| → Y est F-invariante si et seulement elle est g -
invariante pour tout g ∈ F.
Définition 8.26. Soient Y un ensemble et u : |X| → Y une application. Le stabilisateur de u dans G est
la partie
StabG(u) := {g ∈G : u est g -invariante}⊂ |G|.
Soient g ∈ G, K une extension de son corps résiduel complété κ̂(g ) et gK le K-point du K-espace
analytique GK associé. SiσgK : XK →XK désigne l’isomorphisme induit par l’action de gK, alors le point
g appartient à StabG(u) si et seulement si
$∗Ku =σ∗gK$∗Ku,
où $K : XK →X est le morphisme d’extension des scalaires.
Proposition 8.27. Soient X un k-espace analytique muni d’une l’action d’un k-groupe analytique G.
Soient Y un ensemble et u : |X|→ Y une application. Les propriétés suivantes sont satisfaites :
i. la partie StabG(u)⊂ |G| est un sous-groupe ;
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ii. compatibilité aux extension des scalaires : si K est une extension analytique de k, le K-groupe ana-
lytique GK agit naturellement sur le K-espace analytique XK et on a
StabG,K($
∗
X,Ku)=$−1G,K StabG(u)
où $G,K : GK →G et $X,K : XK →X sont les morphismes d’extension des scalaires.
Définition 8.28. Soit E un k-espace vectoriel de dimension finie muni d’une norme géométrique p.
Si la valeur absolue de k est archimédienne (resp. non archimédienne) on suppose que la norme géo-
métrique p soit hermitienne (resp. non archimédienne).
Le k-groupe analytique GL(E) agit naturellement sur E. Le sous-groupe StabGL(E)(p) de |GL(E)| est
appelé le sous-groupe unitaire par rapport à p et noté U(p).
Proposition 8.29. Soit E un k-espace vectoriel de dimension finie muni d’une norme géométrique
p. Si la valeur absolue de k est archimédienne (resp. non archimédienne) on suppose que la norme
géométrique p soit hermitienne (resp. non archimédienne). Alors, les propriétés suivantes sont satis-
faites :
i. compatibilité aux extensions des scalaires : si K est une extension analytique de k et pK la norme
géométrique sur le K-espace vectoriel E: = E⊗k K déduite par extension des scalaires, on a
U(pK)=$−1K U(p),
où $K : GL(E)K →GL(E) est le morphisme d’extension des scalaires ;
ii. si la valeur absolue de k est non archimédienne et la norme géométrique p provient d’un sous-
k◦-moduleE⊂ E tel queE⊗k◦ k = E, alors le groupe unitaire U(p) est le k-groupe affinoïde associé
au k◦-schéma en groupes GL(E) ;
iii. le sous-groupe unitaire U(p)⊂ |GL(E)| est compact.
Démonstration. Le point (i) est un cas particulier de la compatibilité aux extension des scalaires du
stabilisateur (Proposition 8.27).
Pour (ii), soient g un point de GL(E), K = κ̂(x) son corps résiduel complété et gK : E⊗k K → E⊗k K
l’isomorphisme de K-espaces vectoriels associé. Le K◦-moduleEk◦⊗K◦ s’identifie au sous-K◦-module
de E⊗k K formé par les éléments t tels que
|t (x)| ≤ 1 pour tout x ∈V(E⊗k K) tel que pK(x)≤ 1
(où pK est la norme géométrique sur E⊗k K déduite par extension des scalaires). Le point g appartient
alors au sous-groupe unitaire U(p) si et seulement si l’isomorphisme gK se restreint à un isomor-
phisme E⊗k◦ K◦→E⊗k◦ K◦, c’est-à-dire, il définit un K◦-point du k◦-schéma GL(E).
Pour (iii), si la valeur absolue de k est archimédienne, le résultat est connu par k =C et dans le cas
k =R se déduit du cas complexe par proprété topologique du morphisme d’extension des scalaires.
Si la valeur absolue est non archimédienne, en vertu du Théorème 8.21, il existe une extension ana-
lytique K de k telle que la norme géométrique pK sur EK := E⊗k K provient d’un sous-K◦-module libre
E ⊂ E qui engendre EK. Le sous-groupe unitaire U(pK) coïncide alors avec le sous-groupe affinoïde
de GL(E) déduit du K◦-schéma en groupes GL(E). En particulier U(pK) est compact et par proprété
topologique du morphisme d’extension des scalaires $K : GL(E)K → GL(E), le sous-groupe U(p) est
aussi compact.
8.4.2. Cas archimédien. — Soit k un corps complet pour une valeur absolue archimédienne. On rap-
pelle tout d’abord que si G est un groupe topologique compact, il existe une unique mesure sur G,
dite mesure de Haar et notée µG, invariante par multiplication à gauche (et donc à droite) et de masse
totale 1.
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Proposition 8.30. Soient E un k-espace vectoriel de dimension finie muni d’une action linéaire d’un
k-groupe analytique G. Alors pour tout sous-groupe compact H⊂ |G|, il existe une norme géométrique
hermitienne H-invariante sur E.
Démonstration. On suppose d’abord k =C. Dans ce cas les points de l’espace topologique sous-jacent
au C-espace analytique G coïncident avec les C-points de G. En particulier, |G| est un groupe topolo-
gique localement compact et le sous-groupe H est un groupe topologique compact. Pour toute norme
géométrique hermitienne p sur E, la fonction∫
H
p dµH : x 7→
∫
H
p(g · x) dµH(g )
est une norme hermitienne H-invariante.
Si k =R, soient GC le C-groupe analytique qui se déduit par extension des scalaire et $ : GC →G le
morphisme d’extension des scalaires. L’image inverse HC :=$−1(H) de H dans GC est un sous-groupe
compact du groupe topologique |GC|. Soit p une norme géométrique hermitienne sur E et pC la norme
géométrique hermitienne sur EC := E⊗R C qui se déduit par extension de scalaires. La fonction∫
HC
pC dµHC : x 7→
∫
HC
pC(g · x) dµHC (g )
est une norme hermitienne HC-invariante sur E. De plus, puisque HC est stable sous l’action de Gal(C/R),
pour tout x ∈V(E)C on a ∫
HC
pC(g · x) dµHC (g )=
∫
HC
pC(g · x) dµHC (g )
=
∫
HC
pC(g · x) dµHC (g )
=
∫
HC
pC(g · x) dµHC (g ).
Autrement dit, la norme géométrique hermitienne
∫
HC
pC dµHC est invariante sous l’action de Galois
et elle descend donc en une norme géométrique hermitienne sur E.
Corollaire 8.31. Soit E un k-espace vectoriel de dimension finie. Alors,
i. maximalité : les sous-groupes unitaires par rapport à une norme géométrique hermitienne sur E
sont maximales (par rapport à l’inclusion) parmis le sous-groupes compactes de |GL(E)| ;
ii. conjugaison : si p, q sont des normes géométriques hermitiennes sur E, il existe un k-point g de
GL(E) tel que
U(q)= g U(p)g−1.
8.4.3. Cas non archimédien. — Soit k un corps complet pour une valeur absolue non archimédienne.
Proposition 8.32. Soient E un k-espace vectoriel de dimension finie muni d’une action linéaire d’un
k-groupe analytique G. Alors pour tout sous-groupe compact H⊂ |G|, il existe une norme géométrique
non archimédienne H-invariante sur E.
Démonstration. Soientσ : G×V(E)→V(E) le morphisme de k-espaces analytiques définissant l’action
de G sur E et prG : G×V(E)→G la projection sur G. Puisque l’application continue canonique
|G×V(E)| −→ |G|× |V(E)|
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est propre au sens topologique, la restriction de σ à pr−1G H,
σH : |pr−1G H| −→ |V(E)|
est une application continue et propre au sens topologique entre espaces topologiques localement
compacts. Soient p une norme géométrique non archimédienne sur E et prE : G×V(E)→ V(E) la pro-
jection sur V(E). Pour tout x ∈V(E) on pose
pH(x) :=σH↑pr∗X p(x)= sup
{
p(prX(y)) : y ∈ pr−1G H,σ(y)= x
}
.
Par compacité de H et continuité de p, la fonction pH que l’on obtient est à valeurs réels. On va mon-
trer que pH est une norme géométrique non archimédienne continue.
On remarque tout d’abord que pour tout x il existe une extension analytique K de son corps rési-
duel complété κ̂(x) et un K-point h du K-espace analytique GK appartenant à HK tel que
pH(x)= pK(h · x)
(où pK est la norme géométrique déduite par extension des scalaires). Puisque l’action de G sur E est
linéaire, ceci entraîne que la fonction pH est une norme géométrique non archimédienne. Il reste à
démontrer la continuité, ce qui achevé dans le Lemme qui suit la preuve (à appliquer avec X = pr−1G H,
Y = |V(E)| et u = pr∗X p, en rappelant qu’une application continue et propre au sens topologique entre
espaces localement compacts est fermée).
Lemme 8.33. Soient X,Y des espaces topologiques, f : X→ Y une application continue surjective fer-
mée et u : X→R une fonction semi-continue supérieurement (resp. continue). Alors, la fonction
f↑u : Y // R
y  // sup
f (x)=y
u(x)
est semi-continue supérieurement (resp. continue).
Démonstration. Il s’agit de montrer que pour tout nombre réel α ∈R, la partie
Fα := {y ∈ Y : f↑u(y)≥ α}
est fermée. D’autre part Fα est l’image de la partie
Eα := {x ∈X : u(x)≥ α}.
Par semi-continuité supérieure de α, la partie Eα est fermée et donc son image f (Eα)= Fα est fermée.
On suppose désormais que la fonction u soit continue. On considère la partie des points maximaux
sur les fibres de f ,
Xmax := {x ∈X : f ∗ f↑u(x)= u(x)}.
Un point x ∈X appartient à Xmax si et seulement si
f ∗ f↑u(x)−u(x)≥ 0.
Comme la fonction f ∗ f↑u est semi-continue supérieurement et la fonction u est continue, la fonction
f ∗ f↑u−u est semi-continue supérieurement. En particulier, la partie des points maximaux Xmax est
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fermée dans X. La restriction de f à Xmax, f : Xmax → Y, est alors fermée et, par définition de point
maximal, on a le diagramme commutatif d’espaces topologiques
X
f
// Y
f↑u

Xmax
?
OO
u // R
Pour toute partie Y de R, l’image réciproque de Y par f↑u est alors fermée si et seulement si l’image
réciproque de Y par u est fermée. La fonction f↑u est donc continue.
Corollaire 8.34. Soit E un k-espace vectoriel de dimension finie. Alors,
i. maximalité : les sous-groupes unitaires par rapport à une norme géométrique non archimédienne
continue sur E sont maximales (par rapport à l’inclusion) parmis le sous-groupes compactes de
|GL(E)| ;
ii. conjugaison : si p, q sont des normes géométriques hermitiennes sur E, il existe une extension
analytique de K et un K-point g du K-groupe analytique GL(E)K tel que
U(qK)= g U(pK)g−1.
8.5 Espace des normes géométriques
8.5.1. Définition. — Soient k un corps complet pour une valeur absolue et E un k-espace vectoriel de
dimension finie.
Définition 8.35. Si la valeur absolue est archimédienne (resp. non archimédienne), on désigne par
N (E) l’ensemble des normes géométriques hermitiennes (resp. non archimédiennes) sur E.
L’ensembleN (E) est naturellement muni d’une distance comme suit. Si p, q ∈N (E), leur rapport
p/q sur V(E)− {0} descend en une fonction continue sur l’espace projectif P(E) strictement positive
partout. On pose
dN (E)(p, q) := sup
P(E)
∣∣∣∣log pq
∣∣∣∣ .
Proposition 8.36. L’espace topologiqueN (E) est complet pour la distance dN (E).
Démonstration. On note C0(P(E),R) l’espace des fonctions continues à valeurs réels sur l’espace to-
pologique compact |P(E)| muni de la topologique de la convergence uniforme. Pour tout p ∈N (E),
l’application
εp : N (E) // C0(P(E),R)
q  // log
q
p
est une isométrie par définition de la distance dN (E). Puisque l’ensemble des normes géométriques
sur un k-espace vectoriel de dimension finie est fermé par convergence ponctuelle, l’image par εp par
l’espace topologiqueN (E) est fermée dans C0(P(E),R). En particulier, l’espace topologiqueN (E) est
complet.
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8.5.2. Action de groupe linéaire sur l’espace des normes géométriques. — Soit E un k-espace vec-
toriel de dimension finie. Soit p une norme géométrique sur E. Si la valeur absolue de k est archimé-
dienne (resp. non archimédienne), on suppose que la norme géométrique p soit hermitienne (resp.
non archimédienne).
Soient g ∈ |GL(E)|, K une extension analytique du corps résiduel complété de g et gK : EK → EK
l’isomorphisme de K-espaces vectoriels associé. On note g∨K : V(E)K le morphisme de K-espaces ana-
lytiques associés : si on laisse agir à gauche GL(E) sur V(E) à travers la représentation duale, pour tout
x ∈V(E)K on a
g∨K (x)= g−1K · x.
Pour tout K-point x du K-espace analytique V(E)K on pose :
pg (K)(x) := p(K)(g∨K (x))
Comme la norme géométrique p est définie sur V(E), si K′ est une extension analytique de k contenant
K, le diagramme
V(E)(K)
pg (K)
//

R+
V(E)(K′)
pg (K′)
// R+
est commutatif. D’après la Proposition 5.46 la collection d’application {pg (K) : K ∈ (ExtAn)/κ̂(x)} pro-
vient d’une (unique) application pg : V(E)→ R+. De plus, si K est une extension analytique du corps
résiduels complété κ̂(g ) de g , pour tout x ∈V(E)K on a
(pg )K(x)= pK(g∨K (x)).
En particulier, pg est une norme hermitienne (resp. non archimédienne). On définit ainsi une appli-
cation
σ : |GL(E)|×N (E) // N (E)
(g , p)  // σ(g , p) := pg
Soient p, q des normes géométriques continues sur E. Soient ϕ : E → E un homomorphisme de
k-espaces vectoriel et f : V(E)→V(E) le morphisme de k-espaces analytique qui s’en déduit. On pose
‖ϕ‖p,q := sup
x 6=0
q( f (x))
p(x)
.
Proposition 8.37. Soit E un k-espace vectoriel de dimension finie. L’application
σ : |GL(E)|×N (E) // N (E)
(g , p)  // σ(g , p) := pg
satisfait aux propriétés suivantes :
i. compatibilité aux extensions des scalaires : pour tout (g , p) ∈ |GL(E)| ×N (E) et toute extension
analytique K de k contenant le corps résiduel κ̂(g ) de g , on a
σK(gK, pK)=σ(g , p)K,
où σK : |GL(EK)| ×N (EK) →N (EK) est l’application relative à EK, gK est le K-point associé à g
du K-espace analytique GL(EK) et pK la norme géométrique sur EK déduite par extension des
scalaires ;
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ii. pour tous (g , p), (h, q) ∈ |GL(E)|×N (E) on a
dN (E)(σ(g , p),σ(h, q))= logmax
{
‖ idE ‖qh ,pg ,‖ idE ‖pg ,qh
}
= logmax{‖g‖qh ,p ,‖g−1‖p,qh } .
Démonstration. En vertu de la Proposition 5.46, le point (i) est vrai par définition de pg . En vertu du
point précédent on peut se ramener quand g ,h sont des k-points de GL(E). Par définition on a
dN (E)(σ(g , p),σ(h, q))= sup
x 6=0
log
∣∣∣∣pg (x)qh(x)
∣∣∣∣
= logmax
{
sup
x 6=0
pg (x)
qh(x)
,sup
x 6=0
qh(x)
pg (x)
}
= logmax
{
‖ idE ‖qh ,pg ,‖ idE ‖pg ,qh
}
= logmax
{
sup
x 6=0
p(g∨(x))
qh(x)
,sup
x 6=0
qh(x)
p(g∨(x))
}
= logmax
{
sup
x 6=0
p(g∨(x))
qh(x)
,sup
x 6=0
qh(g
∨−1(x))
p(x)
}
= logmax{‖g‖qh ,p ,‖g−1‖p,qh } ,
ce qui termine la preuve.
Proposition 8.38. Soit E un k-espace vectoriel de dimension finie muni d’une norme géométrique
p. Si la valeur absolue de k est archimédienne (resp. non archimédienne), on suppose que la norme
géométrique p soit hermitienne (resp. non archimédienne). L’application
σp :|GL(E)| // N (E)
g  // σ(g , p)
est continue et elle descend en un homéomorphisme
σ˜p : |GL(E)|/|U(p)| −→N (E),
lorsque U(p) agit par multiplication à gauche sur GL(E). En particulier, l’espace topologiqueN (E) est
localement compact.
Démonstration. Soient g ∈ GL(E) et q ∈N (E). D’après le point (ii) de la Proposition précédente 8.37
on a
dN (E)(σ(g , p), q)= logmax
{‖g−1‖p,q ,‖g‖q,p} .
En particulier, si pour tout ε> 0 on considère la boule de rayon ε centré en q ,
B(q,ε) := {q ′ ∈N (E) : dN (E)(q, q ′)< ε} ,
son image réciproque par σp est
σ−1p B(q,ε)=
{
g ∈ |GL(E)| : logmax{‖g−1‖p,q ,‖g‖q,p}< ε} .
Puisque la norme géométrique ‖ ·‖q,p et l’application inv : G→G définissant la loi d’inverse de G sont
continues, σ−1p B(q,ε) est ouvert. L’application σp est donc continue.
On montre que σp est surjective. Soit q ∈N (E). D’après le Théorème 8.21 il existe une extension
analytique K de k et des sous-K◦-modules libres Ep ,Eq ⊂ E engendrant E comme K-espace vectoriel,
68 Chapitre I. Généralités
tels que les normes géométriques p, q soient respectivement déduites de Ep , Eq . Soit g : Ep → Eq
un isomorphisme de K◦-modules. On note encore g l’isomorphisme de K-espaces vectoriels E → E
correspondant. On a ainsi,
qK = pK ◦ g∨
où pK, qK sont les normes géométriques déduites par extension des scalaires et g∨ : V(E) → V(E) le
morphisme de K-espaces analytique associé à g . Le point de GL(E) définit par g est alors un antécé-
dent de q par σp .
L’espace topologique N (E) est localement compact. En effet, si pour tout q ∈N (E) et pour tout
ε≥ 0 on considère le disque de rayon ε centré en q ,
D(q,ε) := {q ′ ∈N (E) : dN (E)(q, q ′)≤ ε} ,
son image réciproque par σp est
σ−1p D(q,ε)=
{
g ∈ |GL(E)| : logmax{‖g−1‖p,q ,‖g‖q,p}≤ ε} .
Comme D(q,ε) est fermée dansN (E) et σp est continue, alors σ−1p D(q,ε) est fermée dans GL(E). De
plus, si on considère l’immersion fermée
GL(E) // End(E)×End(E)
g  // (g−1, g ),
l’image de σ−1p D(q,ε) est contenue dans la partie compacte{
x ∈End(E)×End(E) : logmax{‖pr1(x)‖p,q ,‖pr2(x)‖q,p}≤ ε}
et donc elle est compacte. Enfin, comme σp est surjective, l’image de σ−1p D(q,ε) par σp coïncide avec
D(q,ε) : étant l’image d’un compact par une application continue, D(q,ε) est compact. L’espace topo-
logiqueN (E) est donc localement compact et l’application σp est propre au sens topologique.
On montre que l’applicationσp descend en une application σ˜p : |GL(E)|/|Up |→N (E) (le quotient
étant pris pour la multiplication à gauche de U(p)) et que σ˜p . Soient g ∈GL(E) et g ′ ∈U(p) ·g : il existe
une extension analytique K de k contenant les corps résiduels complétés de g , g ′ et un K-point u de
U(p) tel que
g ′K = gKu
où gK, g ′K sont les K-points de GL(E)K associés à g , g
′. D’après le point (i) de la Proposition 8.37 on a
σp (g
′)K =σ(g ′, p)K =σK(g ′K, pK)
=σ(gKu, pK)= pK ◦u∨ ◦ g∨K
= pK ◦ g∨K =σ(gK, pK)
=σp (g )K.
et donc σp (g ′)=σp (g ).
Enfin, il reste à montrer que l’application induite σ˜p est injective. Soient g , g ′ ∈ GL(E) tels que
σp (g ) = σp (g ′). Soit K une extension analytique de k contenant les corps résiduel complété de g , g ′.
En vertu point (i) de la Proposition 8.37 on a
pK ◦ g∨K = pK ◦ g ′∨K
et donc g−1K ◦ g ′K appartient à U(p), i.e., g ′ appartient à U(p) · g .
On peut maintenant conclure : l’application σ˜p est une bijection continue et σp est une applica-
tion continue et propre au sens topologique entre espaces topologiques localements compacts. Elle
est donc fermée, et il en est de même pour σ˜p .
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8.6 Comparaison avec la notion de norme pour les corps localement compacts
On suppose que le corps k soit localement compact comme espace topologique. Si la valeur abso-
lue est archimédienne c’est toujours le cas ; si la valeur absolue de k est non archimédienne, le corps
k est localement compact si et seulement si son corps résiduel k˜ est un corps fini.
Soit E un k-espace vectoriel de dimension finie. Si la valeur absolue de k est archimédienne (resp.
non archimédienne) on considère l’ensemble N (E,k) des normes archimédiennes (resp. non archi-
médiennes) sur le k-espace vectoriel de dimension finie V(E)(k)= E∨.
Comme k est localement compact, l’espace topologique P(E)(k) (la topologie étant induite par
l’inclusion canonique de P(E)(k) dans P(E)) est compact. Si p, q ∈N (E,k), leur rapport p/q descend
en une fonction continue sur l’espace topologique P(E)(k) et on pose
dN (E,k)(p, q) := sup
x∈P(E)(k)
∣∣∣∣log p(x)q(x)
∣∣∣∣ .
L’application dN (E,k) définit une distance et on munit l’ensemble N (E,k) de la topologique induite
par cette distance. Le Théorème de Ascoli-Arzelà montre que l’espace topologiqueN (E,k) est locale-
ment compact.
Soit p une norme géométrique sur le k-espace vectoriel E. Si la valeur absolue de k est archimé-
dienne (resp. non archimédienne) on suppose qu’elle soit hermitienne (resp. non archimédienne).
Pour toute extension finie k ′ de k, l’application que p induit sur le k ′-points de V(E),
p(k ′) : V(E)(k ′)= E∨⊗k k ′ −→R+,
est une norme hermitienne (resp. non archimédienne). Elle est de plus invariante sous l’action du
groupe Autk (k
′) des automorphismes de k ′ en tant que k-algèbre. On définit ainsi une application
ρ(k ′) :N (E)−→N (E,k ′)Autk (k ′).
Pour tout p, q ∈N (E), comme P(E)(k ′)⊂P(E)′k , on a
dN (E,k ′)(p(k
′), q(k ′))≤ dN (E)(p, q).
En particulier, l’application ρ(k ′) est continue et propre au sens topologique. Comme les espaces to-
pologiquesN (E) etN (E,k ′) sont localement compacts, elle est donc fermée.
Si la valeur absolue de k est archimédienne, l’application ρ(k) est une bijection et donc un ho-
méomorphisme (même une isométrie). Si la valeur absolue est non archimédienne et la dimension
du k-espace vectoriel E est plus grande ou égale à 2, ρ(k) n’est jamais une bijection. Cela est lié au
fait suivant. Soit k ′ une extension finie galoisienne du corps k : si l’extension k ′ est assez ramifiée, les
points de l’immeuble de GL(E) — ou en général d’un k-groupe réductif — sur k ′ fixes sous l’action de
groupe de Galois Gal(k ′/k) contiennent strictement les points de l’immeuble de sur k. En on montrera
un exemple élémentaire pour k =Q2.
On suppose dorénavant que la valeur absolue de k soit non archimédienne. Soit p une norme
non archimédienne sur le k-espace vectoriel E∨. En vertu de [GI63, Proposition 1.1] il existe une base
t1, . . . , tn du k-espace vectoriel E et des nombres réels strictement positifs α1, . . . ,αn tels que, pour tout
x ∈ E∨ on ait
p(x)=max{α1|t1(x)|, . . . ,αn |tn(x)|} .
La norme p s’étend alors en une norme géométrique p̂ sur le k-espace vectoriel E en posant, pour
tout x ∈V(E),
p̂(x) :=max{α1|t1(x)|, . . . ,αn |tn(x)|} .
La définition de p̂ ne dépend pas du choix des nombres réels α1, . . . ,αn et de la base t1, . . . , tn tels que
p =max{α1|t1|, . . . ,αn |tn |}.
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Proposition 8.39. L’application
σ(k) :N (E,k)−→N (E)
ainsi définie est une section de ρ(k), i.e., ρ(k)◦σ(k) = id. En outre, elle est une isométrie qu’identifie
N (E,k) avec un sous-espace fermé de l’espace topologiqueN (E).
Démonstration. Il est clair par définition que ρ(k)◦σ(k)= id. Il s’agit donc de vérifier que l’application
σ(k) est une isométrie. Soient p, q des normes sur le k-espace vectoriel V(E)(k). D’après [GI63, Propo-
sition 1.3] il existe une base t1, . . . , tn du k-espace vectoriel E et des nombres réels strictement positifs
α1, . . . ,αn , β1, . . . ,βn tels que
p =max{α1|t1|, . . . ,αn |tn |}
q =max{β1|t1|, . . . ,βn |tn |}
En vertu de [GI63, Proposition 2.1] on a alors
dN (E,k)(p, q)= log max
i=1,...,n
{
αi
βi
,
βi
αi
}
.
Le même calcul, fait sur toute extension analytique de k, montre que
dN (E)(p̂, q̂)= log max
i=1,...,n
{
αi
βi
,
βi
αi
}
,
ce qui termine la preuve.
Pour toute extension finie k ′ de k on obtient donc une application d’extension des scalaires
ρ(k ′)◦σ(k) :N (E,k)−→N (E,k ′)Aut(k ′/k).
Il s’agit d’une application isométrique et donc continue, propre au sens topologique et injective. Il
n’est pas vrai en général qu’elle est surjective : au contraire, lorsque l’extension k ′ est assez ramifiée,
elle ne l’est jamais.
Exemple 8.40. Cet exemple est inspiré par [RTW11, Example 5.2]. On considère le corps des nombres
2-adiques k =Q2 muni de l’unique valeur absolue |·| telle que |2| = 1/2. Soient E un Q2-espace vectoriel
de dimension 2 et k ′ =Q2(θ) avec θ2 = 2.
Soient t1, t2 une base du Q2-espace vectoriel E et α ∈]
p
2,2
p
2] un nombre réel. On considère la
norme non archimédienne p sur le k ′-espace vectoriel V(E)(k ′) définie par
p(x) :=max{|t1(x)|,α|t2(x)−θt1(x)|}.
La norme p est invariante sous l’action du groupe de Galois Gal(k ′/Q2) = {id,τ}. En effet, l’élément τ
agit envoyant θ en −θ, et :
– si |t1(x)| ≥ α|t2(x)−θt1(x)|, alors p(τ(x))= |t1(x)| = p(x) ;
– si par contre on a |t1(x)| < α|t2(x)−θt1(x)|, alors il s’agit de montrer qu’on a
|t2(x)−θt1(x)| = |t2(x)+θt1(x)|.
D’autre part, on a
|t2(x)+θt1(x)| = |(t2(x)−θt1(x))+2θt1(x)| = |t2(x)−θt1(x)|
car par hypothèse on a :
|2θt1(x)| < α
2
p
2
|t2(x)−θt1(x)| ≤ |t2(x)−θt1(x)|.
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On montre qu’elle ne provient pas par extension des scalaires d’une norme non archimédienne sur le
k-espace vectoriel E. Plus précisément on va voir que la restriction de la norme p au k-espace vectoriel
E est la norme non archimédienne
q(x) := p|E∨ (x)=max{α|θ||t1(x)|,α|t2(x)|}. (8.6.1)
On suppose pour l’instant de l’avoir montré et on note qk ′ la norme sur le k
′-espace vectoriel V(E)(k ′)
déduite de q par extension des scalaires. Soit e1,e2 la base du k-espace vectoriel E∨ duale à la base
t1, t2. On considère l’élément de V(E)(k ′),
x = e1+θe2.
On a alors
qk ′ (x)=max{α|θ|, |θ|}=
αp
2
> 1=max{1,0}= p(x)
et donc p n’est pas la norme déduite de q par extension des scalaires à k ′.
On passe à montrer (8.6.1). Pour le faire on va suivre la procédure dans la démonstration du Théo-
rème 8.21 (et donc de [GI63, Proposition 1.1]). Les fonctions q := p|E∨ et |t2| sont des fonctions homo-
gènes sur le k-espace vectoriel E∨ et leur rapport |t2|/p descend donc en une fonction continue
|t2|/q : P(E)(k)−→R+
La fonction |t2|/p atteint son maximum en le point [e2] défini par la classe d’équivalence de e2 : il
s’agit de montrer que pour tout λ ∈Q2 on a
1
max{|λ|,α|1−θλ|} ≤
1
α
= |t2(e2)|
q(e2)
,
et donc, de manière équivalente,
max{|λ|,α|1−θλ|}≥ α.
Si |λ| ≥ α, c’est vrai. Si |λ| < α et |θλ| 6= 1 alors
|1−θλ| =max{1, |θλ|}≥ 1
et α|1−θλ| ≥ α. D’autre part, on a toujours |λ| 6= |θ|−1 =p2 car par hypothèse λ appartient à Q2.
Tout élément v ∈ E∨ s’écrit sous la forme v = t1(v)e2+t2(v)e2. Puisque la norme géométrique q est
non archimédienne, on a
q(v)≤max{|t1(v)|q(e1), |t2(v)|q(e2)}=max{α|θ||t1(x)|,α|t2(x)|}.
D’autre part, la fonction |t2|/q atteint son maximum en le point e2. Par conséquent,
q(v)≥ α|t2(v)|
et donc
q(v)=max{α|θ||t1(x)|,α|t2(x)|},
ce qui termine la démonstration de (8.6.1).
Soient k ′ une extension finie galoisienne du corps k et p une norme non archimédienne sur le k ′-
espace vectoriel V(E)(k ′) invariante sous l’action du groupe de Galois Gal(k ′/k). La construction faite
avant donne alors une norme géométrique non archimédienne p̂ sur le k ′-espace vectoriel E⊗k k ′. De
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plus, elle est invariante sous l’action de Galois et elle descend donc en une norme géométrique non
archimédienne sur le k-espace vectoriel V(E) que l’on note encore p̂.
On définit ainsi pour toute extension finie galoisienne k ′ de k une application isométrique
σ(k ′) :N (E,k ′)Gal(k
′/k) −→N (E)
telle que σ(k ′)◦ρ(k ′)= id. En particulier, si la dimension de E est plus grand ou égale à 2, l’application
ρ(k) :N (E)−→N (E,k)
n’est pas une bijection.
8.7 Distance sur l’espace projectif
8.7.1. Définition et propriétés élémentaires. — Soient k un corps complet pour une valeur absolue
| · |, et E un k-espace vectoriel de dimension finie muni d’une norme géométrique pE. Si la valeur
absolue | · | est archimédienne (resp. non archimédienne) on suppose que la norme géométrique pE
soit hermitienne (resp. non archimédienne).
L’application bilinéaire alternante canonique E∨⊕E∨ −→∧2 E∨ induit un morphisme de k-espaces
analytiques
β : V(E)×V(E)−→V(∧2 E) .
Soient pr1,pr2 : V(E)×V(E) −→ V(E) les deux projections. Soit p∧2 E la norme géométrique sur le k-
espace vectoriel
∧2 E induite par pE par produit extérieur. L’application continue
β∗p∧2 E
pr∗1 pE ·pr∗2 pE
: |V(E)×V(E)| −→R+
descend en une application continue
dpE : |P(E)×P(E)| −→R+,
qu’on appelle la distance sur P(E) induite par pE.
Proposition 8.41. La distance dpE est une fonction continue sur l’espace topologique |P(E)×k P(E)|.
De plus,
i. pour tout point x ∈ |P(E)×k P(E)| on a 0≤ dpE (x)≤ 1,
ii. pour tout extension analytique K de k la fonction induite par dpE sur les K-points du k-espace
analytique P(E)×k P(E),
dpE (K) : P(E)(K)×P(E)(K)−→R+
est une distance sur l’espace topologique P(E)(K).
Démonstration. La continuité et le point (i) découlent directement de la définition. Le point (ii) peut
être trouvé dans [BG06, Proposition 2.8.18].
8.7.2. Distance sur la droite projective. — On suppose de plus que le k-espace vectoriel E soit de
dimension 2. Soient K une extension analytique de k et pE,K la norme géométrique sur le K-espace
vectoriel E⊗K obtenue par extension des scalaires, i.e. l’application composée
pE,K : V(E)K // V(E)
p
// R+.
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On suppose qu’il existe une base t0, t1 du K-espace vectoriel V(E⊗K) telle que
pE,K(x)=

√
|t0(x)|2+|t1(x)|2 si | · | est archimédienne
max{|t0(x)|, |t1(x)|} sinon.
pour tout x ∈V(E). Soit e0,e1 la base duale à la base t0, t1, c’est-à-dire la base e0,e1 du K-espace vecto-
riel E∨⊗K telle que ti (e j )= δi j (delta de Kronecker) pour tout i , j = 0,1.
Soient x, y des K-points du K-espace analytique P(E)K et soient
x̂ = x0e0+x1e1, ŷ = y0e0+ y1e1
des K-point non nuls dans V(E)K représentant x, y . Avec ces notations, on a
dpE (K)(x, y)=
|x0 y1−x1 y0|
pE,K(x̂)pE,K(ŷ)
.
8.7.3. Élements du groupe linéaire qui mesurent la distance entre deux points. — Soient k un corps
complet pour une valeur absolue | · |, et E un k-espace vectoriel de dimension 2 muni d’une norme
géométrique pE. Si la valeur absolue |·| est archimédienne (resp. non archimédienne) on suppose que
la norme géométrique pE soit hermitienne (resp. non archimédienne). On suppose qu’il existe une
base t0, t1 du k-espace vectoriel V(E) telle que
pE,k =

√
|t0|2+|t1|2 si | · | est archimédienne
max{|t0|, |t1|} sinon.
(8.7.1)
Soit e0,e1 la base duale à la base t0, t1, c’est-à-dire la base e0,e1 du k-espace vectoriel E∨ telle que
ti (e j )= δi j (delta de kronecker) pour tout i , j = 0,1.
Soient x, y deux k-points distincts du k-schéma P(E) et
x̂ = x0e0+x1e1, ŷ = y0e0+ y1e1
des k-points non nuls dans V(E), représentant respectivement x, y , tels que
pE(x̂)= 1, pE(ŷ)= 1.
On considère le k-point g = g (x̂, ŷ) du k-schéma GL(E) défini par la condition :g (t0)= x0t0+ y0t1
g (t1)= x1t0+ y1t1
(8.7.2)
Si on considère la transfomartion induite par g sur P(E) (à travers la représentation duale), on a :g · x̂ = e0
g · ŷ = e1.
(8.7.3)
Par définition on a det g = x0 y1−x1 y0, et donc
|det g | = dpE (x, y).
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Proposition 8.42. Soient z un k-point du k-schéma P(E), ẑ = z0e0 + e1z1 un k-point non nul du k-
schéma V(E) représentant z et T = z0t1− z1t0. On a :
g (T)= (z0x1− z1x0)t0+ (z0 y1− z1 y0)t1.
Par conséquent :
– si la valeur absolue | · | de k est archimédienne on a :
log‖g (T)‖E = 1
2
log
(
dpE (x, z)
2+ logdpE (y, z)2
)
+ log‖T‖E
≤ log‖T‖E+ log
p
2;
– si la valeur absolue | · | de k est non archimédienne on a :
log‖g (T)‖E =max
{
logdpE (x, z), logdpE (y, z)
}+ log‖T‖E
≤ log‖T‖E.
8.8 Normes géométriques sur les faisceaux cohérents
8.8.1. Définitions. — Soit k un corps complet pour une valeur absolue | · |.
Définition 8.43. Soient X un k-espace analytique et F un faisceau cohérent de OX-modules. Une
norme géométrique sur F est une application u : V(F) → R+ telle que, pour tout x ∈ X, l’application
composée
x∗u : V(x∗F) // V(F) u // R+
est une norme géométrique sur le κ̂(x)-espace vectoriel de dimension finie x∗F.
Si la valeur absolue de k est archimédienne (resp. non archimédienne) on dit qu’une norme géo-
métrique u sur F est hermitienne (resp. non archimédienne) si pour tout x ∈ X la norme géométrique
x∗u l’est.
On dit qu’une norme géométrique sur un faisceaux cohérent de OX-modules F est continue si elle
l’est en tant que fonctions sur l’espace topologique |V(F)|.
8.8.2. Construction fibre à fibre. — Soient X un k-espace analytique et F un faisceau cohérent de OX-
modules. Se donner une norme géométrique sur F revient à se donner, pour tout x ∈ X, une norme
géométrique sur le κ̂(x)-espace vectoriel x∗F.
Proposition 8.44. Soient X un k-espace analytique et F un faisceau cohérent de OX-modules. Une
norme géométrique u sur F est continue si et seulement si pour tout k-espace analytique Y et tout
morphisme de k-espaces analytiques s : Y→V(F), l’application composée
s∗u : Y s // V(F) u // R+
est continue.
Démonstration. La condition est évidemment nécessaire : on va voir qu’elle est aussi suffisante. Si F
est un faisceau inversible, la question étant locale sur X, on peut supposer que F ait une section globale
partout non nulle s, i.e., qu’il soit isomorphe à OX. Si pi : V(F)→ X désigne le morphisme structural de
V(F), alors pour tout t ∈V(F) on a
u(t )= |s(t )| · s∗u(pi(t )).
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En particulier u est continue.
On revient au cas d’un faisceau cohérent quelconque. On considère le fibré projectif P(F) et F et le
faisceau inversibleOF(1) associé. Le morphisme de k-espaces analytique θ : V(OF(1))→V(F) est propre
et il induit donc une application propre au sens topologique entre espaces localement compacts
θ : |V(OF(1))| −→ |V(F)|.
L’application θ est alors fermée, et la norme géométrique u est continue si et seulement si la norme
géométrique θ∗u sur le faisceau inversible OF(1) est continue. On est donc ramené au cas d’un fais-
ceau inversible, ce qui achève la preuve.
8.8.3. Métrique sur les sections. — Soient X un k-espace analytique et F un faisceau cohérent de OX-
modules muni d’une norme géométrique u. Soient x ∈ X un point et s ∈ x∗F une section sur x. En
vertu de la Proposition 8.5, on a
‖s‖u(x) := sup
0 6=t∈V(x∗F)
|s(t )|
u(t )
<+∞
et l’application ‖ ·‖u(x) : x∗F→R+ ainsi définie est une norme sur le κ̂(x)-espace vectoriel x∗F.
Définition 8.45. Soient X un k-espace analytique et F un faisceau cohérent de OX-modules muni
d’une métrique u. La collection de normes
‖ ·‖u := {‖ ·‖u(x) : x ∈X}
est appelée métrique sur les sections de F.
8.8.4. Changement de base. — Soit f : Y → X un morphisme de k-espaces analytiques. Soit F un
faisceau cohérent de OX-modules muni d’une norme géométrique u.
Définition 8.46. La norme géométrique de changement de base est la norme géométrique sur le fais-
ceau cohérent OY-modules f ∗F définie par l’application composée
f [F]∗u : V( f ∗F)=V(F)×X Y
f [F]
// V(F)
u // R+ .
8.8.5. Extension des scalaires. — Soient X un k-espace analytique et F un faisceau cohérent de OX-
modules. Soient K une extension analytique de k, XK le K-espace analytique déduit par extension des
scalaires, $K : XK →X le morphisme d’extension des scalaires et FK :=$∗KF.
Définition 8.47. La norme géométrique d’extension des scalaires est la norme géométrique sur le fais-
ceau cohérent OXK -modules FK définie par l’application composée
$K[F]
∗u : V(FK)=V(F)K
$K[F] // V(F)
u // R+ .
8.8.6. Métrique de Fubini-Study. — Soit E un k-espace vectoriel de dimension finie muni d’une
norme géométrique p. On considère le faisceau inversible OE(1) sur l’espace projectif P(E). L’appli-
cation canonique
θ : V(OE(1))−→V(E)
est un morphisme propre et il induit un isomorphisme en dehors de la section nulle. L’application
up : V(OE(1))
θ // V(E)
p
// R+
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est une norme géométrique continue sur le faisceau inversible OE(1). Si k = C (muni d’une valeur
absolue archimédienne) et la norme géométrique p est hermitienne, la métrique sur les sections de
OE(1), ‖ ·‖p , est la métrique de Fubini-Study.
8.8.7. Quotients. — Soit X un k-espace analytique et E un faisceau cohérent de OX-modules muni
d’une norme géométrique u. Soient F un faisceau cohérent de OX-modules et
pi : E−→ F
un homomorphisme surjectif de OX-modules. L’homomorphisme pi induit une immersion fermée
ε : V(F)−→V(E).
Définition 8.48. La norme géométrique quotient sur F est l’application composée
V(F)
ε // V(E)
u // R+
Si la norme géométrique u est continue, la norme géométrique u l’est aussi.
8.8.8. Dual. — Soient X un k-espace analytique et E un faisceau de OX-modules localement libre de
rang fini muni d’une norme géométrique uE. Pour tout x ∈X, l’application composée
x∗uE : V(x∗E) // V(E)
uE // R+
est une norme géométrique. On considère la norme géométrique duale sur le κ̂(x)-espace vectoriel
x∗E∨,
x∗uE∨ : V(x∗E∨)−→R+.
Puisque, pour tout point x ∈X, la fibre en x de V(E∨) s’identifie naturellement à V(x∗E∨), la collection
des normes géométriques x∗uE∨ définit une norme géométrique uE∨ sur E∨.
Proposition 8.49. Si la norme géométrique uE sur E est continue, la norme géométrique uE∨ sur E
∨
l’est aussi.
Démonstration. On va appliquer la Proposition 8.44. Étant construite fibre à fibre, la norme géomé-
trique duale est compatible aux changements de base. On se ramène ainsi à montrer que pour tout
X-morphisme s : X→V(E∨), i.e., pour toute section globale s ∈ Γ(X,E), l’application
s∗uE∨ : X −→R+
est continue. Par définition, pour tout point x ∈X, on a
s∗uE(x)= sup
0 6=t∈V(x∗E)
|s(t )|
uE(t )
.
Les fonctions |s|, uE sont continues et homogènes sur V(E) : leur rapport descend donc en une fonc-
tion continue |s|/uE sur P(E). Si pi : P(E) → X désigne le morphisme structural, la fonction s∗uE∨ est
l’application des maxima de |s|/uE le long les fibres de pi, c’est-à-dire que pour tout x ∈X on a
s∗uE∨x =pi↑(|s|/uE)(x) := sup
pi(t )=x
|s|
uE
(t ).
Le morphisme pi induit une application propre au sens topologique entre les espaces topologiques
sous-jacents. Comme ils sont localement compacts, pi est alors une application fermée et on achève
la preuve en vertu du Lemme 8.33.
8. Normes géométriques 77
8.8.9. Sous-espaces. — Soient X un k-espace analytique et E un faisceau de OX-modules localement
libre de rang fini muni d’une norme géométrique uE. Soit F un sous-faisceau de OX-modules de E lo-
calement libre (de rang fini). Pour tout point x ∈X l’application naturelle qui s’en déduit de l’inclusion
de F dans E,
x∗F−→ x∗E,
est injective et elle identifie x∗F avec un sous-κ̂(x)-espace vectoriel de dimension finie de x∗E. On
considère pour tout x ∈ X la norme géométrique uF,x qui s’obtient par restriction à x∗F de la norme
géométrique x∗uE sur le κ̂(x)-espace vectoriel x∗E. La collection de normes géométriques uF,x définit
une norme géométrique uF sur F qu’on appelle la restriction de uE à F.
La norme géométrique duale uF∨ est la norme géométrique quotient de uE∨ , i.e., l’application
composée
uF∨ : V(F
∨) // V(E∨)
uE∨ // R+ .
Il en découle que si la norme géométrique uE est continue, la norme géométrique uF l’est aussi.
8.8.10. Constructions. — On suppose que la valeur absolue de k soit archimédienne (resp. non archi-
médienne). Les constructions présentées dans la section 8.2 (resp. section 8.3) (somme directe, pro-
duit tensoriel, ...) se généralisent aux métriques sur les faisceaux cohérents en les construisant « fibre
à fibre », c’est-à-dire grâce à l’isomorphisme canonique
V(x∗F)=V(F)x
pour tout x ∈ X. Par exemple, soient E,F des faisceaux cohérents de OX-modules munis respective-
ment de métriques hermitiennes (resp. non archimédiennes) uE et uF. Pour tout x ∈ X, on considère
les normes géométriques
ux∗E : V(x∗E) // V(E)
uE // R+
ux∗F : V(x∗F) // V(F)
uF // R+
On munit le κ̂(x)-espace vectoriel x∗(E⊗F) de la norme géométrique hermitienne (resp. non archi-
médienne) ux∗E⊗x∗F obtenue par produit tensoriel des normes géométriques hermitiennes (resp. non
archimédiennes) ux∗E, ux∗F.
Il est clair par définition que si la norme géométrique déduite par somme directe de normes géo-
métriques continues est continue.
Proposition 8.50. Soient E, F des faisceaux de OX-modules localement libres de rang fini muni res-
pectivement de norme géométrique continues uE, uF. Si la valeur absolue est archimédienne (resp.
non archimédienne) on suppose que les normes géométrique uE, uF soient hermitiennes (resp. non
archimédiennes).
Alors, la norme géométrique uE⊗F déduite fibre à fibre par produit tensoriel des normes géomé-
triques uE, uF est continue.
En particulier, les normes géométriques déduites par puissance extérieure et puissance symé-
trique de normes géométriques continues sont continues.
Démonstration. Si valeur absolue de k est archimédienne, on peut supposer k = C. Dans ce cas, la
norme géométrique uE⊗F est définie par la forme sesquilinéaire qui associe pour tout point x ∈ X,
pour tous s, s′ ∈V(x∗E) et pour tous t , t ′ ∈V(x∗F) le nombre complexe
hE⊗F,x (s⊗ t , s′⊗ t ′)=hE,x (s, s′)hF,x (t , t ′).
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La forme sesquilinéaire hE⊗F est ainsi continue et donc la norme géométrique uE⊗F l’est.
On suppose que la valeur absolue de k soit non archimédienne. On va appliquer la Proposition
8.44. Étant construite fibre à fibre, la norme géométrique déduite par produit tensoriel des normes
géométriques uE, uF est compatible aux changements de base. On se ramène ainsi à montrer que
pour tout X-morphisme β : X→V(E⊗F), i.e., pour toute section globale β ∈ Γ(X,E∨⊗F∨), l’application
β∗uE⊗F : X −→R+
est continue. La section β induite une application bilinéaire
β : V(E∨)×X V(F∨)−→A1X
et par définition, pour tout point x ∈X, on a
β∗uE⊗F(x) := sup
{ |β(t )|
uE∨ (prE∨ (t )) ·uF∨ (prF(t ))
: t ∈V(x∗E∨)×V(x∗F∨) tel que prE∨ (t ),prF∨ (t ) 6= 0
}
.
Soit pi : P(E∨)×X P(F∨)→X le morphisme structural. Les fonctions |β| et
uE∨uF∨ :=
(
pr∗E∨ uE∨
) · (pr∗F∨ uF∨)
sont continues et bi-homogènes sur V(E∨)×X V(F∨). Leur rapport descend donc en une fonction conti-
nue
|β|/(uE∨uF∨ ) : P(E)×X P(F)−→R+
et la fonction β∗uE⊗F est par définition l’application des maxima de |β|/(uE∨uF∨ ) le long les fibres de
pi, c’est-à-dire, pour tout x ∈X on a
β∗uE⊗F(x)=pi↑
(|β|/(uE∨uF∨ )) (x)= sup
pi(t )=x
|β|
uE∨uF∨
(t ).
Le morphisme pi induit une application propre au sens topologique entre les espaces topologiques
sous-jacents. Comme ils sont localement compacts, pi est alors une application fermée et on achève
la preuve en vertu du Lemme 8.33.
8.8.11. Métrique provenante d’un modèle entier. — On suppose que la valeur absolue de k soit non
archimédienne. Soient X un k◦-schéma propre et plat, et F un faisceau de OX-modules de présenta-
tion finie plat sur k◦. Soient X l’analytification de la fibre générique de X et F le faisceau cohérent de
OX-modules associé à F.
Soient x ∈ X et K = κ̂(x) son corps résiduel complété. Puisque X est propre sur k◦, par critère va-
luatif de propreté, il existe un unique morphisme de k◦-schémas
x : SpecK◦ −→X
qui prolonge le point x. Le K◦-module x∗F est plat et de présentation finie : en particulier, il s’identifie
avec un sous-K◦-module de x∗F et on a
x∗F⊗K = x∗F.
On considère la norme géométrique sur le K-espace vectoriel x∗F,
uF,x : V(x
∗F) // R+
t  // sup
s∈x∗F
|s(t )|.
On désigne par pi : V(F)→X le morphisme structural.
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Proposition 8.51. L’application
uF : V(F) // R+
t  // uF,pi(t )(t )
est une norme géométrique continue et non archimédienne sur le faisceau cohérent de OX-modules
F. On dira que uF est la norme géométrique associée au modèle entier F.
9 Groupes réductifs sur un corps complet
9.1 Cas archimédien
Soit k un corps complet pour une valeur absolue archimédienne.
9.1.1. Sous-groupes compacts et projections sur les invariants. — Soit E un k-espace vectoriel de
dimension finie muni d’une action continue (pour la topologie usuelle sur E) d’un groupe topologique
compact G. On note µ la mesure de Haar sur G de masse totale 1.
Le groupe G agit sur l’espace vectoriel dual E∨ de E et, pour toute application linéaire ϕ : E→ k, la
forme linéaire ∫
G
ϕ dµ : v 7→
∫
G
ϕ(g−1 · v) dµ(g )
est G-invariante. On définit ainsi une section k-linéaire G-invariante de l’inclusion (E∨)G ⊂ E∨. Si l’on
identifie E avec E∨∨ et on applique cette construction à E∨, on obtient une section k-linéaire et G-
invariante de l’inclusion EG ⊂ E,
piE : E−→ EG
dite projection sur les invariants ou opérateur de Reynolds.
Par définition, la construction de la projection sur les invariants est fonctorielle : si E,F sont des
espaces vectoriels de dimension finie muni d’une action linéaire de G et ϕ : E → F est un homomor-
phisme G-équivariant de k-espaces vectoriels, alors ϕ(EG)⊂ FG et le diagramme de k-espaces vecto-
riels
E
ϕ
//
piE

F
piF

EG
ϕ
// FG
est commutatif. En particulier, ceci montre que le foncteur des invariants est exact sur la catégorie des
représentations de G.
9.1.2. Groupes réductifs et sous-groupes compacts. — En général, pour tout corps k de caractéris-
tique nulle, un k-schéma en groupes affine et de type fini G est réductif si et seulement si pour toute
représentation E de G, le sous-espace des invariants EG admet un (unique) supplémentaire G-stable.
Ou, en d’autres termes, il existe une projection G-équivariante sur le sous-espace des invariants.
Soit G un C-schéma en groupes affine et de type fini. Les considérations du paragraphe qui précède
montrent que si le groupe de Lie complexe G(C) contient un sous-groupe compact Zariski-dense U,
alors G est réductif.
Cette approche pour l’étude des invariants — nommé « unitarian trick » par Weyl — remonte à
Hurwitz pour le groupe linéaire et à Weyl pour les groupes semi-simples, ce dernier en s’appuyant
sur la classification des algèbres de Lie semi-simples par Cartan. En combinant ces techniques avec le
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Théorème de Chevalley sur la relation entre groupes semi-simples et groupes de Lie réels compacts,
on obtient :
Théorème 9.1. Un C-schéma en groupes affine et de type fini G est réductif si et seulement s’il existe
un sous-groupe compact Zariski-dense U de Gan.
De plus, si l’une de ces conditions équivalentes est vérifiée, on a :
i. un sous-groupe compact de Gan est Zariski-dense si et seulement s’il est maximal (par rapport à
l’inclusion) parmis le sous-groupes compacts de Gan ;
ii. tout sous-groupe compact de Gan est contenu dans un sous-groupe compact maximal ;
iii. les sous-groupes compacts maximaux de Gan sont tous conjugués ;
iv. pour tout sous-groupe compact maximal U de Gan il existe un R-groupe réductif (anisotropique)
U tel que U×R C est isomorphe à G en tant que C-schéma en groupes et U(R) s’identifie à U par
cet isomorphisme.
La Proposition suivante montre qu’il en est de même pour le cas réel.
Proposition 9.2. Un R-schéma en groupes affine de type fini G est réductif si et seulement s’il existe
un sous-groupe compact Zariski-dense U de Gan.
Démonstration. On suppose d’abord que Gan contient un sous-groupe compact Zariski-dense U. Puisque
le morphisme d’extension des scalaires $C : GanC →Gan est une application ouverte et propre au sens
topologique, l’image inverse UC :=$−1C U est un sous-groupe compact et Zariski-dense de GanC . En par-
ticulier, GC est réductif et donc G l’est.
Soit G un R-groupe réductif. Il s’agit de montrer qu’il existe un sous-groupe compact maximal U
de GanC qui est stable sous la conjugaison complexe.
On suppose d’abord que G soit un tore T : dans ce cas le groupe de Lie complexe T(C) ne contient
qu’un unique sous-groupe compact maximal, qui est donc stable sous la conjugaison complexe.
On suppose ensuite que le R-groupe réductif G soit semi-simple. L’ensemble de ses points réels
G(R) est naturellement muni de la structure de groupe de Lie réel. De plus, G(R) contient un sous-
groupe compact maximal K (pour la topologie réelle) qui est naturellement muni d’une structure de
groupe de Lie réel.
Le groupe de Lie K agit à travers la représentation adjointe de sur l’algèbre de Lie g= Lie(G) : l’al-
gèbre de Lie de K, k= Lie(K), s’identifie avec le sous-espace des invariants k= gK de g par K. Puisque K
est compact, l’intégration sur K induit une projection K-équivariante g→ k et son noyau p est l’unique
sous-R-espace vectoriel K-stable de g supplémentaire à k,
g= k⊕p.
Comme on a supposé G semi-simple, la forme de Killing κ sur g est non dégénérée. Par maximalité
de K, on a que κ est définie négative sur k et définie positive sur p.
Le groupe de Lie complexe GanC =G(C) s’identifie à la complexification de G(R). La forme de Killing,
étant une forme C-bilinéaire, est définie négative sur la sous-R-algèbre de Lie
u := k⊕ ip⊂ gC := g⊗R C,
et elle est définie positive sur le sous-R-espace supplémentaire i k⊕p. Par conséquent, le sous-groupe
de Lie réel UC qui correspond à la sous-R-algèbre u est un sous-groupe compact maximal de GanC , et
d’après le Théorème 9.1 précédent il est Zariski-dense.
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La sous-R-algèbre de Lie u est évidemment stable sous l’action de la conjugaison complexe sur g
et il en est donc de même pour le sous-groupe de Lie compact associé UC ⊂G(C) : ce dernier descend
donc en un sous-groupe compact Zariski-dense U de Gan.
Le cas d’un groupe réductif G quelconque découle maintenant de la combinaison des deux cas
précédents. On considère le sous-groupe dérivé G′ de G et Z le centre de G : comme G est réductif, le
premier est un groupe algébrique semi-simple, l’autre est un tore [Bor91, §14.2]. De plus, l’application
naturelle induite par les inclusions,
pi : G′×Z−→G,
est un morphisme surjectif et son noyau est fini. Par quant montré plus haut, le R-groupe analytique
G′an×Zan admet un sous-groupe compact Zariski-dense : son image par pi est donc un sous-groupe
compact Zariski-dense de Gan.
9.2 Cas non archimédien
Dans ce numéro on montre que la situation non archimédienne est analogue à celle archimé-
dienne en rassemblant des résultats présents dans la littérature, notamment [BT72], [BT84], [Ber90,
§5], [Sat63], [Rou77] et [RTW10].
Soit k un corps complet pour une valeur absolue non archimédienne | · |.
Définition 9.3. Soit G un k-espace analytique en groupes. Un sous-groupe H ⊂ |G| est dit compact
maximal s’il est compact et, pour toute extension analytique K de k, le sous-groupe compact HK ⊂
|GK| est maximal (par rapport à l’inclusion) parmis les sous-groupes compacts de |GK|.
Proposition 9.4. Soit G un k-schéma en groupes affine et lisse. S’il existe un sous-groupe compact
maximal de |Gan|, alors G est un k-groupe réductif.
On adapte ici la preuve de la Proposition 1.2 dans [Sat63].
Démonstration. On suppose que le k-schéma en groupes G ne soit pas réductif, autrement dit qu’il
existe un sous-groupe N distingué lisse connexe et unipotent distinct de son sous-groupe unité (voir
Définition 3.10). Soit Z le centre du sous-groupe N : quitte à passer à une extension finie de k, il existe
un nombre entier n ≥ 1 et un isomorphisme de k-schémas en groupes
θ : Z−→Ank .
Lorsque le groupe algébrique G opère sur lui-même par conjugaison, il agit linéairement sur Ank à
travers l’isomorphisme ϕ.
On suppose que le k-espace analytique en groupes Gan admet un sous-groupe compact maxi-
mal U ⊂ |Gan|. En vertu de la Proposition 8.32 il existe une norme géométrique non archimédienne
continue p sur le k-espace vectoriel kn invariante sous l’action du sous-groupe compact U. Pour tout
nombre réel r > 0, le disque de rayon r par rapport à p,
Dp (r )= {x ∈An,ank : p(x)≤ r }
est un sous-groupe compact (pour la somme) de An,ank . Soit Z(r ) l’image réciproque par l’isomor-
phisme θ du sous-groupe compact Dp (r ).
Puisque la norme géométrique p est invariante sous l’action du sous-groupe U, le sous-groupe
Z(r ) est normal respectivement à U. Ceci signifie la chose suivante. Soient
pr1,pr2,τ : G
an×Gan −→Gan
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respectivement la première et la deuxième projection, et le morphisme définissant l’action de G sur
lui-même par conjugaison. Alors l’image par τ de la partie(
pr−11 U
)∩ (pr−12 Z(r ))⊂ |Gan×Gan|
est contenue dans Z(r ) (et donc égale). Soit m : Gan ×Gan → Gan le morphisme définissant la loi de
groupe de Gan. Comme dans le cas de groupes classiques, l’image par m de la partie(
pr−11 U
)∩ (pr−12 Z(r ))⊂ |Gan×Gan|
est le sous-groupe U ·Z(r ) de |Gan| engendré par U et Z(r ), c’est-à-dire, le plus petit sous-groupe de
|Gan| contenant U et Z(r ). Puisque les sous-groupes U et Z(r ) sont compacts, alors le sous-groupe
U ·Z(r ) l’est aussi. De plus, U est contenu dans U ·Z(r ) : par hypothèse de maximalité, pour tout r > 0
on a alors
U ·Z(r )=U.
En particulier
Zan = ⋃
r>0
Z(r )
est contenu dans U et il est donc compact. Ceci entraîne que An,ank est compact, en contradiction avec
n ≥ 1.
9.2.1. Immeuble de Bruhat-Tits d’un groupe réductif déployé. — On suppose que la valeur absolue
de k ne soit pas triviale et considère son anneau des entiers k◦.
Soit G un k◦-groupe réductif déployé, c’est-à-dire qu’il existe un k◦-tore maximal T de G iso-
morphe en tant que k◦-schéma en groupes à un produit de groupes multiplicatifs Gm,k◦ . Soient donc
T un tel k◦-tore maximal,
X∗(T) :=Mork◦−gr(T,Gm,k◦ )
le groupe des caractères de T et Φ =Φ(T,G) l’ensemble correspondant de racines. Pour toute racine
α ∈ Φ, le sous-k◦-schéma en groupes Uα est le sous-k◦-schéma en groupes de G qui a pour algèbre
de Lie l’espace propre correspondant au caractère α ou 2α. Pour tout racine α ∈Φ on fixe un isomor-
phisme
ϕα :Uα −→A1k◦ .
On choisit un système de racines positives Φ+ et on pose Φ− = −Φ+. On fixe aussi un ordre total
sur Φ+ et Φ−. Le morphisme induit par la multplication de G,∏
α∈Φ−
Uα×k◦ T×k◦
∏
α∈Φ+
Uα −→G
est une immersion ouverte. Son image Ω, la « grosse cellule »de G, ne dépend pas de l’ordre choisi
sur Φ+ et Φ−. Si N =NormG(T) est le normalisateur de T dans G, le groupe de Weyl W de la donnée
radicielle Φ s’identifie au quotient N(k◦)/T(k◦). Pour tout w ∈W soit nw un représentant de w dans
N(k◦). On a alors
G= ⋃
w∈W
Ω ·nw . (9.2.1)
On note en majuscule d’imprimerie les objets déduit par extension des scalaires à k des objets en
lettres gothiques (e.g., G=G×k◦ k).
On considère le R-espace vectoriel V(T) = HomZ-mod(X∗(T),R), où X∗(T) est le groupe des carac-
tères de T (et il s’identifie à X∗(T)). Pour tout point t ∈Tan on considère l’homomorphisme de groupes
abéliens
ν(t ) : X∗(T) // R
χ
 // log |χ(t )|
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L’application ν : Tan → V induit un homomorphisme de groupes abéliens ν : T(k)→ V(T). Soit A(T,k)
l’espace affine (au sens naïf) d’espace vectoriel sous-jacent V(T). Comme le groupe de Weyl W opère
par transformations linéaires sur V(T), l’homomorphisme ν induit une action de N(k)=NormG(T)(k)
sur A(T,k) par transformations affines : si n ∈ N(k) s’écrit sous la forme tnw avec t ∈ T(k) et w ∈ W,
pour tout x ∈ A(T,k) on pose
ν(n) · x =w · x+ν(t ).
On note encore ν l’homomorphisme de groupes ν : N(k)→Autaff(A(T,k)) définissant cette action.
Pour toute racine α ∈ Φ et pour tout nombre réel ρ on considère le sous-groupe des k-points de
Uα :=Uα×k◦ k,
Uα(k)ρ := {u ∈Uα(k) : log |ϕα(u)| ≤ ρ}.
Les sous-groupes Uα(k)ρ forment une filtration croissante du groupe Uα(k). Pour tout point x ∈ A(T,k)
et pour toute racine α ∈Φ⊂X∗(T), α(x) est un nombre réel et on pose Uα,x :=Uα,α(x).
Pour tout point x ∈ A(T,k) on considère le sous-groupe Px de G(k) engendré par Ker(ν|T(k)) et
par les sous-groupes Uα,x lorsque α varie dans Φ. Si N(k)x désigne le stabilisateur du point x dans
N(k)=NormG(T)(k), on considère le sous-groupe
P̂x := Px ·N(k)x .
Définition 9.5. L’immeuble de Bruhat-Tits B(G,k) de G sur k (par rapport à la donnée radicielle va-
luée induite par G) est le quotient de l’ensemble G(k)×A(T,k) par la relation d’équivalence
(g , x)∼ (h, y) si et seulement s’il existe n ∈N(k) tel que y = ν(n) · x et g−1hn ∈ P̂x .
Pour tout point (g , x) ∈ G(k)× A(T,k) on désigne par [g , x] sa classe dans B(G,k). L’immeuble
B(G,k) est naturellement muni d’une l’action de G(k) définie par h · [g , x] = [hg , x] et par définition
le stabilisateur du point [1G(k), x] coïncide avec le sous-groupe P̂x .
Proposition 9.6. Le stabilisateur P̂0 du point [1G(k),0] coïncide avec le sous-groupe G(k◦).
Démonstration. Par définition le sous-groupe P0 est le sous-groupe engendré par Ker(ν|T(k)) =T(k◦)
et les sous-groupes
Uα,0 =Uα(k)α(0) =Uα(k)0
= {u ∈Uα(k) : log |ϕα(u)| ≤ 0}
=Uα(k◦).
En particulier P0 est contenu dans G(k◦). Ensuite, un point n = tnw ∈ N(k) avec t ∈ T(k) et w ∈ W
stabilise le point 0 si et seulement si
0= ν(n) ·0 :=w ·0+ν(t )= ν(t )
ce qui a lieu si et seulement si log |χ(t )| = 0 pour tout χ ∈ X∗(T). Cela revient à dire que t appartient à
T(k◦). Le groupe N(k)0 est donc contenu dans G(k◦). Puisque P̂0 est par définition engendré par P0 et
N(k)0, il est contenu dans G(k◦). D’autre part, l’égalité (9.2.1) entraîne
G(k◦)= ⋃
w∈W
Ω(k◦) ·nw ,
et comme Ω est par définition l’image de l’immersion ouverte∏
α∈Φ−
Uα×k◦ T×k◦
∏
α∈Φ+
Uα −→G,
cela achève la preuve.
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On rappelle qu’une partie F⊂G(k) est dite bornée si elle est relativement compacte dans Gan, i.e.,
son adhérence dans Gan est compacte. Pour tout x ∈B(G,k) le stabilisateur Gx := StabG(k)(x)= P̂x est
borné. De plus, en vertu de [BT72, Proposition 8.2.1], les sous-groupes P̂x sont maximaux (par rapport
à l’inclusion) parmis les sous-groupes bornés. De plus, si le corps k est maximalement complet la
Proposition 8.2.1 combinée avec la Proposition 7.5.4 dans loc. cit. permet d’affirmer que tout sous-
groupe borné maximal est de la forme P̂x et tout sous-groupe borné est contenu dans un sous-groupe
borné maximal.
Soit K une extension analytique du corps k. Le K◦-schéma en groupes G×k◦ K◦ est un K◦-groupe
réductif et le sous-K◦-tore T×k◦ K◦ est maximal et déployé. On peut alors considérer l’immeuble de
GK :=G×k K sur K (par rapport à la donnée radicielle valuée induite par G×k◦ K◦)
B(G,K) :=B(G×k◦ K◦,K).
L’application naturelle G(k)×A(T,k)→G(K)×A(TK,K) est compatible aux relations d’équivalence sur
ces ensembles. On obtient ainsi une application injective G(k)-équivariante :
ιK :B(G,k)→B(G,K).
9.2.2. Existence d’un sous-groupe compact maximal. — Soit k un corps complet pour une valeur
absolue non archimédienne quelconque.
Proposition 9.7. SoitG un k◦-groupe réductif (non forcément déployé) et G :=G×k◦ k. Alors, le sous-
groupe affinoïde U(G)⊂ |Gan| associé à G est maximal.
Démonstration. Tout d’abord, quitte à étendre k on peut supposer que sa valeur absolue soit non tri-
viale. Soit K une extension analytique de k et H un sous-groupe compact de |GanK | contenant U(G)K =
U(G×k◦ K◦) : il s’agit de montrer que H et U(G)K coïncident.
Soient E un K-espace vectoriel de dimension finie et ρ : GK → GL(E) une représentation fidèle.
D’après la Proposition 8.32 il existe une norme géométrique non archimédienne p sur EK invariante
sous l’action de H. En particulier
H′ := ρ−1U(p)
est un sous-groupe compact de GanK contenant H. On est donc ramené à prouver que H
′ et U(G)K
coïncident.
Quitte à étendre K on peut supposer que la norme géométrique p provient d’un sous-K◦-module
libre deE tel queE⊗K◦ K soit isomorphe à E. Le sous-groupe U(p) est alors le sous-groupe strictement
affinoïde associé K◦-schéma en groupes GL(E). Le sous-groupe H′ est alors aussi strictement affinoïde.
En particulier, les points x ∈H′ de corps résiduel complété de degré fini sur K sont denses dans H′.
Quitte à étendre à nouveau K, on peut supposer qu’il soit algébriquement clos et que le K◦-groupe
réductif G×k◦ K◦ soit déployé. On considère l’immeuble B(G,K) de G sur K. D’après la Proposition
9.6 les K-points de U(G)K, c’est-à-dire, les K◦-point du k◦-schéma G, sont le stabilisateur P̂0 du point
[1G(K),0] ∈B(G,K). En vertu de résultat du Bruhat-Tits cité avant ([BT72, Proposition 8.2.1]), U(G)K(K)
est donc un sous-groupe borné maximal de G(K).
Puisque le sous-groupe H′ est compact, le groupe de ses K-points H′(K) est borné dans G(K). Par
maximalité de U(G)K(K), on a alors
U(G)K(K)=H′(K).
Comme H′ (resp. U(G)K) est strictement affinoïdes, ses K-points sont denses dans H′ (resp. U(G)K).
L’égalité précédente passe donc aux adhérences dans GanK ,
U(G)=U(G)K(K)=H′(K)=H′,
ce qui termine la preuve.
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Corollaire 9.8. Soit G un k-groupe réductif. Alors,
– si la valeur absolue de k est non triviale et le k-groupe réductif G est déployé, il existe un sous-
groupe compact maximal de |Gan| ;
– si la valeur absolue de k est triviale, le sous-groupe compact U(G)⊂ |Gan| associé à G en tant que
k◦-schéma en groupes est maximal.
En particulier, il existe une extension finie k ′ de k et un sous-groupe compact maximal de |Gank ′ |.
Démonstration. Si la valeur absolue est triviale, c’est quant affirme la Proposition 9.7. Si la valeur ab-
solue est non triviale, il existe une extension finie k ′ de k, un Z-groupe réductif déployé G et un iso-
morphisme de k ′-schéma en groupes
G×k k ′ −→G×Z k ′.
Il suffit d’appliquer la Proposition précédente 9.7 au k ′◦-schéma réductif G×Z k ′◦.
Théorème 9.9. Un k-schéma en groupes affine et lisse (donc de type fini) G est réductif si et seulement
s’il existe une extension finie k ′ de k et un sous-groupe compact maximal de |Gank ′ |.
Démonstration. Il s’agit de la Proposition 9.4 et du Corollaire précédent.
9.2.3. Description des sous-groupes compacts maximaux. —
Proposition 9.10. Soit G un k-groupe réductif. Alors,
i. pour tout sous-groupe compact maximal U de |Gan|, il existe une extension analytique K de k telle
que UK est un sous-groupe (strictement) affinoïde ;
ii. pour tous sous-groupes compacts maximaux U,U′ de |Gan| il existe une extension analytique K
de k et un K-point du k-schéma G tel que
U′K = g UK g−1;
iii. pour tout sous-groupe compact maximal U de |Gan| il existe une extension analytique K de k et
un K◦-groupe réductif G tel que UK est le sous-groupe affinoïde de |GanK | associé à G ;
iv. pour tout sous-groupe compact H ⊂ |Gan| il existe une extension analytique K de k et un sous-
groupe compact maximal U⊂ |GanK | contenant HK.
Démonstration. Pour (i), soient E un k-espace vectoriel de dimension finie et ρ : G → GL(E) une re-
présentation fidèle. D’après la Proposition 8.32 il existe une norme géométrique non archimédienne
p sur E invariante sous l’action de U. Le sous-groupe compact
H := ρ−1U(p)
contient le sous-groupe U et donc par maximalité de U ils coïncident. Il existe une extension analy-
tique K de k et un sous-K◦-module libre E de E tel que E⊗K◦ K soit isomorphe à E et la norme géo-
métrique pK provienne de E. Le sous-groupe U(p)K est alors le sous-groupe (strictement) affinoïde
associé au K◦-schéma en groupes GL(E). Le sous-groupe HK =UK est donc (strictement) affinoïde.
Pour (ii) soit K une extension analytique de k telle que UK et U′K soient strictement affinoïdes.
Quitte à étendre K on peut supposer que sa valeur absolue absolue | · |K :→ R+ soit surjective. Alors,
en vertu de [BT72, 8.2.2] tous les sous-groupes bornés maximaux sont conjugués. Les sous-groupes
UK(K) et U′K(K) sont bornés et maximaux : il existe donc g ∈G(K) tel que
U′K(K)= g UK(K)g−1.
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Puisque les K-points de UK (resp U′K) sont denses dans UK (resp. U
′
K) cette égalité passe aux adhé-
rences,
U′K =U′K(K)= g UK(K)g−1 = g UK g−1,
ce qui achève la preuve.
Pour (iii), soit K une extension analytique de k et G un K◦-schéma réductif tel que G×K◦ K soit
isomorphe à GK en tant que K-schéma en groupes. Soit U(G) le sous-groupe compact maximal associé
au K◦-schéma réductif G = SpecK◦[G]. Quitte à étendre K, on peut supposer que UK et U(G) soient
conjugués par un K-point g . Si K[G] désigne la K-algèbre des fonctions de GK, alors UK provient du
K◦-groupe réductif défini par la K◦-algèbre
K◦[U] := { f ∈K[G] : | f (u)| ≤ 1 pour tout u ∈UK }.
En effet, elle est l’image de la K◦-algèbre K◦[G] par l’automorphisme K[G]→K[G] défini par la conju-
gaison par g .
Pour (iv), soient E un k-espace vectoriel de dimension finie et ρ : G → GL(E) une représentation
fidèle. D’après la Proposition 8.32 il existe une norme géométrique non archimédienne p sur E inva-
riante sous l’action de H. En particulier
H′ := ρ−1U(p)
est un sous-groupe compact de Gan contenant H. Soit K une extension analytique de k algèbrique-
ment close, maximalement complète, de valeur absolue surjective et telle qu’il existe un sous-K◦-
module libreE de E tel queE⊗K◦ K soit isomorphe à E et la norme géométrique pK provienne deE. Le
sous-groupe H′K est alors strictement affinoïde et ses K-points H
′
K(K) dans denses dans H
′
K. En vertu
de [BT72, Proposition 8.2.1] le sous-groupe H′K(K) est contenu dans un sous-groupe borné maximal
P̂x . L’adhérence de ce dernier est un sous-groupe compact maximal de |GanK |.
En effet, le K-groupe réductif GK est déployé et il provient d’un K◦-groupe réductifG. Les K◦-points
de G forment un sous-groupe borné maximal de G(K). Comme on a supposé K de valeur absolue
surjective, P̂x et G(K◦) sont conjugués. Puisque l’adhérence de G(K◦) est un sous-groupe compact
maximal, l’adhérence de P̂x l’est aussi. Cela achève la preuve.
10 Fonctions plurisousharmoniques
10.1 Fonctions sousharmoniques archimédiennes
On revient ici sur la notion de fonction sousharmonique sur la droite affine complexe dont une
référence est [Dem]. Soient x ∈ A1C et r ≥ 0 un nombre réel : on désigne par D(x,r ) le disque centré en
x de rayon r ,
D(x,r ) := {x ′ ∈ |A1C| : |t (x)− t (x ′)| ≤ r }.
Définition 10.1. Soient x ∈A1 et r ≥ 0 un nombre réel. Une application h : D(x,r )→R est dite harmo-
nique si elle est continue et satisfait à la condition suivante : pour tout point x ′ et pour tout nombre
réel positif r ′ tel que D(x ′,r ′) soit contenu dans D(x,r ), on a
h(x ′)= 1
2pi
∫ 2pi
0
h(x ′+ r ′ exp(iθ)) dθ.
Définition 10.2. Soit Ω ⊂ A1C un ouvert. Une fonction u : Ω→ [−∞,+∞[ est dite sousharmonique si
elle est semi-continue supérieurement et satisfait la condition suivante : pour tout point x, pour tout
nombre réel r ≥ 0 tel que D(x,r )⊂Ω, et pour toute fonction harmonique h ∈HA1 (D(x,r )), on a(
u|∂D(x,r ) ≤ h|∂D(x,r )
)=⇒ (u|D(x,r ) ≤ h|D(x,r )) .
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On désigne par ShA1 (Ω) l’ensemble des fonctions sousharmoniques sur Ω. Les fonctions soushar-
moniques satisfont aux propriétés suivantes :
– L’ensemble ShA1 (Ω) des fonctions sousharmoniques surΩ est un cône réel stable par max : pour
toutes fonctions sousharmoniques u, v : Ω→ [−∞,+∞[ et tous nombres réels positifs α,β, les
applications αu+βv et max{u, v} sont sousharmoniques sur Ω.
– Principe du maximum : SoientΩ⊂A1C un ouvert connexe et u :Ω→ [−∞,+∞[ une fonction sou-
sharmonique. Si la fonction u admet un maximum global en un point x ∈Ω, elle est constante.
– Localité : Les fonctions sousharmoniques forment un faisceau ShA1 sur A
1
C.
– Fonctorialité : Soit f :Ω′→Ωun morphisme analytique entre ouverts de A1. Si u :Ω→ [−∞,+∞[
est une fonction sousharmonique sur l’ouvert Ω, l’application composée
f ∗u = u ◦ f :Ω′ −→ [−∞,+∞[
est une fonction sousharmonique sur l’ouvert Ω′.
– Logarithme du module d’une fonction analytique : Soit Ω ⊂ A1C un ouvert. Si f est une fonction
analytique sur Ω, i.e. une section globale du faisceau structural OA1 , l’application
log | f | :Ω−→ [−∞,+∞[
est une fonction sousharmonique sur Ω.
Définition 10.3. Soit k un corps complet pour une valeur absolue archimédienne. Une k-courbe ana-
lytique est un k-espace analytique purement de dimension 1.
Définition 10.4. Soit X une C-courbe analytique lisse. Une application u : |X| → [−∞,+∞[ est dite
sousharmonique s’il existe un recouvrement ouvert X =⋃i∈I Xi de X, et, pour tout i ∈ I, une immersion
ouverte εi : Xi →A1C, tels que u|Xi soit sousharmonique.
Définition 10.5. Soit X une R-courbe analytique lisse. Une application u : |X| → [−∞,+∞[ est dite
sousharmonique si l’application composée
$∗Xu : XC
$X // X
u // [−∞,+∞[
est sousharmonique sur XC.
Les fonctions sousharmoniques sur une k-courbe analytique lisse satisfont aux mêmes propriétés
que les fonctions sousharmoniques sur A1C.
10.2 Fonctions sousharmoniques non archimédiennes
On présente ici la notion de fonction sousharmonique sur une courbe lisse non archimédienne
introduite par Thuillier dans sa thèse [Thu05]. Des autres notions de fonctions sousharmoniques dans
ce contexte ont été introduites par Rumely [Rum89, Rum93], Rumely et Baker [BR10], Kani [Kan89],
Favre et Jonsson [FJ04]. La comparaison entre ces notions et la notion d’Thuillier peut être trouvée
dans [Thu05, Chapitre 5].
Soit k un corps complet pour une valeur absolue | · | non archimédienne et non triviale.
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10.2.1. Courbes simplement semi-stables. — Soit k◦ l’anneau des entiers de k. On considère la k◦-
algèbre des séries formelles restreintes en une variable
k◦{t } :=
{ ∞∑
i=0
ai t
i : lim
i→∞
ai → 0
}
= lim←−−
n≥1
(k◦/λi )[t ],
où λ ∈ k◦ est un élément de valeur absolue < 1. Il s’agit d’une k◦-algèbre topologique plate et on
désigne parS son spectre formel Spfk◦{t }. La fibre générique k◦-schéma formel affineS est le disque
unitaire D dans la droite affine analytique A1k ,
D= {x ∈A1k : |t (x)| ≤ 1}.
Pour tout élément non nul a ∈ k◦ on considère la k◦-algèbre topologique plate et topologiquement
de présentation finie
k◦{t }{a} := k◦{t ,u}/(tu−a),
et on désigne par S{a} son spectre formel. La fibre générique du k◦-schéma formel affine S{a} est la
couronne C(|a|,1) centrée en 0 de rayon intérieur |a| et de rayon extérieur 1,
C(|a|,1)= {x ∈A1k : |a| ≤ |t (x)| ≤ 1}.
Soit k˜ le corps résiduel du corps k. La fibre spéciale de S{a},
S˜{a} = Spec
(
k◦{t }{a}⊗k◦ k˜
)
est isomorphe à Gm,k˜ si |a| = 1 et, si |a| < 1, à la somme amalgamée du diagramme
Spec k˜
0 //
0

A1
k˜
A1
k˜
Définition 10.6. Une k◦-courbe formelle est un k◦-schéma formel localement de présentation finie,
séparé, plat et purement de dimension 1.
Une k◦-courbe formelleX est simplement semi-stable si pour tout point x ∈X il existe un voisinage
Ux , un élément non nul ax ∈ k◦ et un morphisme étale de k◦-schémas formels px :Ux →S{ax }.
Une k◦-courbe formelle X est simplement semi-stable si et seulement si sa fibre générique Xη est
lisse et sa fibre spéciale X˜ est une k˜-courbe (localement algébrique) dont les seules singularités sont
des points doubles ordinaires et dont composantes irréductibles sont lisses.
10.2.2. Graphes localement métrisés. — Un graphe localement métrisé est un espace topologique S
satisfaisant aux propriétés suivantes :
i. S est un espace topologique séparé, localement métrisé et ses composantes connexes sont dé-
nombrables à l’infini ;
ii. tout point d’accumulation x admet un système fondamental de voisinages de la forme V1∪·· ·∪Vn
où V1, . . . ,Vn sont des parties compactes contenant x et isométriques à des segments de R.
Si S est un graphe localement métrisé, on dit qu’une fonction f : S → R est affine par morceaux
s’il existe, pour tout point d’accumulation x ∈ S, des parties compactes V1, . . . ,Vn de S contenant x et
telles que V1∪·· ·∪Vn soit un voisinage de x, des plongements isométriques εi : Vi →R et des fonctions
affines fi : R→R telles que f |Vi = ε∗i fi et leurs dérivées sont des nombres entiers.
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10.2.3. Retraction sur le graphe dual. — Soit k un corps quelconque. Le graphe dual d’une k-courbe
X (i.e. un k-schéma localement de type fini, séparé et purement de dimension 1) est le graphe qui a
pour sommets les composantes irréductibles de X et pour arêtes passant par un sommet les points
singuliers appartenant à la composante irréductible correspondant au sommet.
On revient à un corps k complet pour une valeur absolue non archimédienne. Pour toute k◦-
courbe formelle simplement semi-stable X on note S(X) le graphe dual de la fibre spéciale X˜ de X,
qui est une k˜-courbe nodale.
Théorème 10.7 ([Thu05, Théorème 2.2.10, Proposition 2.2.24]). Il existe, pour toute k◦-courbe for-
melle simplement semi-stable X, une structure de graphe localement métrisé sur S(X) et un couple
(ιX,τX) formé d’applications continues ιX : S(X)→Xη, τX :Xη→ S(X) telles que :
i. ιX réalise un homémorphisme de S(X) avec une partie fermée de Xη ;
ii. τX est une retraction sur S(X), i.e., τX ◦ ιX = idS(X) ;
iii. pour toute fonction analytique inversible f ∈ Γ(Xη,OXη )×, l’application ι∗X log | f | est une fonction
affine par morceaux sur S(X).
Le graphe dual, muni de cette structure de graphe localement métrisé, est appelé le squelette de la
k◦-courbe formelle simplement semi-stable X. La construction du squelette et du couple (ιX,τX) est
fonctorielle pour les morphismes étales [Thu05, Théorème 2.2.10] et vérifie une condition de foncto-
rialité faible pour les morphismes quelconque [Thu05, Propositions 2.2.26-27].
L’exemple crucial est fourni par les courbes S{a}, a ∈ k◦ non nul. Dans ce cas, le squelette S(S{a})
s’identifie à
{(ξ,η) ∈R2 : ξ≥ 0,η≥ 0 et ξ+η=− log |a|},
et, en sous-entendant cette identification, la retraction τa est donnée par
τX : C(|a|,1) // R2
x  // (log |a|− log |t (x)|,− log |t (x)|)
est le plongement ιX : S(S{a})→C(|a|,1) est l’application qui associe à tout (ξ,η) le point de Gauss du
disque centré en 0 de rayon exp(−ξ).
10.2.4. Fonctions harmoniques sur le graphe dual. — Soit X une k◦-courbe formelle simplement
semi-stable. Le graphe dual S(X) est muni d’un poids en donnant à toute arête le poids [κ(ξ) : k˜], où
ξ ∈ X˜ est le point singulier correspondant à l’arête et κ(ξ) le corps résiduel de ξ. Grâce à la structure de
graphe localement métrisé donnée par le Théorème 10.7, on définit la notion de fonction harmonique
pour les fonctions affines par morceaux comme suit.
Soit x ∈ S(X) un point d’accumulation. Il existe des parties compactes connexes V1, . . . ,Vn de S(X)
et, pour tout i = 1, . . . ,n, un plongement isométrique εi : Vi →R tels que :
– V :=V1∪·· ·∪Vn est un voisinage de x ;
– εi (x) appartient à la frontière de l’intervalle εi (Vi ) ;
– pour tout i 6= j on a Vi ∩V j = {x}.
L’ensemble des composantes connexes pi0(V − {x}) ne dépend pas du choix du voisinage connexe V
assez petit de x et on le note Tx S. On dit que x appartient au bord de S si la cardinalité de Tx S est
1. Pour tout i = 1, . . . ,n il existe une unique fonction affine ti sur R telle que sa dérivée soit de valeur
absolue 1, elle soit positive sur εi (Vi ) et ti (εi )= 0.
Soit f une fonction affine par morceaux sur S(X). Quitte à restreindre les Vi on peut supposer qu’il
existe pour tout i = 1, . . . ,n une fonction affine fi : R→R telle que la dérivée de fi est un nombre entier
et f |Vi = ε∗i fi . Il existe un unique nombre réel λi ( f ) tel que fi = fi (εi (x))+λi ( f )ti .
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Définition 10.8. Avec les notations précédentes, on dit que la fonction affine par morceaux f est har-
monique en le point x si
n∑
i=1
[κ(ξi ) : k]λi ( f )= 0, (10.2.1)
où, pour tout i = 1, . . . ,n, ξi est le point singulier de X˜ qui correspond à l’arête de S(X) qui contient Vi .
On remarque que la condition (10.2.1) est toujours satisfaite lorsque x est un point à l’intérieur à
d’une arête et que, si x est un point dans le bord, elle est satisfaite seulement par les fonctions qui sont
identiquement nulles au voisinage de x.
Définition 10.9. Une fonction harmonique est une fonction affine par morceaux f : S(X)→R qui est
harmonique en tout point d’accumulation x ∈ S(X) qui n’appartient pas au bord de S(X).
L’ensemble des fonctions harmoniques sur S(X) est noté H(S(X)).
10.2.5. Fonctions harmoniques. —
Définition 10.10 ([Thu05, 2.1.3]). Une k-courbe (strictement) analytique est un k-espace (strictement)
analytique paracompact purement de dimension 1 et sans bord.
Soient X une k-courbe strictement analytique lisse et V ⊂ X un k-domaine strictement affinoïde.
En vertu du Théorème de reduction semi-stable, il existe une extension finie séparable k ′ de k et une
k ′◦-courbe formelle simplement semi-stable V telle que le k ′-domaine affinoïde soit isomorphe à la
fibre générique de V [Thu05, Théorème 2.3.8].
Soit S(V) le squelette de V et τV :Vη→ S(V) la retraction donnée par le Théorème 10.7. On pose
HX(V) := τ∗H(S(V)).
Une fonction f : V →R est dite harmonique si elle appartient à HX(V). Cette définition ne dépend pas
de l’extension k ′ ni de la k ′◦-courbe semi-stable V choisie [Thu05, Lemme 2.3.4].
L’association V HX(V) donne lieu à un préfaisceau sur le site des domaines affinoïdes de X, qui
n’est pas un faisceau (voir [Thu05, Remarque 2.3.11]). Par contre, si pour tout ouvert Ω⊂ |X| on pose
HX(Ω) := lim←−−
V⊂Ω
domaine
affinoïde
HX(V)
on obtient un sous-faisceau des fonctions continues à valeurs réels sur |X| [Thu05, Corollaire 2.3.15].
Les fonctions harmoniques satisfont aux propriétés suivantes :
– Fonctorialité [Thu05, Proposition 2.3.19] : Soit f : X′ → X un morphisme de k-espaces analy-
tiques entre k-courbes strictement analytiques lisses. Si h : X→R est une fonction harmonique
sur X, l’application composée
f ∗h = h ◦ f : X′ −→R
est une fonction sousharmonique sur X′.
– Extension des scalaires [Thu05, Corollaire 2.3.18] : Soit X une k-courbe strictement analytique
lisse. Pour toute extension analytique K de k, le K-espace analytique XK qui s’en déduit par ex-
tension des scalaires à K est une k-courbe strictement analytique lisse.
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Si h : X→R est une application harmonique sur X, l’application composée
$∗h : XK
$ // X
h // [−∞,+∞[ ,
où $ : XK →X est le morphisme d’extension des scalaires, est une fonction harmonique sur XK.
– Logarithme du module d’une fonction analytique [Thu05, Proposition 2.3.20] : Soit X une k-
courbe strictement analytique lisse. Si f est une fonction analytique inversible sur X, i.e. une
section globale du faisceau O×X , alors l’application
log | f | : X −→ [−∞,+∞[
est une fonction harmonique sur X.
– Principe du maximum et du minimum [Thu05, Proposition 3.1.1] : Soient X un k-courbe ana-
lytique lisse et connexe. Si une fonction harmonique h admet un extremum local sur X elle est
constante.
– Principe de Harnack [Thu05, Proposition 3.1.2] : Soient X un k-courbe analytique lisse et connexe.
Soit {Ωn}n∈N une suite d’ouverts de X telle que tout point de X admet un voisinage contenu dans
presque tous les Ωn . Quelle que soit la suite croissante de fonctions hn ∈ HX(Ωn), l’alternative
est la suivante :
– soit {hn} converge uniformément sur toute partie compacte de X vers +∞ ,
– soit {hn} converge uniformément sur toute partie compacte de X vers une fonction harmo-
nique h sur X.
Remarque 10.11. Il n’est pas vrai en général que toute fonction harmonique h sur une k-courbe stric-
tement analytique lisse X est localement le logarithme du module d’une fonction analytique inver-
sible. Ceci est néanmoins le cas si l’une des deux conditions suivantes est vérifiée [Thu05, Théorème
2.3.21] :
– le corps résiduel k ′ de k est algébrique sur un corps fini ;
– si k est la complétion d’un clôture algébrique de k, la courbe Xk est localement isomorphe à P
1
k
.
10.2.6. Fonctions sousharmoniques. —
Définition 10.12 ([Thu05, Définition 3.1.5]). Soit X une k-courbe strictement analytique lisse. Une
fonction u : X → [−∞,+∞[ est dite sousharmonique si elle est semi-continue supérieurement et si
elle satisfait à la condition suivante : pour tout domaine strictement k-affinoïde V ⊂ X et pour toute
fonction harmonique h ∈HX(V), on a
(u|∂V ≤ h|∂V)=⇒ (u|V ≤ h|V) .
Remarque 10.13. À la différence de [Thu05], ici la fonction identiquement égale à −∞ est soushar-
monique.
Les fonctions sousharmoniques satisfont aux propriétés suivantes :
– [Thu05, Proposition 3.1.8] : Soient X une k-courbe strictement analytique et Ω ⊂ X un ouvert.
L’ensemble ShX(Ω) des fonctions sousharmoniques sur Ω est un cône réel stable par max : pour
toutes fonctions sousharmoniques u, v : Ω→ [−∞,+∞[ et tous nombres réels positifs α,β, les
applications αu+βv et max{u, v} sont sousharmoniques sur Ω.
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– Principe du maximum [Thu05, Proposition 3.1.11] : Soient X une k-courbe strictement analy-
tique lisse et connexe et u : X → [−∞,+∞[ une fonction sousharmonique sur X. Si u admet un
maximum global en un point x ∈X, elle est constante.
– Localité [Thu05, Corollaire 3.1.13] : Soit X une k-courbe strictement analytique lisse. Les fonc-
tions sousharmoniques forment un faisceau ShX sur X.
– Fonctorialité [Thu05, Proposition 3.1.14] : Soit f : X′ → X un morphisme de k-espaces analy-
tiques entre k-courbes strictement analytiques lisses. Si u : X→ [−∞,+∞[ est une fonction sou-
sharmonique sur X, l’application composée
f ∗u = u ◦ f : X′ −→ [−∞,+∞[
est une fonction sousharmonique sur X′.
– Extension des scalaires [Thu05, Corollaire 3.4.5] : Soit X une k-courbe strictement analytique
lisse. Pour toute extension analytique K de k, le K-espace analytique XK qui s’en déduit par ex-
tension des scalaires à K est une K-courbe strictement analytique lisse.
Si u : X→ [−∞,+∞[ est une application sousharmonique sur X, l’application composée
$∗u : XK
$ // X
u // [−∞,+∞[ ,
où $ : XK →X est le morphisme d’extension des scalaires, est une fonction sousharmonique sur
XK.
– Logarithme du module d’une fonction analytique [Thu05, Proposition 3.1.6] : Soit X une k-courbe
strictement analytique lisse. Si f est une fonction analytique sur X, i.e. une section globale du
faisceau structural OX, alors l’application
log | f | : X −→ [−∞,+∞[
est une fonction sousharmonique sur X.
Soit k un corps complet pour une valeur absolue non archimédienne | · | quelconque.
Définition 10.14. Soit X une k-courbe analytique lisse. Une application u : X → [−∞,+∞[ est dite
sousharmonique si elle est semi-continue supérieurement et si la condition suivante est vérifiée : pour
une (et donc pour toute) extension analytique non trivialement valuée K de k telle que XK soit une K-
courbe strictement analytique, l’application composée
uK : XK
$K // X
u // [−∞,+∞[
est sousharmonique sur la K-courbe strictement analytique lisse XK.
10.3 Fonctions plurisousharmoniques
Dans cette section on introduit la notion de fonction plurisousharmonique sur un espace ana-
lytique sur un corps complet quelconque. Dans le cas complexe il s’agit de la notion introduite par
Grauert et Remmert [GR56] qui, en vertu d’un résultat de Fornæss-Narasimhan [FN80, Theorem 5.3.1],
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est équivalente à la notion précédemment introduite par Lelong [Lel42] et Oka [Oka42] ; dans le cas
non archimédien des notions de fonction plurisousharmonique ont été introduites par Chambert-
Loir et Ducros [CLD12] et par Boucksom, Favre et Jonnson [BFJ12].
Soit k un corps complet pour une valeur absolue | · |.
Définition 10.15. Soit X un k-espace analytique. Une fonction u : X → [−∞,+∞[ est dite plurisou-
sharmonique si elle est semi-continue supérieurement et la condition suivante est satisfaite : pour
toute extension analytique K de k, pour tout K-courbe analytique lisse Y et pour tout morphisme de
K-espaces analytiques ε : Y→XK, l’application composée
ε∗$∗Ku : Y
ε // XK
$K // X
u // [−∞,+∞[
est sousharmonique sur Y (où $K : XK →X désigne le morphisme d’extension des scalaires).
Une application h : |X| → R est dite pluriharmonique si les applications h,−h sont plurisoushar-
moniques.
Remarque 10.16. Si k =C on retrouve la notion usuelle de fonction plurisousharmonique. Si k =R et
X est un R-espace analytique, se donner une fonction plurisousharmonique sur X revient à se donner
une fonction plurisousharmonique sur la complexification XC, invariante par conjugaison.
Les propriété suivantes des fonctions plurisousharmoniques se déduisent directement des pro-
priétés des fonctions sousharmoniques correspondantes.
– Cohérence de la définition pour les courbes : Soit X est une k-courbe analytique lisse. Une fonc-
tion u : X→ [−∞,+∞[ est plurisousharmonique si et seulement si elle est sousharmonique.
– Soit X un k-espace analytique. L’ensemble des fonctions plurisousharmoniques sur X est un
cône réel stable par max : pour toutes fonctions plurisousharmoniques u, v : X → [−∞,+∞[ et
tous nombres réels positifsα,β, les applicationsαu+βv et max{u, v} sont plurisousharmoniques
sur X.
– Localité : Soit X un k-espace analytique. Les fonctions sousharmoniques forment un faisceau
PshX sur |X|.
– Fonctorialité : Soient X,X′ des k-espaces analytiques et f : X′→ X un morphisme de k-espaces
analytiques. Si u : X → [−∞,+∞[ est une fonction plurisousharmonique, l’application compo-
sée
f ∗u = u ◦ f : X′ −→ [−∞,+∞[
est une fonction plurisousharmonique sur X′.
– Extension des scalaires : Soient X un k-espace analytique et K une extension analytique de k. Si
u : X→ [−∞,+∞[ est une application sousharmonique sur X, l’application composée
$∗u : XK
$ // X
u // [−∞,+∞[ ,
où $ : XK →X est le morphisme d’extension des scalaires, est une fonction sousharmonique sur
XK.
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– Logarithme du module d’une fonction analytique : Soient X un k-espace analytique et f une
fonction analytique sur X, i.e., une section globale du faisceau structural OX. La fonction log | f | :
X→ [−∞,+∞[ est alors plurisousharmonique sur X.
– Principe du maximum : Soient X un k-espace analytique connexe et u : X[−∞,+∞[ une fonction
plurisousharmonique. Si la valeur absolue de k est non archimédienne, on suppose de plus que
X soit sans bord. Si la fonction u admet un maximum global en un point x ∈X, elle est constante.
Remarque 10.17. Le principe du maximum se démontre grâce à la connexité locale par chaînes de
courbes des k-espaces analytiques.
– Dans le cas complexe, en désingularisant, on peut supposer que l’espace analytique est lisse : la
connexité locale par courbes revient donc à la connexité par courbes des boules.
– Dans le cas non archimédien, c’est un théorème de Berkovich [Ber07, Theorem 4.1.1] : c’est là
qu’apparaît l’hypothèse sans bord. D’ailleurs, on ne peut pas s’affranchir de cette hypothèse :
si X =M (A) est un k-espace affinoïde et f ∈ A est tel que l’application | f | soit non constante,
l’application log | f | est plurisousharmonique, non constante et elle admet un maximum globale.
On utilisera le principe du maximum seulement pour les fonctions sousharmoniques.
10.4 Propriétés de convexité
10.4.1. Fonctions convexes. — Soit Ω ⊂ R un intervalle ouvert. Une application u : Ω→ R est dite
convexe si pour tout intervalle compact I⊂Ω et pour toute application affine h : R→ R, t 7→ at +b, la
condition suivante est satisfaite :
(u|∂I ≤ h|∂I)=⇒ (u|I ≤ h|I) .
Une application convexe est automatiquement continue.
Soit n ≥ 1 un nombre entier. Une application u : Rn →R est dite convexe si elle est continue et pour
tout intervalle ouvert Ω⊂R et pour toute application affine
ε : Ω // Rn
t  // x+ t v,
l’application composée ε∗u :Ω→R est convexe.
10.4.2. Stabilité de la sous-harmonicité par tranformations convexes. — Soit k un corps complet
pour une valeur absolue | · |.
Proposition 10.18. Soient X un k-espace analytique, h1, . . . ,hn : X → R des fonctions pluriharmo-
niques et ϕ : Rn →R une application convexe. L’application composée
ϕ◦ (h1, . . . ,hn) : X −→Rn −→R
est alors plurisousharmonique.
Démonstration. Les hyperplans de support du graphe de ϕ sont décrits par une famille L= {`α}α∈A de
fonctions affines `α : Rn →R telles que, pour tout x ∈Rn , on a
ϕ(x)= sup
α∈A
`α(x).
Pour tout α ∈ A, comme `α est affine, l’application composée `α ◦ (h1, . . . ,hn) est pluriharmonique.
La fonction ϕ◦ (h1, . . . ,hn) est donc le supremum d’une famille de fonctions (plurisous)harmoniques.
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Étant continue, elle coïncide avec sa régularisation supérieure et on conclut qu’elle est plurisoushar-
monique.
Proposition 10.19. Soient X un k-espace analytique et u1, . . . ,un : X→ [−∞,+∞[ des fonctions pluri-
sousharmoniques.
Soit ϕ : [−∞,+∞[n→ [−∞,+∞[ une application continue dont la restriction restriction à Rn soit à
valeurs réelles, convexe et croissante en chaque variable. L’application composée
ϕ◦ (u1, . . . ,un) : X −→ [−∞,+∞[n−→ [−∞,+∞[
est alors plurisousharmonique.
Démonstration. La preuve est la même que celle de la proposition précédente lorsqu’on a remarqué
le fait suivant. Soit
`α(x)= aα1x1+·· ·+aαn xn +bα
une fonction affine qui décrit un hyperplan de support du graphe deϕ. Puisque la fonctionϕ est crois-
sante en chaque variable, pour tout i = 1, . . . ,n, on a aαi ≥ 0. Pour tout α ∈ A, l’application composée
`α ◦ (u1, . . . ,un) est alors plurisousharmonique et on peut procéder comme avant.
Exemple 10.20. Soient X un k-espace analytique, f1, . . . , fn des fonctions analytiques sur X et ρ1, . . . ,ρn
des nombres réels positifs. Alors, la fonction
x 7→ log (| f1|ρ1 +·· ·+ | fn |ρn ) .
En particulier le logarithme d’une norme géométrique `q (Exemple 8.4) sur un k-espace vectoriel de
dimension finie est une fonction plurisousharmonique.
Remarque 10.21. Soient X une k-courbe analytique lisse et connexe, et h : X → R une fonction har-
monique non constante. L’image h(X)⊂R est alors un intervalle ouvert.
En effet, h(X) est un intervalle car X est connexe. Puisque h est non constante, elle n’atteint ni un
maximum ni un minimum global : autrement dit, l’intervalle h(X) ne contient pas ses points extrêmes.
Proposition 10.22. Soient X une k-courbe analytique lisse et connexe, et h : X→R une fonction har-
monique non constante.
Une application u : h(X)→ R est convexe si et seulement si u ◦h est sousharmonique et elle n’est
pas identiquement égale à −∞.
Démonstration. D’après la Proposition 10.18, il reste à prouver que si u ◦h est sousharmonique, alors
u est convexe. Soient I⊂ h(X) un interval compact et ` : R→R, t 7→ a+ tb une fonction affine telle que
u|∂I ≤ `|∂I.
On suppose par l’absurde que le maximum de la fonction u−` sur I soit strictement positif : le maxi-
mum est alors forcément atteint dans l’intérieur Ω de I.
La fonction (u−`)◦h est sousharmonique sur h−1(Ω) et elle atteint un maximum global. En parti-
culier, elle est constante et strictement positive sur h−1(Ω) : cela contredit l’hypothèse u|∂I ≤ `|∂I.
Proposition 10.23. Soit n ≥ 1 un nombre entier. Soient t1, . . . , tn des coordonnées sur Gnm . Une appli-
cation continue u : Rn →R est convexe si et seulement si l’application composée
u ◦ (log |t1|, . . . , log |tn |) : Gnm −→Rn −→R
est une fonction plurisousharmonique.
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Démonstration. Pour tout i = 1, . . . ,n la fonction log |ti | est pluriharmonique. D’après la Proposi-
tion 10.18 il reste à démontrer que si l’application u ◦ (log |t1|, . . . , log |tr |) est plurisousharmonique,
alors u est convexe.
Soit Ω ⊂ R un intervalle ouvert et ε : Ω→ R, t 7→ x + t v une application affine. Le lemme suivant,
qu’on démontrera à la fin de la preuve, permet de supposer v ∈ Zn (et Ω=R).
Lemme 10.24. Soit u : Rn → R une application continue. L’application u est convexe si et seulement
si la condition suivante est satisfaite : pour point x ∈Rn et pour tout v ∈ Zn , l’application composée
R // Rn
u // R
t  // x+ t v
est une fonction convexe sur R.
Soit ξ ∈Gnm tel que, pour tout i = 1, . . . ,n, on ait
log |ti (ξ)| = xi .
Quitte à étendre les scalaires au corps résiduel complété de ξ, on peut supposer qu’il est définit sur
k (la notion de pluri-sous-harmonicité est stable par extension des scalaires). On considère le mor-
phisme de k-espaces analytiques λ : Gm →Gnm défini par
λ(τ)= (τv1 , . . . ,τvr ) ·ξ.
Par définition de ξ et λ, pour tout point τ ∈Gm et pour tout i = 1, . . . ,n, on a
log |ti (λ(τ))| = vi log |τ|+xi .
Autrement dit, on a le diagramme commutatif suivant :
Gm
λ //
log |τ|

Gnm
(log |t1|,...,log |tn |)

R
ε // Rn
La fonction log |τ| est harmonique sur Gm et, par fonctorialité des fonctions plurisousharmoniques, la
fonction (
u ◦ (log |t1|, . . . , log |tn |)
)
◦λ=
(
u ◦ε
)
◦h
est sousharmonique sur Gm . D’après la Proposition 10.22, la fonction u ◦ε est alors convexe sur R, ce
qui termine la preuve.
Démonstration du Lemme 10.24. Tout d’abord on remarque qu’une fonction continue u′ : R → R est
convexe si et seulement si pour intervalle compact I⊂R et toute fonction affine h la condition suivante
est satisfaite : (
u′|∂I < h|∂I
)=⇒ (u′|I ≤ h|I) .
On considère une application affine
ε : Ω // Rn
t  // x+ t v,
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un intervalle compact I= [t1, t2]⊂Ω et une application affine h : R→R telle que
ε∗u|∂I < h|∂I.
On suppose par l’absurde qu’il existe t0 ∈ I tel que u(ε(t0))> h(t0). Quitte à appliquer une translation,
on peut supposer t0 = 0. Puisque u est continue il existe, pour tout i = 1,2, un voisinage ouvert Ui de
ε(ti ) tel que, pour tout x ′ ∈Ui , on ait
u(x)< `(ti ).
Par densité de Qn dans Rn il existe v ′ ∈ Qn tel que, pour tout i = 1,2, le point x + ti v ′ appartient à
l’ouvert Ui . On remarque que, quitte à appliquer une dilatation par un nombre entier non nul assez
divisible, on peut supposer que v ′ est à coefficients entiers. Si on considère l’application ε′(t )= x+t v ′,
on a
ε′∗u|∂I < h|∂I.
Puisque ε(0)= ε′(0), on a u(ε(0))≤ h(0), ce qui contredit l’hypothèse u(ε(0))> h(0).
11 Géométrie d’Arakelov
11.1 Corps globaux
Définition 11.1. Une place d’un corps K est une classe d’équivalence de valeurs absolues non triviales.
Si v est une place d’un corps K, on désigne par Kv la complétion de K par rapport à v .
Définition 11.2. On dit qu’un corps K est global s’il satisfait à une de ces conditions :
– K est un corps de nombres (dans ce cas on désigne par SK le spectre de son anneau des entiers
oK) ;
– K est le corps de fonctions d’une courbe projective lisse et connexe SK sur un corps F.
11.1.1. Normalisation d’une place non archimédienne. — Soit K un corps global. Les points fermés
du schéma SK corréspondent bijectivement aux places non archimédiennes de K : dans la suite on
sous-entendra toujours cette identification. Si v est une place non archimédienne de K, l’anneau local
OSK ,v en v est un anneau de valuation discrète : soient
valv : K −→ Z∪ {+∞}
la valuation normalisée et, pour tout λ ∈K
|λ|v := exp(−valv (λ)).
11.1.2. Normalisation d’une place archimédienne. — Soient K un corps de nombres et v une place
archimédienne. La complétion Kv s’identifie, en tant que corps complet, à R ou à C. On considère
l’unique valeur absolue | · |v : Kv →R+ qui étend la valeur absolue
λ 7→ sign(λ) ·λ
sur R.
Dorénavant, la complétion Kv de K sera toujours munie de la valeur absolue | · |v .
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11.1.3. Degré d’une place dans un corps de fonctions. — Soient K le corps de fonctions d’une courbe
projective, lisse et connexeSK et v une place de K. Le corps résiduel κ(v) du point fermé deSK associé
à la place v est une extension finie du corps F. Le degré de la place v est le nombre entier
deg v := [κ(v) : F].
11.1.4. Degré d’une place dans un corps de nombres. — Soient K un corps de nombres et v une place
de K. Si v est non archimédienne, le corps résiduel κ(v) du point fermé de SK associé à la place v est
un corps fini. Le degré de la place v est le nombre réel
deg v := log#κ(v).
De plus, si la valeur absolue v est p-adique, on a deg(v)= [κ(v) : Fp ] · log p.
Si v est archimédienne, la complétion Kv s’identifie, en tant que corps complet, à R ou à C. Le degré
de la place v est le nombre entier
deg v := [Kv : R].
Théorème 11.3 (Formule du produit). Soient K un corps global et f ∈ K×. Le nombre réel log | f |v est
nul pour presque toute place v et on a ∑
v∈VK
deg(v) log | f |v = 0.
11.1.5. Extensions finies. — Soient K un corps global et L une extension finie de K.
Définition 11.4. Soient w une place de L et v sa restriction à K. L’indice de ramification de w sur v est
la cardinalité du groupe abélien fini |L×w |w /|K×v |w ,
ram(w, v) := #
( |L×w |w
|K×v |w
)
.
Le dégré résiduel de w sur v est le nombre entier
[w : v] := [Lw : Kv ]
ram(w, v)
.
Proposition 11.5. Soient K un corps global et L une extension finie de K. Soient w une place de L et v
sa restriction à K. Alors,
deg(w)= [w : v]deg(v)
et, pour tout élément f ∈K×, on a :
log | f |w = ram(w, v) log | f |v .
Proposition 11.6. Soient K un corps global et L une extension finie de K. Soit v une place de K. Alors,∑
w |K=v
[w : v]ram(w, v)= [L : K]
et, pour tout élément g ∈ L×, on a :
log |NL/K(g )|v =
∑
w |K=v
[w : v] log |g |w ,
où NL/K(g ) est la norme de g dans K.
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En particulier, pour tout élément f ∈K×, on a :
[L : K] log | f |v =
∑
w |K=v
[w : v] log | f |w .
11.2 Faisceaux cohérents adéliques
On présente dans cette section une notion de faisceau adélique. Des notions similaires ont été
introduites dans [Zha95] et [Gau08].
Soit K un corps global.
Définition 11.7. Soient X un K-schéma propre et F un faisceau cohérent de OX-modules. Une famille
adélique de normes géométriques sur F est une famille de normes géométriques u = {uv : v ∈ VK} indi-
cée par VK satisfaisant aux propriétés suivantes :
– si v est une place archimédienne (resp. non archimédienne) uv est une métrique continue her-
mitienne (resp. continue non archimédienne) sur le faisceau cohérent de OXanv -modules F
an
v ;
– il existe un ouvert non videU du schémaSK, unU-schéma propre et platX de fibre générique X,
un faisceau cohérent deOX-modulesF tel queF|X soit isomorphe à F avec la propriété suivante :
pour tout point fermé v ∈U la norme géométrique uv est induite par le modèle entier F.
Définition 11.8. Soit X un K-schéma propre. Un faisceau cohérent adélique est un couple F = (F,u)
formé d’un faisceau cohérent de OX-modules F et d’une famille adélique de normes géométriques sur
F, u.
On dira qu’un faisceau cohérent adélique F = (F,u) est localement libre si le faisceau cohérent
sous-jacent F est localement libre.
11.2.1. Opérations. — Soit X un K-schéma propre. Les opérations valables pour les faisceaux loca-
lement libres de OX-modules munis d’une norme géométrique continue (quotient, dual, somme di-
recte, produit tensoriel, ...) se transportent aux faisceaux adéliques sur X en les construisant « place à
place ».
Par exemple si E = (E,uE), F = (F,uF) sont des faisceaux adéliques localement libres sur X, pour
toute place v ∈VK, on considère la norme géométrique uE⊕F,v sur Ev ⊕Fv obtenue par somme directe
des normes géométriques uE,v et uF,v . Puisque la construction de la norme géométrique associée à
un modèle entier est compatible à la construction de la somme directe des normes géométriques, la
famille de normes géométriques
uE⊕F = {uE⊕F,v : v ∈VK}
est adélique. Le faisceau adélique localement libre E ⊕F = (E⊕ F,uE⊕F) est dit somme directe des
faisceaux adéliques E etF .
11.2.2. Extension des scalaires. — Soit L une extension finie de K. Soient w une place de L et v sa res-
triction à K : on désigne par |·|K,w l’unique valeur absolue sur K appartenante à la classe d’équivalence
w qui prolonge la valeur absolue | · |v sur K, i.e.
| · |K,w = | · |ram(w,v)w .
Soient X un K-schéma propre et F un faisceau cohérent deOX-modules. On désigne par XL le L-schéma
propre qui s’en déduit par extension des scalaires et par FL le faisceau cohérent de OXL -modules $
∗
L F
($L : XL →X le morphisme d’extension des scalaires). Avec ces notations, on a le diagramme cartésien
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de K-schémas :
V(FanL,w )

$L[F] // V(Fanv )

XanL,w
$L // Xanv
Définition 11.9. Soit uv : V(Fanv )→R+ une norme géométrique continue sur F à la place v . L’extension
de la norme géométrique uv à place w est la norme géométrique
uL,w :=
(
$L[F]
∗uv
)1/ram(w,v) .
Proposition 11.10. Soient X un K-schéma propre, F un faisceau cohérent de OX-modules et u = {uv :
v ∈VK} une famille adélique de normes géométriques sur F. Soit L une extension finie de K. L’extension
à L de la famille u,
uL = {uL,w : w ∈VL}
est une famille adélique de normes géométriques sur FL.
Définition 11.11. Soient X un K-schéma propre etF = (F,u) un faisceau cohérent adélique sur X. Soit
L une extension finie de K. L’extension des scalaires à L deF est le faisceau cohérent adélique sur XL,
FL = (F,uL).
11.3 Degré et pente
Soit K un corps global.
Définition 11.12. Soit L = (L,u) un faisceau inversible adélique sur SpecK. Le degré du faisceau in-
versible adéliqueL est le nombre réel
d̂egKL :=
∑
v∈VK
deg(v) loguv (t ),
où t ∈V(L)(K) est un élément non nul.
D’après la formule du produit la définition ne dépend pas de l’élément non nul t choisi. Pour toute
place v ∈VK soit ‖·‖v la norme sur L induite par la norme géométrique uv . Pour tout s ∈ L non nul, on
a :
d̂egKL =−
∑
v∈VK
deg(v) log‖s‖v .
Définition 11.13. Soit E = (E,u) un faisceau adélique localement libre sur SpecK. Le degré de E est le
nombre réel
d̂egK E := d̂egK
(∧r E ),
où r = rkE . La pente de E est le nombre réel
µ̂K(E ) :=
d̂egK E
rkE
.
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Proposition 11.14. Pour tous faisceaux adéliques localements libres E ,F sur K on a
d̂egK (E ⊗F )= rkF · d̂egK E + rkE · d̂egKF .
Démonstration. On supposes d’abord que E ,F soient des faisceaux inversibles adéliques. Soient s, t
respectivement des K-points non nuls de V(E), V(F). Pour toute place v de K, on a alors
pE⊗F,v (s⊗ t )= pE,v (s) ·pF,v (t ).
On a ainsi
d̂egK (E ⊗F )=
∑
v∈VK
deg(v) log pE⊗F,v (s⊗ t )
= ∑
v∈VK
deg(v)
(
log pE,v (s)+ log pF,v (t )
)
= ∑
v∈VK
deg(v) log pE,v (s)+
∑
v∈VK
deg(v) log pF,v (t )
= d̂egK E + d̂egKF .
En revenant au cas général, on se ramène au cas où E ,F sont des faisceaux inversibles adéliques grâce
a l’isomorphisme canonique de faisceaux adéliques localement libres sur K,
det(E ⊗F )= det(E )⊗rkF ⊗det(F )⊗rkE .
Cela termine la preuve.
Proposition 11.15 (Compatibilité à l’extension des scalaires). Soient L une extension finie de K et
E = (E,p) un faisceau cohérent adélique sur SpecK. Alors,
d̂egLEL = [L : K]d̂egK E .
Démonstration. Puisque la construction du faisceau adélique détérminant, i.e., la construction de
la norme géométrique détérminant à toute place, est compatible à l’extension des scalaires, on se
ramène à prouver l’énoncé quand E est un faisceau inversible adélique. Soient s un K-point non nul
de V(E) et sL le L-point non nul de V(E⊗K L) qui s’en déduit par extension des scalaires. Pour toute
place v de K on a alors∑
w∈VL
w |K=v
deg(w) log pEL,w (sL)=
∑
w∈VL
w |K=v
(deg(v)[w : v])(ram(w, v) · log pE,v (s))
= ∑
w∈VL
w |K=v
[w : v]ram(w, v)deg(v) log pE,v (s)
= [L : K]deg(v) log pE,v (s).
On termine la preuve en prenant la somme sur toute place v ∈VK.
Définition 11.16. Soit E un faisceau adélique localement libre sur K. La pente maximale de E est le
nombre réel
µ̂K,max(E ) := sup
{
µ̂K(F ) :
F faisceau adélique localement libre sur K,
ε :F → E homomorphisme injectif de faisceaux adéliques
}
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Remarque 11.17. Soit E un faisceau adélique localement libre sur K. Pour calculer la pente maximale
de E on peut se borner à considérer le sous-faisceaux adéliques de E , les faisceaux adéliques F =
(F,pF) tels que F est un sous-espace vectoriels de E et la famille adélique de métriques pF est déduite de
celle de E à travers l’homomorphisme surjectif de K-schémas V(E)→V(F) qui correspond à l’inclusion
F⊂ E.
Proposition 11.18 (Inégalité des pentes). Soient E = (E,pE),F = (F,pF) des faisceaux adéliques loca-
lement libres sur K. Pour tout homomorphisme injectif de K-espaces vectoriels ϕ : E → F, l’inegalité
suivante est satisfaite :
µ̂K,max(E )≤ µ̂K,max(F )+
∑
v∈VK
deg(v) log‖ϕ‖opHom(E,F),v ,
où ‖ϕ‖opHom(E,F),v est la norme d’opérateur de ϕ à la place v .
Démonstration. Il suffit de montrer que pour tous faisceaux adéliques localements libres E ,F et tout
homomorphisme injectif de K-espaces vectoriels ϕ : E→ F on a l’inégalité
µ̂K(E )≤ µ̂K,max(F )+
∑
v∈VK
deg(v) log‖ϕ‖opHom(E,F),v .
On suppose d’abord que les faisceaux adéliques E ,F soient inversibles. Pour toute place v ∈ VK, la
norme d’opérateur de ϕ à la place v est le nombre réel positif
‖ϕ‖opHom(E,F),v := sup
x∈V(F)anv −{0}
pE,v (ϕ∨(x))
pF,v (x)
.
Pour tout K-point t de V(F) tel que ϕ∨(t ) est non nul, on a
d̂egK E =
∑
v∈VK
deg(v) log pE,v (ϕ
∨(t ))
≤ ∑
v∈VK
deg(v) log
(
‖ϕ‖opHom(E,F),v ·pF,v (t )
)
= ∑
v∈VK
deg(v) log pF,v (t )+
∑
v∈VK
deg(v) log‖ϕ‖opHom(E,F),v
= d̂egK(F )+
∑
v∈VK
deg(v) log‖ϕ‖opHom(E,F),v .
On suppose ensuite que E etF soient des faisceaux adéliques localement libres quelconque. On
désigne par θ : E → Imϕ l’isomorphisme de K-espaces vectoriels induit par ϕ. On munit le sous-K-
espace vectoriel Imϕ de F de la structure de faisceau adélique induite parF par restriction, i.e., pour
toute place v on considère la norme géométrique induite sur Imϕ par l’homomorphisme surjectif
V(F) → V(Imϕ). Soit r le rang de E . En prenant la puissance extérieure r -ième de θ, on obtient un
isomorphisme de K-espaces vectoriels ∧ rθ :∧ r E−→∧ r Imϕ.
D’après le cas précédent, on a
d̂egK E ≤ d̂egK
(∧ r Imϕ)+ ∑
v∈VK
deg(v) log‖∧ rθ‖opHom(E,F),v
En appliquant l’inégalité de Hadamard en toute place, on a
d̂egK
(∧ r Imϕ)≤ r d̂egK (Imϕ) .
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Encore par l’inégalité de Hadamard, pour toute place v ∈VK on a :
log‖∧ rθ‖op
Hom(
∧r E,∧r F),v ≤ r log‖θ‖opHom(E,F),v .
De plus, pour toute place v , la norme d’opérateur de ϕ coïncide avec la norme d’opérateur de θ. On
conclut donc
d̂egK E ≤ r d̂egK
(
Imϕ
)+ ∑
v∈VK
deg(v)r log‖ϕ‖opHom(E,F),v
≤ r µ̂K,max(F )+ r
∑
v∈VK
deg(v) log‖ϕ‖opHom(E,F),v ,
ce qui achève la preuve.
11.4 Hauteurs
Dans ce numéro on présente des faits élémentaires autour des hauteurs dans le cadre adélique
qu’on a introduit. On peut trouver des expositions sur la théorie des hauteurs dans [Lan83], [Ser97],
[BG06] et [HS00].
Soit K un corps global.
Définition 11.19. Soit X un K-schéma propre et L un faisceau inversible adélique. Pour tout point
fermé x ∈X0, on pose
hL (x) :=
1
[K(x) : K]
d̂egK(x)(x
∗L ).
L’application hL : X0 →R+ ainsi définie est appelée hauteur par rapport àL .
Théorème 11.20 (Machine des hauteurs de Weil). Soit X un K-schéma propre. Les propriétés sui-
vantes sont satisfaites :
i. additivité : siL ,M sont des faisceaux inversibles adéliques sur X,
hL⊗M = hL +hM .
ii. fonctorialité : si Y est un K-schéma propre et f : Y→X est un morphisme de K-schémas,
h f ∗L = f ∗hL := hL ◦ f .
iii. équivalence linéaire : si L est un faisceau inversible sur X et u,u′ sont des familles adéliques de
normes géométriques sur L, il existe un nombre réel C tel que
|h(L,u)−h(L,u′)| ≤C.
iv. positivité : siL = (L,u) est un faisceau inversible adélique sur X, il existe un nombre réel c tel que,
pour tout point fermé x ∈ X qui n’est pas un point base stable de L, c’est-à-dire, qu’il existe un
nombre entier positif d ≥ 1 et une section globale de L⊗d qui ne s’annule pas en x, on a
hL (x)≥ c.
Démonstration. L’additivité est une conséquence immédiate de l’additivité du degré (Proposition 11.14)
et la fonctorialité découle directement de la définition de l’image réciproque d’une norme géomé-
trique.
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On passe à démontrer (iii). Pour toute place v ∈ VK, la fonction u′v /uv sur V(L)− e(X) (où e : X →
V(L) désigne la section nulle) descend en une fonction continue sur Xanv . Comme X est propre sur K,
l’espace topologique sous-jacent au Kv -espace analytique Xanv est compact. En particulier
δv := sup
Xanv
∣∣∣∣log u′vuv
∣∣∣∣<+∞.
Par définition de famille adélique de normes géométriques il existe un ouvert V de SK, un V-
schéma propre X (resp. X′) et un faisceau inversible L sur X (resp. un faisceau inversible L′ sur X′) tel
que pour toute place v ∈V la norme géométrique uv (resp u′v ) soit induite par le faisceau inversible
L (resp. L’). Quitte à restreindre V on peut supposer qu’il existe un isomorphisme de V-schémas
θ :X→X′ et un isomorphisme de faisceaux inversibles sur X, ϕ : θ∗L′→L. Autrement dit, pour toute
place v ∈V, les normes géométriques uv , u′v coïncident et donc δv = 0.
Par conséquent, pour tout point fermé x ∈ X et pour tout point t ∈ V(L)− e(X) au-dessus de x de
même corps résiduel, on a
|h(L,u)(x)−h(L,u′)(x)| :=
1
[K(x) : K]
∣∣∣∣∣ ∑v∈VK(x) deg(v) loguK(x),v (t )−
∑
v∈VK(x)
deg(v) logu′K(x),v (t )
∣∣∣∣∣
= 1
[K(x) : K]
∣∣∣∣∣ ∑v∈VK(x) deg(v)
(
loguK(x),v (t )− logu′K(x),v (t )
)∣∣∣∣∣
≤ 1
[K(x) : K]
∑
v∈VK(x)
deg(v)
∣∣∣loguK(x),v (t )− logu′K(x),v (t )∣∣∣
≤ ∑
v∈VK
deg(v)δv =
∑
v 6∈V
deg(v)δv .
Puisque il n’y a qu’un nombre fini de places qui n’appartiennent pas àV, cela achève la démonstration
de (iii).
Pour (iv), quitte à prendre une puissance suffisamment grande de L, on peut supposer qu’il existe
des sections globales s1, . . . , sn de L sur X telles que pour tout x ∈X qui n’est pas un point base stable de
L il existe i = 1, . . . ,n telle que si ne s’annule pas en x. En toute place v on désigne par ‖·‖v la métrique
sur les sections de L induite par la norme géométrique uv , Si si ne s’annule pas en x, on a
hL (x)=−
1
[K(x) : K]
∑
v∈VK(x)
deg(v) log‖si‖K(x),v (x)
≥− 1
[K(x) : K]
∑
v∈VK(x)
deg(v) logsup
Xanv
‖si‖K(x),v
=− ∑
v∈VK
deg(v) logsup
Xanv
‖si‖v
≥ max
i=1,...,n
{ ∑
v∈VK
deg(v) logsup
Xanv
‖si‖v
}
.
Pour toute place v l’espace topologique sous-jacent au Kv -espace analytique Xanv est compact car X
est propre sur L. Comme la norme géométrique uv est continue pour tout i = 1, . . . ,n on a
sup
Xanv
‖si‖v <+∞.
Cela achève la preuve.
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Théorème 11.21 (Finitude). Soit K un corps de nombres ou un corps de fonctions d’une courbe pro-
jective lisse et connexe sur un corps fini. Soit X un K-schéma propre etL = (L,u) un faisceau inversible
adélique sur X.
Si le faisceau inversible L est ample, pour tous nombres réels C1,C2 ≥ 0, l’ensemble
{x ∈X0 : [K(x) : K]≤C1,hL (x)≤C2}
est fini.
Démonstration. En vertu du Théorème 11.20.(iii) on se ramène au cas X = PnK et L = O (1) muni, aux
places non archimédiennes, des normes géométriques induite par le faisceaux inversibleO (1) sur Pn
SK
et, (si K est un corps de nombres) aux places archimédiennes, des normes géométriques de Fubini-
Study associées à la norme hermitienne standard.
Dans ce cas le résultat est connu et peut être trouvé par exemple dans [HS00, Theorem B.2.3].
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Chapitre II
Théorie géométrique des invariants
sur un corps complet
0 Introduction
Ce chapitre est consacré à l’étude de la théorie géométrique des invariants sur un corps complet
pour une valeur absolue quelconque. Dans le cas non archimédien on utilisera le language des espaces
analytiques au sens de V. G. Berkovich.
Le but est de construire une métrique continue sur le quotient (au sens de la théorie géométrique
des invariants) d’une variété projective polarisée par un faisceau inversible ample muni d’une mé-
trique continue.
Le point crucial dans la preuve de la continuité de la métrique est la comparaison des notions de
point minimal sur la fibre et de point minimal sur l’orbite (Théorème 2.9). Pour prouver ce résultat on
s’inspire à l’article dans [KN79, Theorem 2] : en effet les techniques de G. Kempf et L. Ness, reformulées
dans le cadre des fonctions plurisousharmoniques, s’appliquent aussi bien au cas non archimédien
qu’au cas complexe. La relation entre les techniques de Kempf-Ness et les fonctions plurisousharmo-
nique avait déjà notée dans [AL93].
Les mondes archimédiens et non archimédiens se distinguent toutefois sur l’argument d’existence
d’un sous-groupe à un paramètre destablisant qui respecte les structures entières : tandis que dans le
cas complexe l’existence se démontre grâce à la structure réelle d’un sous-groupe compact maximal,
dans le cas non archimédien elle repose sur la proprété du foncteur des sous-groupes paraboliques.
L’étude des minima sur les fibres et sur les orbites se fait en même temps que l’étude de certaines
propriétés de l’analytification du quotient et qui sont d’intérêt indépendant (Propositions 2.7 et 2.15).
Le travail de J.-F. Burnol [Bur92] s’insère dans ce cadre en permettant de prouver que la construc-
tion de la métrique sur le quotient est compatible à la construction de la métrique associée à un mo-
dèle entier (Corollaire 2.21).
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1 Minima sur les fibres
1.1 Définition et propriétés générales
Définition 1.1. Soient X, Y des ensembles, et f : X→ Y, u : X→ [−∞,+∞] des applications. L’applica-
tion
f↓u : Y // [−∞,+∞]
y  // inf
f (x)=y
u(x)
est appelée l’application des minima de u sur les fibres du morphisme f .
Un point x ∈X est u-minimal sur la fibre de f si f ∗ f↓u(x)= u(x), i.e., pour tout x ′ ∈X tel que f (x)=
f (x ′),
u(x)≤ u(x ′).
Le sous-ensemble de X des points u-minimaux sur les fibres de f est désigné par Xminf (u).
Si la fonction u est claire du contexte, on dit simplement point minimal sur la fibre de f et on
désigne par Xminf l’ensemble des points minimaux.
Proposition 1.2 (Fonctorialité). On suppose de s’avoir donné un diagramme commutatif d’ensembles
X′
f ′
//
p

Y′
q

X
f
// Y
Pour toute fonction u : X→ [−∞,+∞] on a
q∗ f↓u ≤ f ′↓p∗u.
Proposition 1.3 (Semi-continuité pour les morphismes ouverts). Soient X,Y des espaces topologiques
et f : X→ Y une application continue, surjective et ouverte.
Si u : X→ [−∞,+∞[ est une fonction semi-continue supérieurement, f↓u l’est aussi.
Démonstration. Il s’agit de vérifier que, pour tout α ∈R, la partie
Vα := {y ∈ Y : f↓u(y)< α}⊂ Y
est ouverte. Puisque f est surjective, Vα est l’image de
Uα := {x ∈X : u(x)< α}⊂X.
La partie Uα est ouverte par semi-continuité supérieure de u et, comme f est une application ou-
verte, Vα l’est aussi.
Proposition 1.4. Soient X,Y des espaces topologiques et f : X → Y une application. Soit u : X →
[−∞,+∞[ une fonction continue.
Si la fonction f↓u est supérieurement semi-continue, l’ensemble des points minimaux Xminf (u) est
fermé dans X.
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Démonstration. Un point x ∈ X est u-minimal sur les fibres de f si et seulement si u(x) = f↓u( f (x)).
Pour autant, on a :
X−Xminf (u)= {x ∈X : f ∗ f↓u(x)−u(x)< 0}.
Puisque l’application f↓u est supérieurement semi-continue, l’application f ∗ f↓u −u l’est aussi. La
partie X−Xminf (u) est alors ouverte.
1.2 Morphismes d’espaces analytiques
Soient k un corps complet pour une valeur absolue | · |, X, Y des k-espaces analytiques et f : X→ Y
un morphisme de k-espaces analytiques.
1.2.1. Extension des scalaires. — Soient K une extension analytique du corps k et fK : XK → YK le
morphisme de K-espaces analytiques déduit par extension des scalaires. Le diagramme d’espaces lo-
calement annelés en k-algèbres
XK
fK
//
$X

YK
$Y

X
f
// Y
est commutatif.
Proposition 1.5 (Compatibilité à l’extension des scalaires). Soit f : X→ Y un morphisme de k-espaces
analytiques. Soient K une extension analytique du corps k et fK : XK → YK le morphisme de K-espaces
analytiques déduit par extension des scalaires.
Si $X : XK →X, $Y : YK → Y désignent les morphismes d’extension des scalaires, on a
$∗Y f↓u = ( fK)↓$∗Xu.
L’inégalité$∗Y f↓u ≤ ( fK)↓$∗Xu suit de la fonctorialité (Proposition 1.2). L’inégalité$∗Y f↓u ≥ ( fK)↓$∗Xu
est une conséquence du lemme suivant.
Lemme 1.6. Soient f : X → Y un morphisme de k-espaces analytiques et x, x ′ ∈ X des points tels
que f (x)= f (x ′). Il existe une extension analytique K de k et des K-points xK, x ′K de XK tels que
i. le point xK (resp. x ′K) s’envoie sur x (resp. x
′) par le morphisme canonique d’extension des sca-
laires XK →X ;
ii. les images de xK et x ′K par le morphisme fK : XK → YK, déduit par extension des scalaires, coïn-
cident.
Dans le cas archimédien, le résultat est trivial pour k = C et, dans le cas k = R, découle par action
de Galois. Il reste à le prouver dans le cas où k est un corps complet pour une valeur absolue non-
archimédienne.
Démonstration. Soient V un voisinage affinoïde du point f (x) = f (x ′) et A := Γ(V,OY). Il existe des
voisinages affinoïdes U et U′ respectivement de x et x ′ dans X tels que leur image par f soit contenue
dans V. On désigne par B et B′ les sections du faisceau structural OX respectivement sur U et U′. Le
morphisme f : X→ Y détermine par restriction des morphisme de k-espaces analytiques f : U→V, f :
U′→V et induit donc des homomorphismes de k-algèbres affinoïdes
ϕ : A−→B, ϕ′ : A−→B′.
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On note encore x et x ′ les morphismes canoniques B → κ̂(x), B′ → κ̂(x ′). Puisque les images de x
et x ′ coïncident, par définition il existe une extension analytique K de k et des homomorphismes
isométriques de k-algèbres de Banach
ε : κ̂(x)−→K, ε′ : κ̂(x ′)−→K
tels que le diagramme suivant
B
x // κ̂(x)
ε
((A
ϕ
77
ϕ′ ''
K
B′ x
′
// κ̂(x ′) ε
′
66
soit commutatif. Les homomorphismes
ε◦x : B−→K, ε◦x ′ : B′ −→K
définissent, respectivement, des points xK, x ′K de XK satisfaisant aux conditions dans l’enoncé.
1.2.2. Cas des cônes affines. — Soit X un cone affine analytique sur k, i.e. le k-espace analytique
déduit par analytification du spectre d’une k-algèbre A graduée à degrés positifs et de type fini. L’ho-
momorphisme de k-algèbres
A−→ A⊗k[t ]
qui envoye un élément a de degré d en a⊗ t d définit un morphisme de k-espaces analytiques
h : A1×X −→X
appelé homothétie ou multiplication par les scalaires.
Définition 1.7. Soit X un cône affine analytique sur k. Une application u : |X|→R+ est dite 1-homogène
si le diagramme suivant
|A1×X| //
|h|

|A1|× |X| u×|·| // R+×R+
µ

|X| u // R+
est commutatif (µ désigne la multiplication de nombres réels positifs).
Proposition 1.8. Soient A,B des k-algèbres graduées à degrés positifs et de type fini, et ϕ : B→ A un
homomorphisme homogène de degré D > 0. Soient X et Y l’analytification des spectres respective-
ment de A et B, et f : X→ Y le morphisme de k-espaces analytiques induit par ϕ.
Soit u : X → R+ une application semi-continue supérieurement, 1-homogène et propre au sens
topologique. Si Xminf (u) est fermé, alors la restriction f : X
min
f (u)→ Y de f à Xminf (u) est propre au sens
topologique.
Remarque 1.9. Soit n ≥ 1 un nombre entier et d = (d1, . . . ,dn) un n-uplet de nombres entiers stricte-
ment positifs. La k-algèbre k[t1, . . . , tn]d des polynômes en n variables de poidsd est la k-algèbre k[t1, . . . , tn]
munie de l’unique graduation degd telle que pour tout i = 1, . . . ,n on ait
degd (ti )= di .
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On désigne par And l’analytification du spectre de cette algèbre graduée.
Soit A une k-algèbre graduée de type fini quelconque et soient ai sont des générateurs homogènes
de A. Si deg ai = di , l’homomorphisme surjectif de k-algèbres
k[t1, . . . , tn]d // A
ti
 // ai
est homogène de degré 1.
Démonstration. Quitte à prendre des générateurs homogènes de la k-algèbre de type fini B on peut
supposer Y =And .
On suppose par l’absurde que la restriction de f à Xminf (u) ne soit pas propre au sens topologique.
Puisque u est propre au sens topologique il existe suite de points minimaux, {xi }i∈N, tels que leurs
images f (xi ) soient contenues dans un compact, et u(xi ) tend vers +∞ lorsque i tend vers infini.
Pour tout i ∈N, il existe une extension analytique Ki telle que le corps résiduel complété κ̂(xi ) de xi
se plonge de manière isométrique dans Ki et telle que u(xi ) appartient au groupe des valeurs |K×i |
de Ki . Soit λi un élément de Ki tel que |λi | = u(xi ) et soit x˜i l’image dans X du K-point
xi
λi
à travers l’application canonique X(Ki )→X.
Par homogénéité de u, les points x˜i sont encore minimaux et u(x˜i )= 1. Les points x˜i sont contenus
dans la partie compacte {x : u(x)= 1} (u est propre au sens topologique). Par compacité séquentielle,
on peut supposer que la nouvelle suite x˜i converge vers un point x˜.
Par construction u(x˜)= 1 et x˜ est minimal (Xminf (u) est fermé).
Le morphisme f est donnée par des polynômes f1, . . . , fr : puisque ϕ est homogène de degré D, le
polynôme fα est homogène de degré Ddα. Pour tout i ∈N et pour tout α= 1, . . . ,r , on a
| fα(x˜i )| = | fα(xi /λi )| = | fα(xi )|
u(xi )Ddα
.
Par hypothèse, les points f (xi ) appartiennent à une partie compacte de Y : les nombres réels | fα(xi )|
sont donc tous majorés par une constante. Comme les u(xi ) tendent vers infini lorsque i tend vers
infini, on a
f (x˜)= lim
i→∞
f (x˜i )= 0.
Cette égalité est absurde : d’un côté on a u(x˜) = 1 par construction, d’autre côté l’égalité précédente
entraîne u(x˜)= 0 car x˜ est minimal.
Corollaire 1.10. Soient A,B des k-algèbres graduées à degrés positifs et de type fini, etϕ : B→ A un ho-
momorphisme homogène de degré D > 0. Soient X et Y l’analytification des spectres respectivement
de A et B, et f : X→ Y le morphisme de k-espaces analytiques induit par ϕ.
Soit u : |X| → R+ une application semi-continue supérieurement (resp. continue), 1-homogène
et propre au sens topologique. Si le morphisme f est surjectif, l’application f↓u est semi-continue
supérieurement (resp. continue) si et seulement si Xminf (u) est fermé dans X.
Démonstration. Pour brièveté on désigne par Xmin les points minimaux. D’après la Proposition 1.4,
si f↓u est semi-continue supérieurement, alors Xmin est fermé. On suppose donc que Xmin soit fermé
dans X. Puisque f est surjective et l’application u est propre, la restriction
f : Xmin −→ Y
112 Chapitre II. Théorie géométrique des invariants sur un corps complet
de f à Xmin est surjective. En outre, par définition de point minimal sur la fibre, le diagramme d’es-
paces topologiques suivant
X
f
// Y
f↓u

Xmin
OO
u // R+
est commutatif. L’espace topologique Xmin est localement compact car il est sous-espace topologique
fermé d’un espace topologique localement compact. D’après la Proposition 1.8 la restriction de f
à Xmin est propre au sens topologique et donc une application fermée. L’application f↓u est alors semi-
continue supérieurement (resp. continue) si et seulement si la restriction de u à Xmin l’est.
1.3 Métrique des minima le long les fibres
1.3.1. Définition et propriétés générales. — Soient k un corps complet pour une valeur absolue |·|, X
et Y des k-espaces analytiques et f : X→ Y un morphisme surjectif de k-espaces analytiques. Soient F
un faisceau cohérent de OY-modules et f [F] la deuxième projection
f [F] : V( f ∗F)=X×Y V(F)−→V(F).
Le diagramme de k-espaces analytiques
V( f ∗F)
f [F]
//
p

V(F)
q

X
f
// Y
est cartésien et, le morphisme f : X→ Y étant surjectif, le morphisme f [F] l’est aussi.
Définition 1.11. Soit u une norme géométrique sur le faisceau cohérent f ∗F. Si f [F]↓u est une norme
géométrique sur le faisceau cohérent F, on l’appelle la métrique des minima le long les fibres de f .
On suppose que la norme géométrique u soit continue et on considère la métrique sur les sec-
tions de f ∗F induite par u : elle est la donnée, pour tout point x ∈ X, de la norme sur le κ̂(x)-espace
vectoriel x∗ f ∗F suivante :
s ∈ x∗ f ∗F 7→ ‖s‖ f ∗F(x) := sup
0 6=t∈V(x∗ f ∗F)
|s(t )|
u(t )
.
On suppose que l’application f [F]↓u soit une norme géométrique sur F. Pour tout point y ∈ Y et toute
section s ∈ y∗F, on pose :
‖s‖F(y) := sup
0 6=t∈V(y∗F)
|s(t )|
f [F]↓u(t )
.
Proposition 1.12. Soient X et Y des k-espaces analytiques et f : X → Y un morphisme surjectif de k-
espaces analytiques. Soient F un faisceau cohérent de OY-modules. Pour tout point y ∈ Y et toute
section s ∈ y∗F, on a :
‖s‖F(y)= sup
f (x)=y
‖ f ∗s‖ f ∗F(x).
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Proposition 1.13 (Compatibilité aux puissances tensorielles). Soient X et Y des k-espaces analytiques
et f : X → Y un morphisme surjectif de k-espaces analytiques. Soit L un faisceau inversible sur Y
et f [L] : V( f ∗L)→V(L) le morphisme de changement de base.
Soit uL une norme géométrique sur le faisceau inversible f ∗L. On suppose que la fonction f [L]↓u
soit une norme géométrique sur L.
Pour tout nombre entier d ≥ 1, on désigne par uL⊗d la norme géométrique sur f ∗L⊗d induite par
la norme géométrique uL et par ( f [L]↓uL)⊗d la norme géométrique induite par f [L]↓uL sur L⊗d . Alors,
f [L⊗d ]↓(uL⊗d )= ( f [L]↓u)⊗d .
1.3.2. Cas des morphismes rationnels. — Soient X, Y des k-schémas projectifs et L, M des faisceaux
inversibles amples respectivement sur X, Y. On considère les k-algèbres graduées de type fini
A :=⊕
d≥0
Γ(X,L⊗d ),
B :=⊕
d≥0
Γ(Y,M⊗d ).
Les k-schémas X et Y s’identifient canoniquement aux spectres homogènes des k-algèbres graduées A
et B. Si le faisceau inversible L (resp. M) est de plus engendré par ses sections globales, il s’identifie
au faisceau inversible OX(1) (resp. OY(1)) associé au A-module gradué A(1) (resp. au B-module gra-
dué B(1)).
Soit ϕ : B → A un homomorphisme de k-algèbres homogène de degré D > 0, c’est-à-dire, tel que
pour tout nombre entier d ≥ 0 on ait ϕ(Bd ) ⊂ AdD. L’homomorphisme ϕ induit un morphisme de k-
schémas f : U → Y, où U est l’ouvert complémentaire du sous-schéma fermé de X définit par l’idéal
homogène ϕ(B+) ·A.
Le morphisme f ainsi défini est affine : en effet, pour tout élément homogène b ∈B, son imageϕ(b) ∈
A est un élément homogène et l’image réciproque par f de l’ouvert affine D+(b)= SpecB(b) est l’ouvert
affine D+(ϕ(b))= Spec A(ϕ(b)),
f −1D+(b)=D+(ϕ(b))
(ici B(b) et A(ϕ(b)) désignent la composante de degré 0 respectivement des k-algèbres graduées Bb
et Aϕ(b)).
Pour tout nombre entier d ≥ 1 assez grand (plus précisément tel que M⊗d et L⊗dD soient engendrés
par leurs sections globales) l’homomorphisme de k-espaces vectoriels induit par ϕ,
Γ(Y,M⊗d )−→ Γ(X,L⊗dD)
induit un isomorphisme de faisceaux inversibles sur U, ϕdD : f
∗M⊗d → L|⊗dDU . Cet isomorphisme
est compatible aux puissances tensorielles. En particulier, si d ≥ 1 est un nombre entier assez grand,
l’isomorphisme de faisceaux inversibles sur U,
ϕD =ϕ(d+1)D⊗ϕ∨dD : f ∗M−→ L|⊗DU
ne dépend pas du nombre entier d choisi et on note
f [M] : V(L|⊗DU )−→V(M)
le morphisme de k-schémas qui s’en déduit.
On suppose que le morphisme f soit surjectif : le morphisme f [M] est alors également surjectif.
Dans ce cas on dit que f est une projection (nom qui évoque les exemples des projections linéaires
et de la projection sur le quotient), qu’un point dans U est f -projetable et qu’un point dans X−U est
non f -projetable.
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Proposition 1.14. Soient X, Y des k-schémas projectifs et L, M des faisceaux inversibles amples res-
pectivement sur X, Y. Soit
ϕ : B :=⊕
d≥0
Γ(Y,M⊗d )−→ A :=⊕
d≥0
Γ(X,L⊗d )
un homomorphisme de k-algèbres homogène de degré D> 0. Soient U ⊂ X l’ouvert complémentaire
du sous-schéma fermé décrit par l’idéal homogène ϕ(B+) ·A et f : U→ Y le morphisme de k-schémas
induit.
On suppose que le morphisme f soit surjectif. Si uL est une norme géométrique continue sur L,
l’application f [M]↓uL⊗D est une norme géométrique sur le faisceau inversible M.
Démonstration. Puisque la construction de la métrique des minima est compatible aux puissances
tensorielles (Proposition 1.13), quitte à prendre une puissance suffisamment grande de L et M, on peut
supposer que L et M soient très amples. L’homomorphisme ϕ induit un homomorphisme homogène
de degré 1 de k-algèbres graduées
ϕD : B−→ AD :=
⊕
d≥0
Γ(X,L⊗Dd ).
Les morphismes canoniques
θ : V(L⊗D)−→ X̂D := Spec AD, ω : V(M)−→ Ŷ := SpecB
sont alors propres et ils induisent un isomorphisme en dehors de la section nulle. La métrique uL⊗D
provient par composition par θ d’une fonction û : |X̂anD |→R+, i.e., uL⊗D = θ∗û. La fonction û est conti-
nue, 1-homogène, propre au sens topologique et non nulle en dehors de la section nulle du cône affine
analytique X̂anD .
L’homomorphisme ϕ induit un homomorphisme homogène de degré 1 de k-algèbres graduées
ϕD : B−→ AD :=
⊕
d≥0
Γ(X,L⊗Dd ).
Si on désigne par f̂ : X̂D → Ŷ le morphisme de k-schémas associé, le diagramme suivant
X̂D− f̂ −1(OŶ) 

// X̂D
V(L|⊗DU )−e(U)
  //
θ
OO
V(L⊗D)
θ
OO
est cartésien (où OŶ ⊂ Ŷ désigne la section nulle du cône affine Ŷ et e : X → V(L⊗D) la section nulle du
faisceau inversible L⊗D). Il en découle que i t ∈ V(M)an est un point en dehors de la section nulle, la
fibre f̂ −1(t ) est contenue dans V(L|⊗DU )an−e(U)an. En particulier, on a :
f [M]↓θ∗û(t )=ω∗ f̂↓û(t ).
On est ramené à prouver le fait suivant : si y ∈ Ŷan est un point en dehors de la section nulle, alors f̂↓û(y) 6=
0. La fibre de f̂ en y est contenue dans X̂anD −OanX̂D :
f̂ −1(y)⊂ X̂anD −OanX̂D .
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Puisque la fonction û est propre au sens topologique, elle atteint son minimum ; comme û est non
nulle en dehors la section nulle, d’après l’inclusion précédente on a
f̂↓û(y)= inf
f −1(y)
û > 0,
ce qui achève la démonstration.
1.4 Mesure de non-projetabilité
1.4.1. Définition. — On revient aux notations du paragraphe 1.3.2.
Définition 1.15. Soit uL une norme géométrique continue sur Lan. Pour tout x ∈Xan, on fait la défini-
tion suivante :
– si x est un point f -projetable et s ∈ V(L⊗D)an est un point non nul au-dessus de x, on note t :=
f [M](s) et on pose :
µ(x) := 1
D
log
f [M]↓uL⊗D (t )
uL⊗D (s)
.
La définition ne dépend pas du représentant non nul s choisi.
– si par contre x est non f -projetable, on pose µ(x)=−∞.
L’application µ : Xan → [−∞,0] ainsi définie est appelée mesure d’instabilité.
Proposition 1.16. Soient X, Y des k-schémas projectifs et L, M des faisceaux inversibles amples res-
pectivement sur X et Y. Soit
ϕ : B :=⊕
d≥0
Γ(Y,M⊗d )−→ A :=⊕
d≥0
Γ(X,L⊗d )
un homomorphisme de k-algèbres homogène de degré D> 0. Soient U ⊂ X l’ouvert complémentaire
du sous-schéma fermé décrit par l’idéal homogène ϕ(B+) ·A et f : U→ Y le morphisme de k-schémas
induit. On suppose que le morphisme f soit surjectif.
Soit uL une norme géométrique continue sur Lan. Soient x ∈ Xan et t ∈ V(L⊗D)an un point non nul
au dessus de x. Alors :
i. µ(x)= 0 si et seulement si le point t est uL⊗D -minimal sur la fibre de f [M] ;
ii. µ(x)=−∞ si et seulement si x est un point non f -projetable ;
En outre, si la norme géométrique f [M]↓u⊗D des minima le long le fibres de f est continue, la
mesure d’instabilité µ l’est aussi.
Démonstration. Pour (i), la mesure d’instabilité µ s’annule en x si et seulement si
uL⊗D (x̂)= f [M]∗ f [M]↓uL⊗D (x̂),
ce qui par définition implique que x̂ est uL⊗D -minimal sur la fibre de f [M].
Pour (ii), si x appartient à Zan on a par définition µ(x)=−∞. Il reste à vérifier que si x n’appartient
pas à Zan alors µ(x) appartient à R. Puisque la norme géométrique uL est continue, d’après la Proposi-
tion 1.14 la fonction f [M]↓uL⊗D est une norme géométrique sur M. En particulier, si x̂ ∈ V(L⊗D) est un
représentant non nul de x on a
f [M]∗ f [M]↓u(x̂)> 0
et donc µ(x)<−∞.
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Pour la continuité, on procède d’abord comme dans la démonstration de la Proposition 1.14.
Puisque la construction de la métrique des minima est compatible aux puissances tensorielles (Pro-
position 1.13), quitte à prendre une puissance suffisamment grande de L et M, on peut supposer que L
et M soient très amples. L’homomorphismeϕ induit un homomorphisme homogène de degré 1 de k-
algèbres graduées
ϕD : B−→ AD :=
⊕
d≥0
Γ(X,L⊗Dd ).
Les morphismes canoniques
θ : V(L⊗D)−→ X̂D := Spec AD, ω : V(M)−→ Ŷ := SpecB
sont alors propres et ils induisent un isomorphisme en dehors de la section nulle. La métrique uL⊗D
provient par composition par θ d’une fonction û : |X̂anD |→R+, i.e., uL⊗D = θ∗û. La fonction û est conti-
nue, 1-homogène, propre au sens topologique et non nulle en dehors de la section nulle du cône affine
analytique X̂anD .
L’homomorphisme ϕ induit un homomorphisme homogène de degré 1 de k-algèbres graduées
ϕD : B−→ AD :=
⊕
d≥0
Γ(X,L⊗Dd ).
Si on désigne par f̂ : X̂D → Ŷ le morphisme de k-schémas associé, les diagrammes (?) et (??) ci-dessus
X̂D− f̂ −1(OŶ) 

//
(?)
X̂D
(??)
f̂ −1(OŶ)−OX̂D?
_oo
V(L|⊗DU )−e(U)
  //
θ
OO
V(L⊗D)
θ
OO
V(L|⊗DZ )−e(Z)?
_oo
θ
OO
sont cartésiens (où OX̂D ⊂ X̂D, OŶ ⊂ Ŷ désigne la section nulle des cônes affines X̂D et Ŷ, et e : X →
V(L⊗D) la section nulle du faisceau inversible L⊗D). On en déduit
f [M]↓uL⊗D =ω∗ f̂↓û
et donc la métrique des minima sur les fibres de f , f [M]↓uL⊗D , continue si et seulement si la fonc-
tion f̂↓û est continue sur Ŷan. Pour tout point x ∈ Xan et tout représentat non nul x̂ ∈ X̂anD de x on a
alors
µ(x)= 1
D
log
f̂ ∗ f̂↓û(x̂)
û(x̂)
.
Si la fonction f̂↓û est continue, alors la mesure d’instabilité µ l’est aussi, ce qui achève la preuve.
1.5 Exemple : les projections linéaires
Soit E un k-espace vectoriel de dimension finie. La k-algèbre des puissances symétriques A =
Symk E est une k-algèbre graduée et de type fini. Son spectre homogène s’identifie à l’espace pro-
jectif P(E) à travers un isomorphisme canonique de k-algèbres graduées
Symk E−→
⊕
d≥1
Γ(P(E),OE(d)).
Dans la suite on sous-entendra cet isomorphisme. Soit F un sous-k-espace vectoriel de E. L’inclu-
sion F⊂ E induit un homomorphisme injectif de k-algèbres graduées
ϕ : B := Symk F−→ A := Symk E.
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L’homomorphisme surjectif E → E/F induit une immersion fermée P(E/F) → P(E) qu’identifie l’es-
pace projectif P(E/F) avec le sous-schéma fermé de P(E) définit par l’idéal homogène I := ϕ(B+) ·A.
L’homomorphisme ϕ induit donc un morphisme surjectif de k-schémas
f : U :=P(E)−P(E/F)−→P(F)
dit projection de centre E/F. L’homomorphisme de k-algèbre graduée ϕ induit un isomorphisme de
faisceaux inversibles sur U,
ϕ1 : f
∗OF(1)−→OE(1)|U
qui, à son tour, définit un morphisme surjectif de k-schémas f1 := f [OF(1)] : V(OE(1)|U)→V(OF(1)).
On suppose que le k-espace vectoriel E soit muni d’une norme géométrique continue p. Le fais-
ceau inversible OE(1) est alors muni de la norme géométrique continue définie par l’application com-
posée
up : V(OE(1))an
θE // V(E)an
p
// R+ .
L’homomorphisme ϕ induit un morphisme surjectif de k-schémas f̂ : V(E)→ V(F). Le sous-k-espace
vectoriel F est alors muni de la norme géométrique induite par p , i.e., l’application des minima sur le
fibres p|F := f̂↓p. Puisque le diagramme de k-schémas
V(OE(1)|U)

f1
// V(OF(1))

V(E)
f̂
// V(F)
est commutatif, il suit que la norme géométrique des minima sur les fibre de f , f1↓up , coïncide avec
la norme géométrique up|F sur le faisceau inversible OF(1) associée à la norme géométrique p|F sur F,
i.e., l’application composée
up|F : V(OF(1))an
θF // V(F)an
p|F
// R+ .
En symbols, on a l’égalité
f1↓up = θ∗F p|F := θ∗F f̂↓p.
Si on noteµ la mesure d’instabilité sur P(E)an (par rapport au morphisme f , au faisceau inversibleOE(1)
et à la norme géométrique up ), pour tout point non nul x ∈V(E)an, on a alors
µ([x])= log f̂ ∗p|F(x)− log p(x),
où [x] ∈P(E)an désigne le point défini par x.
Soient s,pr1,pr2 : V(E)
an×V(E)an →V(E)an respectivement le morphisme de k-espaces analytiques
induit par l’opération de soustraction de E et les deux projections. Si pour toutes parties X1,X2 ⊂V(E)
on pose
dp (X1,X2) := inf
{
p(s(x)) : pri (x) ∈Xi pour i = 1,2
}
alors en vertu de la Proposition I.8.10 pour tout y ∈V(F)an on a
p|F(y)= dp
(
f̂ −1(y),V(E/F)an
)
.
En particulier, pour tout point non nul x ∈V(E)an, on a
µ([x])= log dp
(
f̂ −1
(
f̂ (x)
)
,V(E/F)an
)
p(x)
.
En résumant, on a trouvé que :
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– la norme géométrique des minima sur les fibres de f est la norme géométrique surOF(1) induite
par la restriction de la norme géométrique p au sous-espace F :
f1↓up = θ∗F p|F := θ∗F f̂↓p;
– la mesure d’instabilité en un point x ∈ P(E)−P(E/F) représente le logarithme de la plus petite
distance (mesuré à travers la norme géométrique p) entre la fibre en le point f (x) et le sous-
espace P(E/F) :
µ([x])= log dp
(
f̂ −1
(
f̂ (x̂)
)
,V(E/F)an
)
p(x̂)
,
(où x̂ ∈V(E)an est un représentant non nul de x).
2 Minima sur les orbites
2.1 Définitions
Soit k un corps complet pour une valeur absolue |·|. Soit X un k-espace analytique muni de l’action
d’un k-espace analytique en groupes G.
Définition 2.1. Soit u : X→ [−∞,+∞] une application. L’application
uG : X // [−∞,+∞]
x  // inf
G·x
u
est appelée l’application des minima de u sur les orbites de G.
Un point x ∈X est u-minimal sur l’orbite si uG(x)= u(x), i.e., pour tout x ′ ∈G · x, on a
u(x)≤ u(x ′).
L’ensemble des points minimaux sur les orbites de G est noté XminG (u).
Proposition 2.2. Soit X un k-espace analytique muni de l’action d’un k-espace analytique en groupes G.
Si u : X→ [−∞,+∞[ est une application semi-continue supérieurement, pour tout x ∈X on a :
uG(x)= inf
G·x
u.
Proposition 2.3 (Semi-continuité supérieure). Soit X un k-espace analytique muni de l’action d’un k-
espace analytique en groupes G. On suppose que le k-espace analytique en groupes G soit lisse. Si u :
X→ [−∞,+∞[ est une application semi-continue supérieurement, alors uG l’est aussi.
Démonstration. L’action σ : G×X→X s’écrit comme la composition de l’automorphisme
G×X // G×X
(g , x)  // (g ,σ(g , x))
et la deuxième projection prX : G×X→ X. Puisque prX est un morphisme lisse par hypothèse, le mor-
phisme σ est lisse. En particulier, l’application σ est ouverte à niveau topologique. Puisque uG = σ↓u
on conclut grâce à la Proposition 1.3.
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Corollaire 2.4. Soit X un k-espace analytique muni de l’action d’un k-espace analytique en groupes
lisse G. Soit u : X → [−∞,+∞[ une application continue. L’ensemble des points minimaux sur les
orbites XminG (u) est fermé.
Démonstration. Un point x ∈X est u-minimal sur l’orbite si et seulement si u(x)= uG(x). Pour autant,
on a :
X−XminG (u)= {x ∈X : uG(x)−u(x)< 0}.
D’après la Proposition précédente 2.3, l’application uG est supérieurement semi-continue et donc
l’application uG−u l’est aussi. La partie X−XminG (u) est alors ouverte.
Proposition 2.5. Soit X un k-espace analytique muni de l’action d’un k-espace analytique en groupes G.
Soient Y un k-espace analytique et f : X → Y un morphisme G-invariant de k-espaces analytiques.
Pour toute application u : X→ [−∞,+∞], on a :
f ∗ f↓u ≤ uG.
Démonstration. Soit x ∈X un point. Puisque f est G-invariant, l’orbite de x est contenue dans la fibre
de f (x),
f ( f −1(x))⊂G · x.
En particulier on a
f ∗ f↓u(x)= inf
f ( f −1(x))
u ≤ inf
G·x
u = uG(x),
ce qui termine la preuve.
2.1.1. Extension des scalaires. — Soient K une extension analytique de k, XK le K-espace analytique
déduit de X par extension des scalaires et $K : XK → X le morphisme d’extension des scalaires. Le K-
espace analytique en groupes GK déduit de G par extension des scalaires agit naturellement sur XK.
Proposition 2.6 (Compatibilité aux extensions des scalaires). Pour toute application u : X→ [−∞,+∞[,
on a :
$∗K(uG)= ($∗Ku)GK .
Démonstration. Si σ : G×X→ X désigne le morphisme définissant l’action de G sur X, on a uG =σ↓u.
Il s’agit alors d’un cas particulier de la Proposition 1.5.
2.2 Propriétés ensemblistes de l’analytification du quotient algébrique
Soit k un corps complet pour une valeur absolue | · |. Soit X = Spec A un schéma affine de type fini
muni d’une action d’un k-groupe réductif G. La sous-k-algèbre des invariants AG de A est de type fini.
L’inclusion AG ⊂ A induit un morphisme de k-schémas
pi : X −→ Y := Spec AG
dit morphisme quotient qui satisfait aux propriétés suivantes :
i. le morphisme pi : X→ Y est G-invariant et surjectif ;
ii. pour tous points fermés x, x ′ ∈X, on a :
pi(x)=pi(x ′) si et seulement si G · x∩G · x ′ 6= ;;
iii. si F⊂X est une partie fermée G-stable, l’image pi(F) est fermée dans Y ;
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iv. l’homomorphisme de faisceaux de k-algèbres pi] : OY → pi∗OX induit un isomorphisme de fais-
ceaux de k-algèbres
pi] :OY −→pi∗OX.
En particulier, pour tout point fermé x ∈ X il existe une unique orbite fermée contenue dans l’adhé-
rence de l’orbite de x. En effet, si y, y ′ sont deux points d’orbite fermée appartenant à l’adhérence de
l’orbite de x, par la propriété (ii) que les images de y, y ′ par pi coïncident avec pi(x),
pi(y)=pi(x)=pi(y ′).
En appliquant à nouveau la propriété (ii), cela entraîne que les adhérences des orbites de y et y ′ se
rencontrent,
G · y ∩G · y 6= ;,
mais comme G · y et G · y ′ sont fermées, elles coïncident.
Proposition 2.7. Soient X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe
réductif G et
pi : X −→ Y = Spec AG
le morphisme quotient. Alors :
i. le morphisme pi : Xan → Yan est Gan-invariant et surjectif ;
ii. pour tous points x, x ′ ∈Xan, on a :
pi(x)=pi(x ′) si et seulement si Gan · x∩Gan · x ′ 6= ;;
iii. pour tout point x ∈ Xan il existe une unique orbite fermée contenue dans l’adhérence de l’orbite
de x ;
iv. pour tous points x, x ′ ∈ Xan, pi(x)= pi(x ′) si et seulement si l’unique orbite fermée G · x0 contenue
dans l’adhérence de G · x et l’unique orbite fermée G · x ′0 contenue dans G · x ′ coïncident,
G · x0 =G · x ′0.
Démonstration. Le premier point suit des propriétés générales du foncteur d’analytification. Pour (ii),
soient x, x ′ ∈ Xan des points. On suppose d’abord que les adhérences de leurs orbites se rencontrent.
Puisque pi est continue et Gan-invariante, pour tout point x ∈Xan on a
Gan · x ⊂pi−1(pi(x)),
d’où suit le résultat.
On suppose ensuite que les images pi(x),pi(x ′) coïncident. D’après le Lemme 1.6 il existe une ex-
tension analytique K de k et des K-points xK, x ′K du K-espace analytique X
an
K tels que :
– si $X : XK →X désigne le morphisme d’extension des scalaires, on a :
$X(xK)= x, $X(x ′K)= x ′;
– si piK : XK → YK désigne le morphisme déduit de pi par extension des scalaires, on a :
pi(xK)=pi(x ′K).
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On ajoute K en indice pour désigner les objets obtenus par extension des scalaires à K (par exemple GK =
G×k K). La formation des invariants est compatible aux changements de base plats. En particulier le K-
schéma YK est le bon quotient du K-schéma XK par le K-schéma en groupes GK. Soit θ : XanK → XK le
morphisme canonique d’espaces localement annelés en K-algèbres induit par le foncteur d’analytifi-
cation. Le point xK (resp. x ′K) est l’image inverse d’un K-point du K-schéma XK qu’on désigne encore
par xK (resp. x ′K). D’après la Proposition 6.5 on a
θ−1(GK · xK)=GanK · xK, θ−1(GK · x ′K)=GanK · x ′K.
Puisque les orbites GK · xK, GK · x ′K sont des parties constructibles du K-schéma XK, on a :
θ−1(GK · xK)=GanK · xK, θ−1(GanK · x ′K)=GK · x ′K. (2.2.1)
Par construction on a piK(xK)= piK(x ′K) : d’après le Théorème I.3.17 les adhérences des orbites GK ·
xK et GK ·x ′K se rencontrent. L’égalité précédente (2.2.1) entraîne alors les adhérences des orbites GanK ·
xK et GanK · x ′K se rencontrent aussi :
GanK · xK∩GanK · x ′K 6= ;.
On peut conclure, en remarquant qu’on a
$K(GanK · xK)=Gan · x, $K(GanK · xanK )=Gan · x ′
car le morphisme d’extension des scalaires $K : XK → X est une application continue, surjective et
propre au sens topologique entre espaces localements compacts.
Pour (iii), soient y, y ′ ∈Gan · x des points d’orbite fermée. Puisque l’application pi est G-invariante,
on a pi(y)=pi(y ′). D’après le point précédent (ii), on a
(Gan · y)∩ (Gan · y ′)=Gan · y ∩Gan · y ′ 6= ;,
ce qui entraine Gan · y =Gan · y ′.
Pour (iv), soit Gan · x0 (resp Gan · x ′0) l’unique orbite fermée dans l’adhérence de Gan · x (resp. Gan ·
x ′). On suppose d’abord pi(x) = pi(x ′). Puisque le morphisme pi est Gan-invariant on a pi(x) = pi(x0)
et pi(x ′)=pi(x ′0). En particulier, on a pi(x0)=pi(x ′0). D’après (ii) on a
Gan · x0∩Gan · x ′0 =Gan · x0∩Gan · x ′0 6= ;,
ce qui entraîne Gan · x0 = Gan · x ′0. D’autre part, si Gan · x0 = Gan · x ′0, comme le morphisme pi est Gan-
invariant, on a
pi(x)=pi(x0)=pi(x ′0)=pi(x ′)
ce qui termine la preuve.
Corollaire 2.8. Soient X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe
réductif G. Soit Z= Spec(A/I)⊂X un sous-schéma fermé G-stable. Soit
ε : Z/G := Spec(A/I)G −→X/Spec AG
le morphisme canonique de k-schémas induit par l’inclusion de Z dans X. Le morphisme de k-espaces
analytique qui s’en déduit,
ε : (Z/G)an −→ (X/G)an,
induit une application injective sur les espaces topologiques sous-jacents.
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Démonstration. Soient x, x ′ ∈ Zan. Puisque Zan est une partie fermée G-stable les adhérences des or-
bites de x et x ′ sont contenues dans Zan. En particulier elles se rencontrent dans Zan si et seulement si
elles se rencotrent dans Xan. Soient piX : X → X/G et piZ : Z→ Z/G les projections sur les quotients res-
pectives. D’après la Proposition précédente 2.7 cela revient à dire que piZ(x) = piZ(x ′) si et seulement
si piX(x)=piX(x ′), ce qui achève la preuve.
2.3 Comparaison des minima sur les orbites et sur les fibres
2.3.1. Enoncé du Théorème. — Soit k un corps complet pour une valeur absolue | · |. Le but de cette
section est de prouver le Théorème suivant :
Théorème 2.9. Soit X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe réduc-
tif G. Soient Y = Spec AG le quotient et pi : X→ Y le morphisme quotient.
Soit u : Xan → [−∞,+∞[ une application plurisousharmonique et invariante par un sous-groupe
compact maximal de Gan. Alors,
pi∗pi↓u = uG.
En particulier, les points u-minimaux sur les fibres de pi et les points u-minimaux sur les orbites
de G coïncident,
Xminpi (u)=XminG (u).
Puisque le morphisme pi est Gan-invariant, d’après la Proposition 2.5 on a l’inégalité pi∗pi↓u ≤ uG .
Il s’agit donc de démontrer l’inégalité pi∗pi↓u ≥ uG. Plus précisément, on va démontrer le résultat sui-
vant :
Théorème 2.10. Soit X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe ré-
ductif G. Soient Y = Spec AG le quotient et pi : X→ Y le morphisme quotient.
Soit u : Xan → [−∞,+∞[ une application plurisousharmonique et invariante par un sous-groupe
compact maximal de Gan. Soit x ∈Xan. Alors :
i. il existe un point y ∈Gan · x d’orbite fermée tel que
u(y)≤ u(x);
ii. si Gan · x0 est l’unique orbite fermée contenue dans Gan · x, on a
uG(x0)=pi∗pi↓u(x).
Une manière de reformuler ce résultat est dire que le minimum sur la fibre de pi en x est atteint sur
l’unique orbite fermée contenue dans l’adhérence de Gan · x.
Le Théorème 2.9 se déduit aisement du Théorème 2.10. On a en fait la chaine d’inégalités suivante :
uG(x) := inf
G·x
u = inf
G·x
u ≤ inf
G·x0
u = uG(x0)=pi∗pi↓u(x),
où la première égalité est vraie par semi-continuité supérieure de u (Propostion 2.2).
Le reste de cette section est consacré à la preuve du Théorème 2.10.
2.3.2. Sous-groupes déstabilisants archimédiens. — Soit G un groupe réductif complexe et U⊂Gan
un sous-groupe compact maximale. Il existe un R-groupe réductif U tel que U×R C soit isomorphe à G
et
U(R)=U.
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Soit T un tore de G et Tan le C-espace analytique déduit par analytification : T est défini sur R (c’est-
à-dire qu’il provient d’un tore de U) si et seulement si U∩Tan est le sous-groupe compact maximal
de Tan.
Lemme 2.11 (version archimédienne). Soient X un schéma affine de type fini sur C muni d’une ac-
tion d’un C-groupe réductif G, S ⊂ X un sous-schéma fermé G-stable et U un sous-groupe compact
maximal de Gan. Pour tout x ∈X(C) dont l’adhérence de l’orbite rencontre S,
G · x∩S 6= ;,
il existe un sous-groupe à un paramètre λ : Gm →G tel que
i. la limite limt→0λ(t ) · x existe et appartient à S ;
ii. l’image de U(1) par λ est contenue dans U.
Remarque 2.12. Cet énoncé est implicitement contenu dans [KN79] : il est prouvé quand X est une
représentation de G et le sous-schéma S est l’origine. L’énoncé ci-dessus peut être déduit de ce cas
particulier en prenant un morphisme G-équivariant f : X→V(E) vers une représentation de G tel que
f −1(0)= S.
Démonstration. D’après [Kem78, Theorem 3.4] il existe un sous-groupe parabolique P de G satisfai-
sant à la propriété suivante : pour tout tore maximal T contenu dans P il existe un sous-groupe à un
paramètre λT : Gm →T tel que la limite
lim
t→0λT(t ) · x
existe dans X et appartient à S. Soit P le sous-groupe parabolique conjugué à P pour la structure réelle
induite par U. L’intersection P∩P est un sous-groupe défini sur R et si T est un tore maximal de P∩P,
il est aussi défini sur R. De plus, un tore maximal contenu dans l’intersection de deux sous-groupes
paraboliques est encore maximal. Par définition de P, il existe alors un sous-groupe à un paramètre
λ : Gm −→T
qui satisfait aux propriétés dans l’énoncé.
2.3.3. Sous-groupes déstabilisants non archimédiens. — Soient k un corps complet pour une valeur
absolue non archimédienne et k◦ son anneau des entiers.
Lemme 2.13 (version non archimédienne). Soit k un corps algébriquement clos et complet pour une
valeur absolue non archimédienne. Soient X un schéma affine de type fini sur k muni d’une action
d’un k-groupe réductif G, S ⊂ X un sous-schéma fermé G-stable et G un k◦-groupe réductif de fibre
générique G. Pour tout x ∈X(k) dont l’adhérence de l’orbite rencontre S,
G · x∩S 6= ;,
il existe un sous-groupe à un paramètreλ : Gm →G, provenant d’un sous-groupe à un paramètre Gm,k◦ →
G, tel que la limite
lim
t→0λ(t ) · x
existe et appartient à S.
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Soient S un schéma et G un S-schéma en groupes de type fini. Un tore maximal est un sous-S-
schéma en groupes T de G qui est un tore et que, pour tout s ∈ S, le sous-s-schéma en groupes Ts est
un tore maximal de Gs (où s désigne le spectre d’une clôture algébrique de κ(s)).
Le rang réductif d’un groupe algébrique sur un corps algébriquement clos est la dimension d’un
(et donc tout) tore maximal. Le rang reductif de G est la fonction rgredG : S → N qui associe à tout
point s ∈ S le rang réductif du s-groupe réductif Gs (où s est le spectre d’une clôture algébrique du
corps résiduel κ(s)). Si le S-schéma en groupes G est affine et lisse le rang réductif de S est une fonction
semi-continue inférieurement [SGA 3, Exposé XII, Théorème 1.7] ; si G est de plus réductif elle est
localement constante [SGA 3, Exposé XIX, Corollaire 2.6].
Un sous-S-schéma en groupes P de G est dit parabolique s’il est lisse sur S et, pour tout s ∈ S, le s-
schéma quotient Gs /Ps est propre (où s est le spectre d’une clôture algébrique du corps résiduel κ(s)).
Le foncteur qui associe à tout S-schéma S′ l’ensemble des sous-S′-schémas en groupes paraboliques
du S′-schéma en groupes G×S S′ est représentable par un S-schéma Par(G) propre et lisse [SGA 3,
Exposé XXVI, Théorème 3.3-Corollaire 3.5].
Sur un corps algébriquement clos un tore maximal d’un sous-groupe parabolique est un tore maxi-
mal du groupe réductif entier [Bor91, Corollary 11.3]. Si P est un sous-S-schéma en groupes parabo-
lique de G, le rang réductif de P coïncide donc avec le rang réductif de G.
Démonstration. D’après [Kem78, Theorem 4.2] il existe un sous-groupe parabolique P de G avec la
propriété suivante : pour tout tore maximal T contenu dans P il existe un sous-groupe à un para-
mètre λT : Gm →T tel que la limite
lim
t→0λT(t ) · x
existe dans X et appartient à S.
Puisque le k◦-schéma Par(G) qui parametrise les sous-groupes paraboliques deG est propre sur k◦,
le sous-groupe parabolique P de G est la fibre générique d’un unique sous-k◦-schéma en groupes pa-
rabolique P de G.
Pour obtenir l’énoncé il suffit de démontrer que P contient un k◦-tore maximal T. En effet, la
fibre générique T de T est un tore maximal de G contenu dans le sous-groupe parabolique. D’après le
résultat de Kempf cité avant, il existe un sous-groupe à un paramètre λ : Gm →T tel que la limite
lim
t→0λ(t ) · x
existe dans X et appartient à S. Puisque k est algébriquement clos, le k◦-tore T est déployé, i.e., iso-
morphe en tant que k◦-schéma en groupes à Grm,k◦ pour un nombre entier r ≥ 0. Le sous-groupe à un
paramètre λ se relève, donc, à un unique morphisme de k◦-schémas en groupes λ : Gm,k◦ →T.
L’existence d’un k◦-tore maximalT deP est équivalente d’après [SGA 3, Exposé XII, Théorème 1.7]
à la constance (locale) du rang réductif de P. Puisque P est un sous-k◦-schéma en groupes parabo-
lique de G, le rang réductif de P coïncide avec le rang réductif de G ; comme G est réductif, son rang
réductif est constant. Cela termine la preuve.
2.3.4. Fonctions sousharmoniques sur A1. — Soit k un corps complet pour une valeur absolue. On
désigne par A1k la droite affine analytique sur k et par t la coordonneé sur A
1
k .
Soit u : |A1k | → [−∞,+∞[ une fonction quelconque. La fonction u est U(1)-invariante (par l’action
naturelle de U(1) sur A1k ) si et seulement s’il existe une fonction v : [−∞,+∞[−→ [−∞,+∞[ telle que
u = v ◦ log |t |.
Lemme 2.14. Soit u : |A1k | → [−∞,+∞[ une fonction sousharmonique et U(1)-invariante. Soit v :
[−∞,+∞[−→ [−∞,+∞[ l’unique fonction telle que u = v ◦ log |t |.
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Alors, la fonction v est continue et ou bien elle est identiquement égale à−∞ ou bien sa restriction
à R est convexe.
En particulier, v est croissante.
Démonstration. Puisque t est inversible sur Gm , la fonction log |t | est harmonique sur Gm . D’après la
Proposition I.10.22 u|Gm est sousharmonique si et seulement si v |R est ou bien identiquement égale
à −∞ ou bien convexe.
Il reste à vérifier la continuité en −∞. On remarque tout d’abord que l’application log |t | : |A1k | →
[−∞,+∞[ est ouverte. En effet sa restriction à Gm est ouverte par principe du maximum et du mini-
mum des fonctions harmoniques (voir Remarque I.10.21) ; en outre, l’image par log |t | d’un disque ou-
vert centré en 0 est un voisinage ouvert de−∞ dans [−∞,+∞[. L’application v est donc semi-continue
supérieurement et on a
v(−∞)≥ limsup
ξ→−∞
v(ξ).
D’autre part, si par l’absurde cette inégalité est stricte, la restriction de la fonction u à un disque assez
petit atteint un maximum global en 0. La fonction u est donc constante sur ce disque et on a
v(−∞)= limsup
ξ→−∞
v(ξ),
en contradiction avec l’hypothèse absurde.
2.3.5. Fin de la preuve du Théorème 2.10. — Soit X = Spec A un k-schéma affine de type fini muni de
l’action d’un k-groupe réductif G. Soient Y = Spec AG le quotient et pi : X→ Y le morphisme quotient.
Soit u : Xan → [−∞,+∞[ une application plurisousharmonique et invariante par un sous-groupe
compact maximal U de Gan. Il s’agit de prouver que pour tout x ∈ Xan il existe un point y ∈ Gan · x
d’orbite fermée tel que
u(y)≤ u(x).
Soient K est une extension analytique de k et xK ∈XanK un point qui s’envoie sur x par le morphisme
d’extension des scalaires $K : XanK →Xan. S’il existe un point yK ∈GanK · xK d’orbite fermée tel que
$∗Ku(yK)≤$∗Ku(xK),
alors le point y =$K(yK) appartient à l’adhérence de l’orbite de x et u(y)≤ u(x). Quitte à remplacer k
par une extension analytique, on peut donc faire les hypothèses suivantes :
– si la valeur absolue de k est archimédienne, on peut supposer k =C ;
– si la valeur absolue de k est non archimédienne, on peut supposer que k soit algébriquement
clos, x soit un k-point du k-espace analytique Xan et la fonction u soit invariante par un sous-
groupe compact maximal U déduit d’un k◦-groupe réductif G de fibre générique G.
Soit S =G·x0 l’unique orbite fermée contenue dans l’adhérence de l’orbite G·x. D’après les Lemmes
2.11 et 2.13 il existe un sous-groupe à un paramètre λ : Gm →G tel que l’image de U(1) soit contenue
dans U et tel que la limite
y := lim
t→0λ(t ) · x
existe et appartient à S. Le morphisme de k-schémas λx : Gm → X, t 7→ λ(t ) · x s’étend de manière
unique en un morphisme de k-schémas λx : A1 →X tel que
λx (0)= y = lim
t→0λ(t ) · x.
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Par fonctorialité des fonctions plurisousharmoniques, l’application ux := λ∗x u sur A1,ank est soushar-
monique. Puisque l’image par λ de U(1) est contenue dans U, la fonction ux est U(1)-invariante. Il
existe alors une fonction vx : [−∞,+∞[→ [−∞,+∞[ telle que
ux = vx ◦ log |t |.
D’après le Lemme 2.14 la fonction vx est continue et sa restriction à R est ou bien identiquement égale
à −∞ ou bien convexe. En particulier, vx est croissante et on a
vx (−∞)= u(y)≤ vx (0)= u(x)
ce qui achève la preuve de (i).
Pour (ii), on remarque tout d’abord qu’on a la chaine d’inégalités suivante :
uG(x0) := inf
Gan·x0
u ≥ inf
Gan·x
u = inf
Gan·x
u = uG(x),
l’avant-dernière égalité étant vraie par semi-continuité supérieure de u (Propostion 2.2). Puisque le
morphisme pi est Gan-invariant, d’après la Proposition 2.5 on a l’inégalité uG(x)≥ pi∗pi↓u(x). En com-
binant ces inégalités, on obtient
uG(x0)≥pi∗pi↓u(x).
Il reste à montrer l’inégalité opposée uG(x0) ≥ pi∗pi↓u(x). Soit x ′ ∈ Xan tel que pi(x) = pi(x ′). D’après
la Proposition 2.7, les adhérences des orbites de x, x ′ se rencontrent et S est l’unique orbite fermée
contenue dans l’adhérence de Gan · x ′. En appliquant (i) au point x ′, il existe un point y ′ ∈Gan · x0 tel
que
u(y ′)≤ u(x ′).
Puisque uG(x0)≤ u(y ′) par définition, on déduit
uG(x0)≤ inf
pi(x′)=pi(x)
u =:pi∗pi↓u,
ce qui termine la preuve du Théorème 2.10. ä
2.4 Topologie analytique du quotient algébrique
Soit k un corps complet pour une valeur absolue | · |.
Proposition 2.15. Soit X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe
réductif G. Soient Y = Spec AG le quotient et pi : X→ Y le morphisme quotient.
Si F⊂ |Xan| est une partie fermée G-stable, l’image pi(F) est fermée dans |Yan|.
Démonstration. L’énoncé est stable par extensions analytiques du corps k. Si la valeur absolue de k
est archimédienne, on peut supposer k =C et considérer un sous-groupe compact maximal U⊂Gan.
Si la valeur absolue de k est non-archimédienne on peut supposer que le k-groupe réductif G provient
par changement de base d’un groupe réductifG sur k◦ : on considère le sous-groupe affinoïde U⊂Gan
associé à G.
On se ramène tout d’abord au cas où X est une représentation de G. Pour ce faire, on considère
un k-espace vectoriel E muni d’une action linéaire de G et d’une immersion fermée G-équivariante ε :
X→V(E). Le morphisme canoniquet induit entre quotients
η : X/G := Spec AG −→V(E)/G := Spec(SymE)G
2. Minima sur les orbites 127
n’est pas forcément une immersion fermée car la caractéristique de k n’est pas supposée nulle. D’après
le Corollaire 2.8 le morphisme de k-espaces analytique induit par η,
η : (X/G)an −→ (V(E)/G)an
induit une application continue et injective sur les espaces topologiques sous-jacents. On a le dia-
gramme commutatif suivant d’espaces topologiques
|Xan| ε //
piX

|V(E)an|
piV(E)

|(X/G)an| η // |(V(E)/G)an|
où piX, piV(E) désignent les morphismes quotients respectifs. Puisque η est injective, pour toute par-
tie F⊂ |Xan| on a
piX(F)= η−1(piV(E)(ε(F))). (2.4.1)
On suppose que l’énoncé soit vrai pour V(E). Si F ⊂ |Xan| est une partie fermée G-stable, ε(F) est une
partie fermée G-stable de |V(E)an| et son image piV(E)(F) est fermée dans |(V(E)/G)an|. Comme l’appli-
cation η est continue, l’égalité précédente (2.4.1) entraîne que piX(F) est fermée.
On peut donc supposer que X soit une représentation V(E) de G. Si la valeur absolue de k est archi-
médienne (resp. non archimédienne), on considère une norme géométrique hermitienne (resp. non
archimédienne) U-invariante p : |V(E)an| →R+. La fonction p est plurisousharmonique, U-invariante
et propre au sens topologique. D’après le Théorème 2.9 les points minimaux sur les fibres de pi et les
points minimaux sur les orbites de G coïncident :
V(E)minpi =V(E)minG .
On les désigne simplement par V(E)min.
La fonction p étant continue, les points minimaux V(E)minG forment une partie fermée (Corollaire
2.4). Par la Proposition 1.8 la restriction
pi : V(E)min =V(E)minpi −→ Y
est alors surjective et propre au sens topologique.
En étant une partie fermée d’un espace topologique localement compact, l’espace topologique V(E)min
est localement compact. Comme l’application pi : V(E)min → Y est propre au sens topologique, elle est
fermée. Si F⊂ |V(E)an| est une partie fermée G-stable, on a
pi(V(E)min∩F)=pi(F).
En fait, pour tout x ∈ F, l’adhérence de son orbite est contenue dans F (car F est G-stable et fermé).
Puisque la fonction p est propre, il existe un point minimal x ′ appartenant à G · x et donc pi(x ′)=pi(x).
Soit X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe réductif G. On
considère la relation d’équivalenceRG sur Xan définie comme il suit : si x, x ′ ∈Xan,
x RH x
′⇐⇒H · x =H · x ′.
Soient Y = Spec AG le quotient et pi : X → Y le morphisme quotient. D’après les Propositions 2.7
et 2.15, le couple (|Yan|,pi) est un bon quotient de l’espace topologique |Xan| par la relation RG. En
d’autres termes, les propriétés suivantes sont satisfaites :
128 Chapitre II. Théorie géométrique des invariants sur un corps complet
i. le morphisme pi : Xan → Yan est Gan-invariant et surjectif ;
ii. pour tous points x, x ′ ∈Xan, on a :
pi(x)=pi(x ′) si et seulement si Gan · x∩Gan · x ′ 6= ;;
iii. si F⊂ |Xan| est une partie fermée G-stable, l’image pi(F) est fermée dans |Yan|.
Les propriétés générales du bon quotient topologique s’appliquent (Proposition I.6.11) :
– pour tout x ∈Xan il existe une unique orbite fermée contenue dans G · x ;
– si F,F′ sont des parties G-saturées, pi(F)∩pi(F′) 6= ; si et seulement si F∩F′ 6= ; ;
– une partie V de Y est ouverte si seulement si pi−1(V) est ouverte dans X ;
– une partie ouverte U de X est G-saturée si et seulement si U =pi−1(pi(U)) ; en particulier, l’image
de U par pi est ouverte dans Y.
Corollaire 2.16. Soient X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe
réductif G. Soit Z= Spec(A/I)⊂X un sous-schéma fermé G-stable. Soit
ε : Z/G := Spec(A/I)G −→X/Spec AG
le morphisme canonique de k-schémas induit par l’inclusion de Z dans X. Le morphisme de k-espaces
analytique qui s’en déduit,
ε : (Z/G)an −→ (X/G)an,
induit une immersion fermée sur les espaces topologiques sous-jacents.
2.5 Continuité des minima sur le quotient
Soit X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe réductif G. Soient Y =
Spec AG le quotient et pi : X→ Y le morphisme quotient.
Proposition 2.17. Soit X = Spec A un k-schéma affine de type fini muni de l’action d’un k-groupe
réductif G. Soient Y = Spec AG le quotient et pi : X→ Y le morphisme quotient.
Soit u : Xan → [−∞,+∞[ une fonction plurisousharmonique et invariante par un sous-groupe
compact maximale de Gan. La fonction pi↓u est alors semi-continue supérieurement.
De plus, si u est continue et propre au sens topologique, on a :
i. la restriction de pi à Xminpi (u) est surjective et propre au sens topologique ;
ii. la fonction pi↓u est continue.
Démonstration. Il s’agit de montrer que pour toutα ∈R la partie Vα := {y ∈ Yan :pi↓u(y)< α} est ouverte
dans Yan. Comme u est plurisousharmonique et invariante par un sous-groupe compact maximal,
d’après le Théorème 2.9 les fonctions pi∗pi↓u et uG coïncident. En particulier, on a
pi−1(Vα)= {x ∈Xan :pi∗pi↓u(x)< α}
= {x ∈Xan : uG(x)< α}.
Puisque la fonction uG est semi-continue supérieurement (Proposition 2.3), la partie Uα := pi−1(Vα)
est ouverte. En outre, elle est G-saturée : d’après la Proposition 6.11, Vα = pi(Uα) est alors ouverte et la
fonction pi↓u est semi-continue supérieurement.
On suppose que la fonction u soit continue et propre au sens topologique. La fonction pi↓u est
alors semi-continue supérieurement : si K ⊂ Yan est une partie compacte, pi↓u atteint son maximum
sur K et on pose
α := sup
K
pi↓u <+∞.
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L’image réciproque pi−1(K) de K est fermée et contenue dans la partie {x ∈ Xan : pi∗pi↓u(x)≤ α}. Il suffit
de prouver que la partie
{x ∈Xan :pi∗pi↓u(x)≤ α}∩Xminpi
est compacte. Par définition de point minimal sur la fibre, les fonctionspi∗pi↓u et u coïncident sur Xminpi .
Par conséquent, on a
{x ∈Xan :pi∗pi↓u(x)≤ α}∩Xminpi = {x ∈Xminpi : u(x)≤ α}.
D’après le Théorème 2.9, les points minimaux sur les fibres Xminpi et les points minimaux sur les or-
bites XminG coïncident. En vertu du Corollaire 2.4, la partie X
min
pi est fermée et, comme u est propre au
sens topologique,
{x ∈Xminpi : u(x)≤ α}=Xminpi ∩ {x ∈Xan : u(x)≤ α}
est compact. L’application pi : Xminpi → Yan est donc propre au sens topologique.
Pour (ii), on remarque que l’espace topologique Xminpi est localement compact, car il est une partie
fermée d’un espace topologique localement compact. L’application pi : Xmin → Yan est alors fermée et
l’égalité
u|Xmin =pi∗pi↓u|Xmin ,
entraîne que, si u est continue, pi↓u l’est aussi.
2.6 La norme géométrique sur le quotient
Soit k un corps complet pour une valeur absolue | · |. Soient X un k-schéma projectif et L un fais-
ceau inversible ample sur X. Le k-schéma X s’identifie canoniquement au spectre homogène de la k-
algèbre graduée de type fini
A :=⊕
d≥0
Γ(X,L⊗d ).
On suppose qu’un k-schéma en groupes réductif G agit sur le k-schéma X et de manière équiva-
riante sur le faisceau inversible L. Soit Xss(L) l’ouvert des points semi-stables de X sous l’action de G
et par rapport au faisceau inversible L, et
pi : Xss −→ Y := Proj
(⊕
d≥0
Γ(X,L⊗d )G
)
le morphisme quotient. Pour tout nombre entier D≥ 1 assez divisible, il existe un faisceau inversible
ample MD sur Y et un isomorphisme de faisceaux inversibles sur Xss(L),
ϕD :pi
∗MD −→ L|⊗DXss(L),
compatible à l’action de G.
À travers l’isomorphisme ϕD les sections globales du faisceau inversible MD s’identifient aux sec-
tions globales G-invariantes du faisceau inversible L⊗D. En sous-entendant cette identification, le
morphisme pi est alors le morphisme de k-schémas associé à l’inclusion de k-algèbres graduée
BD :=
⊕
d≥0
Γ(Y,M⊗dD )−→ AD :=
⊕
d≥0
Γ(X,L⊗Dd )
Le morphisme pi est alors une projection au sens de la section I.2.2 et un point x ∈ X est pi-projetable
(resp. non pi-projetable) si et seulement s’il est semi-stable (resp. unstable).
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Soit uL une norme géométrique continue sur le faisceau inversible L. On considère la fonction des
minima sur les orbites de G définie pour tout s ∈V(L)anv par
uGL (s) := inf
{
uL(s
′) : s′ ∈Ganv · s
}
.
En termes de métriques sur les sections du faisceau inversible L, pour tout point x ∈ Xss et pour toute
section non nulle s ∈ x∗L, on a
‖s‖GL (x)= sup
x′∈Ganv ·x
‖s‖L(x ′)
(ici on a fait un abus du terme métrique car chacun des termes vaut +∞ quand x est unstable).
Soit pi[MD] : V(L|⊗DXss )→V(MD) le morphisme surjectif de k-schémas induit par l’isomorphismeϕD.
On considère la norme géométrique sur les fibres de pi,
uMD : V(MD) // R+
t  // inf
pi[MD](s)=t
uL⊗D,v (s).
En termes de métriques sur les sections de MD, pour tout point y ∈ Yanv et toute section t ∈ y∗MD, on a
‖t‖MD,v (y) := sup
pi(x)=y
‖pi∗t‖L⊗D,v .
Puisque le morphisme pi est G-invariant, pour tout point s ∈V(L⊗D) au dessus d’un point semi-stable,
on a
uMD (pi[MD](s))≤ uGL⊗D (s).
Soit µ la mesure de non projetabilité (par rapport au morphime pi, au faisceau inversible L et à
la norme géométrique uL) : dans le contexte de la théorie géométrique des invariants on l’appelera
plutôt mesure d’instabilité.
Théorème 2.18. Soit X un k-schéma projectif muni de l’action d’un k-groupe réductif G. Soit L un
faisceau inversible ample sur X muni d’une action équivariante de G. Soient Xss l’ouvert des points
semi-stables de X par rapport à l’action de G et
pi : Xss −→ Y := Proj
(⊕
d≥0
Γ(X,L⊗d )G
)
le morphisme quotient. Soient D > 0 un nombre entier assez divisible, MD un faisceau inversible
ample sur Y et
ϕD :pi
∗MD −→ L|⊗DXss
un isomorphisme de faisceaux inversibles sur Xss.
Soit uL une norme géométrique sur Lan continue, invariante sous l’action d’un sous-groupe com-
pact maximal U de Gan et plurisousharmonique en tant que fonction sur V(L). Alors :
i. la norme géométrique des minima sur les fibres uMD :=pi[MD]↓uL⊗D est continue ;
ii. pour tout point s ∈V(L⊗D) au dessus d’un point semi-stable on a
uMD (pi[MD](s))= uGL⊗D (s);
iii. la mesure d’instabilité µ : Xan → [−∞,0] est continue ;
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iv. pour tout x ∈Xan et tout point non nul t ∈V(L)an au dessus de x, on a :
µ(x)= log u
G
L (t )
uL(t )
:= inf
t ′∈Gan·t
loguL(t
′)− loguL(t ).
Démonstration. Puisque la construction de la norme géométrique des minima est compatible aux
puissances tensorielles (Proposition 1.13), quitte à prendre une puissance suffisamment grande de L
et MD, on peut supposer que L et MD soient très amples. On considère les k-algèbres graduées de type
fini
AD :=
⊕
d≥0
Γ(X,L⊗Dd ),
B :=⊕
d≥0
Γ(Y,M⊗dD ).
L’homomorphisme ϕ induit un homomorphisme injectif homogène de degré 1 de k-algèbres gra-
duées ϕD : B→ AD qu’identifie B avec la sous-k-algèbre graduée des invariants de A,
AGD =
⊕
d≥0
Γ(X,L⊗Dd )G.
Dans la suite on sous-entend cette identification. Les morphismes canoniques
θ : V(L⊗D)−→ X̂D := Spec AD, ω : V(MD)−→ Ŷ := Spec AGD
sont propres et ils induisent un isomorphisme en dehors de la section nulle. La métrique uL⊗D pro-
vient par composition par θ d’une fonction û : |X̂anD | → R+, i.e., uL⊗D = θ∗û. La fonction û est conti-
nue, 1-homogène, propre au sens topologique et non nulle en dehors de la section nulle du cône
affine analytique X̂anD . En outre, la fonction log û est plurisousharmonique et U-invariante.
Le k-schéma affine Ŷ est le quotient du k-schéma affine X̂D par le groupe réductif G. Si on désigne
par p̂i : X̂D → Ŷ le morphisme quotient, i.e. le morphisme de k-schémas associé à l’inclusion AGD ⊂ AD,
les diagrammes (?) et (??) ci-dessus
X̂D− f̂ −1(OŶ) 

//
(?)
X̂D
(??)
f̂ −1(OŶ)−OX̂D?
_oo
V(L|⊗DU )−e(U)
  //
θ
OO
V(L⊗D)
θ
OO
V(L|⊗DZ )−e(Z)?
_oo
θ
OO
sont cartésiens (où OX̂D ⊂ X̂D, OŶ ⊂ Ŷ désignent la section nulle des cônes affines X̂D et Ŷ, et e : X →
V(L⊗D) est la section nulle du faisceau inversible L⊗D). On en déduit
pi[M]↓uL⊗D =ω∗p̂i↓û. (2.6.1)
La fonction û : X̂anD → [−∞,+∞[ est continue, propre au sens topologique, plurisousharmonique et U-
invariante. En vertu du Théorème 2.9 les fonctions p̂i↓û et ûG coïncident, ce qui montre (ii). D’après
la Proposition 2.17 la fonction p̂i↓û est alors continue. En vertu de l’égalité précédente (2.6.1) la fonc-
tion pi[M]↓uL⊗D est continue. Ceci achève la démonstration de (i).
D’après la Proposition 1.16, le point (iii) est une conséquence de (i).
Pour (iii), pour tout point x ∈Xan et tout point non nul t ∈ X̂anD au dessus de x on a
µ(x)= 1
D
log
p̂i∗p̂i↓û(t )
û(t )
.
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D’après le Théorème 2.9 on a
p̂i∗p̂i↓û(t )= ûG(t ) := inf
t ′∈Gan·t
û(t ′)
ce qui achève la preuve.
2.6.1. Points minimaux et points résiduellement semi-stables. — On suppose que la valeur absolue
de k soit discrète. Soit X un k◦-schéma projectif et plat muni de l’action d’un k◦-groupe réductif G.
Soit L un faisceau inversible ample sur X muni d’une action équivariante de G. On désigne par Xss
l’ouvert des points semi-stables sous l’action de G et par rapport au faisceau inversible L.
On note en majuscules d’imprimerie la fibre générique des objets en caractère gothique (e.g., X :=
X×k◦ k).
Définition 2.19. Soient x ∈ Xan un point et K = κ̂(x) son corps résiduel complété. Puisque le k◦-
schéma X est propre, il existe un unique morphisme de k◦-schémas
x : SpecK◦ −→X
qui prolonge le morphisme SpecK→X induit par x.
On dit que le point x est residuellement semi-stable si l’image du morphisme x est contenue dans
l’ouvert Xss.
Un point residuellement semi-stable est par définition semi-stable. De plus, un point x ∈ Xan est
residuellement semi-stable si et seulement si x est semi-stable et sa reduction, i.e. la fibre spéciale du
morphisme x : SpecK◦→X, est un point semi-stable de la fibre spéciale de X.
Théorème 2.20. Soit k un corps complet pour une valeur absolue discrète. Soit X un k◦-schéma pro-
jectif et plat muni de l’action d’un k◦-groupe réductif G. Soit L un faisceau inversible ample sur X
muni d’une action équivariante de G.
Soit X la fibre générique du k◦-schéma X et uL la métrique induite par L sur le faisceau inver-
sible L :=L|X. Pour tout x ∈Xan, les conditions suivantes sont équivalentes :
i. x est residuellement semi-stable ;
ii. x est semi-stable et, si x̂ ∈V(L)an est un représentant non nul de x, le point x̂ est uL-minimal sur
l’orbite de Gan.
La preuve s’inspire à celle de la Proposition 2 dans [Bur92].
Démonstration. Quitte à remplacerL par une puissance suffisamment grande, on peut supposer qu’il
soit très ample. En particulier L est engendré par ses sections globales et pour tout t ∈V(L)an on a
uL(t )= max
s∈Γ(X,L)
|s(t )|.
Soient x ∈ Xan, K = κ̂(x) son corps residuel complété et x : SpecK◦→X le morphisme de k◦-schémas
déduit par critère valuatif de proprété. Soit x̂ ∈ V(L)an un représentant non nul de x : quitte à en
prendre un multiple, on peut supposer qu’il soit un K-point et que uL(x̂) = 1. Le point x̂ défini alors
un K◦-point x̂ du k◦-schéma V(L) et le morphisme x est la classe d’équivalence [̂x] du morphisme x̂.
Il s’agit de montrer que le point x est residuellement semi-stable si et seulement si le point x̂
est uL-minimal sur l’orbite de G
an.
On suppose d’abord que le point x soit residuellement semi-stable. Par définition l’image du mor-
phisme x est contenue dans l’ouvert des points semi-stables Xss. De manière équivalente, il existe un
nombre entier d ≥ 1 et une section globale G-invariante de L⊗d ,
f ∈ Γ(X,L⊗d )G,
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telle que x∗ f soit inversible. Autrement dit f (̂x) est inversible dans K◦, c’est-à-dire | f (x̂)| = 1. Pour tout
point x̂ ′ ∈V(L)an on a
uL(x̂
′)= max
s∈Γ(X,L)
|s(x̂ ′)| = max
s∈Γ(X,L⊗d )
d≥1
|s(x̂ ′)|1/d ≥ | f (x̂ ′)|1/d . (2.6.2)
De plus, si x̂ ′ appartient à l’orbite de x̂, comme f est G-invariant, on a | f (x̂ ′)| = | f (x̂)|. D’après l’inéga-
lité 2.6.2 pour tout x̂ ′ ∈Gan · x̂ on a
uL(x̂
′)≥ | f (x̂)|1/d = 1= uL(x̂).
En d’autres termes, le point x̂ est uL-minimal sur l’orbite de G
an.
On suppose ensuite que x soit semi-stable et x̂ soit uL-minimal sur l’orbite de G
an. Par l’absurde
on suppose que le point x ne soit pas residuellement semi-stable. Si on désigne par s le point fermé
du schéma SpecK◦, alors le point x(s) n’est pas semi-stable. D’après le critère numérique de Hilbert-
Mumford, quitte à étendre K, il existe un sous-groupe à paramètre
λ˜ : Gm,K˜ −→G×k◦ K˜
du K˜-groupe réductif G×k◦ K˜ tel que
lim
t→0 λ˜(t ) · x̂(s)= 0.
En vertu de [SGA 3, Exposé XI, Théorème 4.1], le foncteur des sous-groupes de type multiplicatif
de G est représentable par un k◦-schéma lisse. Puisque K◦ est henselien, d’après le « Lemme de Hen-
sel »[SGA 3, Exposé XI , Corollaire 1.11], le sous-groupe à un paramètre λ˜ se relève à un sous-K◦-
schéma en groupes de type multiplicatifT. Quitte à étendre à nouveau K, on peut supposer que le K◦-
schéma en groupes de type multiplicatif T se deploye sur K◦, i.e. qu’il soit isomorphe à Gm,K◦ en tant
que K◦-schéma en groupes. On obtient ainsi un sous-groupe à un paramètre
λ : Gm,K◦ −→G
de fibre spéciale λ˜ et on considère l’application
λx̂ : Gm,K // V(L)×k K
t  // λ(t ) · x̂
Puisque le sous-groupe à un paramètre est défini sur K◦, la fonction logλ∗x̂ uL : G
an
m,K −→ R est U(1)-
invariante. Il existe, donc, une fonction continue (même convexe en vertu de la Proposition I-10.22) vx :
R→R telle que
logλ∗x̂ uL = v x̂ ◦ log |t |.
Comme v x̂ (0) = loguL(u) = 0, il s’agit de montrer que la fonction v x̂ atteint des valeurs strictement
négatifs.
Le K◦-schéma en groupes Gm,K◦ agit à travers λ sur le K◦-module libre de rang fini Γ(X,L). Cette
action est définie par un homomorphisme de K◦-modules
λ] : Γ(X,L)−→K◦[t , t−1]⊗K◦ Γ(X,L).
Si pour tout m ∈ Z on considère le sous-K◦-module de Γ(X,L),
Γ(X,L)m := {v ∈ Γ(X,L) : λ](v)= t m ⊗ v},
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on a
Γ(X,L)=⊕
m∈Z
Γ(X,L)m .
Pour tout m ∈ Z, le K◦-module Γ(X,L)m est sans torsion et de type fini car il est un facteur direct
d’un K◦-module libre de rang fini. D’après [BGR84, Chapter 1, 1.6, Proposition 2], le K◦-moduleΓ(X,L)m
est alors libre et de rang fini. En particulier, pour tout t ∈Gm,K on a
λ∗x̂ uL(t ) := uL(t · x̂)=maxm∈Z
{|t |muL(x̂)m} ,
où
uL(x̂)m := max
s∈Γ(X,L)m
|s(x̂)|.
Si l’on pose am := loguL(x̂)m pour tout ξ ∈R on a :
v x̂ (ξ)=max
m∈Z {
mξ+am} .
Puisque uL(x̂)= 1 pour tout m ∈ Z on a uL(x̂)m ≤ 1, i.e. am ≤ 0. De plus, pour tout nombre entier m ≤
0, cette inégalité est stricte car la fibre spéciale du sous-groupe à un paramètre λ destabilise la fibre
spéciale du point x̂.
En conclusion pour tout nombre réel ξ< 0 on a :
– si m ≥ 1 alors am ≤ 0 et mξ+am < 0 ;
– si m = 0 alors am < 0 ;
– si m ≤−1 alors am < 0 et mξ+am < 0 si et seulement si ξ>−am/m. Comme am est strictement
négatif, −am/m est aussi strictement négatif.
La fonction v x̂ est donc strictement négative dans l’intervalle]
max
m<0 {−am/m} ,0
[
ce qui achève la démonstration.
On suppose de plus que l’anneau k◦ soit universellement japonais. Soit X un k◦-schéma projectif
et plat muni de l’action d’un k◦-groupe réductif G. Soit L un faisceau inversible ample sur X muni
d’une action équivariante de G. Soit Xss l’ouvert des points semi-stables de X par sous l’action de G
et
pi :Xss −→Y := Proj
(⊕
d≥0
Γ(X,L⊗d )G
)
le morphisme quotient. Pour tout nombre entier D> 0 assez divisible, il existe un faisceau inversible
ample MD sur Y et un isomorphisme de faisceaux inversibles sur Xss,
ϕD :pi
∗MD −→L|⊗DXss ,
compatible à l’action de G. Soit u une norme géométrique continue sur le faisceau inversible L.
D’après Proposition 1.14 l’application pi[MD]↓uL⊗D est une norme géométrique sur le faisceau inver-
sible MD.
On note en majuscules d’imprimerie la fibre générique des objets en caractère gothique (e.g., X :=
X×k◦k). Soit uL (resp. uMD ) la norme géométrique induite parL (resp.MD) sur le faisceau inversible L
(resp. MD). L’isomorphisme ϕD induit le diagramme cartésien suivant de k-schémas :
V(L|⊗DXss )
pi[MD] //
p

V(MD)
q

Xss
pi // Y
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Corollaire 2.21 (Compatibilité de norme géométrique des minima aux modèles entiers). Soit k un
corps complet pour une valeur absolue discrète et tel que l’anneau des entiers k◦ soit universellement
japonais. Alors, avec les notations introduites avant, on a :
pi[MD]↓uL⊗D = uMD .
Démonstration. L’inégalité pi[MD]↓uL⊗D ≥ uMD suit par fonctorialité de la construction de la norme
géométrique associée à un modèle entier. Il reste donc à prouver l’inégalité pi[MD]↓uL⊗D ≤ uMD .
Quitte à remplacer L et MD par une puissance suffisamment grande, on peut supposer qu’il soient
très amples. En particulier, MD est engendré par ses sections globales et pour tout t ∈V(MD)an on a
uMD (t )= maxs∈Γ(Y,MD) |s(t )|.
L’homomorphisme injectif homogène de degré 1 de k◦-algèbres graduées
B :=⊕
d≥0
Γ(Y,M⊗dD )−→AD =
⊕
d≥0
Γ(X,L⊗dD)
identifie B avec la sous-k◦-algèbre graduée des invariants de AD,
AD :=
⊕
d≥0
Γ(X,L⊗dD)G.
En particulier, pour tout t ∈V(MD)an on a
uMD (t )= max
s∈Γ(X,L⊗D)G
|s(t )|. (2.6.3)
Soit t ∈V(L|⊗DXss ) un point uL-minimal sur l’orbite de Gan. Quitte à en prendre un multiple on va suppo-
ser qu’il soit de norme 1, i.e., uL⊗D (t )= 1. D’après le Théorème précédent 2.20 l’image x de t dans Xan
est un point residuellement semi-stable. On suppose par l’absurde qu’on a
1= uL⊗D (t )>pi[MD]∗uMD (t ).
En vertu (2.6.3), ceci revient à dire que pour toute section globale G-invariante S de L⊗D on a
|s(t )| < 1.
Puisque MD est engendré par ses sections globales, ceci entraîne que le point x n’est pas residuelle-
ment semi-stable en contradiction avec l’hypothèse de uL⊗D-minimalité de x sur l’orbite de G
an.
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Chapitre III
Théorie géométrique des invariants
sur un corps global
0 Introduction
Ce troisième chapitre est consacré à l’étude des certaintes propriétés de la hauteur sur le quotient
au sens de la théorie géométrique des invariants.
On commence en fixant le quadre général et en montrant comment les résultats du chapitre pré-
cédent s’y insèrent. Le Théorème II.2.18 et le Corollaire II.2.21 permettent notamment de munir d’une
structure adélique le faisceau inversible ample donné par construction sur le quotient. La comparai-
son entre la hauteur que l’on obtient sur le quotient et la hauteur sur la variété de départ est le résultat
clé pour les applications à l’approximation diophantienne.
On analyse ensuite le comportement du quotient de la théorie géométrique des invariants sous
des transformations par torseurs (les « formes tordues ») qui s’inspirent à des constructions présentes
dans [Bog78]. Le résultat principal est un isomorphisme canonique entre formes tordues d’un quo-
tient — cette « indépendance » du quotient (et sa variante adélique) est le résultat sur lequel reposent
implicitement les minorations uniformes de J.-B. Bost [Bos94] et C. Gasbarri [Gas00] de la hauteur des
points semi-stables. On retrouve ces résultats dans une forme plus générale en étudiant l’exemple des
représentations homogènes.
Dans le cas des représentations homogènes, la théorie classique des invariants permet de donner
une minoration explicite de la hauteur sur le quotient. Cette borne inférieure joue le rôle de la mino-
ration arithmétique dans le schéma de démonstration classique en approximation diophantienne.
Le chapitre termine en présentant comme exemple l’inégalité de Liouville. Comme dans le cas de
l’approximation diophantienne classique, elle présente déjà toutes les étapes de la preuve que l’on
rencontre dans la démonstration du Théorème de Roth. Elle pourrait pour autant servir de guide pour
la lecture du chapitre suivant.
1 Morphismes rationnels et hauteurs
1.1 Cadre et notation générale sur un corps global
Soient K un corps global et VK l’ensemble de ses places. Soient X, Y des K-schémas projectifs et L, M
des faisceaux inversibles amples respectivement sur X, Y. On considère les K-algèbres graduées de
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type fini
A :=⊕
d≥0
Γ(X,L⊗d ),
B :=⊕
d≥0
Γ(Y,M⊗d ).
Les K-schémas X et Y s’identifient canoniquement aux spectres homogènes des K-algèbres graduées A
et B. Si le faisceau inversible L (resp. M) est de plus engendré par ses sections globales, il s’identifie
au faisceau inversible OX(1) (resp. OY(1)) associé au A-module gradué A(1) (resp. au B-module gra-
dué B(1)).
Soit ϕ : B→ A un homomorphisme de K-algèbres homogène de degré D > 0, c’est-à-dire, tel que
pour tout nombre entier d ≥ 0 on ait ϕ(Bd ) ⊂ AdD. L’homomorphisme ϕ induit un morphisme de K-
schémas f : U → Y, où U est l’ouvert complémentaire du sous-schéma fermé de X définit par l’idéal
homogène ϕ(B+) ·A.
Le morphisme f ainsi défini est affine : en effet, pour tout élément homogène b ∈B, son imageϕ(b) ∈
A est un élément homogène et l’image réciproque par f de l’ouvert affine D+(b)= SpecB(b) est l’ouvert
affine D+(ϕ(b))= Spec A(ϕ(b)),
f −1D+(b)=D+(ϕ(b))
(ici B(b) et A(ϕ(b)) désignent la composante de degré 0 respectivement des K-algèbres graduées Bb
et Aϕ(b)).
Pour tout nombre entier d ≥ 1 assez grand (plus précisément tel que M⊗d et L⊗dD soient engendrés
par leurs sections globales) l’homomorphisme de K-espaces vectoriels induit par ϕ,
Γ(Y,M⊗d )−→ Γ(X,L⊗dD)
induit un isomorphisme de faisceaux inversibles sur U, ϕdD : f
∗M⊗d → L|⊗dDU . Cet isomorphisme
est compatible aux puissances tensorielles. En particulier, si d ≥ 1 est un nombre entier assez grand,
l’isomorphisme de faisceaux inversibles sur U,
ϕD =ϕ(d+1)D⊗ϕ∨dD : f ∗M−→ L|⊗DU
ne dépend pas du nombre entier d choisi et on note
f [M] : V(L|⊗DU )−→V(M)
le morphisme de K-schémas qui s’en déduit.
On suppose que le morphisme f soit surjectif : le morphisme f [M] est alors également surjectif.
Dans ce cas on dit que f est une projection (nom qui évoque les exemples des projections linéaires
et de la projection sur le quotient), qu’un point dans U est f -projetable et qu’un point dans X−U est
non f -projetable.
1.2 Rappels des résultats locaux
On revient aux notations générales introduites à la section précédente 1.1. Soient v une place du
corps K et uL,v : V(L)anv → R+ une norme géométrique continue sur le faisceau inversible L. En vertu
de la Proposition II.1.14 la fonction des minima sur les fibres de f [M],
f [M]↓uL⊗D,v : V(M) // R+
t  // inf
f [M](s)=t
uL⊗D,v (s)
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est une norme géométrique sur le faisceau inversible M. En termes de métriques sur les sections de M,
pour tout point y ∈ Yanv et toute section t ∈ y∗M, on a
‖t‖M,v (y) := sup
f (x)=y
‖ f ∗t‖L⊗D,v .
Dans ce cadre on introduit la notion de mesure de non-projetabilité. Pour tout point x ∈ Xanv on
fait la définition suivante :
– si x est un point f -projetable et s ∈ V(L⊗D)anv est un point non nul au-dessus de x, on note t :=
f [M](s) et on pose :
µv (x) := 1
D
log
f [M]↓uL⊗D (t )
uL⊗D (s)
.
La définition ne dépend pas du représentant non nul s choisi.
– si par contre x est non f -projetable, on pose µv (x)=−∞.
L’application ainsi définie µv : Xan → [−∞,0] est appelée mesure de non-projetabilité en la place v
(par rapport au morphime f , au faisceau inversible L et à la norme géométrique uL). En termes de
métriques sur les sections des faisceaux inversibles L, M la définition de mesure de non-projetabilité
se reformule de la manière suivante : si x est un point f -projetable, y := f (x) sa projection dans Y
et t ∈ y∗M est une section non nulle, alors
µv (x) := 1
D
log inf
f (x′)= f (x)
‖ f ∗t‖L⊗D,v (x)
‖ f ∗t‖L⊗D,v (x ′)
.
1.3 Application aux hauteurs
Soient K un corps global et VK l’ensemble de ses places.
Définition 1.1. Soient X un K-schéma propre,L = (L,u) un faisceau inversible adélique sur X et hL
la hauteur sur X par rapport àL . Pour toute partie constructible Z⊂X on pose
hmin(Z,L )= inf
{
hL (x) : x ∈ Z point fermé
}
.
Si Z⊂ Z′ sont des parties constructibles emboîtées de X, on a clairement hmin(Z′,L )≤ hmin(Z,L ).
Si le faisceau inversible L a un point base stable x ∈ X, c’est-à-dire, pour tout nombre entier d ≥ 1 et
pour toute section globale s du faisceau inversible L⊗d on a x∗s = 0, alors pour toute partie construc-
tible Z⊂X contenant x on a
hmin(Z,L )=−∞.
D’autre part si une partie constructible Z ⊂ X ne contient aucun point base stable de L (relative-
ment aux sections globales sur X), alors
hmin(Z,L ) ∈R.
On revient aux notations générales introduites à la section 1.1. On suppose que le faisceaux inver-
sible L soit muni d’une famille adélique de normes géométriques uL et on noteL = (L,u) le faisceau
inversible adélique associé. Pour toute place v , on considère la norme géométrique sur M des minima
sur les fibres de f ,
uM,v := f [M]↓uL⊗D,v
En général, la famille adélique de normes géométriques sur le faisceau inverisible M,
uM := {uM,v : v ∈VK}
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n’est pas adélique. En fait, les normes géométriques uM,v ne sont à priori pas continues : le Corollaire
II.1.10 donne une condition necéssaire et suffisante pour qu’elles le soient. En outre, la construction
de la norme géométrique des minima sur les fibres n’est pas à priori compatible à la construction des
normes géométriques provenants d’un modèle entier : cela est vrai si par exemple le morphisme f
est surjectif et plat au niveau des modèles entiers ; dans le cas de la projection sur le quotient c’est le
Corollaire II.2.21.
Scholie 1.2. Soient X, Y des K-schémas projectifs et L, M des faisceaux inversibles amples respective-
ment sur X, Y. On considère les K-algèbres graduées de type fini
A :=⊕
d≥0
Γ(X,L⊗d ),
B :=⊕
d≥0
Γ(Y,M⊗d ).
Soit ϕ : B → A un homomorphisme de K-algèbres graduées homogène de degrè D ≥ 1. Soient U
l’ouvert complémentaire du sous-schéma fermé définit par l’idéal homogène ϕ(B+) ·A et f : U→ Y le
morphisme de K-schémas induit par ϕ.
On suppose que le morphisme f soit surjectif et que le faisceau inversible L soit muni d’une struc-
ture de faisceau adéliqueL = (L,uL).
Si la famille de normes géométriques uM, formée des normes géométriques des minima sur les
fibres de f en toute place, est adélique, alors :
i. pour tout point fermé f -projetable x on a :
1
D
hM ( f (x))= hL (x)+
1
[K(x) : K]
∑
v∈VK(x)
deg(v)µv (x).
ii. l’inégalité suivante est vérifiée :
hmin(U,L )≥ 1
D
hmin(Y,M )>−∞.
1.4 Exemple : projections linéaires
Soient E un K-espace vectoriel de dimension finie et F un sous-K-espace vectoriel de E. On reprend
l’exemple des projections linéaires étudié dans la section II.1.5. L’inclusion F⊂ E induit un homomor-
phisme injectif de K-algèbres graduées
ϕ : B := SymK F−→ A := SymK E
et un morphisme surjectif de K-schémas
f : U :=P(E)−P(E/F)−→P(F)
dit projection de centre E/F. L’homomorphisme de K-algèbre graduée ϕ induit un isomorphisme de
faisceaux inversibles sur U,
ϕ1 : f
∗OF(1)−→OE(1)|U
qui, à son tour, définit un morphisme surjectif de K-schémas f1 := f [OF(1)] : V(OE(1)|U)→V(OF(1)).
On suppose que le K-espace vectoriel E soit munit d’une famille adélique de normes géomé-
triques p et note E = (E,p) le faisceau adélique localement libré associé. On muni le sous-K-espace
vectoriel F de la restriction p|F de la famille de normes géométriques p à F, c’est-à-dire, pour toute
2. Hauteur sur le quotient de la théorie géométrique des invariants 141
place v on considère la norme géométrique p|F,v induite par p à travers le morphisme surjectif de Kv -
espaces analytiques
f̂ : V(E)anv −→V(F)anv .
La famille de normes géométriques p|F est adélique et on noteF = (F,p|F) le faisceau adélique associé.
Pour toute place v on munit le faisceau inversible OE(1) de la norme géométrique associée à la
norme géométrique pv sur E, i.e., de l’application composée
up,v : V(OE(1))anv
θE // V(E)anv
pv
// R+
On désigne par hE la hauteur sur P(E) associée. D’après les résultats du cas local (section II.1.5), la
norme géométrique f1↓up,v des minima sur les fibres de f est la norme géométrique sur OF(1) induite
par la restriction de la norme géométrique pv au sous-espace F, c’est-à-dire l’application composée
up|F,v : V(OF(1))anv
θF // V(F)anv
p|F,v
// R+ .
La hauteur hOF(1) sur P(F) associée coïncide alors à la hauteur hF sur P(F) associée au faisceau adé-
liqueF .
Soient s,pr1,pr2 : V(E)
an
v ×V(E)anv → V(E)anv respectivement le morphisme de Kv -espaces analy-
tiques induit par l’opération de soustraction de E et les deux projections. Pour toutes parties X1,X2 ⊂
V(E)anv on pose
dv (X1,X2) := inf
{
pv (s(x)) : pri (x) ∈Xi pour i = 1,2
}
.
On note µv la mesure d’instabilité sur P(E) en la place v (par rapport au morphisme f , au faisceau
inversible OE(1) et à la norme géométrique up,v ). Pour tout point non nul x ∈V(E)anv , on a alors
µv ([x])= log
dv
(
f̂ −1
(
f̂ (x)
)
,V(E/F)anv
)
pv (x)
,
où [x] ∈P(E)an est le point défini par x.
En conclusion, pour tout point fermé f -projetable x ∈ P(E), i.e., appartenant à P(E)−P(E/F), et
tout représentant non nul x̂ ∈V(E) (de même corps résiduel de x) on a
hF ( f (x))= hE (x)+
1
[K(x) : K]
∑
v∈VK
deg(v) log
dv
(
f̂ −1
(
f̂ (x̂)
)
,V(E/F)anv
)
pv (x̂)
2 Hauteur sur le quotient de la théorie géométrique des invariants
2.1 Cadre et notation générale sur un corps global
Soient K un corps global et VK l’ensemble de ses places. Soient X un K-schéma projectif et L un
faisceau inversible ample sur X. Le K-schéma X s’identifie canoniquement au spectre homogène de
la K-algèbre graduée de type fini
A :=⊕
d≥0
Γ(X,L⊗d ).
On suppose qu’un K-schéma en groupes réductif G agit sur le K-schéma X et de manière équiva-
riante sur le faisceau inversible L. Le K-groupe réductif agit alors linéairement sur la K-algèbre A et la
sous-K-algèbre des invariants
AG :=⊕
d≥0
Γ(X,L⊗d )G
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est une K-algèbre graduée de type fini.
Soit Xss l’ouvert des points semi-stables de X sous l’action du K-groupe réductif G et par rapport
au faisceau inversible L. L’inclusion AG ⊂ A induit un morphisme surjectif G-invariant de K-schémas
pi : Xss −→ Y
dit morphisme quotient. Comme la K-algèbre graduée AG est de type fini, pour tout nombre entier D≥
1 assez divisible il existe un faisceau inversible ample MD sur Y et un isomorphisme de faisceaux in-
versibles sur Xss,
ϕD :pi
∗MD −→ L|⊗DXss ,
compatible à l’action de G. À travers l’isomorphismeϕD les sections globales du faisceau inversible MD
s’identifient aux sections globales G-invariantes du faisceau inversible L⊗D. En sous-entendant cette
identification, le morphismepi est alors le morphisme de K-schémas associé à l’inclusion de K-algèbres
graduée
BD :=
⊕
d≥0
Γ(Y,M⊗dD )−→ AD :=
⊕
d≥0
Γ(X,L⊗Dd )
Le morphisme pi est alors une projection au sens de la section 1.1 et un point x ∈ X est pi-projetable
(resp. non pi-projetable) si et seulement s’il est semi-stable (resp. unstable).
2.2 Rappels des résultats locaux
On revient aux notations générales introduites à la section précédente 2.1. Soit v une place de K
et uL,v une norme géométrique continue sur le faisceau inversible L. On considère la fonction des
minima sur les orbites de G définie pour tout s ∈V(L)anv par
uGL,v (s) := inf
{
uL,v (s
′) : s′ ∈Ganv · s
}
.
En termes de métriques sur les sections du faisceau inversible L, pour tout point x ∈ Xss et pour toute
section non nulle s ∈ x∗L, on a
‖s‖GL,v (x)= sup
x′∈Ganv ·x
‖s‖L,v (x ′)
(ici on a fait un abus du terme métrique car chacun des termes vaut +∞ quand x est unstable).
Soit pi[M] : V(L|⊗DXss ) → V(M) le morphisme surjectif de K-schémas induit par l’isomorphisme ϕD.
On considère la norme géométrique sur les fibres de pi,
uM,v :=pi[M]↓uL⊗D,v : V(M)−→R+.
Puisque le morphisme pi est G-invariant, pour tout point s ∈V(L⊗D) au dessus d’un point semi-stable,
on a
uM,v (pi[M](s))≤ uGL⊗D,v (s).
On suppose que la norme géométrique uL soit plurisousharmonique en tant que fonction sur V(L)
et qu’elle soit invariante sous l’action d’un sous-groupe compact maximal de Ganv . Le Théorème II.2.18
affirme alors que l’inégalité précédent est une égalité et la norme géométrique uM,v des minima sur
les fibres de pi est continue.
Soit µv la mesure de non projetabilité en la place v (par rapport au morphime pi, au faisceau in-
versible L et à la norme géométrique uL) : dans le contexte de la théorie géométrique des invariants
on l’appelera plutôt mesure d’instabilité.
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En vertu du Théorème II.2.18 la mesure d’instabilité µv : |Xanv |→ [−∞,0] est une fonction continue
pour tout point x ∈Xanv et tout point non nul s ∈V(L)anv au dessus de x, on a
µv (x)= log
uGL,v (x)
uL,v (x)
.
En termes de métriques sur les sections du faisceau inversible L, l’égalité précédente se reformule
comme il suit : pour tout point x ∈Xanv et toute section non nulle s ∈ x∗L on a
µv (x)= inf
x′∈Ganv ·x
‖s‖L,v (x)
‖s‖L,v (x ′)
.
2.3 Application aux hauteurs
On revient aux notations générales introduites à la section 2.1. Soient uL une famille adélique de
normes géométriques sur le faisceau inversible L etL = (L,uL) le faisceau inversible adélique corres-
pondant.
On suppose que pour toute place v , la norme géométrique uv soit plurisousharmonique en tant
que fonction sur V(L) et invariante sous l’action d’un sous-groupe compact maximal Uv de Ganv . Pour
tout nombre entier D≥ 1, d’après le Théorème II.2.18 la norme géométrique des minima sur les fibres
de pi,
uM,v :=pi[M]↓uL⊗D,v : V(M)−→R+
est continue. En outre, sa construction est compatible à la construction des normes géométriques
provenant d’un modèle entier (Corollaire II.2.21).
On assume que la collection de sous-groupes compacts maximaux {Uv : v ∈ VK} soit « adélique »,
c’est-à-dire, qu’il existe un ouvert non vide V de SK et un V-groupe réductif G tel que pour tout
point fermé v ∈V le sous-groupe compact maximal Uv soit déduit du K◦v -groupe réductifG×VK◦v . La
famille de normes géométriques sur le faisceau inversible MD,
uM,v :=
{
uM,v =pi[M]↓uL⊗D,v : v ∈VK
}
,
est alors adélique. On noteMD = (MD,uMD ) le faisceau inversible adélique associé.
Définition 2.1. Avec les notations introduites avant, on pose
hmin((X,L )//G) := 1
D
hmin(Y,MD)= inf
{
1
D
hMD (y) : y ∈ Y point fermé
}
Puisque la construction de la métrique des minima sur les fibre est compatible aux puissances
tensorielles, la définition de hmin((X,L )//G) ne dépend pas du nombre entier assez divisible D ≥ 1
choisi.
Scholie 2.2. Soient X un K-schéma projectif muni d’un faisceau inversible ample L. Soit G un K-
groupe réductif qui agit sur le K-schéma X et de manière équivariante sur le faisceau inversible L.
Soient Xss(L) l’ouvert des points semi-stables de X sous l’action de G et par rapport au faisceau inver-
sible L et
pi : Xss(L)−→ Y := Proj
(⊕
d≥1
Γ(X,L⊗d )G
)
le morphisme quotient.
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Soient D ≥ 1 un nombre entier divisible et MD un faisceau inversible ample sur Y muni d’un iso-
morphisme de faisceaux inversibles sur Xss(L),
ϕD :pi
∗MD −→ L|⊗DXss(L),
compatible à l’action de G.
Soit uL une famille adélique de normes géométriques sur L telle que, pour tout v ∈ VK, la norme
géométrique uL,v soit plurisousharmonique et invariante sous l’action d’un sous-groupe compact
maximal Uv de Ganv . On suppose qu’il existe un ouvert non vide V de SK et un V-groupe réductif G
tel que pour tout point fermé v ∈V le sous-groupe compact maximal Uv soit déduit du K◦v -groupe
réductif G×VK◦v .
Alors, avec les notations introduites avant on a :
i. la famille de normes géométriques sur le faisceau inversible MD,
uMD =
{
pi[MD]↓uL⊗D,v : v ∈VK
}
est adélique ;
ii. pour tout point fermé semi-stable x ∈Xss on a :
hL (x)+
1
[K(x) : K]
∑
v∈VK
deg(v)µv (x)= 1
D
hMD (pi(x)); (2.3.1)
iii. l’inégalité suivante est vérifiée :
hmin(X
ss(L),L )≥ hmin((X,L )//G)>−∞.
3 Quotient et torseurs : version géométrique
3.1 Forme tordue par un fibré principal
3.1.1. Torseurs. — Soient S un schéma et G un S-schéma en groupes.
Définition 3.1. Un G-torseur (ou G-fibré principal) sur S est un S-schéma T muni d’une action à
droite α : T×S G→T de G tel que
– le morphisme (prT,α) : T×S G→T×S T est un isomorphisme ;
– le morphisme structural T→ S admet des sections localement pour la topologie de Zariski, i.e. il
existe un recouvrement ouvert S =⋃i∈I Si et pour tout i ∈ I une section ti : Si →G du morphisme
structural T→ S. On dira que T se trivialise sur un tel recouvrement.
On dira qu’un G-torseur T est trivial si le morphisme structural T → S admet une section glo-
bale S →T.
Si T est un G-torseur, le morphisme structural T→ S est surjectif. Si T se trivialise sur un recouvre-
ment ouvert S =⋃i∈I Si alors, pour tout i ∈ I, le morphisme
G×S Si // T×S Si
g  // ti · g
est un isomorphisme qu’on désigne encore par ti .
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Exemple 3.2 (Torseurs du groupe linéaire). Soit S un schéma et n ≥ 1 un nombre entier. Pour tout
faisceau de OS-modules E localement libre de rang n, le foncteur
IsoS(O
n
S ,E) :
{
S-schémas
}
//
{
ensembles
}
τ : S′→ S  // IsoOS′ -mod(OnS′ ,τ∗E)
est représentable par un S-schéma IsoS(OnS ,E). Le S-schéma en groupes GL(n)S agit à droite sur le S-
schéma IsoS(OnS ,E). Par définition de faisceau localement libre de rang n, cette action muni le S-
schémas IsoS(OnS ,E) de la structure de GL(n)S-torseur.
D’autre part, si T est un GL(n)S-torseur qui se trivialise sur un recouvrement ouvert S =⋃i∈I Si par
des sections ti : Si →T, les isomorphismes de faisceaux de OSi j -modules associés
t−1j ti :O
n
Si j
−→OnSi j
satisfont à la condition de cocycle. Les faisceaux de OSi j -modules O
n
Si j
se recollent le long des t−1j ti en
un faisceau deOS-modules ET localement libre de rang n muni d’un isomorphisme GL(n)S-équivariant
de S-schémas
IsoS(O
n
S ,ET)−→T.
Les classes d’isomorphisme de GL(n)S-torseurs s’identifient donc aux classes d’isomorphisme de
faisceaux de OS-modules localement libres de rang n.
Exemple 3.3 (Torseurs d’un produit de groupes). Soient S un schéma et G,G′ des S-schémas en groupes.
Si T,T′ sont respectivement un torseur de G et G′, alors le S-schémas T×S T′ est naturellement muni
d’une action à droite de S-schéma en groupes G×S G′ qui le munit de la structure de (G×S G′)-torseur.
D’autre part, si U est un (G×S G′)-torseur qui se trivialise sur un recouvrement ouvert S =⋃i∈I Si
par des sections ui : Si →U, pour tout i , j ∈ I l’isomorphisme de Si j = (Si ∩S j )-schémas
u−1j ui :
(
G×S Si j
)×Si j (G′×S Si j )−→ (G×S Si j )×Si j (G′×S Si j )
est donné par la multiplication d’un Si j -point (gi j , g ′i j ) du S-schéma en groupes G×S G′. Les Si j -
points gi j (resp. g ′i j ) satisfont à la condition de cocycle et les Si -schémas G×S Si (resp. G′×S Si ) se re-
collent les longs les isomorphismes donnés par la multiplication par gi j (resp. g ′i j ) en un G-torseur T
(resp. un G′-torseur T′) muni d’un morphisme G-équivariant p : U → T (resp. un morphisme G′-
équivariant p ′ : U→T′). De plus, le morphisme (G×S G′)-équivariant de S-schéma
(p, p ′) : U −→T×S T′
qui en résulte est un isomorphisme.
Les classes d’isomorphisme de (G×S G′)-torseurs s’identifient donc à couples formé par une classe
d’isomorphisme de G-torseurs et une classe d’isomorphisme de G′-torseurs.
3.1.2. Définition et existence de la forme tordue. — Soient S un schéma et G un S-schéma en groupes.
Définition 3.4. Soient T un G-torseur sur S et X un S-schéma muni d’une action à gauche de G. Le S-
schéma en groupes G agit à gauche sur le S-schéma T×S X par
g · (t , x)= (t · g−1, g · x).
Si le quotient catégorigue de T×S X par G existe (on verra que c’est toujours le cas) on l’appelle la forme
tordue de X par T et on le note
T
G×S X.
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Proposition 3.5. Soient S un schéma, G un S-schéma en groupes et T un G-torseur. Si X est un S-
schéma muni d’une action à gauche de G, alors la forme tordue de X par T existe. En outre, les pro-
priétés suivantes sont satisfaites :
i. structure locale : si S = ⋃i∈I Si est un recouvrement ouvert sur lequel T se trivialise par des sec-
tions ti , pour tout i ∈ I il existe un unique isomorphisme (G×S Si )-invariant de Si -schémas
θi : X×S Si −→
(
T
G×S X
)
×S Si
tel que pour tout i , j ∈ I le diagramme suivant
x_

X×S (Si ∩S j )
θi //

(
T
G×S X
)
×S (Si ∩S j )
(t−1j ◦ ti ) · x X×S (Si ∩S j )
θ j
//
(
T
G×S X
)
×S (Si ∩S j )
soit commutatif ;
ii. compatibilité aux changements de base : soit S′→ S un morphisme de schémas. Le S′-schémas T′ :=
T×S S′ qui se déduit par changement de base est un torseur du S′-schémas en groupes G′ :=G×S S′.
Le S′-schémas X′ :=X×S T est naturellement muni d’une action du S′-schéma en groupes G′ et le
morphisme naturel de S′-schémas
T′
G′×S′ X′ −→
(
T
G×S X
)
×S S′
est un isomorphisme.
iii. fonctorialité : soient X, Y des S-schémas munis d’une action à gauche de G et f : X → Y un mor-
phisme G-équivariant de S-schémas ; le morphisme
idT× f : T×S X −→T×S Y
est G-équivariant et il induit par propriété universelle du quotient catégorique un morphisme
de S-schémas
T
G×S f : T G×S X −→T G×S Y.
L’association f 7→T G×S f est compatible à la composition.
iv. compatibilité aux propriétés locales sur la base : soient X, Y des S-schémas munis d’une action à
gauche de G et f : X → Y un morphisme G-équivariant de S-schémas ; pour que le morphisme
de S-schémas f soit une immersion ouverte (resp. une immersion fermée, resp. séparé, resp.
quasi-compact, resp. localement de type fini, resp. localement de présentation finie, resp. plat,
resp. lisse, resp. affine, resp. propre, resp. projectif) il faut et il suffit que le morphisme de S-
schémas
T
G×S f : T G×S X −→T G×S Y
ait la même propriété ;
v. compatibilité aux produits fibrés : soient X1, X2 et Y des S-schémas munis d’une action à gauche
de G et f1 : X1 → Y, f2 : X2 → Y des morphismes G-équivariants de S-schémas ; alors, le morphisme
naturel
T
G×S
(
X1×Y X2
)
−→
(
T
G×S X1
)
×
T
G×S Y
(
T
G×S X2
)
déduit des projections pr1 : X1 ×Y X2 → X1, pr2 : X1 ×Y X2 → X2, qui sont des morphismes G-
équivariants, est un isomorphisme.
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Démonstration. Soit S =⋃i∈I Si un recouvrement ouvert sur lequel le G-torseur T se trivialise par des
sections ti : Si → T. Pour tout i , j ∈ I on note Si j l’intersection des ouverts Si et S j et considère l’iso-
morphisme de Si j -schémas
ωi j : X×S Si j // X×S Si j
x  // (t−1j ti ) · x.
Les isomorphismes ωi j satisfont à la condition de cocycle : les Si j -schémas X×S Si j se recollent donc
en un S-schémas XT muni, pour tout i ∈ I, d’un isomorphisme de Si -schémas
θi : X×S Si −→XT×S Si
tels que, pour tout i , j ∈ I, le diagramme de Si j -schémas
X×S Si j
θi //
t−1j ti

XT×S Si j
X×S Si j
θ j
// XT×S Si j
soit commutatif (où on a noté par t−1j ti la multiplication par cet élément). On montre que le S-
schéma T satisfait à la propriété universelle du quotient catégorique de T ×S X par T. Il s’agit de
construire d’abord un morphisme G-invariant de S-schémas pi : T×S X→ XT. Pour tout i ∈ I on consi-
dère le morphisme composé de Si -schémas
pii : (T×S Si )×Si (X×S Si ) // (G×S Si )×Si (X×S Si ) // X×S Si
(t , x)  // (t−1i t , x)
 // (t−1i t ) · x
Le morphisme pii est (G×S Si )-invariant. Puisque pour tout i , j ∈ I le diagramme de Si j -schémas(
T×S Si j
)×Si j (X×S Si j ) pii // X×S Si j
t−1j ti
(
T×S Si j
)×Si j (X×S Si j ) pi j // X×S Si j
est commutatif, les morphismes pii se recollent en un morphisme G-invariant de S-schémas pi : T×S
X→ XT. Il s’agit ensuit de montrer que le morphisme pi est universel par la propriété de G-invariance,
c’est-à-dire, que pour tout S-schéma Y et tout morphisme G-invariant de S-schémas f : T×S X→ Y, il
existe un unique morphisme de S-schémas f ′ : XT → Y tel que f = f ′ ◦pi. Pour tout i ∈ I, le morphisme
de Si -schémas
εi : X×S Si // (T×S Si )×Si (X×S Si )
x  // (ti , x)
est une section du morphisme pii . On pose f ′i := ( f ×S Si ) ◦ εi . Pour tout Si -schéma S′, pour tout S′-
point (t , x) du Si -schéma (T×S Si )×Si (X×Si ) par G-invariance de f on a
f (t , x)= f (ti (t−1ti )−1, (t−1ti )(t−1ti )−1 · x)
= f (ti , (t−1ti )−1 · x)
= f (εi ((t−1i t ) · x))
=: f ′i (pii (t , x)).
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Autrement dit, on f ×S Si = f ′i ◦pii . Puisque le morphisme pii est surjectif, le morphisme f ′i est l’unique
ayant cette propriété. Un calcul similaire montre que pour tout i , j ∈ I le diagramme de Si j -schémas
X×S Si j
f ′i //
t−1j ti

Y×S Si j
X×S Si j
f ′j
// Y×S Si j
est commutatif. Les morphismes fi se recollent donc en un morphisme de S-schémas f : XT → Y tel
que f = f ′ ◦pi. Ceci achève la preuve de l’existence du quotient et du point (i).
La fonctorialité est une conséquence évidente de la propriété universelle du quotient catégorique.
Les autres propriétés découlent aisément de la description locale.
3.1.3. Forme tordue d’un sous-groupe normal. — Soient G un S-schéma en groupes. Soit H un sous-
S-schéma en groupes normal de G et T un G-torseur. L’action par conjugaison de G sur lui-même
induit une action de G sur le S-schéma en groupes H. En outre, les morphismes définissant les lois de
groupes de H sont G-équivariants. La forme tordue de H par T,
HT :=T G×S H,
est alors naturellement muni de la structure de S-schéma en groupes. Cela s’applique en particulier
quand H = G. Si H un sous-S-schéma en groupes normal de G, la forme tordue de H par T est un
sous-S-schéma en groupes normal de GT.
En guise d’exemple, soient n ≥ 1 un nombre entier, G = GL(n)S et H = SL(n)S . Pour tout faisceau
de OS-modules E localement libre de rang n, on a
IsoS(E,O
n
S )
GL(n)×S GL(n)S =GL(E),
IsoS(E,O
n
S )
GL(n)×S SL(n)S = SL(E).
3.1.4. Forme tordue d’une action. — Soient X un S-schéma muni d’une action d’un S-schéma en
groupes G. Si G agit sur lui-même par conjugaison, le morphisme définissant l’action sur X,
σ : G×S X −→X
est G-équivariant. Si T est un G-torseurs, et GT, XT respectivement la forme tordue de G, X par T, le
morphisme de S-schémas qui se déduit de σ,
σT : GT×S XT −→XT
définit une action du S-schéma en groupes GT sur le S-schéma XT.
3.1.5. Forme tordue d’un faisceau quasi-cohérent. — Soit X un S-schéma muni d’une action de G
et F un faisceau quasi-cohérent de OX-modules muni d’une action équivariante de G. Pour tout G-
torseur T, soient prX : T×S X→X la projection sur X et
piT : T×S X −→XT :=T G×S X
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la projection sur le quotient. Puisque la projection sur X est G-équivariant, le faisceau quasi-cohérent
de OT×S X-modules pr∗X F est muni d’une action équivariant du S-schéma en groupes G. Pour tout ou-
vert U ⊂XT, l’image réciproque pi−1X U est un ouvert G-stable de T×S X et on pose
FT(U) := Γ
(
pi−1X (U),pr
∗
X F
)G
.
On définit ainsi un faisceau de OS-modules sur le S-schéma XT.
Proposition 3.6. Soient S un schéma, G un S-schéma en groupes et T un G-torseur. Soit F un faisceau
quasi-cohérent de OS-modules muni d’une action linéaire du S-schéma en groupes G. Alors, il existe
un unique (à un unique isomorphisme près) faisceau de OXT -modules FT muni d’un isomorphisme
T
G×S V(F)−→V (FT) .
En outre, les propriétés suivantes sont satisfaites :
i. structure locale : si S = ⋃i∈I Si est un recouvrement ouvert sur lequel T se trivialise par des sec-
tions ti et pour tout i ∈ I
θi : X×S Si −→
(
T
G×S X
)
×S Si
est l’isomorphisme canonique (G×S Si )-invariant de Si -schémas, il existe un unique isomor-
phisme (G×S Si )-invariant de faisceaux cohérents de OX×S Si -modules
ϕi : θ
∗
i FT
∣∣
(T
G×S X)×S Si
−→ F∣∣X×S Si
tel que pour tout i , j ∈ I le diagramme suivant
x_

θ∗i FT
∣∣
(T
G×S X)×S (Si∩S j )

ϕi
// F
∣∣
X×S (Si∩S j )
(t−1j ◦ ti ) · x θ∗j FT
∣∣
(T
G×S X)×S (Si∩S j )
ϕ j
// F
∣∣
X×S (Si∩S j )
soit commutatif ;
ii. fonctorialité : soient E,F des faisceaux quasi-cohérents munis d’une action équivariante du S-
schéma en groupes G etϕ : E→ F un homomorphisme G-équivariant de faisceaux deOX-modules.
On note f : V(F) → V(E) le morphisme de S-schémas qui s’en déduit. Il existe un unique homo-
morphisme de faisceaux de OS-modules
ϕT : ET → FT
qui induit le morphismes schémas fT : V(F)T →V(E)T ;
iii. compatibilité aux changements de base : soient Y un S-schéma muni d’une action du S-schéma G
et f : Y → X un morphisme G-équivariant de S-schémas. On note YT la forme tordue de Y par T
et fT : YT → XT le morphisme de S-schémas qui s’en déduit. Alors, on a un isomorphisme cano-
nique de faisceau de OYT -modules
f ∗FT −→
(
f ∗F
)
T
iv. compatibilité aux propriétés de finitude : pour que le faisceau quasi-cohérent de OX-modules F
soit localement libre (resp. de type fini, resp. de présentation finie) il faut et il suffit que le faisceau
de OXT -modules FT ait la même propriété ;
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v. compatibilité aux propriétés locales sur la base : soient α : X → S, αT : XT → S les morphismes
structuraux. On suppose que le faisceau quasi-cohérent F soit inversible et on le note L.
Pour que L soit engendré par ses sections globales respectivement à α, i.e. l’homomorphisme
d’adjonction α∗α∗L→ L soit surjectif, (resp. α-ample, resp. très α-ample) il faut et il suffit que le
faisceau inversible LT soit engendré par ses sections globales respectivement à αT, i.e. l’homo-
morphisme d’adjonction α∗TαT∗LT → LT soit surjectif, (resp. αT-ample, resp. très αT-ample).
vi. compatibilité aux suites exactes : soient F1,F2,F3 des faisceaux quasi-cohérents de OX-modules
muni d’une action équivariante de G et
F1
ϕ1
// F2
ϕ2
// F3
une suite exacte G-équivariante ; la suite de faisceaux de OXT -modules qui s’en déduit
(F1)T
ϕ1
// (F2)T
ϕ2
// (F3)T
est alors exacte.
Démonstration. Comme dans la démonstration de la Proposition 3.5 on procède en construisant l’ob-
jet localement et en montrant ensuite qu’il satisfait aux propriétés universelles qui le décrivent.
Soient T un G-torseur et S =⋃i∈I Si un recouvrement ouvert de S sur lequel T se trivialise par des
sections ti . Pour tout i ∈ I soit Xi := X×S Si et pour tout i , j ∈ I soient Si j = Si ∩S j , Xi j := X×S Si j . La
multiplication par t−1j ◦ ti induit un isomorphisme de Si j -schémas
V(F|Xi j )−→V(F|Xi j )
qui, par linéarité de l’action équivariante de G, provient d’un isomorphisme de faisceaux de OXi j -
modules
ϕi j : F|Xi j −→ F|Xi j .
La collection d’isomorphismes {ϕi j } satisfait à la condition de cocycle. Les faisceaux quasi-cohérent
de OSi -modules F|Si se recollent le long les isomorphismesϕi j en un faisceau quasi-cohérent de OXT -
modules F′T. Pour tout i ∈ I, le morphisme de Si -schémas
pii : (T×S Si )×Si (V(F)×S Si ) // (G×S Si )×Si (V(F)×S Si ) // V(F)×S Si
(t , s)  // (t−1i t , s)
 // (t−1i t ) · s
est (G×S Si )-invariant. Les morphismes pii se recollent en un morphisme G-invariant de S-schémas
pi[F]′T : T×S V(F)−→V(F′T),
correspondant à un isomorphisme G-équivariant de faisceaux quasi-cohérents de OT×S X-modules ε :
pi∗TF
′
T → pr∗X F. En outre, par propriété universelle du quotient catégorique on a un isomorphisme de S-
schémas
V(F′T)−→T
G×S V(F).
Comme le morphisme piT est G-invariant, pour tout ouvert U ⊂XT et pour toute section s de FT sur U,
l’image ε(pi∗T s) de s par l’homomorphisme ε définit une section G-invariante du faisceau pr
∗
X F sur
l’ouvertpi−1T (U), i.e., une section du faisceau FT sur U. On définit de cette manière un homomorphisme
de faisceaux de OS-modules
ψ : F′T −→ FT.
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Il s’agit de montrer qu’il est un isomorphisme. La question étant locale sur S, on peut supposer le tor-
seur T soit trivial. Dans ce cas F′T et FT s’identifient naturellement à F et le morphisme ψ est l’identité
de F.
La fonctorialité découle de la définition en termes d’invariants et les autres propriétés suivent ai-
sément de la description de la structure locale.
3.1.6. Forme tordue d’un schéma affine. — Soient G un S-schéma en groups et A un faisceau quasi-
cohérent de OS-algèbres. Par abus de language on dit que G agit sur A s’il agit sur son spectre rela-
tif SpecS A.
Pour tout G-torseur T, le faisceau de OS-modules AT est naturellement muni d’une structure de
faisceau de OS-algèbres induite par celle de A.
Proposition 3.7. Soient S un schéma, G un S-schéma en groupes et T un G-torseur. Soit A un faisceau
quasi-cohérent deOS-algèbres muni d’une action du S-schéma en groupes G. Alors, il existe un unique
(à un unique isomorphisme près) faisceau de OS-algèbres AT muni d’un isomorphisme de S-schémas
T
G×S SpecS A−→ SpecS AT.
En outre les propriétés suivantes sont satisfaites :
i. fonctorialité : soient A,B des faisceaux quasi-cohérents de OS-algèbres munis d’une action du S-
schéma en groupes G etϕ : A→B un homomorphisme G-équivariant de faisceaux deOX-algèbres.
On note f : SpecS B → SpecS A le morphisme de S-schémas qui s’en déduit. Il existe un unique
homomorphisme de faisceaux de OS-modules
ϕT : AT →BT
qui induit le morphisme de S-schémas fT :
(
SpecS B
)
T →
(
SpecS A
)
T ;
ii. compatibilité aux changements de base : soient A un faisceau quasi-cohérent de OS-algèbres mu-
nie d’une action de G et τ : S′→ S un S-schéma. Le S′-schémas T′ :=T×S S′ qui se déduit par chan-
gement de base est un torseur du S′-schémas en groupes G′ :=G×S S′. Le S′-schémas X′ :=X×S T
est naturellement muni d’une action du S′-schéma en groupes G′ et le morphisme naturel de S′-
schémas
T′
G′×S′ X′ −→ SpecS(τ∗AT)
est un isomorphisme.
iii. compatibilité aux propriétés de finitude : pour que le faisceau quasi-cohérent de OS-algèbres A
soit (de type fini, resp. de présentation finie) il faut et il suffit que le faisceau de OS-algèbres AT ait
la même propriété.
3.1.7. Forme tordue d’un schéma projectif. — Soient S un schéma noethérien,α : X→ S un S-schéma
projectif et L un faisceau inversibleα-ample sur X. Le S-schéma X s’identifie canoniquement au spectre
homogène relatif du faisceau quasi-cohérent de OS-algèbres graduées de type fini
A :=⊕
d≥0
α∗(L⊗d ).
Si de plus L est engendré par ses sections globales, le faisceau inversible L correspond au faisceau
inversible OX(1) associé au faisceau de A-modules gradués A(1).
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Proposition 3.8. Soient S un schéma noethérien, α : X → S un S-schéma projectif et L un faisceau
inversible α-ample sur X. On suppose qu’un S-schéma en groupes séparé, quasi-compact et plat G
agit sur le S-schéma X et de manière équivariante sur le faisceau inversible L.
Pour tout G-torseur T, la forme tordue par T de l’isomorphisme canonique f : X → ProjS A induit
un isomorphisme de S-schémas
fT : T
G×S X −→ProjS AT.
Si de plus le faisceau inversible α-ample L est engendré par ses sections globales, le faisceau inver-
sible LT s’identifie au faisceau inversible OXT (1) associé au faisceau de AT-modules graduées AT(1).
3.2 Formes tordues des quotients de la théorie géométrique des invariants
3.2.1. Compatibilité des constructions des invariants et des formes tordues. — Soient S un schéma, G
un S-schéma en groupes affine et H un sous-S-schéma en groupes fermé normal de G. En particulier H
est affine sur S.
Soit T un G-torseur. La forme tordue HT de H par T est un sous-S-schéma en groupes affine et
normal du S-schéma en groupes affine GT déduit en tordant le S-schéma en groupes G par T.
Proposition 3.9. Soit S un schéma. Soit G un S-schéma en groupes affine et H un sous-S-schéma en
groupes fermé normal de G. Soit F un faisceau quasi-cohérent de OS-modules (resp. de OS-algèbres,
de OS-algèbres graduées) muni d’une action linéaire de G.
Soit T un G-torseur. La forme tordue FT de F par T est naturellement munie d’une action linéaire
du S-schéma en groupes GT et l’inclusion canonique (FH)T dans FT se factorise de manière unique à
travers un isomorphisme de faisceaux de OS-modules (resp. de OS-algèbres, de OS-algèbres graduées)(
FH
)
T −→ FHTT .
Démonstration. Soient γ : G→ S le morphisme structural de G etOS[G] (resp.OS[H]) le faisceau quasi-
cohérent de OS-algèbres γ∗OG (resp. γ∗OH). L’action linéaire de G sur F est définie par un homomor-
phisme de faisceaux de OS-modules
σ] : F−→ F⊗OS OS[G].
On désigne par q] : F → F⊗OS OS[G] l’homomorphisme canonique de faisceaux de OS-modules v 7→
v⊗1. L’immersion fermée de H dans G correspond à un homomorphisme surjectif de faisceaux deOS-
algèbres
pi :OS[G]−→OS[H]
et on désigne par σ]H (resp. q
]
H) la composition de σ
] (resp. q]) avec l’homomorphisme
F⊗OS OS[G]
idF⊗pi // F⊗OS OS[H] .
Le faisceau des invariants de F par H s’identifient par définition au noyau de l’homomorphisme σ]H−
q]H, i.e., la suite de faisceaux OS-modules suivante est exacte,
0 // FH // F
σ
]
H−q
]
H // F⊗OS OS[H] .
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En outre, les homomorphismes présents dans cette suite sont G-équivariants. La suite de faisceaux
quasi-cohérents de OS-modules que l’on déduit en tordant par T,
0 //
(
FH
)
T
// FT
(
σ
]
H
)
T
−
(
q]H
)
T//
(
F⊗OS OS[H]
)
T
0 //
(
FH
)
T
// FT
σ
]
HT
−q]HT // FT⊗OS OS[HT]
est encore exacte. En particulier, l’inclusion naturelle de (FH)T dans FT se factorise à travers un iso-
morphisme (
FH
)
T −→ FHTT :=Ker
(
σ
]
HT
−q]HT
)
,
ce qui achève la preuve.
3.2.2. Le cas affine. — Soient S un schéma, G un S-schéma en groupes affine et A un faisceau quasi-
cohérent de OS-algèbres. On suppose que le S-schéma en groupes G agit sur le spectre relatif X =
SpecS A de A. Soit T un G-torseur de G.
On suppose que S soit noethérien et qu’il existe un faisceau de OS-modules localement libre de
rang fini E muni d’une action linéaire de G et une immersione fermée G-équivariante
ι : X −→V(E).
La forme tordue ET de E par T est un faisceau de OS-modules localement libre de rang fini muni d’une
action linéaire du S-schéma en groupes GT. De plus, l’immersion fermée
ιT : T
G×S X := SpecS AT −→V(ET)
est GT-équivariante.
Si les S-schémas en groupes G, H sont réductifs, alors leurs formes tordues par T, GT, HT le sont
aussi : en fait, ils sont affines et lisses sur S et leurs fibres géométriques sont isomorphes respective-
ment à celles de G et H.
Proposition 3.10. Soit S un schéma noethérien. Soit X = SpecS A un S-schéma affine muni d’une ac-
tion d’un S-groupe réductif G. Soit H un sous-S-groupe fermé normal et réductif de G.
On suppose que S soit noethérien et qu’il existe un faisceau de OS-modules localement libre de
rang fini E muni d’une action linéaire de G et une immersione fermée G-équivariante ι : X→V(E). On
désigne par X/H le quotient catégorique SpecS A
H de X par H et pi : X→X/H le morphisme quotient.
Soient T un G-torseur et XT (resp. GT, resp. HT) la forme tordue de X (resp. G, resp. H) par T. Alors,
ΨT : T
G×S (X/H)−→XT/HT
tel que le diagramme
T
G×S X
T
G×Spi

XT
piT

T
G×S (X/H) ΨT // XT/HT.
soit commutatif (où piT : XT →XT/HT est le morphisme quotient).
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Démonstration. D’après le Théorème I.3.13, le quotient catégorique de X par H (resp. de XT par HT)
est le spectre relatif de la OS-algèbres des invariants AH (resp. A
HT
T ). Il suffit d’utiliser la compatibilité
de la construction des invariants à la construction des formes tordues (Proposition 3.9) pour terminer
la preuve.
3.2.3. Le cas projectif. — Soient S un schéma, G un S-schéma en groupes affine, α : X → S un S-
schéma projectif et L un faisceau inversible α-ample. On suppose que le S-schéma en groupes G agit
sur le S-schéma en X et de manière équivariante sur le faisceau inversible L. On considère le faisceau
de OS-algèbres graduées
A :=⊕
d≥0
α∗
(
L⊗d
)
.
Soit T un G-torseur. Le S-schéma en groupes GT agit sur le S-schéma projectif αT : XT → S et de ma-
nière équivariante sur le faisceau inversible αT-ample LT.
Proposition 3.11. Soit S un schéma noethérien. Soient S un schéma, G un S-schéma en groupes ré-
ductif, α : X → S un S-schéma projectif et L un faisceau inversible α-ample. On suppose que le S-
schéma en groupes G agit sur le S-schéma en X et de manière équivariante sur le faisceau inversible L.
On désigne par Xss(L) l’ouvert des points semi-stables de X sous l’action de H et par rapport au fais-
ceau inversible L, β : Xss(L)/H→ S le quotient catégorique de Xss(L) par H.
Soient T un G-torseur et αT : XT → S (resp. GT, resp. HT, resp. LT) la forme tordue de X (resp. G,
resp. H, resp. L) par T. Alors,
i. le S-schéma en groupes G agit sur l’ouvert des points semi-stables Xss(L) et l’immersion ouverte
de
Xss(L)T :=T G×S Xss(L)
dans XT identifie Xss(L)T avec l’ouvert des points semi-stables XssT (LT) de XT sous l’action de HT et
par rapport au faisceau inversible LT.
ii. soit βT : XssT (LT)/HT → S le quotient catégorique de XssT (LT) par HT ; il existe un unique isomor-
phisme de S-schémas
ΘT : T
G×S (Xss(L)/H)−→XssT (LT)/HT
tel que le diagramme
T
G×S Xss(L)
T
G×Spi

XssT (LT)
piT

T
G×S (Xss(L)/H) ΘT // XssT (LT)/HT.
soit commutatif (où piT : XssT (LT)→XssT (LT)/HT est le morphisme quotient).
On suppose de plus que le schéma S soit de type fini sur un schéma universellement japonais.
Pour tout nombre entier D ≥ 1 assez divisible il existe un fasceau inversible β-ample MD (resp. un
faisceau inversible βT-ample MT,D) sur le S-schéma Xss(L)/H (resp. XssT (LT)/HT) et un isomorphisme
de faisceau inversibles
ϕD :pi
∗MD −→ L|⊗DXss(L)
(
resp. ϕT,D :pi
∗
TMT,D −→ LT|⊗DXssT (LT)
)
Si (MD)T désigne le faisceau inversible sur le S-schéma (Xss(L)/H)T déduit de MD en le tordant par T,
il existe un unique isomorphisme de faisceaux inversibles
θT :Θ
∗
TMT,D −→ (MD)T
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tel que le diagramme
(
T
G×S pi
)∗
Θ∗TMT,D
T
G×Spi

pi∗TMT,D
ϕT,D
(
T
G×S pi
)∗
(MD)T
(ϕD)T //
(
L|⊗DXss(L)
)
T
LT|⊗DXssT (LT)
est commutatif.
Démonstration. Comme le sous-S-schéma en groupes H de G est normal, le S-schéma en groupes G
agit linéairement pour tout nombre entier d ≥ 1 sur les sections globales H-invariants de L⊗d , (α∗(L⊗d ))H.
Le S-schéma en groupes G agit alors sur l’ouvert des points semi-stables Xss(L) de X sous l’action de H.
Ensuite, l’égalité
Xss(L)T =XssT (LT)
peut être vérifiée localement sur S car les constructions des invariants et des formes tordues sont
compatibles aux changements de base (plats). On peut supposer que le torseur T soit triviale, et donc
l’énoncé l’est aussi.
Le quotient catégorique de Xss(L) par H (resp. de XssT (LT) par HT) est donné par le spectre homo-
gène relatif du faisceau de OS-algèbres graduées des invariants
AH :=⊕
d≥0
(
α∗(L⊗d )
)H (
resp. AHTT :=
⊕
d≥0
(
αT∗(L⊗dT )
)HT)
.
La Propostion 3.9 affirme qu’on a un isomorphisme GT-équivariant de faisceau de faisceauxOS-algèbres
graduées
(AH)T −→ AHTT .
Le reste de l’énonce suit aisément de cet isomorphisme.
3.3 Isomorphisme canonique du quotient
Proposition 3.12. Soit S un schéma noethérien. Soient α : X→ S un S-schéma projectif et plat, et L un
faisceau inversible α-ample sur X. Soit G un S-schéma en groupes séparé, quasi-compact et plat. On
suppose que le schéma en groupes G agit trivialement sur le S-schéma X et de manière équivariante
sur le faisceau inversible L.
Alors,
i. il existe un caractère χL de G, i.e., un morphisme de S-schémas en groupes, χL : G→Gm,S , tel que
l’action de G sur L est induite par l’action par homothéties du S-groupe multiplicatif Gm,S sur L à
travers le caractère χL.
ii. pour tout nombre entier d , l’action de G sur le faisceau inversible L⊗d est induite par le carac-
tère χL⊗d := χdL ;
iii. pour tout G-torseur T, l’action de G sur X étant triviale, il existe un isomorphisme canonique ΨT :
X→XT ;
iv. pout tout G-torseur T et tout nombre entier d , on désigne par OS
(
χL⊗d (T)
)
le faisceau inversible
sur S associé au Gm-torseur
T
G×S A1S
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construit à travers le caractère χL⊗d . Il existe alors un isomorphisme G-équivariant de faisceaux
inversibles sur X,
ψT,L⊗d :Ψ
∗
T
(
L⊗dT
)
−→ L⊗d ⊗OX α∗OS
(
χL⊗d (T)
)
et le diagramme de faisceau inversibles sur X,
(
Ψ∗TLT
)⊗d ψ⊗dT,L // (L⊗OX α∗OS (χL(T)))⊗d
Ψ∗T
(
L⊗dT
) ψT,L⊗d
// L⊗d ⊗OX α∗OS
(
χL⊗d (T)
)
est commutatif.
Démonstration. On se ramène à le prouver pour X = P(E) et L = OE(1) (où E est un faisceau de OS-
modules localement libre de rang fini).
Supposons d’abord qu’il existe un nombre entier D0 ≥ 1 tel que pour tout nombre entier D ≥ D0
l’action de G sur L⊗D soit induite par un caractère χD : G→Gm,S . Soit D≥D0 un nombre entier. L’iso-
morphisme canonique de faisceaux inversibles sur X,
L⊗D+1⊗L∨⊗D −→ L
est G-équivariant. Ceci montre que l’action de G sur L est donnée par le caractère χ := χD+1 ·χ−1D .
On peut donc supposer que le faisceau inversible L soit très α-ample. L’énoncé étant locale sur
la base S, on peut supposer que le schéma S = SpecR soit affine. Le faisceau inversible L est alors
engendré par ses sections globales Γ(X,L). On considère la R-algèbre graduée
A :=⊕
d≥0
Γ(X,L⊗d ).
Le S-schéma X s’identifie canoniquement au spectre homogène Proj A de la R-algèbre graduée A et le
faisceau inversible L au faisceau inversible qui se déduit du A-module gradué A(1). Pour toute section
globale s ∈ Γ(X,L) la R-algèbre As = A[s−1] est naturellement munie d’une graduation. On désigne
par A(s) sa composante de degré 0 : elle est engendrée comme sous anneau de As par les éléments de
la forme
f
s⊗d
d ≥ 1, f ∈ Γ(X,L⊗d ).
Puisque L est engendré par ses sections globales, le S-schéma X est recouvert par les ouvert de la
forme D+(s)= Spec A(s) avec s ∈ Γ(X,L).
Pour tout nombre entier d ≥ 1, le S-schéma en groupes G agit linéairement sur le (faisceau quasi-
cohérentOS-modules associé au) R-moduleΓ(X,L⊗d ), de manière que l’action linéaire sur la R-algèbre A
soit compatible à la multiplication. Le S-schéma en groupes G agit linéairement sur les R-algèbres As
et A(s). L’hypothèse que l’action de G sur X est triviale se reformule en disant que, pour tout s ∈ Γ(X,L),
l’action linéaire de G sur A(s) est triviale.
L’immersion fermée X→P(Γ(X,L)) est G-équivariante. On va montrer que l’action de G sur P(Γ(X,L))
est triviale. Pour le faire, de manière analogue à quant dit avant, il s’agit de montrer que pour toute sec-
tion globale s ∈ Γ(X,L), l’action linéaire du S-schéma en groupes sur la composante de degré 0, SymΓ(X,L)(s),
de la R-algèbre graduée SymΓ(X,L)s = SymΓ(X,L)[s−1] est triviale.
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Soit donc s un section globale de L. La R-algèbre graduée SymΓ(X,L)(s) est engendrée, en tant que
sous-anneau de SymΓ(X,L)s , par les éléments de la forme
f
s⊗d
d ≥ 1, f ∈ Symd Γ(X,L).
Encore mieux, comme tout élément de de Symd Γ(X,L) s’écrit comme combinaison linéaire de pro-
duits de d éléments de Γ(X,L), la R-algèbre graduée SymΓ(X,L)(s) est engendrée, en tant que sous-
anneau de SymΓ(X,L)s , par les éléments de la forme
t1 · · · td
s⊗d
d ≥ 1, t1, . . . , td ∈ Γ(X,L).
Si t1, . . . , td sont des sections globales de L, pour tout i = 1, . . . ,n l’élément ti /s appartient à A(s) et il est
invariant sous l’action de G. L’élément
t1 · · · td
s⊗d
= t1
s
· · · td
s
∈ Symd Γ(X,L)
est donc invariant sous l’action de G. L’action de G sur la R-algèbre SymΓ(X,L)(s) est donc triviale.
Pour terminer la démonstration du Lemme, il reste à prouver le cas où X = P(E) et L= OE(1), où E
est un faisceau de OS-modules localement libre de rang fini. Il s’agit de montrer que pour tout S-
schéma τ : S′→ S et pour tout automorphisme ϕ du faisceau de OS′-modules τ∗E, si l’isomorphisme
de S′-schémas
P(τ∗E)−→P(τ∗E)
induit par ϕ est l’identité, alors il existe λ ∈Gm(S′) tel que ϕ= λ · idE. Cela est triviale.
Le point (ii) est clair et (iii) est la Proposition 3.8. Pour (iv), soient T un G-torseur et S =⋃i∈I Si un
recouvrement ouvert de S sur lequel T se trivialise par des sections ti . En vertu de la structure locale
de la forme tordue LT de L par T, il existe pour tout i ∈ I un isomorphisme de faisceaux de OX×S Si -
modules
θi : L|X×S Si −→ LT|X×S Si
tel que pour tout i , j le diagramme de faisceaux de OX×S Si j -modules (où Si j = Si ∩S j )
L|X×S Si j
θi //
t−1j ti

LT|X×S Si j
L|X×S Si j
θ j
// LT|X×S Si j
est commutatif. L’action de t−1j ti est donnée par la multiplication par l’élément inversible
χL(t
−1
j ti ) ∈ Γ(Si j ,O×S ).
D’autre part, par la structure locale de la forme tordue OS(χL(T)) de OS par T (à travers le caractère χL),
il existe pour tout i ∈ I un isomorphisme de faisceaux de OSi -modules
ωi :OSi −→OS(χL(T))|Si
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tel que pour tout i , j le diagramme de faisceaux de OSi j -modules (où Si j = Si ∩S j )
OSi j
ωi //
χL(t−1j ti )

OS(χL(T))|Si j
OSi j
ω j
// OS(χL(T))|Si j
est commutatif. On obtient ainsi le diagramme commutatif de faisceaux de OX×S Si -modules
L|X×S Si j ⊗α∗OSi j
idL⊗α∗χL(t−1j ti )

L|X×S Si j
θi //
t−1j ti

LT|X×S Si j
L|X×S Si j ⊗α∗OSi j L|X×S Si j
θ j
// LT|X×S Si j
et donc l’isomorphisme ψ : L⊗α∗OS(χL(T))→ LT cherché.
Soient S un schéma noethérien et de type fini sur un schéma universellement japonais, α : X →
S un S-schéma projectif et L un faisceau inversible α-ample sur X. Soient G un S-groupe réductif
et H un sous-S-groupe réductif normal de G. On suppose que G agit sur le S-schéma X et de manière
équivariante sur L.
Soient Xss(L) l’ouvert des points semi-stables de X sous l’action de H et par rapport au faisceau
inversible L,
pi : Xss(L)−→Xss(L)/H :=ProjS
(⊕
d≥0
α∗(L⊗d )H
)
le morphisme quotient et β : Xss(L)/H → S le morphisme structural de X/H. Pour tout nombre en-
tier D≥ 1 assez divisible, il existe un faisceau inversible β-ample MD sur Xss(L)/H et un isomorphisme
de faisceaux inversibles sur Xss(L),
ϕD :pi
∗MD −→ L|⊗DXss(L)
compatible à l’action de H. Le S-schéma en groupes G agit sur le S-schéma Xss(L)/H et, pour tout
nombre entier D≥ 1 assez divisible, de manière équivariante sur le faisceau inversible MD et l’isomor-
phisme ϕD est G-équivariant.
Soit T un G-torseur. On désigne par XT (resp. GT, resp. HT, resp. LT) la forme tordue de X (resp. G,
resp. H, resp. L) par T. Le S-schéma en groupes GT agit sur le S-schéma XT et de manière équivariante
sur le faisceau inverisible LT. L’ouvert des points semi-stables XssT (LT) de XT sous l’action de HT et par
rapport au faisceau inversible LT s’identifie à la forme tordue Xss(L)T de Xss(L) par T.
Théorème 3.13. On suppose que l’action du S-schéma en groupes G sur le quotient Xss(L)/H soit
triviale. Alors, pour tout G-torseur T il existe un isomorphisme de S-schémas
ΨT : X
ss(L)/H−→XssT (LT)/HT
et, pour tout nombre entier assez divisible D ≥ 1, un morphisme de S-schémas en groupes χD : G →
Gm,S et un isomorphisme de faisceaux inversibles sur Xss(L)/H,
ψT,D :Ψ
∗
TMT,D −→MD⊗β∗OS(χD(T))
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tel que, pour tout nombre entier d ≥ 1, le diagramme
(
Ψ∗TMT,D
)⊗d ψ⊗dT,D // (MD⊗β∗OS (χD(T)))⊗d
Ψ∗T
(
MT,Dd
) ψT,Dd
// MDd ⊗β∗OS
(
χDd (T)
)
est commutatif.
Démonstration. Il suffit d’appliquer la Proposition 3.12 à l’action de G sur Xss(L)/H et MD.
3.4 Un exemple : les représentations homogènes
3.4.1. Représentations homogènes. — Soit S un schéma. Soient n ≥ 1 un nombre entier, e = (e1, . . . ,en)
un n-uplet de nombres entiers strictement positifs et E = (E1, . . . ,En) un n-uplet de faisceaux de OS-
modules localement libres, Ei de rang ei . On considère les S-schémas en groupes :
GL(E)=GL(E1)×S · · ·×S GL(En),
SL(E)= SL(E1)×S · · ·×S SL(En).
Définition 3.14. Soit F un faisceau non nul de OS-modules localement libres de rang fini. Une repré-
sentation, i.e. un morphisme de S-schémas en groupes, ρ : GL(E)→GL(F) est homogène de poids m =
(m1, . . . ,mn) ∈ Zn si, pour tout S-schéma T et pour tous T-points t1, . . . , tn de Gm , on a :
ρ(t1 · idE1 , . . . , tn · idEn )= t m11 · · · t mnn · idF .
Exemple 3.15. Soient F un faisceau non nul deOS-modules localement libre de rang fini et ρ : GL(E)→
GL(F) une représentation homogène de poids m = (m1, . . . ,mn). Les représentations homogènes sont
stables sous constructions tensorielles :
Construction Représentation Poids d’homogénéité
dual ρ∨ : GL(E)−→GL(F∨) −m = (−m1, . . . ,−mn)
puissance tensorielle r -ième ρ⊗r : GL(E)−→GL(F⊗r ) r m = (r m1, . . . ,r mn)
puissance symétrique r -ième Symr ρ : GL(E)−→GL(Symr F) r m = (r m1, . . . ,r mn)
puissance extérieure r -ième
∧r ρ : GL(E)−→GL(∧r F) r m = (r m1, . . . ,r mn)
Exemple 3.16. Soient F,F′ des faisceaux non nuls de OS-modules localement libres de rang fini et
ρ : GL(E)−→GL(F), ρ′ : GL(E)−→GL(F′)
des représentations homogènes respectivement de poids m = (m1, . . . ,mn), m′ = (m′1, . . . ,m′n). La re-
présentation
ρ⊗ρ′ : G−→GL(F⊗F′),
(
ρ⊕ρ′ : G−→GL(F⊕F′)
)
qui se déduit par produit tensoriel (resp. par somme directe) est homogène de poids m +m′ (resp.
est homogène si et seulement si m =m′ et si cette condition est satisfaite ρ⊕ρ′ est un représentation
homogène de poids m =m′).
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Proposition 3.17. Soient n ≥ 1 un nombre entier et E = (E1, . . . ,En) un n-uplet de faisceaux de OS-
modules localement libres, Ei de rang fini ei . Soient F un faisceau non nul de OS-modules localement
libres de rang fini et
ρ : GL(E)=GL(E1)×S · · ·×S GL(En)−→GL(F)
une représentation homogène de poids m = (m1, . . . ,mn) ∈ Zn . Si le faisceau des invariants FSL(E) de F
par le S-schéma en groupes SL(E)= SL(E1)×S · · ·×S SL(En) est non nul, alors :
i. pour tout i = 1, . . . ,n, le rang de Ei divise mi ;
ii. pour tout S-schéma T, pour toute section SL(E)-invariante s de F sur T et pour tout T-point g =
(g1, . . . , gn) de GL(E), on a
ρ(g ) · s = (det(g1)m1/e1 · · ·det(gn)mn /en ) s.
Par induction sur n on se ramène à le prouver quand n = 1. Soient E un faisceau de OS-modules
localement libre de rang fini e, F un faisceau non nul deOS-modules localement libre de rang fini et ρ :
GL(E)→GL(F) une représentation homogène de poids m. Comme le sous-S-schéma en groupes SL(E)
est normal, l’action linéaire de GL(E) sur F induit une action linéaire de GL(E) sur le faisceau des
invariants FSL(E) de F par SL(E) et la représentation correspondante
GL(E)−→GL
(
FSL(E)
)
est homogène de poids m et sa restriction à SL(E) est par définition triviale. On se ramène donc à
prouver l’énoncé suivant :
Lemme 3.18. Soient E un faisceau de OS-modules localement libre de rang fini e, F un faisceau non
nul de OS-modules localement libre de rang fini et ρ : GL(E) → GL(F) une représentation homogène
de poids m.
On suppose que la restriction de ρ au S-schéma en groupes soit triviale, c’est-à-dire, le S-schéma
en groupes SL(E) soit contenu dans le noyau de ρ. Si on note
ρ˜ : Gm =GL(E)/SL(E)−→GL(F)
la représentation déduite par passage au quotient, on a :
i. le nombre entier d = rkE divise le nombre entier m ;
ii. la représentation ρ˜ est homogène de poids m/d , i.e., pour tout S-schéma T et pour tout T-point t
du S-schémas en groupes Gm , on a :
ρ˜(t )= t m/d · idF .
En particulier, pour tout S-schéma T et pour tout T-point g du S-schémas en groupes GL(E), on a :
ρ(g )= det(g )m/d · idF .
Démonstration. Pour tout S-schéma T et pour tout T-point t du S-schéma en groupes Gm , par défi-
nition de représentation homogène, on a :
ρ(t · idE)= t m · idF . (3.4.1)
Puisqu’on a supposé ρ= ρ˜◦det, d’autre côté on a :
ρ(t · idE)= ρ˜(det(t · idE))= ρ˜(t n). (3.4.2)
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On considère le morphisme de S-schémas en groupes λ : Gm →GL(E), t 7→ t · idE. Les équations 3.4.1
et 3.4.2 se reformulent en disant que le diagramme
t_

Gm
λ //

GL(E)
ρ

t e Gm
ρ˜
// GL(F)
(3.4.3)
est commutatif (e est le rang de E).
Quitte à recouvrir le schéma S par des ouverts affines, on peut supposer que le schéma S soit un
schéma affine Spec A et que les faisceaux de OS-modules E,F soient libres.
Soit v1, . . . , v f une base du faisceau deOS-modules libre F ( f le rang de F). Soit v
∨
1 , . . . , v
∨
f la base du
faisceau de OS-modules libre F∨ duale à la base v1, . . . , v f , c’est-à-dire la base définie par v∨i (v j )= δi j
(delta de Kronecker). À travers l’isomorphisme canonique Hom(F,F)= F∨⊗F les éléments xi j = v∨j ⊗
vi pour tout i , j = 1, . . . , f définissent une base du faisceau de OS-modules libre Hom(F,F) : le fais-
ceau quasi-cohérent en OS-algèbres SymOS Hom(F,F) est alors isomorphe au faisceau quasi-cohérent
en OS-algèbres associé à la A-algèbre A[xi j : i , j = 1, . . . , f ].
Les morphismes ρ◦λ et ρ˜ correspondent respectivement à des homomorphismes de A-algèbres
(ρ◦λ)], ρ˜] : A[xi j : i , j = 1, . . . f ]
[
1
det(xi j )
]
−→ A[t , t−1].
Avec ces notations, affirmer que la représentation ρ est homogène de poids m est équivalent à dire
que pour tout i , j = 1, . . . , f on a :
(ρ◦λ)](xi j )= δi j t m . (3.4.4)
D’autre part pour tout i , j = 1, . . . , f l’image de l’élément xi j par l’homomorphisme ρ˜] s’écrit sous la
forme
ρ˜](xi j )=
∑
r∈Z
αi j r t
r , (3.4.5)
avec les αi j r ∈ A. D’après la commutativité du diagramme 3.4.3 et en vertu de 3.4.4 et 3.4.5, pour
tout i , j = 1, . . . , f on a :
δi j t
m = (ρ◦λ)](xi j )=
∑
r∈Z
αi j r t
er .
Il existe donc un nombre entier n0 tel que m = er0, i.e., le rang e de E divise le nombre entier m. De
plus, le coéfficient αi j r0 est égal à 1 et, pour tout r 6= r0, le coéfficient αi j r est nul ; en particulier, pour
tout i , j = 1, . . . , f , on a :
ρ˜](xi j )= t m/eδi j .
En d’autres termes, la représentation ρ˜ est homogène de poids m/e, ce qui termine la preuve.
3.4.2. Application de la construction générale. — Soient S un schéma noethérien, n ≥ 1 un nombre
entier et e = (e1, . . . ,en) un n-uplet de nombres entiers strictement positifs. On considère les S-schémas
en groupes réductifs
G :=GL(e1)S ×S · · ·×S GL(en)S
H := SL(e1)S ×S · · ·×S SL(en)S .
Soient F un faisceau non nul de OS-modules localement libre de rang fini et ρ : G → GL(F) un mor-
phisme de S-schémas en groupes. Le S-schéma en groupes G agit sur le S-schéma projectif et plat X =
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P(F) et de manière équivariante sur le faisceau inversible L = OF(1). On considère l’ouvert des points
semi-stables Xss(L) de X sous l’action du S-groupe réductif H et
pi : Xss(L)−→Xss(L)/H :=ProjS
(⊕
d≥0
(
SymdOS F
)H)
le morphisme quotient.
À tout n-uplet E= (E1, . . . ,En) de faisceaux deOS-modules localement libres de rang fini, avec rkEi =
ei on associe le G-torseurs
TE := IsoS(E1,O e1S )×S · · ·×S IsoS(E1,O enS ).
Par abus de language on parlera de formes tordues par E au lieu de formes tordues par TE et on le
désignera avec un E en indice. Avec cette convention, on a
GE =GL(E1)×S · · ·×S GL(En)S ,
HE = SL(E1)×S · · ·×S SL(En)S ,
XE =P(FE),
LE =OFE (1),
où FE est la forme de F tordue par E. Le S-schéma en groupes GE agit sur le S-schéma projectif et
plat XE =P(FE) et de manière équivariante sur le faisceau inversible LE =OFE (1). On considère l’ouvert
des points semi-stables XssE (LE) de XE sous l’action du S-groupe réductif HE et
piE : X
ss
E (LE)−→Xss(LE)/HE :=ProjS
(⊕
d≥0
(
SymdOS FE
)HE)
le morphisme quotient.
Théorème 3.19. On suppose que la représentation ρ : G→GL(F) soit homogène de poids m = (m1, . . . ,mn) ∈
Zn . Alors, l’action du S-schéma en groupes G sur le S-schéma Xss(L)/H est triviale et pour tout n-uplet
de faisceaux de OS-modules localement libres de rang fini E = (E1, . . . ,En), Ei de rang ei , il existe un
isomorphisme de S-schémas
ΨE : X
ss(L)/H−→XssE (LE)/HE.
De plus, si le schéma S est de type fini sur un schéma universellement japonais, pour tout nombre
entier assez divisible D≥ 1, il existe un isomorphisme de faisceaux inversibles sur Xss(L)/H,
ψE,D :Ψ
∗
EME,D −→MD⊗β∗
n⊗
i=1
(detEi )
⊗mi D/ei
tel que, pour tout nombre entier d ≥ 1, le diagramme
(
Ψ∗EME,D
)⊗d ψ⊗dE,D // (MD⊗β∗ n⊗
i=1
(detEi )
⊗mi D/ei
)⊗d
Ψ∗E
(
ME,Dd
) ψE,Dd
// M⊗dD ⊗β∗
n⊗
i=1
(detEi )
⊗mi Dd/ei
est commutatif.
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Démonstration. Pour tout nombre entier d ≥ 1, la représentation qui induit l’action linéaire du S-
schéma en groupes G sur les sections globales du faisceau inversible OF(d), G→ GL(Symd F), est ho-
momogène de poids dm. D’après la Proposition 3.17, si le faisceau des invariants (Symd F)H est non
nul, alors pour tout i = 1, . . . ,n le rang ei de Ei divise le nombre entier dmi et G agit par homothéties
sur (Symd F)H à travers le caractère
χd : (g1, . . . , gn) 7→ det(g1)dm1/e1 · · ·det(gn)dmn /en .
Pour autant, l’action du G sur le quotient
Xss(L)/H :=ProjS
(⊕
d≥0
(
Symd F
)H)
est triviale. Il suffit d’appliquer le Théorème 3.13 pour obtenir l’isomorphisme canonique
ΨE : X
ss(L)/H−→XssE (LE)/HE.
On suppose désormais que le schéma S soit de type fini sur un schéma universellement japonais.
Soient D ≥ 1 un nombre entier assez divisible et MD un faisceau inversible β-ample sur Xss(L)/H.
D’après le Théorème 3.13, on peut supposer que MD soit engendré par ses sections globales respec-
tivement à β : il s’agit donc de calculer le caractère à travers lequel le S-schéma en groupes G agit sur
les sections globales β∗MD. Ces dernières s’identifient à travers l’isomorphisme ϕD au faisceau des
invariants (
α∗(L⊗D)
)H = (Symd F)H.
Comme rappelé avant, en vertu de la Proposition 3.17 le S-schéma en groupes G agit par homothéties
sur (Symd F)H à travers le caractère
χD : (g1, . . . , gn) 7→ det(g1)Dm1/e1 · · ·det(gn)Dmn /en .
Si E = (E1, . . . ,En) est un n-uplet de faisceau de OS-modules localement libres, Ei de rang ei , alors le
faisceau inversible O (χD(E)) s’identifie comme Gm,S torseur au faisceau inversible
n⊗
i=1
(detEi )
⊗mi Dd/ei ,
ce qui achève la preuve.
4 Quotient et torseurs : version adélique
4.1 Formes tordues par un fibré principal adélique
Les notions présentées dans ce numéros ont été introduites aussi par Chambert-Loir et Tschinkel
(cf. [CLT01]).
4.1.1. Groupes adéliques. — Soient K un corps global et VK l’ensemble de ses places.
Définition 4.1. Un K-groupe adélique G = (G,U) est un couple formé par un K-schéma en groupes G
de type fini et d’une collection U = {Uv : v ∈ VK} de sous-groupes compactes Uv de |Ganv | satisfaisant
la propriété suivante : il existe un ouvert non vide V de SK et un V-schéma en groupes G plat et
de type fini de fibre générique G tel que, pour tout point fermé v ∈V, le sous-groupe Uv est déduit
du K◦v -schéma en groupes G×V SpecK◦v .
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Exemple 4.2 (Groupes adéliques provenant d’un modèle entier). SoientG unSK-schéma en groupes
de type fini et G :=G×SK K sa fibre génèrique. Pour toute place non archimédienne v de K, soit Uv le
sous-groupe compact du Kv -groupe analytique Ganv associé au K
◦
v -schéma en groupes G×SK K◦v . Si K
est un corps de fonctions, le couple (G,U) avec U= {Uv }v∈VK est K-groupe adélique.
Si K est un corps de nombres et, de plus, pour toute place archimédienne v on pose Uv = {idG},
alors le couple (G,U) avec U= {Uv }v∈VK est un K-groupe adélique.
On dit que le K-groupe adélique G est le K-groupe adélique associé au SK-schéma en groupes G.
Exemple 4.3 (Groupe adélique des isomorphismes d’un faisceau adélique). Soit E = (E,p) un fais-
ceau adélique localement libre sur K. Pour toute place v ∈ VK on considère le sous-groupe compact
maximal U(pv ) de GL(E)anv unitaire par rapport à la norme géométrique pv .
Par définition de faisceau adélique il existe un ouvert non vide V de SK et un faisceau de OV-
modules localement libre de rang fini E tel que, pour tout v ∈V, la norme géométrique pv est induite
par le K◦v -module E⊗K◦v . Pour autant, pour tout v ∈V, le sous-groupe compact maximal U(pv ) est le
sous-groupe affinoïde de GL(E)anv associé au K
◦
v -schéma en groupes GL(E)×VK◦v .
Le couple GL(E )= (GL(E),U(E )) où U(E )= {U(pv )}v∈VK est un K-groupe adélique. On dira que GL(E )
est le K-groupe adélique des isomorphismes linéaires du faisceau adélique E .
Exemple 4.4 (Structure adélique d’un sous-groupe). Soit G = (G,UG) un K-groupe adélique et H ⊂G
un sous-K-schéma en groupes (fermé). Pour tout v ∈VK, le sous-groupe de Hanv ,
UH,v =UG,v ∩Hanv ,
est compact. Le coupleH = (H,UH) est un K-groupe adélique et on dira queH est la structure de K-
groupe adélique sur H induite par le K-groupe adélique G .
4.1.2. Torseurs adéliques. —
Définition 4.5. SoitG = (G,UG) un K-groupe adélique. UnG -torseur adéliqueT est un couple (T,UT)
formé d’un G-torseur et d’une collection UT = {UT,v : v ∈ VK} de parties compactes non vides UT,v ⊂
Ganv telles que pour tout v ∈VK on ait :
i. si α : T×G→T désigne l’action du K-schéma en groupes G sur le torseur T, l’image de la partie
pr−1T UT,v ∩pr−1G UG,v ⊂ |Tanv ×Ganv |
est contenue dans UT,v ;
ii. l’isomorphisme de K-schémas (prT,α) : T×G−→T×T se restreint à un homéomorphisme
pr−1T UT,v ∩pr−1G UG,v −→ pr−11 UT,v ∩pr−12 UT,v ;
iii. il existe un ouvert non vide V de SK, un V-schéma en groupes G plat et de type fini de fibre
générique G, un G-torseurs T de fibre générique T tel que, pour tout point fermé v ∈V, le sous-
groupe Uv est déduit du K◦v -schéma en groupes G×V SpecK◦v et la partie compacte UT,v est dé-
duite du K◦v -schéma T×V SpecK◦v .
Si le K-schéma en groupes G est réduit (c’est toujours le cas si K est de caractéristique nulle) la
condition (iii) est équivalente à la condition (à priori plus faible) : il existe un ouvert non videV deSK,
un K◦-schéma plat de type fini T de fibre générique T tel que, pour tout point fermé v ∈V, la partie
compacte UT,v est déduite du K◦v -schéma T×V SpecK◦v .
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Exemple 4.6 (Torseurs adéliques provenant d’un modèle entier). SoientG unSK-schéma en groupes
plat de type fini et T un G-torseur. Soit G le K-groupe adélique associé au SK-schéma en groupes G
(voir Exemple 4.2).
Pour toute place non archimédienne v de VK on considère le sous-Kv -espace analytique com-
pact UT,v induit par le K◦v -schéma T×SK K◦v . Puisque ce dernier est un torseur du K◦v -schéma en
groupes G×SK K◦v , la partie compacte UT,v satisfait aux conditions dans la définition de torseur adé-
lique.
Pour autant, si K est un corps de fonctions, la collection UT = {UT,v } munit le K-schéma T d’une
structure de G -torseur adélique.
Si par contre K est un corps de nombres, our toute place archimédienne v de K on choisit un
point tv ∈ Tanv et on pose UT,v = {tv }. La collection UT = {UT,v } munit le K-schéma T d’une structure
de G -torseur adélique qui dépend clairement aussi du choix des points tv .
Exemple 4.7 (Faisceaux adéliques sur K comme GL(n)-torseurs). Soit n ≥ 1 un nombre entier. Pour
toute place v ∈VK, on considère la norme géométrique sur Kt1⊕·· ·⊕Ktn ,
pn,v =

√
|t1|2+·· ·+ |tn |2 si v est archimédienne
max{|t1|, . . . , |tn |} sinon.
On note U(n) le sous-groupe compact maximal de GL(n)anv unitaire par rapport à la norme géomé-
trique pn,v . En d’autres termes, on considère le K-groupe adélique G = (GL(n)K,U(n)) associé au fais-
ceau adélique « libre » (Kn ,pn), où pn = {pn,v }v∈VK .
Soit E = (E,pE) un faisceau adélique localement libre de rang n sur K. On considère le torseur T =
Iso(E,Kn) du K-schéma en groupes G=GL(n)K.
Soient v une place de K, t ∈ Iso(E,Kn)anv , Ω une extension analytique de Kv qui contient le corps
résiduel du point t et tΩ leΩ-point duΩ-espace analytique Iso(E,Kn)anΩ associé. LeΩ-point tΩ corres-
pond à un isomorphisme de Ω-espaces vectoriels
tΩ : EΩ −→Ωn .
On dit que le point t est unitaire si le morphisme de Ω-espaces analytiques
t∨Ω : A
n,an
Ω
→V(E)anΩ
est tel que
pE,v,Ω ◦ t∨Ω = pn,v,Ω.
On considère la partie du Kv -espace analytique Iso(E,Kn)anv ,
UT,v := Iso(E ,Kn)v =
{
t ∈ Iso(E,Kn)anv : t unitaire
}
.
On suppose que la place v soit archimédienne et, quitte à étendre les scalaires, k =C. La partie UT,v
s’identifie à l’ensemble des isomorphismes de C-espaces vectoriels isométriques t : E→Cn , où Cn est
muni de la norme géométrique hermitienne standard. En particulier, la partie UT,v est compacte et les
conditions (i), (ii) dans la définition de torseur adéliques sont vérifiées.
On suppose que la place v soit non archimédienne. Il existe une extension analytique Ω de Kv
et un sous-Ω◦-module E ⊂ EΩ de fibre générique EΩ qui induit la norme géométrique non archi-
médienne pE,v,Ω. Si $Ω : TanΩ → Tanv désigne le morphisme d’extension des scalaires, alors la par-
tie $−1Ω UT,v du Ω-espace analytique T
an
Ω s’identifie au domaine affinoïde associé au Ω
◦-schéma affine
de type fini IsoΩ◦ (E,Ω◦,n). Puisque ce dernier est un torseur du Ω◦-schéma en groupes GL(n)Ω◦ , les
conditions (i), (ii) dans la définition de torseur adéliques sont vérifiées.
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De plus, cette compatibilité à la construction des espaces analytiques associés aux modèles entiers
assure que la condition (iii) soit aussi vérifiée. La collection de parties UT = {UT,v } munit le GL(n)K-
torseur Iso(E,Kn) d’une structure de (GL(n)K,U(n))-torseur adélique qu’on notera Iso(E ,Kn).
4.1.3. Forme tordue d’un faisceau adélique localement libre. — Soit G = (G,U) un K-groupe adé-
lique. Soient X un K-schéma propre etF = (F,p) un faisceau cohérent adélique sur X. On suppose que
le K-schéma en groupes G agit sur le K-schéma X et manière équivariante sur F, et que, pour toute
place v ∈ VK, la norme géométrique pv sur le faisceau cohérent de OX-modules F soit invariante sous
l’action du sous-groupe compact Uv .
SoitT = (T,UT) un G -torseur adélique. Soient XT la forme tordue du K-schéma propre X par le G-
torseur X et FT le faisceau cohérent de OXT -modules déduit en tordant F par T. On va munir FT d’une
structure adélique comme il suit.
Comme SpecK est un point, le G-torseur T est triviale, i.e, il existe une section t : SpecK → T.
On note encore t : G → T l’isomorphisme induit par la multiplication par t . La section t induit un
isomorphisme de K-schémas θt : XT →X et un isomorphisme de faisceaux de OXT -modules
ϕt : θ
∗
t F−→ FT.
On note ft : V(FT)→V(F) l’isomorphisme de K-schémas induit par l’isomorphisme ϕt .
Pour toute place v de K on considère la partie compacte t−1UT,v du Kv -groupe analytique Ganv . Par
définition deG -torseur adélique il existe une extension analytiqueΩ de Kv et unΩ-point duΩ-espace
analytique GanΩ tel que (
t−1UT,v
)
Ω · g =
(
UG,v
)
Ω .
On considère la norme géométrique sur le faisceau cohérent deO(XT)Ω-modules (FT)Ω définie par l’ap-
plication composée
pT ,v (Ω) : V(FT)anΩ
( ft )Ω
// V(F)anΩ
g ·−
// V(F)anΩ
pv,Ω
// R+.
Soient Ω′ une extension analytique de Kv qui contient Ω, t ′ : SpecK → T une section de T et g ′
un Ω′-point du Ω′-groupe analytique Gan
Ω′ tel que(
t ′−1UT,v
)
Ω′ · g ′ =
(
UG,v
)
Ω′ .
Soit ft ′ : V(FT)→V(F) l’isomorphisme de K-schémas induit par la section t ′. On considère l’uniqueΩ′-
point u du Ω′-groupe analytique Gan
Ω′ tel que le diagramme suivant (?) soit commutatif :
V(FT)Ω′
( ft ′ )Ω′ //
(?)
V(F)Ω′
g ′
// V(F)Ω′
u

V(FT)Ω′
( ft )Ω′ // V(F)Ω′
g ′Ω // V(F)Ω′
Le point u appartient donc au sous-groupe compact Uv,Ω′ de G
an
Ω′ . Si on considère la norme géomé-
trique sur le faisceau cohérent de O(XT)Ω′ -modules (FT)Ω′ définie par l’application composée
pT ,v (Ω
′) : V(FT)anΩ
( ft ′ )Ω′ // V(F)an
Ω′
g ′·−
// V(F)an
Ω′
pv,Ω′
// R+
on a alors
pT ,v (Ω
′)=$∗Ω′pT ,v (Ω).
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En vertu de la Proposition I.5.46 la norme géométrique continue pT ,v (Ω) descend en une norme géo-
métrique continue sur le faisceau cohérent de OXT -modules FT. De plus, elle ne dépend pas de la
section t , de l’extension analytique Ω et du Ω-point g choisis.
En outre, la famille de normes géométriques pT = {pT ,v , v ∈ VK} est adélique et on note FT =
(FT,pT ) le faisceau cohérent adélique associé.
Définition 4.8. Le faisceau cohérent adéliqueFT = (F,pT ) est appelé la forme tordue deF parT .
4.1.4. Forme tordue d’un sous-groupe normal. — SoientG = (G,UG) un K-groupe adélique. Un sous-
K-groupe adélique normal de G est la donnée d’un K-groupe adéliqueH = (H,UH) formé d’un sous-
K-schéma en groupes normal H de G et, si τ : G×H→H désigne l’action par conjugaison de G sur H,
pour toute place v ∈VK d’un sous-groupe compact UH,v de Hanv tel que l’image par τ de la partie
pr−1G UG,v ∩pr−1H UH,v
soit contenue dans UH,v .
Soit T = (T,UT,v ) un G -torseur adélique. On construit la forme tordue HT du sous-K-groupe
adéliqueH comme il suit. Soient t : SpecK→H une section du G-torseur T : on désigne encore par t
l’isomorphisme de K-schémas G→T que l’obtient en prenant la multiplication par t . Soit ft : HT →H
l’isomorphisme de K-schémas en groupes induit par la section t .
Soit v une place de K. On considère la partie compacte t−1UT,v du Kv -groupe analytique Ganv . Par
définition deG -torseur adélique il existe une extension analytiqueΩ de Kv et unΩ-point duΩ-espace
analytique GanΩ tel que (
t−1UT,v
)
Ω · g =
(
UG,v
)
Ω .
La partie
UH,T ,v (Ω) := f −1t
(
g · (UH,v )Ω · g−1)
est un sous-groupe du Ω-groupe analytique HanT,Ω.
Soient Ω′ une extension analytique de Kv qui contient Ω, t ′ : SpecK → T une section de T et g ′
un Ω′-point du Ω′-groupe analytique Gan
Ω′ tel que(
t ′−1UT,v
)
Ω′ · g ′ =
(
UG,v
)
Ω′ .
Si ft ′ : HT →H est l’isomorphisme de K-schémas en groupes induit par la section t ′, on considère le
sous-groupe du Ω′-groupe analytique Gan
Ω′ ,
UH,T ,v (Ω
′) := f −1t ′
(
g ′ · (UH,v )Ω′ · g ′−1) .
Si $Ω′ : G
an
Ω′ →GanΩ désigne le morphisme d’extension des scalaires, alors on a
UH,T ,v (Ω
′)=$−1Ω′
(
UH,T ,v (Ω)
)
.
Le sous-groupe UH,T ,v (Ω) descend donc en un sous-groupe UH,T ,v du Kv -groupe analytique HanT,v qui
ne dépend pas du choix de l’extensionΩ, de la section t et du point gΩ. La collection de sous-groupes
compacts
UH,T =
{
UH,T ,v : v ∈VK
}
munit le K-schéma en groupes HT d’une structure de K-groupe adélique qu’on notera HT : on dira
qu’elle est la forme tordue deH parT .
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4.2 Forme tordue de la norme géométrique des minima sur les orbites
Soit K un corps globale et VK l’ensemble de ses places.
Définition 4.9. Un K-groupe adélique G = (G,UG) est dit réductif si le K-schéma en groupes G est
réductif et, pour toute place v , le sous-groupe compact UG,v est maximal.
Soient X un K-schéma projectif etL = (L,uL) un faisceau inversible adélique sur X et on suppose
que le faisceau inversible L soit ample et, pour tout v ∈ VK, la norme géométrique uv soit plurisou-
sharmonique.
Soit G = (G,UG) un K-groupe réductif adélique et H un sous-K-schéma en groupes réductif nor-
mal. Pour toute place v , le sous-groupe compact
UH,v :=UG,v ∩Ganv
est un sous-groupe compact maximal de Hanv : en effet, tous le sous-groupes compacts maximaux sont
conjugués et H est normal dans G. On noteH = (H,UH) le K-groupe adélique qu’on obtient ainsi.
On suppose que le K-groupe réductif G agit sur le K-schéma X et de manière équivariante sur
le faisceau inversible L. En outre, on suppose que pour toute place v la norme géométrique uv soit
invariante sous l’action du sous-groupe compact UG,v .
Soient Xss(L) l’ouvert des points semi-stables de X sous l’action de H et par rapport au faisceau
inversible L,
pi : Xss(L)−→Xss(L)/H := Proj
(⊕
d≥0
Γ(X,L⊗d )H
)
le morphisme quotient. Pour tout nombre entier D≥ 1 assez divisible, il existe un faisceau inversible
ample MD sur Xss(L)/H et un isomorphisme de faisceaux inversibles sur Xss(L),
ϕD :pi
∗MD −→ L|⊗DXss(L)
compatible à l’action de H. Le K-schéma en groupes G agit sur le K-schéma Xss(L)/H et, pour tout
nombre entier D≥ 1 assez divisible, de manière équivariante sur le faisceau inversible MD et l’isomor-
phisme ϕD est G-équivariant. L’isomorphisme ϕD induit un morphisme surjectif de K-schémas
pi[MD] : V(L|⊗DXss(L))−→V(MD).
La famille de normes géométriques sur le faisceau inversible MD
uMD :=pi[MD]↓uL⊗D =
{
pi[MD]↓uL⊗D,v : v ∈VK
}
est adélique (Scholie 2.2). Le faisceau inversible adélique (MD,uMD ) est notéMD.
Soit T = (T,UT) un G -torseur adélique. On note XT (reps. GT, resp. HT, resp. LT) la forme tordue
de X (resp. G, resp. H, resp. L) par T. Le K-schéma en groupes réductif GT agit sur le K-schéma XT et de
manière équivariante sur le faisceau inversible LT. L’ouvert des points semi-stables XssT (LT) de XT sous
l’action de HT et par rapport au faisceau inversible LT est stable sous l’action du K-groupe réductif GT.
Le K-schéma en groupes GT agit sur le quotient Xss(L)/H et, en vertu de la Proposition 3.11, on a un
isomorphisme canonique de K-schémas
ΘT : T
G×S (Xss(L)/H)−→XssT (LT)/HT.
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tel que le diagramme suivant de K-schémas
T
G×S Xss(L)
T
G×Spi

XssT (LT)
piT

T
G×S (Xss(L)/H) ΘT // XssT (LT)/HT
soit commutatif (où pi, piT désignent les morphismes quotient). Pour tout nombre entier assez divi-
sible D≥ 1, il existe un faisceau inversible MT,D et un isomorphisme de faisceaux inversibles sur XssT (LT),
ϕT,D :pi
∗
TMT,D −→ LT|⊗DXssT (LT).
L’isomorphisme ϕT,D induit un morphisme surjectif de K-schémas
piT[MT,D] : V(LT|⊗DXssT (LT))−→V(MT,D).
On considère la forme tordueGT = (GT,UG,T ) (resp.HT = (HT,UH,T ), resp.LT = (LT,uT )) deG
(resp.H , resp.L ) par le G -torseur adélique T . Pour toute place v ∈ VK, la norme géométrique uT ,v
est une fonction plurisousharmonique UH,T ,v -invariante. La famille de normes géométriques sur le
faisceau inversible MT,D,
piT[MT,D]↓uL⊗D,T :=
{
piT[MT,D]↓uL⊗D,T ,v : v ∈VK
}
est pour autant adélique (Scholie 2.2) et le faisceau inversible adélique associé (MT,D,piT[MT,D]↓uL⊗D )
est notéMT ,D.
D’autre part, le K-schéma en groupes G agit sur le quotient Xss(L)/H et de manière équivariante
sur le faisceau inversible MD. Pour toute place v ∈VK la norme géométriqueuMD sur MD est invariante
sous l’action du sous-groupe compact UG,v . On considère la forme tordue
(MD)T =
(
(MD)T ,
(
uMD
)
T
)
du faisceau inversible adéliqueMD par le G -torseur adéliqueT .
Proposition 4.10. Soit T un G -torseur. L’isomorphisme canonique de faisceaux inversibles donné
par la Proposition 3.11,
θT :Θ
∗
TMT,D −→ (MD)T
induit un isomorphisme de faisceaux inversibles adéliques
θT :Θ
∗
TMT ,D −→ (MD)T .
Démonstration. L’isomorphisme canonique θT : θT : Θ∗TMT ,D −→ (MD)T induit le diagramme com-
mutatif GT-équivariant de K-schémas suivant :
V
(
LT|⊗DXssT (LT)
)
piT[MT,D]

V
(
LT|⊗DXssT (LT)
)
pi[MD]T

V(MT,D)
θT // V((MD)T).
(4.2.1)
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Soient t : SpecK → T une section du G-torseur T et αt : V(L⊗DT ) → V(L⊗D), βt : V((MD)T) → V(MD) les
isomorphismes de K-schémas induits par la section t . Le diagramme de K-schémas
V
(
LT|⊗DXssT (LT)
)
pi[MD]T

αt // V
(
L|⊗DXss(L)
)
pi[MD]

V((MD)T)
βt
// V(MD)
Soit v une place de K. Puisque la construction de la métrique des minima est compatible aux exten-
sion des scalaires (Proposition II.1.5), quitte à passer à une extension analytique de Kv suffisamment
grande, on peut supposer qu’il existe un Kv -point g du K-schéma G tel que(
t−1UT,v
) · g =UG,v .
La norme géométrique uL⊗D,T ,v sur le faisceau inversible LT est alors l’application composée
V(L⊗DT )
an
v
αt // V(L⊗D)anv
g
// V(L⊗D)anv
uL⊗D,v
// R+ .
D’autre part, la norme géométrique
(
uMD,v
)
T sur le faisceau inversible (MD)T est l’application com-
posée
V((MD)T)anv
βt
// V(MD)anv
g
// V(MD)anv
uMD,v // R+ ,
où par définition on a uMD,v = pi[MD]↓uL⊗D,v . Puisque l’isomorphisme ϕD est G-équivariant, le dia-
gramme de Kv -espaces analytiques
V
(
L|⊗DXss(L)
)an
v
g
//
pi[MD]

V
(
L|⊗DXss(L)
)an
v
pi[MD]

V(MD)anv
g
// V(MD)anv
est commutatif. On a donc la chaine d’égalités(
uMD,v
)
T = β∗t g∗uMD,v
= β∗t g∗pi[MD]↓uL⊗D,v
= β∗t pi[MD]↓g∗uL⊗D,v
= β∗t pi[MD]↓
(
uL⊗D,v
)
T
,
ce qui, en vertu du diagramme commutatif (4.2.1), termine la preuve.
4.3 Isomorphisme canonique du quotient
Soit G = (G,UG) un K-groupe adélique et χ : G → Gm un caractère, i.e., un morphisme de K-
schémas en groupes. Le K-schéma en groupes G agit linéairement sur le K-espace vectoriel K à travers
le caractère χ. Pour tout place v ∈ VK, soit pv : A1,anv → R+ l’unique norme géométrique telle que pv
telle que pv (1)= 1 : elle est invariante sous l’action du sous-groupe compact UG,v . Alors, pour tout G -
torseur adéliqueT on note OK(χ(T )) le faisceau inversible adélique associé.
On revient aux notations de la section précédente 4.2.
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Théorème 4.11. On suppose que l’action du K-schéma en groupes G sur le quotient Xss(L)/H soit tri-
viale. Avec les notations introduites avant, pour tout nombre entier assez divisible D≥ 1, il existe alors
un morphisme de K-schémas en groupes χD : G → Gm et, pour tout G -torseur T , un isomorphisme
de faisceaux inversibles sur Xss(L)/H,
ψT ,D :Θ
∗
TMT ,D −→MD⊗β∗OK(χD(T )),
tel que, pour tout nombre entier d ≥ 1, le diagramme
(
Θ∗TMT ,D
)⊗d ψ⊗dT ,D // (MD⊗β∗OK (χD(T )))⊗d
Θ∗TMT ,Dd
ψT ,Dd
//MDd ⊗β∗OK
(
χDd (T )
)
est commutatif. En particulier, on a
hmin((XT,LT )//HT)= hmin((X,L )//H)+
1
D
d̂egKOK
(
χDd (T )
)
.
Démonstration. En vertu de la Proposition 4.10 il s’agit d’interpréter la forme tordue
(
uMD
)
T de la
norme géométrique uMD par le G -torseur adéliqueT .
Soient t : SpecK → T une section du G-torseur T, αt : V((MD)T) → V(MD) l’isomorphisme de K-
schémas induits par la section t et v une place de K. Quitte à passer à une extension analytique de Kv
suffisamment grande, on peut supposer qu’il existe un Kv -point g du K-schéma G tel que(
t−1UT,v
) · g =UG,v .
La norme géométrique
(
uMD,v
)
T sur le faisceau inversible (MD)T est l’application composée
V((MD)T)anv
αt // V(MD)anv
g
// V(MD)anv
uMD,v // R+ .
On identifie le quotient Ganm,v /U(1) avec R
×+ à travers la valeur absolue de Kv et on note |χD(T )|v l’image
de χD(g ) ∈ Ganm,v à travers le morphisme quotient Ganm,v → R×+. Puisque le K-schéma en groupes G agit
par homothéties sur le faisceau inversible MD à travers le caractère χD, on a l’égalité
g∗uMD,v = |χD(T )|v ·uMD,v .
D’autre part, le faisceau inversible adélique OK(χD(T )) s’identifie au K-espace vectoriel K muni, en
toute place v , de l’unique norme géométrique qui vaut |χD(T )|v en 1. La faisceau inversible adé-
liqueMD⊗β∗OK(χD(T )) s’identifie donc au faisceau inversible MD muni, en toute place v ∈VK, de la
norme géométrique |χD(T )|v ·uMD,v . Cela achève la preuve.
4.4 Un exemple : représentations homogènes
Soient K un corps global et VK l’ensemble de ses places. Soient n ≥ 1 un nombre entier et e =
(e1, . . . ,en) un n-uplet de nombres entiers strictement positifs. On considère les K-schémas en groupes
réductifs
G :=GL(e1)K×K · · ·×K GL(en)K
H := SL(e1)K×K · · ·×K SL(en)K.
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Pour toute place v et pour tout i = 1, . . . ,n, on considère le sous-groupe compact maximal U(ei )v
de GL(ei )anv . Le sous-groupe compact de G
an
v ,
U(e)v := pr−11 U(e1)∩·· ·∩pr−1n U(en)
est alors maximal. On note U(e) la famille {U(e)v : v ∈VK} et G le K-groupe réductif adélique (G,U(e)).
On munit le K-groupe réductif H de la structure de K-groupe réductif adélique en considérant, en
toute place v , le sous-groupe compact maximal
SU(e) :=U(e)∩Hanv .
Soient F = (F,pF) un faisceau adélique localement libre sur K et ρ : G → GL(F ) un morphisme
de K-groupes adélique, c’est-à-dire, un morphisme de K-schémas en groupes ρ : G → GL(F) tel que,
pour toute place v ∈ VK, l’image du sous-groupe compact U(e)v soit contenue dans le sous-groupe
compact U(pF,v ) unitaire par rapport à la norme géométrique pF,v :
ρ(U(e)v )⊂U(pF,v ).
Le K-schéma en groupes G agit sur le K-schéma projectif X = P(F) et de manière équivariante sur
le faisceau inversible L=OF(1). On considère l’ouvert des points semi-stables Xss(L) de X sous l’action
du K-groupe réductif H et
pi : Xss(L)−→Xss(L)/H := Proj
(⊕
d≥0
(
SymdK F
)H)
le morphisme quotient.
Soit E = (E1, . . . ,En) un n-uplet de faisceaux adéliques localement libres sur K, avec rkEi = ei . En
revenant aux notations de l’exemple 4.7 Pour tout i = 1, . . . ,n et pour toute place v ∈ VK on considère
la partie compacte de GL(Ei )anv ,
Iso(Ei ,K
ei )v =
{
t ∈ Iso(E,Kei )anv : t unitaire
}
.
Pour toute place v ∈VK on pose
Iso(E ,Ke )v = pr−11 Iso(E1,Ke1 )v ∩·· ·∩pr−1n Iso(En ,Ken )v .
La collection Iso(E ,Ke )= {Iso(E ,Ke )v : v ∈VK} munit le G-torseur
IsoS(E,K
e ) := IsoS(E1,Ke1 )×K · · ·×K IsoS(En ,Ken )
d’une structure de G -torseur adélique qu’on désignera par TE . Par abus de language on parlera de
formes tordues par E au lieu de formes tordues par TE et on les désignera avec un E en indice. Avec
cette convention, on a
GE =GL(E1)×K · · ·×K GL(En)K,
HE = SL(E1)×K · · ·×K SL(En)K,
LE =OFE (1),
où FE est la forme de F tordue par E. Le S-schéma en groupes GE agit sur le S-schéma projectif et
plat XE =P(FE) et de manière équivariante sur le faisceau inversible LE =OFE (1). On considère l’ouvert
des points semi-stables XssE (LE) de XE sous l’action du S-groupe réductif HE et
piE : X
ss
E (LE)−→Xss(LE)/HE :=ProjS
(⊕
d≥0
(
SymdOS FE
)HE)
le morphisme quotient. En appliquant la Proposition 4.11 on obtient le résultat suivant (comparer
avec [Gas00, Theorem 1], [Bos94, Theorem I, Theorem III]).
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Théorème 4.12. On suppose que la représentation ρ : G→GL(F) soit homogène de poids m = (m1, . . . ,mn) ∈
Zn . Alors, pour tout nombre entier assez divisible D≥ 1, il existe un isomorphisme de faisceaux inver-
sibles sur Xss(L)/H,
ψE ,D :ME ,D −→MD⊗β∗
n⊗
i=1
(detEi )
⊗mi D/ei
tel que, pour tout nombre entier d ≥ 1, le diagramme
(
ME ,D
)⊗d ψ⊗dE ,D // (MD⊗β∗ n⊗
i=1
(detEi )
⊗mi D/ei
)⊗d
ME ,Dd
ψE ,Dd
//MDd ⊗β∗
n⊗
i=1
(detEi )
⊗mi Dd/ei
est commutatif. En particulier on a
hmin
(
(P(F),OFE (1))//H
)= hmin((X,OF (1))//H)+ n∑
i=1
mi µ̂K(Ei ).
5 Borne inférieure sur hmin((X,L )//G)
5.1 Rappels de théorie classique des invariants
5.1.1. Le premier théorème de la théorie des invariants. — Soit k un corps de caractéristique nulle.
Soient n ≥ 1 un nombre entier et E = (E1, . . . ,En) un n-uplet de k-espaces vectoriels, Ei de dimension
finie ei ≥ 1. On considère les k-groupes réductifs :
GL(E)=GL(E1)×·· ·×GL(En),
SL(E)= SL(E1)×·· ·×SL(En).
Si V est un k-espace vectoriel et m un nombre entier négatif on pose V⊗m :=V∨⊗|m|.
Soit m = (m1, . . . ,mn) un n-uplet de nombres entiers. Le k-groupe réductif GL(E) agit composante
par composante sur le k-espace vectoriel
Fm := End
(
E⊗m11
)⊗·· ·⊗End(E⊗mnn )
et la représentation GL(E)→GL(Fm) qui définit cette action est homogène de poids (0, . . . ,0). En vertu
de la Proposition 3.17 les éléments invariants par GL(E) et SL(E) coïncident :
FSL(E)m = FGL(E)m .
Pour tout i = 1, . . . ,n, soit S|mi | le groupe des permutations sur |mi | éléments 1 et, pour toute per-
mutation σi ∈S|mi |, soit εσi : E⊗mi → E⊗mi l’automorphisme du k-espace vectoriel qui permute les
facteurs de Emi par σi . L’automorphisme εσi , en tant qu’élément de End(E
⊗mi ), est invariant sous
l’action du GL(E). Autrement dit, l’image de l’homomorphisme de k-algèbres non commutatives
ε : k[S|m1|]⊗·· ·⊗k[S|mn |]−→ Fm := End
(
E⊗m11
)⊗·· ·⊗End(E⊗mnn )
défini par ε(σ1⊗·· ·⊗σn) := εσ1 ⊗·· ·⊗εσn , est contenue dans le sous-espaces des invariants par SL(E)
(ou également GL(E)).
1. Ici l’ensemble des permutations sur 0 éléments est le groupe {id}.
174 Chapitre III. Théorie géométrique des invariants sur un corps global
Proposition 5.1 (Premier Théorème de la théorie des invariants pour SL(E)). Soient k un corps de
caractéristique nulle, n ≥ 1 un nombre entier et E = (E1, . . . ,En) un n-uplet de k-espaces vectoriels de
dimension finie. Soit m = (m1, . . . ,mn) un n-uplet de nombres entiers. Alors, le k-groupe réductif
SL(E)= SL(E1)×·· ·×SL(En)
agit composante par composante sur le k-espace vectoriel
Fm := End
(
E⊗m11
)⊗·· ·⊗End(E⊗mnn )
et le sous-espace des invariants FSL(E)m coïncide avec l’image de l’application naturelle
ε : k[S|m1|]⊗·· ·⊗k[S|mn |]−→ Fm := End
(
E⊗m11
)⊗·· ·⊗End(E⊗mnn ) .
5.1.2. Application aux représentations homogènes. — Soit k un corps de caractéristique nulle. Soient n ≥
1 un nombre entier et E= (E1, . . . ,En) un n-uplet de k-espaces vectoriels, Ei de dimension finie ei ≥ 1.
On considère les k-schémas en groupes :
GL(E)=GL(E1)×·· ·×GL(En),
SL(E)= SL(E1)×·· ·×SL(En).
Proposition 5.2. Soient F un k-espace vectoriel de dimension finie et ρ : GL(E)→GL(F) une représen-
tation. Soient m = (m1, . . . ,mn) un n-uplet de nombres entiers et
ϕ : E⊗m11 ⊗·· ·⊗E⊗mnn −→ F
un homomorphisme surjectif et GL(E)-équivariant de k-espaces vectoriels. Alors, la représentation ρ
est homogène de poids m et si le sous-espace des invariants FSL(E) est non nul, on a :
i. pour tout i = 1, . . . ,n, ei = dimk Ei divise mi ;
ii. le sous-espace des invariants FSL(E) coïncide avec l’image de l’homomorphisme composé
n⊗
i=1
(
k[S|mi |]⊗det(Ei )⊗mi /ei
) ε⊗id // n⊗
i=1
(
End(E⊗mi )⊗det(E)⊗mi /ei ) // n⊗
i=1
E⊗mi
ϕ
// F.
Démonstration. Le point (i) est une conséquence de la Proposition 3.17.
Pour (ii) on rappelle d’abord que si k est un corps de caractéristique nulle et G un k-groupe ré-
ductif, alors la construction des invariants par G est un foncteur exact sur la catégorie des représen-
tations de G. En effet la fonctorialité de la projection sur les invariants (c’est-à-dire, l’opérateur de
Reynolds), permet de montrer que si V, W sont des k-espaces vectoriels muni d’une action linéaire
de G et pi : V →W est un homomorphisme surjectif et G-équivariant, alors l’homomorphisme induit
sur les invariants
pi : VG −→WG
est surjectif. Comme par hypothèse l’homomorphisme
ϕ : E⊗m11 ⊗·· ·⊗E⊗mnn −→ F
est surjectif et GL(E)-équivariant, on se ramène à montrer l’énoncé pour F= E⊗m11 ⊗·· ·⊗E⊗mnn etϕ= id.
D’autre part, l’homomorphisme de k-espaces vectoriels
n⊗
i=1
(
End(E⊗mi )⊗det(E)⊗mi /ei )−→ n⊗
i=1
E⊗mi
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est aussi surjectif et GL(E)-équivariant. Il reste donc à démontrer que le sous-espace des invariants(
n⊗
i=1
End(E⊗mi )⊗det(E)⊗mi /ei
)SL(E)
coïncide avec l’image de l’homomorphisme naturel
n⊗
i=1
(
k[S|mi |]⊗det(Ei )⊗mi /ei
)−→ n⊗
i=1
(
End(E⊗mi )⊗det(E)⊗mi /ei ) .
Puisque, pour tout i = 1, . . . ,n, le k-groupe réductif SL(Ei ) agit trivialement sur k-espace vectoriel det(Ei ),
ceci est le contenu du Premier Théorème de la théorie classique des invariants 5.1.
5.2 Minoration de la constante pour les représentations homogènes
5.2.1. Calcul local. — Soit k un corps complet pour une valeur absolue |·|. Soit E un k-espace vectoriel
de dimension finie muni d’une norme géométrique pE. Si la valeur absolue | · | est archimédienne
(resp. non archimédienne), on supposera que la norme géométrique pE soit hermitienne (resp. non
archimédienne).
Proposition 5.3. Soient m un nombre entier etσ ∈S|m|une permutation. L’isomorphisme εσ : E⊗m →
E⊗m , obtenu en permutant le facteurs parσ, est isométrique par rapport à la norme géométrique pE⊗m .
Par conséquent, on a
log‖εσ‖End(E⊗m ) =

|m|
2 logdimk E si | · | est archimédienne
0 sinon.
Démonstration. Tout d’abord, en vertu de l’isomorphisme canoniqueS|m|-équivariant et isométrique
End(E⊗m)→ End(E∨⊗m), on peut supposer que le nombre entier m soit positif.
Si la valeur absolue de k est non archimédienne, quitte à remplacer k par une extension analy-
tique, on peut supposer que la norme géométrique pE provient d’un sous-k◦-module libre E de E tel
que E⊗k◦ k = E. L’isomorphisme de k-espaces vectoriels εσ : E⊗m → E⊗m se relève un isomorphisme
de k◦-modules εσ : E⊗m → E⊗m . La norme ‖εσ‖End(E⊗m ), qui dans le cas non archimédien coïncide
avec la norme d’opérateur de εσ est alors égale à 1.
Si la valeur absolue de k est archimédienne, soit e1, . . . ,en une base orthonormale du k-espace
vectoriel E. On a alors
‖εσ‖2End(E⊗m ) =
∑
I∈{1,...,n}m
‖εσ(ei1 ⊗·· ·⊗eim )‖2E⊗m
= ∑
I∈{1,...,n}m
‖ei1 ⊗·· ·⊗eim‖2E⊗m
= #{1, . . . ,n}m = nm ,
et donc ‖εσ‖End(E⊗m ) = (dimk E)m/2, ce qui achève la preuve.
5.2.2. Calcul global. — Soit K un corps global. Soient n ≥ 1 un nombre entier et E = (E1, . . . ,En) un n-
uplet de faisceaux adéliques localement libres sur SpecK, avec Ei = (Ei ,pEi ) de rang fini ei ≥ 1. On
considère les K-schémas en groupes :
GL(E)=GL(E1)×·· ·×GL(En),
SL(E)= SL(E1)×·· ·×SL(En).
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Soient F = (F,pF) un faisceau cohérent adélique sur SpecK et ρ : GL(E) → GL(F) une représentation
unitaire à toute place. Le K-schéma en groupes GL(E) agit sur l’espace projectif P(F) et de manière
équivariante sur le faisceau inversible OF(1). On désigne par P(F)ss l’ouvert des points semi-stables et
par
pi : P(F)ss −→ Y := Proj
(⊕
d≥0
(Symd F)SL(E)
)
le morphisme quotient. Pour tout nombre entier D> 0 assez divisible, il existe un faisceau inversible
ample MD sur Y et un isomorphisme de faisceaux inversibles sur P(F)ss,
ϕD :pi
∗MD −→OF(D)|P(F)ss
compatible à l’action de SL(E). On désigne parMD le faisceau inversible adélique obtenu en conside-
rant, à toute place v , la métrique des minima sur les fibres de pi[MD] de la métrique sur OF(1) induite
par la norme qv .
Théorème 5.4. Soient F = (F,pF) un faisceau cohérent adélique sur SpecK et ρ : GL(E)→ GL(F) une
représentation unitaire à toute place. Soient m = (m1, . . . ,mn) un n-uplet de nombres entiers et
ψ : E⊗m11 ⊗·· ·⊗E⊗mnn −→F
un homomorphisme de faisceaux cohérents adéliques tel que l’homomorphisme de K-espaces vecto-
riels sous-jacent
ψ : E⊗m11 ⊗·· ·⊗E⊗mnn −→ F
soit surjectif et GL(E)-équivariant. Alors on a
hmin
(
(P(F),OF (1))//SL(E)
)≥ n∑
i=1
mi µ̂K(Ei )−|mi | [K : Q]
2
logei (K corps de nombres)
hmin
(
(P(F),OF (1))//SL(E)
)≥ n∑
i=1
mi µ̂K(Ei ) (K corps de fonctions)
Démonstration. Puisque l’homomorphismeψ est G-équivariant, la représentation GL(E)→GL(F) qui
définit l’action de GL(E) sur P(F) est homogène de poids m = (m1, . . . ,mn). On pourrait pour autant
utiliser les constructions de la section 4 pour se ramener au cas où les faisceaux adéliques localement
libres E1, . . . ,En sont les faisceaux adéliques « libres » O
⊕e1
K , . . . ,O
⊕en
K . Toutefois, le fait que les faisceaux
adéliques localement libres E1, . . . ,En ne soient pas les faisceaux triviales ne comporte aucune diffi-
culté supplémentaire dans le calcul et on préfère ici de le faire directement.
Soient D≥ 1 un nombre entier assez divisible tel qu’il existe un faisceau inversible MD sur Y ample
et engendré par ses sections globales (même très ample, si l’on veut) et un isomorphisme de faisceaux
inversibles sur P(F)ss,
ϕD :pi
∗MD −→O (D)|P(F)ss ,
compatible à l’action de SL(E). Les sections globales du faisceau inversibles MD s’identifient à tra-
vers l’isomorphisme ϕD au sous-espace des sections globales SL(E)-invariantes du faisceaux inver-
sibles O (D),
Γ(Y,MD)= Γ(P(F),O (D))SL(E) =
(
SymD F
)SL(E)
L’homomorphisme de faisceau adéliques localements libres
E
⊗Dm1
1 ⊗·· ·⊗E⊗Dmnn // SymD
(
E
⊗m1
1 ⊗·· ·⊗E⊗mnn
) SymDψ
// SymDF
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est tel que l’homomorphisme de K-espaces vectoriels sous-jacent
E⊗Dm11 ⊗·· ·⊗E⊗Dmnn // SymD
(
E⊗m11 ⊗·· ·⊗E⊗mnn
) SymDψ
// SymD F
est surjectif et GL(E)-équivariant. La Proposition 5.2 entraîne alors que le sous-espaces des inva-
riants (SymD F)SL(E) du k-espace vectoriel SymD F par le k-groupe réducitf SL(E) coïncide avec l’image
de l’homomorphisme
n⊗
i=1
(
k[SDmi ]⊗det(Ei )⊗Dmi /ei
) ε⊗id // n⊗
i=1
(
End
(
E⊗Dmii
)
⊗det(E)⊗Dmi /ei
)
//
n⊗
i=1
E⊗Dmii
ψ
// SymD F.
Pour tout i = 1, . . . ,n et pour tout σi ∈SDmi soit εσi l’automorphisme du k-espace E⊗Dmii qui permute
les facteurs par σi . Alors, pour tout w ∈ det(E) non nul, le sous-espace des invariants
Γ(Y,MD)= (SymD F)SL(E)
est engendré par l’image dans SymD F des éléments de la forme
n⊗
i=1
(
εσi ⊗w⊗Dmi /ei
)
avec (σ1, . . . ,σn) ∈SDm1 ×·· ·×SDmn .
Pour toute famille génératrice B des sections globales Γ(Y,MD)= Γ(P(F),L⊗D)SL(E) par définition de
norme géométrique des minima, on a :
hmin
(
(P(F),OF (1))//SL(E)
)≥− 1
D
max
s∈B
{ ∑
v∈VK
deg(v)
(
sup
y∈Yanv
log‖s‖MD,v (y)
)}
=− 1
D
max
s∈B
{ ∑
v∈VK
deg(v)
(
sup
x∈P(F)anv
log‖s‖OF(D),v (x)
)}
. (5.2.1)
Comme l’homomorphisme ψ diminue les normes (par définition d’homomorphisme de faisceaux
adéliques), pour tout σ1, . . . ,σn et pour toute place v , on a
sup
x∈P(F)anv
log
∥∥∥∥∥ψ
(
n⊗
i=1
(
εσi ⊗w⊗Dmi /ei
))∥∥∥∥∥
OF(D),v
(x)≤
n∑
i=1
sup
x∈P(E⊗Dmii )anv
log
∥∥εσi ⊗w⊗Dmi /ei ∥∥O (1),v (x), (5.2.2)
Pour tout i = 1, . . . ,n et pour toute place v on a
sup
x∈P(E⊗Dmii )anv
log
∥∥εσi ⊗w⊗Dmi /ei ∥∥O (1),v (x)≤ log‖εσi ⊗w⊗Dmi /ei ‖End(E⊗Dmii )⊗det(E)⊗Dmi /ei
= log‖εσi ‖End(E⊗Dmii )+
Dmi
ei
log‖w‖det(E),v .
D’après la Proposition 5.3 on a :
log‖εσi ‖End(E⊗Dmii ) =

D|mi |
2 logei si v est archimédienne
0 sinon,
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et si v est une place archimédienne on a :
sup
x∈P(F)anv
log
∥∥∥∥∥ψ
(
n⊗
i=1
(
εσi ⊗w⊗Dmi /ei
))∥∥∥∥∥
OF(D),v
(x)≤
n∑
i=1
D|mi |
2
logei + Dmi
ei
log‖w‖det(E),v ;
si par contre v est une place non archimédienne on a :
sup
x∈P(F)anv
log
∥∥∥∥∥ψ
(
n⊗
i=1
(
εσi ⊗w⊗Dmi /ei
))∥∥∥∥∥
OF(D),v
(x)≤
n∑
i=1
Dmi
ei
log‖w‖det(E),v .
On suppose dorénavant que K soit un corps de nombres : le cas d’un corps de fonctions se fait de
même manière, et il est plus facile à cause de l’absence de places archimédiennes. Si on prend comme
famille génératrice
B=
{
ψ
(
n⊗
i=1
(
εσi ⊗w⊗Dmi /ei
))
: (σ1, . . . ,σn) ∈SDm1 ×·· ·×SDmn
}
dans (5.2.1), en vertu de (5.2.2) on a
hmin
(
(P(F),OF (1))//SL(E)
)
≥− 1
D
max
σ1,...,σn
{ ∑
v∈VK
deg(v)
(
sup
x∈P(F)anv
log
∥∥∥∥∥ψ
(
n⊗
i=1
(
εσi ⊗w⊗Dmi /ei
))∥∥∥∥∥
OF(D),v
(x)
)}
≥− 1
D
max
σ1,...,σn
{ ∑
v∈VK
deg(v)
n∑
i=1
Dmi
ei
log‖w‖det(E),v +
n∑
i=1
[K : Q]
D|mi |
2
logei
}
=
n∑
i=1
mi
ei
d̂egK(Ei )+
n∑
i=1
[K : Q]
|mi |
2
logei
=
n∑
i=1
mi µ̂K(Ei )+|mi |
[K : Q]
2
logei ,
ce qui achève la preuve.
6 Un exemple : l’inégalité de Liouville
6.1 Introduction
6.1.1. — Dans ce numéro on montre l’inégalité de Liouville comme premier exemple d’application à
l’approximation diophantienne des constructions de théorie géométrique des invariants faites avant.
Dans sa version classique l’inégalité de Liouville affirme que, étant donné un nombre réel θ algé-
brique de degré d ≥ 2 sur Q, il existe un nombre réel C = C(θ) tel que, pour tout nombre rationnel x,
on a
|x−θ| ≥ C
qd
,
où x = p/q avec p, q ∈ Z premiers entre eux et q ≥ 1. Pour la prouver on considère le polynôme mini-
mal de f sur Q : comme il ne s’annule pas en x on a
| f (x)| = | f (p/q)| ≥ 1
qd
.
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D’autre part, l’inégalité n’est intéressante que pour les nombres rationnels proches de θ. En dévelop-
pant f autour de θ on obtient qu’il existe un nombre réel C0 ne dépendant que de de f , tel que pour
tout y ∈R tel |y −θ| ≤ 1, on ait
| f (y)| ≤ |y −θ|C0.
Les deux inégalités précédentes, entraînent pour tout nombre rationnel x tel que |x−θ| ≤ 1, qu’on a
|x−θ| ≥ | f (x)|C−10 ≥
C−10
qd
.
Dans la version de la preuve, étant donnés un nombre algébrique θ ∈Q de degré d et un nombre
rationnel x ∈Q, on considère les cycles effectifs sur P1
Q
suivants :
Zx := d [x],
Zθ := [θ1]+·· ·+ [θd ],
où θ1 = θ, . . . ,θd sont les points conjugués à θ. Le couple de cycles (Zx ,Zθ) est semi-stable (dans un
sens qui sera précisé ensuite) parce que dans le cycle Zx +Zθ aucun point est de multiplicité plus
grande de la moitié du degré de Zx +Zθ.
6.1.2. —Soient K un corps global de caractéristique nulle et E = (E,pE) un faisceau adélique locale-
ment libre de rang 2. Pour toute place v de K on note dv la distance sur la droite projective P(E)anv
induite par la norme géométrique pE,v .
Soient K′ une extension finie de degré d ≥ 2 et θ un K′-point du K-schéma P(E). Soient v une place
de K, Ω une extension analytique algèbriquement close de Kv et dv,Ω la distance induite par la norme
géométrique pE,Ω déduite par extension des scalaires à Ω. Pour tout K-point x du K-schéma P(E) on
pose :
dv (θ, x) := min
σ:K′→Ω
dv,Ω(σ(Ω), x),
où σ : K′→Ω est un homomorphisme de K-algèbres. Évidemment cette définition ne dépend pas du
choix de l’extension Ω.
Théorème 6.1. Soient K un corps global de caractéristique nulle, K′ une extension finie de K de de-
gré d ≥ 2 et E = (E,pE) un faisceau adélique localement libre de rang 2.
Alors, pour tout K′-point θ et tout K-point x du K-schéma P(E) on a :
− ∑
v∈VK
deg(v) logdv (θ, x)≤ dhE (x)+d
(
hE (θ)+ d̂egK(E )+4[K : Q]
)
6.2 Coefficient d’instabilité d’un diviseur effectif sur la droite projective
Soient k un corps algébriquement clos et E un k-espace vectoriel de dimension 2. Soient Z un
diviseur effectif de la droite projective P(E) et r = degZ son degré. L’homomorphisme d’évaluation
sur Z,
ηZ : Γ(P(E),OE(r ))−→ Γ(Z,OE(r ))
est surjectif et son noyau NZ est de dimension 1. Il définit donc un k-point [NZ] de l’espace projec-
tif P(Fr ), où
Fr := Γ(P(E),OE(r ))∨.
Le k-groupe réductif SL(E) agit naturellement sur l’espace projectif P(E) et de manière équiva-
riante sur le faisceau inversible O (r ). À travers la représentation GL(E)→GL(Fr ), il agit donc sur l’es-
pace projectif P(Fr ) et de manière équivariante sur le faisceau inversible OFr (1).
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Proposition 6.2. Soit λ : Gm → SL(E) un sous-groupe à un paramètre de SL(E). Soient T0,T1 une base
du k-espace vectoriel E et m ≥ 0 un nombre entier tels que{
λ(τ) ·T0 = τmT0
λ(τ) ·T1 = τ−mT1.
Si x0 désigne l’unique k-point de P(E) tel que x∗0 T0 = 0, le coefficient d’instabilitéµ(λ, [NZ]) par rapport
au faisceau inversible OFr (1) est alors
µ(λ, [NZ])=m(2multx0 (Z)−degZ).
Démonstration. Sia f un élément non nul (et donc un générateur) du k-espace vectoriel NZ. Si r
désigne la multiplicité de x0 dans Z, le polynôme homogène f s’écrit sous la forme f = Ts0g où g
est un polynôme homogène de degré r − s, i.e., une section globale du faisceau inversible OE(r −
s), qui ne s’annule pas en x0. Quitte à prendre un multiple non nul de f , on peut supposer qu’il
existe ξ1, . . . ,ξr−s ∈ k tels que
g =
r−s∏
i=1
(T1−ξi T0).
Pour autant, on a
λ(τ) · f = τms Tm0 ·
r−s∏
i=1
(τ−mT1−ξiτmT0)
= τms−m(r−s)Tm0 ·
r−s∏
i=1
(T1−ξiτ2mT0).
Comme le nombre entier m est positif, on a µ(λ, [NZ])=m(2s− r ), ce qui achève la preuve.
En appliquant le critère numérique de Hilbert-Mumford (Théorème I.4.11) on obtient :
Proposition 6.3. Le diviseur effectif Z est semi-stable, c’est-à-dire, le point [NZ] est semi-stable si et
seulement si, pour tout k-point x de P(E), on a :
multx (Z)≤ degZ
2
.
Proposition 6.4. Soient n ≥ 1 un nombre entier et (Z1, . . . ,Zn) un n-uplet de diviseurs effectifs sur P(E), Zi
de degré ri . Il y a équivalence entre :
i. le n-uplet (Z1, . . . ,Zn) est semi-stable, c’est-à-dire, le point
([NZ1 ], . . . , [NZn ]) ∈P(Fd1 )×·· ·×P(Fdn )
est semi-stable sous l’action de SL(E) ;
ii. le diviseur effectif Z= Z1+·· ·+Zn est semi-stable sous l’action de SL(E) ;
iii. pour tout k-point x de P(E) on a
n∑
i=1
multx (Zi )≤
n∑
i=1
degZi
2
.
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6.3 Enoncé du théorème de semi-stabilité
Soient k un corps et E un k-espace vectoriel de dimension 2. Soient x un k-point de P(E) et θ un
point fermé de P(E) tel que son corps résiduel κ(θ) soit une extension séparable de k de degré d =
[κ(θ) : k]≥ 2.
6.3.1. Diviseur en le point rationnel. — On considère le diviseur effectif Zx = d x sur P(E), l’homo-
morphisme d’évaluation sur Zx ,
ηx : Γ(P(E),OE(d))−→ Γ(Zx ,O (d))
et son noyau Nx . Puisque il est de dimension 1, il définit un k-point [Nx ] de l’espace projectif P(Fd ),
où
Fd := Γ(P(E),OE(d))∨.
6.3.2. Diviseur en le point algébrique. — Soit ksep une clôture séparable de k contenante κ(θ) et θ1 =
θ,θ2, . . . ,θd les points conjugués à θ. Le diviseur effectif θ1+·· ·+θd de P(E⊗ksep) descend en le diviseur
effectif Zθ = {θ} dans P(E). On considère l’homomorphisme d’évaluation sur Zθ,
ηθ : Γ(P(E),OE(d))−→ Γ(Zθ,O (d))
et son noyau Nθ. Puisque il est de dimension 1, il définit un k-point [Nθ] de l’espace projectif P(Fd ).
Proposition 6.5. Soient k un corps et E un k-espace vectoriel de dimension 2. Soient x un k-point
de P(E) et θ un point fermé de P(E) tel que son corps résiduel κ(θ) soit une extension séparable de k
de degré d = [κ(θ) : k] ≥ 2. Soient Zx le diviseur effectif d x, et Nx , Nθ les noyaux respectivement des
flèches d’évaluation
ηx : Γ(P(E),OE(d))−→ Γ(Zx ,O (d)),
ηθ : Γ(P(E),OE(d))−→ Γ(Zθ,O (d)).
Alors, avec les notations introduites avant, le k-point ([Nx ], [Nθ]) ∈ P(Fd )×P(Fd ) est semi-stable
par rapport à l’action du k-groupe réductif SL(E).
6.4 Majoration de la hauteur
6.4.1. Majoration de la hauteur du point rationnel. — Soient K un corps global, E = (E,pE) un fais-
ceau adélique localement libre de rang 2 et x un K-point de P(E). On considère le diviseur effec-
tif Zx = d x sur P(E), et Nx le noyau de l’homomorphisme d’évaluation sur Zx ,
ηx : Γ(P(E),OE(d))−→ Γ(Zx ,O (d)).
Puisque Nx est un k-espace vectoriel de dimension 1, il définit un k-point [Nx ] de l’espace projec-
tif P(Fd ), où
Fd := Γ(P(E),OE(d))∨.
On considère le faisceau arakelovien localement libre Fd = Symd E∨. Le faisceau inversible OFd (1)
sur P(Fd ) est naturellement muni d’une structure de faisceau inversible adélique déduite de Fd . On
note hF la hauteur de sur P(Fd ) par rapport au faisceau inversible adélique OFd (1).
Proposition 6.6. Soient K un corps global et E = (E,pE) un faisceau adélique localement libre de
rang 2. Soient x un K-point de l’espace projectif P(E), Zx le diviseur effectif d x sur P(E), et Nx le noyau
de l’homomorphisme d’évaluation des sections globales de OE(d) sur Zx .
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Alors, avec les notations introduites avant, on a :
hFd ([Nx ])≤ dhE (x).
Démonstration. Soit Tx un élément du K-espace vectoriel E tel que x∗Tx = 0. Le noyau Nx est alors le
sous-K-espace vectoriel de Symd E engendré par Tdx . Pour toute place v , par sous-multiplicativité de
la norme des puissances symétriques, on a
‖Tdx ‖Symd E,v ≤ ‖Tx‖dE,v .
En prenant le logarithme de cette expression et en sommant sur toutes les places, on a
hFd ([Nx ])=
∑
v∈VK
deg(v) log‖Tdx ‖Symd E,v
≤ d ∑
v∈VK
deg(v) log‖Tx‖E,v
= dhE (x),
ce qui achève la preuve.
6.4.2. Majoration de la hauteur du point algébrique. — Soient K un corps global et E = (E,pE) un
faisceau adélique localement libre de rang 2. On revient aux notations de 6.3.2. On considère le fais-
ceau arakelovien localement libre
Fd = Symd E∨.
Proposition 6.7. Avec les notations introduites avant, on a :
hFd ([Nθ])≤ dhE (θ).
Démonstration. Soit L une extension finie qui contient K′ sur la quelle toute les points conjugués θ1, . . . ,θd
sont définis. Pour toutα= 1, . . . ,d soit Tα un élément non nul du L-espace vectoriel E⊗KL tel que θ∗αTα =
0. Le L-espace vectoriel Nθ ⊗K L s’identifie au sous-L-espace vectoriel de Symd E⊗K L engendré par
l’élément T1 · · ·Td .
Pour toute place w de L, par sous-multiplicativité de la norme des puissances symétriques, on a
‖T1 · · ·Td‖Symd E⊗KL,w ≤ ‖T1‖E,w · · ·‖Td‖E,w .
En prenant le logarithme de cette expression et en sommant sur toutes les places de L, on a
hFd⊗KL([Nθ⊗K L])=
∑
w∈VL
deg(w) log‖T1 · · ·Td‖Symd E⊗KL,w
≤ ∑
w∈VL
deg(w) log‖T1‖E,w +·· ·+ log‖Td‖E,w
= hEL (θ1)+·· ·+hEL (θd )
et, par invariance de la hauteur sous l’action du groupe de Galois, on a
hFd ([Nθ])=
1
[L : K]
hFd⊗KL([Nθ⊗K L])
≤ 1
[L : K]
(
hEL (θ1)+·· ·+hEL (θd )
)
= dhE (θ),
ce qui termine la preuve.
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6.5 Majoration de la mesure d’instabilité
6.5.1. — Soient k un corps algébriquement clos et complet pour une valeur absolue | · |, et E un k-
espace vectoriel de dimension 2. Soient Z un diviseur effectif de la droite projective P(E) et r = degZ
son degré. L’homomorphisme d’évaluation sur Z,
ηZ : Γ(P(E),OE(r ))−→ Γ(Z,OE(r ))
est surjectif et son noyau NZ est de dimension 1. Il définit donc un k-point [NZ] de l’espace projec-
tif P(Fr ), où
Fr := Γ(P(E),OE(r ))∨.
6.5.2. — Soit pE une norme géométrique sur le k-espace vectoriel E. Si la valeur absolue | · | est ar-
chimédienne (resp. non archimédienne) on suppose que la norme géométrique pE soit hermitienne
(resp. non archimédienne). On suppose qu’il existe une base t0, t1 du k-espace vectoriel E tel que
pE =

√
|t0|2+|t1|2 si | · | est archimédienne
max{|t0|, |t1|} sinon.
(6.5.1)
Soit e0,e1 la base duale à la base t0, t1, c’est-à-dire la base e0,e1 du K-espace vectoriel E∨ telle que ti (e j )=
ri j (delta de Kronecker) pour tout i , j = 0,1.
6.5.3. Distance sur la droite projective. — L’application bilinéaire alternante canonique E∨⊕E∨ →∧2 E∨ induit un morphisme de k-espaces analytiques
β : V(E)×V(E)−→V(∧2 E) .
Soient pr1,pr2 : V(E)×V(E) −→ V(E) les deux projections. Soit p∧2 E la norme géométrique sur le k-
espace vectoriel
∧2 E induite par pE par produit extérieur. L’application continue
β∗p∧2 E
pr∗1 pE ·pr∗2 pE
: |V(E)×V(E)| −→R+
descend en une application continue
dp : |P(E)×P(E)| −→R+,
qu’on appelle la distance sur P(E) induite par la norme géométrique pE. Soient x, y des K-points du k-
schéma P(E) et
x̂ = x0e0+x1e1, ŷ = y0e0+ y1e1
des k-points non nuls du k-schéma V(E) représentant x, y . Alors, on a
dp (x, y)= |x0 y1−x1 y0|
pE(x)pE(y)
.
6.5.4. Mesure d’instabilité relative à un élément du groupe linéaire. — Le k-schéma en groupes GL(E)
agit sur le k-schéma P(E) et le faisceau inversible OE(1) est naturellement muni d’une action équiva-
riante. Le k-schéma en groupes GL(E) agit, alors, sur l’espace projectif P(Fd ).
Soit f ∈ Γ(P(E),OE(r )) un générateur du noyau NZ, i.e., un k-point non nul de V(Fd ) représentant
le point [NZ]. Si g est un k-point du k-schéma en groupes GL(E), on pose
µ(g , [NZ]) := log
‖g · f ‖Symr E
‖ f ‖Symr E
. (6.5.2)
Évidemment, cette définition ne dépend pas de l’élément non nul f ∈NZ choisi.
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6.5.5. Élements du groupe linéaire qui mesurent la distance d’un point fixé. — Soient x, y deux K-
points distincts du k-schéma P(E) et
x̂ = x0e0+x1e1, ŷ = y0e0+ y1e1
des K-points non nuls dans V(E), représentant respectivement x, y , tels que
pE(x̂)= 1, pE(ŷ)= 1.
On considère le K-point g = g (x̂, ŷ) du k-schéma GL(E) défini par la condition :g (t0)= x0t0+ y0t1
g (t1)= x1t0+ y1t1
Si on considère la transfomartion induite par g sur P(E) (à travers la représentation duale), on a :g · x̂ = e0
g · ŷi = e1.
On rappelle ici des propriétés démontrées dans la section I.8.7. Tout d’abord, par définition on a det g =
x0 yi 1−x1 yi 0 et donc
|det g | = dp (x, yi ). (6.5.3)
Soient z un k-point du k-schéma P(E), ẑ = z0e0+ z1e1 un k-point non nul du k-schéma V(E) repré-
sentant z et T = z0t1− z1t0. On a :
g (T)= (z0x1− z1x0)t0+ (z0 yi 1− z1 yi 0)t1.
Par conséquent :
– si la valeur absolue | · | de k est archimédienne on a :
log‖g (T)‖E = 1
2
log
(
dp (x, z)
2+ logdp (yi , z)2
)
+ log‖T‖E
≤ log‖T‖E+ log
p
2; (6.5.4)
– si la valeur absolue | · | de k est non archimédienne on a :
log‖g (T)‖E =max
{
logdp (x, z), logdp (yi , z)
}+ log‖T‖E
≤ log‖T‖E. (6.5.5)
Soit δ ∈ k une racine carrée du détérminant det g (k est supposé algébriquement clos). On considère
le k-point g˜ := g /δ du k-schéma en groupes SL(E).
Les résultats qui suivent sont des analogues du « Lemme de Schwarz » dans ce contexte. Il s’agit de
cas particuliers des Propositions IV.5.1 et IV.5.2 : il suffit de prendre n = 1 et comme et a = 1, c’est-à-
dire le cas où l’indice est la multiplicité.
Proposition 6.8 (version non archimédienne). On suppose que la valeur absolue de k soit non archi-
médienne. Avec les notations introduites avant, on a :
µ(g˜ , [NZ])≤
(
multx (Z)− degZ
2
)
logd(x, y).
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Proposition 6.9 (version archimédienne). On suppose que la valeur absolue de k soit archimédienne.
Avec les notations introduites avant, on a :
µ(g˜ , [NZ])≤
(
multx (Z)− degZ
2
)
logd(x, y)+ r + 1
2
log(r +1).
Démonstration de la version non archimédienne. Soit E le k◦-module qui induit la norme ‖ ·‖E, i.e., le
sous-k◦-module de E engendré par les éléments t0, t1. Comme on a supposé le point x̂ de norme 1,
l’élément
T1 = x0t1−x1t0
appartient à E et il est aussi de norme 1. Soit donc T0 ∈ E tel que les éléments T0, T1 forment une
base du k◦-module E. Les éléments de la forme T(`)=Tr−`0 T`1 avec `= 0, . . . ,r ) forment alors une base
du k◦-module Symr E. En particulier, pour tout α0, . . . ,αr ∈ k, on a∥∥∥∥∥ r∑
`=0
α`T(`)
∥∥∥∥∥
Symr E
= max
`=0,...,r
|α`|.
Soit f un élement non nul (et donc un générateur) du k-espace vectoriel NZ tel que ‖ f ‖Symr E = 1. En
vertu de (6.5.2) on a
µ(g˜ , [NZ])= log‖g˜ · f ‖Symr E. (6.5.6)
En outre, puisque la représentation GL(E)→GL(Symr E) est homogène de degré d , en vertu de (6.5.3)
on a
log‖g˜ · f ‖Symr E = log‖g · f ‖Symr E−
d
2
log |δ|
= log‖g · f ‖Symr E−
d
2
logd(x, y). (6.5.7)
Soit mx la multiplicité du point x dans le diviseur effectif Z. Le polynôme f s’écrit alors sous la forme
f =
r∑
`=mx
α`T(`)
où, pour tout `=mx , . . . ,d , α` est un élément non nul de k. Comme on a dit avant, on a
‖ f ‖Symr E = max
`=mx ,...,d
|α`| = 0.
Par définition de l’élément g on a g ·T1 = g · (x0t1 − x1t0) = (x0 y1 − x1 y0)t1 et, comme x̂, ŷ sont de
norme 1, on obtient
log‖g ·T1‖E = 1
2
logd(x, y).
De plus, d’après (6.5.5) l’isomorphisme g diminue la norme ‖ ·‖E et donc on a ‖g ·T0‖E ≤ ‖T0‖ = 1. En
résumant, on a :
log‖g · f ‖Symr E = log
∥∥∥∥∥ d∑
`=0
α`(g ·T(`))
∥∥∥∥∥
Symr E
≤ max
`=0,...,d
{
log |α`|+ log
∥∥∥g (Tr−`0 T`1)∥∥∥E}
≤ max
`=0,...,d
{
log |α`|+ (r −`) log‖g ·T0‖E+` log‖g ·T1‖E
}
≤ max
`=0,...,d
{ `
2
logd(x, y)
}
≤ mx
2
logd(x, y),
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ce qui en vertu de (6.5.6) et (6.5.7) termine la preuve.
Démonstration de la version archimédienne. Comme on a supposé le point x̂ de norme 1, l’élément
T1 = x0t1−x1t0
est aussi de norme 1. Soit donc T0 ∈ E tel que les éléments T0, T1 forment une base orthonormale
de E. Les éléments de la forme T(`)= Tr−`0 T`1 avec `= 0, . . . ,r ) forment alors une base du orthogonale
du k-espace vectoriel Symr E et pour tout `= 0, . . . ,r on a
‖T(`)‖Symr E =
(
r
`
)−1/2
.
En particulier, pour tout α0, . . . ,αr ∈ k, on a∥∥∥∥∥ r∑
`=0
α`T(`)
∥∥∥∥∥
2
Symr E
=
d∑
`=0
|α`|2
(
r
`
)−1
.
Soit f un élement non nul (et donc un générateur) du k-espace vectoriel NZ tel que ‖ f ‖Symr E = 1. En
vertu de (6.5.2) on a
µ(g˜ , [NZ])= log‖g˜ · f ‖Symr E. (6.5.8)
En outre, puisque la représentation GL(E)→GL(Symr E) est homogène de degré d , en vertu de (6.5.3)
on a
log‖g˜ · f ‖Symr E = log‖g · f ‖Symr E−
d
2
log |δ|
= log‖g · f ‖Symr E−
d
2
logd(x, y). (6.5.9)
Soit mx la multiplicité du point x dans le diviseur effectif Z. Le polynôme f s’écrit alors sous la forme
f =
r∑
`=mx
α`T(`)
où, pour tout `=mx , . . . ,d , α` est un élément non nul de k. Comme on a dit avant, on a
‖ f ‖Symr E =
r∑
`=0
|α`|2
(
r
`
)−1
= 1. (6.5.10)
Par définition de l’élément g on a g ·T1 = g · (x0t1 − x1t0) = (x0 y1 − x1 y0)t1 et, comme x̂, ŷ sont de
norme 1, on obtient
log‖g ·T1‖E = 1
2
logd(x, y).
De plus, en vertu de (6.5.4) on a :
‖g ·T0‖E ≤
p
2‖T0‖E ≤
p
2.
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En résumant, on a :
‖g · f ‖Symr E =
∥∥∥∥∥ r∑
`=mx
α`(g ·T(`))
∥∥∥∥∥
Symr E
≤
r∑
`=mx
|α`|
∥∥∥g (Tr−`0 T`1)∥∥∥E
≤
r∑
`=mx
|α`|‖g ·T0‖r−`E ‖g ·T1‖`E
≤
r∑
`=mx
|α`|
p
2
r−`
d(x, y)`/2
≤ d(x, y)mx /2
(
r∑
`=mx
|α`|
p
2
r−`
)
. (6.5.11)
D’après l’inégalité de Jensen, on a :
r∑
`=mx
|α`|
p
2
r−` ≤
√
dimk Sym
r E
(
r∑
`=mx
|α`|22r−`
)1/2
D’autre part,
r∑
`=mx
|α`|22r−` =
r∑
`=mx
|α`|2
(
r
`
)(
r
`
)−1
2r−`
≤ max
`=mx ,...,r
{(
r
`
)
2r−`
}(
r∑
`=0
|α`|2
(
r
`
)−1)
= max
`=mx ,...,r
{(
r
`
)
2r−`
}
, (6.5.12)
la dernière égalité étant vraie par (6.5.10). En combinant (6.5.12) et (6.5.11),
log‖g · f ‖Symr E ≤
mx
2
logd(x, y)+ 1
2
max
`=mx ,...,r
{
log
(
r
`
)
+ (r −`) log2
}
+ 1
2
log(r +1).
On termine la preuve, en remarquant grâce à l’approximation de Stirling :
max
`=mx ,...,r
{
log
(
r
`
)
+ (r −`) log2
}
≤ max
`=mx ,...,r
{
log
(
r
`
)}
+ r log2
≤ log
(
r
br /2c
)
+ r log2
≤ r
2
(1+ log2)+ r log2
=
(
1
2
+ 3
2
log2
)
r
≤ 2r,
car log2≤ 1.
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6.6 Preuve du Théorème 6.1
6.6.1. Notation. — Soit x un K-point de l’espace projectif P(E). Si on considère le diviseur effectif Zx =
d x sur P(E), le noyau Nx de l’homomorphisme d’évaluation
ηx : Γ(P(E),OE(d))−→ Γ(Zx ,O (d))
est de dimension 1. On note [Nx ] le k-point associé dans l’espace projectif P(Fd ) où Fd = Symd E∨.
On considère le diviseur effectif Zθ = θ de P(E), ou, si θ1, . . . ,θd désignent les point conjugués à θ
sur un clôture algébrique K de K, le diviseur effectif de P(E) déduit par descente de Galois du diviseur
effectif θ1+·· ·+θd dans P(E⊗K K). Le noyau Nθ de l’homomorphisme d’évaluation
ηθ : Γ(P(E),OE(d))−→ Γ(Zθ,O (d))
est de dimension 1 et on désigne par [Nθ] le k-point associé dans l’espace projectif P(Fd ) où comme
avant Fd = Symd E∨.
Le K-groupe réductif SL(E) agit à travers la représentation
GL(E)−→GL(Symd E⊗Symd E)
sur le produit d’espaces projectifs P(Fd )×K P(Fd ). La Proposition 6.5 affirme que le point ([Nθ], [Nx ])
est semi-stable sous l’action du K-groupe réductif SL(E) et par rapport à la polarisation induite par le
plongement de Segre
P(Fd )×K P(Fd )−→P(Fd ⊗K Fd ).
Si l’on veut, le point ([Nθ], [Nx ]) est semi-stable parce que tout point du diviseur effectif de P(E⊗K K),
Z := d x+θ1+·· ·+θd ,
est de multiplicité plus petite ou égale à la moitié du degré de Z (voir Propositions 6.3 et 6.4).
Dorénavant on sous-entendra le plongement de Segre de P(Fd )×P(Fd ) dans P(Fd ⊗Fd ) et confon-
dra le point ([Nθ], [Nx ]) avec son image dans P(Fd ⊗Fd ). On pose
X :=P(Fd ⊗Fd )
L :=OFd⊗Fd (1)
et on considère l’ouvert des points semi-stables Xss de X sous l’action de SL(E) et par rapport au fais-
ceau inversible L. Soit
pi : Xss −→ Y := Proj
(⊕
d≥0
Γ(X,L⊗d )SL(E)
)
le morphisme quotient. Pour tout nombre entier D≥ 1 assez divisible, il existe un faisceau inversible
ample MD sur Y et un isomorphisme de faisceau inversibles sur Xss,
ϕD :pi
∗MD −→ L|⊗DXss
L’isomorphisme ϕD induit le diagramme cartésien suivant de K-schémas
V(L|⊗DXss )
pi[MD] //
p

V(MD)
q

Xss
pi // Y
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On munit le faisceau inversible MD d’une famille adélique de normes géométriques uMD comme
il suit. On considère d’abord le faisceau adélique localement libre
Fd ⊗Fd := Symd E∨⊗Symd E∨.
Le faisceau inversible L = O (1) sur l’espace projectif P(Fd ⊗Fd ) est alors canoniquement muni d’une
structure de faisceau inversible adélique que l’on désigne parL = (L,uL). Pour toute place v de K, la
norme géométrique uL,v est plurisousharmonique. En outre, si U(pE,v ) désigne le sous-groupe com-
pact maximal de GL(E)anv unitaire par rapport à la norme géométrique pE,v sur E, la norme géomé-
trique uL,v est invariante sous l’action de U(pE,v ). Pour tout nombre entier assez divisible D ≥ 1, le
Scholie 2.2 affirme alors que la famille de métriques
uMD :=pi[MD]↓uL⊗D =
{
pi[MD]↓uL⊗D,v : v ∈VK
}
est adélique et on noteMD le faisceau inversible adélique (MD,uMD ).
6.6.2. Minoration de la hauteur sur le quotient du point pi([Nθ], [Nx ]). — La représentation GL(E)→
GL(Fd ⊗Fd ) qui définit l’action du K-groupe réductif SL(E) sur le K-schéma X est homogène de de-
gré −2d . De plus, l’homomorphisme de faisceau adéliques localement libres
E∨⊗2d −→ Symd E∨⊗Symd E∨
est tel que l’homomorphisme de K-espaces vectoriels sous-jacents
E∨⊗2d −→ Symd E∨⊗Symd E∨
est surjectif et GL(E)-équivariant. Si le corps global K est un corps de nombres le Théorème 5.4 donne
hmin
(
(X,L )//SL(E)
)≥ 2d (µ̂K(E∨)− [K : Q]
2
log2
)
=−d
(
d̂egK(E )+ [K : Q] log2
)
; (6.6.1)
si le corps global K est un corps de fonctions le Théorème 5.4 donne
hmin
(
(X,L )//SL(E)
)≥ 2d µ̂K(E∨)=−d d̂egK(E ). (6.6.2)
6.6.3. Majoration de la hauteur du point ([Nθ], [Nx ]). — Comme on l’a remarqué avant, on a
hL ([Nθ], [Nx ])= hFd ([Nθ])+hFd ([Nx ]).
On peut alors appliquer les Propositions 6.6 et 6.7 et obtenir
hFd ([Nx ])≤ dhE (x),
hFd ([Nθ])≤ dhE (θ)
et conclure
hL ([Nθ], [Nx ])≤ dhE (θ)+dhE (x). (6.6.3)
6.6.4. Majoration de la mesure d’instabilité du point ([Nθ], [Nx ]). — Soient v une place du corps K
et µv la mesure d’instabilité en place v . Pour toute extension analytiqueΩ de Kv et toutΩ-point du K-
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groupe réductif SL(E) on pose :
µv (g , [Nθ]) := log
‖g · fθ‖Symd E
‖ fθ‖Symd E
µv (g , [Nx ]) := log
‖g · fx‖Symd E
‖ fx‖Symd E
µv (g , ([Nθ], [Nx ])) := log
‖g · ( fθ⊗ fx )‖Symd E⊗Symd E
‖ fθ⊗ fx‖Symd E⊗Symd E
=µv (g , [Nθ])+µv (g , [Nx ]),
où fθ (resp. fx ) est un générateur du K-espace vectoriel Nθ (resp. Nx ), c’est-à-dire, un représentant non
nul dans V(Fd ) du point [Nθ] (resp. [Nx ]). Évidemment, cette définition ne dépend pas du générateur
choisi. Par définition de mesure d’instabilité on a
µv ([Nθ], [Nx ])= inf
g∈SL(E)anv
{
µv (g , ([Nθ], [Nx ]))
}
= inf
g∈SL(E)anv
{
µv (g , [Nθ])+µv (g , [Nx ])
}
(6.6.4)
On désigne par dv la distance sur la droite projective P(E)anv induite par la norme géométrique p =
pE,v . On considère une extension analytique et algébriquement closeΩ du corps Kv telle que la norme
géométrique pΩ sur Ω-espace vectoriel EΩ := E⊗Kv Ω déduite par extension des scalaires se diagona-
lise, i.e., il existe une base t0, t1 de EΩ telle que
pΩ =

√
|t0|2+|t1|2 si | · | est archimédienne
max{|t0|, |t1|} sinon.
Soit e0,e1 la base duale à la base t0, t1, c’est-à-dire la base e0,e1 du K-espace vectoriel E∨ telle que ti (e j )=
ri j (delta de Kronecker) pour tout i , j = 0,1.
Soit x̂ = x0e0+x1e1 unΩ-point non nul du K-schéma V(E) représentant le point x tel que pΩ(x̂)= 1.
Soient θ1, . . . ,θd les Ω-points de l’espace projectif P(EΩ) conjugués au point Ω. Pour tout α = 1, . . . ,d
soit
θ̂α = θα0e0+θα1e1
un Ω-point non nul du Ω-schéma V(EΩ) représentant le point θα tel que pΩ(θ̂α) = 1. Pour tout α =
1, . . . ,d , on considère le Ω-point gα du k-schéma GL(E) défini par la condition :g (t0)= θα0t0+x0t1
g (t1)= θα1t0+x1t1
Soit δα ∈Ω une racine carrée du détérminant det gα (Ω est supposé algébriquement clos). On consi-
dère le Ω-point g˜α := gα/δ du K-schéma en groupes SL(E). En reprenant (6.6.4) on a :
µv ([Nθ], [Nx ])= inf
g∈SL(E)anv
{
µv (g , ([Nθ], [Nx ]))
}
≤ min
α=1,...,d
{
µv (g˜α, ([Nθ], [Nx ]))
}
= min
α=1,...,d
{
µv (g˜α, [Nθ])+µv (g˜α, [Nx ])
}
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Si la place v est non archimédienne en vertu de la Propositon 6.8, pour tout α= 1, . . . ,d , on a :
µv (g˜α, [Nx ])≤
(
d − d
2
)
logdv (θα, x)= d
2
logdv (θα, x)
µv (g˜α, [Nθ])≤
(
1− d
2
)
logdv (θα, x)
et donc
µv ([Nθ], [Nx ])≤ min
α=1,...,d
{
logdv (θα, x)
}
. (6.6.5)
Si la place v est archimédienne en vertu de la Propositon 6.9, pour tout α= 1, . . . ,d , on a :
µv (g˜α, [Nx ])≤
(
d − d
2
)
logdv (θα, x)+d + 1
2
log(d +1)= d
2
logdv (θα, x)+d + 1
2
log(d +1)
µv (g˜α, [Nθ])≤
(
1− d
2
)
logdv (θα, x)+d + 1
2
log(d +1)
et donc
µv ([Nθ], [Nx ])≤ min
α=1,...,d
{
logdv (θα, x)
}
+2d + log(d +1)
≤ min
α=1,...,d
{
logdv (θα, x)
}
+3d . (6.6.6)
6.6.5. Conclusion. — On termine la démonstration seulement dans le cas de corps de nombres, le
cas de corps de fonctions étant similaire et moins compliqué à cause de l’absence de places archimé-
diennes. Pour tout nombre entier assez divisible D≥ 1, en vertu de (6.6.1) on a
1
D
hMD (pi([Nθ], [Nx ]))≥−d
(
d̂egK(E )+ [K : Q] log2
)
.
D’autre part, si pour toute place v on désigne par µv la mesure d’instabilité en la place v , on a :
1
D
hMD (pi([Nθ], [Nx ]))= hL ([Nθ], [Nx ])+
∑
v∈VK
deg(v)µv ([Nθ], [Nx ])
En vertu de (6.6.3), (6.6.5) et (6.6.6) on a :
hL ([Nθ], [Nx ])+
∑
v∈VK
deg(v)µv ([Nθ], [Nx ])
≤ dhE (θ)+dhE (x)+
∑
v∈VK
deg(v) min
α=1,...,d
{
logdv (θα, x)
}
+3d [K : Q]
On peut donc conclure
− ∑
v∈VK
deg(v) min
α=1,...,d
{
logdv (θα, x)
}
≤ dhE (θ)+dhE (x)+3d [K : Q]+d
(
d̂egK(E )+ [K : Q] log2
)
≤ dhE (x)+d
(
hE (θ)+ d̂egK(E )+4[K : Q]
)
,
ce qui termine la preuve du Théorème 6.1.
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Chapitre IV
Application au Théorème de Roth et à
ses généralisations
0 Introduction
0.1 Énoncé et preuve classique
0.1.1. Énoncé classique. — Ce chapitre est consacré à l’application des résultats des chapitres pré-
cédents au Théorème de Roth et à ses généralisations, comme on l’a fait dans le chapitre III pour
l’inégalité de Liouville. Dans sa forme classique le Théorème de Roth affirme que pour tout nombre
algébrique θ ∈ C de degré d ≥ 2 sur Q et pour tout nombre réel κ> 2, il n’existe qu’un nombre fini de
nombres rationnels x tels que
|θ−x| < 1
qκ
, (0.1.1)
où x = p/q avec p, q des nombres entiers premiers entre eux et q ≥ 1. L’énoncé n’est pas effectif,
dans le sens où on ne connait pas une borne ne dépendant que de θ des dénominateurs des nombres
rationnels x = p/q satisfaisant (0.1.1).
0.1.2. La « minoration effective fondamentale ». — Néanmoins, dans la preuve du Théorème de Roth
il y a une étape intermédiaire effective qui n’est pas toujours mise en lumière, quoique, dans le cas
n = 2, elle apparaisse de manière centrale dans l’article de Bombieri [Bom82]. Pour l’énoncer on va
introduire quelques notations. Pour tout nombre entier n ≥ 1 et tout nombre réel t ≥ 0 on considère
Nn(t )=
{
ζ= (ζ1, . . . ,ζn) ∈ [0,1]n : ζ1+·· ·+ζn < t
}
.
Pour tout nombre réel δ ∈ [0,1], on note td (n,δ) l’unique nombre réel appartentant à [0,n] tel que
1−d volNn(td (n,δ))= δ.
On note ‖·‖ la norme hermitienne standard sur C2 =CT0⊕CT1 et on munit le faisceau inversible O (1)
sur P1 de la métrique de Fubini-Study associée. Pour tout Q-point x de P1 on note h(x) la hauteur de
x par rapport à cette métrique. On considère la distance projective sur P1(C) définie par
d((x0 : x1), (y0 : y1)) := |x0 y1−x1 y0|‖(x0, x1)‖‖(y0, y1)‖
.
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On identifie la droite affine A1 avec l’ouvert T0 6= 0 de P1 et si x, y ∈C sont des nombres complexes on
pose
d(x, y) := d((1 : x), (1 : y))= |x− y |p
1+x2 ·
√
1+ y2
.
On peut maintenant énoncer la « minoration effective fondamentale ». Il s’agit d’une minoration
de hauteurs de points rationnels (x1, . . . , xn) en termes de leur distance archimédienne d(θ, xi ) à un
nombre algébrique θ. Cette minoration fait intervenir des paramètres entiers auxiliaires (r1, . . . ,rn), de
nature « géométrique » (il s’interpréteront dans la preuve comme les multidegrés d’un fibré en droite
ample sur (P1)n).
Théorème 0.1. Soit θ ∈ C un nombre algébrique de degré d ≥ 2. Il existe des nombres réels C(θ) et,
pour tout nombre entier n ≥ 1 et tout nombre réel 0< δ< 1/n, un nombre réel λ(d ,δ) tel que :
– pour tout n-uplet de nombres réels strictement positifs r = (r1, . . . ,rn) tels que pour tout i =
1, . . . ,n−1 on ait ri > λ(d ,δ)ri+1,
– pour tous Q-points x1, . . . , xn de P1,
on a (
td (n)−3δ
)
min
i=1,...,n
{−ri logd(θ, xi )}≤ n∑
i=1
ri h(xi )+ r1+·· ·+ rn
δ
C(θ).
La constante C(θ) qui apparaît ici est effective, même explicite. Le Théorème de Roth se déduit
de ce résultat grâce à un raisonnement par l’absurde qui apparaît déjà dans les travaux antérieurs de
Thue, Siegel, Dyson et Roth. Rappelons brièvement ce raisonnement.
On suppose qu’il existe un nombre réel κ> 2 et une infinité de nombres rationnels x tels que
logd(θ, x)<−κh(x). (0.1.2)
Soit n ≥ 2 un nombre entier, 0 < δ < 1/n un nombre réel et r = (r1, . . . ,rn) un n-uplet de nombres
réels strictement positifs tels que ri ≥ λ(d ,δ)ri+1 pour tout i = 1, . . . ,n. Soient x1, . . . , xn des nombres
rationnels vérifiant (0.1.2). En appliquant le Théorème 0.1 aux points x1, . . . , xn on obtient
κ
(
td (n)−3δ
)
min
i=1,...,n
{ri h(xi )}≤ κ
(
td (n)−3δ
)
min
i=1,...,n
{−ri logd(θ, xi )}≤ n∑
i=1
ri h(xi )+ r1+·· ·+ rn
δ
C(θ).
(0.1.3)
Comme il y a une infinité de nombres rationnels satisfaisant à (0.1.2) on peut supposer que le rapport
entre leurs hauteurs soit assez grand et prendre pour tout i , j ,
ri h(xi )= r j h(x j ).
En divisant l’inégalité précédente (0.1.3) par r1h(x1) elle devient
κ
(
td (n)−3δ
)≤ n∑
i=1
ri h(xi )
r1h(x1)
+ r1+·· ·+ rn
r1
C(θ)
δh(x1)
= n+ r1+·· ·+ rn
r1
C(θ)
δh(x1)
.
Encore à cause de la non finitude des points rationnels vérifiant (0.1.2) on peut supposer
r1+·· ·+ rn
r1
C(θ)
δh(x1)
< δ.
On obtient, pour tout nombre entier n ≥ 2 et pour tout nombre réel 0< δ< 1/n, l’inégalité
κ
(
td (n)−3δ
)≤ n+δ
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et, en laissant tendre δ vers 0, on obtient κtd (n)≤ n, ce contredit l’hypothèse κ> 2 car
limsup
n→∞
td (n)
n
= 1
2
,
comme on le montre dans le lemme suivant :
Lemme 0.2. Pour tout nombre réel ε ∈ [0,1/2] et tout nombre entier n ≥ 1 on a :
volNn
((
1
2
−ε
)
n
)
≤ exp(−6nε2).
En particulier, pour tous nombres n,d ≥ 1 on a
td (n) := td (n,0)≥
n
2
−
√
n logd
6
.
Démonstration. En suivant [BG06, Lemma 6.3.5] on considère la fonction χ : R → R définie par la
condition
χ(x) :=
{
1 si x ≤ 0
0 sinon.
Puisque pour tout λ> 0 on a χ(x)≤ exp(−λx), alors
volNn
((
1
2
−ε
)
n
)
=
∫
[−1/2,1/2]n
χ(ζ1+·· ·+ζn +nε) dζ1 · · ·dζn
≤
∫
[−1/2,1/2]n
exp(−λ(ζ1+·· ·+ζn +nε)) dζ1 · · ·dζn
=
∫
[−1/2,1/2]n
n∏
i=1
exp(−λ(ζi +ε)) dζ1 · · ·dζn
=
(∫
[−1/2,1/2]
exp(−λ(ζ+ε)) dζ
)n
= exp(−nϕ(λ)),
où
ϕ(λ) := ελ− log
(
sinh(λ/2)
λ/2
)
.
D’autre part, pour tout x ≥ 0 on a
sinh(x)
x
=
∞∑
r=0
x2r
(2r +1)! ≤
∞∑
r=0
(x2)n
6 · r ! = exp
(
x2
6
)
,
ce qui entraîne
log
(
sinh(λ/2)
λ/2
)
≤ λ
2
24
.
Il suffit donc de prendre λ= 12ε. Pour la deuxième assertion on pose
ε := 1
2
− td (n)
n
.
En vertu du premier point on a alors
0= 1−d volNn(td (n))≥ 1−d exp(−6nε2),
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d’où
1
2
− td (n)
n
= ε≤
√
n logd
6
,
ce qui termine la preuve.
Remarque 0.3. Le lemme précédent est une version précisée d’un phénomène de concentration de
la mesure, remarqué en premier lieu par Borel autour du 1914 (voir à ce propos [Mil88]). On considère
le cube Cn = [−1,1]n dans Rn muni de la distance euclidienne standard d et l’application linéaire
f : Rn →R,
f (x)= x1+·· ·+xn .
Le noyau de f s’identifie au sous-espace orthogonal au vecteur (1, . . . ,1), Ker f = (1, . . . ,1)⊥. Il existe
alors des nombres réel c,C> 0 tels que pour tout nombre réel ε≥ 0 on ait
1
2n
vol
{
x ∈Cn : d(x,Ker f )≥ εpn}= P{∣∣∣∣∣ n∑
i=1
ξi
∣∣∣∣∣> ε : ξ1, . . . ,ξn variables aléatoires indépendantesuniformément distribuées sur [−1,1]
}
≤C exp(−cnε2).
Dans les numéros qui suivent, on rappelle le schéma de démonstration classique de la minoration
effective fondamentale.
0.1.3. Indice. — On commence en rappelant la notion d’indice : pour ce faire on travaille pour l’ins-
tant sur le corps de nombres complexes C. Soit n ≥ 1 un nombre entier : on considère le produit de n
copies de la droite projective complexe P1C,
P=P1C×·· ·×P1C.
Pour tout n-uplet de nombres entiers r = (r1, . . . ,rn) on considère le faisceau inversible sur P,
OP(r )= pr∗1 OP1 (r1)⊗·· ·⊗pr∗n OP1 (rn).
Définition 0.4. Soient x = (x1, . . . , xn) un C-point du C-schéma P, r = (r1, . . . ,rn) un n-uplet de nombres
entiers strictement positifs et s une section globale du faisceau inversible OP(r ). Pour tout i = 1, . . . ,n
soit ti un paramètre local autour du point xi ∈ P1C et s0 une section inversible de OP(r ) définie au
voisinage de x. Le germe de fonction s/s0 se développe en série de puissances
s/s0 =
∑
`=(`1,...,`n )
a`t
`1
1 · · · t`nn
avec les a` ∈C. Si la section s est non nulle, son indice en x est le nombre rationnel
ind(s, x) :=min
{
`1
r1
+·· ·+ `n
rn
: a` 6= 0
}
;
si la section s est nulle on pose ind(s, x)=+∞.
0.1.4. Construction du polynôme auxiliaire. — Soit n ≥ 1 un nombre entier et P le produit de n co-
pies de la droite projective P1Z. Soit r = (r1, . . . ,rn) un n-uplet de nombres entiers. Le faisceau inversible
OP(r )= pr∗1 OP1 (r1)⊗·· ·⊗pr∗n OP1 (rn)
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est naturellement muni d’une métrique ‖·‖OP(r ) à partir de la métrique de Fubini-Study sur le faisceau
inversible OP1 (1). Pour toute section globale s de Γ(P(C),OP(r )) on pose
‖s‖sup = sup
x∈P(C)
‖s‖OP(r )(x).
Proposition 0.5. Soit θ ∈ C un nombre algébrique de degré d ≥ 2. Il existe un nombre réel C1(θ) tel
que pour tout nombre réel t ∈ [0,n] tel que
1−d volNn(t )> 0
et pour tout n-uplet de nombres entiers strictement positifs r = (r1, . . . ,rn), il existe un nombre entier
ρ≥ 1 et une section globale non nulle à coefficient entiers s ∈ Γ(P,OP(ρr )) telle que :
– l’indice de s en le point ∆(θ)= (θ, . . . ,θ) est plus grand ou égal à t ,
ind(s,∆(θ))≥ t ;
– l’inégalité suivante est satisaite :
log‖s‖sup ≤ r1+·· ·+ rn
1−d volNn(t )
C1(θ)
Pour démontrer cette Proposition on applique le Lemme de Siegel à la flèche d’évaluation des
sections globales Γ(PQ,OP(r )) sur le sous-schéma fermé de PQ définit par les sections globales de
OP(r ) d’indice ≥ t .
0.1.5. Majoration analytique. — On se place dans le contexte local (archimédien), c’est-à-dire, on
considère le produit P de la droite projective complexe P1C. Pour tout n-uplet de nombres entiers r =
(r1, . . . ,rn) on munit comme avant le faisceau inversible OP(r ) de la métrique induite par la métrique
de Fubini-Study sur OP1 (1).
Proposition 0.6. Il existe un nombre réel C2 tel que :
– pour tout n-uplet de nombres entiers strictement positifs r = (r1, . . . ,rn),
– pour toute section globale non nulle s du faisceau inversible OP(r ) sur PC,
– pour tous C-points y = (y1, . . . , yn), z = (z1, . . . , zn) du Z-schéma P,
on a :
log‖s‖OP(r )(z)≤ ind(s, y) maxi=1,...,n
{
ri logd(yi , zi )
}+ (r1+·· ·+ rn)(log‖s‖sup+C2).
Cette Proposition joue le rôle du « Lemme de Schwarz » dans ce contexte. Elle se prouve en déve-
loppant la section s en série de puissance autour de y et l’évaluant en z.
0.1.6. Minoration arithmétique. — On conclut les résultats préparatoires en revenant sur Z, i.e.,
considérant le produit P de la droite projective P1Z.
Proposition 0.7. Soient r = (r1, . . . ,rn) un n-uplet de nombres entier strictement positifs, s une section
globale entière non nulle de OP(r ) sur le Z-schéma P et x = (x1, . . . , xn) un Q-point de P. Si la section s
ne s’annule pas en x, alors on a
log‖s‖(x)≥−
n∑
i=1
ri h(xi ).
Ceci découle du fait que la section s ne s’annule pas en le point x et qu’un nombre entier non nul
a une valeur absolue ≥ 1.
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0.1.7. Application du « Lemme des zéros ». — Soient δ ∈ [0,1] un nombre réel et n ≥ 2 un nombre
entier ≥ 2. On considère l’unique nombre réel td (n,δ) ∈ [0,n] tel que
1−d volNn(td (n,δ))= δ.
Soit r = (r1, . . . ,rn) un n-uplet de nombres réels strictement positifs. Par un argument d’approxi-
mation on peut supposer que r1, . . . ,rn soient des nombres rationnels. Par homogénéité on peut donc
supposer qu’ils soient des nombres entiers.
En vertu de la Proposition 0.5 il existe un nombre réel C1(θ) ne dépendant que de θ, un nombre
entier ρ≥ 1 et une section globale non nulle à coefficients entiers s du faisceau inversible OP(ρr ) telle
que l’indice de s en le point ∆(θ)= (θ, . . . ,θ) est plus grand ou égal à t ,
ind(s,∆(θ))≥ t ;
et l’inégalité suivante soit satisfaite :
log‖s‖sup ≤ (r1+·· ·+ rn)C1(θ).
L’énoncé du Théorème 0.1 est homogène en r : quitte à multiplier le n-uplet r par le nombre entier ρ,
on peut supposer que ρ soit égal à 1.
Soit x = (x1, . . . , xn) un Q-point du schéma P. La section s peut à priori s’annuler en x. Le point
crucial de la preuve du Théorème de Roth est contrôler l’ordre d’annulation de s en x. La version
originelle de Roth se base sur un argument arithmétique. Ici on se sert d’un outil complètement géo-
métrique, c’est-à-dire, la version en dimension supérieure du « Lemme de Dyson » due en premier
temps à Esnault et Viewheg [EV84, Theorem 0.4] et ensuite à Nakamaye [Nak99, Theorem 0.3].
Théorème 0.8 (Lemme de Dyson à n variables). Soit N≥ 1 un nombre entier et, pour tout α= 1, . . . ,N,
soit y(α) un C-point de P. Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs et
s une section globale non nulle du faisceau inversible OP(r ).
Si les projections des points y1, . . . , yN soient à deux à deux distinctes, i.e. pour tout i = 1, . . . ,n et
pour α 6= β on a
pri (y(α)) 6= pri (y(β)),
alors
N∑
α=1
volNn(ind(s, y(α)))≤ 1+εN(r ),
où
ε(r ) :=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
max{0,N−2}
)
−1.
Soient θ(1)= θ,θ(2), . . . ,θ(d) les points conjugués du point θ. On applique le « Lemme de Dyson à
n variables » à la section s avec N= d +1, et avec
y(α)=∆(θ(α))= (θ(α), . . . ,θ(α))
pour α= 1, . . . ,d et yd+1 = x = (x1, . . . , xn). La section s étant définie sur Q (même sur Z) est d’indice ≥
td (n,δ) sur tout point conjugué θ(α). Si on note tx l’indice de s en x le « Lemme de Dyson à n variables »
entraîne
d volNn(td (n,δ))+volNn(tx )≤ 1+ε(r )
et, comme par définition on a 1−d volNn(td (n,δ))= δ, alors
volNn(tx )≤ δ+ε(r ).
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On considère un n-uplet de nombres entiers `= (`1, . . . ,`n) tels que
`1
r1
+·· ·+ `n
rn
≥ tx et `1−1
r1
+·· ·+ `n −1
rn
< tx .
La section s correspond à un polynôme f en n variables ξ1, . . . ,ξn de multi-degré ≤ (r1, . . . ,rn). On
pose :
f˜ := 1
`1!
· · · 1
`n !
· ∂
`1 · · ·∂`n
∂ξ
`1
1 · · ·∂ξ`nn
f .
Le polynôme f˜ est à coefficients entiers et de multi-degré ≤ r˜ = (r1−`1, . . . ,rn −`n) : il lui correspond
une section globale s˜ à coefficients entiers du faisceau inversible OP1 (r˜ ) et en vertu des inégalités de
Cauchy on a :
log‖s˜‖sup ≤ log‖s‖sup+ 1
2
(r1+·· ·+ rn) logn.
On considère la section globale du faisceau inversible OP(r ),
s′ = s˜⊗
n⊗
i=1
pr∗i T
`i
0 .
On a évidemment ‖s˜‖sup = ‖s′‖sup et l’indice de s′ en le point ∆(θ) vaut
ind(s′,∆(θ))= ind(s,∆(θ))−
n∑
i=1
`i
ri
= td (n,δ)−
n∑
i=1
`i
ri
.
La Proposition 0.6 appliquée à la section globale s′ du faisceau inversible OP(r ) et aux points y =∆(θ)
et z = x entraîne qu’il existe un nombre réel C2 tel que
log‖s′‖(x)≤
(
tn(d)−
n∑
i=1
`i
ri
)
max
i=1,...,n
{
ri logd(θ, xi )
}+ (r1+·· ·+ rn)(log‖s′‖sup+C2)
≤
(
tn(d)− tx −
n∑
i=1
1
ri
)
max
i=1,...,n
{
ri logd(θ, xi )
}+ (r1+·· ·+ rn)(log‖s‖sup+ 1
2
logn+C2
)
≤
(
tn(d)−δ−ε(r )−
n∑
i=1
1
ri
)
max
i=1,...,n
{
ri logd(θ, xi )
}+ (r1+·· ·+ rn)(1
δ
C1(θ)+ 1
2
logn+C2
)
.
Le nombre réel ε(r ) est petit quand les rapports successifs ri /ri+1 sont assez grands. Il existe donc
un nombre réel λ(d ,δ) tel que pour tout n-uplet de nombres réels r satisfaisant ri ≥ λ(d ,δ) pour i =
1, . . . ,n, alors ε(r )≤ δ. D’autre part si ri ≥ 1/(nδ) on a alors
n∑
i=1
1
ri
≤ δ.
Avec ces hypothèses et en supposant de plus (logn)/2≤ 1/δ, on a
log‖s′‖(x)≤ (tn(d)−3δ) max
i=1,...,n
{
ri logd(θ, xi )
}+ r1+·· ·+ rn
δ
C3(θ),
où on peut prendre C3(θ)=C1(θ)+C2+1.
D’autre part, la section s ne s’annule pas en x et d’après la Proposition 0.7 on a
log‖s′‖(x)≥−
n∑
i=1
(ri −`i )h(xi )≥−
n∑
i=1
ri h(xi ).
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On obtient
−
n∑
i=1
ri h(xi )≤ log‖s′‖(x)≤ (tn(d)−3δ) max
i=1,...,n
{
ri logd(θ, xi )
}+ r1+·· ·+ rn
δ
C3(θ),
et on conclut en changeant de signe.
0.2 La minoration effective fondamentale et la théorie géométrique des invariants
Le but de ce chapitre est de prouver la version suivante de la minoration effective fondamentale
contenue dans la démonstration du Théorème de Roth (cf. Théorème 6.3).
Ce résultat est contenu de manière implicite dans la démonstration de Vojta du « Théorème de
Roth avec cibles mobiles » [Voj96, Theorem 1].
Théorème 0.9. Soient K un corps global de caractéristique nulle et VK l’ensemble de ses places. Soient
K′ une extension finie du corps K de degré d = [K′ : K]≥ 2, E = (E,p) un faisceau adélique localement
libre de rang 2 sur K. Il existe un nombre réel C(d ,E ) avec la propriété suivante :
– pour tout nombre entier n ≥ 1,
– pour tous K′-points θ1, . . . ,θn de P(E) tel que, pour tout i = 1, . . . ,n, θi engendre le corps K′,
– pour tous K-points x1, . . . , xn de P(E),
– pour tout nombre réel 0< δ≤ 1/(2 ·n!),
– pour tout n-uplet r = (r1, . . . ,rn) de nombres réels strictement positifs tel que
εd (r ) :=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
(d −1)
)
< δ2,
on a :
td (n,δ)
( ∑
v∈VK
deg(v) min
i=1,...,n
{−ri logdv (θi , xi )}
)
≤
(
1+3d n
p
δ
) n∑
i=1
ri hE (xi )+
2d
δ
n∑
i=1
ri hE (θi )+
r1+·· ·+ rn
δ
C(d ,E ),
Ici hE désigne la hauteur sur la droite projective P(E) induite par le faisceau adélique E , pour toute
place v ∈ Vv , dv désigne la distance sur la droite projective P(E⊗K Kv ) induite par la norme géomé-
trique pv (voir I.8.7) et le nombre réel td (n,δ) est définit comme il suit. Pour tout nombre entier n ≥ 1
et pour tout nombre réel t ≥ 0 on considère la partie
Nn(t )=
{
ζ= (ζ1, . . . ,ζn) ∈ [0,1]n : ζ1+·· ·+ζn < t
}
.
Pour tout nombre réel δ ∈ [0,1], on note td (n,δ) l’unique nombre réel appartentant à [0,n] tel que
1−d volNn(td (n,δ))= δ.
Remarque 0.10. Le nombre réel C(d ,E ) est effectif, même explicite.
Le Théorème 0.13 dans l’introduction de ce mémoire se déduit en prenant E égal au faisceau adé-
lique associé au fibré vectoriel hermitien O
⊕2
oK : en effet, pour tout nombre entier d ≥ 1 et tout nombre
réel δ > 0, il existe un nombre réel λd (n,δ) > 0 tel que pour tout n-uplet r = (r1, . . . ,rn) de nombres
réels strictement positifs satisfaisant ri > λd (n,δ)ri+1 pour i = 1, . . . ,n, on a
εd (r ) :=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
(d −1)
)
< δ2.
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Le Théorème 0.9 permet de prouver la version suivante du « Théorème de Roth avec cibles mo-
biles » :
Théorème 0.11. Soient K un corps de nombres, E = (E,p) un faisceau adélique localement libre de
rang 2 sur K, K′ une extension finie du corps K de degré ≥ 2 et F⊂VK un sous-ensemble fini.
Pour tout nombre réel κ> 2, il n’existe pas une suite de couples {(θi , xi ) : i ≥ 1}, tels que
– pour tout i , θi est un K′-point de P(E) qui n’est pas K-rationnel ;
– pour tout i , xi est un K-point de P(E) ;
– hE (θi )= o(hE (xi )) pour i →∞ ;
– pour tout i ≥ 1,
on a :
−∑
v∈F
deg(v) logdv (θi , xi )≥ κ ·hE (xi ).
La version de Vojta de ce résultat qui paraît dans [Voj96] est plus générale de celle que nous pré-
sentons ici car l’on peut choisir des « cibles » différentes à chaque place appartenante à F. Des modifi-
cations faciles de nos arguments permettent d’obtenir le même résultat : nous préférons de ne pas les
faire pour rendre plus claire l’exposition.
La version de Wirsing de ce résultat est aussi plus générale, car les cibles θi peuvent appartenir à
n’importe quelle extension de degré d ≥ 2 du corps K (voir [RV97, Theorem 4.1]). Dans ce cas, nous
ignorons si une modification de nos méthodes peut conduire à un résultat du même type.
Démonstration. On suppose par l’absurde qu’il existe une telle suite {(θi , xi ) : i ≥ 1}. Quitte à passer à
une sous-suite et à une sous-extension de K′, on peut supposer que tous les points θi engendrent K′.
Par un raisonnement élémentaire, quitte à passer à une sous-suite, on peut supposer que pour
tout nombre réel ε> 0 et pour toute place v ∈ F il existe un nombre réel positif λ(ε, v) tel que pour tout
i ≥ 1 on ait
− logdv (xi ,θi )≥ λ(ε, v)
(
−∑
v∈F
deg(v) logdv (θi , xi )
)
et ∑
v∈F
deg(v)λ(ε, v)≥ 1−ε.
Soit n ≥ 1 un nombre entier. En appliquant le Théorème 0.9 aux points (θ1, x1), . . . , (θn , xn) on obtient(
1+3d n
p
δ
) n∑
i=1
ri hE (xi )+
2d
δ
n∑
i=1
ri hE (θi )+
r1+·· ·+ rn
δ
C(d ,E )
≥ td (n,δ)
( ∑
v∈VK
deg(v) min
i=1,...,n
{
−ri logdv (θ, xi )
})
≥ td (n,δ)
(∑
v∈F
deg(v)λ(ε, v) min
i=1,...,n
{
−ri ·
∑
v∈F
deg(v) logdv (θi , xi )
})
≥ td (n,δ)(1−ε) min
i=1,...,n
{
−ri ·
∑
v∈F
deg(v) logdv (θi , xi )
}
.
Par hypothèse, pour tout i ≥ 1 on a
−∑
v∈F
deg(v) logdv (θi , xi )≥ κ ·hE (xi ),
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et donc
td (n,δ)(1−ε)κ min
i=1,...,n
{
ri hE (xi )
}≤ (1+3d npδ) n∑
i=1
ri hE (xi )+
2d
δ
n∑
i=1
ri hE (θi )+
r1+·· ·+ rn
δ
C(d ,E ).
Quitte à passer à une sous-suite, on peut supposer que les rapports hE (xi+1)/hE (xi ) soient assez
grands pour pouvoir prendre r1, . . . ,rn tels que pour tout i , j on ait
ri hE (xi )= r j hE (x j ).
En divisant par r1hE (x1)=minri hE (xi ), l’inégalité précédente devient alors
td (n,δ)(1−ε)κ≤
(
1+3d n
p
δ
)
n+ 2d
δ
n∑
i=1
hE (θi )
hE (xi )
+ r1+·· ·+ rn
r1
C(d ,E )
δhE (x1)
.
Encore quitte à passer à sous-suite on peut supposer que pour tout i ≥ 1 on ait
hE (θi )≤
(
np
δ
)n+1
hE (xi )
et
r1+·· ·+ rn
r1
C(d ,E )
δhE (x1)
≤ δ.
On obtient alors
td (n,δ)(1−ε)κ≤
(
1+5d n
p
δ
)
n+δ
et en laissant δ,ε tendre vers 0, pour tout nombre entier n ≥ 2 on a l’inégalité
td (n,0)κ≤ n.
Ceci est une contradiction parce que en vertu du Lemme 0.2 on a
limsup
n→∞
td (n,0)
n
= 1
2
et donc κ≤ 2, contre l’hypothèse κ> 2.
Le chapitre s’ouvre avec un formulaire sur de simples grandeurs combinatoires qu’on verra ap-
paraître dans la suite. On en profite pour démontrer l’uniformité des approximations de certaines
cardinalités par des volumes et de certaines sommes par des intégrales.
On introduit ensuite les notions et les résultats concernant l’indice d’un polynôme en un point.
Notamment on énonce sans démonstration le « Lemme de Dyson à n variables » qui Nakamaye dé-
montre dans [Nak99] : la version de Esnault et Viewheg présente dans [EV84] conviendrait également.
Dans la troisième section on étudie la semi-stabilité d’un couple de flèches d’évaluation sur des
schémas définis par des conditions d’indice : l’un supporté en un point rationnel (l’« approximation
rationelle »), l’autre en un point algébrique (le nombre algébrique à approximer). Le coefficient d’in-
stabilité du premier (Proposition 3.2) se calcule grâce à la connaissance explicite d’une base du noyau
(Proposition 2.7). Le coefficient d’instabilité du deuxième est borné supérieurement (Proposition 3.4)
en se ramenant au cas précédent au moyen du Lemme de Dyson à n variables et de la semi-stabilité
d’un couple de sous-espaces supplémentaires (dans la forme légèrement plus générale donnée par
le Corollaire I.4.19). Le résultat de semi-stabilité, qui est le point crucial pour pouvoir appliquer les
constructions du Chapitre III comme dans le cas de l’inégalité de Liouville, est une simple combinai-
son de ces deux cas.
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Il ne s’agit pas d’un résultat purement géométrique, i.e., sur un corps algébriquement clos : on
utilisera la version de Kempf-Rousseau du critère numérique de semi-stabilité (Théorème I.4.12) pour
se ramener à ne considérer que de sous-groupes à un paramètre définis sur le corps de base. Cette
réduction (que nous croyons qu’il soit possible d’éviter) ne fait de toute manière pas intervenir aucune
contrainte sur les hauteurs des points.
La semi-stabilité étant assurée, on s’occupe d’interpréter l’égalité du Scholie III.2.2 dans ce cas. Ici
encore d’abord la hauteur des noyaux comme points de grassmaniennes. Encore, la hauteur le noyau
de la flèche d’évaluation en le point rationnel se borne aisément en connaissant une base explicite du
noyau. La hauteur de la flèche d’évaluation en le point algébrique est majorée à travers l’inégalité des
pentes.
Pour estimer les mesures d’instabilité, on choisit un point du groupe (sous l’action du quel le
couple de noyaux est semi-stable) qui joue le rôle de l’évaluation en un point. Les inégalités qu’on
obtient ainsi faisant sont les avatars du Lemme de Schwarz dans ce contexte (voir à ce propos les
Propositions 5.1-5.2).
Ayant achevé toutes les étapes intermédiaires, il ne reste que mettre tout ensemble (Corollaire 6.2),
utilisant aussi la minoration de la hauteur sur le quotient (Théorème III.5.4). On le fera dans tous les
cas où on est capable de démontrer la semi-stabilité pour obtenir le Théorème 0.9 énoncé plus haut
en « portant à la limite de la semi-stabilité » le choix des indices en les points algébrique et rationnel.
1 Un formulaire
1.1 Cubes et triangles
1.1.1. Définitions. — Soit n ≥ 1 un nombre entier. Si η= (η1, . . . ,ηn) et ζ= (ζ1, . . . ,ζn) sont des n-uplets
de nombres réels on désigne par η ·ζ leur produit scalaire :
η ·ζ= η1ζ1+·· ·+ηnζn .
Pour tout n-uplet r = (r1, . . . ,rn) de nombres réels positifs, on considère le cube dans Rn de côtés de
longueur r1, . . . ,rn :
■(r ) := {ζ= (ζ1, . . . ,ζn) ∈Rn : 0≤ ζi ≤ ri ∀i}= n∏
i=1
[0,ri ]
Soit a = (a1, . . . , an) un n-uplet de nombres réels positifs. Si t est un nombre réel positif, on pose
Na(r, t ) := {ζ ∈■(r ) : a ·ζ< t }
Ha(r, t ) :=■(r )−Na(r, t )= {ζ ∈■(r ) : a ·ζ≥ t } .
Pour alléger les notations, si r est un n-uplet de nombres strictement positifs et si, pour tout i =
1, . . . ,n, on a ai = 1/ri alors on omettra l’indice a ; si, de plus, on a a = r = (1, . . . ,1) on écrira sim-
plementN(t ) etH(t ). On ajoutera N en indice pour indiquer l’intersection de ces ensembles avec Nn ;
par exemple on écrira :
■(r )N :=■(r )∩Nn .
1.1.2. Homothétie. — Pour tout nombre réel ρ, on désigne par ρ ·− : Rn →Rn ,ζ 7→ ρζ l’homothétie de
facteur ρ. Si ρ > 0, l’homothétie de facteur ρ identifie la partie ■(r ) (resp. Na(r, t ), resp Ha(r, t )) avec
la partie■(ρr ) (resp.Na(ρr,ρt ), respHa(ρr,ρt )). Par contre, dans le cas des intersections avec Nn on a
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seulement les inclusions suivantes (qui peuvent être strictes même si ρ est un nombre entier) :
bρc · (■(r )N)⊂■(ρr )N
bρc · (Na(r, t )N)⊂Na(ρr,ρt )N
dρe · (Ha(r, t )N)⊂Ha(ρr,ρt )N.
Dans [EV84, Lemma 1.9], Esnault et Viewheg donnent des conditions combinatoires suffisantes pour
que ces inclusions soient des égalités pour tout nombre entier ρ≥ 1 : ici on n’en aura pas besoin.
1.1.3. Symétrie. — La symétrie centrale σ de Rn autour du point r /2= (r1/2, . . . ,rn/2),
σ(ζ1, . . . ,ζn)= (r1−ζ1, . . . ,rn −ζn)
définit un automorphisme du cube■(r ) et on a :
σ(Ha(r, t ))=Na(r, a · r − t ) (1.1.1)
σ(Na(r, t ))=Ha(r, a · r − t ). (1.1.2)
Si r est un n-uplet de nombres entiers, la symétrie σ induit une permutation du « cube »■(r )N et on a
σ(Ha(r, t )N)=Na(r, a · r − t )∩Nn
σ(Na(r, t ))∩Nn =Ha(r, a · r − t )N.
1.2 Volumes
1.2.1. Volumes. — On désigne par λ la mesure de Lebesgue sur Rn et par volK le volume d’une partie
mesurable K ⊂ Rn . Pour tout n-uplet r = (r1, . . . ,rn) et a = (a1, . . . , an) de nombres réels strictement
positifs, l’application
volNa(r,−) : [0, a · r ]−→R+
est à valeurs dans [0,vol■(r )], continue et strictement croissante : elle induit, en particulier, un ho-
méomorphisme de l’intervalle [0, a · r ] avec l’intervalle [0,vol■(r )]. Par définition on a pour tout t ∈
[0, a · r ] :
volNa(r, t )= vol■(r )−volHa(r, t ). (1.2.1)
L’application volHa(r,−) est donc un homéomorphisme strictement décroissant de l’intervalle [0, a ·r ]
sur l’intervalle [0,vol■(r )].
1.2.2. Homothétie. — Pour tout nombre réel ρ> 0 on a :
volNa(ρr,ρt )= ρn volNa(r, t ) (1.2.2)
volHa(ρr,ρt )= ρn volHa(r, t ). (1.2.3)
1.2.3. Symétrie. — D’après (1.1.1) et (1.1.2) on a :
volHa(r, t )= volNa(r, a · r − t ) (1.2.4)
volNa(r, t )= volHa(r, a · r − t ). (1.2.5)
1.2.4. Formules asymptotiques. — Pour tout n-uplet r = (r1, . . . ,rn) de nombres réels strictement
positifs, on a
#■(r )N =
n∏
i=1
(bri c+1).
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En particulier, on a :
lim
ρ→∞
#■(ρr )N
ρn
= vol■(r ). (1.2.6)
Pour tout point ζ= (ζ1, . . . ,ζn) ∈Rn on pose dζe := (dζ1e, . . . ,dζne). Pour tout ` ∈Nn on définit
■` = {ζ ∈Rn : dζe = `}.
Pour tous n-uplets r = (r1, . . . ,rn), a = (a1, . . . , an) de nombres réels strictement positifs et pour tout
nombre réel t ≥ 0, on considère la partie de Rn ,
bHca(r, t ) := {ζ ∈Rn : dζe ∈Ha(r, t )}.
Par définition on a bHca(r, t )∩Nn =Ha(r, t )N et donc
bHca(r, t )=
⋃
`∈Ha (r,t )N
■`.
En particulier, on a
volbHca(r, t )= #Ha(r, t )N.
Si on désigne par τ : Rn →Rn la translation (ζ1, . . . ,ζn) 7→ (ζ1−1, . . . ,ζn−1), on a les inclusions suivantes :
Ha(r, t )⊂ bHca(r, t )⊂ τ(Ha(r + (1, . . . ,1), t ))=
{
ζ ∈
n∏
i=1
[−1,ri ] : a ·ζ≥ t −|a|
}
En passant aux volumes on obtient :
Proposition 1.1. Soient r = (r1, . . . ,rn), a = (a1, . . . , an) des n-uplets de nombres réels strictement po-
sitifs et t ≥ 0 un nombre réel. Alors,
volHa(r, t )≤ #Ha(r, t )N ≤ volHa(r + (1, . . . ,1), t ).
Pour tout nombre entier ρ≥ 1, on a
volHa(ρr + (1, . . . ,1),ρt )≤ volHa(ρr,ρt )+vol■(ρr + (1, . . . ,1))−vol■(ρr )
et donc
#Ha(ρr,ρt )N
ρn
≤ volHa(ρr + (1, . . . ,1),ρt )
ρn
≤ volHa(ρr,ρt )+vol■(ρr + (1, . . . ,1))−vol■(ρr )
ρn
= volHa(r, t )+ vol■(ρr + (1, . . . ,1))−vol■(ρr )
ρn
.
Corollaire 1.2. Soient r = (r1, . . . ,rn), a = (a1, . . . , an) des n-uplets de nombres réels strictement posi-
tifs, δ> 0 un nombre réel, t ≥ 0 un nombre réel. Pour tout nombre entier ρ≥ 1 tel que
vol■(ρr + (1, . . . ,1))−vol■(ρr )
ρn
≤ δ,
on a
volHa(r, t )≤ #Ha(ρr,ρt )N
ρn
≤ volHa(r, t )+δ.
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En particulier :
lim
ρ→∞
#Na(ρr,ρt )N
ρn
= volNa(r, t ) (1.2.7)
lim
ρ→∞
#Ha(ρr,ρt )N
ρn
= volHa(r, t ). (1.2.8)
1.2.5. Formules explicites. — Si, pour tout i = 1, . . . ,n, ai = 1/ri , on peut expliciter les volumes de
N(r, t ) etH(r, t ). En fait, si t ∈ [0,n] est un nombre réel on a :
volN(t )= 1
n!
btc∑
i=0
(
n
i
)
(−1)i (t − i )n .
Cette formule se démontre par récurrence sur n grâce à la formule d’inclusion et exclusion : on ne
donne pas les détails de la preuve, comme on n’utilisera cette formule que dans les cas particuliers
explicités ci-dessous. Si t ∈ [0,1] on a :
volN(r, t )= t
n
n!
vol■(r ) (1.2.9)
volH(r, t )=
(
1− t
n
n!
)
vol■(r ). (1.2.10)
En tenant compte de (1.2.4) et (1.2.5), pour t ∈ [n−1,n] on a :
volN(r, t )=
(
1− (n− t )
n
n!
)
vol■(r ) (1.2.11)
volH(r, t )= (n− t )
n
n!
vol■(r ). (1.2.12)
1.3 Intégrales
1.3.1. Certains intégrales. — Soit i = 1, . . . ,n. Pour tout n-uplet r = (r1, . . . ,rn) et a = (a1, . . . , an) de
nombres réels strictement positifs, l’application
[0, a · r ] // R+
t  //
∫
Na (r,t )
ζi dλ
est continue et strictement croissante : elle définit donc un homéomorphisme de l’intervalle [0, a · r ]
avec l’intervalle [0,vol■(r )ri /2]. Pour tout nombre réel t ∈ [0, a · r ] on a :∫
Na (r,t )
ζi dλ=
∫
■(r )
ζi dλ−
∫
Ha (r,t )
ζi dλ= 1
2
vol■(r )ri −
∫
Ha (r,t )
ζi dλ. (1.3.1)
1.3.2. Homothétie. — Pour tout nombre réel ρ≥ 0 on a :∫
Na (ρr,ρt )
ζi dλ= ρn+1
(∫
Na (r,t )
ζi dλ
)
(1.3.2)∫
Ha (ρr,ρt )
ζi dλ= ρn+1
(∫
Ha (r,t )
ζi dλ
)
(1.3.3)
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1.3.3. Symétrie. — Par la formule de changement de variable, on a :∫
Na (r,t )
ζi dλ= ri volHa(r, a · r − t )−
∫
Ha (r,a·r−t )
ζi dλ. (1.3.4)∫
Ha (r,t )
ζi dλ= ri volNa(r, a · r − t )−
∫
Na (r,a·r−t )
ζi dλ. (1.3.5)
1.3.4. Formules asymptotiques. — Pour tout n-uplet r = (r1, . . . ,rn) de nombres réels strictement
positifs et pour tout i = 1, . . . ,n, on a ∑
`∈■(r )N
`i = bri c
2
#■(r )N.
En particulier,
lim
ρ→∞
1
ρn+1
[ ∑
`∈■(ρr )N
`i
]
= ri
2
vol■(r )=
∫
■(r )
ζi dλ.
On revient aux notations introduites au paragraphe 1.2.4. Pour tout i = 1, . . . ,n on a∫
■`
(
ζi + 1
2
)
dλ=
∫
■`
ζi dλ+ 1
2
= `i ,
et donc ∫
bHca (r,t )
(
ζi + 1
2
)
dλ= ∑
`∈Ha (r,t )N
∫
■`
(
ζi + 1
2
)
dλ= ∑
`∈Ha (r,t )N
`i .
Proposition 1.3. Soient r = (r1, . . . ,rn), a = (a1, . . . , an) des n-uplets de nombres réels strictement po-
sitifs, t ≥ 0 un nombre réel et i = 1, . . . ,n. Alors,∫
Ha (r,t )
ζi dλ−
(
1
2
#Ha(r, t )−volHa(r, t )
)
≤ ∑
`∈Ha (r,t )N
`i ≤
∫
Ha (r+(1,...,1),t )
ζi dλ.
Démonstration. La fonction ζi+1 est positive sur bHca(r, t ). PuisqueHa(r, t ) est contenu dans bHca(r, t ),
on a alors ∫
Ha (r,t )
ζi dλ=
∫
Ha (r,t )
(ζi +1) dλ−volHa(r, t )
≤
∫
bHca (r,t )
(ζi +1) dλ−volHa(r, t )
=
∫
bHca (r,t )
(
ζi + 1
2
)
dλ+ 1
2
volbHca(r, t )−volHa(r, t )
= ∑
`∈Ha (r,t )N
`i + 1
2
#Ha(r, t )−volHa(r, t ).
Si comme précédemment on désigne par τ : Rn →Rn la translation (ζ1, . . . ,ζn) 7→ (ζ1−1, . . . ,ζn −1), on
a ∫
Ha (r+(1,...,1),t )
ζi dλ=
∫
τ(Ha (r+(1,...,1),t ))
(ζi +1) dλ.
Comme la fonction ζi + 1 est positive sur τ(Ha(r + (1, . . . ,1), t )) et que bHca(r, t ) est contenu dans
τ(Ha(r + (1, . . . ,1), t )), on a∑
`∈Ha (r,t )N
`i =
∫
bHca (r,t )
(
ζi + 1
2
)
dλ≤
∫
bHca (r,t )
(ζi +1) dλ
≤
∫
τ(Ha (r+(1,...,1),t ))
(ζi +1) dλ=
∫
Ha (r+(1,...,1),t )
ζi dλ,
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ce qui termine la preuve.
Corollaire 1.4. Soient r = (r1, . . . ,rn), a = (a1, . . . , an) des n-uplets de nombres réels strictement posi-
tifs, δ > 0 un nombre réel, t ≥ 0 un nombre réel et i = 1, . . . ,n. Pour tout nombre entier ρ ≥ 1 tel que
ρri ≥ vol■(r )+δ et
vol■(ρr + (1, . . . ,1))−vol■(ρr )
ρn
≤ δ,
on a ∫
Ha (r,t )
ζi dλ−δ≤ 1
ρn+1
∑
`∈Ha (r,t )N
`i ≤
∫
Ha (r,t )
ζi dλ+ riδ.
Démonstration. En effet, d’après le Corollaire 1.2 on a
#Ha(ρr,ρt )N
ρn
≤ volHa(r, t )+δ
et en vertu de la Proposition 1.3 précédente on a :∫
Ha (r,t )
ζi dλ= 1
ρn+1
∫
Ha (ρr,ρt )
ζi dλ
≤ 1
ρn+1
( ∑
`∈Ha (r,t )N
`i
)
+ 1
ρn+1
(
1
2
#Ha(r, t )−volHa(r, t )
)
≤ 1
ρn+1
( ∑
`∈Ha (r,t )N
`i
)
+ 1
ρ
(volHa(r, t )+δ)−volHa(r, t )
≤ 1
ρn+1
( ∑
`∈Ha (r,t )N
`i
)
+δ.
Encore grâce à la Proposition 1.3, on a
1
ρn+1
( ∑
`∈Ha (r,t )N
`i
)
≤ 1
ρn+1
∫
Ha (ρr+(1,...,1),ρt )
ζi dλ
≤
∫
Ha (r+(1,...,1),t )
ζi dλ+ 1
ρn+1
(∫
■(ρr+(1,...,1))
ζi dλ−
∫
■(ρr )
ζi dλ
)
et puisqu’on a supposé ρri ≥ vol■(r )+δ, on obtient
1
ρn+1
(∫
■(ρr+(1,...,1))
ζi dλ−
∫
■(ρr )
ζi dλ
)
≤ 1
ρn+1
(
ρri +1
2
vol■(ρr + (1, . . . ,1))− ρri
2
vol■(ρr )
)
≤ ri
2
1
ρn
(
vol■(ρr + (1, . . . ,1))−vol■(ρr ))+ 1
2ρn+1
vol■(ρr + (1, . . . ,1))
≤ ri
2
δ+ 1
2ρ
(vol■(r )+δ)≤ riδ,
ce qui termine la preuve.
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Corollaire 1.5. Soient r = (r1, . . . ,rn) un n-uplet de nombres réels strictement positifs et δ > 0 un
nombre réel. Il existe un nombre réel R(r,δ) > 0 tel que pour tout n-uplet de nombres réels stricte-
ment positifs a = (a1, . . . , an), pour tout nombre réel t ≥ 0, pour tout nombre réel ρ≥R(r,δ) on a
volHa(r, t )≤ #Ha(ρr,ρt )N
ρn
≤ volHa(r, t )+δ,
et pour tout i = 1, . . . ,n, on a∫
Ha (r,t )
ζi dλ−δ≤ 1
ρn+1
∑
`∈Ha (r,t )N
`i ≤
∫
Ha (r,t )
ζi dλ+ riδ.
Pour tout nombre réel positif t , on a :
lim
ρ→∞
1
ρn+1
[ ∑
`∈Na (ρr,ρt )N
`i
]
=
∫
Na (r,t )
ζi dλ (1.3.6)
lim
ρ→∞
1
ρn+1
[ ∑
`∈Ha (ρr,ρt )N
`i
]
=
∫
Ha (r,t )
ζi dλ. (1.3.7)
1.3.5. Formules explicites. — Si, pour tout i = 1, . . . ,n, ai = 1/ri , on peut expliciter les valeurs de ces
intégrales dans certains cas. En fait, pour tout nombre réel t ∈ [0,1] on a :∫
N(r,t )
ζi dλ= t
n+1
(n+1)! vol■(r )ri (1.3.8)∫
H(r,t )
ζi dλ=
(
1
2
− t
n+1
(n+1)!
)
vol■(r )ri . (1.3.9)
En tenant compte de (1.3.4) et (1.3.5), si t ∈ [n−1,n] on a :∫
N(r,t )
ζi dλ=
[
1
2
− (n− t )
n
n!
(
1− n− t
n+1
)]
vol■(r )ri (1.3.10)∫
H(r,t )
ζi dλ=
[
(n− t )n
n!
(
1− n− t
n+1
)]
vol■(r )ri . (1.3.11)
2 Conditions d’indice
2.1 Indice d’une série formelle
2.1.1. Définition. — Soient k un corps et n ≥ 1 un nombre entier. On considère la k-algèbre des séries
formelles en n variables
k[[t1, . . . , tn]].
Soit a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs.
Définition 2.1. Soit f = ∑`∈Nn α`t` une série formelle en n variables dans k[[t1, . . . , tn]]. L’indice de f
par rapport au poids a est
inda( f )=
+∞ si f = 0
min
{
a ·`= a1`1+·· ·+an`n : α` 6= 0
}
sinon.
L’application inda : k[[t1, . . . , tn]]−→ [0,+∞] ainsi définie sera appelée l’indice de poids a.
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Proposition 2.2. L’indice de poids a est une valuation sur la k-algèbre k[[t1, . . . , tn]].
2.1.2. Indice d’une section d’un faisceau inversible. — Soient k un corps et E un espace vectoriel de
dimension 2 sur k. Soient n ≥ 1 un nombre entier et P le produit de n copies de la droite projective
P(E),
P=P(E)×·· ·×P(E).
Soit x = (x1, . . . , xn) un k-point de P et, pour tout i = 1, . . . ,n, soit ζi une uniformisante de l’anneau de
valuation discrète OP(E),xi . L’homomorphisme de k-algèbres
k[t1, . . . , tn] // OP,x
ti
 // pr∗i ζi
se prolonge en un isomorphisme de k-algèbres locales et complètes k[[t1, . . . , tn]]−→ ÔP,x .
Soient a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs et inda l’indice de poids a
sur la k-algèbre des séries formelles en n variables. L’application composée
inda(−, x) : ÔP,x // k[[t1, . . . , tn]] inda // [0,+∞]
où la première flèche est l’inverse de l’isomorphisme défini avant, est une valuation sur ÔP,x . L’appli-
cation inda(−, x) ne dépend pas des uniformisantes ti choisies.
Définition 2.3. Soient L un faisceau inversible sur P et θ une trivialisation de L autour de x, i.e., un
isomorphisme de OP,x -modules
θ : Lx := lim−−→
x∈U
Γ(U,L)−→OP,x .
Soient s une section de L définie dans un voisinage ouvert de x et sx ∈ Lx son germe en x. L’indice de
poids a en x de la section s est
inda(s, x) := inda(θ(sx ), x).
L’application inda(−, x) : Lx → [0,+∞] ainsi définie ne dépend pas de la trivialisation θ choisie.
2.2 Sous-schémas décrits par des conditions d’indice
On reprend les notations du paragraphe précédent 2.1.2. Soient x = (x1, . . . , xn) un k-point du k-
schéma P, a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs et t ≥ 0 un nombre réel.
On considère l’idéal de l’anneau local OP,x ,
I= { f ∈OP,x : inda( f , x)≥ t }.
On note Ia(x, t ) le faisceau d’idéaux deOP, égal àOP sur P−{x} et tel que Ia(x, t )x = I. Si U est un ouvert
de P, les sections du faisceau Ia(x, t ) sur l’ouvert U se décrivent de la manière suivante :
Γ(U,Ia(x, t ))=

{
f ∈ Γ(U,OP) : inda( f , x)≥ t
}
si x ∈U
Γ(U,OP) sinon.
On désigne par Za(x, t ) le sous-schéma fermé de P associé au faisceau d’idéaux Ia(x, t ).
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Définition 2.4. Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers et OP(r ) le faisceau inversible sur
P,
OP(r )=OP(r1, . . . ,rn) := pr∗1 OP(E)(r1)⊗·· ·⊗pr∗n OP(E)(rn).
On désigne par Ia(x, t |r ) le faisceau d’idéaux de OP engendré par les sections globales
Γ(P, Ia(x, t ) ·OP(r )).
En d’autres termes, on considère l’unique sous-faisceau de OP-modules Ia(x, t |r )⊂ Ia(x, t ) tel que
le faisceau Ia(x, t |r ) ·OP(r ) soit engendré par ses sections globales et on ait
Γ(P, Ia(x, t |r ) ·OP(r ))= Γ(P, Ia(x, t ) ·OP(r )).
On remarquera que si pour tout i = 1, . . . ,n, ai ri ≥ t , les faisceaux Ia(x, t |r ) et Ia(x, t ) coïncident.
Proposition 2.5 (Compatibilité aux puissances). Soient x = (x1, . . . , xn) un k-point du k-schéma P,
a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs, r = (r1, . . . ,rn) un n-uplet de nombres
entiers strictement positifs et t ≥ 0 un nombre réel. Alors, pour tout nombre entier ρ≥ 1 on a
Ia(x, t |r )ρ ⊂ Ia(x,ρt |ρr ).
Remarque 2.6. Dans [EV84, Lemma 1.9], Esnault et Viewheg donnent des conditions combinatoires
suffisantes pour que l’inclusion de la Proposition précédente soit une égalité pour tout ρ. Ici on n’aura
besoin que de l’inclusion précédente.
Proposition 2.7 (Détermination d’une base des sections globales, [EV84, 2.3]). Soient x = (x1, . . . , xn)
un k-point du k-schéma P, a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs, r =
(r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs et t ≥ 0 un nombre réel. Pour tout
i = 1, . . . ,n, soit Ti 0,Ti 1 une base du k-espace vectoriel E telle que
x∗i Ti 0 6= 0 et x∗i Ti 1 = 0.
Alors, une base du k-espace vectoriel Γ(P, Ia(x, t )⊗OP(r )) est donnée par les éléments de la forme
T(`)=
n⊗
i=1
Tri−`ii 0 T
`i
i 1
avec ` ∈Ha(r, t )N.
Démonstration. Pour tout i la section globale Ti 0 du faisceau inversible OP(E)(1) sur P(E) ne s’annule
pas en le point xi . De plus, l’image du germe en x de la section globale Ti 1, à travers la trivialisation
OP(E)(1)xi −→OP(E),xi
induite par Ti 0 autour de x, est une uniformisante de l’anneau de valuation discrète OP(E),x . En parti-
culier, si
f = ∑
`∈■(r )N
α`T(`)
est une section globale non nulle du faisceau inversible OP(r ) sur P, on a
inda( f , x)=min
{
a ·` : α` 6= 0
}
.
L’indice de f en x par rapport au poids a est ≥ t si et seulement si f est de la forme
f = ∑
`∈Ha (r,t )N
α`T(`),
ce qui achève la preuve.
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2.3 Le Lemme de Dyson à n variables d’Esnault-Viewheg et Nakamaye
2.3.1. Énoncé du Lemme de Dyson à n variables. — Soient k un corps de caractéristique nulle et E
un k-espace vectoriel de dimension 2. Soient n ≥ 1 un nombre entier et P le produit de n copies de la
droite projective P(E),
P=P(E)×·· ·×P(E).
Soit N ≥ 1 un nombre entier. Pour tout α = 1, . . . ,N, soient x(α) un k-point du k-schéma P et t (α) ≥ 0
un nombre réel. On pose x = (x(1), . . . , x(N)) et t = (t (1), . . . , t (N)).
Soient a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs et r = (r1, . . . ,rn) un n-
uplet de nombres entiers strictement positifs. Pour tout α= 1, . . . ,N on considère le faisceau cohérent
Ia(x(α), t (α) |r ) d’idéaux de OP. On pose :
Ia(x , t |r )=
N⋂
α=1
Ia(x(α), t (α) |r ).
Théorème 2.8 (Lemme de Dyson à n variables, [EV84, Theorem 0.4], [Nak99, Theorem 0.3]). Soit N≥ 1
un nombre entier. Pour tout α= 1, . . . ,N, soient x(α) un k-point du k-schéma P et t (α)≥ 0 un nombre
réel. Soient a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs et r = (r1, . . . ,rn) un n-
uplet de nombres entiers strictement positifs.
On suppose que les projections des points x1, . . . , xN soient à deux à deux distinctes, i.e. que pour
tout i = 1, . . . ,n et pour α 6= β on ait :
pri (x(α)) 6= pri (x(β)).
S’il existe un nombre entier ρ≥ 1 tel que Γ(P, Ia(x ,ρt |ρr ) ·OP(r )) 6= {0}, alors
N∑
α=1
volNa(r, t (α))≤ vol■(r ) (1+εN(r )) ,
où
εN(r ) :=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
max{0,N−2}
)
−1.
2.3.2. Application à la dimension des noyaux des flèches d’évaluation. — On revient aux notations
du paragraphe précédent 2.3.1.
Proposition 2.9. Soit N ≥ 1 un nombre entier. Pour tout α = 1, . . . ,N, soient x(α) un k-point du k-
schéma P et t (α) ≥ 0 un nombre réel. Soient a = (a1, . . . , an) un n-uplet de nombres réels strictement
positifs et r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs.
Alors, avec les notations introduites plus haut, on a :
dimk Γ(P, Ia(x , t |r ) ·OP(r ))≥ dimk Γ(P,OP(r ))−
N∑
α=1
#Na(r, t (α))N.
Démonstration. On désigne par Za(x , t ) le sous-schéma fermé défini par le faisceau d’idéaux Ia(x , t |r ).
Le sous-schéma fermé Za(x , t ) est la reunion disjointe des sous-schéma fermés Za(x(α), t (α)) pour
α= 1, . . . ,N,
Za(x , t )=
N⊔
α=1
Za(x(α), t (α)).
Soit r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs. Les sections globales du fais-
ceau inversible OP(r ) sur le sous-schéma fermé Za(x , t ) sont la somme directe des sections globales
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du faisceau inversible OP(r ) sur les sous-schémas fermés Za(x(α), t (α)) :
Γ(Za(x , t ),OP(r ))=
d⊕
α=1
Γ(Za(x(α), t (α)),OP(r ))
En passant aux dimensions, cette décomposition entraîne :
dimk Γ(Za(x , t ),OP(r ))= dimk Γ(Za(x , t ),OP(r ))
=
d∑
α=1
dimk Γ(Za(x(α), t (α)),OP(r ))
=
d∑
α=1
#Na(r, t (α))N (2.3.1)
L’homomorphisme d’évaluation sur le sous-schéma Za(x , t ),
ηa(x , t |r ) : Γ(P,OP(r ))−→ Γ(Za(x , t ),OP(r ))
n’est bien sûr pas toujours surjectif. Néanmoins, on a l’inégalité suivante :
νa(x , t |r ) := dimk Kerηa(x , t |r )
= dimk Γ(P,OP(r ))−dimk Imηa(x , t |r )
≥ dimk Γ(P,OP(r ))−dimk Γ(Za(x , t ),OP(r )). (2.3.2)
En combinant (2.3.1) et (2.3.2) on obtient :
νa(x , t |r )≥ dimk Γ(P,OP(r ))−
d∑
α=1
#Na(r, t (α))N,
ce qui achève la preuve.
Proposition 2.10. Soit N ≥ 1 un nombre entier. Pour tout α = 1, . . . ,N, soient x(α) un k-point du k-
schéma P et t (α) ≥ 0 un nombre réel. Soient a = (a1, . . . , an) un n-uplet de nombres réels strictement
positifs et r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs tels que
vol■(r )(1+εN+1(r ))−
N∑
α=1
volNa(r, t (α)) ∈ [0,1].
On suppose que les projections des points x1, . . . , xN soient à deux à deux distinctes, i.e. que pour
tout i = 1, . . . ,n et pour α 6= β on ait :
pri (x(α)) 6= pri (x(β)).
Soit ua(r, t ) ∈ [0,n] l’unique nombre réel tel que
volNa(r,ua(r, t ))= vol■(r ) (1+εN+1(r ))−
N∑
α=1
volNa(r, t (α)).
Alors, pour tout nombre réel u > ua(r, t ), on a :
dimk Γ(P, Ia(x , t |r ) ·OP(r ))≤ #Na(r,u)N.
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Démonstration. Soit y un k-point du k-schéma P tel que, pour tout α= 1, . . . ,d et pour tout i = 1, . . . ,n,
on ait
pri (y) 6= pri (x(α)).
Soient Za(y,u) le sous-schéma fermé du k-schéma P d’indice u en le point y par rapport au poids a et
Ia(y,u) le faisceau d’idéaux qui le définit. On se ramène à prouver que le faisceau cohérent(
Ia(x ,ρt |ρr )∩ Ia(y,u)
) ·OP(r )
n’admet aucune section globale non nulle. En effet, en supposant de l’avoir montré, on a
{0}= Γ(P,(Ia(x ,ρt |ρr )∩ Ia(y,u)) ·OP(r ))= Γ(P, Ia(x ,ρt |ρr ) ·OP(r ))∩Γ(P, Ia(y,u) ·OP(r ))
et donc
dimk Γ(P, Ia(x ,ρt |ρr ) ·OP(r ))≤ dimk Γ(P,OP(r ))−dimk Γ(P, Ia(y,u) ·OP(r ))
≤ dimk Γ(Za(r,u),OP(r ))
= #Na(r,u)N.
On suppose par l’absurde que le faisceau cohérent
(
Ia(x ,ρt |ρr )∩ Ia(y,u)
) ·OP(r ) admet une sec-
tion globale non nulle. On peut alors appliquer le « Lemme de Dyson à n variables » (Théorème 2.8
ci-dessus) aux points x1, . . . , xN et y . On obtient
N∑
α=1
volNa(r, t (α))+volNa(r,u)≤ vol■(r ) (1+εN+1(r )) , (2.3.3)
où
εN+1(r ) :=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
max{0,N−1}
)
−1.
L’inégalité (2.3.3) se récrit sous la forme
volNa(r,u)≤ vol■(r ) (1+εN+1(r ))−
N∑
α=1
volNa(r, t (α))= volNa(r,ua(r, t )),
ce qui entraîne u ≤ ua(r, t ), en contradiction avec l’hypothèse u > ua(r, t ).
3 Semi-stabilité d’une configuration de points définie par des condi-
tions d’indice
3.1 Coefficient d’instabilité d’un sous-schéma défini par des conditions d’indice
3.1.1. Définitions. — Soient k un corps et E un k-espace vectoriel de dimension 2. Soit n ≥ 1 un
nombre entier ; on considère le produit P de n copies de la droite projective P(E) :
P=P(E)×·· ·×P(E).
Soit d ≥ 1 un nombre entier et, pour tout α= 1, . . . ,d , soient x(α) un k-point du k-schéma P et t (α)≥ 0
un nombre réel. On pose x = (x(1), . . . , x(d)) et t = (t (1), . . . , t (d)).
Soit a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs. Pour tout α = 1, . . . ,d on
considère le sous-schéma Za(x(α), t (α)) d’indice t (α) au point x(α) par rapport au poids a. On pose :
Za(x , t )=
n⊔
α=1
Za(x(α), t (α)).
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Soit r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs. On considère le faisceau inver-
sible
OP(r )= pr∗1 OP(E)(r1)⊗·· ·⊗pr∗n OP(E)(rn)
sur P, où, pour tout α= 1, . . . ,n, pr(α) : P→P(E) désigne la α-ième projection.
On considère l’homomorphisme d’évaluation ηa(x , t |r ) des sections globales deOP(r ) sur le sous-
schéma fermé Za(x , t ) :
ηa(x , t |r ) : Γ(P,OP(r ))−→ Γ(Za(x , t ),OP(r ))
On désigne par Na(x , t |r ) son noyau et par νa(x , t |r ) la dimension de Na(x , t |r ). On considère le k-
point [Na(x , t |r )] associé à Na(x , t |r ) de la grassmanienne d’indice νa(x , t |r ) du k-espace vectoriel
Γ(P,OP(r ))∨,
Grassνa (x ,t | r )(Γ(P,OP(r ))
∨).
Soient
Fa(x , t |r ) :=
νa (x ,t | r )∧
Γ(P,OP(r ))
∨
et
$a(x , t |r ) : Grassνa (x ,t | r )(Γ(P,OP(r ))∨)−→P(Fa(x , t |r ))
le plongement de Plücker.
Le k-groupe réductif SL(E) agit naturellement sur la droite projective P(E) et sur le faisceau inver-
sible O (1) de manière équivariante. Le produit de n copies du k-groupe réductif SL(E),
S= SL(E)×·· ·×SL(E),
agit composante par composante sur le k-schéma projectif P. Le faisceau inversible OP(r ) est na-
turellement muni d’une action équivariante de S. Le k-groupe réductif S agit alors sur la grassma-
nienne Grassνa (x ,t | r )(Γ(P,OP(r ))∨) et sur l’espace projectif P(Fa(x , t |r )) et le plongement de Plücker
$a(x , t |r ) est équivariant.
On va étudier la semi-stabilité du point [Na(x , t |r )] par rapport à la restriction du faisceau inver-
sible O (1) sur la grassmanienne Grassνa (x ,t | r )(Γ(P,OP(r ))∨). Si λ : Gm → S est un sous-groupe à un
paramètre, on note µ(λ, [Na(x , t |r )]) le coefficient d’instabilité du point [Na(x , t |r )] par rapport à λ et
à la polarisation induite par le plongement de Plücker (voir I.4.4.2).
Définition 3.1. Avec les conventions et les notations introduites avant, pour tout sous-groupe à un
paramètre λ : Gm → S, on pose
µ˜(λ, [Na(x , t |r )]) := limsup
ρ→+∞
µ(λ, [Na(x ,ρt |ρr )])
ρn+1
.
3.1.2. Cas d’un seul point. — On suppose d = 1. Dans ce numéro, en négligeant les indices de x(1), t (1),
on écrira simplement x, t . Pour tout i = 1, . . . ,n on note xi la i -ième projection pri (x) du point x.
Soitλ : Gm → S un sous-groupe à un paramètre de S : il correspond à la donnée pour tout i = 1, . . . ,n
d’un sous-groupe à un paramètre λi : Gm → SL(E) de SL(E). Pour tout i = 1, . . . ,n il existe une base
Ti 0,Ti 1 du k-espace vectoriel E telle que
λi (τ) ·Ti 0 = τmi Ti 0,
λi (τ) ·Ti 1 = τ−mi Ti 1
où mi ≥ 0 est un nombre entier. Pour tout i = 1, . . . ,n soit xi la i -ième projection du point x. On pose :
χx (i )=
{
1 si x∗i Ti 0 = 0
0 sinon.
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Proposition 3.2. Soient n ≥ 1 un nombre entier, x un k-point du k-schéma P, r = (r1, . . . ,rn) un n-
uplet de nombres entiers positifs, a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs et
t ≥ 0 un nombre réel.
Avec les notations introduites avant, pour tout sous-groupe à un paramètre λ : Gm → S, on a :
µ(λ, [Na(x, t |r )])=
n∑
i=1
∑
`∈Ha (r,t )
(−1)χx (i )mi (ri −2`i )
=
n∑
i=1
(−1)χx (i )mi
(
#Ha(r, t )N · ri −2
∑
`∈Ha (r,t )N
`i
)
.
Démonstration. Soit i = 1, . . . ,n tel que χx (i )= 0 : puisque la section globale Ti 0 ne s’annule pas en le
point x, il existe ξi ∈ k tel que la section globale Ti 1− ξi Ti 0 s’annule en le point xi . Pour tout n-uplet
` ∈■(r )N, on pose :
T(`) :=
[ ⊗
χx (i )=1
Tri−`ii 1 T
`i
i 0
]
⊗
[ ⊗
χx (i )=0
Tri−`ii 0 (Ti 1−ξi Ti 0)`i
]
.
D’après la Proposition 2.7 les éléments T(`), lorsque ` parcourt l’ensembleHa(r, t )N, forment une base
du k-espace vectoriel Na(x, t |r ). En vertu de la Proposition I.4.15 on a :
µ(λ, [Na(x, t |r )])=
∑
`∈Ha (r,t )N
µ(λ, [T(`)]), (3.1.1)
où [T(`)] est le k-point du k-schéma P(Γ(P,OP(r ))∨) défini par la classe d’équivalence de T(`). Pour
tout n-uplet de nombres entiers `= (`1, . . . ,`n) ∈■(r )N, on a :
λ(τ) ·T(`)=
( ⊗
χx (i )=1
(τ−mi Ti 1)ri−`i (τmi Ti 0)`i
)
⊗
( ⊗
χx (i )=0
(τmi Ti 0)
ri−`i (τ−mi Ti 1−ξiτmi Ti 0)`i
)
= τµ`
( ⊗
χx (i )=1
Tri−`ii 1 T
`i
i 0
)
⊗
( ⊗
χx (i )=0
Tri−`ii 0 (Ti 1−ξiτ2mi Ti 0)`i
)
,
où
µ` =
n∑
i=1
(−1)χx (i )mi (ri −2`i ). (3.1.2)
Puisque, pour tout i = 1, . . . ,n, mi ≥ 0, on aµ(λ, [T(`)])=µ`, ce qui en vertu des égalités (3.1.1) et (3.1.2)
termine la preuve.
Corollaire 3.3. Soient n ≥ 1 un nombre entier, r = (r1, . . . ,rn) un n-uplet de nombres entiers stricte-
ment positifs, a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs.
Pour tout nombre réel δ> 0, il existe un nombre entier R=R(n,r, a,δ)≥ 1 satisfaisant à la propriété
suivante :
– pour tout k-point x du k-schéma P,
– pour tout nombre réel t ≥ 0,
– pour tout sous-groupe à un paramètre λ : Gm → S,
– pour tout nombre entier ρ≥R,
avec les notations introduites avant, on a :∣∣∣∣µ˜(λ, [Na(x, t |r )])− µ(λ, [Na(x,ρt |ρr )])ρn+1
∣∣∣∣≤ δ(r ·m).
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En particulier :
µ˜(λ, [Na(x, t |r )]) := limsup
ρ→∞
µ(λ, [Na(x,ρt |ρr )])
ρn+1
=
n∑
i=1
(−1)χx (i )mi
(
volHa(r, t ) · ri −2
∫
Ha (r,t )
ζi dλ
)
Démonstration. D’après la Proposition 3.2 précédente, pour tout nombre entier ρ≥ 1, on a :
µ(λ, [Na(x,ρt |ρr )])=
n∑
i=1
(−1)χx (i )mi
(
#Ha(ρr,ρt )N ·ρri −2
∑
`∈Ha (ρr,ρt )N
`i
)
.
En divisant par ρn+1 on obtient :
µ(λ, [Na(x,ρt |ρr )])
ρn+1
=
n∑
i=1
(−1)χx (i )mi
(
#Ha(ρr,ρt )N
ρn
· ri − 2
ρn+1
[ ∑
`∈Ha (ρr,ρt )N
`i
])
. (3.1.3)
En vertu du Corollaire 1.5, pour tout réel δ> 0, il existe un nombre entier R=R(n,r, a,δ)> 0, indépen-
dant du nombre réel t , du sous-groupe à un paramètre λ et du k-point x, tel que pour tous nombres
entiers ρ,ρ′ ≥R on a : ∣∣∣∣volHa(r, t )− #Ha(ρr,ρt )Nρn
∣∣∣∣≤ δ2 (3.1.4)
et pour tout i = 1, . . . ,n on a : ∣∣∣∣∣
∫
Ha (r,t )
ζi dλ− 1
ρn+1
( ∑
`∈Ha (ρr,ρt )N
`i
)∣∣∣∣∣≤ δ2 ri . (3.1.5)
On termine la preuve en vertu de (3.1.3), (3.1.4) et (3.1.5).
3.1.3. Coefficient d’instabilité d’un sous-schéma defini par des conditions d’indice : cas de plu-
sieurs points. — On suppose dans ce numéro d ≥ 2. Soit λ : Gm → S un sous-groupe à un paramètre
de S : il correspond à la donnée pour tout i = 1, . . . ,n d’un sous-groupe à un paramètre λi : Gm → SL(E)
de SL(E). Pour tout i = 1, . . . ,n il existe une base Ti 0,Ti 1 du k-espace vectoriel E telle que
λi (τ) ·Ti 0 = τmi Ti 0
λi (τ) ·Ti 1 = τ−mi Ti 1
où mi ≥ 0 est un nombre entier. On pose
εd (r ) :=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
(d −1)
)
−1.
et pour tout nombres réels t (1), . . . , t (d)≥ 0 tels que
vol■(r )(1+εd (r ))−
d∑
α=1
volNa(r, t (α)) ∈ [0,1],
on considère l’unique nombre réel ua(r, t )≥ 0 tel que
volNa(r,ua(r, t ))= vol■(r )(1+εd (r ))−
d∑
α=1
volNa(r, t (α)).
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Proposition 3.4. On suppose que la caractéristique de k soit nulle. Soient n,d ≥ 1 des nombres en-
tiers, r = (r1, . . . ,rn) un n-uplet de nombres entiers positifs, a = (a1, . . . , an) un n-uplet de nombres
entiers strictement positifs tels que
vol■(r )(1+εd (r ))−
d∑
α=1
volNa(r, t (α)) ∈ [0,1].
Pour toutα= 1, . . . ,d , soient x(α) un k-point du k-schéma P et t (α)≥ 0 un nombre réel. On suppose
que les projections des points x(1), . . . , x(d) soient à deux à deux distinctes, i.e., pour tout i = 1, . . . ,n et
pour α 6= β on ait :
pri (x(α)) 6= pri (x(β)).
Soit y un k-point du k-schéma P tel que, pour tout α= 1, . . . ,d et tout i = 1, . . . ,n, on ait
pri (y) 6= pri (x(α)).
Avec les notations introduites avant, pour tout nombre réel u > ua(r, t ), on a :
i. l’intersection des sous-espaces Na(x , t |r ) et Na(y,u |r ) est nulle ;
ii. pour tout sous-groupe à un paramètre λ : Gm → S, on a :
µ(λ, [Na(x , t |r )])+µ(λ, [Na(y,u |r )])≤ (r ·m)
[
dimΓ(P,OP(r )))− (νa(x , t |r )+νa(y,u |r ))
]
.
Démonstration. On montre d’abord que l’intersection des sous-espaces vectoriels Na(x , t |r ) et Na(y,u |r )
est nulle. Supposons par l’absurde qu’il existe un élément non nul
f ∈Na(x , t |r )∩Na(y,u |r ).
On applique le Lemme de Dyson à n variables (Théorème 2.8) aux points x(1), . . . , x(d), y (avec N =
d +1) :
d∑
α=1
volNa(r, t (α))+volNa(r,u)≤ vol■(r )(1+εd (r )),
et donc
volNa(r,u)≤ vol■(r )(1+εd (r ))−
d∑
α=1
volNa(r, t (α))
= volNa(r,ua(r, t )).
Puisque la fonction volNa(r,−) est strictement croissante, la dernière inégalité implique u ≤ ua(r, t ),
en contradiction avec l’hypothèse u > ua(r, t ).
On va utiliser le fait que l’intersection des sous-espaces Na(x , t |r ) et Na(y,u |r ) est nulle pour
pouvoir appliquer le Corollaire I.4.19.
En reprenant les notations du dit Corollaire, pour tout nombre entier b ∈ Z, on considère le sous-
espace Γ(P,OP(r ))b ⊂ Γ(P,OP(r )) formé par les éléments f tels que τ· f = τb f . Autrement dit, une base
du k-espace vectoriel Γ(P,OP(r ))b est donnée par les monômes
T(`)=
n⊗
i=1
Tri−`ii 0 T
`i
i 1,
où ` ∈ ■(r )N est un n-uplet de nombres entiers tels que (r −2`) ·m = b. Puisque les nombres entiers
m1, . . . ,mn ont été supposés positifs et comme ` appartient à ■(r ), le k-espace vectoriel Γ(P,OP(r ))b
est non nul si et seulement si
−r ·m ≤ b ≤ r ·m,
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où les cas extrêmes sont respectivement donnés par la droite engendrée par T(r )=Tr111⊗·· ·⊗Trnn1 et la
par droite engedrée par T(0)=Tr110⊗·· ·⊗Trnn0. Avec les notations du Corollaire I.4.19 on a alors :
bmin =−r ·m.
Par conséquent, en appliquant on obtient :
µ(λ, [Na(x , t |r )])+µ(λ, [Na(y,u |r )])≤mmin
(
νa(x , t |r )+νa(y,u |r )−dimΓ(P,OP(r ))
)
+µ(λ, [Γ(P,OP(r ))∨]).
Le sous-groupe à un paramètre λ est un sous-groupe à un paramètre du k-groupe algébrique S =
SL(E)× ·· · × SL(E) : le déterminant de la représentation induite sur Γ(P,OP(r )) est donc triviale. En
particulier le coefficient d’instabilité µ(λ, [Γ(P,OP(r ))∨]), qui n’est rien d’autre que le poids de la re-
présentation
Gm −→GL(det Γ(P,OP(r ))∨),
est nul, ce qui termine la preuve.
Corollaire 3.5. On suppose que la caractéristique de k soit nulle. Soient n,d ≥ 1 des nombres en-
tiers, r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs, a = (a1, . . . , an) un n-uplet de
nombres entiers strictement positifs tels que
vol■(r )(1+εd (r ))−
d∑
α=1
volNa(r, t (α)) ∈ [0,1].
Pour tout nombre réel δ > 0, il existe un nombre entier R = R(n,d ,r, a,δ) > 0 satisfaisant à la pro-
priété suivante :
– pour tous nombres réels t (α)≥ 0 (α= 1, . . . ,d),
– pour tout nombre entier ρ≥R,
– pour tous k-points x(1), . . . , x(d), y du k-schéma P tels que pour tout i = 1, . . . ,n et pour α 6= β on
ait
pri (y) 6= pri (x(α)) 6= pri (x(β)),
– pour tout sous-groupe à un paramètre λ : Gm → S,
avec les notations introduites avant, on a :
µ(λ,Na(x ,ρt |ρr ))
ρn+1
≤ (εd (r )+δ)(r ·m)vol■(r )− µ˜(λ, [Na(y,ua(r, t ) |r )]).
En particulier,
µ˜(λ, [Na(x , t |r )]) := limsup
ρ→∞
µ(λ, [Na(x ,ρt |ρr ]))
ρn+1
≤ (r ·m)εd (r )vol■(r )− µ˜(λ, [Na(y,ua(r, t ) |r )]).
Démonstration. Soit u > ua(r, t ) un nombre réel. D’après la Proposition 3.4 précédente, pour tout
nombre entier ρ> 0 on a :
µ(λ, [Na(x ,ρt |ρr )])+µ(λ, [Na(y,ρu |ρr )])
≤ ρ(r ·m)
[
dimΓ(P,OP(ρr ))− (νa(x ,ρt |ρr )+νa(y,ρu |ρr ))
]
. (3.1.6)
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En vertu de la Proposition 2.9 pour tout nombre entier ρ> 0 on a :
νa(x ,ρt |ρr )≥ dimΓ(P,OP(ρr ))−
d∑
α=1
#Na(ρr,ρt (α))N.
et donc
dimΓ(P,OP(ρr ))− (νa(x ,ρt |ρr )+νa(y,ρu |ρr ))≤
d∑
α=1
#Na(ρr,ρt (α))N−νa(y,ρu |ρr ) (3.1.7)
En utilisant cette inégalité dans (3.1.6) on obtient :
µ(λ, [Na(x ,ρt |ρr )])+µ(λ, [Na(y,ρu |ρr )])≤ ρ(r ·m)
[
d∑
α=1
#Na(ρr,ρt (α))N−νa(y,ρu |ρr )
]
.
En divisant la dernière inégalité par ρn+1, on obtient :
µ(λ, [Na(x ,ρt |ρr )])
ρn+1
≤ (r ·m)
[
d∑
α=1
#Na(ρr,ρt (α))N
ρn
− νa(y,ρu |ρr )
ρn
]
− µ(λ, [Na(y,ρu |ρr )])
ρn+1
.
En vertu du Corollaire 1.5 pour tout δ> 0, il existe un nombre entier R0 =R0(n,r, a,δ)> 0, indépendant
du sous-groupe à un paramètre λ et des k-points x(1), . . . , x(d), y , tel que, pour tout nombre entier
ρ≥R0, on a : ∣∣∣∣∣
(
d∑
α=1
#Na(r, t (α))N
ρn
− νa(y,ρu |ρr )
ρn
)
−
(
d∑
α=1
volNa(r, t (α))−volHa(r,u)
)∣∣∣∣∣≤ δ2 . (3.1.8)
D’après la Proposition 3.3 il existe un nombre entier R1 =R1(n,r, a,u,δ), indépendant du sous-groupe
à un paramètre λ et du k-point y , tel que pour tout nombre entier ρ≥R1, on a :∣∣∣∣µ(λ, [Na(y,ρu |ρr )])ρn+1 − µ˜(λ, [Na(y,u |r )])
∣∣∣∣≤ δ2 (r ·m). (3.1.9)
En utilisant (3.1.8), (3.1.9) dans (3.1.3), pour tout nombre entier ρ≥R0,R1 on obtient :
µ(λ, [Na(x ,ρt |ρr )])
ρn+1
≤ (r ·m)
[
d∑
α=1
volNa(r, t (α))−volHa(r,u)
]
− µ˜(λ, [Na(y,u |r )])+δ(r ·m).
Le terme de droite de cette inégalité est une fonction continue en u : on peut laisser tendre u à ua(r, t )
et obtenir
µ(λ, [Na(x ,ρt |ρr )])
ρn+1
≤ (r ·m)
[
d∑
α=1
volNa(r, t (α))−volHa(r,ua(r, t ))
]
− µ˜(λ, [Na(y,ua(r, t ) |r )])+δ(r ·m). (3.1.10)
Par définition ua(r, t ) est l’unique nombre réel appartenant à [0, a · r ] tel que
volNa(r,ua(r, t ))= vol■(r )(1+εd (r ))−
d∑
α=1
volNa(r, t (α)).
En vertu de cette expression, on a :
d∑
α=1
volNa(r, t (α))−volHa(r,ua(r, t ))=
[
d∑
α=1
volNa(r, t (α))+volNa(r,ua(r, t ))
]
−vol■(r )
= vol■(r )(1+εd (r ))−vol■(r )
= vol■(r )εd (r ).
On termine la preuve en utilisant la dernière égalité dans (3.1.10).
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3.2 Énoncé du théorème de semi-stabilité
Soient k un corps de caractéristique nulle et E un k-espace vectoriel de dimension 2. Soient n ≥ 1
un nombre entier et P le produit de n copies de la droite projective P(E),
P=P(E)×·· ·×P(E).
Soient k ′ une extension finie de k de degré d = [k ′ : k] ≥ 2 et θ = (θ1, . . . ,θn) un k ′-point de P tel que,
pour tout i = 1, . . . ,n, le point θi engendre le corps k ′. Soit x = (x1, . . . , xn) un k-point de P.
3.2.1. Sous-schéma d’indice en le point rationnel. — Soient r = (r1, . . . ,rn) un n-uplet de nombres
entiers strictement positifs, a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs et tx ≥ 0
un nombre réel.
On considère le sous-schéma fermé Za(x, tx )⊂P d’indice tx en x par rapport au poids a, et
ηa(x, tx |r ) : Γ(P,OP(r ))−→ Γ(Za(x, tx ),OP(r ))
l’homomorphisme d’évaluation des sections globales de OP(r ) sur le sous-schéma fermé Z(x, tx ). On
désigne par Na(x, tx |r ) son noyau et par νa(x, tx |r ) la dimension de Na(x, tx |r ). On considère le k-
point [Na(x, tx |r )] associé au noyau Na(x, tx |r ) de la grassmanienne d’indice νa(x, tx |r ) du k-espace
vectoriel Γ(P,OP(r ))∨,
Grassνa (x,tx | r )(Γ(P,OP(r ))
∨).
Soit
$a(x, tx |r ) : Grassνa (x,u | r )(Γ(P,OP(r ))∨)−→P(Fa(x, tx |r ))
le plongement de Plücker, où
Fa(x, tx |r ) :=
νa (x,tx | r )∧
Γ(P,OP(r ))
∨.
3.2.2. Sous-schéma d’indice en le point algébrique. — Soient k une clôture algébrique de k conte-
nante k ′ et θ(1)= θ,θ(2), . . . ,θ(d) les k-points de P conjugués à θ.
Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs, a = (a1, . . . , an) un n-uplet
de nombres réels strictement posititfs et tθ ≥ 0 un nombre réel.
Pour tout α= 1, . . . ,d on considère le sous-schéma fermé Za(θ(α), tθ)⊂ P= P×k k d’indice tθ en le
point θ(α) par rapport au poids a. Le sous-schéma fermé
d⊔
α=1
Za(θ(α), tθ)
est stable sous l’action du groupe de Galois absolu Gal(k/k) et il descend en un sous-schéma fermé
Za(θ, tθ) de P. On considère l’homomorphisme d’évaluation ηa(θ, tθ |r ) des sections globales de OP(r )
sur le sous-schéma fermé Za(θ, tθ) :
ηa(θ, tθ |r ) : Γ(P,OP(r ))−→ Γ(Za(θ, tθ),OP(r ))
On désigne par Na(θ, tθ |r ) son noyau et par νa(θ, tθ |r ) la dimension de Na(θ, tθ |r ). On considère le k-
point [Na(θ, tθ |r )] associé à Na(θ, tθ |r ) de la grassmanienne d’indice νa(θ, tθ |r ) du k-espace vectoriel
Γ(P,OP(r ))∨,
Grassνa (θ,tθ | r )(Γ(P,OP(r ))
∨).
Soient
Fa(θ, tθ |r ) :=
νa (θ,tθ | r )∧
Γ(P,OP(r ))
∨
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et
$a(θ, tθ |r ) : Grassνa (θ,tθ | r )(Γ(P,OP(r ))∨)−→P(Fa(θ, tθ |r ))
le plongement de Plücker.
3.2.3. Semi-stabilité. — Pour tout n-uplet de nombres réels strictement positifs r = (r1, . . . ,rn) soit
εd (r )=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
(d −1)
)
.
Pour tout n-uplet de nombres réels strictement positifs r = (r1, . . . ,rn), pour tout n-uplet a = (a1, . . . , an)
de nombres réels strictement positifs et pour tout nombre réel t ∈ [0,n] tels que
vol■(r )(1+εd (r ))−d volNa(r, t ) ∈ [0,1],
on considère l’unique nombre réel ua(r, t ) ∈ [0, a · r ] tel que
volNa(r,ua(r, t ))= vol■(r )(1+εd (r ))−d volNa(r, t ).
On remarque que pour tout nombre entier ρ> 0 on a εd (ρr )= εd (r ) et ua(ρr, t )= ρua(r, t ).
Théorème 3.6. Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs, a = (a1, . . . , an)
un n-uplet de nombres réels strictement positifs et tθ, tx ≥ 0 des nombres réels. On suppose
vol■(r )(1+εd (r ))−d volNa(r, tθ) ∈]0,1],
et que, pour tout i = 1, . . . ,n, on ait :∣∣∣∣volHa(r, tx )ri −2∫Ha (r,tx ) ζi dλ
∣∣∣∣
<
∣∣∣∣volHa(r,ua(r, tθ))ri −2∫Ha (r,ua (r,tθ)) ζi dλ
∣∣∣∣−εd (r )vol■(r )ri . (3.2.1)
Alors, il existe un nombre entier R = R(n,d ,r, a, tθ, tx ) > 0 tel que, pour tout nombre entier ρ ≥ R, le
k-point
([Na(θ,ρtθ |ρr )], [Na(x,ρtx |ρr )])
est semi-stable sous l’action du k-groupe réductif S.
Remarque 3.7. Pour prouver la semi-stabilité on utilisera le critère numérique de Hilbert-Mumford
I.4.11. Le corps k étant parfait et les point [Na(x ,ρt |ρr )], [Na(y,ρu |ρr )] étant définis sur k, on peut se
borner, d’après le Théorème I.4.12, à considérer seulement des sous-groupes à un paramètre définis
sur le corps k.
Démonstration. Soit λ : Gm → S un sous-groupe à un paramètre (défini sur k) du k-groupe réductif
S. Le sous-groupe à un paramètre λ correspond à la donnée pour tout i = 1, . . . ,n d’un sous-groupe
à un paramètre λi : Gm → SL(E) de SL(E). Pour tout i = 1, . . . ,n il existe une base Ti 0,Ti 1 du k-espace
vectoriel E telle que
λi (τ) ·Ti 0 = τmi ·Ti 0
λi (τ) ·Ti 1 = τ−mi ·Ti 1
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où mi est un nombre entier positif. D’après la Proposition I.4.9, pour tout nombre entier ρ> 0 on a
µ(λ, ([Na(θ,ρtθ |ρr )], [Na(x,ρtx |ρr )]))=µ(λ, [Na(θ,ρtθ |ρr )])+µ(λ, [Na(x,ρtx |ρr )]). (3.2.2)
On va étudier les deux termes µ(λ, [N(θ,ρtθ |ρr )]) et µ(λ, [N(x,ρtx |ρr )]) séparément.
Point algébrique. Pour tout i = 1, . . . ,n soit zi le k-point du k-schéma P(E) tel que :z
∗
i Ti 0 = 0 si volHa(r,ua(r, tθ))ri −2
∫
Ha (r,ua (r,tθ))
ζi dλ≤ 0
z∗i Ti 1 = 0 sinon.
Puisque les points θ(α) ne sont pas k-rationnels, pour tout α = 1, . . . ,d et pour tout i = 1, . . . ,n les
sections Ti 0 et Ti 1 ne s’annulent pas en pri (θ(α)) : en particulier pri (θ(α)) 6= zi . Comme pour tout
i = 1, . . . ,n et pour tout α= 1, . . . ,d , le point pri (θ(α)) engendre le corps k ′, pour tout i = 1, . . . ,n et pour
tout α 6= β on a
pri (θ(α)) 6= pri (θ(β)).
On peut alors appliquer le Corollaire 3.5 et obtenir que, pour tout δ > 0, il existe un nombre entier
R0 = R0(n,d , a,r,δ) > 0 tel que, pour tout nombre réel tθ ≥ 0, pour tout nombre entier ρ ≥ R0 et pour
tout sous-groupe à un paramètre λ de S, on a :
µ(λ,Na(θ,ρtθ |ρr ))
ρn+1
≤
(
εd (r )+
δ
2
)
(r ·m)vol■(r )− µ˜(λ, [Na(z,ua(r, tθ) |r )]). (3.2.3)
D’après le Corollaire 3.3, on a :
µ˜(λ, [Na(z,ua(r, tθ) |r )])=
n∑
i=1
(−1)χz (i )mi
(
volHa(r,ua(r, tθ)) · ri −2
∫
Ha (r,ua (r,tθ))
ζi dλ
)
, (3.2.4)
où
χz (i )=
{
1 si z∗i Ti 0 = 0
0 sinon.
Par définition de z on a :
(−1)χz (i ) = sign
(
volHa(ua(r, tθ))−2
∫
Ha (ua (r,tθ))
ζi dλ
)
.
et donc :
µ˜(λ, [Na(z,ua(r, tθ) |r )])=
n∑
i=1
mi
∣∣∣∣volHa(r,ua(r, tθ)) · ri −2∫Ha (r,ua (r,tθ)) ζi dλ
∣∣∣∣ . (3.2.5)
Point rationnel. D’après le Corollaire 3.3, pour tout δ> 0 il existe un nombre entier R1 =R1(n, a,r,δ)>
0 tel que, pour tout nombre réel tx ≥ 0, pour tout nombre entier ρ≥ R1 et pour tout sous-groupe à un
paramètre λ de S, on a :∣∣∣∣µ(λ, [Na(x,ρtx |ρr )])ρn+1 − µ˜(λ, [Na(x, tx |r )])
∣∣∣∣≤ δ2 (r ·m)vol■(r ), (3.2.6)
où
µ˜(λ, [Na(x, tx |r )])=
n∑
i=1
(−1)χx (i )mi
(
volHa(r, tx ) · ri −2
∫
Ha (r,tx )
ζi dλ
)
, (3.2.7)
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avec
χx (i )=
{
1 si x∗i Ti 0 = 0
0 sinon.
Conclusion. D’après (3.2.2) - (3.2.7), pour tout nombre réel δ> 0 et tout nombre entier ρ≥R0,R1 on a :
µ(λ, ([Na(θ,ρtθ |ρr )], [Na(x,ρtx |ρr )]))
ρn+1
≤ (δ+εd (r ))(r ·m)vol■(r )
−
n∑
i=1
mi
∣∣∣∣volHa(r,ua(r, tθ)) · ri −2∫Ha (r,ua (r,tθ)) ζi dλ
∣∣∣∣
+
n∑
i=1
(−1)χx (i )mi
(
volHa(r, tx ) · ri −2
∫
Ha (r,tx )
ζi dλ
)
.
Puisque les entiers mi sont tous positifs on a :
n∑
i=1
(−1)χx (i )mi
(
volHa(r, tx ) · ri −2
∫
Ha (r,tx )
ζi dλ
)
≤
n∑
i=1
mi
∣∣∣∣volHa(r, tx ) · ri −2∫Ha (r,tx ) ζi dλ
∣∣∣∣
et donc
µ(λ, ([Na(θ,ρtθ |ρr )], [Na(x,ρtx |ρr )]))
ρn+1
≤
n∑
i=1
mi
(
(εd (r )+δ)ri vol■(r )
+
∣∣∣∣volHa(r, tx ) · ri −2∫Ha (r,tx ) ζi dλ
∣∣∣∣ − ∣∣∣∣volHa(r,ua(r, tθ)) · ri −2∫Ha (r,ua (r,tθ)) ζi dλ
∣∣∣∣) .
Par hypothèse, pour tout i = 1, . . . ,n on a :∣∣∣∣volHa(r, tx )ri −2∫Ha (r,tx ) ζi dλ
∣∣∣∣< ∣∣∣∣volHa(r,ua(r, tθ))ri −2∫Ha (r,ua (r,tθ)) ζi dλ
∣∣∣∣−ε(r )vol■(r )ri ,
Il existe un nombre réel δ0 = δ0(n,d ,r, a, tθ, tx )> 0 tel que, pour tout δ≤ δ0 et pour tout i = 1, . . . ,n, on
a :∣∣∣∣volHa(r, tx )ri −2∫Ha (r,tx ) ζi dλ
∣∣∣∣< ∣∣∣∣volHa(r,ua(r, tθ))ri −2∫Ha (r,ua (r,tθ)) ζi dλ
∣∣∣∣− (ε(r )+δ)vol■(r )ri .
Puisque les entiers mi sont positifs, en multipliant (3.2.1) par mi et en prenant la somme sur i , pour
tout δ≤ δ0 on a :
n∑
i=1
mi
(
ri (εd (r )+δ)vol■(r )+
∣∣∣∣volHa(r, tx ) · ri −2∫Ha (r,tx ) ζi dλ
∣∣∣∣
−
∣∣∣∣volHa(r,ua(r, tθ)) · ri −2∫Ha (r,ua (r,tθ)) ζi dλ
∣∣∣∣)< 0.
Cela entraîne que
R(n,d ,r, a, tθ, tx ) :=max{R0(n,d ,r, a,δ0),R1(n,r, a,δ0)},
convient et achève la preuve.
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4 Estimations de hauteurs
4.1 Sous-schéma d’indice supporté en un point
Soient K un corps global et E = (E,pE) un un faisceau adélique localement libre de rang 2. Soient
n ≥ 1 un nombre entier et P le produit de n copies de la droite projective P(E),
P=P(E)×·· ·×P(E).
Soient x = (x1, . . . , xn) un K-point du K-schéma P, r = (r1, . . . ,rn) un n-uplet de nombres entiers
strictement positifs, a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs et tx ≥ 0 un
nombre réel. On considère le sous-schéma fermé Za(x, tx )⊂P d’indice tx en x par rapport au poids a,
et
ηa(x, tx |r ) : Γ(P,OP(r ))−→ Γ(Za(x, tx ),OP(r ))
l’homomorphisme d’évaluation des sections globales de OP(r ) sur le sous-schéma fermé Z(x, tx ). On
désigne par Na(x, tx |r ) son noyau et par νa(x, tx |r ) la dimension de Na(x, tx |r ). On considère le K-
point [Na(x, tx |r )] associé au noyau Na(x, tx |r ) de la grassmanienne d’indice νa(x, tx |r ) du K-espace
vectoriel Γ(P,OP(r ))∨,
Grassνa (x,tx | r )(Γ(P,OP(r ))
∨).
Soit
$a(x, tx |r ) : Grassνa (x,u | r )(Γ(P,OP(r ))∨)−→P(Fa(x, tx |r ))
le plongement de Plücker, où
Fa(x, tx |r ) :=
νa (x,tx | r )∧
Γ(P,OP(r ))
∨.
Dans la suite on sous-entend le plongement de Plücker et on ne précise pas quand on considère le
point K-point [Na(x, tx |r )] comme point de la grassmanienne ou de l’espace projectif où elle est plon-
gée.
Le faisceau adélique localement libre
Fa(x, tx |r )=
νa (x,tx | r )∧ (
Symr1 E ⊗·· ·⊗Symrn E )∨
munit le faisceau inversible OFa (x,tx | r )(1) d’une structure de faisceau inversible adélique que l’on note
OFa (x,tx | r )(1). On désigne par hFa (x,tx | r ) la hauteur sur l’espace projectif P(Fa(x, tx |r )) associée au
faisceau inversible OFa (x,tx | r )(1).
On désigne par λ̂2(E ) le deuxième minimum successif du faisceau cohérent adélique E , i.e., le
plus petit nombre réel λ tel qu’il existe deux éléments T0,T1 ∈ E linéairement indépendantes où, pour
i = 0,1, la hauteur du K-point [Ti ] de P(E∨) associé, hE∨ ([Ti ]), est plus petite de λ.
On remarquera que si E est le faisceau cohérent adélique trivial de rang 2, alors λ̂1(E ) est nul.
Proposition 4.1. Avec les notations introduites, on a :
hFa (x,tx | r )([Na(x, tx |r )])≤
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i
]
hE (xi )+
n∑
i=1
[ ∑
`∈Ha (r,tx )N
ri −`i
]
λ̂2(E ).
Démonstration. Pour tout i = 1, . . . ,n, soient Ti 1 un élément non nul du K-espace vectoriel E qui s’an-
nule en xi et Ti 0 un élément de E, linéairement indépendant de Ti 1, tel que hE∨ (Ti 0) ≤ λ̂2(E ). En
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vertu de la Proposition 2.7, une base du K-espace vectoriel Na(x, t |r ) est donnée par les éléments de
Γ(P,OP(r )) de la forme
T(`) :=
n⊗
i=1
Tri−`ii 0 T
`i
i 1
avec `= (`1, . . . ,`n) ∈Ha(r, tx )N. On munit le K-espace vectoriel Na(x, tx |r ) de la structure de faisceau
adélique localement libre déduite par l’inclusion dans Γ(P,OP(r )) par celle de
Symr1 E ⊗·· ·⊗Symrn E .
On noteNa(x, tx |r ) le faisceau adélique localement libre qui en résulte. En appliquant en toute place
l’inégalité d’Hadamard on a :
hFa (x,tx | r )([Na(x, tx |r )])=− d̂egKNa(x, tx |r )
= ∑
v∈VK
deg(v) log
∥∥∥∥∥ ∧
`∈Ha (r,tx )N
T(`)
∥∥∥∥∥
≤ ∑
v∈VK
deg(v)
( ∑
`∈Ha (r,tx )N
log‖T(`)‖Γ(P,OP(r )),v
)
= ∑
`∈Ha (r,tx )N
( ∑
v∈VK
deg(v) log‖T(`)‖Γ(P,OP(r )),v
)
= ∑
`∈Ha (r,tx )N
hSymr1 E∨⊗···⊗Symrn E∨ (T(`)). (4.1.1)
Soit v une place du corps K. Pour tout ` ∈■(r )N on a
log‖T(`)‖Γ(P,OP(r )),v =
n∑
i=1
log‖Tri−`ii 0 T
`i
i 1‖Symri E,v
≤
n∑
i=1
(ri −`i ) log‖Ti 0‖E,v +`i log‖Ti 1‖E,v ,
la deuxième inégalité étant vraie par sous-multiplicativité (Propositions I.8.15 et I.8.23). En prenant la
somme sur toute place v , pour tout ` ∈■(r )N on obtient
hSymr1 E∨⊗···⊗Symrn E∨ (T(`))≤
n∑
i=1
(ri −`i )hE∨ ([Ti 0])+`i hE∨ ([Ti 1])
≤
n∑
i=1
(ri −`i )λ̂2(E )+`i hE (xi ),
ce qui, en vertu de (4.1.1), termine la preuve.
4.2 Sous-schéma d’indice supporté en le point algébrique
Soient K un corps global et E = (E,pE) un un faisceau adélique localement libre de rang 2. Soient
n ≥ 1 un nombre entier et P le produit de n copies de la droite projective P(E),
P=P(E)×·· ·×P(E).
Soient K′ une extension finie séparable de K de degré d = [K′ : K] ≥ 2 et θ = (θ1, . . . ,θn) un K′-point
du K-schéma P tel que, pour tout i = 1, . . . ,n, le point θi engendre le corps K′. Soient K une clôture
séparable de K contenant K′ et θ(1)= θ,θ(2), . . . ,θ(d) les K-points du K-schéma P conjugués à θ.
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Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs, a = (a1, . . . , an) un n-uplet
de nombres réels strictement positifs et tθ ≥ 0 un nombre réel. Pour tout α = 1, . . . ,d on considère le
sous-schéma fermé Za(θ(α), tθ) ⊂ P = P×K K d’indice tθ en le point θ(α) par rapport au poids a. Le
sous-schéma fermé
d⊔
α=1
Za(θ(α), tθ)
est stable sous l’action du groupe de Galois absolu Gal(K/K) et il descend en un sous-schéma fermé
Za(θ, tθ) de P. On considère l’homomorphisme d’évaluation ηa(θ, tθ |r ) des sections globales de OP(r )
sur le sous-schéma fermé Za(θ, tθ) :
ηa(θ, tθ |r ) : Γ(P,OP(r ))−→ Γ(Za(θ, tθ),OP(r ))
On désigne par Na(θ, tθ |r ) son noyau et par νa(θ, tθ |r ) la dimension de Na(θ, tθ |r ). On considère le K-
point [Na(θ, tθ |r )] associé à Na(θ, tθ |r ) de la grassmanienne d’indice νa(θ, tθ |r ) du K-espace vectoriel
Γ(P,OP(r ))∨,
Grassνa (θ,tθ | r )(Γ(P,OP(r ))
∨).
Soient
Fa(θ, tθ |r ) :=
νa (θ,tθ | r )∧
Γ(P,OP(r ))
∨
et
$a(θ, tθ |r ) : Grassνa (θ,tθ | r )(Γ(P,OP(r ))∨)−→P(Fa(θ, tθ |r ))
le plongement de Plücker. Dans la suite on sous-entend le plongement de Plücker et on ne précise pas
quand on considère le point K-point [Na(θ, tθ |r )] comme point de la grassmanienne ou de l’espace
projectif où elle est plongée.
Le faisceau adélique localement libre
Fa(θ, tθ |r )=
νa (θ,tθ | r )∧ (
Symr1 E ⊗·· ·⊗Symrn E )∨
munit le faisceau inversible OFa (θ,tθ | r )(1) d’une structure de faisceau inversible adélique que l’on note
OFa (θ,tθ | r )(1). On désigne par hFa (θ,tθ | r ) la hauteur sur l’espace projectif P(Fa(θ, tθ |r )) associée au
faisceau inversible OFa (θ,tθ | r )(1).
On désigne par λ̂1(E ) (resp. λ̂2(E )) le premier (resp. le deuxième) minimum successif du faisceau
cohérent adélique E , i.e., le plus petit nombre réel λ tel qu’il existe un élément non nul T (resp. deux
éléments T0,T1 linéairement indépendants) de E où les points associés dans P(E∨) soient de hauteur
plus petite que λ.
On remarquera que si E est le faisceau cohérent adélique trivial de rang 2, alors λ̂1(E ) et λ̂2(E ) sont
nuls.
Proposition 4.2. Avec les notations introduites avant, si K est un corps de fonctions on a :
hFa (θ,tθ | r )([Na(θ, tθ |r )])≤ d dimk Imηa(θ, tθ |r )
(
n∑
i=1
ri hE (θi )
)
−dimK Γ(P,OP(r ))(r1+·· ·+ rn)(λ̂1(E )+ λ̂2(E ))
+dimK Imηa(θ, tθ |r )(r1+·· ·+ rn)d
(
λ̂1(E )+2 µ̂(E )
)
.
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Si par contre K est un corps de nombres on a :
hFa (θ,tθ | r )([Na(θ, tθ |r )])≤ d dimk Imηa(θ, tθ |r )
(
n∑
i=1
ri hE (θi )
)
−dimK Γ(P,OP(r ))(r1+·· ·+ rn)(λ̂1(E )+ λ̂2(E ))
+dimK Imηa(θ, tθ |r )(r1+·· ·+ rn)d
(
5[K : Q]+ λ̂1(E )+2 µ̂(E )
)
.
Démonstration. Soit T0 un élément non nul de E tel que hE ([T0]) = λ̂1(E ). Soit L une extension fi-
nie galoisienne de K qui contient K′. Soient θ(1) = θ,θ(2), . . . ,θ(d) les L-points du K-schéma P conju-
gués au point θ. Les sections globales du faisceau inversible OP(r ) sur le sous-schéma fermé Za(θ, tθ)
se decomposent comme somme directe des section globales de OP(r ) sur le sous-schémas fermés
Za(θ(α), tθ), α= 1, . . . ,d :
Γ(Za(θ, tθ),OP(r ))⊗K L=
d⊕
α=1
Γ(Za(θ(α), tθ),OPL (r )),
où PL est L-schéma déduit du K-schéma P déduit par extension des scalaires à L.
Pour tout α = 1, . . . ,d et i = 1, . . . ,n, soit Tαi un élément non nul du L-espace vectoriel E⊗K L qui
s’annule en le point θ(α)i . Pour tout α = 1, . . . ,d une base du L-espace vectoriel Γ(Za(θ(α), tθ),OPL (r ))
est donnée par les éléments de la forme θ(α)∗Tα(`), avec ` ∈Na(r, tθ)N et
Tα(`) :=
n⊗
i=1
Tri−`i0 T
`i
αi .
On munit le L-espace vectoriel Γ(Za(θ(α), tθ),OPL (r )) de la structure de faisceau adélique libre de base
Tα(`), ` ∈Na(r, tθ)N. De manière explicite,
– si v est une place archimédienne de L, on considère la norme hermitienne qui a les Tα(`) comme
base orthonormale ;
– si v est une place non archimédienne on considère la norme non archimédienne induite par le
sous-L◦v -module engendré par les Tα(`).
On désignera le faisceau adélique qui en résulte parH (α). Le L-espace vectorielΓ(Za(θ, tθ),OP(r ))⊗K L
est alors muni de la structure de faisceau adélique libre déduite par somme directe desH (α),
H :=
d⊕
α=1
H (α).
On désigne par Na(θ, tθ |r ) le faisceau adélique localement libre définit en munissant le K-espace
vectoriel Na(θ, tθ |r ) de la structure de faisceau adélique localement libre déduite par restriction de
celle de
Symr1 E ⊗·· ·⊗Symrn E .
Avec ces conventions on a alors
hFa (θ,tθ | r )([Na(θ, tθ |r )])=− d̂egKNa(θ, tθ |r ).
La suite de K-espaces vectoriels
0 // Na(θ, tθ |r ) // Γ(P,OP(r ))
ηa (θ,tθ | r ) // Γ(Za(θ, tθ),OP(r ))
est par définition exacte. On munit le K-espace vectoriel Imηa(θ, tθ |r ) de la structure de « coimage »
de faisceaux adéliques, i.e., des normes induites par l’homomorphisme surjectif
ηa(θ, tθ |r ) : Γ(P,OP(r ))−→ Imηa(θ, tθ |r )
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et on désigne par H ′ le faisceau cohérent adélique qui en résulte. Par additivité du degré pour les
suites exactes courtes, on a
d̂egK
(
Symr1 E ⊗·· ·⊗Symrn E )= d̂egKNa(θ, tθ |r )+ d̂egKH ′.
D’autre part, l’inégalité des pentes appliquée à l’inclusion de L-espaces vectoriels
ε : Imηa(θ, tθ |r )⊗K L−→ Γ(Za(θ, tθ),OP(r ))⊗K L
donne
µ̂L(H
′
L)≤ µ̂L,max(H )+
∑
v∈VL
deg(v) log‖ε‖v
où, pour toute place v , ‖ε‖v est la norme d’opérateur de ε à la place v . Puisque H est par définition
triviale, on a
µ̂L,max(H )= 0.
De plus, pour toute place v , la norme d’opérateur de ε coïncide avec la norme d’opérateur deηa(θ, tθ |r ).
L’inégalité précédente devient, alors,
d̂egL(H
′
L)≤ dimK Imηa(θ, tθ |r ) ·
∑
v∈VL
deg(v) log‖ηa(θ, tθ |r )‖v
et donc
hFa (θ,tθ | r )([Na(θ, tθ |r )])
= d̂egKH ′− d̂egK
(
Symr1 E ⊗·· ·⊗Symrn E )
≤ 1
[L : K]
dimK Imηa(θ, tθ |r ) ·
∑
v∈VL
deg(v) log‖ηa(θ, tθ |r )‖v − d̂egK
(
Symr1 E ⊗·· ·⊗Symrn E ) .
En appliquant la sous-multiplicativité de la norme sur les puissances symétriques, on obtient :
d̂egK
(
Symr1 E ⊗·· ·⊗Symrn E )= n∑
i=1
(∏
j 6=i
dimK Sym
r j E
)
d̂egK(Sym
ri E )
=
n∑
i=1
(∏
j 6=i
(r j +1)
)
d̂egK(Sym
ri E )
≥
n∑
i=1
(∏
j 6=i
(r j +1)
)
ri (ri +1)
2
(
λ̂1(E )+ λ̂2(E )
)
=
(
n∏
i=1
(ri +1)
)
n∑
i=1
ri
2
(
λ̂1(E )+ λ̂2(E )
)
= 1
2
dimK Γ(P,OP(r ))(r1+·· ·+ rn)
(
λ̂1(E )+ λ̂2(E )
)
.
et donc
hFa (θ,tθ | r )([Na(θ, tθ |r )])≤
1
[L : K]
dimK Imηa(θ, tθ |r ) ·
∑
v∈VL
deg(v) log‖ηa(θ, tθ |r )‖v
− 1
2
dimK Γ(P,OP(r ))(r1+·· ·+ rn)
(
λ̂1(E )+ λ̂2(E )
)
(4.2.1)
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Il s’agit donc de borner la taille ηa(θ, tθ |r ) en toute place v . Pour tout α= 1, . . . ,d , on note
pi(α) : Γ(Za(θ, tθ),OP(r ))⊗K L−→ Γ(Za(θ(α), tθ),OPL (r )),
la projection sur α-ième facteur. Si on pose η(α) :=pi(α)◦ηa(θ, tθ |r ) on a :
‖ηa(θ, tθ |r )‖v = max
α=1,...,d
‖η(α)‖v (v non archimédienne)
‖ηa(θ, tθ |r )‖v ≤
p
d max
α=1,...,d
‖η(α)‖v (v archimédienne).
On remarque que la calcul étant maintenant local, on peut passer à des extensions analytiques de Lv .
Soit Ω une extension analytique de Lv telle qu’il existe une base t0, t1 du Ω-espace vectoriel E⊗K Ω
telle que la norme géométrique pE,v se diagonalise sur Ω, i.e.
pE,v =

√
|t0|2v +|t1|2v si v est archimédienne
max{|t0|v , |t1|v } sinon.
Pour tout α= 1, . . . ,d et tout i = 1, . . . ,n on considère l’automorphisme ϕαi du Ω-espace vectoriel E⊗K
Ω défini par {
ϕαi (t0)=T0
ϕαi (t1)=Tαi .
On note ϕ(α) l’automorphisme du Ω-espace vectoriel Γ(P,OP(r ))⊗K Ω,
ϕa = Symr1 ϕα1⊗·· ·⊗Symrn ϕαn .
Avec ces définitions on a ‖η(α) ◦ϕα‖v ≤ 1 et donc ‖η(α)‖v ≤ ‖ϕ−1α ‖v . Soient dv la distance projective
sur P(E⊗Ω) induite par la norme géométrique pE et x0 le point de P(E) où la section T0 s’annule. En
vertu de la Proposition I.8.42 on a
log‖ϕ(α)−1‖v ≤−
n∑
i=1
ri
(
logdv (x0,θ(α)i )+ log‖T0‖v
)
(v non archimédienne)
log‖ϕ(α)−1‖v ≤−
n∑
i=1
ri
(
logdv (x0,θ(α)i )+ log‖T0‖v − log
p
2
)
(v archimédienne).
On termine la preuve seulement dans le cas des corps de nombres, le cas des corps de fonctions étant
similaire et plus facile à cause de l’absence des places archimédiennes. Pour toutα= 1, . . . ,d , l’inégalité
de Liouville III.6.1 donne
− ∑
v∈VL
deg(v) logdv (θ(α)i , x0)≤ dhEL (x0)+dhEL (θ(α)i )+2d µ̂L(EL)+4d [L : Q].
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Par conséquent en prenant la somme sur toutes les places v de L on obtient :∑
v∈VL
deg(v) log‖η(α)‖v
≤ ∑
v∈VL
deg(v) log‖ϕ(α)−1‖v
≤−
n∑
i=1
ri
( ∑
v∈VL
deg(v)
(
logdv (x0,θ(α)i )+ log‖T0‖v
)+ [L : Q] logp2)
=
n∑
i=1
ri
(
[L : Q] log
p
2−hEL (x0)−
∑
v∈VL
deg(v) logdv (x0,θ(α)i )
)
≤
n∑
i=1
ri
(
[L : Q] log
p
2−hEL (x0)+dhEL (x0)+dhEL (θ(α)i )+2d µ̂L(EL)+4d [L : Q]
)
≤
n∑
i=1
ri
(
(4d + logp2)[L : Q]+ (d −1)hEL (x0)+dhEL (θ(α)i )+2d µ̂L(EL)
)
= [L : K]
(
n∑
i=1
ri
(
(4d + logp2)[K : Q]+ (d −1)λ̂1(E )+2d µ̂(E )
)
+d
n∑
i=1
ri hE (θ(α)i )
)
et donc
1
[L : K]
∑
v∈VL
deg(v) log‖ηa(θ, tθ |r )‖v
≤ 1
[L : K]
max
α=1,...,d
{ ∑
v∈VL
deg(v) log‖η(α)‖v
}
+ [K : Q]
2
logd
≤
n∑
i=1
ri
(
(4d + logp2)[K : Q]+ (d −1)λ̂1(E )+2d µ̂(E )
)
+d
n∑
i=1
ri hE (θ(α)i )+
[K : Q]
2
logd
≤
n∑
i=1
ri
(
5[K : Q]+d λ̂1(E )+2d µ̂(E )
)+d n∑
i=1
ri hE (θ(α)i ).
et on termine au moyen de (4.2.1).
5 Majoration des mesures d’instabilité
5.1 Notations
5.1.1. — Soient k un corps algébriquement clos et complet pour une valeur absolue. Soient E un k-
espace vectoriel de dimension 2 et n ≥ 1 un nombre entier. On considère le produit P de n copies de
la droite projective P(E) :
P=P(E)×·· ·×P(E).
Soit d ≥ 1 un nombre entier et, pour tout α= 1, . . . ,d , soient x(α) un k-point du k-schéma P et t (α)≥ 0
un nombre réel. On pose x = (x(1), . . . , x(d)) et t = (t (1), . . . , t (d)).
Soit a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs. Pour tout α = 1, . . . ,d on
considère le sous-schéma Za(x(α), t (α)) d’indice t (α) au point x(α) par rapport au poids a. On pose :
Za(x , t )=
n⊔
α=1
Za(x(α), t (α)).
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Soit r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs. On considère le faisceau inver-
sible
OP(r )= pr∗1 OP(E)(r1)⊗·· ·⊗pr∗n OP(E)(rn)
sur P, où, pour tout i = 1, . . . ,n, pri : P→ P(E) désigne la i -ième projection. On considère l’homomor-
phisme d’évaluation ηa(x , t |r ) des sections globales de OP(r ) sur le sous-schéma fermé Za(x , t ) :
ηa(x , t |r ) : Γ(P,OP(r ))−→ Γ(Za(x , t ),OP(r ))
On désigne par Na(x , t |r ) son noyau et par νa(x , t |r ) la dimension de Na(x , t |r ). On considère le k-
point [Na(x , t |r )] associé à Na(x , t |r ) de la grassmanienne d’indice νa(x , t |r ) du k-espace vectoriel
Γ(P,OP(r ))∨,
Grassνa (x ,t | r )(Γ(P,OP(r ))
∨).
Soient
Fa(x , t |r ) :=
νa (x ,t | r )∧
Γ(P,OP(r ))
∨
et
$a(x , t |r ) : Grassνa (x ,t | r )(Γ(P,OP(r ))∨)−→P(Fa(x , t |r ))
le plongement de Plücker.
5.1.2. — Soit pE une norme géométrique sur le k-espace vectoriel E. Si la valeur absolue | · | est ar-
chimédienne (resp. non archimédienne) on suppose que la norme géométrique pE soit hermitienne
(resp. non archimédienne). On suppose qu’il existe une base t0, t1 du k-espace vectoriel E tel que
pE =

√
|t0|2+|t1|2 si | · | est archimédienne
max{|t0|, |t1|} sinon.
(5.1.1)
Soit e0,e1 la base duale à la base t0, t1, c’est-à-dire la base e0,e1 du k-espace vectoriel E∨ telle que
ti (e j )= δi j (delta de Kronecker) pour tout i , j = 0,1.
5.1.3. Distance sur la droite projective. — L’application bilinéaire alternée canonique E∨ × E∨ →∧2 E∨ induit un morphisme de k-espaces analytiques
β : V(E)×V(E)−→V(∧2 E) .
Soient pr1,pr2 : V(E)×V(E) −→ V(E) les deux projections. Soit p∧2 E la norme géométrique sur le k-
espace vectoriel
∧2 E induite par pE par produit extérieur. L’application continue
β∗p∧2 E
pr∗1 pE ·pr∗2 pE
: |V(E)×V(E)| −→R+
descend en une application continue
dp : |P(E)×P(E)| −→R+,
qu’on appelle la distance sur P(E) induite par la norme géométrique pE. Soient x, y des K-points du
k-schéma P(E) et
x̂ = x0e0+x1e1, ŷ = y0e0+ y1e1
des k-points non nuls du k-schéma V(E) représentant x, y . Alors, on a
dp (x, y)= |x0 y1−x1 y0|
pE(x)pE(y)
.
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5.1.4. Action du groupe linéaire. — On considère le produit de n copies de GL(E) et le produit de n
copies de SL(E),
G=GL(E)×·· ·×GL(E),
S= SL(E)×·· ·×SL(E).
Le k-schéma en groupes G agit composante par composante sur le k-schéma P et le faisceau inver-
sible OP(r ) est naturellement muni d’une action équivariante. Le k-schéma en groupes G agit alors
sur la grasmmanienne Grassνa (x ,t | r )(Γ(P,OP(r ))∨) et sur l’espace projectif P(Fa(x , t |r )) ; de plus, le
plongement de Plücker $a(x , t |r ) est G-équivariant.
5.1.5. Mesure d’instabilité relative à un élément du groupe linéaire. — Soit [Na(x , t |r )]∧ un k-point
non nul du k-schéma V(Fa(x , t |r )) qui représente l’image par le plongement de Plücker$a(x , t |r ) du
k-point [Na(x , t |r )]. Pour tout k-point g du k-schéma en groupes G on définit la mesure d’instabilité
relative à l’élément g :
µ(g , [Na(x , t |r )]) := log
‖g · [Na(x , t |r )]∧‖Fa (x ,t | r )
‖[Na(x , t |r )]∧‖Fa (x ,t | r )
.
Évidemment, cette définition ne dépend pas du représentant non nul [Na(x , t |r )]∧ choisi.
5.1.6. Élements du groupes linéaires qui mesurent la distance d’un point fixé. — Soit y = (y1, . . . , yn)
un k-point du k-schéma P tel que, pour tout i = 1, . . . ,n, on ait xi 6= yi . Pour tout α = 1, . . . ,d et tout
i = 1, . . . ,n soient x̂(α)i , ŷi des k-points non nuls qui représentent respectivement les points x(α)i , yi ,
et tels que
pE(x̂(α)i )= 1, pE(ŷi )= 1.
On considère le k-point g (α)i = g (x̂(α)i , ŷi ) du k-schéma en groupes GL(E) défini parg (α)i (t0)= x(α)i 0t0+ yi 0t1
g (α)i (t1)= x(α)i 1t0+ yi 1t1
(5.1.2)
Si on considère la transfomation induite par g (α)i sur P(E) (à travers la représentation duale), on a :g (α)i · x̂(α)i = e0
g (α)i · ŷi = e1.
On rappelle ici des propriétés démontrées dans la section I.8.7. Tout d’abord, par définition on a
det g (α)i = x(α)i 0 yi 1−x(α)i 1 yi 0
et donc
|det g (α)i | = dp (x(α)i , yi ). (5.1.3)
Soient z un k-point du k-schéma P(E), ẑ = z0e0+ z1e1 un k-point non nul du k-schéma V(E) repré-
sentant z et T = z0t1− z1t0. On a :
g (α)i (T)= (z0x(α)i 1− z1x(α)i 0)t0+ (z0 yi 1− z1 yi 0)t1.
Par conséquent :
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– si la valeur absolue | · | de k est archimédienne on a :
log‖g (α)i (T)‖E = 1
2
log
(
dp (x(α)i , z)
2+ logdp (yi , z)2
)
+ log‖T‖E
≤ log‖T‖E+ log
p
2; (5.1.4)
– si la valeur absolue | · | de k est non archimédienne on a :
log‖g (α)i (T)‖E =max
{
logdp (x(α)i , z), logdp (yi , z)
}+ log‖T‖E
≤ log‖T‖E. (5.1.5)
Soit δ(α)i ∈ k une racine carrée du détérminant det g (α)i (k est supposé algébriquement clos). Pour
tout i = 1, . . . ,n, on considère le k-point
g˜ (α)i := g (α)i /δ(α)i
du k-schéma en groupes SL(E) et on désigne par g˜ (α) le k-point (g˜ (α)1, . . . , g˜ (α)n) du k-schéma en
groupes S.
5.2 Développement de Taylor et conditions d’indice
On revient aux notations de 5.1 et on suppose d = 1. Dans ce numéro, en négligeant les indices de
x(1), x̂(1), t (1) et g (1), on écrira simplement x, x̂, t et g . On présente ici un analogue du « Lemme de
Schwarz » : étant donnée une section globale f non nulle du faisceau inversible OP(r ), les notations
fixées avant sont à interpréter avec
t = inda( f , x).
Proposition 5.1 (version non archimédienne). Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers
strictement positifs et a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs. Soit f une
section globale non nulle du faisceau inversible OP(r ).
Si la valeur absolue | · | est non archimédienne, avec les notations introduites avant, on a :
log
‖g · f ‖Γ(P,OP(r ))
‖ f ‖Γ(P,OP(r ))
≤ inda( f , x) max
i=1,...,n
{
1
ai
logdp (xi , yi )
}
.
Proposition 5.2 (version archimédienne). Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers stric-
tement positifs et a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs. Soit f une section
globale non nulle du faisceau inversible OP(r ).
Si la valeur absolue | · | est archimédienne, avec les notations introduites avant, on a :
log
‖g · f ‖Γ(P,OP(r ))
‖ f ‖Γ(P,OP(r ))
≤ inda( f , x) max
i=1,...,n
{
1
ai
logdp (xi , yi )
}
+ (r1+·· ·+ rn)+ 1
2
logdimk Γ(P,OP(r )).
Démonstration de la version non archimédienne. Soit E le sous k◦-module du k-espace vectoriel E
engendré par t0, t1. Pour tout i = 1, . . . ,n, soit
Ti 1 = xi 0t1−xi 1t0.
Comme on a supposé x̂i de norme 1, Ti 1 appartient à E. Soit Ti 0 ∈ E tel que Ti 0,Ti 1 soit une base du
k◦-module E. Pour ` qui parcourt l’ensemble■(r )N, les éléments
T(`) :=
n⊗
i=1
Tri−`ii 0 T
`i
i 1
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forment une base du k-espace vectoriel Γ(P,OP(r )) et on a :∥∥∑α`T(`)∥∥Γ(P,OP(r )) =max{‖α`‖ : ` ∈■(r )N}.
Vu comme élément du k-espace vectoriel E = Γ(P(E),O (1)), la section globale Ti 0 ne s’annule pas sur
le point xi . On désigne par t l’indice inda( f , x) de la section f en le point x. La section f s’écrit, en tant
qu’élément du k-espace vectoriel Γ(P,OP(r )) sous la forme
f = ∑
`∈Ha (r,t )N
α`
n⊗
i=1
Tri−`ii 0 T
`i
i 1
avec α` ∈ k, et on a
‖ f ‖Γ(P,OP(r )) =max
{|α`| : ` ∈Ha(r, t )N} . (5.2.1)
Pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N, par sous-multiplicativité, on a :
log
∥∥g ·T(`)∥∥Γ(P,OP(r )) = n∑
i=1
log
∥∥∥gi ·Tri−`ii 0 T`ii 1∥∥∥Symri E
≤
n∑
i=1
(ri −`i ) log‖gi ·Ti 0‖E+`i log‖gi ·Ti 1‖E. (5.2.2)
Pour tout i = 1, . . . ,n, d’après (5.1.5) on a :
log‖gi ·Ti 0‖E ≤ log‖Ti 0‖E = 0 (5.2.3)
log‖gi ·Ti 1‖E = logdp (xi , yi )+ log‖Ti 1‖E
= logdp (xi , yi ) (5.2.4)
D’après (5.2.2), (5.2.3) et (5.2.4) pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N on a :
log
∥∥g ·T(`)∥∥Γ(P,OP(r )) ≤ n∑
i=1
`i logdp (xi , yi ) (5.2.5)
Par définition, un n-uplet `= (`1, . . . ,`n) de nombres entiers positifs appartient à Ha(r, t )N si et seule-
ment si
a ·`= a1`1+·· ·+an`n ≥ t = inda( f , x).
En particulier, pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N, on a :
n∑
i=1
`i logdp (xi , yi )=
n∑
i=1
ai `i
(
1
ai
logdp (xi , yi )
)
≤ (a ·`) max
i=1,...,n
{
1
ai
logdp (xi , yi )
}
≤ t max
i=1,...,n
{
1
ai
logdp (xi , yi )
}
,
car le nombre réel logdp (xi , yi ) est toujours négatif. En tenant compte de cette inégalité, d’après
(5.2.5) on a :
log
∥∥g ·T(`)∥∥Γ(P,OP(r )) ≤ t maxi=1,...,n
{
1
ai
logdp (xi , yi )
}
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Comme la norme ‖ ·‖Γ(P,OP(r )) est non archimédienne, on obtient :
log‖g · f ‖Γ(P,OP(r )) = log
∥∥∥∥∥ ∑
`∈Ha (r,t )N
α`T(`)
∥∥∥∥∥
Γ(P,OP(r ))
(5.2.6)
≤ max
`∈Ha (r,t )N
{
log |α`|+ log
∥∥g ·T(`)∥∥Γ(P,OP(r ))}
≤ t max
i=1,...,n
{
1
ai
logdp (xi , yi )
}
+ logmax{|α`| : ` ∈Ha(r, t )N} , (5.2.7)
ce qui, en vertu de (5.2.1), termine la preuve.
Démonstration de la version archimédienne. Pour tout i = 1, . . . ,n, soit
Ti 1 = xi 0t1−xi 1t0.
Comme on a supposé x̂i de norme 1, on a ‖Ti 1‖E = 1. Soit Ti 0 un élément du k-espace vectoriel E tel
que Ti 0,Ti 1 soit une base orthonormale. Pour ` qui parcourt l’ensemble■(r )N, les éléments
T(`) :=
n⊗
i=1
Tri−`ii 0 T
`i
i 1
forment une base orthogonale du k-espace vectoriel Γ(P,OP(r )) et on a :
‖T(`)‖Γ(P,OP(r )) =
(
r
`
)−1/2
=
n∏
i=1
(
ri
`i
)−1/2
.
En tant qu’élément du k-espace vectoriel E= Γ(P(E),O (1)), la section globale Ti 0 ne s’annule pas en le
point xi . On désigne par t l’indice inda( f , x) de la section f en le point x. La section f s’écrit, en tant
qu’élément du k-espace vectoriel Γ(P,OP(r )) sous la forme
f = ∑
`∈Ha (r,t )N
α`
n⊗
i=1
Tri−`ii 0 T
`i
i 1
avec α` ∈ k, et on a :
‖ f ‖2Γ(P,OP(r )) =
∑
`∈Ha (r,t )N
|α`|2‖T(`)‖2Γ(P,OP(r ))
= ∑
`∈Ha (r,t )N
|α`|2
(
ri
`i
)−1
. (5.2.8)
Pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N, par sous-multiplicativité, on a :
log
∥∥g ·T(`)∥∥Γ(P,OP(r )) = n∑
i=1
log
∥∥∥gi ·Tri−`ii 0 T`ii 1∥∥∥Symri E
≤
n∑
i=1
(ri −`i )‖gi ·Ti 0‖E+`i log‖gi ·Ti 1‖E. (5.2.9)
Pour tout i = 1, . . . ,n, d’après (5.1.4) on a :
log‖gi ·Ti 0‖E ≤ log‖Ti 0‖E+ log
p
2= logp2 (5.2.10)
log‖gi ·Ti 1‖E = logdp (xi , yi )+ log‖Ti 1‖E
= logdp (xi , yi ) (5.2.11)
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D’après (5.2.9), (5.2.10) et (5.2.11) pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N on a :
log
∥∥g ·T(`)∥∥Γ(P,OP(r )) ≤ n∑
i=1
`i logdp (xi , yi )+
n∑
i=1
(ri −`i ) log
p
2. (5.2.12)
Par définition, un n-uplet `= (`1, . . . ,`n) de nombres entiers positifs appartient à Ha(r, t )N si et seule-
ment si
a ·`= a1`1+·· ·+an`n ≥ t .
En particulier, pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N, on a :
n∑
i=1
`i logdp (xi , yi )=
n∑
i=1
ai `i
(
1
ai
logdp (xi , yi )
)
≤
(
n∑
i=1
ai `i
)
max
i=1,...,n
{
1
ai
logdp (xi , yi )
}
≤ t max
i=1,...,n
{
1
ai
logdp (xi , yi )
}
,
car le nombre réel logdp (xi , yi ) est toujours négatif. En tenant compte de cette inégalité, d’après
(5.2.12) on a :
log
∥∥g ·T(`)∥∥Γ(P,OP(r )) ≤ t maxi=1,...,n
{
1
ai
logdp (xi , yi )
}
+
n∑
i=1
(ri −`i ) log
p
2.
Par l’inégalité triangulaire, on obtient :
‖g · f ‖Γ(P,OP(r )) =
∥∥∥∥∥g · ∑
`∈Ha (r,t )N
α`T(`)
∥∥∥∥∥
Γ(P,OP(r ))
≤ ∑
`∈Ha (r,t )N
|α`|‖g ·T(`)‖Γ(P,OP(r ))
≤ max
i=1,...,n
{
dp (xi , yi )
1/ai
}t ( ∑
`∈Ha (r,t )N
|α`|
n∏
i=1
p
2
ri−`i
)
(5.2.13)
D’après l’inégalité de Jensen, on a :
∑
`∈Ha (r,t )N
|α`|
n∏
i=1
p
2
ri−`i ≤
√
dimk Γ(P,OP(r ))
( ∑
`∈Ha (r,t )N
|α`|2
n∏
i=1
2ri−`i
)1/2
D’autre part,
∑
`∈Ha (r,t )N
|α`|2
n∏
i=1
2ri−`i = ∑
`∈Ha (r,t )N
|α`|2
(
r
`
)(
r
`
)−1 n∏
i=1
2ri−`i
≤ max
`∈Ha (r,t )N
{(
r
`
)
n∏
i=1
2ri−`i
}( ∑
`∈Ha (r,t )N
|α`|2
(
r
`
)−1)
= max
`∈Ha (r,t )N
{(
r
`
)
n∏
i=1
2ri−`i
}
‖ f ‖2Γ(P,OP(r )), (5.2.14)
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la dernière égalité étant vraie par (5.2.8). En combinant (5.2.13) et (5.2.14),
log
‖g · f ‖Γ(P,OP(r ))
‖ f ‖Γ(P,OP(r ))
≤ t max
i=1,...,n
{
1
ai
logdp (xi , yi )
}
+ 1
2
logdimk Γ(P,OP(r ))
+ 1
2
max
`∈Ha (r,t )N
{
log
(
r
`
)
+
n∑
i=1
(ri −`i ) log2
}
On termine la preuve, en remarquant grâce à l’approximation de Stirling :
max
`∈Ha (r,t )N
{
log
(
r
`
)
+
n∑
i=1
(ri −`i ) log2
}
≤ max
`∈Ha (r,t )N
{
log
(
r
`
)}
+
n∑
i=1
ri log2
≤
n∑
i=1
log
(
ri
bri /2c
)
+
n∑
i=1
ri log2
≤
n∑
i=1
ri
2
(1+ log2)+
n∑
i=1
ri log2
=
(
1
2
+ 3
2
log2
)
(r1+·· ·+ rn)
≤ 2(r1+·· ·+ rn),
car log2≤ 1.
5.3 Sous-schéma d’indice supporté en un point
On revient aux notations de 5.1 et on suppose d = 1. Dans ce numéro, en négligeant les indices de
x(1), x̂(1), t (1), g (1) et g˜ (1), on écrira simplement x, x̂, t , g et g˜ .
Proposition 5.3 (version non archimédienne). On suppose que la valeur absolue | · | soit non archi-
médienne. Avec les notations introduites, on a :
µ(g˜ , [Na(x, t |r )])≤
n∑
i=1
[ ∑
`∈Ha (r,t )N
`i − νa(x, t |r )
2
ri
]
logdp (xi , yi ).
Proposition 5.4 (version archimédienne). On suppose que la valeur absolue | · | soit archimédienne.
Avec les notations introduites avant, on a :
µ(g˜ , [Na(x, t |r )])≤
n∑
i=1
[ ∑
`∈Ha (r,t )N
`i − νa(x, t |r )
2
ri
]
logdp (xi , yi )+
[
n∑
i=1
∑
`∈Ha (r,t )N
(ri −`i )
]
log
p
2.
Démonstration de la version non archimédienne. Soit [Na(x, t |r )]∧ un k-point non nul du k-schéma
V(Fa(x, t |r )∨) qui représente l’image par le plongement de Plücker $a(x, t |r ) du k-point [Na(x, t |r )].
Puisque la représentation G→GL (Fa(x, t |r )) est homogène de poids νa(x, t |r )(r1, . . . ,rn), on a :
g · [Na(x, t |r )]∧ = (δ1 g˜1, . . . ,δn g˜n) · [Na(x, t |r )]∧
=
(
n∏
i=1
δ
νa (x,r | t )ri
i
)
g˜ · [Na(x, t |r )]∧.
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En prenant la norme de cette expression on obtient :
µ(g˜ , [Na(x, t |r )]) := log
‖g˜ · [Na(x, t |r )]∧‖Fa (x,t | r )
‖[Na(x, t |r )]∧‖Fa (x,t | r )
=µ(g , [Na(x, t |r )])+νa(x,r, | t )
(
n∑
i=1
ri log |δi |
)
=µ(g , [Na(x, t |r )])− νa(x,r, | t )
2
(
n∑
i=1
ri log |det gi |
)
.
Donc, en vertu de (5.1.3), on a :
µ(g˜ , [Na(x, t |r )])=µ(g , [Na(x, t |r )])− νa(x,r, | t )
2
(
n∑
i=1
ri logdp (xi , yi )
)
.
Soit E le sous k◦-module du k-espace vectoriel E⊗k engendré par t0, t1. Pour tout i = 1, . . . ,n, soit
Ti 1 = xi 0t1−xi 1t0.
Comme on a supposé x̂i de norme 1, Ti 1 appartient à E. Soit Ti 0 ∈ E tel que Ti 0,Ti 1 soit une base du
k◦-module E. Pour tout n-uplet ` ∈■(r )N, on pose :
T(`) :=
n⊗
i=1
Tri−`ii 0 T
`i
i 1.
La norme géométrique pΓ(P,OP(r ))∨ sur le k-espace vectoriel Γ(P,OP(r ))
∨⊗k déduite à partir de pE par
construction tensorielles, est celle associé au k◦-module libre
Symr1 E∨⊗·· ·⊗Symrn E∨
et les éléments T(`), pour ` qui varie dans l’ensemble ■(r )N, en forment une base. Les éléments T(`)
forment, pour ` qui varie dansHa(r, t )N, forment aussi une base du k-espace vectoriel Na(x, t |r ). Par
l’inégalité d’Hadamard on a :
µ(g , [Na(x, t |r )])≤
∑
`∈Ha (r,t )N
log‖g ·T(`)‖Γ(P,OP(r )). (5.3.1)
Pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N, on a :
log‖g ·T(`)‖Γ(P,OP(r )) = log
∥∥∥∥∥g · n⊗
i=1
Tri−`ii 0 T
`i
i 1
∥∥∥∥∥
Γ(P,OP(r ))
=
n∑
i=1
log‖gi ·Tri−`ii 0 T
`i
i 1‖Symri E
≤
n∑
i=1
(ri −`i ) log‖gi ·Ti 0‖E+`i log‖gi ·Ti 1‖E (5.3.2)
D’après l’inégalité (5.1.5), pour tout i = 1, . . . ,n on a :
log‖gi ·Ti 0‖E ≤ log‖Ti 0‖E = 0 (5.3.3)
log‖gi ·Ti 1‖E = logdp (xi , yi )+ log‖Ti 1‖E
= logdp (xi , yi ). (5.3.4)
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En vertu de (5.3.2) on a :
log‖g ·T(`)‖Γ(P,OP(r )) ≤
n∑
i=1
`i logdp (xi , yi ).
D’après (5.3.1) on termine la preuve en prenant la somme sur ` ∈Ha(r, t )N.
Démonstration de la version archimédienne. Soit [Na(x, t |r )]∧ un k-point non nul du k-schéma V(Fa(x, t |r )∨)
qui représente l’image par le plongement de Plücker $a(x, t |r ) du k-point [Na(x, t |r )]. Puisque la re-
présentation G→GL (Fa(x, t |r )) est homogène de poids νa(x, t |r )(r1, . . . ,rn), on a :
g · [Na(x, t |r )]∧ = (δ1 g˜1, . . . ,δn g˜n) · [Na(x, t |r )]∧
=
(
n∏
i=1
δ
νa (x,r | t )ri
i
)
g˜ · [Na(x, t |r )]∧.
En prenant la norme de cette expression on obtient :
µ(g˜ , [Na(x, t |r )]) := log
‖g˜ · [Na(x, t |r )]∧‖Fa (x,t | r )
‖[Na(x, t |r )]∧‖Fa (x,t | r )
=µ(g , [Na(x, t |r )])+νa(x,r, | t )
(
n∑
i=1
ri log |δi |
)
=µ(g , [Na(x, t |r )])− νa(x,r, | t )
2
(
n∑
i=1
ri log |det gi |
)
.
Donc, en vertu de (5.1.3), on a :
µ(g˜ , [Na(x, t |r )])=µ(g , [Na(x, t |r )])− νa(x,r, | t )
2
(
n∑
i=1
ri logdp (xi , yi )
)
.
Pour tout i = 1, . . . ,n, soit
Ti 1 = xi 0t1−xi 1t0.
Comme on a supposé x̂i de norme 1, on a ‖Ti 1‖E = 1. Soit Ti 0 un élément du k-espace vectoriel E tel
que Ti 0,Ti 1 soit une base orthonormale. Pour ` qui parcourt l’ensemble■(r )N, les éléments
T(`) :=
n⊗
i=1
Tri−`ii 0 T
`i
i 1
forment une base orthogonale du k-espace vectoriel Γ(P,OP(r )) et on a :
‖T(`)‖Γ(P,OP(r )) =
(
r
`
)−1/2
=
n∏
i=1
(
ri
`i
)−1/2
.
Pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N, par sous-multiplicativité, on a :
log
∥∥g ·T(`)∥∥Γ(P,OP(r )) = n∑
i=1
log
∥∥∥gi ·Tri−`ii 0 T`ii 1∥∥∥Symri E
≤
n∑
i=1
(ri −`i )‖gi ·Ti 0‖E+`i log‖gi ·Ti 1‖E. (5.3.5)
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Pour tout i = 1, . . . ,n, d’après (5.1.4) on a :
log‖gi ·Ti 0‖E ≤ log‖Ti 0‖E+ log
p
2= logp2 (5.3.6)
log‖gi ·Ti 1‖E = logdp (xi , yi )+ log‖Ti 1‖E
= logdp (xi , yi ) (5.3.7)
D’après (5.3.5), (5.3.6) et (5.3.7) pour tout n-uplet de nombres entiers positifs ` ∈Ha(r, t )N on a :
log
∥∥g ·T(`)∥∥Γ(P,OP(r )) ≤ n∑
i=1
`i logdp (xi , yi )+
n∑
i=1
(ri −`i ) log
p
2. (5.3.8)
On termine la preuve en prenant la somme sur ` ∈Ha(r, t )N.
5.4 Sous-schéma d’indice supporté en plusieurs points
On revient aux notations de 5.1 et on suppose d ≥ 2.
Proposition 5.5 (version non archimédienne). On suppose que la valeur absolue | · | soit non archi-
médienne. Avec les notations introduites avant, on a :
µ(g˜ (α), [Na(x , t |r )])≤ νa(x , t |r )
[
t (α) max
i=1,...,n
{
1
ai
logdp (x(α)i , yi )
}
− 1
2
n∑
i=1
ri logdp (x(α)i , yi )
]
Proposition 5.6 (version archimédienne). On suppose que la valeur absolue | · | soit archimédienne.
Avec les notations introduites avant, on a :
µ(g˜ (α), [Na(x , t |r )])≤ νa(x , t |r )
[
t (α) max
i=1,...,n
{
1
ai
logdp (x(α)i , yi )
}
− 1
2
n∑
i=1
ri logdp (x(α)i , yi )
]
+νa(x , t |r )
[
(r1+·· ·+ rn)+ 1
2
logdimk Γ(P,OP(r ))
]
.
Démonstration de la version non archimédienne. Soit [Na(x , t |r )]∧ un k-point non nul du k-schéma
V(Fa(x , t |r )∨) qui représente l’image par le plongement de Plücker$a(x , t |r ) du k-point [Na(x , t |r )].
Puisque la représentation G→GL (Fa(x , t |r )) est homogène de poids νa(x , t |r )(r1, . . . ,rn), on a :
g (α) · [Na(x , t |r )]∧ = (δ1 g˜ (α)1, . . . ,δn g˜ (α)n) · [Na(x , t |r )]∧
=
(
n∏
i=1
δ(α)νa (x ,t | r )rii
)
g˜ (α) · [Na(x , t |r )]∧.
En prenant la norme de cette expression on obtient :
µ(g˜ (α), [Na(x , t |r )]) := log
‖g˜ (α) · [Na(x , t |r )]∧‖Fa (x ,t | r )
‖[Na(x , t |r )]∧‖Fa (x ,t | r )
=µ(g (α), [Na(x , t |r )])+νa(x , t |r )
(
n∑
i=1
ri log |δ(α)i |
)
=µ(g (α), [Na(x , t |r )])− νa(x , t |r )
2
(
n∑
i=1
ri log |det g (α)i |
)
.
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Donc, en vertu de (5.1.3), on a :
µ(g˜ (α), [Na(x , t |r )])=µ(g (α), [Na(x , t |r )])− νa(x , t |r )
2
(
n∑
i=1
ri logdp (x(α)i , yi )
)
.
La norme ‖ · ‖E sur le k-espace vectoriel E provient du sous-k◦-module libre E engendré par t0, t1. La
norme ‖ ·‖Γ(P,OP(r )) sur le k-espace vectoriel Γ(P,OP(r )) provient alors du sous-k◦-module libre
Symr1 E⊗·· ·⊗Symrn E.
On considère le sous-k◦-module libre du k-espace vectoriel Na(x , t |r ),
Na(x , t |r )=Na(x , t |r )∩
(
Symr1 E⊗·· ·⊗Symrn E) .
Soit f1, . . . , fνa (x ,t | r ) une base du k◦-module Na(x , t |r ). D’après l’inégalité d’Hadamard on a :
µ(g˜ (α), [Na(x , t |r )])≤
νa (x ,t | r )∑
j=1
log‖g (α) · f j ‖Γ(P,OP(r )).
Pour tout j = 1, . . . ,νa(x , t |r ), d’après la Proposition 5.2 on a :
log‖g (α) · f j ‖Γ(P,OP(r )) ≤ t (α) maxi=1,...,n
{
1
ai
logdp (x(α)i , yi )
}
+ (r1+·· ·+ rn)+ 1
2
logdimk Γ(P,OP(r )).
On termine la preuve en prenant la somme sur j .
Démonstration de la version archimédienne. Soit [Na(x , t |r )]∧ un k-point non nul de V(Fa(x , t |r )∨)
qui représente l’image par le plongement de Plücker $a(x , t |r ) du k-point [Na(x , t |r )]. Puisque la
représentation G→GL (Fa(x , t |r )) est homogène de poids νa(x , t |r )(r1, . . . ,rn), on a :
g (α) · [Na(x , t |r )]∧ = (δ1 g˜ (α)1, . . . ,δn g˜ (α)n) · [Na(x , t |r )]∧
=
(
n∏
i=1
δ(α)νa (x ,t | r )rii
)
g˜ (α) · [Na(x , t |r )]∧.
En prenant la norme de cette expression on obtient :
µ(g˜ (α), [Na(x , t |r )]) := log
‖g˜ (α) · [Na(x , t |r )]∧‖Fa (x ,t | r )
‖[Na(x , t |r )]∧‖Fa (x ,t | r )
=µ(g (α), [Na(x , t |r )])+νa(x , t |r )
(
n∑
i=1
ri log |δ(α)i |
)
=µ(g (α), [Na(x , t |r )])− νa(x , t |r )
2
(
n∑
i=1
ri log |det g (α)i |
)
.
Donc, en vertu de (5.1.3), on a :
µ(g˜ (α), [Na(x , t |r )])=µ(g (α), [Na(x , t |r )])− νa(x , t |r )
2
(
n∑
i=1
ri logdp (x(α)i , yi )
)
.
Soit f1, . . . , fνa (x ,t | r ) une base orthonormale de l’espace vectoriel Na(x , t |r ). D’après l’inégalité d’Ha-
damard on a :
µ(g˜ (α), [Na(x , t |r )])≤
νa (x ,t | r )∑
j=1
log‖g (α) · f j ‖Γ(P,OP(r )).
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Pour tout j = 1, . . . ,νa(x , t |r ), d’après la Proposition 5.2 on a :
log‖g (α) · f j ‖Γ(P,OP(r )) ≤ t (α) maxi=1,...,n
{
1
ai
logdp (x(α)i , yi )
}
+ (r1+·· ·+ rn)+ 1
2
logdimk Γ(P,OP(r )).
On termine la preuve en prenant la somme sur j .
6 Conclusion
6.1 Application de l’inégalité des hauteurs
Soient K′ une extension finie du corps K de degré [K′ : K] ≥ 2, E = (E,p) un faisceau adélique
localement libre de rang 2 sur K. Soient n ≥ 1 un nombre entier et P le produit de n copies de la droite
projective P(E),
P=P(E)×·· ·×P(E).
Soient K′ une extension finie de K de degré d = [K′ : K]≥ 2 et θ= (θ1, . . . ,θn) un K′-point de P tel que,
pour tout i = 1, . . . ,n, le point θi engendre le corps K′. Soit x = (x1, . . . , xn) un K-point de P.
Soient r = (r1, . . . ,rn) un n-uplet de nombres entiers strictement positifs, a = (a1, . . . , an) un n-uplet
de nombres réels strictement positifs.
Soient tx ≥ 0 un nombre réel et Za(x, tx )⊂P le sous-schéma fermé d’indice tx en x par rapport au
poids a, et
ηa(x, tx |r ) : Γ(P,OP(r ))−→ Γ(Za(x, tx ),OP(r ))
l’homomorphisme d’évaluation des sections globales de OP(r ) sur le sous-schéma fermé Z(x, tx ). On
désigne par Na(x, tx |r ) son noyau et par νa(x, tx |r ) la dimension de Na(x, tx |r ). On considère le K-
point [Na(x, tx |r )] associé au noyau Na(x, tx |r ) de la grassmanienne d’indice νa(x, tx |r ) du K-espace
vectoriel Γ(P,OP(r ))∨,
Grassνa (x,tx | r )(Γ(P,OP(r ))
∨).
Soit
$a(x, tx |r ) : Grassνa (x,tx | r )(Γ(P,OP(r ))∨)−→P(Fa(x, tx |r ))
le plongement de Plücker, où
Fa(x, tx |r ) :=
νa (x,tx | r )∧
Γ(P,OP(r ))
∨.
Soient K une clôture algébrique de K contenante K′ et θ(1) = θ,θ(2), . . . ,θ(d) les K-points de P
conjugués à θ. Soient tθ ≥ 0 un nombre réel et, pour tout α = 1, . . . ,d , Za(θ(α), tθ) ⊂ P = P×K K le
sous-schéma fermé d’indice tθ en le point θ(α) par rapport au poids a. Le sous-schéma fermé
d⊔
α=1
Za(θ(α), tθ)
est stable sous l’action du groupe de Galois absolu Gal(K/K) et il descend en un sous-schéma fermé
Za(θ, tθ) de P. On considère l’homomorphisme d’évaluation ηa(θ, tθ |r ) des sections globales de OP(r )
sur le sous-schéma fermé Za(θ, tθ) :
ηa(θ, tθ |r ) : Γ(P,OP(r ))−→ Γ(Za(θ, tθ),OP(r ))
On désigne par Na(θ, tθ |r ) son noyau et par νa(θ, tθ |r ) la dimension de Na(θ, tθ |r ). On considère le K-
point [Na(θ, tθ |r )] associé à Na(θ, tθ |r ) de la grassmanienne d’indice νa(θ, tθ |r ) du K-espace vectoriel
Γ(P,OP(r ))∨,
Grassνa (θ,tθ | r )(Γ(P,OP(r ))
∨).
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Soient
Fa(θ, tθ |r ) :=
νa (θ,tθ | r )∧
Γ(P,OP(r ))
∨
et
$a(θ, tθ |r ) : Grassνa (θ,tθ | r )(Γ(P,OP(r ))∨)−→P(Fa(θ, tθ |r ))
le plongement de Plücker.
Pour toute place v de K on désigne par dv la distance sur la droite projective P(E) induite par la
norme géométrique pv . Pour tout i = 1, . . . ,n, on désigne par dv (θi , xi ) la plus petite distance parmi
les distances de xi et des points conjugués à θi .
Théorème 6.1. Soient K′ une extension finie du corps K de degré [K′ : K] ≥ 2, E = (E,p) un faisceau
adélique localement libre de rang 2 sur K. Il existe un nombre réel C(E ) avec la propriété suivante :
– pour tout nombre entier n ≥ 1,
– pour tout K′-point θ= (θ1, . . . ,θn) de P tel que, pour tout i = 1, . . . ,n, θi engendre le corps K′ ;
– pour tout K-point x = (x1, . . . , xn) de P ;
– pour tout n-uplet r = (r1, . . . ,rn) de nombres entiers strictement positifs,
– pour tout n-uplet a = (a1, . . . , an) de nombres réels strictement positifs,
– pour tous nombres réels tθ, tx ≥ 0 tels que le K-point ([Na(θ, tθ |r )], [Na(x, tx |r )]) soit semi-stable
sous l’action du K-groupe réductif S sur le produit de grassmaniennes
Grassνa (θ,tθ | r )(Γ(P,OP(r ))
∨)×K Grassνa (x,tx | r )(Γ(P,OP(r ))∨)
et par rapport à polarisation induite par les plongements de Plücker respectifs,
on a :
tθ ·νa(θ, tθ |r )
( ∑
v∈VK
deg(v) min
i=1,...,n
{
− 1
ai
logdv (θi , xi )
})
+
n∑
i=1
( ∑
`∈Ha (r,tx )N
`i
ri
− νa(θ, tθ |r )+νa(x, tx |r )
2
) ∑
v∈VK
deg(v)(−ri logdv (θi , xi ))
≤
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i
ri
]
ri hE (xi )+dimK Imηa(θ, tθ |r )[K′ : K]
n∑
i=1
ri hE (θi )
+ (r1+·· ·+ rn)vol■(r )C(E ).
Nous donnons la démonstration du Théorème 6.1 dans la section suivante. On garde les notations
introduites avant. Pour tout n-uplet de nombres réels strictement positifs r = (r1, . . . ,rn) soit
εd (r )=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
(d −1)
)
−1.
Pour tout n-uplet de nombres réels strictement positifs r = (r1, . . . ,rn), pour tout n-uplet a = (a1, . . . , an)
de nombres réels strictement positifs et pour tout nombre réel t ∈ [0, a · r ] tels que
vol■(r )(1+εd (r ))−d volNa(r, t ) ∈ [0,1],
on considère l’unique nombre réel ua(r, t ) ∈ [0, a · r ] tel que
volNa(r,ua(r, t ))= vol■(r )(1+εd (r ))−d volNa(r, t ).
On remarque que pour tout nombre entier strictement positif ρ on a εd (ρr )= εd (r ) et
ua(ρr, t )= ρua(r, t ).
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Corollaire 6.2. Soient K′ une extension finie du corps K de degré [K′ : K] ≥ 2, E = (E,p) un faisceau
adélique localement libre de rang 2 sur K. Il existe un nombre réel C(E ) avec la propriété suivante :
– pour tout nombre entier n ≥ 1,
– pour tous K′-points θ1, . . . ,θn de P(E) tel que, pour tout i = 1, . . . ,n, θi engendre le corps K′,
– pour tous K-points x1, . . . , xn de P(E),
– pour tous n-uplet r = (r1, . . . ,rn), a = (a1, . . . , an) de nombres réels strictement positifs,
– pour tous nombres réels tθ, tx ≥ 0 tels les hypothèses du Théorème 3.6 soient satisfaites, i.e., tels
que
vol■(r )(1+εd (r ))−d volNa(r, t ) ∈]0,1],
et tels que, pour tout i = 1, . . . ,n, on ait∣∣∣∣volHa(r, tx )ri −2∫Ha (r,tx ) ζi dλ
∣∣∣∣
<
∣∣∣∣volHa(r,ua(r, tθ))ri −2∫Ha (r,ua (r,tθ)) ζi dλ
∣∣∣∣−εd (r )vol■(r )ri ,
l’inégalité suivante est satisfaite :
tθ · (vol■(r )−d volNa(r, tθ))
( ∑
v∈VK
deg(v) min
i=1,...,n
{
− 1
ai
logdv (θi , xi )
})
+
n∑
i=1
(∫
Ha (r,tx )
ζi
ri
dλ− volNa(r, va(r, tθ))+volHa(r, tx )
2
) ∑
v∈VK
deg(v)(−ri logdv (θi , xi ))
≤
n∑
i=1
[∫
Ha (r,tx )
ζi
ri
dλ
]
ri hE (xi )+vol■(r )[K′ : K]
n∑
i=1
ri hE (θi )
+vol■(r )(r1+·· ·+ rn)C(E ).
Démonstration du Corollaire 6.2. Soient n ≥ 1 un nombre entier. Par un argument d’approximation,
on peut supposer que r1, . . . ,rn soient des nombres rationnels. Ensuite, par homogénéité, on peut
supposer qu’ils soient des nombres entiers strictement positifs.
Soient a = (a1, . . . , an) un n-uplet de nombres réels strictement positifs et tθ, tx ≥ 0 des nombres
réels comme dans l’énoncé. D’après le Théorème 3.6 il existe un nombre entier R=R(d ,n,r, a, tθ, tx )≥
1 tel que pour tout nombre entier ρ≥R le K-point
([Na(θ,ρtθ |ρr )], [Na(x,ρtx |ρr )])
soit semi-stable sous l’action du k-groupe réductif S et par rapport au faisceau inversible O (1)O (1).
D’après le Théorème 6.1 pour un tel nombre entier ρ on a :
ρtθ ·νa(θ, tθ |r )
( ∑
v∈VK
deg(v) min
i=1,...,n
{
− 1
ai
logdv (θi , xi )
})
+
n∑
i=1
( ∑
`∈Ha (ρr,ρtx )N
`i
ri
− νa(θ,ρtθ |ρr )+νa(x,ρtx |ρr )
2
) ∑
v∈VK
deg(v)(−ρri logdv (θi , xi ))
≤
n∑
i=1
[ ∑
`∈Ha (ρr,ρtx )N
`i
ρri
]
ρri hE (xi )+dimK Imηa(θ, tθ |r )[K′ : K]
n∑
i=1
ρri hE (θi )
+ ρ(r1+·· ·+ rn)
δ
vol■(r )C(E ), (6.1.1)
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où C = C(E ) est un nombre réel qui ne dépend que du faisceau adélique localement libre E . On ob-
tiendra l’énoncé en divisant l’inégalité précédente par ρn+1 et en laissant ρ tendre vers l’infini. On
remarque tout d’abord qu’on a :
lim
ρ→∞
1
ρn
[ ∑
`∈Ha (ρr,ρtx )N
`i
ρri
]
=
∫
Ha (r,tx )
ζi
ri
dλ. (6.1.2)
lim
ρ→∞
νa(x,ρtx |ρr )
ρn
= lim
ρ→∞
#Ha(ρr,ρtx )N
ρn
(1.2.8)= volHa(r, tx ). (6.1.3)
D’après la Proposition 2.9 on a :
νa(θ,ρtθ |ρr )≥ dimK Γ(P,OP(ρr ))−d #Na(r,ρtθ)N.
En divisant par ρn et en prenant la limite inférieure pour ρ qui vers l’infini, par (1.2.6) et (1.2.7), on
obtient :
liminf
ρ→∞
νa(θ,ρtθ |ρr )
ρn
≥ liminf
ρ→∞
dimK Γ(P,OP(ρr ))−d #Na(ρr,ρtθ)N
ρn
= vol■(r )−d volNa(r, tθ). (6.1.4)
D’après la Proposition 2.10 pour tout nombre réel u > ua(ρr,ρtθ) on a :
νa(θ,ρtθ |ρr )≤ #Na(ρr,ρv)N.
En divisant par ρn et en prenant la limite supérieure pour ρ qui tend vers l’infini on obtient :
limsup
ρ→∞
νa(θ,ρtθ |ρr )
ρn
≤ limsup
ρ→∞
#Na(ρr,ρu)N
ρn
= limsup
ρ→∞
#Na(ρr,ρu)N
ρn
(1.2.7)= volNa(r,u).
En laissant u tendre vers ua(r, tθ), on obtient enfin :
limsup
ρ→∞
νa(θ,ρtθ |ρr )
ρn
≤ volNa(r,ua(r, tθ)). (6.1.5)
On termine la preuve, en vertu des équations (6.1.2)-(6.1.5), en divisant l’inégalité (6.1.1) par ρn+1 et
en laissant ρ tendre vers l’infini.
6.2 Preuve du Théorème 6.1
6.2.1. Notation. — On revient aux notations introduites dans au début de la section précédent 6.1 et
on note X le produit d’espaces projectifs
X :=P(Fa(θ, tθ |r ))×K P(Fa(x, tx |r )).
Le produit G de n copies de GL(E) agit naturellement sur X et on désigne par Y le quotient des points
semi-stables Xss sous l’action du produit S de n copies de SL(E). Soit pi : Xss → Y le morphisme quo-
tient. Par abus de notation, on considère la grassmanienne
Grassνa (θ,tθ | r )(Γ(P,OP(r ))
∨)
(
resp. Grassνa (x,tx | r )(Γ(P,OP(r ))
∨)
)
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comme incluse par le plongement de Plücker dans l’espace projectif P(Fa(θ, tθ |r )) (resp. P(Fa(x, tx |r ))).
Par conséquent, on ne spécifie pas quand le point [Na(θ, tθ |r )] (resp. [Na(x, tx |r )]) est considéré
comme point de la grassmanienne ou de l’espace projectif. On désigne par L le faisceau inversible
sur X,
L := pr∗1 OFa (θ,tθ | r )(1)⊗pr∗2 OFa (x,tx | r )(1).
Pour tout nombre entier assez divisible D ≥ 1 il existe un faisceau inversible ample MD sur Y et iso-
morphisme de faisceaux inversibles sur Xss,
ϕD :pi
∗MD −→ L|⊗DXss
compatible à l’action de G. Le faisceau inversible L est naturellement muni d’une structure de fais-
ceaux inversible adélique induite par les faisceaux adéliques localement libres
Fa(θ, tθ |r ) :=
νa (θ,tθ | r )∧ (
Symr1 E ⊗·· ·⊗Symrn E )∨
Fa(x, tx |r ) :=
νa (x,tx | r )∧ (
Symr1 E ⊗·· ·⊗Symrn E )∨ .
Pour toute place v soit pv la norme géométrique sur E associée au faisceau adélique E . On note U(pv )
le sous-groupe compact maximal de GL(E)anv unitaire par rapport à la norme géométrique pv et on
pose
Uv := pr−11 U(pv )∩·· ·∩pr−1n U(pv )⊂Ganv .
La norme géométrique en la place v sur le faisceau inversible L est Uv -invariante ; a fortiori elle in-
variante sous l’action du sous-groupe compact maximal Sanv ∩Uv de Sanv . La norme géométrique des
minima sur le faisceau inversible MD induite à travers l’isomorphisme ϕD est alors continue et sa
construction est compatible à la construction de la norme géométrique provenante d’un modèle en-
tier. En munissant en toute place le faisceau inversible MD de la métrique des minima, on obtient un
faisceau inversible adéliqueMD sur Y.
Pour toute place v on désigne par µv la mesure d’instabilité à la place v . Puisque par hypothèse
le point ([Na(θ, tθ |r )], [Na(x, tx |r )]) est semi-stable sous l’action du K-groupe réductif S, pour tout
nombre entier D≥ 1 assez divisible, d’après le Scholie III.2.2 on a
1
D
hMD (pi([Na(θ, tθ |r )], [Na(x, tx |r )]))
= hL ((Na(θ, tθ |r )], [Na(x, tx |r )])+
∑
v∈VK
deg(v)µv ([Na(θ, tθ |r )], [Na(x, tx |r )]). (6.2.1)
6.2.2. Minoration de la hauteur sur le quotient. — On va appliquer la minoration donnée par le
Théorème III.5.4. La composition du plongement de Plücker et du plongement de Segre, donne une
immersion fermée G-équivariante du produit de grassmaniennes,
Grassνa (θ,tθ | r ))(Γ(P,OP(r ))
∨)×K Grassνa (x,tx | r ))(Γ(P,OP(r ))∨),
dans l’espace projectif P(Fa(θ, tθ |r )⊗K Fa(x, tx |r )). La représentation qui définit cette action,
G :=GL(E)×K · · ·×K GL(E)−→GL(Fa(θ, tθ |r )⊗K Fa(x, tx |r ))
est homogène de poids −(νa(θ, tθ |r )+νa(x, tx |r ))(r1, . . . ,rn).
On munit le K-espace vectoriel Fa(θ, tθ |r ) (resp. le K-espace vectoriel Fa(x, tx |r )) de la structure
de faisceau adélique localement libre déduite par celle de E∨ à travers l’homomorphisme surjectif de
K-espaces vectoriels
ψθ :
(
E∨⊗r1 ⊗K · · ·⊗K E∨⊗rn
)⊗νa (θ,tθ | r ) −→ Fa(θ, tθ |r ) := νa (θ,tθ | r )∧ Γ(P,OP(r ))∨
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(
resp. ψx :
(
E∨⊗r1 ⊗K · · ·⊗K E∨⊗rn
)⊗νa (x,tx | r ) −→ Fa(x, tx |r ) := νa (x,tx | r )∧ Γ(P,OP(r ))∨
)
On noteF ′a(θ, tθ |r ) (resp.F ′a(x, tx |r )) le faisceau adélique localement libre qui en résulte.
Si v est une place non archimédienne la norme géométrique en la place v du faisceau adélique
Fa(θ, tθ |r ) (resp.Fa(x, tx |r )) et celle du faisceau adéliqueF ′a(θ, tθ |r ) (resp.F ′a(x, tx |r )) coïncident.
Si par contre v est une place archimédienne de K il y a un facteur de proportionnalité qui in-
tervient. Plus précisément, on désigne par ‖ · ‖quotFa (θ,tθ | r ),v (resp. ‖ · ‖
quot
Fa (x,tx | r ),v ) la norme hermitienne
déduite par l’homomorphisme surjectif
(
E∨⊗r1 ⊗·· ·⊗E∨⊗rn )⊗νa (θ,tθ | r ) −→ Fa(θ, tθ |r ) := νa (θ,tθ | r )∧ Γ(P,OP(r ))∨(
resp.
(
E∨⊗r1 ⊗·· ·⊗E∨⊗rn )⊗νa (x,tx | r ) −→ Fa(x, tx |r ) := νa (x,tx | r )∧ Γ(P,OP(r ))∨
)
et par ‖ · ‖Fa (θ,tθ | r ),v (resp. ‖ · ‖Fa (x,tx | r ),v ) la norme hermitienne déduite de la norme hermitienne de
Γ(P,OP(r ))∨ par produit extérieur. On a alors
‖ ·‖Fa (θ,tθ | r ),v =
√
νa(θ, tθ |r )!‖ ·‖Fa (θ,tθ | r ),v (6.2.2)(
resp. ‖ ·‖Fa (x,tx | r ),v =
√
νa(x, tx |r )!‖ ·‖Fa (x,tx | r ),v
)
. (6.2.3)
Par quant dit avant, les normes géométriques sur le faisceau inversible L induites par les faisceaux
adéliques
Fa(θ, tθ |r )⊗Fa(x, tx |r ) et F ′a(θ, tθ |r )⊗F ′a(x, tx |r )
coïncident aux places non archimédiennes et elles sont proportionelles aux places archimédiennes.
En particulier, si on noteL ′ le faisceau inversible adélique obtenu en munissant le faisceau inversible
L de la structure adélique induite par le faisceau adéliqueF ′a(θ, tθ |r )⊗F ′a(x, tx |r ), en toute place v la
norme géométrique sur L est invariante sous l’action du sous-groupe compact maximal Uv . De plus,
l’homomorphisme de faisceaux adéliques localement libres
ψθ⊗ψx :
(
E∨⊗r1 ⊗·· ·⊗E∨⊗rn )⊗(νa (θ,tθ | r )+νa (x,tx | r )) −→F ′a(θ, tθ |r )⊗F ′a(x, tx |r )
est génériquement surjectif et G-équivariant. On peut ainsi appliquer le Théorème III.5.4 et obtenir
hmin((X,L
′)//S) := 1
D
inf
{
hM ′D (y) : y ∈ Y point fermé
}
≥
n∑
i=1
(νa(θ, tθ |r )+νa(x, tx |r ))ri
(
µ̂K(E
∨)− [K : Q]
2
log2
)
=−(νa(θ, tθ |r )+νa(x, tx |r ))(r1+·· ·+ rn)
(
µ̂K(E )+
[K : Q]
2
log2
)
, (6.2.4)
On désigne par M ′D la structure de faisceau inversible adélique sur le faisceau inversible MD induite
par le faisceau inversible adéliqueL ′. En vertu des égalités (6.2.2) et (6.2.3), on a :
hmin((X,L )//S) := 1
D
inf
{
hMD (y) : y ∈ Y point fermé
}
= hmin((X,L ′)//S)− [K : Q]
2
(
logνa(θ, tθ |r )!+ logνa(x, tx |r )!
)
. (6.2.5)
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En appliquant l’approximation de Stirling on obtient :
logνa(θ, tθ |r )!≤ log
√
2piνa(θ, tθ |r )+νa(θ, tθ |r ) logνa(θ, tθ |r ) (6.2.6)
logνa(x, tx |r )!≤ log
√
2piνa(x, tx |r )+νa(x, tx |r ) logνa(x, tx |r ) (6.2.7)
D’autre part, les nombres entiers νa(θ, tθ |r ), νa(x, tx |r ) sont la dimension des noyaux Na(θ, tθ |r ),
Na(x, tx |r ) et elles sont ainsi bornés par la dimension du K-espace vectoriel Γ(P,OP(r )) :
νa(θ, tθ |r ), νa(x, tx |r )≤ dimK Γ(P,OP(r ))=
n∏
i=1
(ri +1).
En prenant le logarithme et en reprenant les inégalités données par l’approximation de Stirling (6.2.6)
et (6.2.7), on obtient :
logνa(θ, tθ |r )!+ logνa(x, tx |r )!≤
(
n∑
i=1
log(ri +1)
)
(νa(θ, tθ |r )+νa(x, tx |r )+1)+ log(2pi).
En vertu de (6.2.4) et (6.2.5) ceci permet de conclure :
hmin((X,L )//S)= hmin((X,L ′)//S)− [K : Q]
2
(
logνa(θ, tθ |r )!+ logνa(x, tx |r )!
)
≥−(νa(θ, tθ |r )+νa(x, tx |r ))(r1+·· ·+ rn)
(
µ̂K(E )+
[K : Q]
2
log2
)
− [K : Q]
2
(
n∑
i=1
log(ri +1)
)
(νa(θ, tθ |r )+νa(x, tx |r )+1)−
[K : Q]
2
log(2pi)
≥−(νa(θ, tθ |r )+νa(x, tx |r ))(r1+·· ·+ rn)
(
µ̂K(E )+3[K : Q]
)
. (6.2.8)
6.2.3. Majoration de la hauteur. — Par définition le faisceau adéliqueL est le faisceau inversible
L := pr∗1 OFa (θ,tθ | r )(1)⊗pr∗2 OFa (x,tx | r )(1)
muni des normes géométriques induites par le faisceau adéliqueFa(θ, tθ |r )⊗Fa(x, tx |r ). Par consé-
quent on a :
hL ((Na(θ, tθ |r )], [Na(x, tx |r )])= hFa (θ,tθ | r )([Na(θ, tθ |r )])+hFa (x,tx | r )([Na(x, tx |r )])
et on va majorer les deux termes séparément.
On désigne par λ̂1(E ) (resp. λ̂2(E )) le premier (resp. le deuxième) minimum successif du faisceau
cohérent adélique E , i.e., le plus petit nombre réel λ tel qu’il existe un élément non nul T (resp. deux
éléments T0,T1 linéairement indépendants) de E tels que les points associés dans P(E∨) soient de
hauteur plus petite que λ.
En appliquant la Proposition 4.1 au point [Na(x, tx |r )] on a alors :
hFa (x,tx | r )([Na(x, tx |r )])≤
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i
]
hE (xi )+
n∑
i=1
[ ∑
`∈Ha (r,tx )N
ri −`i
]
λ̂2(E ).
D’autre part, en appliquant la Proposition 4.2 au point [Na(θ, tθ |r )], si K est un corps de fonctions on
obtient :
hFa (θ,tθ | r )([Na(θ, tθ |r )])≤ d dimk Imηa(θ, tθ |r )
(
n∑
i=1
ri hE (θi )
)
−dimK Γ(P,OP(r ))(r1+·· ·+ rn)(λ̂1(E )+ λ̂2(E ))
+dimK Imηa(θ, tθ |r )(r1+·· ·+ rn)d
(
λ̂1(E )+2 µ̂(E )
)
.
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Si par contre K est un corps de nombres on a :
hFa (θ,tθ | r )([Na(θ, tθ |r )])≤ d dimk Imηa(θ, tθ |r )
(
n∑
i=1
ri hE (θi )
)
−dimK Γ(P,OP(r ))(r1+·· ·+ rn)(λ̂1(E )+ λ̂2(E ))
+dimK Imηa(θ, tθ |r )(r1+·· ·+ rn)d
(
5[K : Q]+ λ̂1(E )+2 µ̂(E )
)
.
Dans les deux cas il existe un nombre réel C0(E ) qui ne dépend que de faisceau adélique localement
libre E tel que
hL ((Na(θ, tθ |r )], [Na(x, tx |r )])≤
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i
]
hE (xi )+d dimk Imηa(θ, tθ |r )
(
n∑
i=1
ri hE (θi )
)
+dimK Γ(P,OP(r ))(r1+·· ·+ rn)C0(E ). (6.2.9)
6.2.4. Majoration de la mesure d’instabilité. — Soient v une place de K et pv la norme géométrique
en la place v du faisceau adélique localement libre E . Soient g ∈ Sanv ,Ω une extension analytique de Kv
contenant le corps résiduel complété de g et gΩ le Ω-point associé du K-schéma en groupes S. Avec
ces notations on considère la mesure d’instabilité relative au point g :
µv (g , [Na(x, tx |r )]) := log
‖gΩ · [Na(x, tx |r )]∧‖Fa (x,tx | r ),Ω
‖[Na(x, tx |r )]∧‖Fa (x,tx | r ),Ω
,
µv (g , [Na(θ, tθ |r )]) := log
‖gΩ · [Na(θ, tθ |r )]∧‖Fa (θ,tθ | r ),Ω
‖[Na(θ, tθ |r )]∧‖Fa (θ,tθ | r ),Ω
,
µv (g , ([Na(x, tx |r )], [Na(θ, tθ |r )])) := log
‖gΩ · ([Na(x, tx |r )]∧⊗ [Na(θ, tθ |r )]∧)‖Fa (x,tx | r )⊗Fa (θ,tθ | r ),Ω
‖([Na(x, tx |r )]∧⊗ [Na(θ, tθ |r )]∧)‖Fa (x,tx | r )⊗Fa (θ,tθ | r ),Ω
.
Ces définitions ne dépendent pas du choix de l’extension Ω contenant le corps résiduel complété de
g . En outre, on a
µv (g , ([Na(x, tx |r )], [Na(θ, tθ |r )]))=µv (g , [Na(x, tx |r )])+µv (g , [Na(θ, tθ |r )]).
Soit g un point du Kv -groupe analytique Sanv . Par définition de mesure d’instabilité on a alors
1 :
µv ([Na(θ, tθ |r )], [Na(x, tx |r )])≤ inf
h∈Sanv
µv (h, ([Na(θ, tθ |r )], [Na(x, tx |r )]))
≤µv (g , ([Na(θ, tθ |r )], [Na(x, tx |r )]))
=µv (g , [Na(θ, tθ |r )])+µv (g , [Na(x, tx |r )]).
Soit Ω une extension analytique algébriquement close du corps Kv telle qu’il existe une base t0, t1 du
Ω-espace vectoriel E⊗K Ω telle que
pv =

√
|t0|2+|t1|2 si | · | est archimédienne
max{|t0|, |t1|} sinon.
sur V(E⊗Ω)an. Pour tout α = 1, . . . ,d et tout i = 1, . . . ,n soient θ̂(α)i , x̂i des Ω-points non nuls de V(E)
représentant respectivement les points θ(α)i , xi , et tels que
pE(θ̂(α)i )= 1, pE(x̂i )= 1.
1. Plus précisément, le Théorème II.2.18 affirme que la première inégalité est une égalité.
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On considère le Ω-point g (α)i = g (x̂(α)i , ŷi ) du K-schéma en groupes GL(E) défini parg (α)i (t0)= θ(α)i 0t0+xi 0t1
g (α)i (t1)= θ(α)i 1t0+xi 1t1
(6.2.10)
Soit δ(α)i ∈Ω une racine carrée du détérminant det g (α)i (Ω est supposé algébriquement clos). Pour
tout i = 1, . . . ,n, on considère le Ω-point g˜ (α)i := g (α)i /δ(α)i du K-schéma en groupes SL(E) et on
désigne par g˜ (α) le Ω-point (g˜ (α)1, . . . , g˜ (α)n) du K-schéma en groupes S.
µv ([Na(θ, tθ |r )], [Na(x, tx |r )])≤ min
α=1,...,d
{
µv (g˜ (α), ([Na(θ, tθ |r )], [Na(x, tx |r )]))
}
= min
α=1,...,d
{
µv (g˜ (α), [Na(θ, tθ |r )])+µv (g˜ (α), [Na(x, tx |r )])
}
Places non archimédiennes. Si v est une place non archimédienne, d’après les Propositions 5.3 et 5.5
on a :
µ(g˜ (α), [Na(x, tx |r )])≤
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i − νa(x, tx |r )
2
ri
]
logdv (θ(α)i , xi ),
µ(g˜ (α), [Na(θ, tθ |r )])≤ νa(θ, tθ |r )
[
tθ max
i=1,...,n
{
1
ai
logdv (θ(α)i , xi )
}
− 1
2
n∑
i=1
ri logdv (θ(α)i , xi )
]
Par conséquent on a :
µv ([Na(θ, tθ |r )], [Na(x, tx |r )])
≤ νa(θ, tθ |r )tθ max
i=1,...,n
{
1
ai
logdv (θ(α)i , xi )
}
+
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i − νa(θ, tθ |r )+νa(x, tx |r )
2
ri
]
logdv (θ(α)i , xi ). (6.2.11)
Places non archimédiennes. Si v est une place archimédienne, d’après les Propositions 5.4 et 5.6 on a :
µ(g˜ (α), [Na(x, tx |r )])≤
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i − νa(x, tx |r )
2
ri
]
logdv (θ(α)i , xi )+
[
n∑
i=1
∑
`∈Ha (r,tx )N
(ri −`i )
]
log
p
2,
µ(g˜ (α), [Na(θ, tθ |r )])≤ νa(θ, tθ |r )
[
tθ max
i=1,...,n
{
1
ai
logdv (θ(α)i , xi )
}
− 1
2
n∑
i=1
ri logdpE (θ(α)i , xi )
]
+νa(θ, tθ |r )
[
(r1+·· ·+ rn)+ 1
2
logdimk Γ(P,OP(r ))
]
.
Par conséquent on a :
µv ([Na(θ, tθ |r )], [Na(x, tx |r )])≤ νa(θ, tθ |r )tθ max
i=1,...,n
{
1
ai
logdv (θ(α)i , xi )
}
+
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i − νa(θ, tθ |r )+νa(x, tx |r )
2
ri
]
logdv (θ(α)i , xi )
+νa(θ, tθ |r )
[
(r1+·· ·+ rn)+ 1
2
logdimk Γ(P,OP(r ))
]
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et comme
logdimk Γ(P,OP(r ))=
n∑
i=1
log(ri +1)≤ r1+·· ·+ rn ,
on conclut
µv ([Na(θ, tθ |r )], [Na(x, tx |r )])≤ νa(θ, tθ |r )tθ max
i=1,...,n
{
1
ai
logdv (θ(α)i , xi )
}
+
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i − νa(θ, tθ |r )+νa(x, tx |r )
2
ri
]
logdv (θ(α)i , xi )
+ 3
2
νa(θ, tθ |r )(r1+·· ·+ rn). (6.2.12)
6.2.5. Conclusion. — On termine la preuve seulement dans le cas des corps des nombres, le cas des
corps de fonctions étant similaire et plus simple à cause de l’absence des places archimédiennes. On
revient en conclusion à l’égalité (6.2.1) donnée par le Scholie III.2.2 :
1
D
hMD (pi([Na(θ, tθ |r )], [Na(x, tx |r )]))
= hL ((Na(θ, tθ |r )], [Na(x, tx |r )])+
∑
v∈VK
deg(v)µv ([Na(θ, tθ |r )], [Na(x, tx |r )]).
La minoration de la hauteur sur le quotient (6.2.8) donne :
1
D
hMD (pi([Na(θ, tθ |r )], [Na(x, tx |r )]))≥ hmin((X,L )//S)
≥−(νa(θ, tθ |r )+νa(x, tx |r ))(r1+·· ·+ rn)
(
µ̂K(E )+3[K : Q]
)
.
D’autre part la majoration de la hateur (6.2.9) entraîne qu’il existe un nombre réel C0(E ) qui ne dépend
que du faisceau adélique localement libre E tel que
hL ((Na(θ, tθ |r )], [Na(x, tx |r )])≤
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i
]
hE (xi )+d dimk Imηa(θ, tθ |r )
(
n∑
i=1
ri hE (θi )
)
+dimK Γ(P,OP(r ))(r1+·· ·+ rn)C0(E ).
Si pour toute place v , on note dv la distance sur la droite projective P(E) induite par la norme pv du
faisceau adélique E , la majoration de la mesure d’instabilité (6.2.11) donne
µv ([Na(θ, tθ |r )], [Na(x, tx |r )])≤ νa(θ, tθ |r )tθ max
i=1,...,n
{
1
ai
logdv (θ(α)i , xi )
}
+
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i − νa(θ, tθ |r )+νa(x, tx |r )
2
ri
]
logdv (θ(α)i , xi ).
si la place v est non archimédienne ; si par contre la place v est archimédienne, la majoration (6.2.12)
donne
µv ([Na(θ, tθ |r )], [Na(x, tx |r )])≤ νa(θ, tθ |r )tθ max
i=1,...,n
{
1
ai
logdv (θ(α)i , xi )
}
+
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i − νa(θ, tθ |r )+νa(x, tx |r )
2
ri
]
logdv (θ(α)i , xi )
+ 3
2
νa(θ, tθ |r )(r1+·· ·+ rn).
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Par conséquent, si on pose C1(E ) :=C0(E )+ 32 [K : Q] on a
1
D
hMD (pi([Na(θ, tθ |r )], [Na(x, tx |r )]))
≤
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i
]
hE (xi )+d dimk Imηa(θ, tθ |r )
(
n∑
i=1
ri hE (θi )
)
+νa(θ, tθ |r )tθ
( ∑
v∈VK
deg(v) max
i=1,...,n
{
1
ai
logdv (θ(α)i , xi )
})
+ ∑
v∈VK
deg(v)
n∑
i=1
[ ∑
`∈Ha (r,tx )N
`i − νa(θ, tθ |r )+νa(x, tx |r )
2
ri
]
logdv (θ(α)i , xi ).
+dimK Γ(P,OP(r ))(r1+·· ·+ rn)C1(E ).
On termine la preuve du Théorème 6.1 en vertu de la minoration de la hauteur sur le quotient et en
prenant C(E ) :=C1(E )+2(µ̂K(E )+3[K : Q]).
6.3 La minoration effective fondamentale
Pour tout nombre entier d ≥ 1 et tout n-uplet de nombres réels strictement positifs r = (r1, . . . ,rn)
on pose :
εd (r )=
n∏
i=1
(
1+ max
i+1≤ j≤n
{
r j
ri
}
(d −1)
)
.
Pour tous nombres entiers n,d ≥ 1 et pour tout nombre réel δ ∈ [0,1] on considère l’unique nombre
réel td (n,δ) ∈ [0,n] tel que
1−d volN(td (n,δ))= δ. (6.3.1)
Puisque la fonction t 7→ volN(t ) est un homéomorphisme de l’intervalle [0,1] sur lui-même, la fonc-
tion δ 7→ td (n,δ) est continue.
Théorème 6.3 (Majoration effective fondamentale). Soient K′ une extension finie du corps K de degré
d = [K′ : K] ≥ 2, E = (E,p) un faisceau adélique localement libre de rang 2 sur K. Il existe un nombre
réel C([K′ : K],E ) avec la propriété suivante :
– pour tout nombre entier n ≥ 1,
– pour tous K′-points θ1, . . . ,θn de P(E) tel que, pour tout i = 1, . . . ,n, θi engendre le corps K′,
– pour tous K-points x1, . . . , xn de P(E),
– pour tout nombre réel 0< δ≤ 1/(2 ·n!),
– pour tout n-uplet r = (r1, . . . ,rn) de nombres entiers strictement positifs tel que εd (r )≤ δ2,
on a :
td (n,δ)
( ∑
v∈VK
deg(v) min
i=1,...,n
{−ri logdv (θi , xi )}
)
≤
(
1+3[K′ : K] n
p
δ
) n∑
i=1
ri hE (xi )+
2[K′ : K]
δ
n∑
i=1
ri hE (θi )+
r1+·· ·+ rn
δ
C([K′ : K],E ),
Démonstration. Soit n ≥ 2 un nombre entier. On considère le produit de n copies de la droite projec-
tive P(E),
P=P(E)×K · · ·×K P(E),
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le K′-point θ = (θ1, . . . ,θn) du K-schéma P et le K-point x = (x1, . . . , xn) du K-schéma P. En revenant
aux notations du Corollaire 6.2 on va choisir l’indice tx en le point rationnel x de manière de pouvoir
l’appliquer avec
tθ = td (n,δ).
Pour tout nombre réel δ ∈ [0,1] et pour tout n-uplet r = (r1, . . . ,rn) de nombres entiers strictement
positifs tel que δ+εd (r )≤ 1, soit ud (n,δ |r ) l’unique nombre réel tel que :
volN(ud (n,δ |r ))= 1−d volN(td (n,δ))+εd (r )
= δ+εd (r ). (6.3.2)
On remarque par définition le nombre réel ud (n,δ |r ) est strictement positif, pour tout nombre réel
ρ > 0, on a ud (n,δ |ρr ) = ud (n,δ |r ). Le Lemme suivant, comme tous les autres Lemmes de nature
combinatoire qui vont apparaître pendant la démonstration, sera prouvé une fois terminé la démons-
tration du Théorème 6.3.
Lemme 6.4. Soient n ≥ 2 un nombre entier, 0 < δ ≤ 1/(2 ·n!) un nombre réel et r = (r1, . . . ,rn) un
n-uplet de nombres entiers strictement positifs tel que εd (r )≤ δ2. Alors, ud (n,δ |r )≤ 1 et
2
∫
H(ud (n,δ | r ))
ζ1 dλ−volH(ud (n,δ |r ))−εd (r )> 0.
La fonction qui à tout nombre réel w ∈ [0,n] associe le nombre réel
volH(w)−2
∫
H(w)
ζ1 dλ= 2
∫
N(n−w)
ζ1 dλ−volN(n−w)
est négative sur les intervalles [0,1] et [n − 1,n], elle est nulle en 0 et n, elle vaut −(n − 1)/(n!) en 1
et n−1 elle est strictement décroissante (resp. strictement croissante) sur l’intervalle [0,1] (resp. sur
l’intervalle [n−1,n]).
On suppose dorénavant que le nombre réel δ appartient à l’intervalle ]0,1/(2 ·n!)[ et r = (r1, . . . ,rn)
soit un n-uplet de nombres réels strictement positifs tel que εd (r )≤ δ2. En vertu du Lemme précédent
on a alors ud (n,δ |r )≤ 1 et ainsi
volH(ud (n,δ |r ))−2
∫
H(ud (n,δ | r ))
ζ1 dλ≤ 0.
L’inégalité ud (n,δ)≤ 1 entraîne aussi qu’on a :∣∣∣∣volH(ud (n,δ |r ))−2∫H(ud (n,δ | r )) ζ1 dλ
∣∣∣∣−εd (r )
= 2
∫
H(ud (n,δ | r ))
ζ1 dλ−volH(ud (n,δ |r ))−εd (r )
<−n−1
n!
.
En particulier, il existe un unique nombre réel w ∈ [n−1,n], qu’on note wd (n,δ |r ), tel que∣∣∣∣volH(w)−2∫H(w) ζ1 dλ
∣∣∣∣= ∣∣∣∣volH(ud (n,δ |r ))−2∫H(ud (n,δ | r )) ζ1 dλ
∣∣∣∣−εd (r ).
Encore en vertu du Lemme précédent, le terme de droite de cette égalité est strictement positif : le
nombre réel wd (n,δ |r ) est alors strictement plus petit de n,
wd (n,δ |r )< n.
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Pour tout nombre réel w ∈ [0,n] avec w >wd (n,δ |r ) on a :∣∣∣∣volH(w)−2∫H(w) ζ1 dλ
∣∣∣∣< ∣∣∣∣volH(wd (n,δ |r ))−2∫H(wd (n,δ | r )) ζ1 dλ
∣∣∣∣
:=
∣∣∣∣volH(ud (n,δ |r ))−2∫H(ud (n,δ | r )) ζ1 dλ
∣∣∣∣−εd (r ),
et on peut donc appliquer le Corollaire 6.2 avec
tθ := td (n,δ |r ),
tx :=w,
a :=
(
1
r1
, . . . ,
1
rn
)
.
Il existe alors un nombre réel C(E ) qui ne dépend que du faisceau adélique localement libre E tel que
l’inégalité suivante soit satisfaite
td (n,δ) ·
(
vol■(r )−d volN(r, td (n,δ))
)( ∑
v∈VK
deg(v) min
i=1,...,n
{−ri logdv (θi , xi )}
)
+
n∑
i=1
(∫
H(r,w)
ζi
ri
dλ− volN(r,ud (n,δ |r ))+volH(r, w)
2
) ∑
v∈VK
deg(v)(−ri logdv (θi , xi ))
≤
n∑
i=1
[∫
H(r,w)
ζi
ri
dλ
]
ri hE (xi )+vol■(r )[K′ : K]
n∑
i=1
ri hE (θi )
+vol■(r )(r1+·· ·+ rn)C(E ).
En laissant w tendre vers wd (n,δ), l’inégalité précédente devient :
td (n,δ) ·
(
vol■(r )−d volN(r, td (n,δ))
)( ∑
v∈VK
deg(v) min
i=1,...,n
{−ri logdv (θi , xi )}
)
+
n∑
i=1
(∫
H(r,wd (n,δ | r ))
ζi
ri
dλ− volN(r,ud (n,δ |r ))+volH(r, wd (n,δ |r ))
2
) ∑
v∈VK
deg(v)(−ri logdv (θi , xi ))
≤
n∑
i=1
[∫
H(r,wd (n,δ | r ))
ζi
ri
dλ
]
ri hE (xi )+vol■(r )[K′ : K]
n∑
i=1
ri hE (θi )
+vol■(r )(r1+·· ·+ rn)C(E ).
et en divisant par vol■(r ) on obtient :
td (n,δ) ·
(
1−d volN(td (n,δ))
)( ∑
v∈VK
deg(v) min
i=1,...,n
{−ri logdv (θi , xi )}
)
+
n∑
i=1
(∫
H(wd (n,δ | r ))
ζi dλ− volN(ud (n,δ |r ))+volH(wd (n,δ |r ))
2
) ∑
v∈VK
deg(v)(−ri logdv (θi , xi ))
≤
n∑
i=1
[∫
H(r,wd (n,δ | r ))
ζi dλ
]
ri hE (xi )+ [K′ : K]
n∑
i=1
ri hE (θi )
+(r1+·· ·+ rn)C(E ).
Par définition de td (n,δ) (équation (6.3.1)) on a 1−d volN(td (n,δ))= δ. Puisque la valeur de l’intégrale∫
H(wd (n,δ | r ))
ζi dλ
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ne dépend pas de i , par définition de wd (n,δ) (équation (6.3.3)), pour tout i = 1, . . . ,n, on a :∫
H(wd (n,δ | r ))
ζi dλ− volH(wd (n,δ |r ))+volN(ud (n,δ |r ))
2
=−
(∫
N(ud (n,δ | r ))
ζi dλ+ εd (r )
2
)
=−
(∫
N(ud (n,δ | r ))
ζ1 dλ+ εd (r )
2
)
.
Avec ces observations, l’inégalité d’avant devient
td (n,δ) ·δ
( ∑
v∈VK
deg(v) min
i=1,...,n
{−ri logdv (θi , xi )}
)
+
(∫
N(ud (n,δ | r ))
ζ1 dλ+ εd (r )
2
) n∑
i=1
∑
v∈VK
ri deg(v) logdv (θi , xi ))
≤
[∫
H(r,wd (n,δ | r ))
ζ1 dλ
] n∑
i=1
ri hE (xi )+ [K′ : K]
n∑
i=1
ri hE (θi )+ (r1+·· ·+ rn)C(E ).
Lemme 6.5. Soient n ≥ 2 un nombre entier, 0< δ≤ 1/(2 ·n!) un nombre réel, r = (r1, . . . ,rn) un n-uplet
de nombres entiers strictement positifs tel que εd (r )≤ δ2. Alors on a :∫
N(ud (n,δ | r ))
ζ1 dλ+ εd (r )
2
≤ δ n+1n . (6.3.3)
Lemme 6.6. Soient n ≥ 2 un nombre entier, 0< δ≤ 1/(2 ·n!) un nombre réel, r = (r1, . . . ,rn) un n-uplet
de nombres entiers strictement positifs tel que εd (r )≤ δ2. Alors on a :∫
H(wd (n,δ | r ))
ζ1 dλ≤
(
1+4 n
p
δ
)
δ (6.3.4)
En vertu de ces deux Lemmes et en divisant par δ, on obtient :
td (n,δ)
( ∑
v∈VK
deg(v) min
i=1,...,n
{−ri logdv (θi , xi )}
)
+ n
p
δ
n∑
i=1
ri
∑
v∈VK
deg(v) logdv (θi , xi ))
≤
(
1+3 n
p
δ
) n∑
i=1
ri hE (xi )+
[K′ : K]
δ
n∑
i=1
ri hE (θi )+
r1+·· ·+ rn
δ
C(E ).
D’après l’inégalité de Liouville (Théorème III.6.1) pour tout i = 1, . . . ,n on a :
− ∑
v∈VK
deg(v) logdv (θi , xi )≤ [K′ : K]
(
hE (xi )+hE (θi )+ d̂egK(E )+4[K : Q]
)
.
Par conséquent,
np
δ
(
n∑
i=1
−ri
( ∑
v∈VK
deg(v) logdv (θi , xi ))
))
≤ n
p
δ[K′ : K]
n∑
i=1
ri
(
hE (xi )+hE (θi )+ d̂egK(E )+4[K : Q]
)
.
Si on pose C([K′ : K],E ) := [K′ : K](d̂egK E +4[K : Q]) on obtient
td (n,δ)
( ∑
v∈VK
deg(v) min
i=1,...,n
{−ri logdv (θi , xi )}
)
≤
(
1+ (4+ [K′ : K]) n
p
δ
) n∑
i=1
ri hE (xi )+2
[K′ : K]
δ
n∑
i=1
ri hE (θi )+
r1+·· ·+ rn
δ
C([K′ : K],E ),
ce qui achève la preuve.
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Démonstration du Lemme 6.4. Pour alléger la notation, dans la suite on écrira u au lieu de ud (n,δ |r ).
On démontre tout d’abord qu’on a u ≤ 1. En effet, puisqu’on a supposé δ≤ 1/(2 ·n!) et εd (r )≤ δ2, on a
par définition de u (équation (6.3.2)) :
volN(u)= δ+εd (r )≤ δ(1+δ)
≤ 1
2 ·n!
(
1+ 1
2 ·n!
)
≤ 1
n!
= volN(1).
Comme la fonction volN est strictement croissante sur [0,n], cette inégalité entraîne u ≤ 1. En parti-
culier, d’après (1.2.9), on a :
volN(u)= u
n
n!
ce qui, avec (6.3.2), implique
u = n
√
n!(δ+εd (r )).
Puisque u ≤ 1, d’après (1.3.8), on a :∫
N(u)
ζ1 dλ= u
n+1
(n+1)! =
u
n+1
un
n!
= u
n+1 volN(u)
et, en vertu de (1.2.5) et (1.3.5),
2
∫
H(u)
ζ1 dλ−volH(u)= volN(u)−2
∫
N(u)
ζ1 dλ
= volN(u)
(
1− 2u
n+1
)
= (δ+εd (r ))
(
1− 2u
n+1
)
.
Le nombre réel
2
∫
H(u)
ζ1 dλ−volH(u)−εd (r )= (δ+εd (r ))
(
1− 2u
n+1
)
−εd (r )
= δ
(
1− 2u
n+1
)
− 2u
n+1εd (r ).
est strictement positif si et seulement si
δ
(
1− 2u
n+1
)
> 2u
n+1εd (r )
Puisque εd (r )≤ δ2, il suffit de montrer :
δ
(
1− 2u
n+1
)
> 2u
n+1δ
2.
En divisant par δ cela a lieu si et seulement si
1> 2v
n+1 (1+δ),
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c’est-à-dire
u < 1
1+δ
n+1
2
.
D’autre part, en ayant supposé δ≤ 1/(2 ·n!), on a :
1
1+δ
n+1
2
≥ 1
1+1/(2 ·n!)
n+1
2
et il suffit de montrer :
1
1+1/(2 ·n!)
n+1
2
> 1,
ce qui est équivalent à :
n+1
2
> 1+ 1
2 ·n! ,
ou encore à :
(n+1)n!= n ·n!+n!> 2 ·n!+1,
ce qui est vrai pour tout nombre entier n ≥ 2. Cela achève la démonstration.
Démonstration du Lemme 6.5. Pour alléger la notation, dans la suite on écrira u au lieu de ud (n,δ |r ).
D’après le Lemme 6.4 on a u ≤ 1 et donc, par définition de u,
u = n
√
n!(δ+εd (r )).
D’après (1.3.8) on a : ∫
N(ud (n,δ | r ))
ζ1 dλ= u
n+1
(n+1)! =
u
n+1 volN(u)
= (δ+εd (r ))
n
√
n!(δ+εd (r ))
n+1
= (δ+εd (r ))
n+1
n
npn!
n+1 .
Puisqu’on a supposé εd (r )≤ δ2, on a :∫
N(ud (n,δ | r ))
ζ1 dλ+ εd (r )
2
= (δ+εd (r ))
n+1
n
npn!
n+1 +
εd (r )
2
≤ δ n+1n (1+δ) n+1n
npn!
n+1 +
δ2
2
= δ n+1n
[(
1+ 1
2 ·n!
) n+1
n
npn!
n+1 +
δ
n−1
n
2
]
Il suffit alors de montrer qu’on a : (
1+ 1
2 ·n!
) n+1
n
npn!
n+1 +
δ
n−1
n
2
≤ 1.
Puisque n ≥ 2, on a δ≤ 1/(2 ·n!)≤ 1/4. Il suffit alors de montrer :(
1+ 1
2 ·n!
) n+1
n
npn!
n+1 ≤
3
4
.
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En prenant le logarithme, cette inégalité est équivalente à la suivante :
n+1
n
log
(
1+ 1
2 ·n!
)
≤ log
(
3
4
)
+ log(n+1)− 1
n
log(n!).
En multipliant par n on obtient :
(n+1)log
(
1+ 1
2 ·n!
)
≤ n log
(
3
4
)
+n log(n+1)− log(n!). (6.3.5)
Le terme de gauche
(n+1)log
(
1+ 1
2 ·n!
)
est décroissant en n, alors que le terme de droite
log
(
3
4
)
n+n log(n+1)− log(n!)
est croissant en n. Il suffit, enfin, d’établir la validité de (6.3.5) pour n = 2, i.e., de vérifier que
3log
(
3
4
)
≤ 2log
(
3
4
)
+2log3− log2.
Cela est vrai car le terme de droite se récrit sous la forme 3log(3/4)+ log6.
Démonstration du Lemme 6.6. Pour alléger la notation, dans la suite on écrira w et u respectivement
au lieu de wd (n,δ |r ) et ud (n,δ |r ). Puisque w ∈ [n−1,n] le nombre réel
volH(w)−2
∫
H(w)
ζ1 dλ= (n−w)
n
n!
−2 (n−w)
n
n!
(
1− n−w
n+1
)
=− (n−w)
n
n!
(
1−2 n−w
n+1
)
(6.3.6)
est négatif. Par définition de w (équation (6.3.3)) on a :
2
∫
H(w)
ζ1 dλ−volH(w)= 2
∫
H(u)
ζ1 dλ−volH(u)−εd (r )
= volN(u)−2
∫
N(u)
ζ1 dλ−εd (r ). (6.3.7)
D’après le Lemme 6.4 on a u ≤ 1 et donc, par (1.3.8), on a :∫
N(ud (n,δ | r ))
ζ1 dλ= u
n+1
(n+1)! =
u
n+1 volN(u)
En utilisant cette égalité dans (6.3.7), par définition de u (équation (6.3.2)), on a :
volN(u)−2
∫
N(u)
ζ1 dλ−εd (r )= (δ+εd (r ))
(
1− 2u
n+1
)
−εd (r )
= δ− 2u
n+1 (δ+εd (r ))≤ δ (6.3.8)
En vertu de (6.3.6), (6.3.7) et (6.3.8) on a :
2
∫
H(w)
ζ1 dλ−volH(w)= (n−w)
n
n!
(
1−2 n−w
n+1
)
≤ δ. (6.3.9)
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Puisque n−w ≤ 1, on a :
1−2 n−w
n+1 ≤ 1−
2
n+1 =
n−1
n+1
et, en revenant à (6.3.9), on obtient :
volH(w)= (n−w)
n
n!
≤ n+1
n−1δ,
ce qui entraîne
n−w ≤ n
√
(n+1)!
n−1 δ.
En utilisant cette inégalité à nouveau dans (6.3.9) on obtient :
volH(w)= (n−w)
n
n!
≤
(
1− 2
n+1
n
√
(n+1)!
n−1 δ
)−1
δ. (6.3.10)
On a : (
1− 2
n+1
n
√
(n+1)!
n−1 δ
)−1
= 1+ 2
n+1
n
√
(n+1)!
n−1 δ
(
1− 2
n+1
n
√
(n+1)!
n−1 δ
)−1
. (6.3.11)
Puisque, par hypothèse δ≤ 1/(2 ·n!), on a :
2
n+1
n
√
(n+1)!
n−1 ·δ ≤
2
n+1
n
√
(n+1)!
n−1
1
2 ·n!
= 2
n+1
n
√
1
2
n+1
n−1
Pour tout nombre entier n ≥ 2 on a :
2
n+1
n
√
1
2
n+1
n−1 ≤
√
2
3
. (6.3.12)
En effet, en prenant la puissance n-ième, cette inégalité est équivalente à l’inégalité :( p
6
n+1
)n
≤ 2(n−1)
n+1 = 2−
4
n+1
Un calcul montre que cette dernière inégalité est vraie pour n = 2 ; si n ≥ 3 le terme de gauche est ≤ 1,
alors que le terme de droite est ≥ 1. En vertu de (6.3.11) et (6.3.12), (6.3.10) devient :
volH(w)= (n−w)
n
n!
≤
(
1+
(p
2+p3
) 2
n+1
n
√
(n+1)!
n−1 δ
)
δ, (6.3.13)
où on a écrit
1
1−
√
2
3
=p2+p3.
Pour tout nombre entier n ≥ 2 on a
2
n+1
n
√
(n+1)!
n
≤ 2
p
3
3
.
6. Conclusion 261
On obtient :
volH(w)= (n−w)
n
n!
≤
(
1+
(p
2+p3
) 2p3
3
np
δ
)
δ (6.3.14)
et on conclut en remarquant (p
2+p3
) 2p3
3
= 2
√
2
3
+2≤ 4,
ce qu’il fallait prouver.
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Applications de la théorie géométrique des invariants à la géométrie
diophantienne
Mots clés : Théorie géométrique des invariants, géométrie d’Arakelov, approximation diophantienne, théorie de
Kempf-Ness.
Résumé : La théorie géométrique des invariants constitue un domaine central de la géométrie algé-
brique d’aujourd’hui : développée par Mumford au début des années soixante, elle a conduit à des
progrès considérables dans l’étude des variétés projectives, notamment par la construction d’espaces
de modules.
Dans les vingt dernières années des interactions entre la théorie géométrique des invariants et la
géométrie arithmétique – plus précisément la théorie des hauteurs et la géométrie d’Arakelov – ont
été étudiés par divers auteurs (Burnol, Bost, Zhang, Soulé, Gasbarri, Chen).
Dans cette thèse nous nous proposons d’un côté d’étudier de manière systématique la théorie
géométrique des invariants dans le cadre de la géométrique d’Arakelov ; de l’autre de montrer que ces
résultats permettent une nouvelle approche géométrique (distincte aussi de la méthode des pentes
développée par Bost) aux résultats d’approximation diophantienne, tels que le Théorème de Roth et
ses généralisations par Lang, Wirsing et Vojta.
Applications of geometric invariant theory to diophantine geometry
Key words : Geometric invariant theory, Arakelov geometry, diophantine approximation, Kempf-Ness
theory.
Abstract : Geometric invariant theory is a central subject in nowadays’ algebraic geometry : develo-
ped by Mumford in the early sixties, it enhanced the knowledge of projective varieties through the
construction of moduli spaces.
During the last twenty years, interactions between geometric invariant theory and arithmetic geo-
metric — more precisely, height theory and Arakelov geometry — have been exploited by several au-
thors (Burnol, Bost, Zhang, Soulé, Gasbarri, Chen).
In this thesis we firstly study in a systematic way how geometric invariant theory fits in the fra-
mework of Arakelov geometry ; then we show that these results give a new geometric approach to
questions in diophantine approximation, proving Roth’s Theorem and its recent generalizations by
Lang, Wirsing and Vojta.
