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Abstract
In this paper we solve problems of eigenvalues of stochastic Hamiltonian systems with bound-
ary conditions and construct the corresponding eigenfunctions. This is a sort of forward{backward
stochastic dierential equations (FBSDE) parameterized by  2 R. The problem is to nd
non-trivial solutions while the trivial solution 0 exists. We show that, as the classical cases,
the phenomenon of statistic periodicity and related stochastic oscillations appear. A method of
dual transformation of stochastic Hamiltonian systems is introduced and applied, as a main tool,
in the construction of eigenfunctions. This eigenvalue problem is also formulated in a standard
way in functional analysis. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Stochastic Hamiltonian systems; Dual transformation of Hamiltonian systems;
Forward and backward stochastic dierential equations; Matrix-valued Riccati equations;
Stochastic vibration; Statistic periodicity; Optimal control
1. Introduction
In this paper, we study the problem of eigenvalues for stochastic Hamiltonian sys-
tems with boundary conditions. This is a sort of forward{backward stochastic dier-
ential equations (FBSDE) parameterized by  2 R (see (2.11) for details). For any
; (x(); y(); z())  0 is always the trivial solution. The problem is to nd some suit-
able values i; i=1; 2; : : : such that, with each i, the FBSDE has at least one nontrivial
solution. These values are called eigenvalues and the corresponding nontrivial solutions
are called the related eigenfunctions.
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Partially coupled FBSDEs were discussed in Peng (1992) in order to introduce the
nonlinear Feynman{Kac formula. Fully coupled FBSDE were developed by Antonelli
(1993), for local existence, and Ma et al. (1994) by four-step-scheme. Motivated by
stochastic Hamiltonian equations, Hu and Peng (1995) and then Peng and Wu (1999)
have developed a continuation method. We refer to the recent book on FBSDE of Ma
and Yong (1999). But in all those works, only existence and uniqueness of solutions
are studied.
In this paper we prove the existence of eigenvalues and construct the correspond-
ing eigenfunctions. This explicit construction of the eigenfunctions permit us to see
clearly certain important properties of the eigenfunctions, among which the statistic
periodicity. These results provide us, many interesting examples of the phenomenon of
multi-solutions in FBSDE.
The problem is also formulated as a problem of eigenvalues of a bounded and
self-adjoint operator in a Hilbert space in a standard way in the theory of functional
analysis.
We recall the deterministic case. Classical Hamiltonian system plays a dominant role
in the research of classical mechanics. A typical boundary problem of such Hamiltonian
systems is
_x(t) = @yh(x(t); y(t));
− _y(t) = @xh(x(t); y(t));
x(0) = 0; y(T ) = 0;
where h(x; y) :Rn  Rn 7! R, called Hamiltonian, is a given function. We take a very
simple and basic situation in mechanics: one-dimensional (i.e., n = 1) and quadratic
(see Arnold, 1998; Msrsden and Ratiu, 1994):
h(x; y) = 12 (x
2 + y2)
here  is the related parameter. The above Hamiltonian system is then written as
_x(t) = y(t);
− _y(t) = x(t);
x(0) = 0; y(T ) = 0:
Clearly, (x(t); y(t))  0 is its trivial solution. The eigenvalue problem is to nd some
number  for which the above equation admits a nontrivial solution. If it is the case,  is
called an eigenvalue and the corresponding nontrivial solution is called an eigenfunction
related to . It is easy to check that if and only if when
> 0;
p
=

2T
;
3
2T
;
5
2T
; : : : ;
the system has nontrivial solutions, i.e., eigenfunctions. In fact, they have the following
form:
x(t) = sin
p
t; y(t) =
1p

cos
p
t:
The periodicity appears in these eigenfunctions which is a rather common phenomenon
in Hamiltonian system.
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Ito^’s calculus provides a powerful mathematical tool to describe Newton’s law in
the random world. But it is widely believed that this kind of periodicity cannot happen
in the context of stochastic dierential equation in the sense of classical Ito^’s calculus.
But in practice, stochastic vibrations and the related statistic periodicity are a very
common phenomenon.
In this paper, we will discuss the problem of eigenvalues and the corresponding
eigenfunctions of boundary problems of stochastic Hamiltonian system, within the clas-
sic Ito^’s calculus. Our results show that, as in the deterministic case, the eect of
‘periodicity’ and the related stochastic vibrations will also happen in the corresponding
eigenfunctions.
Stochastic Hamiltonian system was introduced in the theory of stochastic optimal
control as a necessary condition of an optimal control, known as stochastic version of
the maximum principle of Pontryagin’s type. See Kushner (1972), Bismut (1973, 1978)
(already in the following form), Haussmann (1976), Bensoussan (1981) and Peng
(1990). A boundary problem of stochastic Hamiltonian system, a special kind FBSDE
is formulated as follows:
dxt = @yh(xt ; yt ; zt) dt + @zh(xt ; yt ; zt) dBt;
−dyt = @xh(xt ; yt ; zt) dt − zt dBt;
x(0) = 0; yT = 0: (1.1)
Here the related Hamiltonian h is a real function of three variables (x; y; z) 2 Rn 
Rn  Rn, and is parametrized by  2 R.
Our general formulation of the problem of eigenvalues of this stochastic Hamiltonian
system is based on Hu and Peng (1995) and then Peng and Wu (1999) on FBSDEs.
To nd the eigenvalues and to explicitly construct the corresponding eigenvalues, two
methods are applied. The rst is the relationship between stochastic Hamiltonian sys-
tems and related matrix-valued ODE, called Riccati equations. The second one is the
dual transformation of stochastic Hamiltonian systems. This new method of dual trans-
formations also has its own interests. Our main idea of nding an eigenvalue is to
construct a series of successive blow-up times of the Riccati equation and the cor-
responding dual Riccati equations. The behavior of this series with respect to  is
essential in determining i.
This paper is organized as follows: in Section 2 we begin with a general formula-
tion of forward{backward stochastic dierential equations and then, as its special case,
stochastic Hamiltonian systems. Then we formulate the problem of eigenvalues and
eigenfunctions of stochastic Hamiltonian systems. Our main results are stated in Sec-
tion 3 as two theorems. They are results of eigenvalues and eigenfunctions of linear
stochastic Hamiltonian systems. Theorem 3.1 is for arbitrarily dimensional case. Ex-
istence of the rst eigenvalue is given and the related eigenfunctions are constructed.
Theorem 3.2 is for one-dimensional case (n=1). Existence of the system of all eigen-
values is given and the related eigenfunctions are constructed. Before giving the proof
of these two theorems constructing the related eigenfunctions, we need to introduce a
method of duality transformations of stochastic Hamiltonian systems. This is given in
Section 4. In this section we also discuss the relation between a stochastic Hamiltonian
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system and its Riccati equation. The related dual Riccati equations is also discussed.
We then give the proofs of Theorem 3.1 in Section 5 and that of Theorem 3.2 in
Section 6. Several remarks are given after the proof of Theorem 3.2, to explain the
‘statistic periodicity’ of the related eigenfunctions. Finally, in Section 7, we give a
standard formulation of the problem of eigenvalues from the point of view of func-
tional analysis: a new monotone operator A in a suitable Hilbert space is introduced.
Our problem of eigenvalues of deterministic and stochastic Hamiltonian systems can
be treated as the problem of eigenvalues of this linear operator A. In the appendix,
we prove a general comparison theorem, used in Sections 5 and 6, of matrix-valued
Riccati equations.
In this paper many techniques in matrix-valued ODE have been applied. With the
appendix, they basically self-contained in this paper. Readers who are only interested
in one-dimensional cases can read the all the involved n  n matrices as scalars, i.e.,
1 1 matrices. Our results are still novel.
2. General formulation
We will use respectively the notations h ; i and j  j for the scalar product and the
norm of an Euclidean space, without specifying the dimension of the space (the scalar
product of a Hilbert space H will be denoted by h ; iH ).
Let Bt , t>0, be a Brownian motion dened on a probability space (
;F; P).
Without loss of generality, we assume that Bt is one-dimensional. We denote by
Ft = ffBs; s6tg _Ng, the natural ltration generated by Bs, where N is the col-
lection of all P-null subsets. The space of all mean square-integrable Ft-adapted and
Rm-valued processes will be denoted by M 2(0; T ;Rm). It is a Hilbert space with the
norm
jjv()jjM 2(0;T ; Rm) =

E
Z T
0
jv(t)j2 dt
1=2
:
We recall a result of Hu and Peng (1995) of forward{backward stochastic dierential
equations (FBSDE): to nd a triple of processes (x(); y(); z()) 2 M 2(0; T ;R3n) that
solves uniquely the following FBSDE
dxt = f2(xt ; yt ; zt ; t) dt + f3(xt ; yt ; zt ; t) dBt; t 2 [0; T ];
−dyt = f1(xt ; yt ; zt ; t) dt − zt dBt;
x(0) = x0; yT =	(xT ); (2.1)
where f1; f2; f3 :R3n  [0; T ]  
 7! Rn and 	: Rn 7! Rn are measurable functions.
We set
f =
2
4−f1f2
f3
3
5 : (x; y; z; t) 2 R3n  [0; T ] 
 7! R3n: (2.2)
We assume that
f(; ) 2 M 2(0; T ;R3n); = (x; y; z) 2 R3n: (2.3)
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We also assume the Lipschitz condition for f and 	:
jf()− f(0)j6Cj− 0j; 8; 0 2 R3n (2.4)
and
j	(x)−	(x0)j6Cjx − x0j; 8x; x0 2 Rn: (2.5)
Our main assumptions are the following monotonicity condition:
hf()− f(0); − 0i6− j− 0j2; (2.6)
where > 0 is a constant, and
h	(x)−	(x0); x − x0i>0: (2.7)
We have Hu and Peng (1995)
Proposition 2.1. We assume (2:3){(2:7). Then there exists a unique solution (x; y; z)
() 2 M 2(0; T ;R3n) of equation (2:1).
A direct application of this result, which is also the principal motivation of the papers
Hu and Peng (1995) and Peng and Wu (1999) is the following boundary problem of
stochastic Hamiltonian system: let h(x; y; z) :Rn Rn Rn 7! R be a C1 real function
of (x; y; z), called a Hamiltonian and let (x) :Rn 7! R be a C1 real function of x. A
boundary problem of stochastic Hamiltonian system is of the following form: to nd
a triple: (x; y; z) 2 M 2(0; T ;R3n) such that
dxt = @yh(xt ; yt ; zt) dt + @zh(xt ; yt ; zt) dBt;
−dyt = @xh(xt ; yt ; zt) dt − zt dBt;
x(0) = x0; yT = @x(xT ); (2.8)
where @xh, @yh and @zh are respectively gradients of h with respect to x, y and z. This
problem is a special type of (2.1), with
f =
2
4−@xh@yh
@zh
3
5 ; 	 = @x: (2.9)
If f and 	 satisfy the assumptions (2.3){(2.7), then, by Proposition 2.1, the stochastic
Hamiltonian system has a unique solution.
Our problem of eigenvalues of a stochastic Hamiltonian system is formulated as
follows: let h(x; y; z) :R3n 7! R be a C1 function that satises a similar Lipschitz
condition as for h. We set for each  2 R
h(x; y; z) = h(x; y; z) +  h(x; y; z):
We assume further more that (x; y; z) = (0; 0; 0) is a critical point of h and h, i.e.,
@xh= @x h= @yh= @y h= @zh= @z h= 0 for (x; y; z) = (0; 0; 0) (2.10)
We consider the following stochastic Hamiltonian system:
dxt = @yh(xt ; yt ; zt) dt + @zh(xt ; yt ; zt) dBt;
−dyt = @xh(xt ; yt ; zt) dt − zt dBt;
x0 = 0; yT = 0: (2.11)
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It is clear that (xt ; yt ; zt)  0 is a trivial solution of (2.11). The problem of eigen-
values is to nd some number  6= 0 for which (2.11) has nontrivial solutions. We
will mainly consider the case where h and h are of quadratic form:
h() = 12 hH; i; 8= (x; y; z) 2 R3;
h() = 12 h H; i; 8= (x; y; z) 2 R3;
where H and H are 3n 3n symmetric matrices:
H =
2
664
H11 H12 H13
H21 H22 H23
H31 H32 H33
3
775 ; H =
2
4
H 11 H 12 H 13
H 21 H 22 H 23
H 31 H 32 H 33
3
5 ;
where Hij; i; j = 1; 2; 3; are (n  n)-matrices such that Hji = HTij and Hji = HTij. We
denote also
H = H −  H; Hij = Hij −  Hij; i; j = 1; 2; 3:
Assumption (2.6) is formulated as follows:2
4−H11 −H12 −H13H21 H22 H23
H31 H32 H33
3
5 6− I3n: (2.12)
Observe that this assumption is equivalent to−H11 −H13
H31 H33

6− I2n;

H22 H23
H32 H33

6− I2n: (2.13)
It follows that the inverses of these two matrices are also strictly negative. Thus
− H11 + H13H−133 H31< 0; H22 − H23H−133 H32< 0: (2.14)
We will solve, for some real number , a nontrivial solution of
dxt = [H21xt + H

22yt + H

23zt]dt + [H

31xt + H

32yt + H

33zt] dBt;
−dyt = [H11xt + H12yt + H13zt] dt − zt dBt;
x0 = 0; yT = 0: (2.15)
By Proposition 2.1, Assumption (2.12) implies that, when  = 0, the trivial solution
(xt ; yt ; zt)  0 is the only one.
Denition 2.2. A real number  is called an eigenvalue of the linear stochastic Hamil-
tonian system (2.15) if there exists a nontrivial solution (xt ; yt ; zt) 6 0 of (2.15). This
solution is called an eigenfunction corresponding to . All eigenfunctions correspond-
ing to the eigenvalue  constitute of a linear subspace of M 2(0; T ;R3n) called the
eigenfunction subspace corresponding to .
Remark 1. In Section 7, we will explain, from the point view of functional analysis,
that this problem is in fact a problem of eigenvalues of a linear bounded and self-adjoint
operator A in the Hilbert space M 2(0; T ;R3n). Therefore only a real number can be
an eigenvalue.
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3. Main results
Actually we have two main results, for multi-dimensional case, we will treat the
problem where the matrix H is of the following form:
H =
2
4 0 0 H130 H22 H23
H31 H32 0
3
5 : (3.1)
Eq. (2.15) now is written as
dxt = [H21xt + (1− )H22yt + (1− )H23zt] dt
+[(1− )H31xt + (1− )H32yt + H33zt] dBt;
−dyt = [H11xt + H12yt + (1− )H13zt] dt − zt dBt;
x(0) = 0; yT = 0: (3.2)
Theorem 3.1. We assume (2:12). Then there exists a 1> 0; the smallest eigenvalue.
The dimension of the space of the eigenfunctions corresponding to 1 is less than n.
For one-dimensional case, i.e., n = 1, Hij and Hij, i = 1; 2; 3, are all real numbers.
we will treat the case where
H =
2
4 0 0 00 H22 0
0 0 0
3
5 :
Observe that, from (2.12), H22< 0. Eq. (2.15) now is written as
dxt = [H21xt + (1− )H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dBt;
−dyt = [H11xt + H12yt + H13zt] dt − zt dBt;
x(0) = 0; yT = 0: (3.3)
In this case we have a more concrete result:
Theorem 3.2. For n=1; we assume (2:12) as well as H23=−H33H13. Then there exists
1<2<3<    : the system of all eigenvalues of (3:3); with i %1 and i !1.
The dimension of the space of the eigenfunctions corresponding to each i is 1.
Remark 2. We will see in Sections 5 and 6, the proofs of these two theorems, that our
method is to construct the related eigenfunctions. From those constructions one can see
that the eigenfunctions (xit ; y
i
t) corresponding to i has a sort of ‘statistic periodicity’.
‘Stochastic vibrations’ will appear. See Section 6.2 for more details.
4. Dual transformation of stochastic Hamiltonian system
As in the classical situation, an interesting and fundamental problem in stochastic
Hamiltonian system of form (2.8) is, if we change the role of x and y, i.e., (~x; ~y) =
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(y; x), can we still regarding this equation as a stochastic Hamiltonian system? In
deterministic case, by changing the direction of time variable, we can get a positive
answer. In stochastic situation, we have to nd a dierent approach. A new point of
view of dual transformation method was proposed in a short communication of Peng
(1999b). Here we will discuss it in details. We will show that this dual transformation
plays an essential role for nding the eigenvalues and constructing the corresponding
eigenfunctions of a stochastic Hamiltonian system.
4.1. General case
We will introduce a method of dual transformation of a stochastic Hamiltonian
system. This method plays an important role in the proof of the above two theorems.
For simplication, we assume that
h;  2 C2;
@2zzh(x; y; z)6− In;
@2xx(x)>In; (4.1)
where  is a positive constant. This assumptions can be weaken. We note that the
monotonic assumption (2.6) need not to be satised. Consider the following stochastic
Hamiltonian system:
dxt = @yh(xt ; yt ; zt) dt + @zh(xt ; yt ; zt) dBt; x(0) = x0;
−dyt = @xh(xt ; yt ; zt) dt − zt dBt; yT = x(xT ): (4.2)
We assume that a solution (xt ; yt ; zt)t2[0;T ], of this equation exists. The problem is:
if we change the role of xt and yt i.e., set (~xt ; ~y t) = (yt; xt), is this equation still a
stochastic Hamiltonian system? To this end, we take the Legendre transformations for
h with respect to z, and for  with respect to x:
~h(~x; ~y; ~z) = inf
z2Rn
fhz; ~zi − h( ~y; ~x; z)g
= hz(~x; ~y; ~z); ~zi − h( ~y; ~x; z(~x; ~y; ~z));
~(~x) = sup
x2Rn
fhx; ~xi − (x)g
= hx(~x); ~xi − (x(~x)); (4.3)
where z(x; y; z), for each (~x; ~y; ~z), is the corresponding (unique) minimum point, x(~x),
for each ~x is the corresponding (unique) maximum point. We call ~h the dual Hamil-
tonian of (4.2). From (4.1), ~h and ~ are well-dened.
We also have the following inverse Legendre transformations:
h(x; y; z) = inf
~z2Rnd
fhz; ~zi − ~h(y; x; ~z)g
= fhz; ~z(x; y; z)i − ~h(y; x; ~z(x; y; z))g;
(x) = sup
~x2Rn
fhx; ~xi − ~(~x)g
= hx; ~x(x)i − ~(~x(x)):
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Furthermore, we have
~z = @zh( ~y; ~x; z(~x; ~y; ~z)); ~x = @x(x(~x)); 8~x; ~y; ~z;
z = @ ~z ~h(y; x; ~z(x; y; z)); x = @ ~x ~(~x(x)); 8x; y; z: (4.4)
It is then easy to check that the triple (~xt ; ~y t; ~zt) dened by
~xt = yt; ~y t = xt ; ~zt = @zh(xt ; yt ; zt) (4.5)
satises the following stochastic Hamiltonian system:
d~xt = @ ~y ~h(~xt ; ~y t; ~zt) dt + @ ~z ~h(~xt ; ~y t; ~zt) dBt; ~x(0) = y0;
−d ~y t = @ ~x ~h(~xt ; ~y t; ~zt) dt − ~zt dBt; ~yT = ~ ~x(~xT ): (4.6)
We then can claim
Lemma 4.1. We assume (4:1). Then under the change of variables (4:5); the stochas-
tic Hamiltonian equation (4:2) is transformed to a new one (4:6); where ~h and ~
are Legendre transformation of h and . This transformation is called the dual
transformation; the new Hamiltonian system (4:6) is called the dual Hamiltonian
system. Moreover; the dual transformation of the dual Hamiltonian system (4:6) is
the original stochastic Hamiltonian equation (4:2).
4.2. Linear case
We consider the following linear stochastic Hamiltonian system:
dxt = [H21xt + H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dBt;
x0 = x0;
−dyt = [H11xt + H12yt + H13zt] dt − zt dBt;
yT = QxT ;
where Q; Hij; i; j=1; 2; 3; are all n n matrix such that HTij =Hij and QT =Q. We do
not need Assumption (2:12). Assumptions (4:1) are read as
H33< 0; and Q> 0: (4.7)
According to (4.4)
~xt = yt; ~y t = xt ;
~zt =H31xt + H32yt + H33zt ;
zt =−H−133 H32 ~xt − H−133 H31 ~y t + H−133 ~zt :
We also have (x)=Qx, ~(~x)= ~Q ~x=Q−1 ~x. Thus the special case of the dual system
(4.6) is
d~xt = [ ~H 21 ~xt + ~H 22 ~y t + ~H 23 ~zt] dt + [ ~H 31 ~xt + ~H 32 ~y t + ~H 33 ~zt] dBt;
~x0 = y0;
−d ~y t = [ ~H 11 ~xt + ~H 12 ~y t + ~H 13 ~zt] dt − ~zt dBt;
~yT = Q
−1 ~xT ; (4.8)
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where
~H =
2
64
~H 11 ~H 12 ~H 13
~H 21 ~H 22 ~H 23
~H 31 ~H 32 ~H 33
3
75=
2
64
H23H−133 H32 − H22 H23H−133 H31 − H21 − H23H−133
H13H−133 H32 − H12 H13H−133 H31 − H11 − H13H−133
−H−133 H32 − H−133 H31 H−133
3
75
is called the dual transformation of H . Since ~H is still a symmetric matrix, thus this
dual equation is still a linear stochastic Hamiltonian system.
4.3. Matrix-valued Riccati equations
The notion of Riccati equations was widely used to refer matrix-valued ODE contain-
ing linear and quadratic terms. These equations and their natural relation with linear
quadratic optimal stochastic controls has been extensively studied, see for example
Wonham (1968), Bismut (1973), Bensoussan (1981), Peng (1993) and Chen et al.
(1994). In this section, we will give a new formulation of such matrix-valued Riccati
equations of form (4.9). This formulation has a more direct relation with stochastic
Hamiltonian systems.
We denote by Sn the set of all n n symmetric matrices, and by Sn+ the set of all
nonnegative matrices in Sn. Now we consider the following Sn-valued ODE dened in
some interval [T1; T2] [0; T ]:
− _K(t) = K(H21 + H22K + H23M) + H11 + H12K + H13M;
M (t) = K(H31 + H32K + H33M);
(K(); M ()) 2 C1([T1; T2]; Sn) L1([T1; T2];Rnn);
K(T2) = K 0 2 Sn: (4.9)
This equation is called a matrix-valued Riccati equation.
Observe that the second relation of (4.9) can be rewritten as
[In − K(t)H33]M (t) = K(t)(H31 + H32K(t)):
If (4.9) has a unique solution (K(); M ()) then the following condition has to be
satised:
det(In − K(t)H33) 6= 0; 8t 2 [T1; T2]: (4.10)
Since det(In−K(t)H33) is a continuous nonzero function of t on [T1; T2], thus jdet(In−
K(t)H33)j>c for some c> 0. It follows that (In−K(t)H33)−1 exists and is uniformly
bounded. We will discuss, in Section 5, Remark 5, the conditions under which (4.10)
is satised. In this case M (t) can be expressed in term of K(t):
M (t) = [In − K(t)H33]−1K(t)(H31 + H32K(t))
= F0(K(t))(H31 + H32K(t));
where we denote
F0(K) = [In − KH33]−1K: (4.11)
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We will discuss this mapping, in Section 5, Remarks 5 and 6, some main properties
of this mapping. In this case, K(t) is a solution of the following matrix-valued ODE:
− _K =KH21 + H12K + H11 + H13F0(K)H31
+ [KH23F0(K)H31 + H13F0(K)H32K]
+K[H22 + H23F0(K)H32]K: (4.12)
Conventionally, this equation is called Riccati equation. Eq. (4.9) is a new version
of Riccati equation. Clearly, this new version is more general than (4.12). We will
see lately that it is also more directly and more naturally related to the corresponding
stochastic Hamiltonian equation:
dxt = [H21xt + H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dBt;
−dyt = [H11xt + H12yt + H13zt] dt − zt dBt: (4.13)
The following lemma holds even without Assumption (4:7).
Lemma 4.2. We assume that in some interval [T1; T2] [0; T ] Riccati equation (4:9)
has a solution (K(); M ()). Then the stochastic Hamiltonian system with boundary
condition
xT1 = x0; yT2 = K
0xT2 (4.14)
has an ‘explicit solution’
(xt ; yt ; zt) = (xt ; K(t)x(t); M (t)x(t)); t 2 [T1; T2]; (4.15)
where x(t) is solved by
dx(t) = [H21 + H22K(t) + H23M (t)]x(t) dt
+[H31 + H32K(t) + H33M (t)]x(t) dBt; x(T1) = x0: (4.16)
If we assume furthermore that (4:10) holds; or more weakly; there exist a constant
c> 0; such that
(In − K(t)H33)T (In − K(t)H33)>c(H13 + K(t)H23)T (H13 + K(t)H23) (4.17)
holds; then stochastic Hamiltonian equation with boundary condition (4:14) has a
unique solution.
Proof. The fact that (4.15) is a solution of the stochastic Hamiltonian equation (4.13)
with boundary condition (4.14) can be checked by dierentiating K(t)x(t).
For the proof of the uniqueness, we only discuss the case under condition (4.10).
Observe that since det(In − K(t)H33) is continuous in [T1; T2], thus (In − K(t)H33)−1
is uniformly bounded. Let (xt ; yt ; zt)t2[T1 ;T2] be a solution of (4.13) with xT1 = x0, and
yT2 = K 0xT2 . We set ( yt; zt) = (K(t)xt ; M (t)xt). By dierentiating yt , we have
−d yt =− _K(t)xt dt − K(t) dxt
= [K(H21 + H22K + H23M) + H11 + H12K + H13M ] xt dt
−K(t)f[H21xt + H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dBtg
= [K(H22 y t + H23 zt) + H11xt + H12 y t + H13 zt] dt
−K(t)f[H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dBtg:
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Thus
−d yt = [K(H22y^t + H23z^t) + H11xt + H12 yt + H13 zt] dt
− [KH31xt + K(H32yt + H33zt)] dBt:
On the other hand, from
M (t) = K(H31 + H32K + H33M)
we have
KH31xt = zt − K(H32 y t + H33 zt):
Thus
−d y t = [K(H22y^ t + H23z^t) + H11xt + H12 y t + H13 zt] dt
− [ zt − K(H32y^ t + H33z^t)] dBt
We then set (y^t ; z^t) = ( yt − yt; zt − zt). It is clear that
−dy^ t = [K(H22y^ t + H23z^t) + H12y^ t + H13z^t] dt − [z^t − K(H32y^ t + H33z^t)] dBt:
Thus
− dy^ t = [(H12 + KH22)y^ t + (H13 + KH23)z^t] dt
− [− KH32y^ t + (In − KH33)z^t)] dBt;
y^(T ) = 0: (4.18)
We now set
z0t =−K(t)H32y^ t + (In − KH33)z^t :
Since (In − K(t)H33)−1 is uniformly bounded, the above equation is written as
−dy^ t = [(H12 + KH22)y^ t + (H13 + KH23)(In − KH33)−1(z0t + KH32y^ t)] dt
− z0t dBt;
y^(T ) = 0:
This is a typical linear backward stochastic dierential equation. There is a unique
solution (y^(t); z0(t))  0. Thus (y^(t); z^(t))  0, or
yt = K(t)xt ; zt =M (t)xt :
We point out, at this stage, that even the existence of (In−K(t)H33)−1 does not hold,
using the classic technique of uniqueness introduced in Pardoux and Peng (1990) (see
also El Karoui et al., 1997), with the less strong condition (4.17), we can still prove
(y^(t); z0(t))  0. It follows from the rst equation of (4.13) that (xt ; yt ; zt) is the
solution of (4.16). Thus (xt ; yt ; zt)  (x(t); y(t); z(t)). The proof is complete.
Remark 3. There is an analogous relation between the dual Hamiltonian equation (4.8)
and the following dual Riccati equation:
− d
dt
~K(t) = ~K( ~H 21 + ~H 22 ~K + ~H 23 ~M) + ~H 11 + ~H 12 ~K + ~H 13 ~M;
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~M (t) = ~K( ~H 31 + ~H 32 ~K + ~H 33 ~M);
( ~K(); ~M ()) 2 C1(T1; T2; Sn) L1(0; T ;Rnn); (4.19)
when det(In − ~K(t) ~H 33) 6= 0, it becomes a classic matrix-valued Riccati equation
− d
dt
~K(t) = ~K ~H 21 + ~H 12 ~K + ~H 11 + ~H 13 ~F0( ~K) ~H 31
+ [ ~K ~H 23 ~F0( ~K) ~H 31 + ~H 13 ~F0( ~K) ~H 32 ~K]
+ ~K[ ~H 22 + ~H 23 ~F0( ~K) ~H 32] ~K; (4.20)
where
~F0(K) = (In − K ~H 33)−1K:
Remark 4. We consider the inverse (In − KH33)−1. If, for some constant < 1, K 2
DF = fK 2 Sn;K>H−133 g, we have
(−H33)−1 + K>− (1− )H−133 >(1− )−1In:
Thus the inverse of (−H33)−1 + K exists and is uniformly bounded in DF . It then
follows from
−H−133 ((−H33)−1 + K)−1 =−H−133 [(In − KH33)(−H33)−1]−1
= (In − KH33)−1
that (In−KH33)−1 is also uniformly bounded in DF . We also have (F0(K))T =F0(K).
Remark 5. For a given K > 0, since K−1 − H33>In, the inverse of K−1 − H33 is
uniformly bounded. On the other hand, we have
(K−1 − H33)−1 = (K−1(In − KH33))−1
= (In − KH33)−1K
= F0(K): (4.21)
We also have 06F0(K)6 − H−133 . Thus, by passing limit: limK!K F0(K) = F0(K),
K > 0, one has
06F0(K)6− H−133 ; K 2 Sn+: (4.22)
Thus
F0(K) : Sn+ 7! Sn+:
One can also see from (4.21), that, in Sn+; F0(K) is monotone:
K1>K2 ) F0(K1)>F0(K2): (4.23)
5. Proof of Theorem 3.1
In this section and the next, we will introduce a constructive method to prove the
main results of this paper, Theorems 3.1 and 3.2. It consists of a combination of the
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classic Riccati equation approach and the dual transformation approach introduced in
Section 4. We will see that the behavior of blow-up times of the solutions of the related
Riccati equations and its dual Riccati equations, with respect to  = 1 −  dominates
the properties of the eigenvalues.
5.1. Riccati equation approach
For Hamiltonian equation (3.2), we consider the Riccati equation corresponding to
the eigenvalue problem of Hamiltonian equation (3.2):
− _K = K(H21 + H22K + H23M) + H11 + H12K + H13M;
M = K(H31 + H32K + H33M); (K(t); M (t)) 2 Sn+  Rnn;
K(T ) = 0; (5.1)
where =1−. The problem is to solve a pair (K(t); M (t))=(K(t; ); M (t; )); t6T ,
satisfying the above equation. We will see that the key point of the proof is the behavior
of the blow-up times of K(t; ) when  changes.
We will x a  2 (0; 1) and consider the solution of the above equation within
K(t)>H33. From Remarks 4 and 5 of the previous section, (In−KH33)−1 and F0(K)
are well-dened. One can equivalently consider the following classic Riccati equation
of type (4.12):
− _K = KH21 + H12K + H11 + 2H13F0(K)H31
+2[KH23F0(K)H31 + H13F0(K)H32K]
+K[H22 + 2H23F0(K)H32]K;
K(T ) = 0: (5.2)
Or
− _K = KH21 + H12K + H11 + KH22K
+2(H13 + KH23)F0(K)(H32K + H31);
K(T ) = 0: (5.3)
Since F0(K) analytic, from standard ODE theory, in a suciently small interval
(T−; T ] the solution of (5.3) exists and is unique. We denote the solution of (5.3) by
K(t)=K(t; ). By Comparison Theorem of Riccati equations (see Section 8, Appendix,
Lemma 8.2), K(t; )>0. Thus F0(K(t)) is always well-dened.
Remark 6. It is well-known in ODE that the maximum existing interval of Eq. (5.2)
is an left open subinterval (t; T ]. This t is called the blow-up time. Since K(t)>0,
it follows that supt&t jjK(t; )jj = +1. The properties of this t with respect to  is
very important for the construction of the eigenvalue and related eigenfunctions.
We are interested in the case where 61. It is clear that, when = 1, the equation
becomes the normal one. We can assert that
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Lemma 5.1. When  2 [0; 1]; no explosion occurs: t=−1; When < 0; the blow-up
time t <T is a nite number that is decreasing with respect to . Furthermore we
have
lim
&−1
t = T; lim
%0
t =−1: (5.4)
Proof. For the case  2 [0; 1], it suces to check that the quadratic part is nonpositive,
i.e.,
K[H22 + 2H23F0(K)H32]K60:
This is an immediate consequence of H22 − H23H−133 H32< 0, and F0(K)6(−H33)−1.
For the case < 0; by Comparison Theorem (see Lemma 8.2), K(t)>K1(t) where
K1() is the solution of
− _K1 = K1H21 + H12K1 + H11 + K1H22K1;
K1(T ) = 0: (5.5)
From < 0; H11>In and H22<In, we can prove that the blow-up time t1 of K1()
satises lim&−1t1=T . It then follows that the rst limit of (5.4) holds. To prove the
limit of t1, we observe that the blow-up time t
2
 of K2(t):=e
H12tK1(t)eH21t as  tends
to −1 is the same as that of t1. Observe that K2 is the solution of
− _K2 = eH12tH11eH21t + K2e−H21tH22e−H12tK2;
K2(T ) = 0: (5.6)
We can nd 1; 2> 0, such that, for all t 2 [0; T ]; eH12tH11eH21t>1In;
e−H21tH22e−H12t> − 1In. It follows from Comparison Theorem (Lemma 8.2) that
K2(t)>K3(t), where K3 is the solution of − _K3 = 1In − 2K23 , with terminal con-
dition K3(T ) = 0: Thus, we only need to prove that the limit of the blow-up time of
K3(t; ) is T as  tends to −1. But it is clear that K3(t) = k(t)In, where k(t) is the
solution of the one-dimensional ODE − _k(t) = 1 − 2k2(t); t6T , with k(T ) = 0. It
is easy to prove that, as  & −1, the limit of the blow-up time of this ODE is T:
From this the rst limit.
On the other hand, when K>0; F0(K)6 − H−133 , still by Comparison theorem
(see the appendix), we have K(t; )6K0(t; ); where
− _K0 = K0H21 + H12K0 + H11 + K0H22K0
−2(H13 + K0H23)H−133 (H32K0 + H31);
K0(T ) = 0: (5.7)
When =0, this is a linear equation. The blow-up time of K0(t; 0) is −1. In general,
since the left-hand side of this ordinary dierential equation is locally Lipschitz, it
follows that, for an arbitrarily large interval t0; T ], t0 2 (−1; T ), there exists a su-
ciently small > 0, such that K0(t; ), is uniformly bounded in [t0; T ], for  2 [−; ],
and that lim!0supt2[t0 ;T ]jjK(t; ) − K(t; 0)jj = 0. Particularly, the blow-up time t0 of
K1(t; ) tends to −1 when %b0, thus the second limit of (5.4) holds.
274 S. Peng / Stochastic Processes and their Applications 88 (2000) 259{290
Again by Comparison Theorem, we have
06K(t; )6K(t; 0); −1<0<< 0; t 2 (t0 ; T ]: (5.8)
Thus t is a decreasing function of . The proof is complete.
Lemma 5.2. The blow-up time t depends continuously in  2 (−1; 0): It is a strictly
decreasing function of  satisfying (5:4).
Proof. We consider the continuity of t at a xed point 0 2 (−1; 0). We have
t0 2 (−1; T ). Since t0<T and lim&−1t = T , we can chose a 1<0 such that
t1 2 (t0 ; T ). We now x a t 2 (t1 ; T ). It is clear that, for each  2 [1; 0); t < t.
Since H11>In, then it is clear that there exists a c> 0, such that K0(t; 0)>cIn,
for all t 2 (t0 ; t]. It then follows from K(t; 0)>K0(t; 0) that K−1(t; 0) exists and
is uniformly bounded in t 2 (t0 ; t ]:
On the other hand, since K(t; ) depends continuously on ,
lim
!0
jjK(t; )− K(t; 0)jj= 0:
Thus these exists a suciently small 0> 0 such that, for each  2 [0 − 0; 0 +
0]; K(t; )>(c=2)In.
We now consider the behavior of ~K(t; ) = K−1(t; ) in the interval t 2 (t; t]. By
the dual transformation, ~K is the solution of the following dual Riccati equation of
type (4.20):
− d
dt
~K = ~K ~H 21 + ~H 12 ~K + ~H 11 + ~H 13 ~F0( ~K) ~H 31 + ~K ~H 23 ~F0( ~K) ~H 31
+ ~H 13 ~F0( ~K) ~H 32 ~K
+ ~K ~H 23[ ~H 22 + ~F0( ~K)] ~H 32 ~K;
~K(t) = K−1(t); (5.9)
where
~F0(K) = (In − K ~H 33)−1K; K> 12 ~H
−1
33 :
and where the dual Hamiltonian is2
64
~H 11 ~H 12 ~H 13
~H 21 ~H 22 ~H 23
~H 31 ~H 32 ~H 33
3
75
=
2
64
2H23H−133 H32 − H22 2H23H−133 H31 − H21 − H23H−133
2H13H−133 H32 − H12 2H13H−133 H31 − H11 − H13H−133
−H−133 H32 − H−133 H31 H−133
3
75 :
~F0() enjoys similar properties as F0() (see Remarks 4 and 5). In particular
0< ~F0(K)6− ~H−133 =−H33 for K>0: (5.10)
From the denition of the blow-up time t, for each  2 (1; 0),
t = supft < t; det ~K(t; ) = 0g: (5.11)
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Thus ~K(t; )> 0; t 2 (t; t ]. Since ~K(t; 0) 2 Sn+, for t 2 [t0 ; t ], by (5.10) the solution
~F0( ~K(t; 0)); t 2 [t0 ; t ] is uniformly bounded. Thus the solution ~K( ; 0) of Eq. (5.9)
can be extended to some [t 0; t ], with t 0<t. From Continuous Dependence Theorem
of ODEs with respect to the parameter , we have
lim
!0
sup
t2[ t 0 ; t ]
jj ~K(t; )− ~K(t; 0)jj= 0:
This with the fact ~K(t; 0)> 0; t 2 (t0 ; t ] it follows that, for a suciently small > 0,
there exists a > 0, such that, for all  2 (0− ; 0 + ) and t 2 [t0 + ; t ], we have
~K(t; )> 0. In other words, t6t0 + , for j− 0j6. Thus t is left continuous.
For the right continuity of t at 0, we chose, by (5.11), an x 2 Rn; with jxj2 = 1,
such that h ~K(t0 ; 0)x; xi= 0. From (5.10)
~H 11 + ~H 13 ~F0( ~K) ~H 316 ~H 11 − ~H 13H33 ~H 31
= 2H23H−133 H32 − H22 − 2H23H−133 H33H−133 H32
= −H226In: (5.12)
It follows from (5.9) that
− d
dt
h ~Kx; xit=t0 = h( ~H 11 + ~H 13 ~F0( ~K jt=t0 ) ~H 31)x; xi
6 0jxj2:
Since again h ~K(t0 ; 0)x; xi= 0, it follows that, for a suciently small > 0,
h ~K(t0 − ; 0)x; xi6 120: (5.13)
This with
lim
!0
jh ~K(t0 − ; )x; xi − h ~K(t0 − ; 0)x; xij= 0:
It follows that, for any  2 [0; 00), there exists a > 0, such that whenever  2
(0 − ; 0 + ),
h ~K(t0 − ; )x; xi< 0:
Thus, by (5.11), t > t0 − . Thus t is right continuous in .
The strictly decreasing property of t is a direct consequence of (5.11) and the Strict
Comparison Theorem: ~K(t; )> ~K(t; 0) if >0.
The proof is complete.
An easy and important consequence of the above results is
Lemma 5.3. K(t) is continuous on t 2 (t; T ]. It satises Riccati equation (5:7). Its
inverse ~K(t)=K−1(t) is continuous on t 2 [t; T ) and satises its dual Riccati equation
(5:9). Furthermore; the matrix dened by
~K0 = lim
t&t
K−1(t) = ~K(t)>0
is degenerate.
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We now can give
Proof of Theorem 3.1. We recall that =1−. From the above lemmas, we can nd
a unique 1< 0, such that the blow-up time of the solution of the Riccati Equation is
t1 = 0. It has the following form:
− _K = K(H21 + H22K + H23M) + H11 + H12K + H13M;
M = K(H31 + H32K + H33M);
K(T ) = 0; lim
t&0
jjK(t)jj=1:
We now consider its dual Riccati equation
− d
dt
~K = ~K ~H 21 + ~H 12 ~K + ~H 13 ~M + ~H 11 + ~K ~H 22 ~K + ~K ~H 23 ~M;
~M = ~K[ ~H 31 + ~H 32 ~K + ~H 33 ~M ];
~K(0) = lim
t&0
K−1(t) = ~K0; lim
t%T
jj ~K(t)jj=1:
We prove that 1 = 1− 1 is an eigenvalue. To this end it suces to construct its the
corresponding eigenfunction, i.e., a nontrivial solutions of the Hamiltonian equation
dx = [H21x + H22y + H23z] dt + [H31x + H32y + H33z] dB;
−dy = [H11x + H12y + H13z] dt − z dB;
x(0) = 0; yT = 0:
From Lemma 5.3, the following subsets is nonempty:
~N = f~x 2 Rn; jj~xjj= 1; h ~K0 ~x; ~xi= 0g:
We set
I1 =

0;
T
2

; I2 =

T
2
; T

:
Note that the no-blow-up interval of ~K(t) is [0; T ). Now for each ~x0 2 ~N , we can rst
solve the following dual Hamiltonian equation in t 2 I1:
d~xt = [ ~H 21 ~xt + ~H 22 ~y t + ~H 23 ~zt] dt + [ ~H 31 ~xt + ~H 32 ~y t + ~H 33 ~zt] dBt;
−d ~y t = [ ~H 11 ~xt + ~H 12 ~y t + ~H 13 ~zt] dt − ~z dB; t 2 I1
~x(0) = ~x0; ~y(T=2) = ~K(T=2)~x(T=2):
In fact, it is easy to check that this equation can be solved by
d~xt = [ ~H 21 + ~H 22 ~K + ~H 23 ~M ] ~xt dt + [ ~H 31 + ~H 32 ~K + ~H 33 ~M ] ~xt dBt;
~x(0) = ~x0; ~y(t) = ~K(t)~xt ; ~z(t) = ~M (t)~x(t); 06t6T=2:
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Then one can set x(T=2)= ~y(T=2) and solve, in the second time interval I2, the original
Hamiltonian system:
dxt = [H21xt + H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dBt;
−dyt = [H11xt + H12yt + H13zt] dt − z dB;
x(T=2) = ~y(T=2); yT = 0; t 2 I2:
This equation is solved by
dx(t) = [H21 + H22K + H23M ]x(t) dt + [H31 + H32K + H33M ]x(t) dBt;
x(T=2) = ~y(T=2); y(t) = K(t)x(t); z(t) =M (t)x(t); t 2 [T1; T2]:
Since at time T=2
x(T=2) = ~y(T=2); y(T=2) = K(T=2)x(T=2) = K(T=2) ~y(T=2) = ~x(T=2);
thus, by duality transformation, the triple (xt ; yt ; zt); t 2 [0; T ] dened by
(xt ; yt) =

( ~y; ~x)(t); t 2 I1;
(x; y)(t); t 2 I2;
zt =

[ ~H 31 ~x + ~H 32 ~y + ~H 33 ~z](t); t 2 I1;
z(t); t 2 I2
is a nontrivial solution of the Hamiltonian equation
dxt = [H21xt + H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dB;
−dyt = [H11xt + H12yt + H13zt] dt − z dB;
x(0) = ~K0 ~x0 = 0; y(T ) = 0:
It is clear that the dimension of such solutions is that of the null space of K0: The
space of eigenfunctions consists of all linear combinations of these solutions. Indeed,
since K(t); ~K(t)>0; (In−K(t)H33)−1 is well dened on [T=2;T ]; (In− ~K(t)H33)−1 is
well dened on [0; T=2]. It follows from Lemma 4.1 that any solution with boundary
condition x(0) = ~K0 ~x0 = 0; y(T ) = 0 is in this space.
The fact that 1 = 1− 1 is the rst eigenvalue is based on the argument that, when
<1, the solution K(t; 1−) of Riccati equation (5.7) is well bounded on [0; T ] and
is nonnegative. Moreover, det(In−K(t)H33)−1 6= 0 on [0; T ]. According to Lemma 4.2,
the only possible solution is the trivial solution.
6. 1-D case: Proof of Theorem 3.2 and statistic periodicity
6.1. Proof of Theorem 3.2
For the case n=1, the main idea to treat the relation between the blow-up times and
=1−  is similar to that in the previous section. But we can get more concrete and
interesting conclusions. Readers who are only interested in one-dimensional case can
278 S. Peng / Stochastic Processes and their Applications 88 (2000) 259{290
read Lemma 4.2, the followed remarks, Lemmas 5.1{5.3 as 1-D case in order to avoid
all matrix calculations. We observe that, now Hij; i; j=1; 2; 3, and x(t); y(t); z(t) are
all 1-dimensional. We also have Hij = Hji. Eq. (3.3) is
dxt = [H21xt + H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dWt;
− dyt = [H11xt + H12yt + H13zt] dt − z dWt; (6.1)
Assumptions (2.12) imply
H11>; H226− ; H336− ;
H22 − H 223H33< 0:
The solution (k(t); m(t)) of the Riccati equation of type (4.9) related to (6.1) is
− _k = k(H21 + H22k + H23m) + [H11 + H12k + H13m]; k(T ) = 0;
m= k(H31 + H32k + H33m):
When, for a xed  2 (0; 1); k(t)> − −1, one has (1 − k(t)H33)>1 − > 0. Its
inverse is well-dened. We then have
m(t) = (1− k(t)H33)−1k(t)(H31 + H32k(t)):
We then have the classic Riccati equation of type (4.12):
− _k = 2kH21 + H11 + kH22k + (kH23 + H13)2(1− kH33)−1k:
With the assumption H23 =−H33H13,
− _k(t) = (2H21 + H 213)k + H11 + (H22 − H33H 213)k2: (6.2)
The dual transformation of (6.1) is
d~xt = [ ~H 21 ~xt + ~H 22 ~y t + ~H 23 ~zt] dt + [ ~H 31 ~xt + ~H 32 ~y t + ~H 33 ~zt] dBt;
−d ~y t = [ ~H 11 ~xt + ~H 12 ~y t + ~H 13 ~zt] dt − ~zt dBt; (6.3)
where the related dual Hamiltonian is2
664
~H 11 ~H 12 ~H 13
~H 21 ~H 22 ~H 23
~H 31 ~H 32 ~H 33
3
775=
2
664
H23H−133 H32 − H22 H23H−133 H31 − H21 − H23H−133
H13H−133 H32 − H12 H13H−133 H31 − H11 − H13H−133
−H−133 H32 − H−133 H31 H−133
3
775 :
Consequently, the dual Riccati equation of (4.19) has its classic from:
− d
dt
~k =−(H22 − H33H 213)− (2H21 + H 213) ~k − H11 ~k
2
: (6.4)
As in n-dimensional case in Section 5, we rst consider the blow-up time t of
Riccati equation (6.2) with the terminal condition
k(T ) = 0: (6.5)
The critical point is 0 = H−122 H33H
2
13> 0. When >0, since H11> 0 and (H22 −
H33H 213)60, then the solution k(t) is positive for t <T . The blow-up time t =−1.
When <0, (H22 − H33H 213) is positive. The solution k(t)> 0, for t <T . The
blow-up time is a nite number: t 2 (−1; T ). The following lemma can be proved
by the same arguments, as for Lemmas 5.1 and 5.2. The proofs are omitted.
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Lemma 6.1. When <0; the solution k(t)> 0; for t <T . The blow-up time t is
a nite number: t 2 (−1; T ). t is continuous and strictly decreasing with respect
to . We also have
lim
&−1
t = T; lim
%0
t & −1:
To investigate the eigenvalues other than the rst one, we need furthermore to
consider the dual Riccati equation (6.4) with the terminal condition
~k0(T ) = 0: (6.6)
Observe that, when <0. Both −(H22 − H33H 213) and −H11 are strictly nega-
tive. Thus solution ~k0(t)< 0; t <T . The blow-up time ~t <T is a nite number:
limt& ~t ~k0(t) =−1. The following lemma can be proved similarly as for Lemma 6.1.
The proof is omitted.
Lemma 6.2. When <0; the solution ~k0(t) of dual Riccati equation (6:4) with
terminal condition (6:6) is negative on t <T . The blow-up time ~t is a nite number:
~t 2 (−1; T ). ~t is continuous and strictly decreasing with respect to . We also have
lim
&−1
~t = T; lim
%0
~t & −1:
Now we can proceed the
Proof of Theorem 3.2. We need to dene a series of blow-up times T > t1 > t
2
 >   .
The rst one is, as in the proof of Theorem 3.1, the blow-up time t of Riccati equation
(6.2) with terminal condition (6.5), i.e. t1=t. The second one t
2
 is for the solution ~k(t)
of dual Riccati equation (6.4) dened on t6t1 with the terminal condition ~k(t
1
) = 0.
We observe that all coecients are time invariant. It follows that ~k(t)= ~k0(t+(T−t)),
where ~k0(t); t6T , is the solution of dual Riccati equation with the terminal condition
~k0(T ) = 0, i.e., the one discussed in Lemma 6.2. It is clear that the blow-up time of
~k(t) is
t2 = T − (T − t)− (T − ~t):
The third one t3 is for the solution k(t) of Riccati equation (6.2) dened on t6t
2
 with
the terminal condition k(t2) = 0. Again
k(t) = k(t + (T − t) + (T − ~t)):
Thus the blow-up time
t3 = T − 2(T − t)− (T − ~t):
We can repeat this procedure to obtain successively and obtain, for i = 1; 2; : : : ;
t2i = T − i(T − t)− i(T − ~t);
t2i+1 = T − (i + 1)(T − t)− i(T − ~t):
(6.7)
By Lemmas 6.1 and 6.2, it is easy to check that, for each i= 1; 2; : : : ; ti is continuous
and strictly decreasing in  such that
lim
&−1
ti = T; lim%0
ti & −1:
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We claim that the (i + 1)th eigenvalue i of the Hamiltonian equation
dxt = [H21xt + H22yt + H23zt] dt + [H31xt + H32yt + H33zt] dBt;
−dyt = [H11xt + H12yt + H13zt] dt − z dBt;
x0 = 0; yT = 0; = 1−  (6.8)
is solved uniquely by
t2i+1i+1 = 0; i+1 = 1− i+1:
The corresponding eigenfunctions, i.e., nontrivial solutions (xi+1(); yi+1(); zi+1()) is
of one-dimensional.
We only prove this claim i=2, 2 =1−2, where 2 2 (−1; 0) is uniquely solved
by t32 = 0: We now check that, for this 2 stochastic Hamiltonian equation (6.8) has
a (x2(); y2(); z2()), with y2(0) = 1: Indeed, we set
I1 = [0; 12 t
2
2 ];
I2 = [ 12 t
2
2 ;
1
2 (t
1
2 + t
2
2 )];
I3 = [ 12 (t
1
2 + t
2
2 );
1
2 (T + t
1
2 )];
I4 = [ 12 (T + t
1
2 ); T ]:
We rst solve, in the interval I1, dual Hamiltonian equation (6.3) with the boundary
condition ~x(0) = 1, ~y( 12 t
2
2 ) =
~k( 12 t
2
2 )~x(
1
2 t
2
2 ). In fact, from Lemma 4.2, it is easy to
check that this equation can be solved by setting initial condition ~x(0) = 1, solving
SDE in I1:
d~xt = [ ~H 21 + ~H 22 ~k + ~H 23 ~m]~xt dt + [ ~H 31 + ~H 32 ~k + ~H 33 ~m]~xt dBt; (6.9)
and then setting (~x(t); ~y(t); ~z(t)) = (~xt ; ~k(t)~xt ; ~m(t)~xt), t 2 I1.
It should point out that, for this dual system, since the range of ~k(t) is [0;−1). It
turns out that the main assumption (4.10) of Lemma 4.2 for the uniqueness of related
Hamiltonian system may fail: it is possible that, for some t 2 I1, (1 − ~k(t) ~H 33) = 0.
But, from, the assumption H23 =−H33H13, we can check that (4.17) still holds. Thus
we still have the uniqueness. The same arguments applies for the later case in I3.
Then in the interval I2, we rst solve, in Hamiltonian equation (6.1) with the bound-
ary condition
x( 12 t
2
2 ) = ~y(
1
2 t
2
2 );
y( 12 (t
1
2 + t
2
2 )) = k(
1
2 (t
1
2 + t
2
2 ))x(
1
2 (t
1
2 + t
2
2 )):
By Lemma 4.2, this equation can be uniquely solved by setting initial x( 12 t
2
2 )= ~y(
1
2 t
2
2 )
and solving the SDE
dxt = [H21 + 2H22k + H23m]xt dt + [H31 + H32k + H33m]xt dBt (6.10)
(x(t); y(t); z(t)) = (xt ; k(t)xt ; m(t)xt). Then in the interval I3, as in I1, the dual Hamil-
tonian equation is uniquely solved by setting
~x( 12 (t
2
2 + t
1
2 )) = y (
1
2 (t
2
2 + t
1
2 ));
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solving (6.9) in I3 and then setting (~x(t); ~y(t); ~z(t))=(~xt ; ~k(t)~xt ; ~m(t)~xt), t 2 I3. Finally,
in the last interval I4, we set
x( 12 (t
1
2 + T )) = ~y(
1
2 (t
1
2 + T ))
and solve the Hamiltonian equation (6.10) in I4 and then set (x(t); y(t); z(t))=(xt ; k(t)xt ;
m(t)xt).
It is easy to check that, the triple (x2(); y2(); z2()) dened by
(x2t ; y
2
t ) =

( ~y(t); ~x(t)); t 2 I1 [ I3;
(x(t); y(t)); t 2 I2 [ I4;
z2t =

[ ~H 31 ~x + ~H 32 ~y + ~H 33 ~z](t); t 2 I1 [ I3;
z(t); t 2 I2 [ I4
solves (6.1) with the boundary condition x2(0) = 0, y2(T ) = 0. Since from y2(0)=
~x(0) = 1, it is a nontrivial solution, thus it is an eigenfunction. From the uniqueness
result in Lemma 4.2, we can prove the eigenfunction space is just spanned by this
eigenfunction. Thus it is of one dimension. Again by this uniqueness one can also prove
that, no eigenvalue exists in the interval (1; 2), that is, 2 is the second eigenvalue.
The succeeded eigenvalues 3, 4; : : : ; and related eigenfunctions can be obtained
similarly. By these constructions and from Lemma 4.1, the system all eigenvalues and
the corresponding eigenfunctions can be constructed. For each i, the dimension of the
space of the corresponding eigenfunctions is 1.
6.2. Statistic periodicity and stochastic oscillations
We now consider the third eigenvalue 3. In this case we need to take i=2 in (6.7)
and chose 3 such that
t53 = T − 3(T − t3 )− 2(T − ~t3 ) = 0:
Then we take 3 = 1− 3. In this case there will be 6 blow-up times (for K and ~K):
0 = t53<t
4
3<   <t13<T:
Let (x3(); y3(); z3()) be the third eigenfunction with y3(0)=1. Following our method
in the above subsection, we have
x3(0) = 0; y3(t13 )> 0:
This is interesting since it \returns" the situation x(0) = 0, y(0)> 0, i.e., a \periodic"
is complete on [0; t13 ]. In some sense the interval [0; t
1
3 ] for (x
3(t); y3(t)) is just like
[0; 2] for (sin t; cos t). In fact, on the interval [0; t13 ], x
3(t) crosses zero at and only at
the points t53 (=0), t
3
3 , and t
1
3 . It remains positive on (0; t
3
3 ) and negative on (t
3
3 ; t
1
3 ).
Similarly, y3(t) crosses zero on [0; t13 ], at and only at the points t
4
3 and t = t
2
3 : It
remains positive on (0; t43 ) [ (t23 ; t13 ) and negative on (t43 ; t23 ).
We now set
(t; (B)) = x3(t; !); 	(t; (B)) = y3(t; !); t 2 [0; t13 ];
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Then one can dene, from these function  and 	, a ‘statistic periodic’ solution of
the Hamiltonian system (6.1) as follows: for the rst period t 2 [0; t13 ],
x(t) =(t; (B));
y(t) =	(t; (B)):
For the second period t 2 [t13 ; 2t13 ],
x(t) =	(t13 ; (B))(t − t13 ; (t13B));
y(t) =	(t13 ; (B))	(t − t13 ; (t13B))
where we denote tBs = Bs+t − Bt , s>0. Similarly, on the third period t 2 [2t13 ; 3t13 ],
x(t) =	(2t13 ; (B))(t − 2t13 ; 2t13B));
y(t) =	(2t13 ; (B))	(t − 2t13 ; (2t13B)):
This procedure permit us to dene a pair of ‘statistic periodic’ processes (x(t); y(t)),
06t <1. It satises (6.1). Furthermore, it is the only solution of stochastic Hamil-
tonian system (6.1) with  = 1 − 3; with the ‘periodic-t13 ’ in the above mentioned
sense. Notice that in the corresponding deterministic case, 	(it13 ) = 1, i = 1; 2; : : :.
Remark 7. We also observe that, in fact, for an arbitrary <0, we can always
construct such periodic solution. In this case, the only dierence from the above con-
struction is, instead of to nd a  that suits T , we need to nd a T that suits . Thus,
when < 0, the stochastic Hamiltonian system describes the phenomenon of stochastic
oscillations.
Remark 8. The above discussion is also valid for the construction of the eigenfunction
of i, i> 3. In fact, the third zero-crossing time t13 = t
1
3 (i) is always the ‘stochastic
periodic’ for the corresponding eigenfunctions (x(); y())(i). Thus the values of this
eigenfunctions for t 2 (t13 ; T ] are given as in the above remark.
7. Point of view of functional analysis
7.1. General point of view
A functional analysis approach was proposed in Peng (1999a). In this section, we
will show that, according this point of view, the problem of eigenvalues discussed in
Section 2 and Section 3 can be interpreted as the problem of eigenvalues of certain
operators dened in a suitable Hilbert space. We begin to formulate the problem with
a rather general point of view. For a given () = (u; v; w)() 2 M 2(0; T ;R3n), the
following problem:
dx = [f2(x; y; z) + g2((t))] dt + [f3(x; y; z) + g3((t))] dB;
−dy = [f1(x; y; z) + g1((t))]dt − z dB(t);
x(0) = 0; y(T ) = 0; (7.1)
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where f1; f2 and f3 are given in the beginning of Section 2 and g1, g2, g3 are
measurable mappings from R3n to Rn. We set
g() =
2
4−g1g2
g3
3
5 () : R3n 7! R3n:
We assume Lipschitz condition for g:
jjg()− g(0)jj6Cjj− 0jj; 8; 0 2 R3n:
By Proposition 2.1, for each triple of processes () 2 M 2(0; T ;R3n), there exists a
unique solution () = (x; y; z)() 2 M 2(0; T ;R3n) of (7.1). For given (); 0() 2
M 2(0; T ;R3n), we apply Ito^’s formula to
hx(t)− x0(t); y(t)− y0(t)i:
Since x(0) = x0(0) = y(T ) = y0(T ) = 0, one has
Lemma 7.1.
E
Z T
0
h(t)− 0(t); g((t))− g(0(t))i dt
=− E
Z T
0
hf((t))− f(0(t)); (t)− 0(t)i dt: (7.2)
We now consider the case where g is a linear mapping
g(1 + 2) = g(1) + g(2):
We can then introduce a mapping A : M 2(0; T ;R3n) 7! M 2(0; T ;R3n):
A((); t) = g(t); (7.3)
where g is the adjoint mapping of g. From (7.2) and (7.1), A satises, for each 
and 0 in M 2(0; T ;R3n),
E
Z T
0
hA((); t)−A(0(); t); (t)− 0(t)i dt
>E
Z T
0
jjA((); t)−A(0(); t)jj2 dt (7.4)
and thus
E
Z T
0
jjA((); t)−A(0(); t)jj2 dt6 1
2
E
Z T
0
jj(t)− 0(t)jj2 dt: (7.5)
It follows that A is a bounded, continuous and monotone operator dened on
M 2(0; T ;R3n).
7.2. Linear stochastic Hamiltonian system: A is a self adjoint operator
In this paper we are mainly interested in the case where f is a linear self-adjoint
mapping:
f1 = @xh(x; y; z) = H11x + H12y + H13z = H1;
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f2 = @yh(x; y; z) = H21x + H22y + H23z = H2;
f3 = @zh(x; y; z) = H31x + H32y + H33z = H3: (7.6)
It is easy to check that condition (2.4) is satised. For each given  = (u; v; w) 2
M 2(0; T ;R3n). We consider the following Stochastic Hamiltonian System (SHS in
short): to solve a triple  = (x; y; z) 2 M 2(0; T ;R3n), solution of
dx = [H2+ g2] dt + [H3+ g3] dB;
−dy = [H1+ g1] dt − z dB;
x(0) = 0; y(T ) = 0
Thus the above lemmas hold.
Lemma 7.2. The operator A dened by
A()(t) = g(t) (7.7)
is a linear bounded operator with the following monotonicity
hA; iM 2(0;T ;R)>jjAjj2M 2(0;T ;R3n): (7.8)
Moreover, one has
Lemma 7.3. The linear operator A dened on M 2(0; T ;R3n) is self-adjoint:
hA; 0iM 2(0;T ;R3n) = h;A0iM 2(0;T ;R3n); 8; 0 2 M 2(0; T ;R3n): (7.9)
Proof. By Ito^’s formula
0 = E[hx(T ); y0(T )i − hx(0); y0(0)i]
= E
Z T
0
[hx(t);−H10 − g10i+hy0(t); H2 + g2i+hz0(t); H3 + g3i] dt:
Similarly,
0 = E[hx0(T ); y(T )i − hx0(0); y(0)i]
= E
Z T
0
[hx0(t);−H1 − g1i+hy(t); H20 + g20i+hz(t); H30 + g30i] dt:
Thus
E
Z T
0
[hx(t);−H10 − g10i+ hy0(t); H2 + g2i+ hz0(t); H3 + g3i] dt
=E
Z T
0
[hx0(t);−H1 − g1i+ hy(t); H20
+ g20i+ hz(t); H20 + g20i] dt
or
E
Z T
0
[h0(t); H(t)i − h(t); H0(t)i] dt
=− E
Z T
0
[h0(t); gi − h(t); g0i] dt:
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Since H is a symmetric matrix, the left-hand side is zero. Thus
E
Z T
0
[hgT0(t); (t)i − hgT(t); 0(t)i] dt = 0:
By the denition of the operator A
E
Z T
0
[hA(t); 0(t)idt = E
Z T
0
hA0(t); (t)i] dt:
The proof is complete.
Now we consider the following eigenvalue problem of A: to nd a real number 
and a  2 M 2(0; T ;R3n) such that
A= : (7.10)
From the denition of A, one has
gT = :
Thus
dx = [H2+ g2gT] dt + [H3+ g3gT] dB;
−dy = [H1+ g1gT] dt − z dB;
x(0) = 0; y(T ) = 0:
Thus, this problem is equivalent to solve the problem of eigenvalues of stochastic
Hamiltonian system (2.15), with
H = ggT:
We then could apply very rich results in the spectrum theory in functional analysis to
study the problem eigenvalues of (2.15).
Remark 9. In fact, classically, i is the eigenvalue of the operator A.
7.3. Deterministic situations
A discussion on deterministic situation may be helpful for some readers. Let us rst
consider the following deterministic boundary value problem: for some suitable number
 6= 0, to nd a nontrivial RnRn-valued solution (x(t); y(t)); 06t6T , of the ordinary
dierential equation (ODE)
_x(t) = f2(x(t); y(t)) + Ry(t); x(0) = 0;
− _y(t) = f1(x(t); y(t)) + Nx(t); y(T ) = 0; (7.11)
where N and R are symmetric and nonnegative nn matrices; b; f : (x; y) 2 RnRn 7!
Rn, are given measurable functions: We denote = (x; y) and set
f()=:
−f1
f2

() : R2n 7! R2n:
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We will use the notation h ; i for the scalar product in an Euclidean space, without
specifying the dimension of the space (the scalar product of a Hilbert space H will be
denoted by h ; iH ). Our main assumptions are
f(0) = 0; jjf()− f()jj6Cjj− 0jj; 8; 0 2 R2n: (7.12)
We will assume the following monotonicity (otherwise we can consider, for example,
g1() = g()−  with suciently large > 0):
hf()− f()0; − 0i6− jj− 0jj2; (7.13)
where > 0 is a constant. It is seen that (t)  0 is a (trivial) solution of (7.11). The
eigenvalue problem is to nd some scalar  for which (7.11) has nontrivial solutions.
For clarifying our idea, we only treat the real number case. To investigate this problem,
we rst solve, for each () = (u(); v()) 2 L2(0; T ;R2n), the following ODE:
_x(t) = f2(x(t); y(t)) + Rv(t); x(0) = 0;
− _y(t) = f1(x(t); y(t)) + Nu(t); y(T ) = 0: (7.14)
The following lemma may be found in Hu and Peng (1995).
Lemma 7.4. We assume (7:12) and (7:13). Then; for each () 2 L2(0; T ;R2n); there
exists a unique solution () = (x(); y()) of (7:14).
The following property plays an essential role:
Lemma 7.5. Let 0 = (x0(); y0()) be the solutions of (7:14) with () = (u0(); v0())
in the place of 0(). Then we haveZ T
0
h(t)− 0(t); ((t)− 0(t))i dt
=−
Z T
0
hf((t))− f(0(t)); (t)− 0(t)i dt: (7.15)
where = diag[− N; R].
Proof. It is easy to check that
d
dt
hx(t)− x0(t); y(t)− y0(t)i
= h(t)− 0(t)); f((t))− f(0(t))i+ h(t)− 0(t); ((t)− 0(t))i: (7.16)
We take integral on the two sides of the above equality over [0; T ]. By the boundary
conditions it follows that (7.15) holds true. The proof is complete.
Two special cases of  are typical: (i) N  In, R  0; (ii) N  0, R  −In, where In
is the nn identity matrix. Without loss of generality, we only discuss case (i). In this
case, for each u() 2 L2(0; T ;Rn), the solution () = (x(); y()) of (7.14) is uniquely
determined. We then can introduce a mapping A : L2(0; T ;Rn) 7! L2(0; T ;Rn) as
A(u(); t) = x(t): (7.17)
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A is called the Sturm{Liouville operator of the problem (7.11). From (7.15) and
(7.13), this mapping satises, for each u and u0 in L2(0; T ;Rn),
Z T
0
hA(u(); t)−A(u0(); t); u(t)− u0(t)i dt
>
Z T
0
jjA(u(); t)−A(u0(); t)jj2 dt: (7.18)
and Z T
0
jjA(u(); t)−A(u0(); t)jj2 dt6 1
2
Z T
0
jju(t)− u0(t)jj2 dt: (7.19)
Thus A is a bounded, continuous and monotone operator on L2(0; T ;Rn). Furthermore,
one has
Lemma 7.6. For each xed k > 0; the following subset is compact in L2(0; T ;R2) :
Fk =:fA(u; ); u 2 L2(0; T ;Rn); jjujjL2(0;T ;Rn)6kg: (7.20)
Proof. From (7.19) and the fact that A(0; )  0, it follows that Fk is bounded in L2.
From this and the denition of A it is easy to check that Fk is bounded in the Hilbert
space H (0; T ;Rn) equipped with the norm
jjx()jjH (0;T ;Rn) = [jjx()jj2L2(0;T ;Rn) + jj _x()jj2L2(0;T ;Rn)]1=2: (7.21)
Thus Fk is compact in L2(0; T ;Rn). The proof is complete.
We return to the eigenvalue problem (7.11). Under the notion A of (7.17) and with
R= 0, N = In, (7.11) is equivalent to
A(u) = u; u 2 L2(0; T ;Rn): (7.22)
We apply the above results to a typical case, i.e., a linear Hamiltonian systems with
boundary conditions, in which f1 and f2 have the following linear form:
f1(x; y) = @xh(x; y) = H11x + H12y; f2(x; y) = @yh(x; y) = H21x + H22y:
(7.23)
Here Hij i; j = 12 are (n  n)-matrices, H12 = HT21. H11 and −H22 are symmetric and
positive. This kind of systems often appears in the optimization of control systems. It
is easy to check that the conditions (7.12){(7.13) are satised. Thus the above lem-
mas hold true. The operator A becomes a compact linear operator with the following
monotonicity:
hAu; uiL2(0;T ;Rn)>jjAujj2L2(0;T ;Rn): (7.24)
Moreover, one has
Lemma 7.7. A is a self-adjoint operator dened on L2(0; T ;Rn) :
hAu; u0iL2(0;T ;Rn) = hu;Au0iL2(0;T ;Rn); 8u; u0: (7.25)
288 S. Peng / Stochastic Processes and their Applications 88 (2000) 259{290
Proof. Let (x0; y0) be the solution of (7.14) with u0 2 L2(0; T ;Rn) in the place of u.
With N = In and R= 0, we have
d
dt
[hx(t); y0(t)i − hx0(t); y(t)i=−hx(t); u0(t)i+ hx0(t); u(t)i: (7.26)
It follows from the boundary condition thatZ T
0
[hx(t); u0(t)i − hx0(t); u(t)i] dt = 0: (7.27)
Thus (7.25) holds true. The proof is complete.
From the well-known Hilbert{Schmidt Theorem, we have
Proposition 7.8. The spectrum (A) of the linear operator A of problem (7:22)
consists of at most a countably innite real set fig1i=1 situated on R+. This set is
discrete. The rst eigenvalue 1 is positive. The multiplicity of i, i.e:; dimKer(iA−
I)<1. Furthermore; there exists an orthonormal basis fujg1j=1 of L2(0; T ;Rn)
that consists of the eigenfunctions of the corresponding fig1i=1 with i repeated
dimKer(iA−I) times.
8. Appendix. Comparison theorems of matrix-valued ODEs
In this appendix, we will give Comparison Theorems of symmetric-matrix-valued
ODEs, and in particular, Riccati equations.
Lemma 8.1 (Linear Comparison Theorem). For each i=1; 2; let Q be nn symmetric
matrices and let
A(t); C(t): [0; T ] 7! Rnn;
R(t) : [0; T ] 7! Sn
be given continuous mappings. Let K(t) be the solutions of
−dK
dt
= AT(t)K + KA(t) + CT(t)KC(t) + R(t);
K(T ) = Q; t 2 [t0; T ]:
If Q>0 and R(t)>0; then one has
K(t)>0:
Proof. For any xed (x; t) 2 Rn  [t0; T ], let x() be the solution of the SDE
dx(s) = A(s)x(s) ds+ C(s)x(s) dBs; s 2 [t; T ];
x(t) = x:
By applying Ito^’s formula to hK(s)x(s); x(s)i, s 2 [t; T ], one can check that
hK(t)x; xi= EhQx(T ); x(T )i+ E
Z T
t
hR(s)x(s); x(s)ids>0:
The proof is complete.
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The following, to our knowledge, new Comparison Theorem is a generalization of
the linear one. Consider two nonlinear Sn-value ODE: for i = 1; 2;
− _Ki = KiA(t) + AT(t)Ki + CTKiC + Ri(t) + KiNi(t)Ki
+(B(t) + KiD(t))Fi(Ki)(B(t) + KiD(t))T;
Ki(T ) = Qi:
Here
A(t); B(t); C(t); D(t) : [0; T ] 7! Rnn;
Ri(t); Ni(t) : [0; T ] 7! Sn;
Fi(K) : Sn 7! Sn
A, B, C, D, Ri, Ni are continuous in [0; T ], Fi, i = 1; 2 are locally Lipschitz.
Lemma 8.2 (Comparison Theorem: nonlinear case). We assume furthermore that for;
and that
Q1>Q2; R1(t)>R2(t); N1(t)>N2(t); t 2 [0; T ]
F1(K)>F1(K 0); 8K>K 0; F2(K)6F1(K); 8K:
Then
K1(t)>K2(t):
Proof. We rst prove that, when F1 = F2  0, the theorem holds true. Indeed, let
K = K1 − K2, one can easily check that K(t) satises
− _K = K ~A+ ~ATK + CTKC + ~R
K(T ) = ~Q = Q1 − Q2;
with
~A= A+ 12N2(K1 + K2);
~R= (R1 − R2 + K1N1K1 − K1N2K1):
Obviously ~Q>0, ~R>0. It follows from the linear comparison theorem that K(t) =
K1(t)− K2(t)>0.
For more general situation, we set K01 (t)=K2(t), and solve successively the following
equation for j = 1; 2; : : ::
− _Kj1 =Kj1A(t) + AT(t)Kj1 + CTKj1C + R1(t) + Kj1N1(t)Kj1
+ (B(t) + Kj1D(t))F1(K
j−1
1 )(B(t) + K
j
1D(t))
T;
K1(T ) =Q1:
From the above conclusion, it is easy to check that K11 (t)>K2(t), and K
1
1 (t)6K
2
1 (t)6
K31 (t)6   . Since this is a Picard iteration, this sequence converges on some interval.
It is easy to check that this limit is just K1(t _). It follows that K1(t)>K2(t).
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9. For further reading
The following reference is also of interest to the reader: Peng, 1991.
References
Antonelli, F., 1993. Backward-forward stochastic dierential equations. Ann. Appl. Probab. 3 (3), 777{793.
Arnold, V.I., 1998. Mathematical Methods of Classical Mechanics, 2nd Edition. Graduate Texts in
Mathematics, Vol. 60. Springer, Berlin.
Bensoussan, A., 1981. Lectures on Stochastic Control, Lecture Notes in Mathmatics, Vol. 972. Nonlinear
Filtering and Stochastic Control, Proceedings, Cortona.
Bismut, J.M., 1973. Conjugate convex functions in optimal stochastic control. J. Math. Anal. Appl. 44,
384{404.
Bismut, J.M., 1978. An introductory approach to duality in optimal stochastic control. SIAM Rev. 20 (1),
62{78.
Chen, S., Li, X., Peng, S., Yong, J., 1994. A linear quadratic optimal control problem with disturbance {
an algebric riccati equation and dierential games approach. Appl. Math. Optim. 30, 267{305.
El Karoui, N., Peng, S., Quenez, M., 1997. Backward stochastic dierential equation in nance. Math.
Finance 7, 1{71.
Haussmann, U.G., 1976. General necessary conditions for optimal control of stochastic system. Math.
Programm. Stud. 6, 34{48.
Hu, Y., Peng, S., 1995. Forward and backward stochastic dierential equations. Probab. Theory Related
Fields 103, 273{283.
Kushner, H.J., 1972. Necessary conditions for continous parameter stochastic optimization problems. SIAM
J. Control 10, 550{565.
Ma, J., Protter, P., Yong, J., 1994. Solving forward-backward stochastic dierential equations explicitly { a
four step scheme. Probab. Theory Related Fields 98, 339{359.
Ma, J., Yong, J., 1999. Forward-backward stochastic dierential equations and their applications. Lecture
Notes in Mathematics, Springer Verlag, vol. 1702.
Msrsden, J.E., Ratiu, T.S., 1994. Introduction to Mechanics and Symmetry. Texts in Applied Mathematics,
Vol. 17. Springer, Berlin.
Pardoux, E., Peng, S., 1990. Adapted solution of backward stochastic equation. Systems Control Lett. 14,
55{61.
Peng, S., 1990. A general stochastic maximum principle for optimal control problems. SIAM J. Control 28
(4), 966{979.
Peng, S., 1991. Probabilistic interpretation for systems of quasilinear parabolic partial dierential equations.
Stochastics 37, 61{74.
Peng, S., 1993. Backward stochastic dierential equation and it’s application in optimal control. Appl. Math.
Optim. 27, 125{144.
Peng, S., 1999a. Short communications: problem of eigenvalues of deterministic and stochastic hamiltonian
systems with boundary conditions. J. Fudan Univ. (Natural Sci.) 38, 374{378.
Peng, S., 1999b. Letters: duality of stochastic hamiltonian systems. J. Fudan Univ. (Natural Sci.) 38,
474{476.
Peng, S., Wu, Z., 1999. Fully coupled forward-backward stochastic dierential equations and applications to
optimal control. SIAM J. Control Optim. 37 (3), 825{843.
Wonham, W.M., 1968. On the separation theorem of stochastic control. SIAM J. Control 6, 312{326.
