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Cette thèse a pour objectif de proposer une approche formelle basée sur les automates d’in-
terface pour spéciﬁer les contrats des composants réutilisables et vériﬁer leur interopérabilité
fonctionnelle. Cette interopérabilité se traduit par la vériﬁcation des trois niveaux : signature,
sémantique, et protocole. Le formalisme des automates d’interface est basé sur une approche « op-
timiste » qui prend en compte les contraintes de l’environnement. Cette approche considère que
deux composants sont compatibles s’il existe un environnement convenable avec lequel ils peuvent
interagir correctement. Dans un premier temps, nous proposons une approche préliminaire qui
intègre la sémantique des paramètres des actions dans la vériﬁcation de la compatibilité et de
la substitution des composants spéciﬁés par des automates d’interface. Dans un second temps,
nous nous somme intéressés à adapter les composants réutilisables dont les contrats sont décrits
par des automates d’interface enrichis par la sémantique des actions. En ce sens, nous avons
proposé un algorithme qui permet de générer automatiquement la spéciﬁcation d’un adaptateur
de deux composants lorsque celui-ci existe. Dans un troisième temps, nous avons augmenté le
pouvoir d’expression de notre approche proposée pour vériﬁer l’interopérabilité et les propriétés
de sûreté des composants qui communiquent par des variables déﬁnies au niveau de leurs contrats
d’interface. En particulier, nous étudions la préservation des invariants par composition et par
raﬃnement.
Mots-clés: Composants logiciels, réutilisabilité, interopérabilité, adaptation, automates d’inter-
face, sémantique, propriétés de sûreté.
Abstract
The aim of this thesis is to propose a formal approach based on interface automata to
specify the contracts of reusable components and to verify their functional interoperability. The
functional interoperability is checked at three levels : signature, semantics, and protocol. Interface
automata are based on an « optimistic » approach that takes into account the environment
constraints. This approach considers that two components are compatible if there is a suitable
environment with which they can interact properly. First, we propose an approach allowing the
integration of the semantics of the action parameters in interface automata in order to strengthen
the compatibility and substitution check between components. Second, we were interested in
adapting reusable components whose contracts are described by interface automata enriched
by the action semantics. In this context, we propose an algorithm of automatic generation of an
adaptor of two mismatched components if possible. Third, we have increased the expressive power
of our proposed approach to verify the interoperability and the safety properties of components
that communicate by interface variables deﬁned at the level of their contracts. In particular, we
study the preservation of invariants by composition and reﬁnement.
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1 Contexte du travail
Le développement de systèmes complexes dans le domaine de l’ingénierie logicielle revêt une
importance capitale car il peut conduire à des processus longs et assez coûteux. La maîtrise et
l’optimisation de ces processus requièrent une capacité de raisonnement importante en termes
d’abstraction et de séparation des tâches. Cette discipline constitue l’une des préoccupations ma-
jeures de nos jours et notamment pour les applications logicielles à grande échelle dans le milieu
industriel. L’évolution des concepts liés au développement des logiciels au cours des dernières






Figure 1 – Évolution des concepts de développement logiciel
La conception d’applications en codes monolithiques est la plus proche du langage de la
machine et assure une exécution plus rapide. Par contre, le débogage de ces applications est
très complexe et nécessite une connaissance approfondie des langages utilisés. Examiner un code
qui contient des milliers de lignes relève de l’exploit. De plus, ces applications sont souvent non
réutilisables.
L’utilisation des procédures (et fonctions) permet d’établir un niveau de modularité plus im-
portant. Les instructions d’un programme sont regroupées selon des fonctionnalités prédéﬁnies.
La compréhension d’un programme est plus facile et, souvent, ne demande pas l’étude de l’im-
plémentation des procédures. De ce fait, la portabilité est meilleure et le niveau de réutilisation
est plus élevé. Au ﬁl du temps, le paradigme de développement orienté objet a vu le jour et l’uti-
lisation des procédures a évolué pour déﬁnir le comportement de tout objet ou concept de notre
monde. Un objet est une unité d’instanciation qui a une identité unique et qui peut encapsuler
un état et un comportement [Szy02]. Il est déﬁni par un ensemble d’attributs, qui constituent
son état variable, et un ensemble de méthodes (procédures et fonctions) qui représentent son
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comportement. Un logiciel est décrit en termes de relations entre objets.
Approches à base de composants logiciels
Le développement des applications en utilisant les concepts précédemment mentionnés reste
toujours une tâche très couteuse et complexe, malgré l’avantage d’être spéciﬁques et bien adap-
tées. L’idée d’acquérir ce qui est disponible pour développer ce qui est spéciﬁque est une solution
évidente pour réduire la complexité de développement des logiciels. En s’inspirant du concept
des composants utilisés dans plusieurs domaines (électroniques, mécanique, ...), un logiciel peut
aussi être construit par assemblage de briques logiciels réutilisables appelées composants logiciels.
Ces dernières années, les objets ont évolué pour prendre l’identité des composants. Le compo-
sant, comme son nom le dit, c’est pour être composé et interagir avec d’autres via des interfaces
fournies et requises. Un composant peut être considéré comme un programme présent en une
seule instance dans un processus qui peut manipuler des objets. L’interaction entre les compo-
sants n’est pas considérée comme un simple appel de méthodes, mais plutôt comme un véritable
dialogue en termes d’échange de services.
L’utilisation des composants logiciels vise à réduire d’avantage les coûts de développement
d’une application par la réutilisation et l’assemblage de composants préfabriqués comme les
pièces d’un puzzle. La plupart des composants ne peuvent être utilisés directement en l’état
du fait qu’ils évoluent dans des environnements hétérogènes. Les techniques d’interopérabilité,
d’assemblage et d’adaptation des composants apparaissent comme la solution à moindre coût
pour leur réutilisation en vue de concevoir des applications logicielles de grande taille. Cependant,
cette conception par composition pose souvent des problèmes de compatibilité.
Les composants logiciels sont réutilisables à travers les spéciﬁcations contractuelles de leurs
interfaces. Le contrat d’un composant décrit l’essentiel suﬃsant de son comportement pour as-
surer sa communication avec ses clients (autres composants). Toutefois, les comportements des
composants peuvent poser des problèmes d’incompatibilité durant leur interaction au sein d’une
même architecture. Une interopérabilité sûre de deux ou plusieurs composants doit satisfaire
deux propriétés :
– l’interaction des composants ne provoque pas des situations de blocage (deadlock free) ;
– la substitution d’un composant avec un autre plus évolué n’altère pas le fonctionnement
du système.
L’ensemble des moyens nécessaires pour interconnecter les composants en synchronisant les
sorties des uns avec les entrées correspondantes des autres sont appelés connecteurs. Ils peuvent
être vus comme un mode de communication de deux ou plusieurs composants basée sur la
synchronisation de leurs services fournis et requis. Dans le cas où l’interopérabilité implicite des
composants n’est pas garantie en se basant uniquement sur leurs contrats comportementaux, une
deuxième catégorie de connecteurs est envisagée. Ces connecteurs sont appelés adaptateurs et
représentent des moyens logiciels explicites permettant d’assurer l’assemblage des composants.
De manière générale, on distingue trois niveaux d’interopérabilité fonctionnelle : signature,
sémantique et protocole. Le niveau signature assure que la signature d’une opération dans le
composant appelant et celle de l’opération appelée doivent être les mêmes. Le niveau sémantique
concerne la compatibilité entre les sémantiques des opérations modélisées généralement par des
pré et post-conditions et des invariants. Ces conditions sont des formules logiques permettant
de décrire le sens et le rôle de chaque opération sans dévoiler son implémentation. Le niveau
protocole concerne la vériﬁcation de l’homogénéité entre les ordonnancements temporels des
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événements d’entrée et le comportement de sortie des composants.
L’utilisation de l’approche à base de composants logiciels pour le développement des systèmes
complexes a exigé la nécessité de pouvoir décrire, de manière rigoureuse et eﬃcace, les diﬀérentes
étapes de spéciﬁcation, de développement, de validation, et de vériﬁcation. Dans cette direction,
notre conviction est la mise en avant de l’utilisation des outils mathématiques pour analyser
rigoureusement la sûreté de ce genre de système. Ces outils sont appelés couramment les méthodes
formelles.
Méthodes formelles
Les méthodes formelles sont présentées comme une démarche de développement basée sur des
concepts de preuves mathématiques de validation et de vériﬁcation. Elles présentent l’avantage
d’éviter les interprétations ambiguës dans la description d’un système, et elles garantissent la
détection au plutôt de ses failles. Cette discipline a fait ses preuves pour vériﬁer la sûreté de la
quasi totalité des systèmes informatisés, notamment les systèmes à base de composants.
Généralement, on distingue deux familles de méthodes formelles : les méthodes déductives
et les méthodes basées sur des modèles formels. Dans le cadre des méthodes déductives, le
système est déﬁni par une structure mathématique et la sûreté est établie en prouvant le théorème
mathématique : spécification du système ⇒ propriétés désirées. La vériﬁcation de ce théorème
est eﬀectuée en réalisant sa preuve mathématique. Les méthodes basées sur les modèles formels
(automates, systèmes de transitions, etc) décrivent le comportement du système de manière
précise et explicite. Ces méthodes sont accompagnées par des algorithmes qui explorent tous
les scénarios comportementaux possibles de la spéciﬁcation d’un système et montrent que ses
propriétés de sûreté sont satisfaites ou non.
Le contexte scientiﬁque de cette thèse orbite autour des travaux de recherche sur la spéciﬁ-
cation et la vériﬁcation formelle des systèmes à base de composants dignes de conﬁance.
2 Problématiques abordées
La plupart des modèles, connus dans le monde industriel (comme les EJB,CCM,.NET), dis-
posent d’outils permettant de vériﬁer l’interopérabilité des composants uniquement au niveau
signatures des opérations. Le typage comportemental des interfaces au niveau sémantique et
protocole reste peu abordé.
Une spéciﬁcation contractuelle complète de l’interface d’un composant doit être basée sur un
formalisme permettant de prendre en compte les trois niveaux de l’interopérabilité fonctionnelle.
Le modèle doit décrire explicitement et de la manière la plus réaliste possible, d’une part le
protocole organisant les actions d’entrée et de sortie d’un composant, et d’autre part, la synchro-
nisation et l’entrelacement des actions des composants dans le protocole d’un système composite.
De plus, le modèle doit prendre en compte les contraintes sémantiques associées aux composants
durant la vériﬁcation de l’interopérabilité. Si les modèles de composants existants intègrent des
spéciﬁcations d’interface basées sur des formalismes de ce genre, la vériﬁcation des propriétés de
sûreté d’un système et même ses exigences non-fonctionnelles (comme les contraintes liées à la
qualité de services QoS) deviennent envisageables et plus faciles à mettre en œuvre.
Plusieurs modèles ont été proposés pour la spéciﬁcation des protocoles des composants logi-
ciels notamment les automates, les machines à états, l’algèbre de processus, etc. Dans le cadre
de cette thèse, nous optons pour le modèle des automates d’interface qui semble être parmi les
modèles les plus naturels et expressifs pour décrire les protocoles des composants.
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Formalisme des automates d’interface et ses limites
Le formalisme des automates d’interface [dAH01, AH05] permet de donner un ordre tempo-
rel sur l’enchaînement des services requis et oﬀerts par un composant. Un appel sortant d’un
composant pour solliciter un service est appelé une action de sortie. La réception d’un appel
d’un service est appelée une action d’entrée. Un traitement local est appelé une action interne.
La composition de deux automates d’interface est réalisée en synchronisant les transitions éti-
quetées par des actions partagées d’entrée/sortie. Une approche intéressante de vériﬁcation a
également été proposée pour détecter les incompatibilités qui se produisent lorsque l’enchaîne-
ment des actions dans le produit synchronisé de deux automates conduit vers des états illégaux
qui décrivent les situations de blocage. À partir de ces états, l’un des deux automates sollicite
une action d’entrée qui n’est pas acceptée par l’autre automate. Le formalisme est soumis à une
approche optimiste de composition. En eﬀet, deux composants sont compatibles s’il existe un
environnement qui empêche leur composition d’atteindre des situations de blocage. Deux com-
posants sont incompatibles si tous les environnements possibles conduisent leur composition vers
des situations de blocage.
Un automate d’interface spéciﬁe le comportement légal d’un composant et en même temps il
respecte les hypothèses sur le comportement de l’environnement. Pour substituer un composant
par un autre plus raﬃné dans un contexte, les hypothèses sur l’environnement doivent être res-
pectées. Plus clairement, le raﬃnement d’un composant doit oﬀrir plus de services et demande
moins pour ne pas provoquer des situations de blocage imprévues après l’opération de substitu-
tion. Les approches de composition et de raﬃnement des autres formalismes à base d’automates
sont considérées pessimistes car elles ne considèrent pas les contraintes de l’environnement. Il













Figure 2 – Prise en compte de la sémantique des opérations
La vériﬁcation de la compatibilité des automates d’interface s’eﬀectue uniquement au niveau
signature sans la prise en compte des paramètres, et au niveau protocole, ce qui n’est pas suﬃ-
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sant pour assurer une vériﬁcation ﬁable de l’interopérabilité. L’information sémantique doit être
intégrée dans le formalisme aﬁn d’avoir une spéciﬁcation contractuelle complète des composants
(cf. ﬁgure 2). Cette spéciﬁcation, comme c’est déjà dit, permet de décrire de manière explicite
toutes les informations nécessaires sur les composants pour les réutiliser proprement.
La sémantique d’une opération dans un composant décrit généralement l’eﬀet de l’opération
sur ses paramètres et son eﬀet sur le comportement global du système qui encapsule le composant.
En d’autres termes, une opération peut avoir deux niveaux sémantiques : le premier niveau décrit
le comportement interne de l’opération (pré et post-conditions sur les paramètres) et le deuxième
niveau décrit l’eﬀet externe de l’opération après son appel sur l’évolution du comportement global
du système. Ce dernier niveau peut être utilisé pour raisonner sur les propriétés de sûreté du
système global.
Pour répondre à ces problématiques, nous proposons d’intégrer la sémantique des opérations
dans le modèle des automates d’interface aﬁn de ﬁabiliser les systèmes à base de composants.
Dans ce contexte, nous devons répondre aux questions suivantes :
– comment vériﬁer la compatibilité entre composants lors du processus d’assemblage du
système ?
– sous quelles conditions, peut-on remplacer un composant, défaillant, par un autre plus
évolué ?
– comment adapter deux composants incompatibles lors de leur réutilisation ?
– comment garantir les propriétés de sûreté des composants en se basant uniquement sur
leurs interfaces contractuelles ?
3 Nos contributions
Les apports de cette thèse sont essentiellement la proposition d’approches formelles basées
sur les automates d’interface pour la spéciﬁcation et la vériﬁcation des systèmes à base de com-
posants. Les approches proposées supportent les trois niveaux d’interopérabilité fonctionnelle des
composants. Les contributions de la thèse sont essentiellement les suivantes :
– La première contribution consiste à proposer un formalisme basé sur l’approche optimiste
des automates d’interface enrichis par la sémantique des paramètres des actions. L’approche
renforce la vériﬁcation de l’interopérabilité en considérant la sémantique décrite par des
pré et post-conditions des actions. La vériﬁcation de l’interopérabilité (compatibilité et
substitution) se ramène à la validité d’implications entre les pré et post-conditions des
actions.
– La deuxième contribution consiste à répondre à l’adaptation des composants basée sur les
automates d’interface en considérant la sémantique des actions décrite en fonction des para-
mètres. Dans un premier temps, nous proposons une méthode qui permet de vériﬁer l’adap-
tabilité sémantique entre les actions non partagées de deux automates d’interface reliées
par un contrat d’adaptation. Dans un deuxième temps, si les deux automates d’interface
sont adaptables au niveau sémantique, nous générons automatiquement un adaptateur qui
assure la communication entre eux. La méthode proposée combine l’approche optimiste de
composition, l’intégration du niveau sémantique dans la vériﬁcation de l’interopérabilité,
et les techniques d’adaptation pour le but d’établir une approche complète d’assemblage
et de réutilisation des composants.
– La troisième contribution vise à augmenter le pouvoir d’expression du modèle proposé
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pour pouvoir spéciﬁer et vériﬁer l’assemblage des composants qui communiquent par des
variables et des actions partagées. Le nouveau modèle est appelé automates d’interface
sémantiques et décrit la sémantique des actions en fonction des paramètres et des variables.
L’utilisation de ces variables permet de raisonner sur le l’évolution comportementale des
composants durant le processus d’assemblage. De plus, ces variables nous permettent de
vériﬁer les propriétés de sûreté des composants. En particulier, nous vériﬁons la préservation
des propriétés d’invariance par la composition et par le raﬃnement des composants.
Pour valider notre démarche, nous présentons un environnement de spéciﬁcation basé sur
le langage lSIA (Language for describing and checking Semantical Interface Automata) et des
techniques de vériﬁcation de propriétés de sûreté. Le langage permet de décrire la sémantique
en fonction des paramètres des actions et des variables. Le cœur de l’outil permet de vériﬁer la
compatibilité entre composants et de construire ensuite leur composition. Cette vériﬁcation est
eﬀectuée à l’aide du solveur automatique de satisﬁabilité CVC3 [BT07, SBD02].
Pour vériﬁer les propriétés de sûreté, ces spéciﬁcations sont traduites en des modules TLA+
et vériﬁées à l’aide du model-checker TLC [Lam02, Lam94].
4 Plan du document
La thèse est structurée en trois parties. Outre l’introduction, la première partie comporte trois
premiers chapitres et traite les concepts et l’état de l’art des systèmes à base de composants. La
deuxième partie comporte les trois chapitres suivants et constitue les contributions de la thèse. La
troisième partie est dédiée à l’outillage et à l’implantation des techniques proposées. Le document
se termine par une conclusion et les perspectives de recherche à mener. Une bibliographie et des
annexes sont également fournies.
Dans le chapitre 1, nous présentons en détail les termes et les concepts liés aux composants
logiciels et quelques modèles de composants utilisés dans le milieu industriel. Dans le chapitre 2,
nous examinons de plus prés les techniques d’assemblage et d’interopérabilité des composants.
Nous explicitons les trois niveaux de l’interopérabilité fonctionnelle des composants ainsi qu’un
aperçu sur les approches d’adaptation logicielle. Dans le chapitre 3, nous présentons le formalisme
des automates d’interface sur lequel est basé nos travaux.
Dans le chapitre 4, nous présentons notre approche basée sur les automates d’interface en-
richis par la sémantique des paramètres des actions. Le modèle présenté permet d’uniﬁer les
trois niveaux de l’interopérabilité fonctionnelle des composants. Dans le chapitre 5, nous présen-
tons une approche d’adaptation des composants basée sur nos contributions présentées dans le
chapitre 4. La technique d’adaptation proposée permet d’utiliser les informations sémantiques
associées aux automates d’interface pour vériﬁer et valider l’assemblage des composants. Pour
vériﬁer les propriétés de sûreté des composants, dans le chapitre 6, nous augmentons le pouvoir
d’expression du modèle précédent. Ce formalisme unit l’utilisation des paramètres des opérations
et les variables pour décrire les contrats des composants.
Finalement, dans le chapitre 7, nous présentons l’outil lSIA qui dispose d’un langage de spéciﬁ-
cation permettant de spéciﬁer les automates d’interface sémantiques et de vériﬁer la compatibilité
des composants et leurs propriétés de sûreté.
5 Publications
Les travaux présentés dans cette thèse ont été déjà publiés dans des conférences nationales
et internationales et ﬁnancés dans le cadre du projet ANR TACOS (Trustworthy Assembling of
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Components : frOm requirements to Specification).
Les contributions présentées dans le chapitre 4 se trouvent dans [CMM10d, MCM09, CMM10c]
et dans l’article de la revue Génie Logiciel GL [CDH+10]. Une partie des contributions présentées
dans les chapitres 6 se trouvent dans [MCM11]. L’approche d’adaptation présentée dans le cha-
pitre 5 a été publiée dans [CMM10a, CMM10b]. Une version étendue est en cours de publication










Dans ce chapitre, nous examinons de plus près les précisions techniques des termes et des
concepts liés aux composants logiciels. Dans la section 1.1, nous reprenons la déﬁnition générale
des composants citée dans l’introduction de la thèse et nous la raﬃnons en une déﬁnition plus
détaillée et concrète. Dans la section 1.2, nous expliquons les notions de l’abstraction et de
la réutilisation des composants. Dans les sections 1.3 et 1.4, nous évoquons les problèmes de
la sémantique des interfaces des composants logiciels et nous introduisons la notion de leurs
spéciﬁcations contractuelles. Dans la section 1.5, nous présentons en détails les éléments qui
permettent de comprendre les protocoles comportementaux des composants. Dans les sections 1.6
et 1.7, nous présentons brièvement le concept des architectures logicielles et nous terminons le
chapitre par présenter les architectures de quelques modèles à base de composants les plus connus.
1.1 Définition d’un composant logiciel
Au ﬁl du temps, dans la littérature, les notions des classes sont adoptées par le terme « objet »
et plus récemment, les objets ont commencé à prendre l’identité des « composants logiciels ».
Une façon rigoureuse de déﬁnir les concepts est de dénombrer leurs caractéristiques. Dans cette
section, nous allons donc déﬁnir les composants et les objets par leurs propriétés pour mieux
mettre en évidence les nuances et les homologies entre leurs sens.
Plusieurs déﬁnitions ont été proposées pour déﬁnir les composants logiciels, la plus complète
et celle qui a été formulée dans les proceedings [SP97] de la conférence européenne de la pro-
grammation orientée objet (ECOOP 1996). La déﬁnition en anglais est la suivante :
« A software component is a unit of composition with contractually specified interfaces and
explicit context dependencies only. A software component can be deployed independently and is
subject to composition by third parties ».
D’après cette déﬁnition, un composant logiciel est une unité de composition trois tiers, déve-
loppé et déployable indépendamment, et destiné à être assemblé avec d’autres composants. En
tant qu’une unité composable avec d’autres, un composant doit encapsuler son implémentation
et interagir avec son environnement grâce à des interfaces requises et oﬀertes bien déﬁnies. Plus
précisément, il doit disposer des informations décrivant ce qu’il demande des autres composants
et ce qu’il peut leur oﬀrir comme services. Le mode d’utilisation et les contraintes, suivant lesquels
les fonctionnalités d’un composant sont exécutées, représente le contrat d’un composant [Szy02].
Il est nécessaire aussi de déﬁnir ce que le contexte de composition et déploiement doit fournir
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pour que les composants puissent interagir proprement. Ce contexte est composé d’un modèle de
composants caractérisé par un ensemble de règles de composition et une plate-forme qui déﬁnit
les règles de déploiement, de l’installation et de l’activation des composants. Les systèmes logi-
ciels, conçus par l’assemblage d’un ensemble de composants suivant une architecture prédéﬁnie,
sont appelés les systèmes à base de composants (Component-based systems CBS).
Les composants peuvent être raﬃnés et évolués en suivant une suite de versions. Un vendeur
de composants peut proposer des diﬀérentes versions améliorées d’un composant. La gestion des
versions est traditionnellement basée sur l’aﬀectation des numéros de versions tout en gardant
comme référence une seule source. L’évolution des versions est plus complexe et la gestion des
numéros de versions peut devenir un problème en soi surtout au niveau de la manipulation des
interfaces.
Composants et objets
Un objet est un conteneur symbolique qui incorpore des informations et des mécanismes
qui symbolisent une identité physique ou morale du monde réel. La notion d’objet conduit aux
notions de l’instanciation, l’encapsulation et l’identité [Szy02].
Les termes objet et composant sont souvent considérés comme synonymes, ou très similaires.
Un composant peut être vu comme une collection d’objets qui communiquent les uns avec les
autres. La frontière entre un composant et d’autres composants ou objets est clairement spéciﬁée.
L’interaction avec un composant (et ainsi ses objets) à travers sa frontière est réalisée aux niveaux
de ses interfaces de telle sorte que sa granularité (i.e., ses objets) reste cachée (un composant ne
peut pas être utilisé pour identiﬁer ses objets). Les objets à l’intérieur d’un composant ont accès
aux implémentations des uns aux autres. Par contre, l’accès à l’implémentation d’un objet de
l’extérieur du composant doit être évité [SP97].
Un composant peut contenir une ou plusieurs classes, mais une classe est nécessairement
censée être une partie d’un seul composant. Un composant peut dépendre des autres composants
par des relations d’importation similaires aux relations d’héritage entre les classes et les objets.
La classe mère d’une classe ne doit pas nécessairement résider dans le même composant que la
classe elle même. Dans le cas où la classe mère est dans un autre composant, l’héritage entre
les deux classes traverse les périphéries des composants en forçant une relation d’importation
entre eux [Szy02]. Au lieu de contenir des classes ou des objets, un composant peut contenir des
procédures traditionnelles qui peuvent manipuler des variables globales ou il peut être développé
entièrement par un langage de programmation fonctionnel.
Les propriétés suivantes représentent d’autres distinctions supplémentaires et importantes
entre les composants et les objets [DW99] :
– les composants induisent l’utilisation d’un ensemble de mécanismes d’intercommunication
plus étendus que les objets : les composants Smalltalk distribués par exemple qui supportent
l’interaction de plusieurs utilisateurs distants sur plusieurs machines [CS03, Ben87, Ben88] ;
– le niveau de granularité des composants est plus large que celui des objets et leurs modes
de communication via les interfaces est largement plus complexe ;
– les composants sont déployés avec diﬀérentes conﬁgurations sans avoir à les reprogrammer
dans une infrastructure hébergeant.
Nous pouvons conclure que les composants sont étroitement liés aux objets et par conséquent,
le développement à base de composants (Component-Based Development CBD) est fortement lié
au développement orienté objet (Object-oriented Design OOD). Toutefois, de nombreux facteurs,
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tels que la granularité, les concepts de composition et de déploiement et même le processus de
développement, ont clairement diﬀérencié les composants des objets.
Dans la section suivante, nous détaillons les notions de l’abstraction et la réutilisation des
composants qui représentent les deux caractéristiques fondamentales dans les approches de dé-
veloppement orienté composant CBD.
1.2 Abstraction et réutilisation des composants
L’abstraction d’un composant est le niveau de visibilité de son implémentation à travers ses
interfaces. Dans une abstraction idéale d’un composant, l’environnement ne doit pas savoir aucun
détail sur la spéciﬁcation de ses interfaces. D’où la métaphore des “boîtes noires” (Blackboxes).
La compréhension du fonctionnement d’un composant n’est que l’interprétation de ses sorties
en fonction de ses entrées. Les tests d’un composant sont eﬀectués selon ce principe. Les sorties
délivrées, après l’exécution du composant, sont vériﬁées pour décider si le composant fonctionne
correctement ou non.
Cependant, les composants boîtes noires, dont les informations concernant leurs implémen-
tations sont strictement cachées, ne sont les mieux adaptés pour une communication plus inter-
active avec leurs environnements logiciels. Les sorties d’un composant peuvent ne pas dépendre





Figure 1.1 – Composant boîte noire
Les services extérieurs, activés par le composant, doivent être spéciﬁés aussi. Souvent, un
tel service dépend de l’état du composant qui l’a appelé. Par exemple, le modèle de conception
“observateur” [GHJV95] a besoin de demander des informations sur l’état de l’objet observé.
Si l’objet observé est un compte bancaire et l’observateur est un composant de consultation de
solde, on doit donc savoir si l’observateur est appelé avant ou après le changement du solde. La
spéciﬁcation des opérations, comme l’ajout ou la suppression de crédit, dans un composant boîte
noire ne révèle pas quand est-ce que le composant observateur est appelé et l’état du composant
appelant au moment de l’appel. Cet état intermédiaire du composant boîte noire peut être décrit
d’une manière verbale mais dans des cas plus compliqués cette approche échoue souvent.
La question, maintenant, est comment concevoir des composants plus interactives tout en
gardant cachées leurs implémentations ? La réponse est de dévoiler des parties de leurs activités
intérieures (composants “boîtes grise” ou Greyboxes). Le composant peut donner plus de détails
en cas de besoin, par exemple, l’indication des conditions sous lesquelles les services extérieurs
sont appelés. Prenant l’exemple du composant observateur consultant de solde, la spéciﬁcation
boîte grise du composant est de clairement établir que la notiﬁcation de la modiﬁcation du solde
est invoquée après son changement [BW97, Szy02].
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En conséquence, l’abstraction reste toujours la solution qui permet à l’utilisateur d’un com-
posant de comprendre au mieux l’essentiel de son fonctionnement plus vite. Une spéciﬁcation
indiquant en quelques mots que certaines données sont triées est beaucoup plus rapide à saisir
que de donner les détails d’un programme de tri particulier, par exemple. De plus, les détails
ignorés par le déploiement peuvent être changés plus tard sans nécessiter la modiﬁcation du sys-
tème de déploiement. Par exemple, il est possible de remplacer l’implémentation du tri à bulles
par un autre basé sur le tri rapide.
Un composant est une unité réutilisable et il peut être utilisé dans plusieurs contextes ou
être substitué par un autre qui raﬃne son implémentation originale en ajoutant des nouvelles
fonctionnalités sans aﬀecter ses clients (qui sont aussi des composants). Un composant peut
être aussi adapté, sans la modiﬁcation de son code, à un environnement particulier avec qui le
composant ne peut pas communiquer directement avec ses interfaces.
1.3 Interfaces des composants
Les interfaces des composants sont les moyens par lesquelles les composants communiquent.
Les descriptions des interfaces doivent être explicites de telle sorte que le rôle du composant puisse
être décrit proprement. Les interfaces et leurs descriptions doivent être isolées des composants
qui les implémentent [CL02, Szy02]. Cette séparation permet de (i) remplacer l’implémentation
sans changer l’interface, (ii) améliorer la performance du système sans le reconstruire et (iii)




















Figure 1.2 – Métamodèle UML des concepts de la spéciﬁcation syntaxique d’un composant
logiciel
Nous distinguons deux types d’interfaces : les interfaces requises et oﬀertes. Un composant
peut exporter à l’environnement des interfaces comme il peut importer d’autres de ses clients.
Une interface oﬀerte décrit un ou plusieurs service oﬀert par le composant à ses clients, tan-
dis que une interface requise indique un service requis par le composant de son environnement.
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Concrètement, une interface est un ensemble d’opérations qui peuvent être invoquées par des
clients (généralement d’autres composants). Une opération peut avoir zéro ou plusieurs para-
mètres d’entrée et de sortie. En général, une opération a au moins un seul paramètre de sortie
(valeur de retour). Ces concepts sont illustrés par le métamodèle UML présenté dans la ﬁgure 1.2.
Un composant peut fournir une interface directement (interfaces procédurales) ou indirecte-
ment à travers des objets (interfaces d’objets). Les interfaces directement fournies par un com-
posant sont des interfaces procédurales des librairies traditionnelles. La majorité des approches
à base de composants utilisent les interfaces d’objets plutôt que les interfaces procédurales parce
que le développement à base de composants est fortement lié au développement orienté objet.
À titre d’exemple, nous allons considérer des composants développés en Java. Nous n’allons
pas donner les détails techniques de l’écriture des composants Java (comme par exemple les
Entreprise JavaBeans [SM03, BMH06]) mais, nous montrons tout simplement des bouts de code
de classes Java pour expliquer la notion des interfaces des composants. En général, un composant




















Installation du composant GestionnaireCompte par de´faut
Figure 1.3 – Exemple des interfaces d’objets
Soit un composant qui gère les services des comptes clients d’une banque. Le composant
encapsule une classe ServicesClient qui implémente les deux interfaces CrediteurCompte et
DebiteurCompte. Le composant ServicesClient est aussi un médiateur pour choisir un gestion-
naire de compte par défaut pour ses clients. Le composant GestionnaireCompte est installé par
défaut en passant des références de deux objets qui implémentent les interfaces CrediteurCompte
et DebiteurCompte au composant médiateur. Le gestionnaire de compte installé peut alors être
utilisé indirectement par les clients du composant ServicesClient, par exemple un composant
distant AchatCarteBancaire qui débite le montant d’achat d’un ensemble d’articles achetés sur
Internet. La ﬁgure 1.3 illustre ce processus. Le code suivant représente la déclaration des inter-
faces CrediteurCompte et DebiteurCompte et la classe du composant ServicesClient.
public interface CrediteurCompte {
/* Le composant Compte le compte d’un client en question
dans la base de données. */
public void crediterCompteMontant(Compte cmpt, float mnt) ;
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public void crediterCompteVirement(Compte src, Compte des, float mnt) ;
}
public interface DebiteurCompte {
public void debiterCompteMontant(Compte cmpt, float mnt) ;
public void debiterCompteVirement(Compte src, Compte des, float mnt) ;
}
// Entête du composant ...
public class ServicesClient implements CrediteurCompte, DebiteurCompte {
/* Les références des objets qui implémentent
les interfaces CrediteurCompte et DebiteurCompte. */
private CrediteurCompte ccs ;
private DebiteurCompte dcs ;
public void crediterCompteMontant(Compte cmpt, float mnt){
cmpt.crediter(mnt) ;
}







public void setCc(CrediteurCompte cc){





public void setDc(DebiteurCompte dc){
this.dcs = dc ;
}
}
L’utilisation des interfaces d’objets provoque un mécanisme appelé « expédition dynamique
de méthodes » (Dynamic Method Dispatch). Ce mécanisme permet de déterminer la bonne implé-
mentation d’une méthode, dynamiquement durant le temps d’exécution, qui ne peut pas être dé-
terminée d’une manière statique au moment de la compilation Ce phénomène provoque une com-
munication tierce partie dont les clients d’un composant ignorent la présence d’un autre compo-
sant qui implémente ses interfaces. Par exemple, les clients qui utilisent les services du composant
ServicesClient communiquent d’une façon indirecte avec le composant GestionnaireCompte.
Le mécanisme d’expédition dynamique de méthodes induit à une communication tierce parties
entre les trois composants ServicesClient, GestionnaireCompte et AchatCarteBancaire.
Les approches standards de description des interfaces sont en général syntaxiques et donne
très peu d’informations sur leurs aspects contractuels et leurs rôles [MR98]. Toutefois, le niveau
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sémantique et inter-opérationnel des interfaces reliant le composant avec son environnement (son
contexte de déploiement et ses composants clients) est de nécessité fondamentale pour associer
au composant une description proprement établie et complète.
1.4 Contrats
Les spéciﬁcations d’interfaces sont censées décrire ce qu’on appelle les “propriétés fonctionnel-
les” d’un composant. Ces propriétés sont décrites par le niveau signature des opérations fournies
par le composant et le niveau comportemental par lequel le comportement du composant, en tant
qu’un élément d’interaction avec d’autres, est décrit. Dans le approches orientées composant, la
majorité des langages de description des interfaces, comme par exemple le langage “Interface De-
ﬁnition Language” (IDL) [Gud01], décrivent que le niveau signature des interfaces. Ce genre de
langage ne fournit pas suﬃsamment d’informations sur toutes les propriétés fonctionnelles d’un
composant. Par exemple, la signature de l’opération crediterCompteVirement de l’interface
CrediteurCompte est déﬁnie par
public void crediterCompteVirement(Compte src, Compte des, float mnt) ;
telle que src, des, et mnt soient ses paramètres d’entrée dont les types sont Compte et float. La

































Figure 1.4 – Métamodèle UML des concepts de la spéciﬁcation sémantique d’un composant
logiciel
Les contrats sont des spéciﬁcations plus précises de l’interaction entre le client d’une interface
et le fournisseur de son implémentation. Un contrat spéciﬁe ce qu’un client doit prendre en compte
pour utiliser une interface. Il indique également ce que le fournisseur doit mettre en œuvre pour
satisfaire les contrainte de sortie de l’interface. Par conséquent, la spéciﬁcation contractuelle d’une
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interface est un modèle de convention sémantique “instancié” au moment de la composition du
client et le fournisseur de l’interface. Pour chaque opération dans un composant, un contrat liste
toutes les contraintes qui doivent être satisfaites par le client (les préconditions) et celles que le
composant doit satisfaire en retour (les post-conditions). Selon Meyer [Mey92a], le contrat donne
aussi des informations sur l’invariant qui doit être maintenu par un composant. Le métamodèle
UML présenté dans la ﬁgure 1.4 illustre la spéciﬁcation contractuelle sémantique des composants.
1.4.1 Sémantique des opérations
Bien que les spéciﬁcations syntaxiques des composants soient les seules les plus utilisées, il est
largement reconnu que les spéciﬁcations sémantiques des opérations des composants sont néces-
saires pour utiliser eﬀectivement les composants logiciels. En eﬀet, les technologies de composants
actuelles supposent que l’utilisateur d’un composant à besoin de faire usage des informations sé-
mantiques.
Plusieurs techniques de conception de systèmes à base de composants, qui comportent des
critères sémantiques, sont présentes dans la littérature. Les travaux présentés dans [CD00] com-
binent les spéciﬁcations UML et le langage Object Constraint Language (OCL) [WK99] pour la
spéciﬁcation des composants. Une autre méthode bien connue qui utilise les mêmes notations
est Catalysis [DW99]. Les concepts utilisés pour la spéciﬁcation des composants dans Catalysis
peuvent être vu comme une extension du modèle générique des spéciﬁcations syntaxiques : un
composant implémente un ensemble d’interfaces, dont chacune se compose d’un ensemble d’opé-
rations. En outre, un ensemble de pré et post-conditions sont associées à chaque opération. Ces
conditions représentent communément le niveau le plus basique des spéciﬁcations sémantiques
des opérations. Cette forme basique de la spéciﬁcation sémantique des opérations ne donne pas
d’informations sur ce qui se passe si une opération est invoquée alors que sa précondition n’est
pas satisfaite. L’idée de pré et post-conditions n’est pas une nouveauté dans le développement
des logiciels à base de composants. Elles sont utilisées dans une variété de techniques de déve-
loppement logiciel, comme Vienna Development Method (VDM) [Jon90] et Design by contract
(DbC) introduite dans [Mey88].
1.4.1.1 Pré et post-conditions
Les premiers concepts des pré et post-conditions sont attribués à Sir Tony Hoare qui, en
1969, a proposé d’ajouter aux instructions d’un programme des préconditions et des post-
conditions [Hoa69]. Un triplet de Hoare, noté P{Q}R, a la sémantique suivante : Si la pré-
condition P est valide avant le début du programme Q, alors la post-condition R sera valide à la
terminaison de Q. Elles étaient utilisées et mises en œuvre pour la première fois dans le langage
Eiﬀel [Mey92b] de Bertrand Meyer.
Dans le modèle à base de composants, l’utilité des spéciﬁcations sémantiques par des pré et
post-conditions est potentiellement plus large que celle des spéciﬁcations syntaxiques. Les pré et
post-conditions des opérations décrivent les relations entre les paramètres d’entrée d’une opéra-
tion et sa sortie. La précondition doit être vériﬁée par le client avant le lancement d’une opération
donnée. Cette condition doit garantir que l’exécution de l’opération est possible sans erreur. La
post-condition doit être garantie par le fournisseur après le déroulement d’une opération donnée.
Cette condition doit garantir que l’opération a bien réalisé son fonctionnement.
Les pré et post-conditions simples des opérations établissent seulement la correction partielle
et une opération partiellement correcte peut terminer correctement ou non. Le fait qu’une opé-
ration doit également terminer, établit sa correction totale. Les conditions totalement correctes
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sont formulées par les “plus faibles préconditions” wp(Q,R) (weakest preconditions) pour une
opération Q et une post-condition R. La précondition la plus faible est le plus petit prédicat
P tel que P{Q}R. Plus précisément, pour tout prédicat P tel que P{Q}R, alors P implique
wp(Q,R). La notion des plus faibles préconditions a été introduite par Dijkstra [Dij97].
Par exemple, le langage Java Modeling Language (JML) [LPC+08, LBR99, LC06] est utilisé
pour la spéciﬁcation du comportement des classes Java. La spéciﬁcation décrit l’eﬀet des mé-
thodes sur les attributs de la classe par des pré et post-conditions déﬁnies dans le cadre de la
logique de Hoare. Il décrit aussi des invariants sur le changement des états des attributs. Les
spéciﬁcations sont ajoutées, en tant qu’annotations, dans les commentaires du code en Java, elles
sont ensuite compilées par le compilateur Java. Les annotations JML peuvent être utilisées par
exemple pour déﬁnir les contrats des composants Enterprise JavaBeans (EJB) des plate-formes
J2EE (Java 2 platform, enterprise edition) [SM03, BMH06, SM96].
Prenons l’exemple de l’application qui gère les comptes clients précédemment introduits.
Le composant Compte communique directement avec la base de données dans laquelle tous les
comptes clients sont stockés. Dans le modèle des EJBs, le composant Compte peut être considéré
comme une EntityBean qui permet de prendre en charge la persistance des données liées aux
comptes clients. Les EntityBean établissent la relation entre l’application et la base de données.
Les annotations JML sont inscrites en tant que commentaires. Les pré et post-conditions des
opérations sont représentées respectivement par les mots clés requires et ensures.
public class Compte {
public static final float MAX_SOLDE = 100000;
private Client c ;
private float solde;
private boolean isLocked = false;
...
//@ requires montant > 0 && montant + solde < MAX_SOLDE;
//@ ensures solde == \old(solde) + montant;
public void crediter(float montant) { solde += montant; }
//@ requires montant > 0 && montant <= solde;
//@ ensures solde == \old(solde) - montant;
public void debiter(float montant) { solde -= montant; }
...
}
Le langage OCL (Object Constraint Language) souvent associé à UML permet aussi d’expri-
mer les contraintes sur les opérations. Il s’agit d’un langage formel d’expression de contraintes
bien adapté aux diagrammes UML, et en particulier aux diagrammes de classes. OCL peut s’ap-
pliquer sur la plupart des diagrammes UML et permet de spéciﬁer des contraintes sur l’état
d’un objet ou un ensemble objets. Les contraintes sont essentiellement des pré et post-conditions
déﬁnies sur les opérations et les invariants de classes. Les pré et post-conditions du composant
Compte peuvent être décrites de la manière suivante en OCL :
context Compte::crediter(montant : Real)
pre : montant > 0 and montant + solde < MAX_SOLDE;
post : solde = solde@pre + montant;
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context Compte::debiter(montant : Real)
pre : montant > 0 and montant <= solde;
post : solde = solde@pre - montant;
context Compte::getSolde() : Real
post : result = solde
Les mots clés \old dans JML et @pre dans OCL, spéciﬁe la valeur d’un attribut de classe
avant l’exécution d’une méthode.
1.4.1.2 Invariants
Dans le cadre de la spéciﬁcation formelle des systèmes informatiques, un prédicat est un
invariant d’un programme s’il est constamment vrai durant tout le temps de son exécution.
L’exécution d’un programme peut être modélisée par un ensemble d’états qui sont des valuations
de variables sur lesquelles le programme agit. L’invariant est un prédicat déﬁni sur un sous
ensemble ou tout l’ensemble des variables et qui est satisfait à tous les états.
Dans le cadre des approches orientées composants, les invariants sont des conditions inscrites
dans le contrat d’un composant et qui doivent être vériﬁées par l’instance de ce composant durant
tout son cycle de vie [Mey92a]. Le contrat donne une vue globale sur le comportement qui doit
être respecté par le composant. Ces assertions sont écrites directement dans l’implémentation du
composant et permettent de fournir une documentation supplémentaire sur la sémantique de ses
opérations. Les propriétés d’invariance spéciﬁent les états que les composants doivent maintenir
une fois instanciés et déployés dans l’application. La satisfaction de ces propriétés est cruciale
pour que l’application n’agisse pas d’une manière non désirée.
La vériﬁcation de la sûreté sur les protocoles de communication des composants est envi-
sageable et ainsi sur l’enchaînement des événements du système composite global déduit de la
composition des protocoles de ses sous-composants. Une partie de cette thèse se positionne à ce
niveau. En eﬀet, notre travail traite en particulier la vériﬁcation de la préservation des propriétés
d’invariance des composants par composition et raﬃnement.
Prenons l’exemple précédent, un invariant possible du composant Compte peut être décrit de
la manière suivante : respectivement en JML :
//@ public invariant solde >= 0 && solde <= MAX_SOLDE;
et en OCL :
context Client
inv : solde >= 0 && solde <= MAX_SOLDE.
1.4.2 Propriétés non-fonctionnelles
Bien que les spéciﬁcations des contrats traitent de mieux en mieux les aspects fonctionnels
des composants (la syntaxe et la sémantique des interfaces, les invariants, et les pré et post-
conditions), il est nécessaire de spéciﬁer les exigences de performance et de qualité, appelées les
propriétés « non-fonctionnelles » ou « extra-fonctionnelles ». Ce sont les propriétés requises pour
la mise en œuvre d’un logiciel dans un environnement opérationnel. En général, les exigences
fonctionnelles déﬁnissent ce qu’un système est censé faire et les exigences non-fonctionnelles
déﬁnissent la manière dont le système est censé être.
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La spéciﬁcation contractuelle des composants doit décrire le niveau qualité de service (QoS).
Ce niveau couvre les garanties concernant la disponibilité d’un composant, temps moyen entre
les pannes qui peuvent survenir, temps moyen de réparation, le débit, la latence, la sécurité des
données, la capacité, la consommation d’énergie (pour les systèmes à base de composants embar-
qués), etc. On peut s’attendre à ce que les spéciﬁcations des propriétés non-fonctionnelles dans
les contrats des composants seront rigoureusement mieux traitées dans l’avenir et deviendront
plus largement utilisées [GS05].
Les propriétés non-fonctionnelles de la qualité de service sont répertoriées en deux catégories
principales :
1. qualités d’exécution (timing), telles que la sécurité et la facilité d’utilisation, qui sont
observables au moment de l’exécution.
2. testabilité, maintenance, l’extensibilité, qui sont incorporées dans la structure statique du
système logiciel [Wie03, You00].
Plusieurs travaux de recherche ont été eﬀectués dans le cadre de la spéciﬁcation des propriétés
non-fonctionnelles des systèmes architecturaux à base de composants. Dans le travail présenté
dans [BM03], les auteurs mettent en évidence une distinction claire entre les propriétés fonction-
nelles et les propriétés non-fonctionnelles comme la ﬁabilité et la qualité de service (QoS) des
contrats des composants. Leur travail déduit que l’adaptabilité des composants, comme étant une
propriété fondamentale pour assurer la réutilisabilité, peut être vue comme étant une propriété
de performance. Ils proposent une architecture à base de composants modélisée en RT-UML
Profil pour valider les exigences de performance. Le proﬁle RT-UML est destiné pour fournir
une structure uniﬁée qui englobe les méthodes d’analyse existantes en laissant la ﬂexibilité de
développement par divers langages. Le travail proposé donne une argumentation claire de l’in-
ﬂuence d’ajouter les critères liés aux propriétés non-fonctionnelles dans l’architecture abstraite
d’un système.
Dans le travail proposé dans [EDG+06], le groupe OMG a proposé un nouveau proﬁl UML,
nommé MARTE (Modeling and Analysis of Real-Time and Embedded systems) et issu des deux
proﬁles existants SPT et QoS&FT, pour représenter les propriétés non-fonctionnelles. Le modèle
proposé supporte la vériﬁcation temporelle des modèles UML. Les auteurs discutent les annota-
tions de quelques exigences non-fonctionnelles et comment le proﬁl UML proposé est utilisé pour
modéliser des propriétés comme la qualité de service, le temps, la tolérance aux pannes, etc.
Dans [AHS02], les auteurs présentent la théorie des interfaces temporisées (Timed Interfaces)
qui permettent à la fois de spéciﬁer les protocoles des composants et les contraintes liées au
temps d’exécution de leurs actions. Une interface temporisée spéciﬁe le temps requis par les
entrées (services fournis ou réceptions des messages) d’un composant et celui requis par ses
sorties (services requis ou envoi de messages). Deux interfaces de composants sont compatibles
s’il existe un moyen de les combiner ensemble de telle sorte que le timing de leurs événements
d’entrée et de sortie partagées soit respecté.
1.5 Protocoles comportementaux
Dans cette section, nous présentons les concepts concernant les protocoles des composants.
1.5.1 Définition et rôles
Un « protocole comportemental » déﬁnit le mode d’emploi du composant. En eﬀet, il déﬁnit
un ordre temporel sur l’enchaînement des appels des services requis et oﬀerts par le composant.
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Les protocoles comportementaux ont été introduits pour la première fois par Daniel Yellin et
Robert E. Storm dans [YS97].
Le protocole décrit les interactions entre un composant et ses clients. Les interactions sont
principalement des demandes pour exécuter des services oﬀerts par l’environnement du com-
posant ou des événements d’acceptation des requêtes pour solliciter des services oﬀerts par le
composant lui même. Il a pour but principal d’éviter l’utilisation hasardeuse des services des
composants. En explicitant cette dynamique de communication avec un composant, on réduit
la combinatoire d’utilisation de ses services. En particulier, les préconditions des services per-
mettent d’abstraire un protocole comportemental implicite. Autrement dit, le protocole le plus
générique consiste à utiliser n’importe quel service dans n’importe quel ordre. Les éventuelles
conditions d’application se trouvent alors dans les préconditions ou les gardes des opérations.
Le fait qu’une précondition d’une opération soit satisfaite à un moment donné veut dire qu’elle
puisse ne pas être satisfaite après ou avant l’exécution d’une autre opération. Le métamodèle
UML présenté dans la ﬁgure 1.5 illustre les concepts élémentaires utilisés pour la spéciﬁcation
des protocoles des composants. Si l’opération est inclue dans une interface requise, alors elle est

















Figure 1.5 – Métamodèle UML des concepts de la spéciﬁcation élémentaire d’un protocole de
composant
Un autre objectif des protocoles est de déﬁnir un niveau de granularité plus large que celui
des services et de favoriser ainsi l’abstraction, la réutilisabilité et la modularité des composants.
Les protocoles des composants facilitent aussi la vériﬁcation des propriétés de cohérence des
composants et de conformité de l’assemblage de composants. En eﬀet, il ne suﬃt pas d’appeler
correctement (compatibilité des pré et post-conditions) les services pour être sûrs que l’assem-
blage fonctionne, on doit aussi vériﬁer si l’évolution dynamique des échanges entre composants
ne conduit pas à des états de blocage ou des situations indésirables [AAA07].
Par exemple, pour modiﬁer une ressource partagée par un client, il faut d’abord envoyer une
requête pour avoir la ressource, puis la modiﬁer. La modiﬁcation doit se faire en exclusion mu-
tuelle. Dans un distributeur de billets, pour réaliser des opérations de retrait, de consultation de
solde, de dépôt, ou de transfert, l’usager doit d’abord s’identiﬁer et eﬀectuer après les opérations
qu’il souhaite faire. Ce protocole déroule dans des sessions.
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Nous tenons à préciser que le travail présenté dans cette thèse se focalise sur à l’exploitation
des niveaux sémantique et protocole pour la vériﬁcation de la compatibilité des composants.
1.5.2 Exemple de langages de description de protocoles
La notion de protocole est régulièrement associée à la notion du comportement dynamique
d’un composant comme nous venons de détailler au début de la section. Cependant, elle varie
d’un modèle de description à un autre et couvre des réalités diﬀérentes (processus de compo-
sant, protocole de communication entre deux ou plusieurs composants, contexte d’adaptation
de connecteurs, etc). Pour clariﬁer le concept, nous proposons une brève comparaison entre les
approches selon les quatre critères suivants :
– le contenu des protocoles : invocations de services, envois de messages, etc ;
– les unités rattachées aux protocoles : le composant, l’interface, le service, le connecteur ou
l’architecture ;
– les formalismes de description : automates, machines à états, algèbre de processus, expres-
sions régulières, etc.
Dans les sous-sections suivantes, nous allons présenter brièvement une étude bibliographique
sur quelques formalismes communément utilisés pour la spéciﬁcation des protocoles de com-
posants. D’autres approches sont présentées progressivement tout au long des deux chapitres
suivants.
1.5.2.1 CSP
Dans [AG97], les auteurs proposent une base formelle pour la spéciﬁcation des interactions
entre les composants en déﬁnissant une théorie et des notations qui associent, aux connexions ar-
chitecturales entre les composants, une sémantique explicite. Plus précisément, le modèle intègre
un système formel pour la spéciﬁcation des types de connecteurs d’architecture (cf. section 2.2).
La description de ces types de connecteurs est utilisée pour caractériser les protocoles d’in-
teraction entre les composants dans une architecture logicielle. Les fondements formels pour la
déﬁnition des protocoles sont basés sur CSP [Hoa78]. Le modèle montre comment les formalismes
qui sont traditionnellement utilisés pour caractériser la communication par échange de messages
dans le réseau, peuvent être appliqués pour la description des interactions entre composants.
Le modèle suivant décrit un système Client/serveur simple écrit en Wright (langage de des-




spec [Spécification du serveur ]
component Client =
port requete [protocol ]
spec [Spécification du client Serveur ]
connector C-S-connecteur =
role client [protocole du client]
role serveur [protocole du serveur]
glue [protocole de connexion]
Instances
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s.service as cs.serveur ;
c.requete as cs.client
end SystemeClientServeurSimple
La première partie de la description déﬁnit le composant et le type de ses connecteurs. Un
composant est décrit par un ensemble de ports et une spéciﬁcation qui modélise le comporte-
ment abstrait du composant. Chaque port décrit un point logique de communication entre le
composant et son environnement. Dans l’exemple, le client et le serveur ont chacun un seul port
de communication, mais en général un composant peut avoir plusieurs ports. Ainsi, les ports
représentent les interfaces du composant.
Un connecteur est déﬁnit par un ensemble de rôles et une spéciﬁcation « glue » de collage.
Les rôles décrivent le comportement local prévu de chaque partie communicante. Ils déterminent
les obligations de chaque composant participant à une communication.
Par exemple, le connecteur client-serveur (C-S-connecteur) a un rôle client et un rôle serveur.
Le rôle du client décrit le comportement du client comme une séquence d’une alternance de
demandes et de réceptions de service. Le rôle du serveur décrit le comportement du serveur
comme étant une alternance entre le traitement des demandes des envois des services demandés.
Le glue adapte le rôle du client avec celui du serveur. Cela voudrait dire que les activités doivent
être planiﬁées dans un certain ordre : le client demande un service, le serveur gère la demande,
le serveur fournit le service, et le client obtient le service.
La deuxième partie de la spéciﬁcation représente un ensemble d’instance de composant et
de connecteur. Elle décrit les entités eﬀectives qui vont apparaître dans la conﬁguration. Dans
l’exemple, il y a une seule instance du composant Serveur (s), une seule instance du composant
Client (c), et un seul connecteur (cs). La troisième partie de la spéciﬁcation présente comment les
instances de composants et le connecteur sont combinées en prescrivant les attachements entre
les ports et les rôles des connecteurs. Le connecteur cs coordonne le comportement des ports
c.requete et s.service.
Les auteurs utilisent une variante de CSP pour décrire les protocoles associés aux rôles des
connecteurs. Nous n’allons pas donner tous les détails sur le formalisme mais tout simplement
fournir les spéciﬁcations des rôles et les expliquer. Le rôle du Client est décrit par la succession
de l’envoi d’une requête et la réception d’un service. Le rôle du Serveur est la réception d’une
requête du client et l’envoi du service requis à plusieurs reprises. L’opérateur externe de choix
() permet de choisir entre l’engagement dans un nouveau invoke et la terminaison provoquée
par l’environnement. En d’autres termes, le serveur n’est pas autorisé à suspendre son exécution
à moins que l’environnement, dans lequel il opère, permette également la terminaison.
connector C-S-connecteur =
role Client = (request !x → result ?y → Client) ⊓
role Serveur = (invoke ?x → return !y → Serveur) 
glue = (Client.request ?x → Serveur.invoke !x → Serveur.return ?y → Client.result !y → glue)
Le rôle du Client décrit son comportement lorsqu’il demande un service du Serveur. D’une
manière similaire, le rôle du Client est un processus qui peut invoquer un service et le recevoir
ensuite plusieurs fois, ou terminer. Cependant, à cause de l’utilisation de l’opérateur ⊓, le choix
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de savoir s’il faut appeler un service ou mettre ﬁn à l’exécution est déterminée par le processus
Client. Le processus glue adapte les deux rôles du Client et du Serveur.
1.5.2.2 π-calcul
Le travail proposé par Carlos Canal et al. [CFTV00] énonce une approche qui étend les
descriptions CORBA IDL des interfaces de composants par la spéciﬁcation des protocoles en
utilisant l’algèbre de processus π-calcul [Mil99]. La sémantique de l’algèbre de processus est bien
adaptée pour la spéciﬁcation de l’évolution des systèmes communicants. Le π-calcul permet de
spéciﬁer l’échange de messages ou l’invocation des opérations par des noms et les protocoles par
des processus qui représentent le cycle de vie d’un composant.
Nous commençons par présenter la variante de π-calcul décrite dans l’article. Si ch est un
nom de canal, alors ch!(v).P représente un processus qui envoie une valeur v le long de ch
et après il revient à son état d’origine. Contrairement, ch?(x).Q est le processus qui attend la
réception des valeurs v du canal de communication ch, aﬀecte la variable x à la valeur v et puis
il devient Q{v/x}, tel que {v/x} indique la substitution de x par v dans le corps du processus
Q. La communication des processus est synchrone, et les noms des canaux peuvent être envoyés
et reçus comme étant des valeurs. Le processus zero représente l’inaction, les actions internes
sont notées par tau, et la création d’un nouveau canal z dans un processus R est représenté par
(^z)R, tel que la portée de z est limitée à R. Les processus peuvent être composés en parallèle par
l’opérateur ’|’. L’opérateur ’+’ est utilisé pour spéciﬁer l’alternance ou le choix non-déterministe :
P+Q est traduit par l’exécution de P ou Q mais pas les deux ensemble. Il y a aussi l’opérateur
de correspondance utilisé pour la spéciﬁcation du comportement conditionnel du processus : le
processus [x=z]P est traduit par l’exécution de P si x = y, sinon il est traduit par le processus
zero. La déﬁnition inductive de l’algèbre est la suivante :
P ::= zero | tau | ch!(v).P | ch?(x).P | (^z)P | [x=z]P | P+P | P|P
Le choix local de processus est exprimé en combinant l’opérateur ’+’ avec des actions locales
tau. Le processus tau.P + tau.Q est exécuté en tant que P ou Q. La règle principale de dérivation
π- calcul est celle qui correspond à la synchronisation des services requis et fournis. Elle est décrite
de la manière suivante :
(··· + x!(z).P + ···) | (··· + x?(y).Q + ···)
τ
−→ P | Q{z/y}
La déﬁnition standard du π-calcul standard ne fournit pas le support des structures de don-
nées composées et les paramètres. La variante proposée par les auteurs supporte ses éléments. Par
conséquent, les auteurs utilisent des notations spéciﬁques pour quelques structures de données
comme les listes (<> et ++ pour la création et la concaténation) et les ensembles ({} et ++ pour
la création et l’union). De plus, les auteurs autorisent l’utilisation des structures conditionnelles
complètes par des choix non-déterministes :
([G1]P1 + [G2]P2 + · · · + [Gn]Pn + [else]P0)
La modélisation de l’interaction entre des composants CORBA est simple à modéliser avec
cette variante de π-calcul puisque la manipulation des références d’objets et les invocations
est soumise à la sémantique riche de l’algèbre de processus. L’approche de modélisation des
composants et des interactions est basée sur les relations suivantes :
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Référence d’une instance de composant 7−→ un canal de communication π-calcul
Appel d’une méthode 7−→ ref!(m,(inputParams),(reply[..,excep,..]))
Réponse aux appels de méthodes 7−→ reply!(returnValue,outputParams)
Exceptions 7−→ excep!(excepParams)
Une instance de composant est associée à un canal à travers lequel le composant reçoit les
appels des méthodes. Ce canal est logiquement associé à la référence de l’instance. Une invocation
de méthode m d’un composant dont la référence est ref est modélisée par l’action de sortie
ref!(m,(inputParams),(reply[..,excep,..])) tels que m est le nom de la méthode, le tuple
des paramètres d’entrée est inputParams, et reply est un tuple contenant le canal de retour et
d’autre canaux de retour optionnels pour le traitement des exceptions. La réponse est représenté
par un tuple envoyé par le composant appelé à travers le canal de retour reçu par la requête
cliente, et contient la valeur de retour et les paramètres de sortie. ref!(m,(args),(reply)) est
réduit en ref!m(args,reply) ou en ref!m(args) si la référence du canal de retour est la même
que celle du composant appelé. Le processus ref?(m,(args),(rep)).[m=’op’]P peut être réduit
en ref?op(args,rep).P.
La spéciﬁcation CORBA IDL de l’interface d’un composant Compte qui gère le compte ban-
caire d’un client peut être décrite par le code suivant :
interface Compte {
exception CreditInsuffisant {float credit; float montant;};
string debiter(in float amount) raises (CreditInsuffisant);
string crediter(in float montant);
float solde() ;
};
Le protocole d’un composant et déﬁni par la construction protocol suivi par le nom de
l’interface et la description textuelle du processus π-calcul qui représente le comportement en
termes d’ordre d’appels et réception d’appels de méthodes. Le protocole du composant Compte























Le protocole du composant Compte décrit le comportement par un processus qui attend une
requête qui arrive à partir du canal qui représente l’instance du composant. Dans le cas où
l’opération est valide, le composant répond à la requête en envoyant un reçu recu au client ou
provoque une exception et il revient à son état d’origine. Sinon, le processus ignore la requête.
L’argument credit du processus est utilisé pour exprimer l’état interne du composant. Avec
cette information supplémentaire, la spéciﬁcation ne décrit pas seulement le protocole mais aussi
sa sémantique permettant de décrire comment les trois méthodes modiﬁent le solde.
D’autres approches de spéciﬁcation des protocoles utilsent le π-calcul ont été proposées no-
tamment celle qui est proposée dans [BBC05]. L’approche proposée est utilisée dans le contexte


















Figure 1.6 – Spéciﬁcation statechart d’un distributeur bancaire de billets
1.5.2.3 Statechart et machines à états finies
Dans [MRR03], les auteurs proposent une approche qui vise à doter les composants UML
par des modèles de spéciﬁcation de leurs comportements pour spéciﬁer et vériﬁer formellement
leurs propriétés de sûreté. Le comportement d’un composant est décrit par un formalisme inspiré
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des « statecharts de Harel » ou les « diagrammes d’état transitions » [Har87, OMG05] qui est
représenté par un document annexe au diagramme de composants UML pour décrire le com-
portement. La ﬁgure 1.6 présente un exemple d’une spéciﬁcation avec des diagrammes d’état
transitions du statechart d’un composant qui gère le fonctionnement d’un distributeur bancaire
de billets. Le formalisme proposé est un modèle mathématique pour décrire la connaissance rela-
tive au comportement des composants. Le modèle est une spéciﬁcation hiérarchique de machines
à états ﬁnies déterministes. L’approche est associée à un processus structurel qui supporte la
simulation incrémentale, la vériﬁcation automatique, la génération de code ainsi que des tests
pendant l’exécution. Le formalisme supporte des mécanismes de composition et de raﬃnement
des machines à états hiérarchiques.
Les protocoles de comportement proposés par Frantisek Plasil et al. [PV02] sont des agents
décrits par des expressions régulières. Cette sémantique déﬁnit des opérateurs de composition et
de substitution d’agents. Les agents synchronisent sur des canaux typés en interfaces requises ou
oﬀertes partagées. Les auteurs distinguent trois niveaux de protocoles : (i) les protocoles associés
aux interfaces décrivent les enchaînements licites au niveau d’une interface oﬀerte ou requise ;
(ii) les protocoles associés aux composants (appelés frames) décrivent les enchaînements licites
aux niveaux de plusieurs interfaces ; (iii) les protocoles associés aux architectures décrivent les
enchaînements licites au niveau d’une composition de composants.
Dans [PNPR05], les auteurs proposent une approche de description des protocoles des compo-
sants qui comble le vide entre les modèles formels utilisés pour la description des composants et
leurs implémentations. L’idée de l’approche proposée est de décrire les protocoles des composants
(implémentés en Java) par des systèmes de transition symboliques (STSs).
Dans [FGK03, S0¨5, Pun99], les auteurs ont traité les protocoles des composants en utilisant
les langages algébriques et non les expressions régulières pour modéliser la dynamique de commu-
nication entre eux. Un des intérêts de leur approche est de pouvoir spéciﬁer des appels récursifs
de services tout en étudiant les équivalences et le sous-typage. Les travaux de Schmidt [Sch03]
portent sur les spéciﬁcations des composants ﬁables en incluant les contrats, les protocoles et
les propriétés non-fonctionnelles ainsi que les éléments utilisés pour l’adaptation. Les protocoles
sont déﬁnis par des automates au niveau des interfaces.
1.5.2.4 Automates
Dans [VZ05], Ivana Černá and al. ont proposé les automates CoIN (Component-interaction
automata) est un formalisme pour la spéciﬁcation et la vériﬁcation des systèmes à base de com-
posants basée sur les automates. Le formalisme permet de spéciﬁer les protocoles des composants
dans les modèles de composants hiérarchiques. Chaque composant est associé à un automate.
La composition des composants est traduite par la synchronisation de leur actions d’entrée/-
sortie partagées. Chaque spéciﬁcation d’un composant inclut la structure hiérarchique de ses
sous-composants. Les composants primitifs sont identiﬁés par des identiﬁcateurs (entiers natu-
rels) uniques et les composants composites par des identiﬁcateurs composés des identiﬁcateurs
de leurs sous-composants primitifs.
Les automates d’interface (Interface Automata) [dAH01, AH05, AH01] ont été introduits pour
modéliser les interfaces des composants. Un automate d’interface est un automate Input/Out-
put [LT87] tel que les actions d’entrée ne sont pas nécessairement activables à tous les états de
l’automate. Le protocole d’un composant est décrit par un seul automate d’interface. L’ensemble
des actions est décomposé en trois sous-ensembles : les actions d’entrée, les actions de sortie
et les actions internes. Les actions d’entrée représentent les méthodes ou les opérations implé-
mentées par le composant et qui représentent ses services oﬀerts. Elles peuvent aussi modéliser
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les réceptions des messages dans un canal de communication. Les actions de sortie représentent
les appels des opérations de l’environnement qui sont les services requis par un composant, les
transmissions des messages dans un canal de communication et les exceptions qui se produisent
pendant l’exécutions des méthodes. Le chapitre 3 contient plus de détails sur l’approche optimiste
des automates d’interface. Les travaux présentés dans le cadre de cette thèse sont basés sur ce
modèle d’où la motivation de consacrer tout un chapitre pour présenter en détail le modèle.
Dans [ASF+05], les auteurs proposent un formalisme basé sur l’approche optimiste des au-
tomates d’interface appelé automates d’interfaces sociables (Sociable Interface Automata). Le
nouveau formalisme diﬀère légérement des automates d’interface au niveau de la sémantique
de la synchronisation entre composants et le traitement de la concurrence. Plusieurs d’autres
approches, basées sur les automates Input/Output pour la spéciﬁcation des protocoles des com-
posants, ont été proposées comme les travaux proposée dans [LNW06, AL03].
Après la présentation complète des concepts liés à la déﬁnition d’un composant en tant
qu’une unité de composition avec d’autres au sein d’une application logicielle. Dans la section
suivante, nous illustrons brièvement les concepts généraux liés à l’architecture suivant laquelle
les composants sont assemblés pour construire l’application et la rendre utilisable.
1.6 Architectures logicielles
La notion de l’architecture logicielle est la base essentielle de toutes les technologies logicielles
à grande échelle et elle est d’une importance capitale pour la conception des systèmes à base
de composants et de leurs interfaces homme-machine IHM. Tout système logiciel complexe est
basé sur une architecture qui peut être vue en termes de décomposition d’unités (composants
et connecteurs) et d’autres éléments qui assurent les interactions entre ces diﬀérents unités à
l’exécution. Ces interactions permettent de regrouper les diﬀérents composants du système pour
construire des composants composites dans des styles architecturaux. La modélisation d’une
architecture est basée sur plusieurs piliers. Nous allons en citer quelques une : la réglementation
des interactions entre les composants et leur environnement, le rôle de chaque composant est déﬁni
d’une manière concise, et les interfaces IHM de l’application sont normalisées et standardisées à
la fois pour les utilisateurs ﬁnaux et pour les assembleurs [Szy02]. Communément, l’architecture
logicielle est axée sur la conception de la structure globale d’un système qui doit satisfaire les
exigences fonctionnelles et non-fonctionnelles décrites dans le cahier des charges.
La déﬁnition fréquemment utilisée citée dans [BCK03] : « l’architecture d’un logiciel est déﬁnie
par des frameworks 1 qui permettent d’implanter des composants, des connecteurs ainsi que les
dispositifs qui permettent de relier entre eux et les déployer dans une plate-forme particulière. Les
propriétés de tous ces éléments sont visibles de l’extérieur ». Donc, il est clair que l’architecture
des logiciels et l’assemblage des composants sont les deux faces d’une même pièce, mais par
ailleurs, l’architecture concrétise les propriétés et les fonctionnalités de tous les éléments qui
construisent le système aﬁn d’établir une description claire de son fonctionnement global. Plus
concrètement, nous déﬁnissons le concept de l’architecture logicielle comme suit :
– une architecture logicielle se compose d’un ensemble de frameworks et un ensemble de
règles d’interopérabilité entre les frameworks : une plate-forme est le support qui permet
d’installer les frameworks de telle sorte que ces derniers puissent être instanciés, activés,
et reliés ;
– un framework est une architecture de composants composites conçue selon un ensemble de
1. Un framework est l’ensemble des outils et des librairies nécessaires aux développements.
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Figure 1.7 – Architecture logicielle : une représentation généralisée
mécanismes et politiques : les frameworks implémentent souvent les protocoles de commu-
nication entre les composants ;
– un composant composite est un ensemble de composants primitifs interconnectés et déployés
simultanément ;
– un composant primitif est un ensemble de classes ou des constructions non-orientées objet
(comme les procédures et les fonctions) et un ensemble de ressources.
– une ressource est une collection d’objets typés.
La ﬁgure 1.7 présente une vue généralisée de l’architecture logicielle.
1.6.1 Rôles
L’absence de l’architecture peut entraîner des problèmes sérieux lors de l’exécution et/ou la
maintenance d’un logiciel. La modiﬁcation du code d’un logiciel mal ou non architecturé peut
déstabiliser sa structure et entraîne son entropie (dégradation). Le développeur constate que le
logiciel est aussi complexe de telle sorte que celui-ci est extrêmement diﬃcile à comprendre et
à modiﬁer. Le rôle de l’architecte est de prévoir le pire et de concevoir l’architecture la plus
maintenable possible et la plus extensible possible [Pre00, Wik11].
La réutilisation des composants logiciels permet de réaliser les économies les plus substan-
tielles à tous les niveaux. L’architecture logicielle permet donc une intégration harmonieuse des
composants au sein de l’application. Le développement par réutilisation impose un cycle de
création-réutilisation continu de composants et une architecture logicielle normalisée. La créa-
tion de l’application est basée sur la conception d’une bibliothèque de composants qui facilite
le développement de l’application. L’architecte doit explorer cette bibliothèque pour trouver les
composants appropriés pour créer les composants manquants, les documenter et d’étendre la
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bibliothèque avec. Une architecture doit satisfaire un ensemble de critères de qualité qui sont
principalement [Wik11] :
– l’interopérabilité qui exprime la capacité d’un système logiciel de faire communiquer ses
sous-composants et d’utiliser les ressources d’autres logiciels ;
– la portabilité qui exprime la possibilité de compiler et d’exécuter le système logiciel sur des
plates-formes (machines, systèmes d’exploitation, environnements d’exécution) diﬀérentes ;
– la validité qui exprime le taux conformité des fonctionnalités du logiciel avec celles décrites
dans le cahier des charges ;
– l’intégrité qui exprime la faculté d’un logiciel de protéger ses données des accès non auto-
risés ;
– la fiabilité qui exprime la capacité d’un logiciel de corriger ses propres erreurs de fonction-
nement en cours d’exécution ;
– la maintenabilité qui exprime la simplicité de la maintenance du logiciel même durant son
exécution ;
– la réutilisabilité qui exprime la capacité d’un logiciel de rendre réutilisables ses propres
composants pour le développement d’autres logiciels ;
– l’extensibilité qui exprime la possibilité d’étendre simplement les fonctionnalités d’un logi-
ciel sans compromettre son intégrité et sa ﬁabilité ;
– la transparence qui exprime la capacité d’un logiciel de masquer à l’utilisateur les détails
inutiles sur l’utilisation de ses fonctionnalités ;
– la simplicité d’utilisation qui décrit la facilité de l’utilisation d’un logiciel par les usagers.
Dans la sous-section suivante, nous présentons les langages de description d’architectures
(ADL) utilisés pour décrire l’interopérabilité et l’assemblage des composants au sein d’une ar-
chitecture logicielle.
1.6.2 Langages de description d’architectures (ADL)
Une architecture décrit l’ensemble des composants d’un logiciel et déﬁnit clairement les règles
de leur assemblage. Elle représente le plan de construction d’un logiciel en se détachant des détails
techniques de l’environnement de développement et en respectant le cahier des charges. En eﬀet,
la modiﬁcation d’un plan est plus simple et moins couteuse que la modiﬁcation d’une application
déjà conçue.
Plusieurs travaux ont été menés par les communautés scientiﬁques et professionnelles pour
répondre à ces besoins. Le résultat principal de ces travaux était de proposer des langages de des-
cription d’architecture (Architecture Description Languages ou ADL) [SG96, GP95]. Un langage
de description d’architecture est « forme d’expression utilisée » pour la description des archi-
tectures [IF10]. Dans cette section, nous allons présenter les concepts généraux des principaux
formalismes ADL existants.
Les concepts abstraits utilisés dans les langages ADL existants sont principalement au nombre
de trois. La description des composants, les connecteurs, et la conﬁguration ou la topologie. Les
composants et les connecteurs sont assemblés pour former une conﬁguration ou une topologie. La
conﬁguration structurelle de l’application est un graphe connexe des composants et des connec-
teurs. La conﬁguration comportementale modélise l’évolution des liens entre les composants et
les connecteurs, ainsi que l’évolution des propriétés fonctionnelles et non-fonctionnelles.
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Les travaux sur les ADLs sont nombreux et ils ont émergé depuis le milieu des années 90.
Ces travaux se concentrent sur la déﬁnition de langages déclaratifs qui sont classés en deux
grandes familles [MT00]. La première correspond aux langages qui privilégient la description des
éléments de l’architecture et leur assemblage structurel. Les langages de cette famille sont dotés
d’outils de modélisation, d’analyseurs syntaxiques, et de générateurs de code. La seconde famille
correspond aux langages de description de la conﬁguration des architectures et sur la dynamique
des systèmes. Ces langages sont associés à des plate-formes d’exécution ou de simulation en plus
des outils de modélisation et de génération de code.
Parmi les langages les plus répondu, nous citons Darwin [MDEK95] qui est un langage de
spéciﬁcation des systèmes hiérarchiques à base de composants. Il supporte la description des
structures dynamiques des composants évoluant durant l’exécution. Les primitives de base, sur
lesquelles la sémantique de Darwin est construite, sont les composants et les services. Les com-
posants dans Darwin sont construits d’un ensemble d’entités qui fournissent et demandent un
ensemble de services.
component pipeline(int n) {
provide output; require input;
array F[n]: filter;
forall k:0..n-1 {
inst F[k] @ k+1;
when k < n-1;
bind F[k+1].input -- F[k].output;
}
bind F[0].input -- input; output -- F[n-1].output;}
L’exemple précédent montre une spéciﬁcation Darwin d’un composant pipeline. Le nombre
des sous-composants n est passé en paramètre. La sortie de chaque composant est reliée à l’entrée
de son suivant (bind F[k+1].input – F[k].output). L’entrée du premier sous-composant et la
sortie du dernier sous-composant sont reliées respectivement à l’entrée et la sortie du composant
composite pipeline (bind F[0].input – input; output – F[n-1].output). Pour raisonner
sur l’évolution des architectures, Darwin utilise le π-calcul [Mil99]. Le formalisme est idéal pour
modéliser la reconﬁguration dynamique des systèmes en cours d’exécution. Le système est modé-
lisé par une collection de processus qui communiquent via des canaux de communication. Darwin
décrit le comportement par Tracta [GKC99a] qui est basé sur les systèmes de transitions étiquetés
(LTS). Une spéciﬁcation est donnée pour chaque composant primitif et le comportement du com-
posant composite est dérivé à partir des comportements de ses sous-composants en appliquant
la composition parallèle entre les LTSs.
Le langage Wright [All97] (cf section 1.5.2.1) se distingue par les descriptions comportemen-
tales en terme de protocoles CSP. Rapide [RDT97] est distingué par la déﬁnition des simulations.
Aesop [Gar95] est caractérisé par son pouvoir d’adaptation à plusieurs styles architecturaux.
C2 [Med96] est adapté aux environnements répartis et évolutifs. Ce grand nombre de proposi-
tions a amené plusieurs classiﬁcations et comparaisons. La plus intéressante reste celle proposée
dans [MT00]. Plusieurs méta-langages, tels que ACME [GMW97] ou ADML [Gro00] proposent
une représentation intermédiaire exploitable par les outils architecturaux des diﬀérents ADLs
pour permettre le passages entre eux.
De nos jours, les travaux de recherche sur les langages ADL changent de perspectives. Les
travaux sur la modélisation des architectures et ceux concentrés sur la modélisation orientée ob-
jet, comme UML, restent complémentaires sans convergence constatée. Aujourd’hui, les travaux
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comme ArchJava [ACN02] et l’intégration de la notion de composant dans UML 2.0 montre la
fusion des deux approches. Le modèle de composants d’UML 2.0 permet de déﬁnir nettement
l’architecture d’une application à base de composants provenant d’origines diverses. Le modèle
représente un standard qui garantit les trois critères de qualité des systèmes ouverts à base de
composants : la portabilité, l’interopérabilité, et la réutilisabilité.
1.6.3 Les styles architecturaux
L’architecture logicielle peut être catégorisée dans des styles divers. Les systèmes informa-
tiques, construits au cours des dernières années, se classent parmi un nombre restreint de styles
architecturaux. Un système peut utiliser plusieurs styles selon son niveau de granularité et son
aspect [BCK03, GS94].
Un style architectural déﬁnit, d’une manière générique, un vocabulaire d’éléments, des contraintes
de conﬁguration de ces éléments, et une sémantique pour interpréter leur conﬁguration. Dans
cette sous-section, nous allons en citer quelques uns.
Modèles fonctionnels
Ce modèle d’architecture est basé sur la décomposition graduelle des fonctionnalités de l’ap-
plication. Cette décomposition est fondée sur l’approche du raﬃnement graduel proposée par
Niklaus Wirth [Wir71]. Elle consiste à découper une fonctionnalité en sous-fonctionnalités qui
sont également divisées en d’autre sous-fonctionnalités et ainsi de suite. La fonctionnalité d’un
module ou d’un objet est réalisée par des sous-modules ou des sous-objets. Une dérivation de cette
architecture est l’architecture distribuée où les les modules ou les objets se retrouvent répartis
sur un réseau.
Seeheim et Arch [TB85] sont des modèles d’architecture logicielle pour structurer l’interface
homme-machine dans des applications interactives.
Modèles en couches
Le modèle en couches est la conséquence inévitable de la notion de la réutilisation des com-
posants. En eﬀet, les nouveaux composants utilisent les anciens. Une bibliothèque tend donc
à devenir un empilement de composants. La division en couches consiste alors à regrouper les
composants possédant des sémantiques semblables de manière à créer un empilement de paque-
tages de composants. Les composants des couches supérieures dépendants fonctionnellement des
composants des couches inférieures et ainsi de suite.
Modèles orientés agents
L’architecture orientée agent représente la structure d’un système interactif composé d’une
collection de composants spécialisés, appelés agents. Un agent est caractérisé par un état et une
expertise et il est capable d’émettre et de réagir à des événements. L’agent est en contact direct
avec l’utilisateur et il utilise de manière intelligente les autres agents pour réaliser ses objectifs.
Il établit des dialogues avec les autres agents pour échanger de l’information. Plusieurs modèles
orientés agents existent, nous citons à titre d’exemple les modèle PAC (Presentation Abstraction
Control) [Cou87].
Il y a plusieurs autres styles d’architecture logicielle comme les architectures centrées sur les
données (architectures 3-tiers et multi-tiers), les architectures basées sur la communication par
ﬂux de données (architectures de médiation et orientées évènements), etc.
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1.7 Modèles à base de composants logiciels
Dans cette section, nous présentons une analyse des meilleures expériences actuelles de la
technologie des composants. Trois approches principales sont examinées : CORBA/CCM de
OMG, les JavaBeans et les EJBs de Sun Microsystems, et le modèle de composants Fractal
de France Telecom et l’INRIA. Ainsi, nous présentons brièvement quelques autres modèles de
composants utilisés pour faire le tour quasi complet sur l’utilisation des approches orientées
composant dans l’industrie des applications logicielles à grande échelle.
1.7.1 EJB de Sun Microsystems
Dans le milieu professionnel, les applications logicielles gèrent généralement de gros volumes
de données ce qui accroît leur niveau de robustesse. Par conséquent, la maintenance et la stabilité
de ces applications sont des priorités pour les architectes et les développeurs. Le modèle d’ar-
chitecture de base de ce genre d’applications est sans doute le modèle 3-tiers qui est largement
utilisé par les grandes entreprises ayant besoin de systèmes complexes basés sur la même orga-
nisation des informations. Ce modèle permet donc d’avoir plusieurs parties logicielles diﬀérentes
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Figure 1.8 – Structure d’une architecture n-tiers d’une application en Java EE
Le modèle architectural 3-tiers est une évolution du modèle basique client/serveur. Il se
compose de trois niveaux :
1. tier client qui correspond à la machine sur laquelle l’application client est lancée. Le tiers
client utilise un navigateur pour représenter l’application sur la machine client ;
2. tier métier qui correspond à la machine sur laquelle l’application centrale est exécutée ;
3. tier accès aux données qui correspond à la machine gérant le stockage des données.
Toutefois, ce modèle de base est assez limité dans le cadre des architectures qui contiennent
nombreuses entités. Par exemple, l’existence de plusieurs bases de données, interconnexion avec
d’autres systèmes, l’existence de plusieurs clients, etc. L’architecture n-tiers généralisée est la
plus adaptée pour prendre en compte la complexité évolutive de telles applications.
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Le couplage de ces tiers est le problème crucial de cette architecture. C’est à ce niveau que
les frameworks, comme Java EE (Java 2 platform, enterprise edition) [SM03], interviennent.
Ils oﬀrent un ensemble de librairies standards permettant d’interconnecter diﬀérentes techno-
logies de développement. L’inconvénient principal de cette architecture concerne sa maîtrise.
Son utilisation demande une très bonne aptitude à utiliser l’abstraction et les concepts basés
sur l’utilisation des composants. La ﬁgure 1.8 présente la structure de l’architecture n-tiers des
applications J2EE.
Le serveur d’application, qui représente les couches application et métier d’une application
J2EE, est le médiateur entre la base de données et les clients. La couche application, représentée
par le conteneur Web, est chargée de connaître et gérer l’état des sessions des clients connectés.
Cette couche représente le contrôleur dans un modèle MVC 2 (Model View Controller) [Ree03].
Les éléments de base de cette couche sont souvent représentée par les servlets Java qui sont des
pages JSP 3 (JavaServer Pages) compilées. Les servlets représentent les points d’accès à l’appli-
cation. Elles doivent traiter les requêtes client et faire les appels nécessaires aﬁn de récupérer ou
d’enregistrer des données.
La couche métier est la couche principale de toute application. Elle est représentée souvent par
un conteneur de composants Entreprise JavaBeans (EJB) [BMH06, SM96]. Elle doit s’occuper
des accès aux diﬀérentes données et leurs traitements. Cette couche eﬀectue la vériﬁcation de la
cohésion entre les données et l’implémentation de la logique métier et les services de l’entreprise
au niveau de l’application.
En dépit de quelques similarités, les EJBs, qui représentent principalement une technolo-
gie de composants côté serveur, ne doivent pas être confondus avec les composants JavaBeans
ordinaires. Un composant JavaBean est une simple classe Java qui respecte un ensemble de
conventions sur le nommage des méthodes, le constructeur, et le comportement. Ces conven-
tions permettent la réutilisation, la substitution et la connexions des JavaBeans par des outils
de développement. Un JavaBean doit hériter de l’interface Serializable pour pouvoir retenir
et restaurer les états de ses instances. Il doit aussi rendre accessible publiquement ses attributs
privés via des méthodes accesseurs.
1.7.1.1 Le modèle de composants EJB
Comme nous venons de l’évoquer, le modèle d’architecture distribuée induit le découpage
d’une application en plusieurs parties. Cependant, ces applications ne peuvent donc pas être
conçues à partir de rien. La création des plate-formes et les fragments logiciels de ce genre
d’applications aurait un coût très important à tous les niveaux. Des standards ont alors vu le
jour. Le plus connu est sans doute CORBA qui est le modèle idéal des applications distribuées.
Néanmoins, la lourdeur et la complexité de ce modèle sont ses inconvénients majeurs. Le modèle
EJB est plus restrictif, plus performant, et basé essentiellement sur Java, et a gagné une part de
marché importante.
L’architecture EJB est composée d’au moins trois tiers : une machine cliente, une machine
contenant la logique applicative, et une base de données. Les composants EJB implémentent la
logique métier de l’application. Ils sont exécutés côté serveur contenus dans des conteneurs. Le
serveur EJB joue le rôle d’un chef d’orchestre. C’est lui qui organise et synchronise les services
et leur cycle de vie. Chaque partie de l’orchestre correspond à un service (EJB, transactions,
etc). Tout les services sont indépendants mais ils travaillent ensemble pour produire un résultat
2. Modèle de conception séparant le modèle de données, l’interface utilisateur et la logique de contrôle.
3. http://www.oracle.com/technetwork/java/javaee/jsp/index.html
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commun. La ﬁgure 1.9 représente la structure interne, en termes de composants EJB et de services












Figure 1.9 – Serveur EJB
Le conteneur EJB est un composant composite boîte noire qui gère la communication entre
les EJBs et les services d’infrastructure disponibles au sein du serveur EJB, comme la connexion
à la base de données, la gestion des transactions, la gestion de la sécurité, la gestion des cycles
de vie des beans (composants dans le jargon Java), etc, en interceptant les appels aux beans
qu’il contient. Ces services sont des méthodes de rappel (callbacks) fournis par les beans. Le
serveur joue le rôle d’intermédiaire entre le système et le conteneur en permettant au conteneur
de réaliser ses fonctions en faisant appel aux primitives du système. C’est le conteneur EJB aussi







Figure 1.10 – Un modèle abstrait d’un composant EJB
1.7.1.2 Composants EJB
Les conteneurs EJB peuvent contenir trois types de beans : les Entity Beans qui représentent
les objets persistants qui communiquent avec la base de données, les Session Beans qui fournissent
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des séquences d’opérations pour les clients, et les Message-Driven Beans qui fonctionnent comme
consommateur de messages asynchrones provenant des clients. Des contrats spéciﬁques sont
déﬁnis pour chacun de ces types. La ﬁgure 1.10 représente un modèle abstrait de la composition
générique d’un composant EJB.
Entity Beans
Les Entity Beans sont des composants persistants sous forme d’objets qui représentent des
entités persistantes stockées dans un SGBD. La gestion de la persistance peut être faite par le bean
lui même ou par son conteneur. Ces composants sont partagés par plusieurs clients concurrents
et peuvent participer à des transactions. Ces composants résistent aux arrêts et aux pannes des
serveurs EJB.
Session Beans
Les Session Beans sont des composants qui représentent un ensemble d’opérations pour
les clients. Ces composants ne sont pas persistants et ils sont créés et tués par les clients. En
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Figure 1.11 – Stateless vs. stateful session beans
L’état de ces composants est géré selon deux modes (cf. ﬁgure 1.11) qui sont décidés selon
l’interaction désirée avec le client :
– les stateless session beans (“sans état”) qui sont autonomes et ne dépendent pas d’un
contexte particulier ou d’un autre service. Aucun état n’est conservé entre deux invo-
cations de méthodes : lorsqu’une application cliente appelle une méthode, le composant
exécute la méthode et retourne le résultat. L’exécution de la méthode ne dépend pas de
ce qui c’est passé avant ou ce qui pourra passer après. La même instance d’un bean est
utilisée par plusieurs clients.
– les stateful session beans (“avec état”) concrétisent le concept de session entre le client
et le serveur. Chaque client est lié à une instance de l’EJB et par conséquent, toutes les
méthodes de l’EJBs sont partagées pour le compte d’un unique client. Un stateful conserve
son état après une suite d’appels de méthodes.
Message-Driven Beans
Lesmessage-driven beans fonctionnent comme des consommateurs d’événements asynchrones.
Ce sont des composants non persistants utilisés pour la gestion des services des transactions. Ces
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composants ne possèdent pas d’états et ils sont des consommateurs de messages JMS (Java
Message Service) et l’accès au bean se fait en envoyant les messages vers la destination JMS qui
s’agit d’une ﬁle d’attente qui stocke les messages.
La diﬀérence la plus visible entre les message-driven beans et les autres beans est que les
clients n’accèdent pas aux bean à travers des interfaces. Un composant message-driven bean
possède uniquement une classe qui représente un message.
Nous rentrons pas dans les détails de la gestion des cycles de vie des beans et les diﬀérences
entre eux, mais nous allons illustrer comment le conteneur EJB fait cette gestion. Le conteneur
permet aux clients de créer des beans, de les détruire, et de les rechercher. Le bean doit im-
plémenter des callbacks (ejbCreate, ejbPostCreate, etc) pour assurer la gestion de son cycle
de vie. Le conteneur fait aussi la gestion de l’état d’un bean en l’activant (réactivation du bean
en chargeant l’état depuis la mémoire persistante) ou le passivant (désactivation du bean après
l’enregistrement de son état dans la mémoire persistante).
1.7.1.3 Descripteur de déploiement
Le descripteur de déploiement est une spéciﬁcation déclarative des propriétés d’un bean. Il est
déﬁni par le langage de description XML. Il permet de de déﬁnir les attributs de transaction, les
champs persistants, l’environnement, la gestion ou pas par le conteneur, les éléments associés à
la sécurité, etc. Chacune des propriétés est représentée par une balise. Par exemple, les attributs









1.7.2 CORBA et CCM d’OMG
OMG (Object Management Group), fondée en 1989, est la plus large association d’entreprises
de l’industrie informatique à but non lucratif. OMG fonctionne comme une organisation dont
l’objectif est de standardiser, normaliser, et promouvoir le modèle objet de toutes ses formes. À
l’origine, les eﬀorts du groupe OMG étaient de résoudre le problème de comment les systèmes
orientés objet distribués, implémentés dans des diﬀérents langages et exécutés sur diﬀérentes
plate-formes, peuvent interagir ? Le résultat était CORBA (Common Object Request Broker
Architecture) [OMG97] comme un premier fruit de travaux de ses membres.
Au début, l’objectif derrière CORBA était de rendre possible l’interconnexion ouverte d’une
grande variété de langages de développement et de plates-formes logicielles, ce qui prolifère un
niveau de portabilité plus large des applications. Principalement, CORBA est conçu de trois
parties fondamentales :
1. un ensemble d’interfaces d’invocation ;
2. un intergiciel ORB (Object Request Broker) ;
3. un ensemble d’adaptateurs objet ;
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L’invocation des méthodes objet est soumis au principe de l’expédition dynamique de mé-
thodes (en anglais dynamic method dispatch ou late binding). Ce mécanisme permet de déterminer
la bonne implémentation d’une méthode, dynamiquement durant le temps d’exécution. Les in-
terfaces d’invocation autorisent plusieurs niveaux de liaisons dynamiques. Elles permettent aussi
de transiter les arguments de la méthode invoquée à son implémentation de telle sorte que le
noyau ORB puisse localiser l’objet receveur et la méthode. L’ORB est l’ensemble de classes et
bibliothèques qui implémentent un “bus logiciel” par lequel les objets envoient et reçoivent des
requêtes et des réponses, de manière transparente et portable. En d’autres termes, il s’agit de
l’activation ou de l’invocation d’une des méthodes d’un objet distribué par un objet client. À
la ﬁn de la réception, un adaptateur objet invoque la méthode dans l’objet receveur. La spéci-
ﬁcation courante de ces adaptateurs est celle des POAs (Portable Object Adapters). Les clients
appellent directement les objets par leurs références. Les références des objets sont crées par les
POAs du côté serveur et puis elles sont passées aux clients.
Pour que ce processus puisse fonctionner, deux exigences doivent être satisfaites. Première-
ment, toutes les interfaces doivent être décrites dans un langage commun. Deuxièmement, les
liaisons entre les langages utilisés et le langage commun sont proprement déﬁnies. Ce langage
commun, appelé OMG Interface Definition Language (OMG IDL), est une partie essentielle de
CORBA.
1.7.2.1 Modèle de composants CORBA
Le modèle d’objet CORBA traditionnel, tel qu’il est déﬁni dans CORBA 2.4 (OMG, 2000)
et ses versions antérieures, a plusieurs limitations. Nous en citons quelques unes :
– la norme posait des diﬃcultés au niveau de la mise en œuvre de la projection d’OMG IDL
vers les langages de programmation ;
– pas de norme standard pour le déploiement des objets du côté serveur (uniquement des
solutions ad hoc) ;
– pas de gestion standardisée des cycles de vie des objets ;
– pas de séparation claire entre les exigence fonctionnelles et non-fonctionnelles.
Tous ces inconvénients ont conduit à l’invention du modèle de composants CORBA CCM
(CORBA Component Model) [OMG06]. CCM est inclu dans la version 3.0 de CORBA (OMG
2001). CCM étend le modèle d’objet CORBA en déﬁnissant des fonctions et services qui per-
mettent aux développeurs d’implémenter, gérer, conﬁgurer, et déployer les composants qui in-
tègrent les services CORBA couramment utilisés (tels que les transactions, la sécurité, des services
de notiﬁcation d’événements, etc) dans une architecture standard.
En outre, CCM permet de réutiliser plus de logiciels côté serveur et assure une conﬁgura-
tion dynamique plus souple des applications CORBA. CCM propose toute une structure pour
déﬁnir un composant, son comportement, son intégration dans un conteneur d’application, et
son déploiement dans l’environnement distribué CORBA. Il est aussi important de noter que
les composants CCM peuvent interagir directement avec les EJBs. L’architecture du modèle de
composants CCM est formée de quatre éléments :
1. un modèle abstrait de composants décrit par une extention du langage IDL ;
2. un modèle d’implantation déﬁnit par OMG CIDL (Component Implementation Description
Language) ;
3. un modèle des conteneurs qui déﬁnit la structure et l’interconnexion des composants par
des conteneurs ;
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4. un modèle de déploiement qui déﬁnit comment les composants et leurs conteneurs seront





















provides Facette_1 f1 ;
...
uses Reseptacle_1 r1 ;
publishes SEven_1 s1 ;
consumes PEven_1 p1
};
Figure 1.12 – Composant CCM avec sa spéciﬁcation IDL
1.7.2.2 Composants CCM
Les composants CCM sont les éléments de base dans un système CCM. Une contribution
importante de CCM découle de la standardisation du cycle de développement des composants en
utilisant CORBA comme étant son infrastructure middleware. Les développeurs de composants
CCM doivent déﬁnir les interfaces IDL de chaque composant. Ensuite, ils implémentent les
composants. Les implémentations des composants résultantes peuvent être alors rassemblées
dans des ﬁchier d’assemblage, comme les librairies partagées, des ﬁchiers JAR, ou des ﬁchiers
DLL et liés dynamiquement. Finalement, un mécanisme de déploiement est utilisé pour déployer
les composants dans un serveur d’applications qui héberge leurs implémentations en chargeant
leurs ﬁchiers d’assemblage. Ainsi, les composants s’exécutent dans des serveurs d’applications et
sont disponibles pour traiter les demandes des clients. La ﬁgure 1.12 présente le modèle abstrait
d’un composant CCM et sa déﬁnition IDL.
Les attributs d’un composant CCM sont ses propriétés conﬁgurables indispensables pour
sa réutilisation et sa conﬁguration. Les attributs peuvent être conﬁgurés par les mécanismes
de feuilles de propriétés utilisées pour l’assemblage et la conﬁguration. En contradiction avec
les anciennes versions de CORBA, CCM permet aux opérations qui manipulent ses attributs
de produire des exceptions. Le développeur du composant peut soulever une exception dans le
cas où une tentative de changement des attributs est faite après la conﬁguration complète du
système.
Un composant CCM utilise aussi un ensemble de ports pour communiquer avec son envi-
ronnement. Ces ports améliorent considérablement la réutilisation des composants par rapport
au modèle CORBA traditionnel. Les ports d’un composant CCM sont classiﬁés en plusieurs
catégories :
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– les facettes ou les interfaces fournies par le composant. Elles sont invoquées d’une manière
synchrone ;
– avant qu’un composant puisse invoquer les opérations d’un autre composant, il doit d’abord
créer une connexion avec l’instance de ce dernier en acquérant sa référence. Les ports
des ces connexions sont appelés réceptacles. Ils représentent les interfaces requises par le
composant ;
– des événements asynchrones peuvent se produire durant la communication entre les compo-
sants. Ces interactions par les événements sont basées sur le modèle de conception (design
pattern) observateur. Un composant déclare son intérêt de publier ou de consommer des
événements en précisant ses sources d’événements et les puits d’événements dans sa déﬁ-
nition.
Pour standardiser le cycle de vie d’un composant, CCM introduit le mot clé IDL home qui
spéciﬁe les stratégies prises pour structurer les cycles de vie d’un composant. Chaque interface
home est spéciﬁque à son composant et les clients peuvent accéder à ces interfaces pour contrôler
les cycles de vie des composants avec lesquels ils communiquent. Par exemple, l’interface home
peut créer et tuer des instances de composants.
1.7.2.3 Conteneurs CCM
Les composants CCM dépendent de la norme POA pour expédier les requêtes clientes en-
trantes. Toutefois, contrairement aux versions précédentes de CORBA, le développeur de l’ap-
plication n’est plus responsable de la création de la hiérarchie POA. Le modèle de composants
CCM utilise la spéciﬁcation du composant pour conﬁgurer automatiquement la hiérarchie POA et
localiser les diﬀérents services déﬁnis par CCM. De plus, les composants peuvent exiger la com-
munication via des fonctions de rappel (callbacks) lorsque certains événements se produisent.
Pour prendre en charge les fonctionnalités décrites ci-dessus, le serveur de composants instancie
des conteneurs. Le modèle de programmation des conteneurs CCM déﬁnit un ensemble d’inter-
faces API qui simpliﬁe la tâche de développement et de la conﬁguration des applications CORBA.
Un conteneur encapsule les implémentations des composants et fournit un environnement pour
les exécuter.
1.7.3 Fractal de France Telecom & l’INRIA
La technologie à base de composants Fractal [BCL+04, BCL+06] fournit un modèle hiérar-
chique de composants imbriqués pour le développement des systèmes logiciels complexes. C’est
un modèle général d’implémentation, de déploiement, et de gestion (surveillance, contrôle, et
conﬁguration dynamiquement) des composants. Il a été développé par France Telecom R&D et
l’INRIA au sein du consortium ObjectWeb, Le modèle Fractal dispose aussi d’un canevas logiciel
qui est un ensemble d’APIs indépendants de toute implémentation et qui peut servir comme
étant une base à diverses extensions. Fractal a été fondé pour résoudre des problèmes posés par
les modèles de composants standards, comme par exemple l’expressivité restreinte de ces mo-
dèles qui ne permettent pas modéliser proprement la composition hiérarchique et le partage des
composants, l’adaptation, et la reconﬁguration.
1.7.3.1 Modèle abstrait
Le modèle abstrait Fractal est composé d’un ensemble de composants qui communiquent par
transmission de signaux nommés via des interfaces. En plus des interfaces standard permettant
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l’accès aux fonctionnalités des composants, les composants Fractal disposent d’un ensemble d’in-
terfaces de commande et des contrôleurs permettant de gérer le cycle de vie des composants (dé-
marrage/arrêt des composants, le paramétrage des attributs). Ces contrôleurs permettent aussi
de changer la structure interne des composants en ajoutant ou supprimant des sous-composants
et les liaisons entre eux. Le contrôleur représente la structure d’un composant, il permet d’inter-
cepter les signaux entrants et sortants du composant et il peut modiﬁer aussi le comportement de
ses sous-contrôleurs. Le contrôleur assure aussi la reconﬁguration dynamiquement du composant










Figure 1.13 – Modèle de composants Fractal
Un composant Fractal est composé de deux parties : le contrôleur (membrane) et un contenu.
La membrane encapsule le contenu et contrôle les requêtes entrantes traitées par le contenu.
Toutes les requêtes adressées au composant sont enﬁlées dans un buﬀer tampon à l’intérieur
de la membrane et traitées d’une manière FIFO. Un composant peut être imbriqué dans un
composant englobant comme étant un sous-composant non partagé ou partagé avec d’autres. Par
exemple, dans la ﬁgure 1.13, le composant F est partagé entre les composants B et C. Le partage
des composants modélise le partage de leurs ressources, leurs activités, et leurs domaines de
contrôle. Les composants peuvent être, par conséquence, composites ou primitifs. Les composants
primitifs encapsulent du code exécutable et ils peuvent servir à encapsuler du code déjà existant
(legacy). Le contenu des composants composites encapsulent un ensemble de sous-composants.
Les composants Fractal peuvent être instanciés selon deux modes : les modes Factory et template.
Le mode Factory crée n’importe quel type de composant. Le mode Template crée des composants
clones à partir d’autres composants.
Un composant Fractal dispose d’un ensemble d’interfaces requises et fournies. Les interfaces
fournies représentent les services réalisés par le composant. Les interfaces requises décrivent les
services dont le composant a besoin pour réaliser ses propres services. Chaque interface (fournie
ou requise) a son homologue interne utilisé pour la connexion du composant avec ses sous-
composants. L’interface homologue interne a un type opposé à son équivalente externe. C’est-
à-dire, pour chaque interface fournie externe, il existe une interface requise interne homologue
connectée à une interface fournie d’un sous-composant (délégation) et vice versa (subsumption).
Un composant Fractal dispose aussi d’un ensemble d’interfaces de contrôle qui fournissent
des services permettant de gérer le composant. Elle permettent de contrôler les connexions des
sous-composants et de conﬁgurer leurs cycles de vie (ajout/suppression, suspension/reprise d’exé-
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cution, instanciation des liaisons, etc). Chaque interface a un nom et un type qui représentent
ses références. Une interface peut être déclarée optionnelle. Une interface optionnelle peut ne pas
être liée à une autre interface. Elle peut être marquée comme étant multiple et dans ce cas elle
contient plusieurs sous-interfaces.





Figure 1.14 – Interfaces des composants Fractal
Les liaisons (bindings) entre les composants s’eﬀectuent entre les interfaces et elle sont de deux
types : des liaisons simples et composées. Les liaisons simples relient exactement deux interfaces
locales au sein d’un même composant. Les liaisons composées permettent la communication d’un
nombre arbitraire de composants quel que soit le type (fournies ou requises) de leurs interfaces.
Les composants de liaison sont appelés aussi connecteurs. La ﬁgure 1.14 représente les interfaces
de composants Fractal et les liaisons entre elles.
Fractal dispose d’un langage de description architecturale sous la forme de descripteurs XML
« Fractal ADL ou Fractal Architecture Description Language ». Ce langage spéciﬁe les types de
composants et leurs ports, le instances de composants, les contrôleurs des composants ainsi que
leurs compositions. La composition est eﬀectuée par construction d’une hiérarchie d’instances




Le modèle Julia [Bru03] est une implémentation Fractal de référence en Java et encore en
cours de développement. Il représente un framework extensible et conﬁgurable pour program-
mer des composants Fractal de diﬀérentes formes. La spéciﬁcation des composants Fractal dans
Julia a été étendue en ajoutant la spéciﬁcation de leurs comportements par des protocoles de
communication [AP05].
Fractive/ProActive
Fractive [BCM03] est une implémentation Fractal qui utilise l’intergiciel ProActive [CKV98]
pour la distribution. Les traits caractéristiques de ProActive sont les appels asynchrones des
méthodes, l’absence du partage de mémoire, la transparence de la distribution, et la migration.
ProActive est une implémentation Java des objets distribués dont les appels de méthodes
sont asynchrones exploitant des références futures. Une référence future est une référence à la
valeur de retour d’un appel de méthode qui n’est pas prêt d’être exécuté mais il va éventuellement
être évalué. Cette référence est mise à jour après par la valeur de retour. Le système ProActive
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est composé par plusieurs composants d’activité. Chaque composant déﬁnit son point d’entrée
appelé objet actif qui est référencé de l’extérieur et exécuté dans un processus à part entière. Les
objets passifs ne peuvent pas être référencés directement de l’extérieur de leur composants et ne
peuvent pas être exécutés dans des nouveaux processus.
1.7.4 Autres modèles
Il existe d’autres modèles de composants utilisés pour développer des applications logicielles.
Nous allons présenter les plus répandus.
Modèle de composants .NET de Microsoft
Microsoft regroupe l’ensemble de ses produits de développement et d’exécution des appli-
cations réparties à base de composants dans la plate-forme .NET. .NET [Mic] oﬀre le support
de plusieurs langages tels que C++, VB.NET, et C# (C Sharp). Tous ces langages supportés
peuvent être compilés en un code intermédiaire MSIL (Microsoft Intermediate Language). Ce
code intermédiaire est exécuté par le CLR (Common Language Runtime). De plus, .NET met
l’accent sur la réutilisation des (Web Services). Ainsi, WSDL (Web Service Definition Langage)
est un format de représentation des interfaces de Web Service en XML.
Les technologies Microsoft orientées composant COM, DCOM, MTS, et COM+ sont conçues
pour la distribution de composants dans des environnements répartis. COM repose sur des
conventions d’interopérabilité binaire entre les composants et sur les interfaces. DCOM intègre la
distribution dans COM, et MTS étend DCOM avec les services de persistance et de transaction.
L’ensemble constitue COM+.
Modèle de composants OSGI de OSGi Alliance
Le modèle de composants OSGI a été fondé en 1999 par le groupe OSGi Alliance pour la
création d’une spéciﬁcation ouverte pour la délivrance de services multiples à partir du net
aux réseaux locaux [OSG]. OSGI représente un framework léger qui peut être exécuté dans
les dispositifs matériels à mémoire réduite. OSGI s’appuie sur Java pour assurer la portabilité
sur diﬀérents matériels. Une caractéristique importante de cette technologie est le fait qu’elle
a été adaptée à l’évolution dynamique des architectures système. Les composants peuvent être
téléchargés, mis à jour, et supprimés dynamiquement sans arrêter le système. En outre, OSGI
permet l’administration à distance des systèmes via le réseau.
OSGI est basé sur deux concepts principaux qui peuvent être interprété comme étant des
composants : paquets (bundles) et services. Le développeur fait le design de l’application en
créant un ensemble de paquets qui contiennent des services. Un service implémente un ensemble
de fonctionnalités. Un service est une unité de composition déﬁni par son implémentation et
un ensemble d’interfaces. Un système est un ensemble de services coopératives et connectés. Un
paquet est une unité de déploiement qui regroupe un ensemble de services. Les paquets sont
téléchargés après sur demande [OSG]. Les composants sont associés aux concepts utilisés dans
l’application.
1.8 Synthèse
Dans le cadre de ce chapitre, nous avons détaillé les termes et les concepts liés aux compo-
sants logiciels en déﬁnissant une ontologie complète sur les relations entre eux. Ensuite, nous
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avons introduit les déﬁnitions des concepts reliés aux interfaces des composants et comment la
sémantique de leurs opérations est intégrée pour déﬁnir leurs contrats. De plus, nous avons déﬁni
les protocoles comportementaux des composants et les diﬀérents langages utilisés, dans la litté-
rature, pour les spéciﬁer. Nous avons également illustré brièvement les architectures logicielles
des systèmes à base de composants. À la ﬁn du chapitre, nous avons présenté un panorama
des fondements des modèles de composants les plus utilisés comme EJB, CCM, et Fractal, ainsi




Assemblage et interopérabilité des
composants
Dans le premier chapitre, nous avons présenté une ontologie sur les termes et les concepts
liés aux composants logiciels. Nous avons détaillé les relations entre les notions des interfaces
et les spéciﬁcations contractuelles des composants ainsi que leurs protocoles comportementaux.
Ces notions ont été introduites pour déﬁnir le composant logiciel en tant qu’une identité parmi
d’autres dans les systèmes modernes. Dans ce chapitre, nous déplaçons la loupe pour examiner
les caractéristiques des relations entre le composant et ses semblables dans un environnement
logiciel. Nous expliquons de manière générique et indépendante de tout contexte spéciﬁque,
comment l’assemblage et l’interopérabilité des composants sont mises en œuvre en utilisant leurs
interfaces.
Dans la section 2.1, nous présentons brièvement le processus d’assemblage. Ensuite, nous
rentrons plus dans les détails techniques de l’interopérabilité des composants en termes de de-
mande et d’acquisition de services. Dans la section 2.2, nous présentons les bases conceptuelles
et les outils permettant de spéciﬁer les connecteurs des composants. Dans la section 2.3, nous
explicitons les diﬀérents niveaux de vériﬁcation de l’interopérabilité des composants. Dans la
section 2.4, nous faisons un tour d’horizon sur les travaux qui concernent la vériﬁcation de la
sûreté de l’assemblage des composants au sein d’un logiciel. Dans la section 2.5, nous explici-
tons la notion d’adaptation des composants comme étant un cas particulier de l’assemblage des
composants incompatibles.
2.1 Opération d’assemblage
Comme nous avons introduit avant, un composant est une unité de réutilisation destinée à
communiquer avec d’autres. Dans ce contexte, l’étape de composition ou d’assemblage des com-
posants, au sein d’une application logicielle, est de nécessité fondamentale et doit être bien fondée
pour assurer la cohérence entre les diﬀérentes fonctionnalités de l’application. L’assemblage des
composants est basé essentiellement sur deux axes : (i) la spéciﬁcation de l’interconnexion entre
deux ou plusieurs composants et (ii) la substitution d’un composant avec un autre plus évolué
dans un système sans perturber son fonctionnement. Le deuxième fondement est indispensable
car il est en relation directe avec les critères reliés à l’évolution du système. La substitution d’un
composant C par un composant C’ est dit sûre si tous les environnements qui fonctionnent avec
C fonctionnent aussi avec C’.
L’opération de l’assemblage relie les composants par des connecteurs. La notion de connecteur
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recouvre l’ensemble des moyens nécessaires pour interconnecter les composants en synchronisant
les sorties (services requis) des uns avec les entrées (services oﬀerts) correspondantes des autres.
Ces moyens peuvent être distingués en deux catégories déterminées selon les contraintes et le
contexte dans lesquels les composants sont induits. La première catégorie est l’utilisation des
spéciﬁcations contractuelles des composants et leurs propriétés pour modéliser les connecteurs
des composants d’une manière implicite. Un connecteur est vu comme un modèle de commu-
nication entre deux ou plusieurs composants basés sur la spéciﬁcation de leurs contrats. Cette
interopérabilité peut être vériﬁée au stade de trois niveaux [Weg96] :
1. le niveau signature dont l’objectif est de s’assurer que les signatures des opérations sont
compatibles. La signature de l’opération dans le composant appelant doit être la même
que l’opération appelée. Les deux signatures doivent avoir le même nom, le même nombre
de paramètres, et les paramètres doivent avoir les mêmes types en respectant leurs ordres
dans les deux signatures ;
2. le niveau protocole dont l’objectif est de s’assurer que les protocoles des composants sont
compatibles ou non ;
3. le niveau sémantique dont l’objectif est de s’assurer que les sémantiques des opérations
partagées, modélisées souvent par des pré et post-conditions, sont compatibles.
Dans des cas particuliers, la deuxième catégorie des connecteurs se manifeste comme étant
la spéciﬁcation et le développement des moyens logiciels ou matériels explicites pour assurer
l’assemblage des composants. Ce processus est appelé l’adaptation des composants. Il est utilisé
dans le cas où l’interopérabilité implicite des composants n’est pas garantie par moyen de leur
contrats comportementaux à cause des disparités entre les descriptions des services. En eﬀet,
des incompatibilités possibles puissent se produire entre les interfaces aux diﬀérents niveaux de
composition. Dans ce cadre, la séparation des tâches est très importante. Il est souhaitable de
ne pas faire apparaître les attributs des connecteurs dans la spéciﬁcation des composants mais
d’en faire des entités bien distinctes [ACC02]. D’autre types de composants intermédiaires sont
utilisés pour connecter un ensemble de composants dans un réseau de diﬀusion de messages ou
d’événements. Ces composants sont appelés canaux ou groupes de diﬀusion entre des composants
sources et puits d’événements.
Le déploiement des composants dans une plate-forme d’accueil est indispensable pour que
l’assemblage soit fonctionnel. La plate-forme d’accueil correspond à l’environnement système
dans lequel les composants sont installés, instanciés et activés. Il peut s’agir d’un système d’ex-
ploitation ou d’un environnement dédié à un certain modèle de composant (cf. section 1.6).
2.2 Connecteurs de composants
Plusieurs approches de spéciﬁcation ont été fondées pour déﬁnir les connecteurs des compo-
sants. Au niveau de l’approche orientée objet, les connecteurs sont basés sur les dépendances des
appels des méthodes des interfaces d’objet conﬁgurés en cours de l’exécution. Les références des
objets sont utilisées pour localiser l’implémentation des méthodes invoquées. Les mécanismes de
connexion sont devenus des services à part entière. Par exemple, les services de transmission de
messages et d’échange d’événements qui sont la base de tout intergiciel de communication basé
sur la distribution de messages (Message-Oriented Middleware MOM) [Szy02].
Les approches orientées connexion deviennent nécessaires dans le cas ou la construction de
l’application est basée sur l’utilisation des composants préfabriqués. Les composants doivent être
vus comme des entités entourées par des ports de connexion entrants et sortants. Les interfaces
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qui correspondent à ces ports sont appelées interfaces fournies ou requises. Une interface fournie
correspond souvent à une opération ou une méthode oﬀerte. Les appels des opérations sont
acheminés à travers les interfaces requises.
Les paramètres des opérations des interfaces fournies peuvent être utilisés pour les valeurs
de retour. A ce niveau une confusion peut avoir lieu entre les interfaces requises et les valeurs
de retour. La valeur de retour de l’appel d’une méthode et la variable dans laquelle est enre-
gistrée dans le composant appelant portent le même type d’objet. Les interfaces requises dans
l’approche orientée objet représente les interfaces distantes dans lesquelles les méthodes appe-
lées sont déclarées. Dans d’autres normes, les interfaces de sortie correspondent à déclarer les
évènements ou les messages qu’un composant peut émettre. L’envoi d’une valeur de retour est
représenté par une “action” de sortie. Par conséquent, les interfaces sont fournies ou requises










Figure 2.1 – Interfaces fournies et requises
Comme le composant appelé n’a aucune information sur le composant appelant, le composant
appelant doit donc tenir une référence explicite ou un lien statique vers le composant appelé. Les
interfaces dont un composant dépend sont tout simplement importées. La ﬁgure 2.1 illustre la
connexion entre deux composants par des “câblages symboliques” entre les interfaces d’entrée et
de sortie. L’interface cc est requise par le composant C1 tandis que les interfaces aa et bb sont
fournies. Au contraire, l’interface bb est requise par le composant C2 et il fournit les interfaces cc
et dd. Les connexions sont établies entre les interfaces bb et cc. Ces connexions sont indépendantes














Figure 2.2 – Composant composite de C1 et C2
Dans d’autres approches à base de composants, comme les EJBs, il y a une séparation claire
entre les interfaces requises et fournies. En Java, les interfaces requises sont importées par des
import et les interfaces fournies sont représentées par le mot clé implements. Plusieurs approches
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à base de composants regroupent les instances des composants connectés en composants compo-
sites. La ﬁgure 2.2 montre un composant composite C12, une fois instancié, il crée deux instances
des sous-composants C1 et C2 et les connecte par le couplage de leurs interfaces fournies et
requises [Szy02].
Si on considère que les connexions entre les composants sont des entités explicites à part
entière, d’autre réseaux de connexion entre les composants viennent à l’esprit. Par exemple, un
composant appelant pourrait être relié à un ensemble de composants appelés par des réseaux de
diﬀusion. D’autre notions s’imposent comme les canaux des groupes de communications aﬁn que
les composants “sources” d’événements communiquent avec un ensemble de composants “puits”.
Par conséquent, des composants puits peuvent être ajoutés ou supprimés d’un groupe sans pertur-
ber la communication. Les composants CCM communiquent de cette manière via leurs interfaces
sources et puits d’événements (cf. section 1.7.2.1).
Les services des canaux ou les groupes peuvent être utilisés pour découpler les connexions
entre les composants sources et puits d’événements. Le canal, comme c’est présenté dans la
ﬁgure 2.3, est représenté par un composant à part. Ce composant permet de relayer les appels
passés via les mêmes méthodes ou procédures, mais qui portent des messages diﬀérents. Ces
composants peuvent être utiles aussi pour réaliser d’autres services qui permettent de rendre la
communication plus ﬁable. Un canal, par exemple, peut ﬁltrer, compter, retarder, ou enregistrer















Figure 2.3 – Séparation du canal d’événements des composants sources et puits
2.3 Niveaux d’interopérabilité des composants
Le développement à base de composants a orienté l’ingénierie logicielle du développement
ordinaire au développement par assemblage de composants préfabriqués comme c’est déjà men-
tionné précédemment. Actuellement, les eﬀorts de développement s’orientent plutôt vers la dé-
couverte progressive des composants logiciels et leurs critères fonctionnels, les prévisions (hypo-
thèses) sur leur fonctionnement interne, et les incompatibilités qui peuvent avoir lieu lorsqu’ils
sont utilisés. Par conséquent, l’une des principales questions de la conception des logiciels à base
de composants réutilisables est l’interopérabilité.
L’interopérabilité peut être déﬁnie par la capacité de deux ou plusieurs composants de
communiquer et coopérer malgré les diﬀérences de leurs langages d’implémentation, leurs en-
vironnements d’exécution, et leurs modèles d’abstraction [Kon95, Weg96, BS00]. Traditionnel-
lement, deux principaux niveaux d’interopérabilité ont été distingués : le niveau signature syn-
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taxique(noms et signatures des opérations) et le niveau sémantique (le sens d’une opération).
Le premier traite l’assemblage en termes de “prises mâles et femelles” et le second traite les as-
pects comportementaux de l’interopérabilité des composants. Dimitri Konstantas décrit ces deux
niveaux par les termes “statique” et “dynamique” dans [Kon95].
L’interopérabilité syntaxique est bien déﬁnie et élaborée. Les architectes des logiciels ont
donné naissance aux plate-formes à base de composants comme CCM, EJB, ou COM/DCOM.
L’interopérabilité n’est pas suﬃsante pour assurer le développement correct et sûr des systèmes
ouverts. D’autre part, d’autres propositions s’intéressent au niveau sémantique et proposent
d’enrichir les interfaces des composants par la description du comportement en spéciﬁant la
sémantique des opérations [LS00]. Le traitement de la sémantique comportementale des com-
posants, qui est beaucoup plus puissant que la description du niveau signature, introduit des
diﬃcultés sérieuses dans les applications à grande échelle. La complexité de prouver les proprié-
tés comportementales des composants, qui exige l’utilisation des méthodes formelles, entrave sa
mise en œuvre dans la pratique. L’utilisation des méthodes formelles dans l’industrie pour véri-
ﬁer la correction des applications est encore très réduite. Il y avait quelques contributions à ce
niveau dans les milieux académiques et professionnels, mais nous sommes encore loin d’avoir des
solutions satisfaisantes.
Dans le cadre de la spéciﬁcation comportementale des composants, un autre niveau d’inter-
opérabilité doit être pris en compte. C’est le niveau protocole qui traite seulement l’ordre partiel
entre les méthodes et les opérations communicantes des composants et les conditions de blocage
qui empêchent la disponibilité des services des composants. Ce niveau d’interopérabilité, introduit
dans [YS97], fournit un mode plus puissant et rigoureux de la vériﬁcation de l’interopérabilité
entre composants logiciels.
Les sections 1.4 et 1.5 du premier chapitre présentent les niveaux signature, sémantique, et
protocole dans le cadre de la spéciﬁcation des interfaces des composants. Dans cette section, nous
allons plutôt examiner l’exploitation de ses trois niveaux dans le cadre de l’interopérabilité et la
vériﬁcation de la compatibilité entre les composants.
2.3.1 Niveau signature
Au niveau signature, l’interopérabilité des composants est basée sur les signatures des opé-
rations. La signature d’une opération est représentée par son nom, les paramètres, et les valeurs
de retours. Deux principaux niveaux de vériﬁcation peuvent être eﬀectués entre les composants :







Interface bb dans C2 :
op 1(i:T i,j:T j)->(o:T o);
op 2(k:T k)->(p:T p);
Appel de op 2 dans C1 :
...
T p’ p’ = op 2(k’:T k’);
T k’ ⊆ T k et T p’ ⊆ T p
Figure 2.4 – Compatibilité des composants au niveau signature
La compatibilité peut être décrite par la capacité de deux instances de composants connec-
tées de fonctionner correctement. Les plate-formes de composants (comme DCOM, CCM, EJB,
etc) fournissent déjà des mécanismes pour assurer une interopérabilité des composants. Ces
plate-formes assurent la communication entre des composants hétérogènes basée sur des accords
syntaxiques. Ils utilisent les spéciﬁcations IDLs des composants pour donner les informations
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syntaxiques sur leurs services, indépendamment de leurs langages et de leurs implémentations,
pour assurer leurs communication.
La signature de l’appel d’une méthode dans le composant appelant doit être compatible avec
la signature de la méthode dans l’interface fournie par le composant appelé. Cette compatibilité
est traduite par la vériﬁcation si la signature de l’appel et celle déclarée dans l’interface fournie
ont le même nombre des paramètres d’entrée et de sortie (valeur de retour) et que la règle
de sous-typage, décrite dans la ﬁgure 2.4, est satisfaite. L’appel T p’ p’ = op 2(k’:T k’) de
la méthode op 2 dans le composant C1 est syntaxiquement compatible avec la déclaration de
l’opération op 2(k:T k)->(p:T p) dans le composant C2 si (i) le nombre de paramètres et le
même et (ii) T k’ ⊆ 1 T k et T p’ ⊆ T p.
La vériﬁcation de la compatibilité n’est pas la seule question qui doit être traitée dans le cadre
du niveau syntaxique de l’interopérabilité entre les composants. En se basant sur la description
d’interfaces de deux composants, l’autre question est de savoir si l’un des deux composants peut
remplacer l’autre dans un système. Cette notion est appelée la substitution et elle est d’une
importance capitale dans le développement à base de composants, car elle assure une évolution
cohérente du système ainsi que sa maintenance [ZW95]. Au niveau signature, la substitution
d’un composant C par un composant C’ est traduite par la vériﬁcation si (i) toutes les interfaces
oﬀertes par C sont aussi oﬀertes par C’, (ii) toutes les interfaces requises par C’ sont aussi requises
par C (C’ oﬀre plus de services que C’ et demande moins), et (iii) pour chaque opération dans
chaque interface partagée, les types des paramètres d’entrée dans C’ sont des sous-types des
paramètres d’entrée dans C et inversement pour les paramètres de retour. Dans le domaine de la
programmation orientée objet, ce principe de sous-typage pour la substitution a été introduit par




Interface bb dans C2 :
op 1(i’:T i’,j’:T j’)
->(o’:T o’);
op 2(k’:T k’)->(p’:T p’);
T i’ ⊆ T i et T j’ ⊆ T j
T o’ ⊇ T o
T k’ ⊆ T k






Interface bb dans C1 :
op 1(i:T i,j:T j)->(o:T o);
op 2(k:T k)->(p:T p);
Figure 2.5 – Substitution des composants au niveau signature
Comme le montre la ﬁgure 2.5, si la règle de sous-typage est valide pour les opérations de
l’interface bb sont valides aussi pour les opérations de la même interface bb dans C et C’, alors
le composant C peut être substitué par C’.
Malheureusement, les informations fournies au niveau signature ne sont pas suﬃsantes pour
assurer une réutilisation eﬃcace et correcte des composants. Si on considère que l’interopérabilité
est basée tout simplement sur les conditions de compatibilité entre les signatures des opérations,
d’autres problèmes peuvent avoir lieu, par exemple, l’addition et la soustraction ont les mêmes
signatures, mais des comportements complètement opposés. Ce problème peut survenir fréquem-
ment dans le développement des composants logiciels. Par exemple, la majorité des fonctions
mathématiques sont souvent sous la forme (float,...,float)→float. Par conséquent, la vériﬁ-
1. T’ ⊆ T veut dire que T’ est un sout-type de T (i.e., le domaine des valeurs de T’ est inclus dans celui de T’).
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cation de la compatibilité sémantique entre les opérations est de nécessité fondamentale.
2.3.2 Niveau sémantique
Le niveau sémantique de l’interopérabilité assure que l’échange des services entre les com-
posants logiciels est sémantiquement correct. À ce niveau, le demandeur et le fournisseur des
services doivent avoir une compréhension commune de la signiﬁcation des services demandés. La
vériﬁcation de la compatibilité sémantique des composants est une question diﬃcile à traiter. La
notion de l’interopérabilité sémantique a été introduit pour la première fois par Sandra Heiler
dans [Hei95].
Dans [LS00], les auteurs présentent un aperçu sur les approches proposées dans le cadre de
la spéciﬁcation de la sémantique des interfaces des composants. Chaque proposition utilise des
diﬀérentes notations en fonction des problèmes traités et les propriétés à vériﬁer : pré et post-
conditions, la logique temporelle, l’algèbre de processus, etc. Dans toutes ces propositions, la
compatibilité et substitution sont formellement vériﬁées entre les composants.
La compatibilité sémantique veut dire que le comportement fourni par un composant est
conforme à celui prévu par ses clients. Plus clairement, la compatibilité peut être prouvée en
vériﬁant que les préconditions de ses méthodes sont satisfaites par le composant client lors de
leurs invocations et que leurs post-conditions satisfassent les attentes des clients. Ce principe est
la base du l’approche “design par contrat” proposé par Bertrand Meyer [Mey88].
La ﬁgure 2.6 montre que la spéciﬁcation de l’appel client de la méthode op 2 dans C1 est
compatible sémantiquement avec la spéciﬁcation de son implémentation fournie par le composant
C2 si est seulement si la précondition Pre(op 2,C1) de l’appel dans C1 satisfait la précondition








Interface bb dans C2 :
op 1(i:T i,j:T j)->(o:T o);
op 2(k:T k)->(p:T p);
Appel de op 2 dans C1 :
T p’ p’ = op 2(k’:T k’);
Pre(op 2,C1)⇒Pre(op 2,C2)
Post(op 2,C1)⇐Post(op 2,C2)
Figure 2.6 – Compatibilité des composants au niveau sémantique
De l’autre côté, la substitution dans ce contexte est connue sous le nom “sous-typage com-
portemental” (behavioral subtyping). Cette notion a été introduite pour la première fois, dans le
cadre de la programmation orientée objet, par Pierre America dans [Ame91]. Les travaux pré-
sentés par America traitent la substitution polymorphique des objets dans les codes clients et
la consistance d’une classe ﬁlle avec sa classe mère. Le mot comportement désigne la manière
selon laquelle les méthodes d’un objet manipulent ses attributs et leurs paramètres. D’autres tra-
vaux [LW94, ZW97, DL96] ont suivi les travaux d’America et utilisent des notations diﬀérentes
pour spéciﬁer le comportement des objets et approfondir les études sur les problèmes du sous-
typage comportemental dans le cadre de la programmation orientée objet. Ces travaux utilisent
les pré et post-conditions et les invariants pour prouver la correction partielle du sous-typage des
objets.
America propose une spéciﬁcation du comportement des méthodes d’une classe qui implé-
mente un type τ basé sur les pré et post-conditions. Une spéciﬁcation d’une méthode m(p¯) est
déﬁnie par {P}m(p¯){Q} tel que p¯ est un vecteur qui rassemble les paramètres d’entrée et de
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sortie de la méthode, P est la précondition de la méthode, et Q est sa post-condition. L’auteur
établit les hypothèses qui doivent être imposées sur deux types τ et σ pour que σ soit un sous-
type de τ . Les hypothèses exigent que pour chaque spéciﬁcation {P}m(p¯){Q} de chaque méthode
m(p¯) dans la spéciﬁcation de τ , il existe une une spéciﬁcation {P ′}m(p¯){Q ′} de m(p¯) dans la
spéciﬁcation de σ telle que P ⇒ P ′ et Q ′ ⇒ Q . Cette condition garantit que la spéciﬁcation de
la méthode m(p¯) dans le sous-type σ de τ est sémantiquement compatible avec la spéciﬁcation
de l’appel client de la méthode si ce dernier est sémantiquement compatible avec la spéciﬁcation
de m(p¯) dans τ . Le théorème déduit par l’auteur dit : si une classe C implémente un type σ et
σ est un sous-type de τ , alors C implémente τ et elle peut substituer toute implémentation de τ .
Ce théorème établit le principe de l’héritage objet : si σ est un sous-type de τ alors toutes implé-
mentation de σ hérite de l’implémentation de τ . Pour déduire, une classe C’ hérite d’une classe
C si est seulement si pour toute méthode m(p¯) partagée entre les deux classes la spéciﬁcation
de m(p¯) dans C’ peut substituer syntaxiquement et sémantiquement sa spéciﬁcation dans C.
C
aa
Interface bb dans C2 :
op 1(i:T i,j:T j)->(o:T o);
op 2(k:T k)->(p:T p);
Pre(op 1,C’) ⇐ Pre(op 1,C)
Post(op 1,C’) ⇒ Post(op 1,C)
Pre(op 2,C’) ⇐ Pre(op 2,C)






Interface bb dans C1 :
op 1(i:T i,j:T j)->(o:T o);
op 2(k:T k)->(p:T p);











Appel de op 2 C1 :
T p’ p’ = op 2(k’:T k’);
Pre(op 2,B)⇒Pre(op 2,C)
Post(op 2,B)⇐Post(op 2,C)
Interface bb dans C et C’ :
op 1(i:T i,j:T j)->(o:T o);
op 2(k:T k)->(p:T p);
Pre(op 1,C’) ⇐ Pre(op 1,C)
Post(op 1,C’) ⇒ Post(op 1,C)
Pre(op 2,C’) ⇐ Pre(op 2,C)
Post(op 2,C’) ⇒ Post(op 2,C)
Pre(op 2,B) ⇒ Pre(op 2,C’)
Post(op 2,B) ⇐ Post(op 2,C’)
Figure 2.8 – Préservation de la compatibilité par la substitution
Les composants peuvent être considérés comme des classes plus évoluées. Par conséquent,
les conditions de la substitution sémantique peuvent être appliquées exactement de la même
manière que les classes ordinaires. Cependant, nous devons indiquer que la notion de l’héritage
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des composants n’est utilisé dans la littérature, on parle plutôt du raﬃnement. La notion de
l’héritage est spéciﬁque aux classes objet et elle est déﬁnie rigoureusement vue la standardisation
de la notion des classes contrairement aux composants. De manière générale, un composant C’
raﬃne un composant C si toutes les conditions citées dans la section précédente sont satisfaites et
pour chaque méthode m(p¯) partagée entre les deux, la précondition de m(p¯) dans C satisfait la
précondition dans C’ et vice versa pour les post-conditions. La ﬁgure 2.7 illustre les implications
entre les pré et post-conditions des méthodes partagées entre un composant C et sa version
raﬃnée C’. La ﬁgure 2.8 montre la préservation de la compatibilité sémantique par le sous-typage
sémantique ou comportemental.
Le sous-typage comportemental est plus expressif et plus ﬁable pour vériﬁer la sûreté de
la compatibilité et le raﬃnement des composants par rapport au sous-typage syntaxique, mais
le problème est que le sous-typage syntaxique est décidable et peut être vériﬁé en un temps
raisonnable par contre le sous-typage comportemental est en général indécidable. Toutes ces
approches proposées restreignent toujours l’applicabilité de leurs solutions. Par exemple, les pré
et post-conditions couvrent uniquement la correction partielle en supposant que les les opérations
terminent sans erreurs, mais elles ne couvrent pas la correction totale. Un autre inconvénient de
ces approches est qu’aucune parmi elles ne prend en compte la sémantique et les contraintes
sous lesquelles les appels externes d’un composant à d’autres sont soumis. Dans ce contexte,
Martin Büchi et al. [BW97] proposent des composants boîtes grises dans la sémantique interne
de leurs codes et l’enchaînement des appels des services est plus au moins révélé (cf. section 1.2).
Dans leur approche, la spéciﬁcation d’un composant est basée sur des extensions des langages
de programmation par des spéciﬁcations plus riches des pré et post-conditions, les assertions, et
les invariants en tenant en compte des échanges externes eﬀectués par les composants avec leurs
environnements.
Heiler [Huc], dans ces travaux, dénombre certains problèmes causés par rendre l’information
sémantique explicite au niveau de la vériﬁcation de l’interopérabilité entre les composants. Encore
plus de diﬃcultés apparaissent lorsque les composants sont utilisés dans des environnements
non prévus par leurs développeurs d’origine. L’ingénierie des logiciels est pleine d’exemples qui
montrent les anomalies et parfois les catastrophes causées par l’incompatibilité sémantique entre
les composants dans les systèmes embarqués.
2.3.3 Niveau protocole
Le niveau protocole de l’interopérabilité entre composants logiciels traite l’ordre relatif selon
lequel un composant attend ou prévoit l’appel de ses méthodes, ainsi que les règles qui gouvernent
ses interactions et les situations de blocage. Ce niveau d’interopérabilité a été introduit par
Yellin et Strom dans [YS97] (cf. section 1.5). Dans le premier chapitre, nous avons présenté les
formalismes communément utilisés pour la spéciﬁcation des protocoles des composants. Dans ce
qui suit, nous allons présenter les fondements sur lesquels l’interopérabilité au niveau protocole
est basée. Nous détaillons, pareillement comme pour les deux niveaux précédents, les notions de
la compatibilité et la substitution des protocoles des composants.
À ce niveau, deux composants sont dits compatibles au niveau protocole si les restrictions
imposées sur leurs protocoles comportementaux peuvent être synchronisés sans provoquer des
situations de blocage. La vériﬁcation de la substitution est aussi possible à ce niveau. Aﬁn de
vériﬁer si un composant C peut être remplacé par un composant C’ nous devons vériﬁer deux
points. Premièrement, tous les services fournis par C sont aussi fournis par C’ et que les messages
sortants de C’ (les réponses et les opérations requises) sont un sous ensemble des messages sortants
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de C. Deuxièmement, les deux protocoles ne se contredisent pas et donc la relation entre eux doit
être soumis à une simulation des traces [YS97].
En partant du critère polyvalent des langages utilisés pour la spéciﬁcation des protocoles des
composants et la diﬃculté de trouver une description générique de l’interopérabilité à ce niveau,
nous avons choisi de présenter deux approches très souvent utilisées. La première est basée sur
l’algèbre de processus π-calcul. La deuxième est basée sur les automates. Nous présentons aussi un
aperçu sur les autres approches utilisées pour la spéciﬁcation et la vériﬁcation de l’interopérabilité
au niveau protocole.
Extension des interfaces CORBA par des protocoles π-calcul
Nous reprenons l’approche présentée dans [CFTV00] introduite dans la section 1.5.2.2. Comme
nous l’avons déjà évoqué, l’approche étend les descriptions CORBA IDL des interfaces de compo-
sant par des processus π-calcul pour spéciﬁer les protocoles comportementaux. Dans cette section,
nous détaillons comment la compatibilité et la substitution des protocoles sont eﬀectuées dans
cette approche.
Nous considérons la spéciﬁcation de l’interface du composant Compte qui gère le compte
bancaire d’un client chez une banque. La spéciﬁcation π-calcul du protocole de ce composant est








Le protocole du client permet au client uniquement de débiter le montant mnt de son compte.
La vériﬁcation de la compatibilité entre les deux protocoles Compte et Client est vériﬁée en
testant si la composition parallèle de leurs processus π-calcul ne provoque pas une situation
de blocage. Pour cela, il faut vériﬁer si les dérivations du processus π-calcul suivant mènent à
l’inaction zero :
(^clt,cmpt,crd) ( Client(clt,cmpt) | Compte(cmpt,crd))
τ
=⇒ zero
La vériﬁcation de la substitution des protocoles est aussi possible dans le cadre de cette
approche. La substitution des protocoles est basée sur une version moins restrictive de la bisi-
mulation utilisée pour le raﬃnement des processus π-calcul. Le lecteur peut consulter [CPT99]
pour avoir plus de détail sur la relation de bisimulation utilisée. La procédure d’analyse de
l’interopérabilité des processus π-calcul est NP-difficile.
Automates CoIN
La composition des automates CoIN (cf. section 1.5.2.4) est basée sur une approche de syn-
chronisation dite “d’attente” (cf. ﬁgure 2.9(a)) : si un composant est prêt à eﬀectuer une action
d’entrée (respectivement de sortie) il doit attendre (reste bloqué) jusqu’à ce que l’environnement
fournit l’action de sortie. Le formalisme des automates d’interfaces et ses dérivés, SOFA [PV02],
et d’autres sont basés sur une approche de synchronisation (cf. ﬁgure 2.9(b)) qui autorise l’exé-
cution des actions de sortie directement sans attendre que leurs contreparties d’entrée soient
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prêtes. Cette approche est plus adaptable aux systèmes à base de composants : l’action d’entrée
reste bloquée jusqu’à que son équivalent en sortie est activée par l’environnement.
La substitution d’un automate CoIN par un autre dans une architecture est basée sur une
relation d’équivalence en fonction de l’ensemble de labels 2 observables prédéﬁnis [vVZ07]. Deux
automates CoIN A et A′ sont reliés par une relation d’équivalence, noté ≡X , en fonction d’une
ensemble d’actions observables X ⊆ LA ∪ LA′ et qui représente une bisimulation faible entre
les états des deux automates C et C ′. Les auteurs prouvent que cette relation d’équivalence est
préservée entre le produit de A⊗E et le produit A′ ⊗ E tels que E est un troisième automate
CoIN. Ce résultat représente la validité de la substitution de A par A′. La ﬁgure 2.10 représente


































Figure 2.10 – Bisimulation faible entre A et A′
Autres approches
Il y a plusieurs autres propositions qui traitent la spéciﬁcation et l’interopérabilité des com-
posants au niveau protocole. Par exemple, Doug Lea et al. [LM95] ont proposé une extension
des interfaces CORBA IDL appelé PSL qui décrit les protocoles des composants des systèmes
ouverts. Cette approche est basée sur des règles logiques et temporelles qui relient des situations
(états). Les situations PSL sont représentées par des expressions paramétrées qui décrivent les
points communs des mondes transitoires des états par lesquels un composant peut passer en
2. L’ensemble de labels LA d’un automate CoIN A est défini par l’ensemble ((SH ∪ {−}),Act,(SH ∪ {−})) tel
que Act est l’ensemble des actions (d’entrée, de sortie, et internes), SH représente l’ensemble des identificateurs
des composants primitifs qui construisent une hiérarchie de composants H.
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fonction de la description de son rôle. Les règles des protocoles PSL décrivent les conditions
sous lesquelles les réalisations des situations se produisent. Ces règles sont des collections des
situations liées par des opérateurs temporels qui permettent de déﬁnir leur ordonnancement. Le
test de la compatibilité entre les rôles PSL est traduit par la vériﬁcation des propriétés de sûreté
et de vivacité des systèmes composites.
Le raﬃnement des protocoles est traduit par l’introduction de nouvelles règles raﬃnées ap-
plicables dans des situations plus spéciﬁques que les règles générales sans rendre invalide ces
règles générales. Le raﬃnement PSL peut être catégorisé en deux types : raﬃnement basé sur les
versions et les spécialisations. Le premier type permet d’étendre les règles des protocoles dans
un contexte existant en ajoutant des spéciﬁcités plus fortes durant le processus de développe-
ment. Les spécialisations permettent l’ajout de nouvelles sous-interfaces reliées aux interfaces
originales. PSL supporte ce genre de raﬃnement par des tactiques de sous-typage.
L’approche proposée par Il-Hyung Cho et al. [CMK98] uniﬁe la spéciﬁcation des protocoles
et la sémantique des méthodes pour vériﬁer l’interopérabilité des composants. Pareillement, les
travaux de Jun Han [Han99] étendent les IDLs des composants par des informations sémantiques
en termes de contraintes (décrites par un sous ensemble de la logique temporelle) et des rôles
d’interaction entre les composants. Par contre, leur approches n’est pas appliquée sur des plate-
formes réelles comme CORBA ou EJB et elle n’est pas outillé par des prototypes standards.
Les travaux de Rémi Bastide et al. [BSP99] utilisent les réseaux de Petri pour décrire le
comportement des composants CORBA. L’approche mélange aussi la spéciﬁcation des protocoles
et la sémantique des méthodes sans une séparation claire entre les deux niveaux. En outre,
l’approche est soumise à certaines limitations imposées par la notation des réseaux de Petri
comme le manque de modularité et l’évolutivité des spéciﬁcations. Dans la section 1.5.2, d’autres
travaux sur les protocoles de composant ont été cités.
L’approche de composition des automates d’interface et automates d’interface sociables (cf.
section 1.5.2.4) est considérée comme une approche optimiste [dAH01, ASF+05]. La possibilité
de faire interagir les deux automates d’interface dans un environnement qui évite d’atteindre
des situations de blocage implique la compatibilité de deux automates d’interface. L’approche
de raﬃnement pour la substitution de ces automates est basée sur une relation de simulation
alternée [AHKV98]. La compatibilité et le raﬃnement des automates d’interface sont détaillés
dans le chapitre 3.
2.4 Vérification formelle des propriétés des systèmes à base de
composants
Dans les systèmes à base de composants, les méthodes formelles ont commencé à prendre
place récemment. Plusieurs approches ont été proposées dans le cadre de la spéciﬁcation et
la vériﬁcation formelle de l’assemblage de composants et la correction des systèmes à base de
composants. Dans ce contexte, la vériﬁcation de l’interopérabilité entre composants peut être
étendue par la vériﬁcation de la sûreté du système global. La sûreté est établie en vériﬁant les
relations de conformité entre les propriétés des composants composites et celles de ses sous-
composants [Kof07]. Le architectes et les concepteurs doivent spéciﬁer clairement les composants
et leurs propriétés par une méthode formelle déductive basée sur les preuves ou un modèle
de spéciﬁcation abstrait basée uniquement sur les spéciﬁcations contractuelles des interfaces
des composants et leurs protocoles comportementaux (les composants sont des boîtes noires
dont les implémentations sont souvent cachées). Les outils basés sur les preuves formelles sont
très complexes à maîtriser. C’est pour cela la majorité des approches utilisent la catégorie des
58
2.4. Vérification formelle des propriétés des systèmes à base de composants
méthodes formelles basée sur les modèles pour spéciﬁer et vériﬁer les logiciels orientés composant.
Le comportement abstrait évolutif d’un système à base de composants est décrit par ses
actions et réactions déduites à partir de celles de ses sous composants. Il est important d’avoir,
à un moment donnée, une description claire et explicite des états du système dans le temps. Le
modèle abstrait est un modèle ﬁni permettant de décrire les états descriptifs le comportement des
composants. Ce modèle peut être décrit par plusieurs formalismes comme les structure de Kripke,
les systèmes de transitions étiquetés, les automates de Büchi [Bü66], etc. Le model-checking est
une technique permettant de décider si ce modèle est conforme à un ensemble de propriétés ou
non. Généralement, le model-checking est eﬀectué par la vériﬁcation si un ensemble de propriétés
sont satisfaites par le modèle. Ces propriétés sont exprimées soit par la logique temporelle et
vériﬁées sur tous les états du système, soit par le même modèle utilisé pour décrire le système et,
dans ce cas, elle sont vériﬁées par une analyse de conformité avec le modèle de base. Le problème
principal de la vériﬁcation des propriétés de sûreté est l’explosion combinatoire du nombre d’états
du modèle et prennent beaucoup de temps pour être explorés.
2.4.1 Principales approches
Plusieurs travaux ont été publiés dans le contexte de la vériﬁcation des l’analyse de sûreté
des systèmes à base de composants, nous allons présenter les plus connus et les plus proches de
nos travaux.
Darwin & Tracta
Comme nous avons déjà évoqué précédemment dans la section 1.6.2, Darwin [MDEK95]
est un langage de spéciﬁcation des systèmes hiérarchiques à base de composants. Il décrit les
structures structures dynamiques des composants évoluant durant l’exécution. Tracta [GKC99b,
GKC99a, MKG99] décrit le comportement des composants Darwin. Ce langage est fondé sur les
systèmes de transition étiquetés (LTSs). Tracta supporte la vériﬁcation des propriétés de sûreté
et de vivacité. Les propriétés de sûreté sont exprimées par des LTSs déterministes pour décrire
le système désiré. Un système de composants S satisfait une propriété P si et seulement si :
traces(S ) \ αP ⊆ traces(P)
où αP représente l’alphabet de la représentation LTS de la propriété P. De manière informelle, le
comportement (toutes les traces) du système restreint aux transitions étiquetées par l’alphabet
de P doit être inclus dans P.
Les propriétés de vivacité sont spéciﬁées par des automates de Büchi [Bü66] particuliers. Les
automates de Büchi utilisés sont (i) déterministes, (ii) complets (à partir de chaque état d’un
automate B, il existe une transition étiquetées par chaque a ∈ αB), et les choix de transitions
dans le système S sont supposés être équitables (inﬁniment souvent activables). Pareillement, le
système S satisfait une propriété modélisée par un automate B si B accepte toutes les exécutions
ou les traces inﬁnies de S Pour vériﬁer les propriétés, Tracta utilise le langage LTSA (Labeled
Transition Systems Analyser) [MK99].
CoIn Tool & DiVinE
L’environnement de vériﬁcation CoIN [BBČ+08] est un environnement de vériﬁcation des sys-
tèmes à base de composants spéciﬁés par les automates CoIN présentés dans les sections 1.5.2.4 et
2.3.3. L’outil permet de vériﬁer les interactions entre composants dans les systèmes hiérarchiques
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en utilisant des techniques de model-checking basées sur la logique temporelle linéaire LTL (Li-
near Temporal Logic) [Pri67, MP90, Pnu97]. L’outil utilise une version étendu de la logique LTL,
nommée CI-LTL, pour décrire les propriétés des interactions possibles entre les composants en
se basant sur le modèles des automates CoIN. La logique est basée uniquement sur les actions.
CI-LTL utilise tous les opérateurs LTL standards, comme l’opérateur du prochain état next X ,
l’opérateur until U , les opérateurs booléens, etc. Par contre, CI-LTL n’utilise pas des proposi-
tions atomiques sur des variables comme opérandes de ses opérateurs. CI-LTL utilise deux sortes
de formules E (l) et P(l) telle que l est une étiquette dans l’ensemble LA d’un automate CoIN
A. Une étiquette représente une interaction entre deux composants via une action partagée. La
sémantique des deux formules est déﬁnie comme suit :
– E (l) signiﬁe que “l’étiquette l est activable” et évaluée vraie si l’interaction représentée par
l peut éventuellement se produire.
– P(l) signiﬁe que “l’étiquette l est en cours d’exécution (the label is proceeding)” et évaluée
vraie si l’interaction représentée par l est entrain de se produire.
La syntaxe de la logique CI-LTL est décrite comme suit :
1. E (l) et P(l) sont des formules telle que l est une étiquette ;
2. si Φ et Ψ sont des formules alors Φ ∧Ψ, ¬Φ, X Φ, et Φ U Ψ sont aussi des formules ;

















Figure 2.11 – Automate CoIN d’une application d’accès à une base de donnée
D’autres opérateurs peuvent être déﬁnis comme des cas particuliers des opérateurs de base :
Φ ∨ Ψ = ¬(¬Φ ∧ ¬Ψ), Φ ⇒ Ψ = ¬(¬Φ ∨ Ψ), F Φ = vrai U Φ, et G Φ = ¬F (¬Φ). L’opérateur
F (eventually) exprime qu’une formule est satisfaite dans le futur et l’opérateur G (Globally)
exprime qu’une formule est toujours satisfaite. Les propriétés CI-LTL sont évaluées sur les exé-
cutions des automates CoIN. Une exécution σ = s0, l0, s1, l1, s2, l2, .. d’un automate CoIN AC =
(S,Act,δ,I,H ) 3 d’un composant C est une séquence inﬁnie telle que si sont des états et pour tout
i, (si , li , li+1) ∈ δ.
3. S est l’ensemble des états, Act est l’ensemble des actions, δ est l’ensemble des transitions, I est l’ensemble
des état initiaux, et H est l’hiérarchie des composants primitifs utilisé dans le composant C.
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L’exemple présenté dans la ﬁgure 2.11(a) représente une architecture d’une simple applica-
tion qui gère l’accès à une base de donnée. L’architecture contient quatre composants primitifs
AccessData, GestionnaireDB, Client, et GestionnaireLog identiﬁés respectivement par les identiﬁca-
teurs 1, 2, 3, et 4. Le Client envoie une requête d’insertion d’une ligne dans une table de la base de
données grâce à l’action insert. Le composant GestionnaireDB demande en conséquence à l’utilisa-
teur de s’identiﬁer en invoquant (action login) le composant GestionnaireLog. Après l’insertion des
donnée, le composant GestionnaireDB renvoie un acquittement au client en envoyant le message
done. L’automate CoIN présenté dans la ﬁgure 2.11(b) traduit ce processus d’interaction entre les
composants. Une étiquette (i1,a,i2) représente la synchronisation de l’action a activable en entrée
dans i2 et en sortie dans i1 pour i1, i2 ∈ {1, 2, 3, 4}. La propriété temporelle G (P((3,insert,2))
⇒ F (P((2,done,3)))) est satisfaite sur toutes les exécutions possibles de l’automate par contre
la propriété G (P((3,insert,2))) n’est pas satisfaite.
D’autres travaux de recherche ont étendu le langage DiVinE (Distributed Verification Envi-
ronment) [BBv+06, BBPR08] pour vériﬁer les automates CoIN. DiVinE est un outil d’analyse
d’accessibilité et de vériﬁcation de modèle basé sur la logique temporelle linéaire LTL. À partir de
la version 2.5, l’outil supporte un nouveau langage d’entrée permettant de spéciﬁer les automates
CoIN et les propriétés CI-LTL.
UML, cTLA & SPIN
Dans [KKS10], les auteurs proposent une approche de développement orientée protocole de
composants basée sur UML. Les protocoles sont décrits par des diagrammes d’activité UML
et leurs sémantiques formelles sont décrites par un langage basé sur la logique temporelle des
actions (Temporal Logic of Actions - TLA) [Lam02] appelée en anglais compositional Temporal
Logic of Actions (cTLA) [HK00]. La traduction vers des modèles formels PROMELA [Hol97]
est possible ce qui permet à des outils de vériﬁcation de modèle comme SPIN de vériﬁer les
propriétés. L’approche tire proﬁt de la standardisation UML (outils graphiques et diagrammes)
et la sémantique formelle du langage de spéciﬁcation cTLA pour vériﬁer la correction des systèmes
orientés composants.
La composition de composants est traduite par la synchronisation des diagrammes de sé-
quence UML des composants avec des diagrammes d’activité selon des règles de synchronisation
prédéﬁnies. La sémantique des diagrammes d’activités résultants est décrite par des processus
cTLA. Ces processus sont transformés vers un modèle PROMELA. Le model-checker SPIN vé-
riﬁe si le modèle satisfait l’ensemble de propriétés de sûreté et de vivacité du système décrites
dans la logique temporelle linéaire LTL.
Modules d’interface sociables & TICC
Luca de Alfaro et al. [ASF+05] ont proposé un formalisme étendu des automates d’inter-
faces sociable (cf. section 1.5.2.4) basé sur l’utilisation des variables partagées appelé modules
d’interfaces sociables (Sociable Interface Modules). La synchronisation entre les actions est ba-
sée sur deux principes : (i) le premier est que la même action peut être activable en entrée et
en sortie dans automate, et (ii) le deuxième est l’utilisation des variables partagées manipu-
lables par plusieurs modules en même temps. Les auteurs ont proposé également l’outil TICC
(Tool for Interface Compatibility and Composition) [AAS+06] de vériﬁcation de compatibilité
et de substitution entre modules basé sur des algorithmes symboliques agissant sur des graphes
MDDs [BFG+93, SKMB90]. Les MDDs sont des graphes permettant de représenter et manipu-
ler des fonctions de type P → {vrai , faux} avec P est l’ensemble des prédicats déﬁnis sur un
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ensemble de variables V.
TICC permet de vériﬁer aussi les propriétés de sûreté des modules. Un module d’interface
sociable M est sûr ou bien formé si et seulement si toutes ses exécutions respectent un invariant
déﬁni par un sous ensemble de l’espace d’états total déﬁni par toutes les valuations possibles des
variables manipulables par M.
Dans la section suivante, nous présentons brièvement les techniques d’adaptation des compo-
sants logiciels qui ont pour objectif de proposer des solutions aux problèmes où l’interopérabilité
des composants n’est pas garantie en utilisant uniquement leurs spéciﬁcations contractuelles
d’interfaces.
EJBs & Ingénierie dirigée par les modèles
Dans [WSG08], les auteurs proposent des contributions dans le cadre de l’ingénierie dirigée
par des modèles (Model-driven Engineering MDE) pour la conception des système autonomiques
à base de composants EJB. Cette approche est une approche plus pragmatique et donc moins
formelle que les approches précédentes. Elle permet de réduire la complexité de développement
des applications autonomiques.
Une première contribution consiste à décrire la structure et les fonctionnalités d’un outil MDE
qui capture formellement le design de l’application EJB, ses exigences de qualité de service (QoS)
et les propriétés autonomiques liées aux EJBs. Cette contribution assure le développement rapide
des applications EJB autonomiques par des techniques de génération de code et elle permet de
vériﬁer automatiquement la correction de l’application, et visualiser et interpréter ses exigences
QoS complexes.
Une deuxième contribution du travail consiste à décrire comment l’outil MDE génère le code
des EJBs pour les installer dans le framework de composants. Ce framework fournit une structure
autonomique pour surveiller, conﬁgurer, exécuter les EJBs et lancer leurs stratégies d’adaptation
durant le temps d’exécution.
2.5 Adaptation des composants
Le développement à base de composants logiciels a pour but de créer un marché de com-
posants et services réutilisables dans des plateformes hétérogènes, similaire aux marchés des
composants matériels. L’un des inconvénients majeurs du développement orienté composant est
que, contrairement aux composants matériels, les composants logiciels sont rarement réutilisés
tels qu’ils sont [Nie93]. Un certain degré d’adaptation est souvent nécessaire pour assurer l’assem-
blage et le déploiement des composants. L’adaptation est due aux incompatibilités qui peuvent
avoir lieu entre les composants aux diﬀérents niveaux d’interopérabilité introduits dans la sec-
tion 2.3. En eﬀet, ils existent des contextes très spéciﬁques où les fonctionnalités et les exigences
de communication entre les diﬀérentes parties d’un système sont clairement établies (comme les
librairies mathématiques). Pour le reste des applications, nous ne pouvons pas prévoir qu’un
composant fourni par le marché ouvert COTS (Commercially available Off-The-Shelf 4) corres-
pondrait parfaitement aux besoins d’un certain système. Par conséquent, il y aura toujours des
incompatibilités qui surviennent durant le processus d’assemblage.
Les composants communiquent à travers leurs interfaces. La réutilisation des composants est
donc basée aussi sur leurs interfaces. Les interfaces des composants utilisés dans les modèles
4. Un composant pris sur étagère (Commercially available Off-The-Shelf ou COTS) est un mot d’origine anglo-
saxonne utilisé pour désigner un composant fabriqué en grande série et non pour un projet en particulier dans le
but de réduire les coûts de fabrication et de maintenance.
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Interface bb dabs C2:
op 1(i:T i,j:T j)->(o:T o);
op 2(k:T k)->(p:T p);
Code de C1:
....
T o o = po(j:T j,i:T i);
....
Adap
Code operation po dans Adap:
po(j:T j,i:T i)->(o:T o)={return op 1(i,j);}
bbbbb
Figure 2.12 – Principe d’adaptation
communément utilisés (e.g. EJBs, CCM, .NET) ne permettent pas d’assurer la compatibilité
entre eux malgré les disparités possibles entre leurs opérations. Pour résoudre ces problèmes,
une nouvelle discipline a vu le jour dans le domaine de développement orienté composants,
appelée l’adaptation logicielle. L’adaptation est eﬀectuée aﬁn d’éliminer les incompatibilités ré-
sultantes entre les composants et assurer une interopérabilité plus ﬂexible entre eux. Elle rend
la conception des systèmes beaucoup plus eﬃcace et diminue notamment la tâche du concepteur
et du développeur de l’application. L’adaptation logicielle consiste à générer automatiquement
des composants médiateurs, appelés adaptateurs, pour assurer un assemblage correct de deux ou
plusieurs composants malgré les incompatibilités possibles [YS97, CMP08].
Les incompatibilités et les disparités entre les composants aux diﬀérents niveaux d’interopé-
rabilité :
– Au niveau signature, les disparités entre les composants sont détectées lorsque les noms
des services (oﬀerts/requis) où les messages échangés sont diﬀérents, les paramètres des
opérations sont organisés selon des ordres diﬀérents, leurs types ne sont pas adaptées,
ou certains paramètres sont absents ; les composants interagissent souvent par les mêmes
signatures des opérations et messages. La ﬁgure 2.12 illustre le principe d’adaptation au
niveau signature. L’opération po invoquée par le composant C1 correspond à l’opération
op 1 de l’interface bb dans le composant C2 mais elles n’ont pas la même signature. Le
composant Adap permet de résoudre cette incompatibilité entre C1 et C2 en adaptant les
signatures des deux opérations ;
– Au niveau protocole, il se peut que les correspondances entre les services requis et oﬀerts
ne relient pas exactement un appel avec un seul service. Un appel de service dans un
composant n’a pas d’équivalent dans l’autre, ou correspond à plusieurs autres services. De
plus, l’ordre des messages ou des actions d’un protocole d’un composant ne recouvre pas
celui d’un autre ;
– Au niveau sémantique, le besoin d’adaptation existe aussi, mais il est encore embryonnaire.
Par exemple, un composant peut demander un service dont la sémantique est similaire à
celle d’un ou plusieurs services oﬀerts par un autre composant. L’adaptation automatique,
à ce niveau, est moins évidente. D’autre situations sont possibles, lorsque plusieurs compo-
sants oﬀrent des sous services complémentaires pour exécuter la fonctionnalité demandée.
Nous précisons qu’une partie de cette thèse traite la problématique de l’adaptabilité séman-
tique entre les contrats des composants. Le chapitre 5 présente une approche d’adaptation
basée sur les automates d’interface enrichis par la sémantique des opérations.
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L’adaptation des composants doit respecter un certain nombre de règles. Ces règles ont
pour objectif de garantir que les propriétés des composants ne seront pas modiﬁées après le
processus d’adaptation. L’adaptation doit garantir que les clients d’un composant ne doivent pas
se rendre compte qu’un composant est adapté ou non. En d’autres termes, les règles d’usage d’un
composant adapté par ses clients sont les mêmes que celles de sa version originale. De même,
l’adaptation ne doit pas inﬂuer sur l’implémentation d’un composant. La version adaptée d’un
composant ne doit pas pouvoir être déduite uniquement de ses interfaces mais plutôt en fonction
des schémas de communication avec ses clients. Le composant doit d’ailleurs resté utilisable
comme une entité autonome. Son implantation reste cachée vis-à-vis de la technique d’adaptation.
2.5.1 Méthodologies d’adaptation
Les méthodologies d’adaptation des composants logiciels sont souvent divisées en deux étapes
principales : la spéciﬁcation de l’adaptateur et sa dérivation. Les descriptions de ces étapes
peuvent être illustrées comme suit :
– La spéciﬁcation de l’adaptateur : les IDLs des composants sont étendues par des règles
d’adaptation pour décrire un niveau plus élevé d’interopérabilité et relier les opérations dont
les signatures sont diﬀérentes et qui sont censées être synchronisées. Les notations utilisées
doivent être abstraites et ne se préoccupent pas des spéciﬁcités liées au comportement
interne de l’adaptateur.
– La dérivation de l’adaptateur : l’adaptateur concret est automatiquement généré en utili-
sant sa spéciﬁcation et les interfaces des composants impliqués. La sortie de ce processus
est l’adaptateur permettant de faire opérer les deux composants en se basant sur la spéci-
ﬁcation donnée.
Bien que plusieurs problèmes d’adaptation ont été largement étudiés et traités dans le cadre
des diﬀérents domaines du développement orienté composant, il a été récemment admis que
l’adaptation logicielle doit être considérée comme une thématique à part entière.
2.5.2 Principales approches
Dans la littérature, il est communément admis que l’état de l’art a donné une solution aux
questions d’adaptation des composants au niveau signature. Les préoccupations de recherche
sont orientées actuellement vers les deux autres niveaux d’interopérabilité : les niveaux proto-
cole et sémantique. Dans cette section, nous présentons brièvement deux approches basées sur
l’utilisation de l’algèbre de processus π-calcul et les systèmes de transition étiquetés ainsi que
d’autres approches.
Adaptation des protocoles π-calcul
Dans [BBC05], les auteurs ont proposé une approche fondée sur l’algèbre des processus pour
générer automatiquement des adaptateurs pour les protocoles des composants inadéquats. L’ap-
proche proposée traite le problème de l’adaptation des protocoles incompatibles des composants.
La spéciﬁcation des interfaces des composants est étendue par des descriptions de leurs proto-
coles comportementaux décrits dans une variante de l’algèbre de processus π-calcul. L’approche
est basée sur les étapes de la spéciﬁcation et la dérivation d’un protocole adaptateur pour deux
protocoles donnés. La variante de π-calcul proposée est la suivante :
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E ::= 0 | a.E | (x)E | [x = y]E | E ‖ E | E+ E
a ::= τ | x ? (d) | x ! (d)
Les actions d’entrée et de sortie, qui représentent les appels des opérations et les réceptions
de ces appels, sont représentées par x ? (d) et x ! (d) tels que x est le nom de l’action et d est un
tuple de paramètres ou de données envoyées ou reçues à travers x. Les actions non observables
sont représentées par τ . Les actions sont inclues dans des processus E tels que 0 représente l’inac-
tion, (x)E représente la création d’un nouveau nom x dans un processus E. L’opérateur [x = y]E
représente le comportement conditionnel : [x = y]E se traduit par E si x = y et par l’inaction 0
dans le cas contraire. L’opérateur de choix non déterministe (+) et l’opérateur (‖) sont déﬁnis
par : E + E’ est traduit par l’exécution de E ou E’, tandis que E ‖ E’ se traduit par l’exécution
parallèle de E et E’.
role Client = {
signature request ! (Data url) ; reply ? (Data page) ;
behaviour request ! (url) . reply ? (page).0
}
role Serveur = {
signature query ? (Data url) ; return ! (Data file) ;
behaviour query ? (url) . return ! (file).0
}
Cet exemple montre les protocoles de deux composants Client et Serveur. Le Client est un
navigateur web dans lequel l’utilisateur saisi une URL et envoie la requête pour visualiser la
page web désirée ou ouvrir un ﬁchier. Le Serveur est un hébergeur de sites qui contient une
application qui permet de recevoir les requêtes des clients et envoyer soit une page web ou un
ﬁchier. La spéciﬁcation du comportement est déﬁnie dans la section behaviour. Les protocoles
de Client et Serveur sont représentés par des processus π-calcul et traduisent le rôle de chacun
comme nous venons de le détailler.
Les connexions entre request ! et query ? et entre reply ? et return ! représentent la fonction
d’adaptation ou la spéciﬁcation minimale de l’adaptateur entre Client et Serveur. Cette fonction
est déﬁnie comme suit :
M = {request ! (url) <> query ? (url); reply ? (page) <> return ! (file)}
Intuitivement, la fonction d’adaptationM représente la spéciﬁcation minimale de l’adaptateur
qui vas jouer le rôle du composant au milieu entre les deux composants Client et Serveur. Le
comportement d’un adaptateur A qui satisfait la spéciﬁcation M peut être décrit de la manière
suivante :
A = request ? (url) . query ! (url) . return ? (file) . reply ! (page) . 0
Le processus de génération du protocole adaptateur de deux protocoles P et Q de deux
composants permet de dériver automatiquement à partir de P, Q et la fonction d’adaptation un
protocole A qui satisfait les deux propriétés suivantes :
1. la composition parallèle P ‖ A ‖ Q ne provoque pas des situations de blocage ;
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2. A satisfait toutes les correspondances entre les actions et les dépendances entre leurs pa-
ramètres.
Adaptation basée sur les systèmes de transitions étiquetées
Les travaux présentés dans [CPS06, CPS08] sont basés sur l’utilisation des expressions ré-
gulières et les systèmes de transitions pour la spéciﬁcation des protocoles. L’approche proposée,
comme la précédente, traite les incompatibilité au niveau protocole des composants. Les auteurs
spéciﬁent l’adaptateur par des règles d’adaptation modélisées par des vecteur de synchronisation
permettant de décrire les relations entre les actions incompatibles au niveau signature et qui
sont censées être synchronisées. Les protocoles de composants sont spéciﬁés par des systèmes de
transitions étiquetés LTSs.
Protocoles des composants

















Figure 2.13 – Approche d’adaptation présentée dans [CPS06]
La génération automatique de l’adaptateur est basée sur deux approches d’adaptation : l’ap-
proche sans ordre et celle en respectant l’ordre des actions dans la spéciﬁcation. La première
approche permet de créer un adaptateur qui ignore l’ordre selon lequel les actions sont orga-
nisées dans les systèmes de transitions des composants communicants. L’adaptateur est tout
simplement représenté par le produit synchronisé des LTSs de l’ensemble de composants à adap-
ter en inversant les actions d’entrée (resp. de sortie) présentes dans les règles d’adaptation par
des actions de sortie (resp. d’entrée). La deuxième est basée sur le respect de l’ordre des actions
déﬁni par les spéciﬁcations LTS des protocoles des composants. Les auteurs utilisent les réseaux
de Petri pour reﬂéter l’ordre des actions dans l’adaptateur. La ﬁgure 2.13 illustre le processus
suivi pour la génération automatique d’un adaptateur pour plusieurs composants en se basant
sur sa spéciﬁcation et leurs représentations LTSs.
Autres approches
Bosch [Bos00] donne un large aperçu sur les mécanismes d’adaptation, y compris celles non
automatisées. Dans [VW01], les auteurs ont développé l’outil PaCoSuite pour modiﬁer visuelle-
ment les composants, et de générer des adaptateurs en utilisant les signatures des méthodes et
des protocoles des interfaces. Dans [PdAHSV02], les auteurs utilisent la théorie des jeux pour
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décider si les interfaces des composants incompatibles peuvent être rendues compatibles en uti-
lisant des techniques d’adaptation. Dans [SG03], les auteurs ont montré comment utiliser les
transformations de protocoles pour augmenter l’interaction des comportements d’un ensemble
de composants. Cette approche porte sur les problème du renforcement des interactions entre
les composants. Dans [Hem05], David Hemer a proposé, à l’aide du langage CARE, des straté-
gies d’adaptation de composants en utilisant la bibliothèque de modèles paramétrés. L’approche
fournit plusieurs modèles d’adaptation et étudie l’adaptation et la composition semi automati-
sées par les modèles déﬁnis. Dans [MLS06], les auteurs ont proposé un modèle d’adaptateurs
utilisant la méthode B [Abr96], et permettant de déﬁnir l’interopérabilité entre les composants.
Dans [AEB08, BHB08], les auteurs proposent un framework de développement de composants
permettant de générer automatiquement des adaptateurs pour les composants incompatibles au
temps d’exécution. Les spéciﬁcations d’adaptateurs sont réalisées par les machines à états (State
Machine Diagrams) d’UML 2.
Dans [SEG08], les auteurs proposent une étude de l’art sur les approches d’adaptation semi-
automatiques et automatiques des composants et services. Dans [DBMN08], les auteurs discutent
la notion de la compatibilité au niveau protocole des services Web et proposent une approche
d’adaptation pour les services incompatibles. Leur proposition traite des notions comme la sub-
stituabilité et la contrôlabilité. Dans [Pad09], l’auteur propose un langage formel pour décrire les
contrats des services Web. Le travail fournit une sémantique pour déﬁnir les règles d’adaptation
entre les services en terme des relations d’équivalence. Dans [MPM08], les auteurs proposent
une approche d’adaptation entre les services Web qui intègre les trois niveaux d’interopérabilité
des composants : signature sémantique et protocole. Le niveau sémantique est décrit par une
notation SAWSDL 5 complémentée par une notation BPEL.
2.6 Synthèse
Dans ce chapitre, nous avons expliqué l’interopérabilité des composants et comment elle est
mise en œuvre en utilisant les spéciﬁcations d’interface aux niveaux signature, sémantique, et
protocole. Ensuite, nous avons présenté les travaux qui concernent la vériﬁcation formelle de la
sûreté des systèmes à base de composants avant et après le processus d’assemblage. À la ﬁn du





Automates d’interface et l’approche
optimiste
Dans ce chapitre, nous allons présenter en détail le formalisme des automates d’interface
utilisé pour spéciﬁer les protocoles des composants logiciels. Nous détaillons son approche opti-
miste de composition qui considère que deux composants sont compatibles s’il existe au moins
un environnement convenable avec lequel les deux composants peuvent interagir sans provoquer
des situations de blocage.
Ce chapitre présente les déﬁnitions formelles des concepts liées aux automates d’interface
notamment celles qui statuent la compatibilité et la substitution des composants. Les déﬁnitions
du produit synchrone et la composition des automates d’interface sont ainsi fournies. Dans la
section 3.1, nous présentons un aperçu informel sur les caractéristiques du modèle des automates
d’interface. Dans la section 3.2, nous présentons les déﬁnitions du formalisme. Dans la section 3.3,
nous expliquons comment la compatibilité entre les automates d’interface est vériﬁée dans le cadre
de l’approche optimiste. La section 3.4 présente l’algorithme de la vériﬁcation de la compatibilité
et du calcul de composition entre les automates d’interface. Dans la section 3.5, nous présentons
l’approche de simulation alternée utilisée pour calculer le raﬃnement des automates d’interface.
3.1 Aperçus informels
Les automates d’interface (IAs) ont été introduits par Luca de Alfaro et Thomas Henzin-
ger [dAH01, AS04, AH05, AH01] pour modéliser les comportements, évolutifs dans le temps,
des composants au niveau des interfaces. Un composant logiciel est conçu conformément aux
hypothèses sur son environnement. En d’autres termes, la conception d’un composant décrit un
comportement conforme à un ensembles d’hypothèses que l’environnement doit satisfaire. Par
exemple, la conception d’un composant orientée objet est basée sur le principe que les appels des
méthodes doivent être organisés dans un ordre spéciﬁque pour qu’il puisse agir comme prévu. Les
automates d’interface satisfont ces critères de communication entre le composant et son environ-
nement. Un automate d’interface donne un ordre temporel sur l’enchaînement des évènements
d’entrée et de sortie provoqués par un composant sous l’hypothèse qu’un évènement d’entrée est
la cause autorisant le déclenchement d’un évènement de sortie. Ces évènements sont appelés des
actions.
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3.1.1 Catégories des actions
Les actions d’un automate d’interface sont classées en trois catégories : les actions d’entrée,
de sortie et internes.
Actions d’entrée
Les actions d’entrée modélisent :
– les méthodes implémentées par le composant qui peuvent être appelées par les clients du
composant,
– la réception des valeurs de retour des appels de méthodes,
– la détection par le client des exceptions qui peuvent être provoquées après l’appel d’une
méthode,
– la réception d’un message à partir d’un canal de communication.
Une action d’entrée peut représenter l’hypothèse qu’une méthode implémentée par le compo-
sant peut être acceptée à un moment particulier durant son cycle de vie. Par exemple, l’opération
d’authentiﬁcation oﬀerte par un serveur pour assurer la connexion d’un client ne peut pas être
exécutée que si le client n’est pas connecté. Elle peut aussi modéliser le stockage d’une valeur de
retour d’une méthode dans une variable après son appel.
Une action d’entrée peut aussi représenter la détection d’une exception après l’appel d’une
méthode. Par exemple, en java, la clause catch permet de détecter les exceptions d’une suite
d’instructions dans une clause try. La clause catch peut être donc traduite par une action d’en-
trée. Une action d’entrée peut également spéciﬁer la réception d’un message à partir d’un canal
de communication entre deux composants. À titre d’exemple, les puits d’événements asynchrones
des composants CORBA (cf. section 1.7.2.2) peuvent être représentés par des actions d’entrée.
Actions de sortie
Les actions de sortie modélisent :
– les appels des opérations de l’environnement,
– l’envoi des valeurs de retour des méthodes,
– l’envoie des exceptions qui se produisent pendant l’exécution des méthodes,
– les transmissions des messages dans un canal de communication. Par exemple, les sources
d’événements asynchrones des composants CORBA.
Actions internes
Les actions internes représentent les opérations locales à l’intérieur du composant. Par
exemple, les appels des méthodes statiques peuvent être représentés par des actions internes.
3.1.2 Approche optimiste
Les automates d’interface sont syntaxiquement similaire aux automates I/O [LT87]. Les au-
tomates d’interface de deux composants interagissent par la synchronisation des actions d’entrée
et les actions de sortie qui représentent les opérations partagées par leurs composants. Contrai-
rement au automates I/O, il n’est pas nécessaire que toutes les actions d’entrée soient activables
à partir de tous les états de l’automate. Cette propriété exprime l’assertion qu’à chaque état,
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l’environnement peut générer un sous ensemble des actions d’entrée (approche « optimiste » ou
« contrainte par l’environnement »). En capturant les contraintes de l’environnement et en li-
bérant les développeurs de l’obligation de fournir les entrées non fournies par l’environnement,
les automates d’interface fournissent une notation concise et formelle conforme à la nature de la
conception à base de composants [dAH01].
La composition de deux automates d’interface peut contenir des états illégaux ou de blocage. À
partir de ces états, l’un des deux automates sollicite une action d’entrée qui n’est pas acceptée par
l’autre. Par exemple, un composant appelle une méthode susceptible de provoquer des exceptions
et il ne prévoit pas leurs traitements. En Java, une situation de blocage est traduite par la
détection d’une exception après l’appel d’une méthode non inscrite dans une clause try/catch.
L’exception provoquée par l’exécution de la méthode représente l’action de sortie et le non
traitement de l’exception par l’appelant de la méthode représente l’absence de l’action d’entrée
correspondante.
La présence de ces états n’implique pas l’incompatibilité des deux automates contrairement
aux approches existantes considérées pessimistes. Si chaque automate prévoit que l’environne-
ment fournit uniquement les entrées légales, alors leur composition est restreintes aux exécutions
permettant d’éviter l’accessibilité aux état illégaux. L’existence d’un environnement légal pour
la composition des deux automates indique qu’ils sont mutuellement compatibles et les hypo-
thèses sous lesquelles l’environnement est soumis sont satisfaites. Plus clairement, l’existence des
états illégaux ne provoque pas forcément l’incompatibilité des deux automates. La possibilité
de faire interagir les deux automates d’interface dans un environnement qui sollicite les actions
d’entrée appropriées dans leur produit synchronisé en évitant d’atteindre les états illégaux im-
plique la compatibilité de A1 et A2. Les deux automates sont dits incompatibles s’il n’y a aucun
environnement permettant d’éviter que leur composition atteigne les états illégaux. Au niveau
algorithmique, la vériﬁcation de la compatibilité de A1 et A2 est eﬀectué en suivant les étapes
suivantes :
1. calculer le produit synchronisé A1 ⊗ A2 si c’est possible ;
2. calculer l’ensemble des états illégaux dans A1 ⊗ A2 ;
3. calculer l’ensemble des états incompatibles dans A1⊗A2 à partir des états illégaux : ce sont
les états à partir desquels l’environnement ne peut pas éviter d’atteindre les états illégaux
en une ou plusieurs étapes.
4. calculer A1 ‖ A2 en enlevant de A1 ⊗ A2, les états illégaux, les états incompatibles et les
états non atteignables à partir de l’état initial.
Si A1 ‖ A2 n’est pas vide alors A1 et A2 sont compatibles. Sinon, ils sont incompatibles.
Un composant peut être raﬃné et sa version raﬃnée le remplace dans l’architecture des
composants. Dans les approches traditionnelles (pessimistes), les contraintes de l’environnement
ne sont pas prises en compte. L’interface d’un composant est spéciﬁée en faisant abstraction
de l’environnement et ses besoins. Dans l’approche optimiste, l’interface spéciﬁe le comporte-
ment légal du composant et en même temps elle respecte les hypothèses sur le comportement
admissible de l’environnement. Un composant raﬃné respecte sa version d’origine et l’environne-
ment. Plus précisément, le raﬃnement d’un composant est traduit par étendre son comportement
sans restreindre le comportement admissible de l’environnement. Le raﬃnement agit de manière
contravariante sur les hypothèses d’entrée de l’environnement et le comportement de sortie :
un composant oﬀre plus de service et en demande moins. Cela conduit à représenter la relation
entre la spéciﬁcation d’un composant et celle de sa version raﬃnée par une relation de simulation
alternée [AHKV98].
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3.2 Définition formelle
Définition 3.1 (Automate d’interface). Un automate d’interface A est représenté par le tuple




A , δA 〉 tels que :
– SA est ensemble fini d’états. A est dit "vide" si SA = ∅ ;





A représentent, respectivement, les ensembles des actions d’entrée, de sortie
et internes. L’ensemble des actions de A est noté par ΣA ;
– δA ⊆ SA × ΣA × SA est l’ensemble des transitions entre les états.
Nous exigeons que les automates d’interface sont déterministes, i.e. si (s, a, s1) ∈ δA et
(s, a, s2) ∈ δA, alors s1 = s2.





A des actions localement contrôlées de A est déﬁni par l’ensemble Σ
O
A ∪








A (s), et Σ
loc
A (s), les actions d’entrée, de sortie,
internes, externes, et localement contrôlées à l’état s. ΣA(s) représente l’ensemble de toutes les
actions activables à l’état s. Un automate d’interface A est fermé si ΣIA = Σ
O
A = ∅. Un automate
d’interface fermé ne peut pas communiquer avec l’environnement. L’alphabet d’un automate
d’interface est constituée des noms de ses actions annotées par « ? » pour les actions d’entrée,
« ! » pour les actions de sortie et par « ; » pour les actions internes.
Les actions d’entrée ne sont pas nécessairement activables à tous les états d’un automates
d’interface A c’est à dire ΣIA(s) ⊆ Σ
I
A pour tout s ∈ SA (non-input-enabled approach). Nous
indiquons également que pour tout s ∈ SA, ΣA(s) 6= ∅ ou ΣA(s) = ∅ (les états à partir desquels
aucune transition n’est activable sont autorisés dans un automate d’interface).
Exécutions d’un automate d’interface
Une exécution σ d’un automate d’interface non vide A est une séquence alternée s0a0s1a1...sn
d’états et d’actions telle que (si , ai , si+1) ∈ δA pour tout 0 ≤ i < n. Une exécution est dite
autonome si ai ∈ ΣOA ∪Σ
H
A pour tout 0 ≤ i < n. Une exécution est invisible si ai ∈ Σ
H
A pour tout
0 ≤ i < n. Un état s ′ ∈ SA est atteignable de manière autonome (resp. invisible) à partir d’un
état s ∈ SA s’il existe une exécution autonome (resp. invisible) dont l’état de départ est s et
l’état ﬁnal est s ′. L’état s est atteignable dans A ssi s est atteignable à partir de l’état initial iA.
Tous les états d’un automate d’interface sont atteignables par déﬁnition. Nous indiquons que les
notations utilisées dans ce chapitre restent les mêmes dans le reste des déﬁnitions de la thèse.
Exemple 3.1. Nous considérons un composant logiciel qui implémente un simple service de
transmission de messages. Le composant Comp a une méthode msg utilisée pour envoyer un
message. Si la méthode est appelée, le composant renvoie au Client un message ok pour indiquer
s’il le message a été envoyé avec succès ou une exception echec en cas d’échec. Pour assurer
l’envoi, le composant utilise un canal de transmission qui fournit une méthode envoyer. Les deux
actions ack et nack indiquent la terminaison de la transmission avec succès ou non. Le composant
Comp fait une deuxième tentative d’envoi en cas d’échec. Le composant Comp est utilisé par un
composant Client qui s’attend à ce que les messages soient tous envoyés avec succès et il ne traite
pas les échecs d’envoi. Les automates d’interface des composants Client et Comp sont présentés
dans la ﬁgure 3.1. L’automate d’interface du composant Client a trois actions externes (une action
de sortie et deux actions d’entrée) et pas d’actions internes [dAH01].
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Figure 3.1 – Automates d’interface Client et Comp
L’action echec est une action d’entrée dans Client mais elle n’est pas activable après l’appel de
la méthode msg. Ceci veut dire que le Client ne traite pas l’exception echec susceptible de survenir
après l’appel de la méthode msg. En important une interface d’un composant, le client connait
toutes les signatures de ses méthodes et leurs exceptions. En eﬀet, en invoquant la méthode
msg, le client est susceptible de savoir qu’elle peut provoquer une exception. Par conséquent,
l’action echec doit être présente dans l’ensemble des actions d’entrée du composant Client malgré
l’absence des transitions étiquetées par cette action dans l’automate. 
3.3 Composabilité, compatibilité et composition
La composition de deux automates d’interface ne peut réussir que si les ensembles de leurs
actions d’entrée sont disjoints. De même pour les actions de sortie, l’ensemble des actions internes
de l’un des deux automates est disjoint avec l’ensemble des actions de l’autre. Nous mentionnons
que la composabilité de deux automates d’interface préserve le déterminisme de leur composition.





= ΣOA1 ∩ Σ
O
A2




Nous notons par Partagées(A1,A2) = (ΣIA1 ∩ Σ
O
A2
) ∪ (ΣIA2 ∩ Σ
O
A1
) l’ensemble des actions
partagées par A1 et A2.
Nous pouvons déﬁnir maintenant le produit entre deux automates d’interface composables.
Comme les automates d’interface ne sont pas nécessairement input-enabled, alors quelques tran-
sitions peuvent être absentes dans le produit.
Définition 3.3 (Produit synchronisé ⊗). Soient A1 et A2 deux automates d’interface compo-
sables, le produit synchronisé A1 ⊗ A2 de A1 et A2 est défini par
– SA1⊗A2 = SA1 × SA2 et iA1⊗A2 = (iA1 , iA2) ;
– ΣIA1⊗A2 = (Σ
I
A1
∪ ΣIA2) \ Partagées(A1,A2) ;
– ΣOA1⊗A2 = (Σ
O
A1
∪ ΣOA2) \ Partagées(A1,A2) ;
– ΣHA1⊗A2 = Σ
H
A1
∪ ΣHA2 ∪ Partagées(A1,A2) ;
– ((s1, s2), a, (s′1, s
′
2)) ∈ δA1⊗A2 si
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– a /∈ Partagées(A1,A2) ∧ (s1, a, s′1) ∈ δA1 ∧ s2 = s
′
2 ou
– a /∈ Partagées(A1,A2) ∧ (s2, a, s′2) ∈ δA2 ∧ s1 = s
′
1 ou
– a ∈ Partagées(A1,A2) ∧ (s1, a, s′1) ∈ δA1 ∧ (s2, a, s
′
2) ∈ δA2 .
L’incompatibilité entre deux automates d’interface A1 et A2 pourrait se produire à cause de
l’existence des états (s1, s2) dans le produit A1 ⊗A2 tel qu’il existe au moins une action a dans
Partagées(A1,A2) activable à partir de s1 et elle ne l’est pas à partir de s2 ou vice versa. Ces
états sont dits illégaux dans le produit A1 ⊗ A2.
Définition 3.4 (États illégaux ). L’ensemble des états illégaux Illégaux(A1,A2) ⊆ SA1×SA2 dans
A1 ⊗ A2 est défini par {(s1, s2) ∈ SA1 × SA2 | (∃ a ∈ Partagées(A1,A2) | la condition suivante
est satisfaite )}

 (a ∈ Σ
O
A1
(s1) ∧ a /∈ ΣIA2(s2))
∨

















Figure 3.2 – Le produit Comp⊗Client
Exemple 3.2. Le produit des deux composants Client et Comp est présenté dans la ﬁgure 3.2.
Le produit présenté ne contient que les état atteignables. L’état (7,2) dans le produit est illégal
parce que l’action echec ∈ Partagées(Comp,Client) et la transition (7,echec,1) dans Comp n’a
pas une contre partie dans le composant Client à partir de l’état 2. 
Si le produit A1 ⊗ A2 est fermé (si ΣIA = Σ
O
A = ∅), A1 et A2 sont compatibles s’il n’y a pas
d’états illégaux atteignables dans A1⊗A2. Par contre, si A1⊗A2 est ouvert l’accessibilité des états
dans Illégaux (A1,A2) n’implique pas nécessairement que A1 et A2 sont incompatibles. L’existence
d’un environnement qui pourrait générer les entrées appropriées au produit A1⊗A2 garantit que
les états illégaux ne soient pas atteignables. Dans ce cas, les deux automates d’interface A1 et
A2 peuvent être composés correctement sans donner lieu à des incompatibilités.
Définition 3.5 (Environnement légal). Soient A1 et A2 deux automates d’interface composables,
un environnement légal E pour A1 et A2 est un environnement A1⊗A2 tel que (1) E est compo-
sable avec A1 ⊗ A2, (2) E est non vide, (3) ΣIE = Σ
O
A1⊗A2
, (4) Illégaux(A1 ⊗ A2,E ) = ∅, et (5)
il n’existe pas d’états dans Illégaux(A1,A2)× SE atteignables dans (A1 ⊗ A2)⊗ E.
Exemple 3.3. L’automate d’interface Canal de la ﬁgure 3.3 est un environnement légal pour
le produit de Client et Comp parce que, dans le produit (Comp⊗Client)⊗Canal de la ﬁgure 3.4,
l’état (7,2) n’est pas atteignable pour tous les états de l’automate Canal. 
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Figure 3.4 – Le produit Comp⊗Canal⊗Client
Définition 3.6 (Compatibilité 1 ). Deux automates d’interface A1 et A2 non vide sont compa-
tibles (noté A1 ∼ A2) ssi ils ne sont pas vides, composables, et il existe un environnement légal
pour A1 et A2.
La composition de A1 et A2 est la restriction de leur produit à l’ensemble des états appe-
lés compatibles (noté Comp(A1,A2)). Ce sont les états dans lesquels la composition des deux
automates peut se situer sans avoir le risque d’atteindre les états illégaux en activant des ac-
tions de sortie ou internes parce qu’elles sont localement contrôlables par l’automate (les actions
dans ΣlocA1⊗A2).
Définition 3.7 (États compatibles). Un état (s1, s2) est compatible dans le produit A1 ⊗ A2 de
deux automates d’interface composables A1 et A2 s’il n’existe pas d’état (s ′1, s
′
2) ∈ Illégaux(A1,A2)
atteignable de manière autonome à partir de (s1, s2). i.e., il n’existe aucune exécution σ autonome
dont l’état initial est (s1, s2) et l’état final est (s ′1, s
′
2)).
Définition 3.8 (Compatibilité 2 ). A1 et A2 sont compatibles (A1 ∼ A2) ssi ils sont composables
et l’état initial du produit A1 ⊗ A2 est compatible. Nous notons que la relation de compatibilité
∼ est symétrique.
La composition de deux automates d’interface compatibles est obtenue en limitant le produit à
l’ensemble des états compatibles. Tous les états incompatibles et non atteignables sont supprimés
du produit.
Définition 3.9 (Composition ‖). La composition A1 ‖ A2 est définie par
– SA1‖A2 = Comp(A1,A2) ;
– iA1‖A2 = iA1⊗A2 ;
– ΣI
A1‖A2
= ΣIA1⊗A2 , Σ
O
A1‖A2















Figure 3.5 – La composition Comp‖Client
– δA1‖A2 = δA1⊗A2 ∩ (Comp(A1,A2) × ΣA1‖A2 × Comp(A1,A2)).
3.4 Algorithme de calcul des états compatibles
L’algorithme de vériﬁcation de compatibilité [dAH01] entre deux automates d’interface com-
posables décide s’ils sont compatibles en calculant l’ensemble Comp(A1,A2) et de vériﬁer s’il est
non vide. En eﬀectuant un parcours en arrière à partir des états illégaux de A1⊗A2, l’algorithme
marque les états sources des transitions étiquetées par des actions de sortie et internes jusqu’à
la première action d’entrée rencontrée. Avant de présenter l’algorithme, on introduit l’opérateur
OHpreA(S ′) où A est un automate d’interface et S ′ ⊆ SA. OHpreA(S ′) contient les états de A
prédécesseurs des états appartenant à S ′ en activant uniquement les transition étiquetées par des
actions localement contrôlables dans ΣlocA1⊗A2 . Formellement l’opérateur OHpreA : 2
SA 1 7→2SA est
déﬁni pour tout S ′ ⊆ SA par
OHpreA(S




A ∧ s ∈ S
′)}.
Algorithme 1 : CalculÉtatsCompatibles
Entrées : Deux automates d’interface A1 et A2
Sorties : Comp(A1,A2)
Initialisation : Soit U0 = Illégaux (A1,A2)1
début2
répéter3
Pour k ≥ 0, Uk+1 = Uk ∪OHpreA1⊗A2(Uk );4
jusqu’à Uk+1 = Uk ;5
retourner SA1⊗A2 \ Uk6
fin7
L’ensemble Comp(A1,A2) est calculable en itérant l’opérateur OHpreA1⊗A2 à partir des états
illégaux dans Illégaux (A1,A2). Les états compatibles sont calculables en temps linéaire O(n1×n2)
avec n1 et n2 les nombres des transitions atteignables dans le produit.
Nous pouvons donc déﬁnir l’ensemble des transitions δA1‖A2 de A1 ‖ A2 en se basant sur cet
algorithme. A1 ‖ A2 est obtenu à partir de A1⊗A2 en enlevant les transitions (s, a, s ′) ∈ δA1⊗A2
telles que
1. s ∈ Comp(A1,A2) ;
1. 2S est l’ensemble des parties d’un ensemble S.
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2. a ∈ ΣIA1⊗A2 ;
3. s ′ /∈ Comp(A1,A2) ;
Exemple 3.4. Les deux automates d’interface Client et Comp sont compatibles car l’état ini-
tial de leur produit est compatible. La composition Comp‖Client est la restriction du produit
Comp⊗Client aux états compatibles (les états atteignables dans le produit Comp⊗Client privé
l’état (7,2)). La ﬁgure 3.5 représentent l’automate d’interface Comp‖Client. 
Théorème 3.1. Soient trois automates d’interface A1, A2 et A3 mutuellement composables,
alors les automates d’interface (A1 ‖ A2) ‖ A3 et A1 ‖ (A2 ‖ A3) sont égaux.
La preuve de ce théorème est détaillée dans l’annexe A. Le théorème d’associativité peut être
généralisé pour n > 0 automates d’interface composables A1, ...,An . Les automates A1, ...,An
sont compatibles si leur composition A1 ‖ ... ‖ An , construite de manière graduelle et incrémen-
tale (construire (A1 ‖ ... ‖ Ai−1) ‖ Ai pour tout i ∈ 1, 2, ...,n) et dans n’importe quel ordre,
n’est pas vide.
3.5 Raffinement
L’objectif de la relation du raﬃnement pour vériﬁer la substitution d’un composant par une
version plus évoluée. Dans l’approche input-enabled, le raﬃnement est déﬁni par une sorte de
simulation ou contenance de traces. Cette conﬁguration est basée sur l’hypothèse que le com-
portement de la version raﬃnée d’un composant est inclus dans celui de l’abstraction. Dans
l’approche non-input-enabled des automates d’interface, cette propriété n’est pas satisfaite. Si
les services oﬀerts ou les entrées d’un composant raﬃné sont inclus dans les entrées de son abstrac-
tion, alors le raﬃnement peut être utilisé dans un environnement plus restrictif que l’abstraction.
Dans le contexte des composants, le raﬃnement d’un composant doit oﬀrir plus de services (plus
d’entrées) et demande moins (moins de sorties). Selon cette contrainte, le raﬃnement peut être
utilisé dans un environnement plus grand que son abstraction et il doit être déﬁni de manière à
supporter plus d’entrée et moins de sorties.
Formellement, le raﬃnement des automates d’interface doit être déﬁni en tant qu’une simu-
lation alternée [AHKV98]. Un automate d’interface A′ raﬃne un autre A si toutes les transitions
étiquetées par des actions d’entrée de A sont simulées par celles de A′ et toutes les transitions
étiquetées par des actions de sortie de A′ sont simulées par celles de A. Les actions internes
ne doivent pas être pris en compte par la relation de raﬃnement. Pour déﬁnir formellement le
raﬃnement, nous introduisons un ensemble de préliminaires introductifs.




−→A s2 ssi (s1,a,s2) ∈ δA ;
– s1
τ
−→A s2 ssi s1
b
−→A s2 tel que b ∈ ΣHA ;
– s1
ε




s2 tels que * est la juxtaposition réﬂexive et transitive des transi-
tions.
La fermeture ε-fermeture d’un état s est l’ensemble de tous les états atteignables à partir
de s en activant uniquement des transitions étiquetées par des actions internes. L’environne-
ment ne peut distinguer entre s et tous les états appartenant dans l’ensemble ε-fermeture(s).
ε-fermetureA(s) est le plus petit ensemble R ⊆ SA tel que (1) s ∈ R et (2) pour tout s ′ ∈ R,
s’il existe s ′′ tel que s ′ ε=⇒A s ′′, alors s ′′ ∈ R.
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Un automate d’interface A doit accepter une action de sortie a à partir de l’environnement
si a est activable à partir de chaque état appartenant à ε-fermeture(s). Contrairement, A peut
émettre une action de sortie b au moins à partir d’un seul état dans ε-fermeture(s) vers l’environ-
nement. En se basant sur ces intuitions, nous déﬁnissons, pour chaque état s, les deux ensembles




A(s) = {a | (∀ r ∈ ε-
fermeture(s) | a ∈ ΣIA(r))}. Soit un état s ∈ SA et une action a ∈ ΣA, l’ensemble SuccA(s, a)
est déﬁni par {s ′ ∈ SA | (s, a, s ′) ∈ δA}.
En se basant sur les éléments précédemment introduits, la simulation alternée des automates
d’interface est formellement déﬁnie comme suit.
Définition 3.10 (Simulation alternée ). Soient deux automates d’interface A et A′, la relation
binaire  ⊆ SA′ × SA entre A′ et A est dite simulation alternée ssi pour toute action s ∈ SA et
r ∈ SA′ tels que r  s les conditions suivantes sont satisfaites :
1. pour toute action a ∈ ΣIA(s) et s
′ ∈ SuccA(s, a), il existe un état r ′ ∈ SuccA′(r , a) tel que
r ′  s ′ ;
2. pour toute action a ∈ ΣOA′(r) et r
′ ∈ SuccA′(r , a), il existe un état s ′′ ∈ ε-fermeture(s) et
un état s ′ ∈ SuccA(s ′′, a) tel que r ′  s ′ ;
3. pour toute action a ∈ ΣHA′(r) et r
′ ∈ SuccA′(r , a), il existe un état s ′ ∈ ε-fermeture(s) tel
que r ′  s ′.
Les deux premières conditions de la déﬁnition expriment la dualité entre les actions d’entrée
et sortie entre les états r et s : les transitions étiquetées par des actions d’entrée activables à
partir de s doivent être activables aussi à partir de r. Chaque transition activable à partir de r
et étiquetée par une action de sortie a doit être simulée par une séquence de taille 0 ou n ≥ 1
transitions internes commençant à partir de s et suivie par une transition étiquetée par l’action
a. La troisième condition indique que chaque transition interne activable à partir de r peut être
simulée par une séquence de zéro ou plusieurs transition internes commençant à partir de s. Si




























Figure 3.6 – Raﬃnement de l’automate d’interface Comp
Définition 3.11 (Raffinement). Le raﬃnement A′ d’un automate d’interface A, noté A′  A,
satisfait les conditions suivantes :
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– Il existe une simulation alternée  entre A′ et A tel que iA′  iA.
Exemple 3.5. L’automate d’interface présenté dans la ﬁgure 3.6 est un raﬃnement de l’automate
d’interface Comp. Cet automate représente un composant qui oﬀre deux services : le premier est
celui oﬀert par le composant de Comp (cf. ﬁgure 3.1) qui donne la possibilité d’envoyer un message
msg une deuxième fois en cas d’échec et le deuxième donne la possibilité uniquement une seule fois
pour envoyer le message once. Le raﬃnement respecte toutes les conditions de la déﬁnition 3.10 :
il existe une simulation alternée entre s et s ′ pour tout s ∈ {1, 2, 3, 4, 5, 6, 7} ⊆ SComp. 
Le raﬃnement entre automates d’interface peut être vériﬁé en temps polynomial. Plus pré-
cisément, si A et A′ sont deux automates d’interface dont les états et les transitions sont tous
atteignables, alors A′  A peut être vériﬁé en temps O((|δA|+ |δA′ |)×(|SA|+ |SA′ |)) [AHKV98].
Théorème 3.2. Le raffinement des automates d’interface est un pré-ordre : pour tout automates
d’interface A1, A2 et A3, nous avons A1  A1 et si A1  A2 et A2  A3, alors A1  A3.
Démonstration. La preuve est triviale en se basant sur les deux déﬁnitions 3.10 et 3.11.
Le théorème suivant (preuve détaillée dans l’annexe A) montre que les automates d’interfaces
supporte les caractéristique de la substitution : un automate d’interface A peut être substitué
par une version plus raﬃnée A′ s’il sont connectés à l’environnement au plus par les mêmes
entrées. Le cas où l’environnement fournit des entrées pour A′ qui ne sont pas fournies pour A
peut provoquer des incompatibilités en traitant ces entrées.
Théorème 3.3. Soient trois automates d’interface A, A′ et E tels que A′ et E sont composables






E . Si A ∼ E et A
′  A, alors A′ ∼ E et A′ ‖E  A ‖E.
3.6 Synthèse
Dans ce chapitre, nous avons introduit le formalisme des automates d’interface sur lequel sont
basés nos travaux. Nous avons présenté la déﬁnition des automates d’interface et leur approche
optimiste d’interopérabilité. Pour eﬀectuer l’assemblage des composants, un algorithme de véri-
ﬁcation de la compatibilité est donné. Nous avons également présenté la relation de simulation










L’interopérabilité fonctionnelle des composants est vériﬁée aux niveaux signature, sémantique
et protocole. Les automates d’interface ne sont pas donc suﬃsants pour assurer une interopé-
rabilité ﬁable entre les composants. Dans ce chapitre, nous présentons l’approche optimiste des
automates d’interface qui permet de traiter la vériﬁcation des trois niveaux de l’interopérabi-
lité fonctionnelle. En eﬀet, nous ajoutons aux automates d’interface des informations sur les
signatures et la sémantique des opérations et nous exploitons ces informations pour ﬁabiliser la
vériﬁcation de l’interopérabilité.
Dans la section 4.1, nous présentons la déﬁnition des automates d’interface dans le cadre
de notre approche. Dans la section 4.2, nous décrivons comment vériﬁer la compatibilité entre
les composants, dont les contrats sont spéciﬁés par des automates d’interface, en exploitant la
sémantique décrites par les pré et post-conditions des paramètres des actions. Dans la section 4.3,
nous expliquons comment la simulation alternée est adaptée notre approche pour vériﬁer la
substitution des composants. Nous appliquons ces résultats sur un exemple issu du modèle de
composants EJB de la plateforme J2EE.
4.1 Définitions
La signature d’une action d’entrée (resp. de sortie) a est la signature de l’opération cor-
respondante implémentée par le composant (resp. sollicitée par le composant). Dans le cas où
l’opération est associée à un ensemble de paramètres d’entrée et de sortie, l’action correspon-
dante est de la forme a(i1,...,in) → (o). L’ensemble P ia = {i1, ..., in} représente l’ensemble des
paramètres d’entrée de a. L’ensemble des paramètres de sortie Poa est déﬁni par le singleton {o}
(nous assumons que les opérations ont au plus une seule valeur de retour). L’ensemble de tous les
paramètres d’une action a est représentée par Pa . L’absence des paramètres d’entrée ou de sortie
est représentée par (). Une action n’a pas de signature dans le cas où elle correspond à l’acte
d’envoyer ou de recevoir d’une valeur de retour 1. La sémantique des actions est représentée par
des pré et des post-conditions déﬁnies sur les paramètres. Ces conditions sont traduites par des
formules de la logique de premier ordre [HA50, Hod01] étendues par des théories contextuelles.
Soit un ensemble de variables V, nous notons par Preds(V ), l’ensemble des prédicats de premier
ordre dont les variables libres appartiennent à V.
1. L’envoi de la valeur de retour est représenté, par exemple en Java, par la commande return. La réception
de la valeur de retour est traduite par l’affectation de la valeur de retour à une variable intermédiaire.
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Nous adaptons la déﬁnition des automates d’interface donnée dans la section 3.2 comme suit.
Définition 4.1 (Automate d’interface 2 ). Un automate d’interface A est un tuple 〈SA, iA, ΣIA,
ΣOA, Σ
H
A, δA, ΨA〉 tels que :
– SA est ensemble fini d’états ;





A sont respectivement les ensembles des noms des actions d’entrée, de sortie
et internes ;
– δA ⊆ SA × ΣA × SA est l’ensemble des transitions entre les états ;
– ΨA est une fonction qui associe pour chaque action a ∈ ΣA un tuple 〈PreΨA(a), PostΨA(a)〉
tels que PreΨA(a) ∈ Preds(P
i











Membre login(int id, String mdp)
void deconnexion()
void ajouterAuPanier(int idRes)



























Figure 4.1 – Modèle EJB de l’application
Exemple 4.1. Nous présentons une simple application distribuée multi-tiers implémentée par
le modèle de composants Entreprise JavaBeans. L’application permet de fournir des services de
locations d’objets entre utilisateurs. Le composant Services est un composant session bean coté
serveur d’application qui joue le rôle d’un médiateur entre le Client et les composants entity
beans. Les composants entity beans représentent la vue orientée objet des lignes de la base de
données (cf. section 1.7.1). Une instance du composant Membre représente un client inscrit dans
l’application. Une instance du composant LocationRessource représente une location eﬀectuée par
le client. Nous n’allons pas donner des détails sur l’implémentation des EJBs en Java, mais nous
allons expliquer tout simplement les détails nécessaires à notre exemple.
L’interface ServiceVisiteur du composant Services contient la méthode login qui retourne
une référence à une instance du composant entity bean Membre. Cette instance représente l’uti-
lisateur membre après la connexion. La requête envoyée par le visiteur pour se connecter est
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ajouterAuPanier validerLoc dureeLocation crdInsuff nvCredit
locValide
locNonValide
Figure 4.2 – Automates d’interface AC et AS des composants Client et Services
représentée par l’action de sortie login !. Le composant Services provoque une exception echec !
en cas d’échec de connexion. L’interface ServiceMembre du composant Services contient les mé-
thodes ajouterAuPanier, validerLocation et deconnexion. En invoquant la première méthode
(ajouterAuPanier !), l’utilisateur ajoute un nouvel objet, représenté par une instance d’un com-
posant entity bean Ressource, dans le panier virtuel. La deuxième (validerLoc !) permet de valider
la location des objets mis dans le panier et elle ne peut pas être appelée sans que la méthode
ajouterAuPanier soit appelée au minimum une fois. L’opération commence par appeler la mé-
thode débiter de l’instance du composant Membre qui permet de débiter un montant du crédit
disponible du client. Si le crédit est suﬃsant, le nouveau montant du crédit est retourné, une
durée de location est aﬀectée aux objets loués (dureeLocation !) et la location est complètement
validée (locValide !). Si le crédit est insuﬃsant, une exception est renvoyée (crdInsuff ?) au com-
posant Services. Le composant Services, dans ce cas, provoque une exception locNonValide !. Nous
assumons que le client s’attend à ce que la validation d’une location doit être achevée avec succès
(le client ne traite pas l’exception locNonValide). L’action deconnecter ! est appelée par le client
pour ﬁnir la session en se déconnectant. La ﬁgure 4.1 présente une représentation abstraite du
modèle. La ﬁgure 4.2 représente les automates d’interface des composants Client et Services. Nous
indiquons que les automates présentés montre uniquement les transitions et les actions d’entrée
et de sortie. Aucune information sur la sémantique n’est donnée pour ne pas alourdir les dessins
par les pré et post-conditions.
L’ordre des actions décrit par les automates d’interface est implicite. Il est traduit par la mise
à jour des attributs privés de chaque composant. Par exemple, un attribut session active doit
être positionné à vrai après l’exécution de l’opération login. Le même attribut est remis à faux
après la déconnexion. Les opérations ajouterAuPanier et validerLocation ne peuvent pas être
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exécutées si l’attribut session active est positionné à faux.
Client AC Services AS
PreΨAC (login)
≡ id > 0 ∧ 8 ≤ mdp.length() ≤ 10 PreΨAS (login) ≡ id ≥ 1 ∧ 6 ≤ mdp.length() ≤ 10
PostΨAC (login)
≡ membre.getId() = id PostΨAS (login) ≡ membre.getId() = id
PreΨAC (echec)
≡ errmess.length() 6= 0 PreΨAS (echec) ≡ errmess.length() 6= 0
PostΨAC (echec)
≡ vrai PostΨAS (echec) ≡ vrai
PreΨAC (ajouterAuPanier)
≡ idRes 6= 0 PreΨAS (ajouterAuPanier) ≡ idRes 6= 0
PostΨAC (ajouterAuPanier)
≡ vrai PostΨAS (ajouterAuPanier) ≡ vrai
PreΨAC (validerLoc)
≡ idMb 6= 0 ∧ idLoc 6= 0 PreΨAS (validerLoc) ≡ idMb 6= 0 ∧ idLoc 6= 0
PostΨAC (validerLoc)
≡ valide = vrai PostΨAS (validerLoc) ≡ valide = vrai
PreΨAC (locNonValide)
≡ errmess.length() 6= 0 PreΨAS (locNonValide) ≡ errmess.length() 6= 0
PostΨAC (locNonValide)
≡ vrai PostΨAS (locNonValide) ≡ vrai
Table 4.1 – Sémantique des actions login, echec, ajouterAuPanier, validerLoc, et locNonValide
Les actions partagées entre Client et Services, dont les signatures sont déﬁnies, sont les sui-
vantes : login(id,mdp) →(membre), deconnexion()→(), ajouterAuPanier(idRes)→(), validerLoc
(idMb,idLoc)→(valide), echec(errmess)→() et locNonValide(errmess)→(). Les signatures des ac-
tions connecte et locValide ne sont pas déﬁnies car elles correspondent à des valeurs de retour.
Les paramètres mdp de l’action login et errmess des actions echec et locNonValide sont de type
chaîne de caractères. Les paramètres d’entrée id, idRes, idMb et idLoc des actions login, ajou-
terAuPanier et validerLoc sont des entiers. Le paramètre de sortie valide de l’action validerLoc
est un booléen. Le type du paramètre de sortie membre de l’action login, qui est une référence
d’objet du composant entity bean Membre, est une structure de données.
Le tableau 4.1 présente les sémantiques des actions partagées login, ajouterAuPanier, vali-
derLoc, echec et locNonValide. Les pré et post-conditions des actions partagées restantes sont
positionnées à vrai. 
4.2 Composabilité, compatibilité et composition






) est l’ensemble des actions
partagées par A1 et A2.
Définition 4.2 (Composabilité 2 ). Deux automates d’interface A1 et A2 sont composables ssi
– ΣIA1 ∩ Σ
I
A2
= ΣOA1 ∩ Σ
O
A2




– pour tout a ∈ Partagées(A1,A2) dont la signature est donnée par a(i1,...,in) → (o) dans
A1 et par a(i ′1,...,i
′
n) → (o
′) dans A2 pour n ∈ N∗
– si a ∈ ΣOA1 , alors Dik ⊆ Di ′k pour 1 ≤ k ≤ n et Do ⊆ Do′ ;
– si a ∈ ΣIA1 , alors Dik ⊇ Di ′k pour 1 ≤ k ≤ n et Do ⊇ Do′ .
La deuxième condition de la définition représente la propriété de sous-typage des paramètres
des actions partagées expliquée dans la section 2.3.1.
La composition de deux automates d’interface ne peut prendre eﬀet que si les conditions
suivantes sont satisfaites : (i) les ensembles de leurs actions d’entrée sont disjoints et de même pour
les actions de sortie, (ii) l’ensemble des actions internes de l’un des deux automates est disjoint
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avec l’ensemble des actions de l’autre, et (ii) la propriété de sous-typage (cf. section 2.3.1) des
domaines des paramètres des actions partagées, appartenant à Partagées(A1,A2), est satisfaite.
Exemple 4.2. L’ensemble Partagées(AC ,AS ) égal à {login, echec, connecte, ajouterAuPanier,
validerLoc, locValide, locNonValide, deconnexion}. Les deux automates d’interface AC et AS
sont composables car les deux conditions de la déﬁnition 4.2 sont satisfaites. Les propriétés
de sous-typage des paramètres est satisfaites par toutes les actions appartenant à l’ensemble
Partagées(AC ,AS ). 
Avant de déﬁnir le produit synchrone de deux automates d’interface dans le contexte de cette
approche, nous devons réaliser les correspondances entre les noms des paramètres des actions
partagées en eﬀectuant l’opération de renommage. Le renommage des paramètres consiste à
donner les mêmes noms des paramètres d’une action partagée dans ses pré et post-conditions
dans A1 et A2. Ce traitement est nécessaire pour déﬁnir la compatibilité sémantique des actions
partagées.
Définition 4.3 (Renommage des paramètres). Soit une action a dans Partagées(A1, A2), la




A2. Le renommage des paramètres dans les sémantiques ΨA1a et Ψ
A2
a est la substitution de i
′
1 par
i1,..., i ′n par in et o
′ par o dans PreΨA2 (a) et PostΨA2 (a) ou l’inverse dans PreΨA1 (a) et PostΨA1 (a).
Exemple 4.3. Dans notre exemple, on suppose que les noms des paramètres dans les sémantiques
des actions dans Partagées(AC ,AS ), sont les mêmes. 
Nous notons par ΨA1/A2(a), la sémantique de a après le renommage des paramètres res-
pectivement dans A1 et A2. Nous pouvons maintenant déﬁnir proprement les notions de la
compatibilité sémantique des actions partagées.
Définition 4.4 (Compatibilité sémantique). Soit une action a ∈ Partagées(A1,A2), si l’une
des conditions suivantes est vraie alors l’action a dans A1 est sémantiquement compatible avec
l’action a dans A2 – notée par SemCompa(A1,A2) ≡ vrai (faux dans le cas contraire) :
– si a ∈ ΣOA1 , alors PreΨA1/A2 (a) ⇒ PreΨA2/A1 (a) ∧ PostΨA2/A1 (a) ⇒ PostΨA1/A2 (a),
– si a ∈ ΣIA1 , alors PreΨA2/A1 (a) ⇒ PreΨA1/A2 (a) ∧ PostΨA1/A2 (a) ⇒ PostΨA2/A1 (a).
Exemple 4.4. Toutes les actions partagées dans Partagées(AC ,AS ) sont sémantiquement com-
patibles entres les automates d’interface AC et AS . 
Durant la composition de deux automates d’interface, les actions partagées sémantiquement
compatibles se synchronisent et les actions non partagées sont entrelacées de façon asynchrone.
Nous adaptons la déﬁnition du produit synchronisé des automates d’interface de la manière
suivante.
Définition 4.5 (Produit synchronisé 2 ⊗). Soient A1 et A2 deux automates d’interface compo-
sables, le produit synchronisé A1 ⊗ A2 de A1 et A2 est défini par :
– SA1⊗A2 = SA1 × SA2 et iA1⊗A2 = (iA1 , iA2) ;
– ΣIA1⊗A2 = (Σ
I
A1
∪ ΣIA2) \ Partagées(A1,A2) ;
– ΣOA1⊗A2 = (Σ
O
A1
∪ ΣOA2) \ Partagées(A1,A2) ;
– ΣHA1⊗A2 = Σ
H
A1
∪ ΣHA2 ∪ {a ∈ Partagées(A1,A2) | SemCompa(A1,A2) ≡ vrai} ;
– ((s1, s2), a, (s′1, s
′
2)) ∈ δA1⊗A2 si
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– a /∈ Partagées(A1,A2) ∧ (s1, a, s′1) ∈ δA1 ∧ s2 = s
′
2 ou
– a /∈ Partagées(A1,A2) ∧ (s2, a, s′2) ∈ δA2 ∧ s1 = s
′
1 ou
– a ∈ Partagées(A1,A2)∧ (s1, a, s′1) ∈ δA1 ∧ (s2, a, s
′
2) ∈ δA2∧ SemCompa(A1,A2) ≡ vrai ;
– ΨA1⊗A1 est définie par :
– ΨA1 pour a ∈ ΣA1 \ Partagées(A1,A2) ;
– ΨA2 pour a ∈ ΣA2 \ Partagées(A1,A2) ;




SemCompa(A1,A2) ≡ vrai ;




SemCompa(A1,A2) ≡ vrai ;
Toute action partagée a où SemCompa(A1,A2) ≡ faux ne sera jamais activable dans le
produit A1 ⊗A2 de deux automates d’interface composables A1 et A2. Ceci traduit son absence
dans l’ensemble des actions internes ΣHA1⊗A2 .
Théorème 4.1. Le produit ⊗ des automates d’interface composables mutuellement est une opé-
ration commutative et associative.
Dans le cadre de notre approche, le théorème précédent reste vrai. La preuve est détaillée
dans l’annexe A.
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Figure 4.3 – AC ⊗ AS sans les états et les transitions inatteignables
L’incompatibilité entre deux automates d’interface A1 et A2 pourrait se produire à cause de
(i) l’existence des états (s1, s2) dans le produit A1 ⊗ A2 tel qu’il existe au moins une action a
dans Partagées(A1,A2) activable à partir de s1 et elle ne l’est pas à partir de s2 ou vice-versa, ou
(ii) l’action a est activable à partir de s1 et s2 mais SemCompa(A1,A2) ≡ faux. Ces états sont
alors illégaux dans le produit A1 ⊗ A2.
Définition 4.6 (États illégaux 2 ). L’ensemble des états illégaux Illégaux(A1,A2) ⊆ SA1 × SA2




(a ∈ ΣOA1(s1) ∧ a /∈ Σ
I
A2








(a ∈ ΣOA2(s2) ∧ a /∈ Σ
I
A1




∧ SemCompa(A1,A2) ≡ faux)
)
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4.2. Composabilité, compatibilité et composition
Exemple 4.5. Sachant que la condition SemCompa(AC ,AS ) est vraie pour toute action a ∈
Partagées(AC ,AS ), le produit AC ⊗AS des deux automates d’interface AC et AS , sans les états
et les transitions inatteignables, est donné dans la ﬁgure 4.3. L’état (5,7) est un état illégal dans
le produit parce que l’action partagée locNonValide est activable en sortie à l’état 7 dans AS et
non activable en entrée à l’état 5 dans AC . 
Les déﬁnitions des états compatibles et la compatibilité de deux automates d’interface, dans
le cadre de notre proposition, sont exactement les mêmes que celles données dans le chapitre 3
(cf. les déﬁnitions 3.5, 3.6, 3.7 et 3.8).
Définition 4.7 (Composition 2 ‖). La composition A1 ‖ A2 est définie par :
– SA1‖A2 = Comp(A1,A2) ;
– iA1‖A2 = iA1⊗A2 ;
– ΣI
A1‖A2
= ΣIA1⊗A2 , Σ
O
A1‖A2




– ΨA1‖A2 = ΨA1⊗A2 ;
– δA1‖A2 = δA1⊗A2 ∩ (Comp(A1,A2) × ΣA1‖A2 × Comp(A1,A2)).
Exemple 4.6. En appliquant l’algorithme de calcul des états compatibles présenté la section 3.4,
nous pouvons constater que AC et AS sont compatibles et leur composition AC ‖ AS est déﬁnie
par l’automate d’interface de la ﬁgure 4.4. Les composants Client et Services ne fonctionnent
correctement que dans le cas où le crédit du client est supérieur au prix de la location des
objets sélectionnés dans le panier. L’estimation que le composant entity bean Membre termine
l’exécution de la méthode debiter avec succès, permet de considérer que les composants Client
et Services comme compatibles en empêchant l’accessibilité à l’état illégal (5,7).
Si la condition SemCompvaliderLoc(AC ,AS ) ≡ faux par exemple, alors l’état (4,4) devient
illégal et il n’y aura pas d’états compatibles dans le produit AC ⊗ AS . Le lecteur peut donc
constater que l’insatisfaction de la compatibilité sémantique entre les actions partagées peut
provoquer l’incompatibilité entre deux automates d’interface composables. 
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Figure 4.4 – Automate d’interface composite AC ‖ AS
Théorème 4.2. La composition ‖ des automates d’interface est une opération associative dans
le cas où ils sont composables mutuellement.
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Démonstration. Le produit ⊗ des automates d’interface composables est associatif en considé-
rant la sémantique des actions. Par conséquent, la preuve est exactement la même que celle du
théorème 3.1 sauf que nous devons tenir en compte la déﬁnition des états illégaux étendue par
la compatibilité sémantique entre les actions partagées (déﬁnition 4.6).
Les étapes de vériﬁcation dans cette démarche sont les mêmes que celles décrites dans le
chapitre 3, sauf que nous considérons la sémantique des actions durant le calcul du produit et les
états illégaux. Durant le calcul du produit, il faut prendre en compte la complexité satisﬁabilité
des implication entre les pré et post-conditions des actions. L’algorithme 1 proposé dans le cha-
pitre 3 devient donc un semi-algorithme vu la complexité variable des problèmes de satisﬁabilité
(satisfiability (SAT) problems) de la logique propositionnelle et la logique de premier ordre. Les
problèmes de satisﬁabilité propositionnelle sont NP-complets [Coo71, Sch78]. Contrairement à
la logique propositionnelle, les problèmes de satisﬁabilité de la logique de premier ordre sont
indécidables.
4.3 Raffinement
Dans cette section, pour garantir les propriétés liées à la substitution des composants, nous
adaptons la relation de simulation alternée utilisée pour raﬃner les automates d’interface en
tenant en compte la sémantique des opérations. Déﬁnir la sémantique des actions d’un raﬃnement
d’un automate d’interface doit obéir à un ensemble de contraintes. Premièrement, le raﬃnement
d’un composant peut fournir plus de services aux autres composants et demander moins que sa
version d’origine. Deuxièmement, la sémantique des actions dans le raﬃnement et l’abstraction
doit être déﬁnie de telle sorte que les propriétés de sous-typage comportemental présentées dans
la section 2.3.2 soient satisfaites. Dans la version raﬃnée d’un automate d’interface, une action
d’entrée a doit avoir une précondition plus faible et une post-condition plus forte que celles de
l’action dans l’abstraction. La propriété est inversée pour les actions de sortie. Une action de
sortie a doit avoir une précondition plus forte et une post-condition plus faible que celles de
l’action dans l’abstraction. La déﬁnition suivante illustre la relation de sous-typage sous le nom
de la substitution sémantique des actions entre deux automates d’interfaces. Cette déﬁnition est
illustrée par la ﬁgure 4.5.
{PreΨA(a)} a? {PostΨA(a)}
⇓ ⇑






{PreΨA’ (a)} a! {PostΨA’ (a)}
(b)
Figure 4.5 – Substitution sémantique des actions
Définition 4.8 (Substitution sémantique). Soient deux automates d’interface A et A′, une action
a dans ΣextA′ peut substituer la même action dans Σ
ext
A – notée SemSuba(A,A
′) ≡ vrai (faux dans
le cas contraire), ssi :












En se basant sur les préliminaires et la déﬁnition de la simulation alternée présentées dans
la section 3.5, la déﬁnition du raﬃnement, dans le cadre de notre approche, est adaptée comme
suit :
Définition 4.9 (Raffinement 2 ). Un raﬃnement A′ d’un automate d’interface A, noté A′  A,
satisfait les conditions suivantes :







– Pour toute action a ∈ ΣextA ∩ Σ
ext
A′ , SemSuba(A,A
′) ≡ vrai ;
– Il existe une simulation alternée  entre A′ et A tel que iA′  iA.
Selon la déﬁnition, toutes les actions externes appartenant à ΣextA ∩ Σ
ext
A′ doivent respecter
la condition de substitution sémantique. Le raﬃnement entre automates d’interface reste un





















Figure 4.6 – Version étendue du composant Services




































su validerInscription ajouterAuPanier validerLoc dureeLocation crdInsuff nvCredit
locValide
locNonValide
Figure 4.7 – Raﬃnement possible A′S de AS
Exemple 4.7. Le composant session bean Services peut être raﬃné en ajoutant de nouveaux ser-
vices pour les super-utilisateurs. Ces nouveaux services appartiennent à l’interface ServiceAdmin.
Le composant implémente les nouvelles méthodes su et validerInscription. L’administrateur
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Admin se connecte par la méthode su qui retourne une référence d’une entity bean Membre qui
représente l’administrateur après la connexion. En cas d’échec, le composant Services provoque
une exception echec !. Après l’authentiﬁcation, l’administrateur peut exécuter pour plusieurs fois
l’action validerInsc ? pour valider les inscriptions des nouveaux membres ajoutés à la base de
données. La ﬁgure 4.6 représente une version raﬃnée du composant Services.
Un raﬃnement possible de l’automate d’interface AS , présenté dans la ﬁgure 4.2, est donné
dans la ﬁgure 4.7. Le composant oﬀre deux services, un premier service pour les clients membres




alors A′S  AS : (i) A
′
S contient plus d’actions d’entrée (su et validerInscription) et exactement
les mêmes actions de sortie de AS , (ii) il existe une simulation alternée entre s ′ et s pour tout
s ∈ SAS . 
{PreΨA(a)} a? {PostΨA(a)}
⇓ ⇑
{PreΨA’ (a)} a? {PostΨA’ (a)}
(a)







{PreΨA’ (a)} a! {PostΨA’ (a)}
(b)
{PreΨE (a)} a? {PostΨE (a)}
⇑ ⇓
Figure 4.8 – Préservation de la compatibilité sémantique des actions par raﬃnement
La validité de la compatibilité sémantique d’une action externe partagée entre deux automates
d’interface composables A et E n’est pas en contradiction avec la validité de la condition de
substitution sémantique de a par son équivalente dans A′ tel que A′  A. Pour toute action a
∈ ΣIA ∩ Σ
I
A′ , si a dans A est sémantiquement compatible avec a dans E , alors a dans A
′ est
sémantiquement compatible avec a dans E (cf. ﬁgure 4.8(a)). La propriété est aussi satisfaite
pour les actions a ∈ ΣOA ∩ Σ
O
A′ (cf. ﬁgure 4.8(b)).
Propriété 4.1. Soient trois automates d’interface A, A′, et E tels que A et E sont compo-
sables, Partagées(A,E ) 6= ∅ et A′  A, pour toute action a ∈ Partagées(A,E ) ∩ ΣextA′ , si
SemCompa(A,E ) ≡ vrai, alors SemCompa(A′,E ) ≡ vrai.
Théorème 4.3. Soient trois automates d’interface A, A′ et E tels que A′ et E sont composables






E . Si A ∼ E et A
′  A, alors A′ ∼ E et A′ ‖E  A ‖E.
Démonstration. Nous avons comme hypothèse A′  A. Pour toute action a ∈ ΣextA ∩Σ
ext
A′ , Sem-
Suba(A,A′) ≡ vrai (cf. déﬁnition 4.9). Cette condition ne contredit pas la preuve du théorème 3.3
dans l’approche d’origine (cf. propriété 4.1). La preuve que A′ ∼ E est exactement la même que
celle du théorème 3.3 sauf que la sémantique des actions est prise en compte lors de la déduction
de la compatibilité de A′ et E à partir de la compatibilité de A et E .
La preuve que A′ ‖ E  A ‖ E est exactement la même que celle du théorème 3.3 sauf qu’il
faut prouver en plus que, pour toute action a ∈ Σext
A‖E ∩Σ
ext
A′‖E , SemSuba(A ‖ E ,A
′ ‖ E ) ≡ vrai .
Cette aﬃrmation est vraie.
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Le corollaire 4.1 représente la propriété de la substitutivité des automates d’interface (In-
dependent Implementability [AH05]) qui établit que, sous certaines conditions, les automates
d’interface compatibles peuvent être raﬃnés séparément sans vériﬁer que leurs raﬃnements sont
compatibles, et la composition de leurs raﬃnements raﬃne leur composition.
Corollaire 4.1. Soient quatre automates d’interface A1, A′1, A2 et A
′
2 tels que
1. A1 et A2 sont composables et ΣIA′1




2. A′1 et A
′









si A1 ∼ A2, A′1  A1 et A
′








2  A1 ‖ A2.







. Nous avons comme hypothèse A1 ∼ A2 et A′1  A1, alors selon le théorème 4.3, (1)
A′1 ∼ A2 et (2) A
′
1 ‖ A2  A1 ‖ A2.
Également, les automates d’interface A′1 et A
′


















1 ‖ A2. Comme la relation  est un pré-ordre, les résultats (2) et (3) impliquent
que A′1 ‖ A
′
2  A1 ‖ A2.
4.4 Synthèse
Dans ce chapitre, nous avons présenté une approche formelle basée sur l’approche optimiste
des automates d’interface pour vériﬁer l’interopérabilité des composants. Les actions des auto-
mates d’interface sont enrichies par la sémantique des paramètres. Cette sémantique est utilisée
pour vériﬁer la compatibilité des actions partagées de deux automates d’interface. Concernant
l’opération de substitution des composants, nous avons adapté la déﬁnition du raﬃnement des
automates d’interface décrite par une relation de simulation alternée en exploitant les informa-
tions sur la sémantique des actions. L’approche est illustrée par un exemple de composants EJB




Adaptation sémantique des composants
et automates d’interface
L’adaptation logicielle consiste à assurer l’assemblage des composants malgré les disparités
qui peuvent exister entre eux (cf. section 2.5). Plusieurs travaux de recherche ont été eﬀectués
pour résoudre le problème de l’adaptation au niveau signature. En revanche, les travaux sur
l’adaptation aux niveaux sémantique et protocole restent peu développés.
Dans ce chapitre, nous traitons l’adaptation des composants dont les spéciﬁcations contrac-
tuelles des interfaces sont décrites par des automates d’interface enrichis par la sémantique des
opérations. Nous proposons un algorithme de génération automatique d’un automate adaptateur
pour deux automates d’interface conformément à un contrat d’adaptation. Le contrat d’adap-
tation est un ensemble de règles reliant certaines opérations non partagées et il représente la
spéciﬁcation la plus abstraite de l’adaptateur. Avant la génération de l’adaptateur, nous vériﬁons
l’adaptabilité sémantique de deux automates d’interface en testant la validité des conditions entre
les pré et post-conditions des actions reliées par le contrat d’adaptation. L’originalité de ce tra-
vail est la combinaison de l’approche optimiste des automates d’interface, l’intégration du niveau
sémantique, et l’adaptation aﬁn d’établir une approche complète d’assemblage et de réutilisation
des composants.
Dans la section 5.1, nous détaillons les diﬀérences entre notre approche et les approches
d’adaptation existantes. Dans la section 5.2, nous décrivons la spéciﬁcation du contrat d’adapta-
tion entre deux automates d’interface. Dans la section 5.3, nous présentons la notion de l’adapta-
bilité sémantique entre automates d’interface conformément à un contrat d’adaptation prédéﬁni.
Dans la section 5.4, nous présentons la déﬁnition formelle de l’adaptateur de deux automates d’in-
terface conformément au contrat d’adaptation. Dans la section 5.6, nous présentons l’algorithme
de construction automatique de l’adaptateur et la preuve de sa correction et de sa complétude.
5.1 Adaptation logicielle et l’approche optimiste
Dans cette section, nous évoquons les diﬀérences principales entre notre approche d’adapta-
tion des automates d’interface et les approches existantes. Plusieurs approches existantes sont
basées sur des modèles diﬀérents des automates d’interface et traitent le problème d’adaptation
diﬀéremment. À titre d’exemple, l’approche de [CPS06] présentée dans la section 2.5.2 consi-
dère que deux ou plusieurs composants soient incompatibles si l’un des composants provoque
des sorties “non partagées” qui ne peuvent pas être acceptées par l’un des composants restants.
L’approche est donc restrictive car elle suppose que seuls les composants à adapter fournissent
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les entrées correspondantes à ces sorties.
En outre, cette approche permet d’adapter plusieurs composants en même temps de manière
non incrémentale en assumant que l’environnement de chaque composant soit préﬁxé aupara-
vant. Elle ne prend pas en compte le dynamisme de communication qui peut avoir lieu au niveau
de l’interopérabilité des composants au sein même d’une architecture ﬁxe. Plus précisément, on
considère un composant composite qui contient plusieurs sous composants. La communication
entre les sous composants ne peut pas avoir une seule conﬁguration et elle peut inclure unique-
ment une partie d’eux. Par conséquent, plusieurs adaptateurs sont possibles par rapport aux
diﬀérentes conﬁgurations. De plus, cette approche est pessimiste et ne suppose pas qu’il existe
un environnement adéquat qui permet d’éviter les situations de blocage.
Une autre approche d’adaptation, comme celle présentée dans [BBC05], est basée sur l’assem-
blage binaire ou incrémental des composants. Les adaptateurs sont générés au fur et à mesure
durant le processus d’assemblage. Dans l’approche incrémentale, les composants sont assemblés
deux par deux et les adaptateurs sont générés automatiquement conformément à des contrats
d’adaptation prédéﬁnis entre les diﬀérents composants. Cette approche est plus naturelle et elle
s’adapte mieux à la nature des systèmes à base de composants que l’approche non incrémentale.
Pour deux composants impliqués dans une communication, un adaptateur est généré conformé-
ment à une spéciﬁcation des relations entre les actions inadéquates. Les entrées et les sorties
partagées et celles reliées par l’adaptateur sont synchronisées et les autres sont entrelacées.
En se basant sur les concepts d’adaptation présentés dans la section 2.5, nous rappelons
que les problèmes d’inadéquation entre les interfaces des composants surviennent essentiellement
dans les cas suivants :
– les noms des opérations appelées ou des messages échangés entre les composants sont
diﬀérents ; les composants interagissent souvent par les mêmes noms d’opération ;
– l’ordre des actions d’un protocole d’un composant ne respecte pas celui d’un autre ;
– une opération dans un composant n’a pas d’équivalent dans l’autre, ou correspond à plu-
sieurs autres opérations ;
– la sémantique de l’appel d’un service dans un composant n’est pas compatible avec la
sémantique des opérations qui correspondent à ce service dans un autre composant.
L’approche d’adaptation présentée dans ce chapitre est basée sur l’approche incrémentale et
l’approche optimiste de composition des automates d’interface. Le but est, essentiellement, d’as-
surer la composition des automates d’interface qui sont censées communiquer via des automates
adaptateurs après la spéciﬁcation des relations entre les actions inadéquates. Contrairement à
d’autres approches d’adaptation, les inadéquations entre les actions non partagées ne peuvent
pas être détectées en calculant le produit synchronisé de deux automates d’interface composables.
Les actions externes qui devraient être synchronisées par l’adaptation sont nommées diﬀérem-
ment, ce qui conduit à les rendre absentes dans l’ensemble des actions partagées. En se basant
sur la déﬁnition 3.3 du produit synchronisé, toutes les actions non partagées ne synchronisent
pas et elles sont entrelacées dans le produit.
Dans le cadre de l’approche optimiste, seuls les automates d’interface composables, reliés
par des règles d’adaptation déﬁnies entre les actions non partagées, pourraient être adaptés.
Dans ce cas, le produit entre l’automate adaptateur et les deux automates d’interface est déﬁni
diﬀéremment et il est soumis à des règles de synchronisation entre les actions qui diﬀèrent de
celles utilisées pour le calcul du produit classique. La procédure de calcul de la composition entre
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non partage´es de A1 et A2
Spe´cification du
contrat d’adaptation Φ(A1,A2)
re`gle 1 = <a!,b?>
















Ad est compatible avec A1 et A2 ⇐=
et la composition finale A1‖AdA2
est non vide
Figure 5.1 – Processus d’adaptation de deux automates d’interface composables A1 et A2.
les deux automates d’interface après l’adaptation est similaire à celle appliquée sur le produit
classique de deux ou plusieurs automates d’interface pour vériﬁer leur compatibilité. Les règles
d’adaptation et leurs propriétés intrinsèques (cf. section 5.2) sont déﬁnies par l’assembleur en
se basant sur les rôles des actions inadéquates décrits par leurs signatures et leurs sémantiques
dans les contrats d’interfaces des deux composants.
Notre approche a pour but de tester si l’adaptation de deux automates d’interface A1 et A2
composables assure leur compatibilité conformément aux règles d’adaptation, et, ainsi, générer
un adaptateur Ad pour A1 et A2 dans le cas où l’adaptation assurera la compatibilité. Plus
précisément, notre algorithme proposé dans la section 5.6 permet de détecter s’il y a des états
illégaux, dans le produit ﬁnal A1 ⊛Ad A2 de l’adaptateur Ad avec A1 et A2, qui vont conduire à
rendre leur composition ﬁnale A1 ‖Ad A2 vide. Dans le cas où l’algorithme détecte la présence
des chemins autonomes (cf. section 3.2) dans le produit A1 ⊛Ad A2 entre l’état initial et un état
illégal, il génère un adaptateur vide. Dans le cas contraire, il génère un adaptateur qui respecte
les règles d’adaptation et assure la compatibilité de A1 et A2.
L’adaptation de deux automates d’interface A1 et A2, conformément à un contrat d’adap-
tation Φ(A1,A2) (cf. section 5.2) décrit en fonction des actions non partagées, est eﬀectuée en
passant par les étapes suivantes :
1. si A1 et A2 sont composables, vériﬁer l’adaptabilité sémantique entre les actions reliées par
le contrat d’adaptation. Si ces actions sont sémantiquement adaptables, alors on passe à la
deuxième étape. Sinon, A1 et A2 ne peuvent pas être adaptés conformément à Φ(A1,A2)
(cf. section 5.3) ;
2. appliquer l’algorithme de génération automatique d’adaptateur (cf. section 5.6) sur A1
et A2 et le contrat d’adaptation Φ(A1,A2). L’algorithme génère un adaptateur non vide
Ad pour A1 et A2 conformément à Φ(A1,A2) si A1 et A2 sont adaptables. Dans ce cas,
l’automate Ad permet de consommer les sorties de l’un des deux automates avant de
générer les sorties pour leurs entrées correspondantes dans l’autre automate. L’automate
d’interface du composite ﬁnal est déﬁni par le produit A1⊛AdA2. Dans le cas où l’algorithme
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retourne un automate vide, les deux automates d’interface A1 et A2 ne sont pas adaptables
conformément à Φ(A1,A2).
La ﬁgure 5.1 illustre le processus d’adaptation dans le cadre de notre approche.
5.2 Contrat d’adaptation
Le contrat d’adaptation de deux automates d’interface composables A1 et A2 est la mise
en œuvre d’une spéciﬁcation minimale des exigences de l’adaptation de A1 et A2. Le contrat
d’adaptation décrit de manière explicite les interactions entre les deux automates d’interface A1
et A2 grâce à un ensemble de règles. Ces règles établissent les relations entre les actions non
partagées de A1 et A2.
Définition 5.1 (Contrat d’adaptation). Soient deux automates d’interface composables A1 et
A2, une règle d’adaptation α est un tuple 〈L1,L2〉 ∈ (2
ΣOA1 × 2
ΣIA2 ) ∪ (2
ΣIA1 × 2
ΣOA2 ) tels que
(L1 ∪ L2) ∩ Partagées(A1,A2) = ∅ et si |L1| 1 > 1 (ou |L2| > 1) alors |L2| = 1 (ou |L1| = 1).
Un contrat d’adaptation Φ(A1,A2) de A1 et A2 est un ensemble non vide de règles αi pour







Figure 5.2 – Une règle d’adaptation « plusieurs-pour-une »
Nous dénotons, par ActIncomp(Φ(A1,A2)), l’ensemble {a ∈ ΣextA1 ∪Σ
ext
A2
| (∃ α ∈ Φ(A1,A2) |
a ∈ Π1(α) ∨ a ∈ Π2(α))} 2. Dans le cas où le contrat d’adaptation Φ(A1,A2) n’est pas déﬁni
alors l’adaptation de A1 et A2 ne peut pas être eﬀectuée et leur composition est déﬁnie par
le produit A1 ⊗ A2. Selon la déﬁnition précédente, une règle d’adaptation autorise des corres-
pondances « une-pour-une », « une-pour-plusieurs » et « plusieurs-pour-une » entre les actions.
L’adaptation fait correspondre une ou plusieurs actions d’un automate avec une seule action de
l’autre. Par exemple, un client s’authentiﬁe en envoyant d’abord son nom d’utilisateur et en-
suite un mot de passe en appelant deux opérations séparées (identifiant et mdp) alors que le
serveur accepte les données en une seule opération (login) (cf. ﬁgure 5.2). Les correspondances
« plusieurs-pour-plusieurs » ne sont pas considérées car elles peuvent être décomposées en plu-
sieurs correspondances « une-pour-une » et « une-pour-plusieurs ».
Exemple 5.1. À titre d’exemple, nous allons considérer un système composé de deux composants
logiciels : un composant client qui communique avec un serveur d’applications distant. Nous avons
choisi un exemple simple pour expliquer aux lecteurs le processus d’adaptation des automates
d’interface de manière simple et concise. Les automates d’interface AC et AS des deux composants
sont montrés dans la ﬁgure 5.3.
Si l’authentiﬁcation s’achève avec succès, le client envoie une requête req ! qui a pour para-
mètres son identiﬁant de connexion. Il envoie après, en argument de l’action arg !, le nom d’un
1. | E | est la cardinalité d’un ensemble E.



























































Figure 5.3 – Les automates d’interface d’un composant client et d’un serveur d’applications
média à ouvrir. Le serveur traite les deux actions en exécutant l’action open ? qui vériﬁe en invo-
quant la base de données, si le média demandé existe et si le client est autorisé à visualiser son
contenu. Si le média existe dans la base de données et si le client est autorisé à l’ouvrir, le serveur
renvoie le média (action de sortie media !) comme valeur de retour. L’action media ! correspond
à l’action d’entrée service ? du client. Dans le cas où le média n’est pas trouvé, un message
d’erreur (action mdNonTrouve !) est envoyé au client. Pour se déconnecter, le client envoie une
requête deconnexion ! au serveur. L’action su ? représente l’opération fournie par le serveur qui
permet d’établir la connexion d’un super-utilisateur pour ouvrir une session. L’identiﬁant de
l’administrateur est envoyé en argument de su. Le serveur reçoit son mot de passe après.
Les deux automates AC et AS sont composables. L’ensemble des actions partagées Parta-
gées(AC ,AS ) égal à {deconnexion}. Le contrat d’adaptation Φ(AC , AS ) de AC et AS est déﬁni
par l’ensemble {α1, α2, α3, α4, α5, α6} tel que :
– α1 = 〈{login}, {identifiant,mdp}〉 ;
– α2 = 〈{ok}, {connecte}〉 ;
– α3 = 〈{echec}, {nonConnecte}〉 ;
– α4 = 〈{req,arg},{ouvrir}〉 ;
– α5 = 〈{erreur},{mdNonTrouve}〉 ;
– α6 = 〈{service},{media}〉.
Les règles du contrat d’adaptation dont les actions ont des signatures sont décrites dans le
tableau 5.1. Les actions ok, connecte, service etmedia n’ont pas de signature car elles représentent
des valeurs de retour. 
Les règles d’un contrat d’adaptation de deux automates d’interface composables sont soumises
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Table 5.1 – Signatures des actions dans ActIncomp(Φ(AC ,AS ))
à un critère très important appelé l’atomicité d’exécution des actions imposées par les contraintes
liées aux composants. Soient deux automates d’interface A1 et A2 composables et un contrat
d’adaptation Φ(A1,A2), une règle α est dite atomique si l’adaptateur ne peut pas traiter d’autres
règles α′ durant son traitement. Contrairement, une règle α n’est pas atomique si l’adaptateur
autorise l’exécution d’autres règles α′ durant son traitement. Pour expliquer la notion d’atomicité
des règles d’adaptation, nous allons présenter des exemples dans les sections suivantes.
5.2.1 Règles d’adaptation non atomiques
Soient deux composants C et D qui communiquent via un adaptateur E. Les automates

















Figure 5.4 – Les automates d’interface AC et AD
Les actions de sortie a ! et b ! dans AC correspondent respectivement aux appels des méthodes
a() et b() oﬀertes par l’adaptateur E. Les actions d’entrée c ? et d ? dans AD correspondent
respectivement aux méthodes c() et d() oﬀertes par le composant D.
1 2 3 4 5
AE
a? b? c! d!
a b c d
Figure 5.5 – L’automate d’interface AE
Le contrat d’adaptation est déﬁni par les règles 〈{a}, {d}〉 et 〈{b}, {c}〉. Le composant D exige
que la méthode d() ne puisse être appelée que si la méthode c() soit appelée. L’adaptateur reçoit
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l’appel de la méthode a() et celui de la méthode b() puis il invoque dans l’ordre la méthode c()
qui correspond à l’appel de la méthode b() puis la méthode d() qui correspond à l’appel de la
méthode a().
Nous pouvons remarquer que l’appel de la méthode a() (action a !) ne puisse pas être traité
par l’adaptateur directement par l’invocation de la méthode d() (action d ?), les deux actions
a ! et d ? sont alternées par le traitement des actions b ! et c ?. Dans ce cas, nous disons que
la règle 〈{a}, {d}〉 n’est pas atomique car elle ne peut pas être traitée avant le traitement de
la règle 〈{b}, {c}〉. L’automate d’interface AE de l’adaptateur E est présenté dans la ﬁgure 5.5.
Nous remarquons que les actions de la règle 〈{a}, {d}〉 sont alternées par les actions de la règle
〈{b}, {c}〉.
5.2.2 Règles d’adaptation atomiques








































Figure 5.6 – Les automates d’interface AP , AQ et AR
Les actions de sortie a ! et b ! respectivement dans AQ et AP correspondent respectivement
aux appels des méthodes a() et b() oﬀertes par l’adaptateur R. Les actions d’entrée c ? et d ?
dans AP correspondent respectivement aux méthodes c() et d() oﬀertes par le composant P.
Les actions d’entrée e ? et f ? dans AQ correspondent respectivement aux méthodes e() et f()
oﬀertes par le composant Q.
Le contrat d’adaptation de AP et AQ est déﬁni par Φ(AP ,AQ)= {〈{c, d}, {a}〉, 〈{b}, {e, f }〉}.
Le composant P exige que si l’appel de la méthode b() (action b !) soit eﬀectué, alors les deux
méthodes c() et d() (actions c ? et d ?) ne peuvent pas être invoquées. Pareillement, le composant
Q exige que si l’appel de la méthode a() (action a !) soit eﬀectué, alors les deux méthodes e()
et f() (actions e ? et f ?) ne peuvent pas être invoquées. Les automates d’interface AP et AQ ,
présentés dans la ﬁgure 5.6, traduisent ces exigences. Si l’adaptateur E reçoit l’appel de la méthode
a() alors, il doit invoquer les deux méthodes c() et d(). Sinon, s’il reçoit l’appel de la méthode
b() alors, il doit invoquer les deux méthodes e() et f().
Nous pouvons remarquer que les règles d’adaptation 〈{c, d}, {a}〉 et 〈{b}, {e, f }〉 sont traitées
en exclusion mutuelle par l’adaptateur. Par conséquent, le traitement de la règle 〈{c, d}, {a}〉
ne peut pas être alterné par le traitement de la règle 〈{b}, {e, f }〉 et vice versa. Par exemple,
le traitement de l’action b par l’adaptateur directement après l’appel de l’action a n’est pas
autorisé. Pareillement, le traitement de l’action a directement après l’appel de l’action b n’est
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pas autorisé. Dans ce cas, nous disons que les règles 〈{c, d}, {a}〉 et 〈{b}, {e, f }〉 sont des règles
atomiques.
Nous notons par Φat(A1,A2) ⊆ Φ(A1,A2), le sous ensemble des règles atomiques d’un contrat
d’adaptation Φ(A1,A2) de deux automates d’interface A1 et A2.
Exemple 5.2. Nous notons que toutes les règles d’adaptation sont atomiques (Φat(AC ,AS ) =
Φ(AC ,AS )). Pour expliquer la raison pour laquelle nous avons choisi que les règles d’adaptation
dans Φ(AC ,AS ) soient atomiques, nous prenons, par exemple, la règle 〈{login}, {identifiant,mdp}〉.
Cette règle ne peut pas être alternée par n’importe quelle autre règle. Par exemple, elle ne peut
pas être alternée par l’exécution de la règle 〈{ok},{connecte}〉 ou 〈{echec}, {nonConnecte}〉,
parce que l’envoi de la valeur de retour ou le traitement de l’exception ne puisse pas être ef-
fectué avant le traitement complet de l’appel login ! en exécutant les actions identifiant et mdp.
L’atomicité des autres règles est tirée de ce principe. 
Une règle d’adaptation atomique, dans un contrat d’adaptation Φ(A1,A2) de deux automates
d’interface A1 et A2, doit être traitée de manière atomique sans l’alterner par le traitement des
autres règles. Cependant, nous ne savons pas, sous quelles conditions, ses règles autorisent le
traitement des actions non partagées et non reliées par le contrat d’adaptation (les actions
a ∈ (ΣA1 ∪ΣA2)\ (Partagées(A1,A2)∪ ActIncomp(Φ(A1,A2)))). Dans certains cas, l’appel d’une
méthode provoque l’appel d’une autre méthode dans un autre composant non impliqué dans
l’opération de l’adaptation. Une action d’entrée a appartenant à ActIncomp(Φ(A1,A2)) peut
provoquer l’exécution d’autres actions non partagées indispensables pour que l’exécution de cette
action s’achève correctement. Dans la sous section suivante, nous allons donner un exemple qui
explique ces intuitions.
5.2.3 Actions dépendantes
Soient deux automates d’interface A1 et A2 reliés par une règle d’adaptation atomique
〈{a}, {b, c}〉. L’action de sortie a ! correspond aux appels des méthodes b() et c() (actions
d’entrée b ? et c ?). L’action de sortie x ! est provoquée par l’action b ? (l’exécution de la mé-
thode b() provoque l’appel d’une méthode x()) (cf. ﬁgure 5.7). Dans ce cas, le traitement de
la règle 〈{a}, {b, c}〉 peut être alternée par l’exécution de l’action x si x appartient à (ΣA1 ∪




1 2 3 4
b? x! c?
Figure 5.7 – L’actions x est dépendante de la règle atomique 〈{a}, {b, c}〉
Dans la composition ﬁnale entre l’adaptateur, A1 et A2, l’action x alterne les actions b et c.
Dans le cas où l’action x n’est pas dépendante de la règle 〈{a}, {b, c}〉, l’adaptateur ne peut pas
continuer le traitement de la règle après le traitement de l’action b.
Définition 5.2 (Actions dépendantes). Soient deux automates d’interface A1 et A2 reliées par
un contrat d’adaptation Φ(A1,A2), la fonction DepΦat(A1,A2) : Φ
at(A1,A2) → (ΣA1 ∪ ΣA2) \
(Partagées(A1,A2)∪ ActIncomp(Φ(A1,A2))) associe pour chaque règle atomique α l’ensemble des




Exemple 5.3. Nous avons DepΦat(AC ,AS )(α) = ∅ pour toute α ∈ Φ
at(AC ,AS ). 
5.3 Adaptabilité sémantique
L’adaptabilité sémantique entre les actions reliées par un contrat d’adaptation de deux au-
tomates d’interface composables doit être vériﬁée avant la génération de l’automate adaptateur.
Les actions inadéquates doivent respecter quelques contraintes au niveau de leurs sémantiques.
La notion de l’adaptabilité sémantique se base essentiellement sur la notion de la compatibilité
sémantique des actions partagées.
5.3.1 Préliminaires
Soient deux automates A1 et A2 et un contrat d’adaptation Φ(A1,A2), nous rappelons que
l’ensemble P ia représente l’ensemble des paramètres d’entrée d’une action a et l’ensemble P
o
a
représente l’ensemble de ses paramètres de sortie. Pour eﬀectuer la vériﬁcation d’adaptabilité
sémantique entre A1 et A2, il est nécessaire de vériﬁer les conditions suivantes pour chaque règle
α = 〈L1,L2〉 ∈ Φ(A1,A2) :
1.
∑












b ∈ L2 |P
o
b | ;
2. Si |L1| = 1 et |L2| ≥ 1, L1 = {a}, L2 = {b1, ..., b|L2|} et P
o
a = {oa}, alors il existe exactement
une action bk ∈ L2 (1≤ k ≤ |L2|) telle que Pobk = {obk }, P
o
bl
= ∅ pour 1≤ l ≤ |L2| et
l 6= k et les deux paramètres de sortie oa et obk satisfont la condition de sous-typage des
paramètres :
– si L1 ⊆ ΣOA1 , alors Doa ⊆ Dobk ;
– sinon Doa ⊇ Dobk .
Le tuple θα représente le couple (a,bk ). Si Poa = ∅, (a,bk ) n’est pas déﬁni ;
3. La condition est analogue à la précédente avec |L1| ≥ 1, |L2| = 1, L1 = {a1, ..., a|L1|}
et L2 = {b} ;
4. Dans le cas où
⋃




b ∈ L2 P
i
b ne sont pas vides, il existe une fonction non vide
ϕiα :
⋃




b ∈ L2 P
i
b qui associe chaque paramètre d’entrée p des actions dans
L1 avec un paramètre d’entrée q des actions dans L2. La fonction ϕiα doit satisfaire la
condition de sous-typage des paramètres :
– si L1 ⊆ ΣOA1 , alors Dp ⊆ Dϕiα(p) où p ∈
⋃
a ∈ L1 P
i
a ;
– sinon Dϕiα(p) ⊆ Dp où p ∈
⋃
a ∈ L1 P
i
a .
La première condition établit que le nombre des paramètres d’entrée (respectivement les para-
mètres de sortie) des actions dans L1 est égal au nombre des paramètres d’entrée (respectivement
les paramètres de sortie) des actions dans L2. L’intuition derrière ces conditions est d’éviter les
conﬂits entre les pré et post-conditions causés par la présence des paramètres indépendants du-
rant la vériﬁcation de l’adaptabilité sémantique. En eﬀet, si le nombre des paramètres n’est pas
le même, les sémantiques des actions, reliées par le contrat d’adaptation, ne peuvent jamais être




que les signatures de a et b soient respectivement a(x ) → (o) et b(x ′, y ′) → (o′) tels que x, x ′,
y ′, o et o′ soient des entiers, ϕi〈{a},{b}〉(x ) = x
′ et o correspond à o′. Les préconditions PreΨA1 (a)
et PreΨA2 (b) de a et b sont respectivement x = 1 et x
′ = 1 ∧ y ′ = 1. Après le renommage, le
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lecteur peux déduire que x = 1 6⇒ (x = 1∧ y = 1) dans le cas où a est l’action de sortie et b est
l’action d’entrée. L’action a n’est pas consciente de la présence du paramètre y ′ de l’action b.
Les conditions 2 et 3 établissent la relation entre les paramètres de sortie des actions dans L1
et les paramètres de sortie de l’action bk appartenant à L2. Nous assumons que les autres actions
dans L2 \ {bk} n’aient pas de paramètres de sortie. La quatrième condition établit les relations
entre les paramètres d’entrée des actions dans L1 et L2 grâce à la fonction ϕiα.
5.3.2 Définitions
Avant de déﬁnir l’adaptabilité sémantique entre les actions reliées par le contrat d’adaptation
de deux automates d’interface, il est indispensable que les noms des paramètres soient les mêmes
dans les préconditions et post-conditions de ces actions. Le renommage des paramètres d’entrée
et de sortie dans les sémantiques des actions d’une règle 〈L1,L2〉 ∈ Φ(A1,A2) est déﬁni comme
suit :
– Pour toute a ∈ L1 et b ∈ L2, le renommage est déﬁni par la substitution de chaque para-
mètre d’entrée i de a dans PreΨA1 (a) et PostΨA1 (a) par ϕ
i
α(i) ou la substitution de chaque





– Si le couple θα = (a, b) existe, le renommage est déﬁni par la substitution du paramètre
de sortie oa dans PostΨA1 (a) par ob ou la substitution du paramètre de sortie ob dans
PostΨA2 (b) par oa .
Nous notons par ΨA1/α(a) et ΨA2/α(b) respectivement les sémantiques des actions a dans
Π1(α) et les actions b dans Π2(α) après le renommage des paramètres.
Définition 5.3. Soient deux automates d’interface composables A1 et A2 et un contrat d’adapta-
tion Φ(A1,A2) telles que les conditions 1,2,3 et 4 établies dans la section 5.3.1 soient satisfaites,
l’adaptabilité sémantique SemAdapα(A1,A2) d’une règle α dans Φ(A1,A2) est satisfaite ssi les
conditions suivantes sont valides :

















2. si Π1(α) ⊆ ΣIA1 , alors la condition est analogue à la première en inversant les implications.
Définition 5.4 (Adaptabilité sémantique). A1 et A2 sont sémantiquement adaptables confor-
mément au contrat d’adaptation Φ(A1,A2) ssi SemAdapα(A1,A2) ≡ vrai pour toute règle α ∈
Φ(A1,A2).
L’adaptabilité sémantique d’une règle α ∈ Φ(A1,A2) est vériﬁée de la même manière que la
compatibilité sémantique (cf. déﬁnition 4.4) d’une action partagée a ∈ Partagées(A1,A2) sauf
que, pour l’adaptation, nous ayons plusieurs actions reliées par chaque règle d’adaptation. Par
conséquent, les pré et post-conditions des actions dans les ensembles Π1(α) et Π2(α) doivent être
reliées par des conjonctions si l’un des deux ensembles contient plus d’une action.
3. f −1 est la fonction réciproque de f.
104
5.4. Spécification de l’adaptateur
Exemple 5.4. Selon le tableau 5.1, les fonctions ϕiα3 et ϕ
i
α5 sont déﬁnies par {msg 7→errmsg}.
La fonction ϕiα1 est déﬁnie par {uid 7→id, mdp 7→pass, usr 7→u}. La fonction ϕ
i
α4 est déﬁnie par
{uid 7→id, media 7→nom, fichier 7→media}. θα1 = (login,mdp) et θα4 = (ouvrir,arg). Les paramètres
uid et id sont des entiers. Les paramètres mdp de l’action login, pass, msg, errmsg, nom et
media de l’action arg sont tous de type chaîne de caractères. Les paramètres de sortie media
et fichier respectivement des actions ouvrir et arg sont des ﬁchiers médias. Les paramètres de
sortie des actions login etmdp représentent l’objet utilisateur après l’authentiﬁcation. Chacun des
paramètres de sortie fichier et media respectivement des actions arg et ouvrir est une référence
à une structures de données qui représentent un média. Le lecteur peut déduire aisément que les
conditions préliminaires sur les règles α1, α3, α4, α5 ∈ Φ(AC ,AS ) sont satisfaites :
– ∀α ∈ {α1, α3, α4, α5},
∑













b ∈ Π2(α) |P
o
b | ;
– les conditions 2,3 et 4 de sous-typage des paramètres sont de même satisfaites.
Client AC Serveur AS
α1 PreΨAC (login) ≡ uid > 0 ∧ PreΨAS (identifiant) ≡ id ≥ 1
8 ≤ mdp.length() ≤ 10 PostΨAS (identifiant) ≡ vrai
PostΨAC (login) ≡ usr.getId()>0 PreΨAS (mdp) ≡ 6 ≤ pass.length() ≤ 10
PostΨAS (mdp) ≡ u.getId() ≥ 1
α3 PreΨAC (echec) ≡ msg.length() 6= 0 PreΨAS (nonConnecte) ≡ errmess.length() 6= 0
PostΨAC (echec) ≡ vrai PostΨAS (nonConnecte) ≡ vrai
α4 PreΨAC (req) ≡ uid > 0 PreΨAS (ouvrir) ≡ id ≥ 1
PostΨAC (req) ≡ vrai
PreΨAC (arg) ≡ vrai PostΨAS (ouvrir) ≡ media.size() > 0
PostΨAC (arg) ≡ fichier.size() > 0
α5 PreΨAC (erreur) ≡ msg.length() 6= 0 PreΨAS (mdNonTrouve) ≡ errmess.length() 6= 0
PostΨAC (erreur) ≡ vrai PostΨAS (mdNonTrouve) ≡ vrai
Table 5.2 – Sémantique des actions dans ActIncomp(Φ(AC ,AS ))
Les pré et post-conditions des actions à adapter, respectivement dans AC et AS , sont don-
nées dans le tableau 5.2. Après le renommages des paramètres, il est évident que l’adaptabilité
sémantique est satisfaite pour toute α ∈ Φ(AC ,AS ) (SemAdapα(AC ,AS ) ≡ vrai). Par exemple,
les conditions de SemAdapα1(AC ,AS ) sont les suivantes :
– PreΨAC /α1 (login) ⇒ (PreΨAS/α1 (identifiant) ∧ PreΨAS/α1 (mdp)) est satisfaite ((id > 0 ∧ 8 ≤
pass.length() ≤ 10) ⇒ (id ≥ 1 ∧ 6 ≤ pass.length() ≤ 10)) ;
– (PostΨAS/α1 (identifiant)∧ PostΨAS/α1 (mdp)) ⇒ PostΨAC /α1 (login) est satisfaite (usr.getId()≥ 1
⇒ usr.getId() > 0). 
5.4 Spécification de l’adaptateur
Un automate d’interface adaptateur Ad de deux automates d’interface A1 et A2 conformément
à un contrat d’adaptation Φ(A1,A2), est un automate d’interface qui leur permet d’interopérer
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malgré les disparités entre leurs actions non partagées. L’adaptateur doit être composable avec
A1 et A2 et doit respecter un ensemble de contraintes. En eﬀet, il doit être construit en respectant
(i) l’atomicité des règles d’adaptation et (ii) l’ordonnancement des événements de A1 et A2, en
recevant toujours les actions de sortie d’un automate avant de délivrer des réponses à leurs actions






























Figure 5.8 – Adaptateur Ad de AC et AS
Les concepts présentés dans cette section sont nécessaires pour comprendre l’algorithme de
génération de l’automate adaptateur (cf. section 5.6). La déﬁnition formelle de l’adaptateur de
deux automates d’interface composables conformément à un contrat d’adaptation est la suivante.
Définition 5.5 (Adaptateur). Soient deux automates d’interface A1, A2 composables et un
contrat d’adaptation Φ(A1,A2), un adaptateur de A1 et A2 conformément à Φ(A1,A2) est un






Ad , δAd , ΨAd 〉 telle que :
1. S fAd ⊆ SAd est l’ensemble des états dits fermés ;








4. ΣHAd = {ǫa | a ∈ (ΣA1 ∪ΣA2)\ ActIncomp(Φ(A1,A2))}. Pour chaque action a qui n’appar-
tient pas ActIncomp(Φ(A1,A2)), l’action interne ǫa symbolise l’événement non opérationnel
associé à a ;
5. δAd ⊆ SAd × ΣAd × SAd ;
6. Partagées(Ad ,A1) =
⋃
α ∈ Φ(A1,A2)Π1(α) et Partagées(Ad ,A2) =
⋃
α ∈ Φ(A1,A2)Π2(α) ;
7. pour toute a ∈ ΣIAd , ΨAd (a) = ΨA1(a) si a ∈ Σ
O
A1
, sinon, ΨAd (a) = ΨA2(a) ;
8. pour toute a ∈ ΣOAd , ΨAd (a) = ΨA1(a) si a ∈ Σ
I
A1
, sinon, ΨAd (a) = ΨA2(a) ;
L’ensemble S fAd ⊆ SAd représente les états ﬁnaux des exécutions de Ad tel que le traitement
d’une règle atomique ne soit pas encore terminé. Ces états sont marqués par l’algorithme durant
le traitement des règles atomiques du contrat d’adaptation Φ(A1,A2). À partir d’un état fermé,
soit une action d’une règle atomique α est activée ou une action ǫa , qui correspond à une action
a ∈ DepΦat(A1,A2)(α) dépendante de α, est activée.
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Les conditions 2 et 3 de la déﬁnition exigent que pour toute action a ∈ ActIncomp(Φ(A1,
A2)), si a appartient à ΣOA1 ou Σ
O
A2




alors a appartient à ΣOAd . La condition 4 exige qu’une action interne non opérationnelle ǫa est
associée pour chaque action a dans l’ensemble (ΣA1∪ΣA2)\ ActIncomp(Φ(A1, A2)). L’algorithme
de génération automatique de l’adaptateur remplace chaque transition atteignable étiquetée par
une action a de l’ensemble (ΣA1∪ΣA2)\ ActIncomp(Φ(A1, A2)) dans A1 ou A2 par une transition
étiquetée par une action ǫa . Une action ǫa synchronise avec l’action a correspondante dans le
produit ﬁnal entre les deux automates et l’adaptateur.
Les conditions 7 et 8 exigent que la sémantique d’une action externe a dans ΣextAd soit la même
que celle de sa correspondante dans l’un des deux automates.
Exemple 5.5. L’automate d’interface montré dans la ﬁgure 5.8 est l’adaptateur de AC et AS
qu’on souhaite avoir (qu’on obtiendrait en appliquant l’algorithme présenté dans la section 5.6),
conformément au contrat d’adaptation Φ(AC ,AS ) (cf. exemples 5.1). L’adaptateur est conçu en
fonction de l’ordonnancement des événements des deux automates d’interface AC et AS et il
reçoit les actions de sortie de Φ(AC ,AS ) avant d’émettre des actions de sortie pour leurs entrées
correspondantes.
La transition (d,ǫdec ;,1) remplace les transitions (6,deconnexion !, 1) de AC et (6,decon-
nexion ?,1) de AS dans l’adaptateur. La transition (1,ǫsu ;,e) remplace la transition (1,su ?,7)
de AS dans l’adaptateur. L’automate satisfait toutes les conditions de la déﬁnition 5.5. Les états
{2, 3, 5, 6, 8, 9, b, c, f, g} sont les états fermés (représentés par des états doubles dans l’automate).
L’exécution des actions des règles d’adaptation atomiques appartenant à Φat(AC ,AS ) passe par
ces états (nous rappelons que Φat(AC ,AS ) = Φ(AC ,AS )). À titre d’exemple, à partir de l’état
g, les actions des autres règles diﬀérentes de la règle α = 〈{login},{identifiant,mdp}〉 ne peuvent
pas être traitées car α est atomique. Pareillement, à partir de l’état 2, l’action non partagée su ne
peut pas alterner le traitement de la règle 〈{login}, {identifiant, mdp}〉 car DepΦat(A1,A2)(α) = ∅
(cf. exemple 5.3). 
La propriété suivante peut être vériﬁée aisément en se basant sur les déﬁnitions 5.5 et 4.2.
Propriété 5.1. Soient deux automates d’interface composables A1 et A2, les deux propriétés
suivantes sont satisfaites par l’adaptateur Ad des deux automates conformément à un contrat
d’adaptation Φ(A1,A2) :
1. Ad est composable avec A1 et A2 ;
2. pour toute action a ∈ Partagées(Ad , A1), SemCompa(Ad ,A1) ≡ vrai et pour toute action
a ∈ Partagées(Ad ,A2), SemCompa(Ad ,A2) ≡ vrai.
Avant de déﬁnir le calcul d’adaptation, nous commençons par introduire les états bloquants
dans l’adaptateur Ad de deux automates. Ces états sont les états ﬁnaux de toute exécution
σ de Ad tel qu’il existe au moins une règle α ∈ Φ(A1,A2) dont les actions ne sont pas toutes
traitées dans σ. Ces états sont nécessaires pour déﬁnir les états illégaux dans le produit ﬁnal
entre l’adaptateur et les deux automates. Soit un état s, nous dénotons, par degoT (s), le nombre de
transitions dont s est l’origine dans un ensemble de transitions T. Soient un automate d’interface
A, une action a ∈ ΣA et une exécution σ de A, nous notons par Occσ(a), le nombre de transitions
étiquetées par l’action a sur l’exécution σ.
Définition 5.6 (États bloquants). Soit un adaptateur Ad de deux automates d’interface A1 et A2
conformément à un contrat d’adaptation Φ(A1,A2), l’ensemble des états bloquants de Ad (noté
SbAd ) est défini par l’ensemble des états s ∈ SAd atteignables par des exécutions σ telles que les
deux conditions suivantes soient satisfaites :
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1. degoδAd (s) = 0 ;
2. il existe α ∈ Φ(A1,A2) dont au moins deux actions a et a ′ dans (Π1(α)∪Π2(α)), Occσ(a ′) 6=
Occσ(a).
Exemple 5.6. L’état “g” dans Ad est bloquant car pour toutes les exécutions qui partent de
l’état initial et qui ﬁnissent par cet état, l’action identifiant de la règle 〈{login},{identifiant,mdp}〉
n’est pas traitée. 
5.5 Calcul de l’adaptation
Dans cette section, nous allons présenter la déﬁnition formelle du produit synchronisé ⊛Ad
utilisé pour calculer l’adaptation de deux automates d’interface A1 et A2 avec l’adaptateur Ad
conformément à un contrat d’adaptation Φ(A1,A2).
Définition 5.7 (Produit synchronisé ⊛Ad ). Soient deux automates d’interface A1, A2 compo-
sables, un contrat d’adaptation Φ(A1,A2), et un adaptateur Ad non vide de A1 et A2 conforme
à Φ(A1,A2), le produit synchronisé A1 ⊛Ad A2 est défini par
– SA1⊛AdA2 = SA1 × SAd × SA2 et iA1⊛AdA2 = (iA1 , iAd , iA2) ;
– ΣIA1⊛AdA2 = (Σ
I
A1
∪ ΣIA2) \ (Partagées(A1,A2)∪ ActIncomp(Φ(A1, A2))) ;
– ΣOA1⊛AdA2 = (Σ
O
A1
∪ ΣOA2) \ (Partagées(A1,A2)∪ ActIncomp(Φ(A1, A2))) ;
– ΣHA1⊛AdA2 = (Σ
H
A1
∪ ΣHA2) ∪ (Partagées(A1,A2)∪ ActIncomp(Φ(A1, A2))) ;
– ((s1, s, s2), a, (s′1, s
′, s′2)) ∈ δA1⊛AdA2 si
– a ∈ Partagées(A1,A2) ∧ (s1, a, s′1) ∈ δA1 ∧ (s2, a, s
′
2) ∈ δA2 ∧ (s, ǫa ; , s
′) ∈ δAd ;
– a ∈ Partagées(A1,Ad) ∧ (s1, a, s′1) ∈ δA1 ∧ s2 = s
′
2 ∧ (s, a, s
′) ∈ δAd ;
– a ∈ Partagées(Ad ,A2) ∧ s1 = s′1 ∧ (s2, a, s
′
2) ∈ δA2 ∧ (s, a, s
′) ∈ δAd ;
– a ∈ ΣA1 \ (Partagées(A1,A2)∪ ActIncomp(Φ(A1, A2))) ∧ (s1, a, s
′
1) ∈ δA1∧
s2 = s′2 ∧ (s, ǫa ; , s
′) ∈ δAd ;
– a ∈ ΣA2 \ (Partagées(A1,A2)∪ ActIncomp(Φ(A1, A2))) ∧ (s2, a, s
′
2) ∈ δA2∧
s1 = s′1 ∧ (s, ǫa ; , s
′) ∈ δAd .
Un état (s1, s, s2) est illégal dans le produit A1⊛Ad A2 ssi (s1, s2) est illégal dans A1⊗A2 ou
l’état s est bloquant dans l’adaptateur Ad.
Définition 5.8 (État illégaux de l’adaptation). L’ensemble des états illégaux IllAdapAd(A1,A2)
dans le produit A1 ⊛Ad A2 est défini par {(s1, s, s2) ∈ SA1 × SAd × SA2 | l’une des conditions
suivantes est satisfaite }.
– (s1, s2) ∈ Illégaux(A1,A2) ;
– s ∈ SbAd .
Un état (s1, s2) est illégal dans le produit A1 ⊗ A2 ssi il existe au moins une action a dans
Partagées(A1,A2) activable à partir de s1 et elle ne l’est pas à partir de s2 ou vice versa. Par
conséquent, dans le produit ﬁnal A1⊛Ad A2, les états (s1, s, s2) sont de même illégaux pour toute
s ∈ SAd . Si s est bloquant dans Ad alors, l’état (s1, s, s2) n’a pas de transitions sortantes (cf.
déﬁnition 5.7). Par conséquent, il y a toujours un chemin σ entre l’état initial du produit et l’état
(s1, s, s2) tel qu’il existe au moins une règle α ∈ Φ(A1,A2) dont les actions ne sont pas toutes
traitées par σ. L’ensemble des états compatibles dans A1 ⊛Ad A2 est calculé conformément à la
déﬁnition 3.7.
108



















Figure 5.9 – Le produit AC ⊛Ad AS
Définition 5.9 (États compatibles de l’adaptation). Un état (s1, s, s2) est compatible dans le
produit final A1 ⊛Ad A2 s’il n’existe pas d’état (s ′1, s
′, s ′2) ∈ IllAdapAd (A1,A2) atteignable de
manière autonome (cf. section 3.2) à partir de (s1, s, s2). L’ensemble des états compatibles dans
A1 ⊛Ad A2 est noté par CompAdapAd (A1,A2).













Figure 5.10 – L’automate d’interface AC ‖Ad AS
Définition 5.10 (Composition finale). La composition ﬁnale A1 ‖Ad A2 de A1 et A2 par l’adap-
tateur Ad conforme à Φ(A1,A2) est définie par la restriction de l’automate A1 ⊛Ad A2 aux états
appartenant à CompAdapAd (A1,A2).
Exemple 5.7. Reprenons les automates d’interface AC et AS présentés dans la ﬁgure 5.3 et
l’adaptateur Ad présenté dans la ﬁgure 5.8, l’état (2, g, 8) est illégal dans le produit AC ⊛Ad AS
(appartient à l’ensemble IllAdapAd(A1,A2)). Conformément à la déﬁnition 5.9, l’ensemble des
états incompatibles est déﬁni par {(1,e,7),(2,f,7),(2,g,8)} (cf. ﬁgure 5.9). La composition ﬁnale
AC ‖Ad AS est non vide. 
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5.6 Algorithme de génération automatique de l’adaptateur
Dans cette section, nous présentons un algorithme permettant de construire automatique-
ment un adaptateur pour deux automates d’interface composables A1 et A2 conformément à un
contrat d’adaptation Φ(A1,A2). L’algorithme présenté lit en parallèle A1 et A2 et construit au
fur et à mesure l’ensemble des états et des transitions de l’adaptateur. L’algorithme est exécuté
en respectant l’ordre des événements. En eﬀet, à chaque fois qu’il traverse des transitions étique-
tées par des actions de sortie appartenant à ActIncomp(Φ(A1, A2)), il génère une ou plusieurs
transitions étiquetées par leurs actions d’entrée correspondantes. L’algorithme parcourt en pro-
fondeur A1 et A2 en explorant alternativement leurs états et leurs transitions. Il met à jour au
fur et à mesure l’ensemble S des états et l’ensemble T des transitions. Les ensembles S et T
sont initialement vides.
L’algorithme permet de détecter s’il y a des incompatibilités futures, i.e. des chemins au-
tonomes dans le produit A1 ⊛Ad A2 entre l’état initial et un état illégal, qui peuvent survenir
en synchronisant les actions reliées par les règles d’adaptation dans le produit ﬁnal A1 ⊛Ad A2.
L’existence de ces chemins vont conduire à rendre leur composition ﬁnale A1 ‖Ad A2 vide. Dans
ce cas, l’algorithme génère un adaptateur vide. Dans le cas contraire, il génère un adaptateur qui
respecte les règles d’adaptation et assure la compatibilité de A1 et A2 après l’adaptation.




























Figure 5.11 – Génération des transitions de l’adaptateur
Un problème crucial que nous rencontrions, c’est que nous ne puissions pas être limité au
produit des états SA1 × SA1 de A1 et A2 pour construire le système des transitions de leur
adaptateur. Le problème se produit lorsque, à partir d’un état s1 dans l’un des deux automates,
deux actions de sortie a et b dans ActIncomp(Φ(A1, A2)) sont activées et elles atteignent le même
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état destination s ′1, et à partir d’un état s2 dans l’autre, leurs actions d’entrées correspondantes
sont activées sur des chemins indépendants. Si nous restreignons l’ensemble des états générés à
SA1×SA1 , nous ne pouvons pas décider quelles actions nous devons activer à partir de (s
′
1, s2) ;
les actions d’entrée correspondantes à a ou celles correspondantes à b.
Pour résoudre ce problème, nous avons utilisé en complément du produit SA1 × SA2 , une
mémoire des actions de sortie consommées et celles d’entrée restantes conformément au contrat
d’adaptation. À titre d’exemple, considérons une partie des deux automates d’interface A1 et A2,
présentés dans la ﬁgure 5.11, où a, b ∈ ΣOA1 et c, d, e ∈ Σ
I
A2
. Supposons que Φ(A1,A2) = {〈{a},
{c, d}〉, 〈{b}, {e}〉}, l’adaptateur convenable est montré dans la ﬁgure 5.11 (b).
5.6.2 Parcours en profondeur
Pour parcourir les traces de A1 et A2, on utilise une pile où les éléments sont des tuples
〈s1, s2,mO,mI, aut〉 tels que s1 ∈ SA1 et s2 ∈ SA2 sont les états courants lus par le parcours,
mO et mI sont respectivement les mémoires des actions d’entrée et de sortie, appartenant à
ActIncomp(Φ(A1,A2)), lues durant le parcours, et aut est un indicateur indiquant lequel des deux
automates sera parcouru durant l’itération courante après la lecture de la tête de la pile : A1 ou A2
ou les deux ensemble. Dans un tuple de pile τ , une action qui appartient à ActIncomp(Φ(A1,A2))
ou non est activée à partir de τ.s1 ou τ.s2. Les transitions étiquetées par des actions a ∈
(ΣA1 ∪ΣA2) \ ActIncomp(Φ(A1,A2)) sont remplacées par des transitions étiquetées par ǫa dans
T . Une transition étiquetée par une action de sortie a dans ActIncomp(Φ(A1,A2)) correspond
à une transition étiquetée par a ? dans T . Une transition étiquetée par une action d’entrée b
dans ActIncomp(Φ(A1,A2)) correspond à une transition étiquetée par b ! si les actions de sortie
correspondantes dans le contrat d’adaptation ont été traitées avant.
Comme nous venons de l’expliquer dans la section 5.6.1, les états de l’adaptateur sont repré-
sentés non seulement par SA1 × SA2 , mais aussi par la mémoire des actions d’entrée et de sortie
incompatibles dans ActIncomp(Φ(A1,A2)). Les états de S sont déduits à partir des tuples de la
pile. L’état qui correspond à chaque tuple de pile τ = 〈s1, s2,mO, mI, aut〉 est déﬁni par le tuple
état(τ) = 〈τ.s1, τ.s2, τ.mO, τ.mI〉.
Définition 5.11 (Représentation des états bloquants). Soit un tuple de pile τ , état(τ) est blo-
quant ssi
1. degoT (état(τ)) = 0 ;
2. les mémoires d’actions de τ ne sont pas vides (τ.mO 6= ∅ ∨ τ.mI 6= ∅).
Nous pouvons déduire que la déﬁnition des états bloquants dans cette section est conforme à
la déﬁnition 5.6. Selon la déﬁnition précédente, un état généré par l’algorithme est bloquant (i)
s’il n’a pas de transition sortante (condition 1 de la déﬁnition 5.6) et (ii) si les mémoires τ.mO et
τ.mI des actions d’entrée et de sortie (appartenant à ActIncomp(Φ(A1,A2))) ne sont pas vides
(condition 2 de la déﬁnition 5.6). Selon la deuxième condition de la déﬁnition, nous pouvons
déduire qu’il existe au moins une règle α dans Φ(A1,A2) qui n’est pas complètement traitée
pour chaque chemin qui termine par un état état(τ) bloquant dans l’ensemble des transitions T
construit par l’algorithme.
Test de l’adaptabilité
L’algorithme permet de détecter s’il y a des chemins autonomes dans le produit A1 ⊛Ad A2
entre l’état initial et un état illégal. À chaque état ν = 〈s1, s2,mO,mI〉 rencontré, si (s1, s2)
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est un état illégal dans le produit A1 ⊗ A2 ou ν est bloquant, l’algorithme appelle la fonction
ÉtatInitialIncompatible permettant de tester si ν est atteignable par un chemin σ dont la
projection, dans le produit A1 ⊛Ad A2, est autonome. Avant de présenter l’algorithme, nous
introduisons un ensemble de préliminaires. Nous déﬁnissons l’opérateur AUTpreT (S ′) où S ′ ⊆ S
contient les états prédécesseurs des états appartenant à S ′ en activant uniquement des transitions
étiquetées par les actions appartenant ActIncomp(Φ(A1,A2)) (ces actions sont internes dans
A1⊛Ad A2), les actions ǫa où a ∈ Partagées(A1,A2) (ces actions sont internes dans A1⊛Ad A2),
ou les actions ǫb où b ∈ (ΣOA1 ∪ Σ
O
A2
)\ (ActIncomp(Φ(A1,A2))∪ Partagées(A1,A2)) (ces actions
sont activables en sortie dans A1 ⊛Ad A2). Formellement, l’opérateur AUTpreT est déﬁni pour
tout S ′ ⊆ S par
AUTpreT (S
′) = {r ∈ S | (∃(r , a, s) ∈ T | a ∈ ActIncomp(Φ(A1,A2)) ∧ s ∈ S ′)∨
(∃(r , ǫa , s) ∈ T | a ∈ Partagées(A1,A2) ∧ s ∈ S ′)∨
(∃(r , ǫb , s) ∈ T | b ∈ (ΣOA1 ∪ Σ
O
A2
) \ (ActIncomp(Φ(A1,A2)) ∪ Partagées(A1,A2)) ∧ s ∈ S ′)}.
Fonction ÉtatInitialIncompatible(S,T) → booléen
Initialisation : Soit U0 = {ν ∈ S | ν est bloquant ou (ν.s1, ν.s2) ∈ Illégaux (A1,A2))}1
début2
répéter3
Pour k ≥ 0, Uk+1 = Uk ∪ AUTpreT (Uk );4
jusqu’à Uk+1 = Uk ;5





Traitement de l’atomicité des règles d’adaptation
La déﬁnition suivante montre comment l’algorithme reconnait les états fermés de l’adaptateur.
Un état est marqué fermé ssi l’algorithme n’a pas ﬁni de générer les transitions étiquetées par
les actions d’une règle atomique α. À partir de ces états, seules les transitions étiquetées par les
actions de α sont activables ou les actions dépendante DepΦat(A1,A2)(α) de α (cf. section 5.2).
Définition 5.12 (Représentation des états fermés). Soit un tuple de pile τ , état(τ) est fermé
ssi les mémoires d’actions de τ ne sont pas vides et contiennent au moins une des actions d’une
règle atomique α ∈ Φat(A1,A2).
Nous notons par Atomique(ν) la règle d’adaptation atomique α qui correspond à l’état fermé
ν 4. Nous notons par TransPermises(ν,Ai) l’ensemble des transitions de δAi permises à par-
tir de l’état ν.si pour i ∈ {1, 2}. Si ν est un état fermé, alors TransPermises(ν,Ai) égal à
{(ν.si , a, s ′i) ∈ δAi | a ∈ Πi(α) ∨ a ∈ DepΦat(A1,A2)(α))} où α égale à Atomique(ν). Si ν n’est
pas fermé, alors TransPermises(ν,Ai) égal à {(ν.si , a, s ′i) ∈ δAi}.
4. l’état parcouru en traitant la règle α.
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Algorithme 3 : GénérationAdaptateur
Entrées : Deux IAs A1 et A2 composables et un contrat d’adaptation Φ(A1,A2) 6= ∅.
Sorties : L’adaptateur Ad.
Initialisation : T = S = ∅ et une pile contenant le tuple 〈iA1 , iA2 , ∅, ∅, {A1,A2}〉.1
début2
répéter3
τ ← tête(pile) ; dépiler(pile) ;4
si (τ.aut = A1 ou {A1,A2}) et état(τ) /∈ S et τ.s1 n’est pas marqué alors5
marquer τ.s1 ;6
pour chaque (τ.s1, a, s
′
1) ∈ TransPermises(état(τ),A1) faire7
si ∃α ∈ Φ(A1,A2) | a ∈ Π1(α) alors8
si a ∈ ΣOA1 alors9
si τ.mO ∪ {a} ⊇ Π1(α) alors10
// Toutes les actions de sortie de α sont traitées
empiler(〈s ′1, τ.s2, τ.m
O ∪ {a}, Π2(α) ∪ τ.m
I, {A2}〉,pile) ;11
sinon12
empiler(〈s ′1, τ.s2, τ.m
O ∪ {a}, τ.mI, {A1}〉,pile) ;13
ajouter la transition (état(τ), a?, état(tête(pile))) à T ;14
sinon15
si a ∈ ΣIA1 ∩ τ.m
I alors16
// a est dans la mémoire des actions d’entrée
si τ.mI \ {a} 6= ∅ alors17
empiler(〈s ′1, τ.s2, τ.m
O \Π2(α), τ.m
I \ {a}, {A1}〉,pile) s’il n’y a plus18
d’actions d’entrée a ∈ Π1(α) dans τ.m
I \ {a} ;
Sinon, empiler(〈s ′1, τ.s2, τ .m
O, τ.mI \ {a}, {A1}〉,pile) ;19
sinon20
// Si la mémoire d’entrée est vide en enlevant l’action a
empiler(〈s ′1, τ.s2,∅,∅, {A1,A2}〉, pile) ;21
ajouter la transition (état(τ), a!, état(tête(pile))) à T ;22
sinon23
// a /∈ ActIncomp (Φ(A1,A2))
si a ∈ Partagées(A1,A2) et ∃(τ.s2, a, s
′




O,τ.mI, τ.aut〉, pile) ;25
sinon26
empiler(〈s ′1, τ.s2, τ.m
O,τ.mI, τ.aut〉, pile) ;27
ajouter la transition (état(τ), ǫa ; , état(tête(pile))) à T ;28
si (τ.aut = A2 ou {A1,A2}) et état(τ) /∈ S et τ.s2 n’est pas marqué alors29
faire le même traitement qu’avant en l’adaptant pour toute transition (τ.s2, b, s
′
2)30
appartenant à TransPermises(état(τ),A2) ;
si pile reste inchangée alors31
si τ.s1 n’est pas marqué ou τ.s2 n’est pas marqué alors32
ré-empiler τ avec τ .aut = Ai pour l’état τ.si non marqué ;33
sinon34
ajouter état(τ) à S ;35
sinon36
ajouter état(τ) à S ;37
jusqu’à pile est vide ;38
si ÉtatInitialIncompatible(S ,T ) = vrai alors39
retourner un automate d’interface vide ;40
sinon41
retourner un automate d’interface Ad conforme à la définition 5.5 tels que δAd = T et SAd = S ;42
fin43
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Figure 5.12 – Les transitions de l’adaptateur généré par l’algorithme 3 appliqué sur AC et AS
et le contrat d’adaptation Φ(AC ,AS )
Exemple 5.8. Les transitions de l’adaptateur de AC et AS , généré par l’algorithme 3 conformé-
ment au contrat d’adaptation Φ(AC ,AS ), (cf. exemple 5.1) sont présentées dans la ﬁgure 5.12.
L’adaptateur généré est exactement le même que celui présenté dans la ﬁgure 5.8. Selon les dé-
ﬁnitions 5.11 et 5.12, les états bloquants et fermés de l’adaptateur présenté dans la ﬁgure 5.12
sont les mêmes que ceux de l’adaptateur présenté dans la ﬁgure 5.8. 
La complexité de l’algorithme 3, sans l’appel de la fonction ÉtatInitialIncompatible, est
de l’ordre de O(|δA1 | × |δA2 |). La fonction ÉtatInitialIncompatible permet de tester la com-
patibilité au pire en temps O(|δA1 | × |δA2 |). Par conséquent, l’algorithme génère l’adaptateur
pour deux automates d’interface A1 et A2 en temps O(|δA1 | × |δA2 |).
5.6.3 Correction et complétude
Correction
Soient deux automates d’interface A1 et A2, et un contrat d’adaptation Φ(A1,A2), l’algo-
rithme 3 est correct si dans le cas où il génère un automate adaptateur Ad non vide pour A1
et A2 conformément à Φ(A1,A2), alors A1 et A2 sont compatibles après l’adaptation par Ad.
Pour prouver la correction de l’algorithme, nous devons prouver : si l’adaptateur généré par
l’algorithme est non vide, alors A1 ‖Ad A2 est non vide, i.e. l’état initial du produit A1 ⊛Ad A2
est compatible conformément à la déﬁnition 5.9. La preuve de la correction est composée de
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plusieurs étapes. Les lemmes suivants représentent les résultats intermédiaires sur lesquels la
démonstration du théorème de correction s’appuie.
Lemme 5.1. Pour chaque transition ((s1, s, s2), a, (s ′1, s
′, s ′2)) ∈ δA1⊛AdA2 , il existe une transition
(s, a ′, s ′) ∈ δAd où a ′ = a si a ∈ ActIncomp(Φ(A1,A2)), ou a ′ = ǫa si a /∈ ActIncomp(Φ(A1,A2)).
Démonstration. La preuve de cette propriété peut être déduite à partir de la déﬁnition 5.7.
Selon la déﬁnition de l’ensemble de transitions δA1⊛AdA2 , tout état (s1, s, s2) peut avoir des
transitions sortantes ssi il y a des transitions sortantes dans Ad à partir de l’état s. Si a ∈
ActIncomp(Φ(A1,A2)), alors (i) il existe une transition (s1, a, s ′1) ∈ δA1 qui synchronise avec une
transition (s, a, s ′) ∈ δAd et s ′2 = s2 ou (ii) il existe une transition (s2, a, s
′
2) ∈ δA2 qui synchronise
avec une transition (s, a, s ′) ∈ δAd et s ′1 = s1. Si a ∈ Partagées(A1,A2), alors il existe trois
transitions (s1, a, s ′1) ∈ δA1 , (s2, a, s
′
2) ∈ δA2 et (s, ǫa , s
′) ∈ δAd qui synchronisent. Pour le reste
des actions non partagées et qui n’appartiennent pas à ActIncomp(Φ(A1,A2)), (i) il existe une
transition (s1, a, s ′1) ∈ δA1 qui synchronise avec une transition (s, ǫa , s
′) ∈ δAd et s ′2 = s2 ou (ii)
il existe une transition (s2, a, s ′2) ∈ δA2 qui synchronise avec une transition (s, ǫa , s
′) ∈ δAd et
s ′1 = s1.
Lemme 5.2. Pour chaque chemin fini σ = ia1s1a2s2...ansn de taille n ≥ 1 de l’automate A1⊛Ad






n tn de la même taille que σ dans
Ad tel que j = iAd , tk est la projection de sk dans Ad, et a ′k = ak si ak ∈ ActIncomp(Φ(A1,A2)),
ou a ′k = ǫak si ak /∈ ActIncomp(Φ(A1,A2)) pour k ∈ {1, ...,n}.
Démonstration. La preuve est triviale en se basant sur le lemme 5.1.
L’algorithme suppose que tout état tuple ν (généré par l’algorithme) tel que (ν.s1, ν.s2) ∈
Illégaux (A1,A2), alors ν correspond à un seul état (s1, ν, s2) ∈ IllAdapAd (A1,A2) tel que ν.s1 =
s1 et ν.s2 = s2. Pour garantir cette supposition, il faut prouver que, en se basant sur la déﬁnition
du produit A1 ⊛Ad A2 (cf. déﬁnition 5.7), pour chaque état (s1, ν, s2) ∈ SA1⊛AdA2 , nous avons
ν.s1 = s1 et ν.s2 = s2
Lemme 5.3. Pour tout état tuple ν ∈ SAd généré par l’algorithme 3, si (ν.s1, ν.s2) ∈ Illégaux(A1,
A2), alors ν correspond à un état unique (s1, ν, s2) ∈ IllAdapAd (A1,A2) tel que ν.s1 = s1 et
ν.s2 = s2.
Démonstration. Pour prouver ce lemme, il suﬃt de prouver que tout état (s1, ν, s2) ∈ SA1⊛AdA2 ,
nous avons ν.s1 = s1 et ν.s2 = s2. Nous devons vériﬁer que, pour chaque chemin σ = ia1s1a2s2...
ansn dans A1 ⊛Ad A2 tel que i = iA1⊛AdA2 , dans chaque état si = (s
1
i , νi , s
2
i ) atteignable par σ,
nous avons νi .s1 = s1i et νi .s2 = s
2
i .
La preuve peut être itérée par induction. Dans l’état initial i = (iA1 , j , iA2) de A1 ⊛Ad A2,
j correspond au tuple 〈iA1 , iA2 , ∅, ∅〉. Nous supposons que, pour l’état sk = (s
1
k , νk , s
2
k ) d’ordre
k atteignable dans σ, νk .s1 égal à s1k et νk .s2 égal à s
2
k . En se basant sur la déﬁnition 5.7,
nous pouvons prouver que l’hypothèse est valide pour sk+1 = (s1k+1, νk+1, s
2
k+1) d’ordre k + 1
atteignable dans σ.
Théorème 5.4. Soient deux automates d’interface A1, A2 et un contrat d’adaptation Φ(A1,A2) 6=
∅, si l’adaptateur Ad généré par l’algorithme 3 appliqué sur A1, A2 et Φ(A1,A2) est non vide,
alors A1 ‖Ad A2 est non vide.
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Démonstration. Prouver que A1 ‖Ad A2 est non vide si Ad n’est pas vide consiste à prouver que
l’état initial du produit A1 ⊛Ad A2 est compatible. Pour vériﬁer si l’état initial i = iA1⊛AdA2 est
compatible il suﬃt de prouver que tout chemin σ = ia1s1a2s2...ansn , qui part de l’état initial et
qui termine par un état illégal sn ∈ IllAdapAd(A1,A2), ne soit pas autonome (il existe au moins
une action ak ∈ ΣIA1⊛AdA2 pour k ∈ {1, ...,n}).




n tn dans Ad qui a la même taille que
σ tel que j = iAd , tk est la projection de sk dans Ad, et a ′k = ak si ak ∈ ActIncomp(Φ(A1,A2))
ou a ′k = ǫak si ak /∈ ActIncomp(Φ(A1,A2)) pour k ∈ {1, ...,n}. Si sn ∈ IllAdapAd(A1,A2), alors
tn ∈ SbAd ou tn correspond à un état tuple ν tel que (ν.s1, ν.s2) ∈ Illégaux (A1,A2) (résultat du
lemme 5.3 et la déﬁnition 5.8). Chaque chemin, qui part de l’état initial j de Ad et qui termine
par l’état tn , est exploré par l’algorithme en appelant la fonction ÉtatInitialIncompatible
(instructions 39 jusqu’à 42 dans l’algorithme). La fonction fait un parcours en arrière à partir de
l’état bloquant tn qui s’arrête, sur un chemin, dès qu’une transition étiquetée par une action ǫak ,
où ak ∈ ΣIA1⊛AdA2 , est atteinte. Si l’algorithme retourne un adaptateur non vide, alors le chemin
ρ qui correspond à σ contient une transition (tk−1, ǫak , tk ) où ak ∈ Σ
I
A1⊛AdA2
. Par conséquent, il
existe une transition (sk−1, ak , sk ) étiquetée par une action d’entrée ak sur le chemin σ.
Complétude
Les propriétés de complétude sont indispensables pour que le composant adaptateur remplisse
son rôle. Si l’un des deux composants demande un service, l’adaptateur reçoit la requête et il
invoque toutes les opérations qui correspondent au service demandé dans l’autre composant.
Pareillement, si une règle doit être exécutée de manière atomique, l’adaptateur n’interfère pas
son traitement par le traitement d’autres règles.
Propriété 5.2. Si l’automate adaptateur Ad généré n’est pas vide, l’algorithme 3 est complet ssi
les trois conditions suivantes sont satisfaites :
1. l’algorithme termine ;
2. si l’automate adaptateur généré est vide, alors il n’existe aucun adaptateur qui assure la
compatibilité de A1 et A2 conformément à Φ(A1,A2) ;
3. pour tout chemin σ de Ad qui ne termine pas par un état tuple ν tel que ν ∈ SbAd ou
(ν.s1, ν.s2) ∈ Illégaux(A1,A2), les deux propriétés suivantes sont satisfaites :
– s’il existe au moins une action a d’une règle α ∈ Φ(A1,A2) tel que a soit l’étiquette de
n transitions dans σ, alors chaque action a ′ de la règle telle que a ′ 6= a soit l’étiquette
de n transitions dans σ,
– s’il existe α ∈ Φ(A1,A2) telle que les actions de sortie (activables en entrée dans Ad) de α
soient activable dans σ alors elles sont suivies par leurs actions d’entrée correspondantes
(activables en sortie dans Ad) ;
4. pour chaque état fermé s de l’adaptateur, l’algorithme n’autorise pas la génération des tran-
sitions étiquetées par des actions appartenant aux règles différentes de la règle Atomique(s)
ou une action non partagée appartenant à DepΦat(A1,A2)(Atomique(s)).
Démonstration. Notre algorithme proposé assure la validité des ses propriétés si l’adaptateur
généré n’est pas vide. Le marquage des états (instructions 5, 6, 35 et 37) assure le traitement
d’un état uniquement une seule fois sur un chemin généré, ce qui assure la terminaison de
l’algorithme (condition 1). Les blocs d’instructions entre les lignes 10 et 24 assure la validité de
la condition 3. La fonction TransPermises(ν,Ai), pour i ∈ {1, 2} et ν est un état tuple fermé,
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restreint l’ensemble des transitions activables à partir de l’état ν.si de telle sorte que la fermeture
de ν et l’atomicité de Atomique(ν) soient respectées (condition 4). La validité de la condition 2
est triviale car l’insatisfaction de l’une des condition 1, 3 ou 4 implique la non-conformité de
l’adaptateur généré au contrat d’adaptation Φ(A1,A2).
5.7 Synthèse
L’approche proposée dans ce chapitre est constituée d’un ensemble d’outils formels permet-
tant de générer automatiquement un adaptateur des automates d’interface de deux composants
incompatibles aﬁn de garantir leur interopérabilité. Cette approche d’adaptation est basée sur
les interfaces des composants et traite les trois niveaux d’interopérabilité signature, sémantique
et protocole. L’originalité de ce travail est l’exploitation de l’approche optimiste des automates
d’interface dans le cadre de la spéciﬁcation et la génération automatique des adaptateurs.
Une première étape de notre approche consiste à considérer un contrat d’adaptation entre
les noms des opérations incompatibles des deux composants, qui permet de déﬁnir des corres-
pondances « une-pour-une », « une-pour-plusieurs » et « plusieurs-pour-une ». Cette fonction
représente la spéciﬁcation abstraite minimale de l’adaptateur. Ensuite, nous avons déﬁni un en-
semble de conditions pour vériﬁer l’adaptabilité sémantique des composants en se basant sur les
automates d’interfaces et le contrat d’adaptation. Puis, nous avons déﬁni formellement les condi-
tions qui doivent être satisfaites par l’adaptateur et les contraintes selon lesquelles la composition
de l’adaptateur avec deux automates d’interfaces est calculée. Enﬁn, nous avons proposé un al-
gorithme qui permet de générer un adaptateur, pour deux automates d’interface composables,





Dans ce chapitre, nous augmentons le pouvoir d’expression des automates d’interface pour la
vériﬁcation, d’une part, de l’interopérabilité des composants qui communiquent par des variables,
et d’autre part, la sûreté des systèmes composites après le processus d’assemblage. Le nouveau
formalisme des automates d’interface sémantiques (semantical interface automata SIAs) est doté
d’un niveau sémantique d’interopérabilité plus riche que le formalisme présenté dans le chapitre 4.
En eﬀet, la description de la sémantique des actions dans ce formalisme n’est pas basée unique-
ment sur les paramètres des opérations mais aussi sur l’utilisation des variables. Ces variables
sont partagées entre la spéciﬁcation d’un composant et celle de son environnement et permettent
d’exhiber plus d’informations sur l’interaction d’un composant avec son environnement et ainsi
exploiter ces informations pour vériﬁer de l’interopérabilité.
En outre, nous élaborons des méthodes formelles pour spéciﬁer et vériﬁer les propriétés de
sûreté grâce pouvoir d’expression des automates d’interface sémantiques. Les propriétés de sûreté
sont typiquement des invariants déﬁnis sur les variables partagées. Les propriétés d’invariance
sont évaluées à tous les états d’une représentation en système de transitions étiquetées (Labeled
Transition Systems LTS) des automates d’interface sémantiques. En particulier, nous étudions
la préservation des invariants par la composition et le raﬃnement.
Dans la section 6.1, nous présentons la déﬁnition formelle des automates d’interface séman-
tiques. Dans la section 6.2, nous présentons comment la compatibilité entre les automates d’in-
terface sémantiques est eﬀectuée en exploitant la sémantique décrites en termes des paramètres
des opérations et les variables. Dans la section 6.3, nous adaptons l’approche de simulation al-
ternée, utilisée pour raﬃner les automates d’interface sémantiques, pour supporter l’utilisation
des variables. Dans la section 6.4, nous expliquons comment un automate d’interface sémantique
est traduit par un système de transitions étiquetées (Représentations LTS des SIAs) et com-
ment les invariants sont préservés par la composition et le raﬃnement. Dans la section 6.5, nous
montrerons comment les automates d’interface sémantiques peuvent être utilisés pour générer
une partie du code des composants EJB. L’approche des automates d’interface sémantiques est
appliquée sur l’exemple présenté dans le chapitre 4.
6.1 Définitions
En général, spéciﬁer un système nécessite souvent de reﬂéter son comportement en termes
d’actions et réactions de ses sous-composants communicants. Plus précisément, il est important
d’avoir, à un moment donné, une description explicite de l’état du système en cours du temps. La
solution commune pour la spéciﬁcation de comportement évolutif d’un système est l’utilisation de
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variables modiﬁables par ses événements. Dans les systèmes à base de composants, les interactions
d’un composant avec son environnement sont souvent décrites par les protocoles qui décrivent
uniquement l’ordonnancement temporel de ses entrées et sorties. Pour décrire de plus près l’état
d’un système, des variables doivent être déﬁnies aux niveaux des spéciﬁcations contractuelles des
interfaces des composants.
Les automates d’interface sémantiques uniﬁent l’utilisation des variables et des paramètres
des opérations pour décrire la sémantique des actions. Les pré et post-conditions sont déﬁnies
sur les paramètres des actions et les variables. Les variables sont manipulées systématiquement
par un ou plusieurs automates d’interface sémantiques.
Nous supposons que tous les préliminaires sur les signatures des actions présentés au début
de la section 4.1 seront aussi utilisés dans la suite de ce chapitre. Soit un ensemble de composants
C, un automate d’interface sémantique Ac d’un composant c ∈ C est déﬁni en relation avec les
autres composants C \ {c}. Cette relation est basée sur l’utilisation d’un ensemble de variables
VC partagées. De même, chaque automate d’interface sémantique peut agir sur un ensemble
de variables locales. Une variable v est associée à un domaine Dv comme les paramètres des
opérations (cf. section 4.1). Une valuation d’un ensemble de variables ou de paramètres V est
une fonction




qui associe à chaque vi ∈ V une valeur dans Dvi . Nous notons par φ〈V
′〉 la restriction de φ à
l’ensemble V ′ ⊆ V . L’ensemble IV est l’ensemble de toutes les valuations possibles φ de V. Soit
un ensemble de variables V, nous rappelons que Preds(V ), l’ensemble des prédicats de premier
ordre dont les variables libres appartiennent à V. Soit un prédicat p ∈ Preds(V ), nous notons par
p′ le prédicat obtenu en substituant la variable v par v ′ pour tout v ∈ V . L’ensemble Preds′(V )
égal à {p′ | p ∈ Preds(V )}.
Définition 6.1 (Automates d’Interface Sémantiques). Soit un composant c ∈ C, un auto-







δAc ,LAc ,VAc ,InitAc ,ΨAc ,ChgAc ,ΩAc〉 tel que :
– SAc est ensemble fini d’états ;




et ΣHAc sont respectivement les ensembles des noms des actions d’entrée, de sortie
et internes ;
– δAc ⊆ SAc × ΣAc × SAc est l’ensemble des transitions entre les états ;
– Un ensemble LAc de variables locales ;
– Un sous ensemble VAc de VC de variables partagées. L’ensemble LVAc = VAc ∪LAc repré-
sente l’ensemble de toutes les variables de Ac ;
– InitAc est la valuation initiale des variables LVAc ;
– ΨAc est une fonction qui associe pour chaque action a ∈ ΣAc un tuple 〈PreΨAc (a), PostΨAc (a)〉
tel que PreΨAc (a) ∈ Preds(VAc ∪ P
i





– ChgAc : ΣAc → 2
LVAc est une fonction qui associe a chaque action a ∈ ΣAc , l’ensemble
des variables ChgAc(a) ⊆ LVAc qui sont modifiables par a ;








– grdk ∈ Preds(LVAc) pour k ≥ 1 un prédicat qui représente une des gardes de l’action a ;
– cmdk ∈ Preds′(Vk ), où Vk ⊆ ChgAc(a), est un prédicat commande défini en fonction des
variables primées v ′ qui représentent les variables v ∈ Vk après l’exécution de l’action a
si la garde grdk est satisfaite ;
– Inchgk = Inchangé(LVAc \ Vk ) est un prédicat défini sur le reste des variables dans
LVAc \Vk qui ne changent pas de valeurs après l’exécution de a. Le prédicat Inchangé(V ),
pour un ensemble de variable quelconque V, est défini par
∧
v ∈ V
v ′ = v .
Nous exigeons, comme les chapitres 3 et 4 précédents, que les automates d’interface sémantiques
sont aussi déterministes.
Nous assumons que le changement de variables est provoqué par les prédicats de transition
des actions de sortie ou internes parce qu’elles sont localement contrôlées par l’automate. Les
prédicats de transition des actions d’entrée décrivent comment les variables dans ChgAc(a) sont
mises à jour dans le cas où l’environnement appèle l’action.
Selon la déﬁnition 6.1, les sémantiques (pré et post-conditions) des actions sont déﬁnies
uniquement sur les paramètres et les variables partagées et non sur les variables locales. Les pré
et post-conditions sont utilisées pour vériﬁer la compatibilité entre deux automates d’interface
sémantiques donc, elle doivent être déﬁnies uniquement sur ce qui est partagé entre eux. La
présence des variables locales peut poser problème car les variables locales d’un automate ne
sont pas connues aux autres.
De plus, la précondition d’une action a n’est pas suﬃsante pour déﬁnir la garde complète
d’une action parce qu’elle est décrite uniquement en fonction des paramètres d’entrée et les
variables partagées. Le prédicat de transition ΩAc(a) d’une action a peut imposer des conditions
sur les variables locales (absentes dans la précondition) avant de changer les variables. Les gardes
grdk de ΩAc(a) sont utilisées pour établir ces conditions.
Définition 6.2 (Satisfaction des prédicats de transitions). Soit un automate d’interface séman-
tiques A, pour toute transition (s, a, s ′) ∈ δA, uniquement les valuations φ ∈ ILVA et φ
′ ∈ ILVA,








v ′ = φ′(v)) ≡ vrai.
Soit un automate d’interface sémantique A, nous notons par IsLVA ⊆ ILVA l’ensemble des
valuations des variables dans LVA autorisées à l’état s ∈ SA.
Soit une action a ∈ ΣA, nous notons par E(φ,ΩA(a)) ∈ ILVA la valuation des variables LVA
après l’exécution de a telle que φ est une valuation qui satisfait la condition 1 de la déﬁnition 6.2.
La valuation E(φ,ΩA(a)) satisfait la condition 2 de la même déﬁnition.
Exemple 6.1. Nous reprenons l’exemple 4.1 présenté dans le chapitre 4. Nous allons considérer
les trois composants Client, Services et LocationRessource. L’ensemble C des composants est donc
déﬁni par {Client, Services, LocationRessource}.
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Figure 6.1 – Automates d’interface sémantiques AC et AS des composants Client et Services de
l’exemple 4.1
Les automates d’interface sémantiques de ces trois composants sont présentés dans la ﬁ-
gure 6.1 (les informations sémantiques ne sont pas montrées sur les automates). L’ensemble
des variables partagées VC est déﬁni par {sess,panier}. La variable sess indique le statut de la
session client. La variable panier indique le statut du panier virtuel. L’ensemble LAC est vide,
l’ensemble LAS égal à {tents} et l’ensemble LAL est vide. La variable tents représente le nombre
de tentatives de connexion autorisées par le serveur. Nous assumons que VAC = {sess, panier},
VAS = {sess, panier} et VAL = {panier}. L’automate AC partage avec AS les variables sess et
panier. L’automate VAL partage avec les automates AC et AS uniquement la variable panier.
Le tableau 6.1 présente les sémantiques des actions partagées dans Partagées(AC ,AS ) et dans
Partagées(AS ,AL).
Le domaine Dtents égale à N. Le domaine Dsess est déﬁni par {active,inactive}. Le domaine
Dpanier est déﬁni par {vide,nonvide}. Nous assumons que le composant Services autorise au plus
deux tentatives de connexion. L’action connecte active la session du client. L’action deconnexion
désactive la session du client. L’action validerLoc initie la location. L’action dureeLocation valide
complètement une location, en cas où le crédit du client est suﬃsant, en lui aﬀectant une durée
de location par défaut et en vidant le panier (panier = vide). Nous assumons que InitAC =
{sess 7→ inactive, panier 7→ vide}, InitAS = {sess 7→ inactive, tents 7→ 2, panier 7→ vide} et
InitAL = {panier 7→ vide}. Nous assumons que les conditions suivantes soient valides :
– ChgAC (login) = ∅ et ChgAS (login) = {tents},
– ChgAC (connecte) = {sess} et ChgAS (connecte) = {sess},
– ChgAC (deconnexion) = {sess} et ChgAS (deconnexion) = {tents, sess} ,
– ChgAC (ajouterAuPanier) = {panier} et ChgAS (ajouterAuPanier) = {panier},
– ChgAS (dureeLocation) = {panier} et ChgAL(dureeLocation) = {panier},
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Client AC Services AS
PreΨAC (login)
≡ id>0 ∧ 8≤mdp.length()≤10 PreΨAS (login) ≡ id≥1 ∧ 6≤mdp.length()≤10
∧ sess = inactive ∧ sess = inactive
PostΨAC (login)
≡ membre.getId() = id PostΨAS (login) ≡ membre.getId() = id
PreΨAC (echec)
≡ errmess.length() 6= 0 PreΨAS (echec) ≡ errmess.length() 6= 0
PostΨAC (echec)
≡ vrai PostΨAS (echec) ≡ vrai
PreΨAC (connecte)
≡ sess = inactive PreΨAS (connecte) ≡ sess = inactive
PostΨAC (connecte)
≡ sess = active PostΨAS (connecte) ≡ sess = active
PreΨAC (ajouterAuPanier)
≡ idRes 6= 0 ∧ sess = active PreΨAS (ajouterAuPanier) ≡ idRes 6= 0 ∧ sess = active
PostΨAC (ajouterAuPanier)
≡ panier = nonvide PostΨAS (ajouterAuPanier) ≡ panier = nonvide
PreΨAC (validerLoc)
≡ idMb 6= 0 ∧ idLoc 6= 0 PreΨAS (validerLoc) ≡ idMb 6= 0 ∧ idLoc 6= 0
∧ panier=nonvide ∧ panier=nonvide
PostΨAC (validerLoc)
≡ vrai PostΨAS (validerLoc) ≡ vrai
PreΨAC (locNonValide)
≡ errmess.length() 6= 0 PreΨAS (locNonValide) ≡ errmess.length() 6= 0
PostΨAC (locNonValide)
≡ vrai PostΨAS (locNonValide) ≡ vrai
PreΨAC (locValide)
≡ vrai PreΨAS (locValide) ≡ vrai
PostΨAC (locValide)
≡ vrai PostΨAS (locValide) ≡ vrai
PreΨAC (deconnexion)
≡ sess = active PreΨAS (dconnexion) ≡ sess = active
PostΨAC (deconnexion)
≡ sess = inactive PostΨAS (deconnexion) ≡ sess = inactive
Services AS Location AL
PreΨAS (dureeLocation)
≡ panier = nonvide PreΨAL (dureeLocation) ≡ panier = nonvide
∧ debut.getTime() < fin.getTime() ∧ debut.getTime() < fin.getTime()
PostΨAC (dureeLocation)
≡ panier = vide PostΨAS (dureeLocation) ≡ panier = vide
Table 6.1 – Sémantique des actions dans Partagées(AC ,AS ) et Partagées(AS ,AL).
– le reste des actions de AC et AS ne changent aucune variable.
Les prédicats de transition des actions partagées entre AC et AS et entre AS et AL sont
déﬁnis dans le tableau 6.2. Le prédicat de transition de l’action dureeLocation dans l’automate
AL est déﬁni par ΩAL(dureeLocation) ≡ panier = nonvide ∧ panier
′ = vide. 
Variables totalement et partiellement contrôlées
Nous appelons par les variables totalement contrôlées par un automate d’interface séman-
tique Ac , l’ensemble des variables partagées dans VAc tel que Ac partage toutes les actions de
l’environnement qui changent ces variables. L’ensemble des variables partiellement contrôlées par
Ac représentent l’ensemble des variables partagées qui peuvent être modiﬁées par des actions de
l’environnement non connues par Ac .
Définition 6.3 (Variables totalement et partiellement contrôlées). L’ensemble V tcAc des variables
totalement partagées par Ac est défini par {v ∈ VAc | (∀c
′ ∈ C \ {c}, a ∈ ΣAc′ | v ∈ ChgAc′ (a)
⇒ a ∈ ΣextAc )}. L’ensemble des variables partiellement partagées V
pc
Ac




Exemple 6.2. La variable sess est totalement contrôlée simultanément par AC et AS . Par
contre, la variable panier est totalement contrôlée par AS et partiellement contrôlée par AC
et AL. L’action dureeLocation qui change la variable panier (panier ∈ ChgAS (dureeLocation))
n’appartient pas à ΣextAC . Également, la variable panier appartient à ChgAS (ajouterAuPanier) et
l’action ajouterAuPanier n’appartient pas à ΣextAL . 
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ΩAC ΩAS
login sess = inactive ∧ Inchangé(LVAC ) sess = inactive ∧ ((tents ≥ 0 ∧ tents
′ = tents− 1∧
sess′ = sess ∧ panier′ = panier) ∨ Inchangé(LVAS }))
echec sess = inactive ∧ Inchangé(LVAC ) sess = inactive ∧ Inchangé(LVAS )
connecte sess = inactive ∧ sess′ = active sess = inactive ∧ 0 ≤ tents < 2 ∧ sess′ = active
∧Inchangé({panier}) ∧Inchangé({tents, panier})
ajouterAuPanier sess = active ∧ ((panier = vide sess = active ∧ ((panier = vide
∧panier′ = nonvide ∧panier′ = nonvide ∧ tents′ = tents
∧sess′ = sess) ∨ Inchangé(LVAC )) ∧sess
′ = sess) ∨ Inchangé(LVAS ))
validerLoc sess = active ∧ Inchangé(LVAC ) sess = active ∧ Inchangé(LVAS )
debiter n’est pas défini sess = active ∧ Inchangé(LVAS )
creditInsuff n’est pas défini sess = active ∧ Inchangé(LVAS )
nvCredit n’est pas défini sess = active ∧ Inchangé(LVAS )
dureeLocation n’est pas défini sess = active ∧ panier = nonvide
∧panier′ = vide ∧ tents′ = tents
∧sess′ = sess
locNonValide n’est pas défini sess = active ∧ Inchangé(LVAS )
locValide sess = active ∧ Inchangé(LVAC ) sess = active ∧ Inchangé(LVAS )
deconnexion sess = active ∧ sess′ = inactive sess = active ∧ sess′ = inactive ∧ tents′ = 2
∧Inchangé(LVAC \ {sess}) Inchangé(LVAS \ {sess, tents})
Table 6.2 – Prédicats de transition des actions des SIAs AC et AS
6.2 Composabilité, compatibilité et composition
Définition 6.4 (Composabilité des SIAs). Deux automates d’interface sémantiques Ac1 et Ac2
de deux composants c1 et c2 dans C sont composables ssi










– LAc1 ∩ LAc1 = ∅ ;
– InitAc1 〈VAc1 ∩ VAc2 〉 = InitAc2 〈VAc1 ∩ VAc2 〉 ;
– Pour toute a ∈ Partagées(Ac1 ,Ac2) et φ ∈ IVAc1∩VAc2 , E(φ,ΩAc1 (a)) = E(φ,ΩAc2 (a)) ;
– Pour toute a ∈ Partagées(Ac1 ,Ac2) dont la signature est donnée par a(i1,...,in)→ (o) dans





′) dans Ac2 pour n ∈ N
∗
– si a ∈ ΣOAc1 , alors Dik ⊆ Di
′
k
pour 1 ≤ k ≤ n et Do ⊆ Do′ ;
– si a ∈ ΣIAc1 , alors Dik ⊇ Di
′
k
pour 1 ≤ k ≤ n et Do ⊇ Do′ .
La composition de deux automates d’interface sémantiques ne peut prendre eﬀet que si (i)
les ensembles de leurs actions d’entrée sont disjoints et de même pour les actions de sortie, et
l’ensemble des actions internes de l’un des deux automates est disjoint avec l’ensemble des actions
de l’autre, (ii) les ensembles des variables locales de Ac1 et Ac2 sont disjoints. (iii) pour toute
action partagée a, l’eﬀet du prédicat de transition de a dans Ac1 ne doit pas contredire celui du
prédicat de transition de a dans Ac2 sur les variables VAc1 ∩VAc2 , (iv) les valuations initiales des
variables partagées dans les deux automates sont les mêmes, et (v) la propriété de sous-typage
(cf. section 2.3.1) des domaines des paramètres des actions partagées dans Partagées(Ac1 ,Ac2)
est satisfaite.
La déﬁnition de la compatibilité sémantiques entre les automates d’interface sémantiques est
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exactement la même que celle présentées dans le chapitre 4 (déﬁnition 4.4). Le produit synchronisé
de deux automates d’interface sémantique est déﬁni de la manière suivante.
Définition 6.5 (Produit synchronisé ⊗ de deux SIAs). Soient Ac1 et Ac2 deux automates d’in-
terface sémantiques composables, le produit synchronisé Ac1 ⊗Ac2 de Ac1 et Ac2 est défini par :
– SAc1⊗Ac2 = SAc1 × SAc2 et iAc1⊗Ac2 = (iAc1 , iAc2 ) ;




) \ Partagées(Ac1 ,Ac2) ;




) \ Partagées(Ac1 ,Ac2) ;




∪ {a ∈ Partagées(Ac1 ,Ac2) | SemCompa(Ac1 ,Ac2) ≡ vrai} ;
– LAc1⊗Ac2 = LAc1 ∪ LAc2 ;
– VAc1⊗Ac2 = VAc1 ∪ VAc2 ;
– InitAc1⊗Ac2 égale à InitAc1 pour tout v ∈ LVAc1 et InitAc2 pour tout v ∈ LVAc2 ;
– ((s1, s2), a, (s′1, s
′
2)) ∈ δAc1⊗Ac2 si
– a /∈ Partagées(Ac1 ,Ac2) ∧ (s1, a, s
′
1) ∈ δAc1 ∧ s2 = s
′
2 ou
– a /∈ Partagées(Ac1 ,Ac2) ∧ (s2, a, s
′
2) ∈ δAc2 ∧ s1 = s
′
1 ou
– a ∈ Partagées(Ac1 ,Ac2) ∧ (s1, a, s
′
1) ∈ δAc1 ∧ (s2, a, s
′
2) ∈ δAc2
∧ SemCompa(Ac1 ,Ac2) ≡ vrai ;
– ΨAc1⊗Ac1 est définie par :
– ΨAc1 pour a ∈ ΣAc1 \ Partagées(Ac1 ,Ac2) ;
– ΨAc2 pour a ∈ ΣAc2 \ Partagées(Ac1 ,Ac2) ;
– 〈PreΨAc1 (a)
,PostΨAc2 (a)




SemCompa(Ac1 ,Ac2) ≡ vrai ;
– 〈PreΨAc2 (a)
,PostΨAc1 (a)




SemCompa(Ac1 ,Ac2) ≡ vrai.
– ChgAc1⊗Ac1 est définie par :
– pour tout a ∈ Partagées(Ac1 ,Ac2), nous avons ChgAc1⊗Ac2 (a) = ChgAc1 (a)∪ChgAc2 (a) ;
– pour tout a ∈ ΣAc1 \ Partagées(Ac1 ,Ac2), ChgAc1⊗Ac2 (a) = ChgAc1 (a) ;
– pour tout a ∈ ΣAc2 \ Partagées(Ac1 ,Ac2), ChgAc1⊗Ac2 (a) = ChgAc1 (a) ;
– ΩAc1⊗Ac1 est définie par :
– pour tout a ∈ Partagées(Ac1 ,Ac2), ΩAc1⊗Ac2 (a) = ΩAc1 (a) ∧ ΩAc2 (a) ;
– pour tout a ∈ ΣAc1 \ Partagées(Ac1 ,Ac2), ΩAc1⊗Ac2 (a) = ΩAc1 (a) ;
– pour tout a ∈ ΣAc2 \ Partagées(Ac1 ,Ac2), ΩAc1⊗Ac2 (a) = ΩAc2 (a).
Théorème 6.1. La produit synchronisé ⊗ des automates d’interface sémantiques composables
est une opération associative.
Démonstration. La preuve est exactement la même que celle du théorème 4.1 sauf qu’il faut
prouver en plus, que, pour tous automates d’interface sémantiques A1, A2 et A3 mutuellement
composables, LA1⊗A2⊗A3 , VA1⊗A2⊗A3 , ChgA1⊗A2⊗A3 , ΩA1⊗A2⊗A3 , et InitA1⊗A2⊗A3 sont toujours
les mêmes pour n’importe quelle application des parenthèses. Le lecteur peut déduire ça aisément
en se basant sur la déﬁnition 6.5.
125
Chapitre 6. Automates d’interface sémantiques
Les déﬁnitions des états illégaux, des états compatibles et la compatibilité entre deux auto-
mates d’interface sémantiques sont exactement les mêmes que celles données dans le chapitre 4.
Définition 6.6 (Composition ‖ des SIAs). La composition Ac1 ‖ Ac2 de deux automates d’in-
terface sémantiques, est définie par
– SAc1‖Ac2 = Comp(Ac1 ,Ac2) ;











– δAc1‖Ac2 = δAc1⊗Ac2 ∩ (Comp(Ac1 ,Ac2) × ΣAc1‖Ac2 × Comp(Ac1 ,Ac2)) ;
– LAc1‖Ac2 = LAc1⊗Ac2 ;
– VAc1‖Ac2 = VAc1⊗Ac2 ;
– InitAc1‖Ac2 = InitAc1⊗Ac2 ;
– ΨAc1‖Ac2 = ΨAc1⊗Ac2 ;
– ChgAc1‖Ac2 = ChgAc1⊗Ac2 ;
– ΩAc1‖Ac2 = ΩAc1⊗Ac2 .
Théorème 6.2. La composition ‖ des automates d’interface sémantiques composables est une
opération associative.
Démonstration. La preuve est triviale en se basant sur celles des théorèmes 6.1 et 4.2.
Exemple 6.3. Selon le tableau 6.1, AC , AS et AL sont mutuellement compatibles et la compo-
sition ﬁnale AC ‖ AS ‖ AL entre les trois est non vide. Le lecteur peut se référer aux ﬁgures 4.3
et 4.4 pour déduire l’automate d’interface sémantique AC ‖ AS ‖ AL.
Si SemCompvaliderLoc(AC ,AS ) ≡ faux ou SemComp login(AC ,AS ) ≡ faux par exemple, AC et
AS deviennent incompatibles et par conséquent AC ‖ AS ‖ AL est vide. 
6.3 Raffinement
Dans cette section, nous adaptons la relation de raﬃnement présentée dans le chapitre 4
pour les automates d’interface sémantiques. Les déﬁnitions de la substitution sémantique et la
simulation alternée des automates d’interface sémantiques restent les mêmes que celles présentées
dans le chapitre 4. Nous allons uniquement reformuler la déﬁnition 4.9 pour supporter l’utilisation
des variables.
Le raﬃnement d’un composant peut être utilisé dans un environnement plus grand, des
nouveaux composants peuvent être ajoutés à l’ensemble C des composants. Dans ce contexte,
supposons qu’on veut raﬃner un composant c ∈ C, nous devons déﬁnir un nouvel ensemble de
composants C′ ⊇ C. Par conséquent, l’ensemble de variables VC est inclus dans VC′ . En se basant
sur les déﬁnitions 4.8 et 3.10 et les préliminaires introductifs présentés dans la section 3.5, la
déﬁnition du raﬃnement est adaptée est présentée ci-dessous :
Définition 6.7 (Raffinement des SIAs). Le raﬃnement A′c d’un automate d’interface séman-
tique Ac, noté A′c  Ac, satisfait les conditions suivantes :
1. ΣIAc ⊆ Σ
I
A′c




2. Pour toute a ∈ ΣextAc ∩ Σ
ext
A′c
, SemSuba(Ac ,A′c) ≡ vrai ;
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3. LA′c ⊇ LAc ;
4. VA′c ⊇ VAc , V
tc
A′c




5. InitA′c〈LVAc〉 = InitAc ;
6. Pour toute a ∈ ΣAc ∩ ΣA′c et φ ∈ ILVAc , E(φ,ΩA′c(a)) égale à E(φ,ΩAc(a)) ou φ ;
7. Pour toute a ∈ ΣA′c \ ΣAc et φ ∈ ILVAc , E(φ,ΩA′c(a)) égal à φ ;
8. Il existe une simulation alternée  entre A′c et Ac tel que iA′c  iAc où i ∈ IAc et i
′ ∈ IA′c

















































su validerInscription ajouterAuPanier validerLoc dureeLocation crdInsuff nvCredit
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Figure 6.2 – Automates d’interface sémantique de AD du composant Admin et le raﬃnement
A′S de AS
Selon la déﬁnition, l’ensemble des variables partagées du raﬃnement A′c doit inclure l’en-
semble des variables de Ac . Une variable totalement contrôlée (respectivement partiellement
partagée) par Ac l’est aussi dans A′c . Les prédicats de transition d’une action a ∈ ΣAc ∩ ΣA′c
dans A′c et Ac doivent avoir les mêmes eﬀets sur les variables LVAc si a change ces variables.
Sinon, ces variables restent inchangées après l’exécution de a dans Ac .
Exemple 6.4. Nous reprenons l’exemple 4.7 présenté dans le chapitre 4 et l’exemple 6.1.
L’ensemble C′ est déﬁni par {Client,Services,Admin,LocationRessource}. L’ensemble des variables
VC′ = VC ∪ {asess}. La variable asess dont le domaine est Dasess = {active,inactive}, indique
le statut de la session administrateur. L’ensemble des variables VA′
S
de A′S , montré dans la
ﬁgure 6.2, égale à VAS ∪ {asess}.
L’ensemble des variables LA′
S
égal à LAS . L’ensemble des variables LVAD de AD (cf. ﬁgure 6.2)
égale à {asess}. Les actions qui modiﬁent la nouvelle variable asess sont connecte et decon-
nexion. Nous assumons que InitAS 〈LVA′S 〉 = {sess 7→ inactive, tents 7→ 2, panier 7→ vide, asess 7→
inactive}. Nous présentons uniquement dans cet exemple les prédicats de transition des actions
deconnexion et connecte dans A′S . Le prédicat de transition ΩA′S (connecte) de l’action connecte
dans A′S est déﬁni par
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sess = inactive ∧ asess = inactive ∧
((0 ≤ tents < 2 ∧ sess′ = active ∧ asess′ = asess) ∨ (asess′ = active ∧ sess′ = sess))
∧tents′ = tents ∧ panier′ = panier
Le prédicat ΩAD (connecte) est déﬁni par asess = inactive ∧ asess
′ = active. Le prédicat
ΩAD (deconnexion) est déﬁni par asess = active ∧ asess
′ = inactive et dans A′S . Le prédicat
ΩA′
S
(deconnexion) est déﬁni par
((sess = inactive ∧ asess = active ∧ asess′ = inactive ∧ sess′ = sess)∨
(sess = active ∧ asess = inactive ∧ tents′ = 2 ∧ sess′ = inactive ∧ asess′ = asess))
∧panier′ = panier.
Nous pouvons remarquer que InitA′
S
〈LVAS 〉 = InitAS . La condition 6 de la déﬁnition 6.7 est
satisfaite pour les deux actions deconnexion et connecte. L’automate A′S raﬃne AS (A
′
S  AS )
si les conditions 2, 6 et 7 de la déﬁnition 6.7 sont satisfaites. 
Théorème 6.3. Soient trois automates d’interface sémantiques A, A′ et E tels que A′ et E sont






E . Si A ∼ E et A
′  A, alors A′ ∼ E et A′ ‖E  A ‖E.
Démonstration. La preuve est triviale en se basant sur les déﬁnitions 6.7 et 6.4 et la preuve du
théorème 4.3.
6.4 Vérification de propriétés d’invariance
Dans cette section, nous déﬁnissons les aspects formels utilisés pour spéciﬁer et vériﬁer les
propriétés de sûreté des automates d’interface sémantiques en se basant sur la sémantique des
actions et l’utilisation des variables. Les propriétés de sûreté sont typiquement des invariants
déﬁnis sur les variables partagées. Communément, pour vériﬁer les propriétés d’un système, il
faut le spéciﬁer avec un système de transitions. Les états de ce système de transitions sont
associés à des propositions atomiques déﬁnies sur des variables. Notre approche est basée sur
une procédure similaire. Un automate d’interface sémantique A est transformé à un système
de transitions étiquetées LTS(A) dont les états sont les valuations des variables. En partant de
la valuation initiale des variables et en suivant l’ordonnancement des transitions dans δA, les
prédicats de transition des actions modiﬁent les états et le système de transitions LTS(A) peut
être généré.
6.4.1 Représentation LTS d’un automate d’interface sémantique
La représentation LTS d’un automate d’interface sémantique A transforme son ensemble des
transitions à un système de transitions étiquetées dont les états sont déﬁnis par ILVA et les
étiquettes sont les actions ΣA. Les représentations LTS des automates d’interface sémantiques
permettent de séparer la tâche de vériﬁcation d’interopérabilité des automates d’interface séman-
tiques de la tache de vériﬁcation de propriétés. Il est clair qu’un automate d’interface sémantique
contient moins d’états que sa représentation LTS ce qui permet de réduire la complexité de vé-
riﬁcation de compatibilité et du calcul du raﬃnement. Les représentations LTS sont consacrées
pour vériﬁer les propriétés des automates d’interface sémantiques (cf. section 2.4).
En se basant sur la déﬁnition 6.2, nous déﬁnissons la représentation LTS d’un automate
d’interface sémantique de la manière suivante.
128
6.4. Vérification de propriétés d’invariance
Définition 6.8 (Représentation LTS ). Une représentation LTS LTS(A) = 〈SLTS(A), ILTS(A),
ΣLTS(A), δLTS(A)〉 d’un automate d’interface sémantique A est un système de transitions étiquetées
défini par
– SLTS(A) ⊆ ILVA ;
– ILTS(A) = InitA ;
– ΣLTS(A) = ΣA ;
– (φ1, a, φ2) ∈ δLTS(A) ssi φ1 ∈ I
s
LVA
, pour s ∈ SA et a ∈ ΣA(s), et φ2 = E(φ1,ΩA(a)).
Exemple 6.5. La représentation LTS LTS(AC ) de l’automate AC du composant Client est
montrée dans la ﬁgure 6.3.
Les exécutions valides de la représentation LTS LTS(A) d’un SIA A sont celles qui respectent
les contraintes du protocole spéciﬁées par A. Ces contraintes doivent être prises en compte lors
de la vériﬁcation des propriétés temporelles sur le LTS. Par exemple, l’exécution qui active
plusieurs fois la séquence echec,login n’est pas valide car le protocole exige que l’action login doit





















Figure 6.3 – La représentation LTS LTS(AC ) de AC
Nous notons par LV tcA , l’ensemble V
tc
A ∪ LA d’un automate d’interface sémantique A.
Propriété 6.1. Soient W = LVA1‖A2 , V = LV
tc
A1
∩LV tcA2 , V
′ = LV tcA1∪LV
tc
A2




et V2 = LV tcA2 \LV
tc
A1
où A1 et A2 sont deux automates d’interface sémantiques compatibles, pour
tout φ ∈ SLTS(A1‖A2), il existe φ1 ∈ SLTS(A1) et φ2 ∈ SLTS(A2) telles que
1. φ〈V 〉 = φ1〈V 〉 = φ2〈V 〉 sachant que (V = LV tcA1 ∩ LV
tc
A2
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2. φ〈V ′〉 égale à la fonction suivante :

φ〈V 〉 pour tout v ∈ V ;
φ1〈V1〉 pour tout v ∈ V1;
φ2〈V2〉 pour tout v ∈ V2.
Cette propriété peut être déduite facilement à partir des déﬁnitions 6.3, 6.4, 6.5 et 6.8. La
propriété montre que, pour chaque état φ ∈ SLTS(A1‖A2), uniquement les valuations des variables
totalement contrôlées simultanément par A1 et A2 sont les mêmes dans A1, A2 et A1 ‖ A2. Ces
variables sont modiﬁables uniquement par des actions dans Partagées(A1,A2).
6.4.2 Spécification des invariants
Soit une représentation LTS LTS(A) d’un automate d’interface sémantique A, nous dénotons
par ϕ[V ] ∈ Preds(V ) (cf. section 4.1) une formule de premier ordre où toutes les variables libres
utilisées dans ϕ[V ] sont des variables dans V ⊆ LVA. Une formule ϕ[V ] est satisfaite à l’état




v = φ(v))⇒ ϕ[V ].
Définition 6.9 (Invariant). Soit une représentation LTS LTS(A) d’un automate d’interface
sémantique A et un ensemble V ⊆ LVA, un invariant ϕ[V ] de LTS(A) (écrit LTS(A) |= ϕ[V ])
est une formule logique de premier ordre tel que pour tout φ ∈ SLTS(A), φ〈V 〉 satisfait ϕ[V ]
(φ〈V 〉 |= ϕ[V ]) et ainsi φ satisfait ϕ[V ] (φ |= ϕ[V ]).
Exemple 6.6. Le prédicat ϕ[LVAS ] = ¬(tents = 2 ∧ sess = active) est un invariant de LTS(AS )
montré dans la ﬁgure 6.3. Le prédicat ϕ[LVA′
S
] = ¬(sess = active ∧ asess = active) est un
invariant de LTS(A′S ) de A
′
S montré dans la ﬁgure 6.2. Cet invariant montre qu’une instance du
composant Services ne peut pas être connectée à la fois avec une instance du composant Client
et une instance du composant Admin. 
6.4.3 Préservation des invariants par la composition
Le théorème suivant établit que les invariants décrits en fonction des variables totalement
contrôlées et locales LV tcA1 ∪ LV
tc
A1
de deux automates d’interface sémantiques A1 et A2 compo-
sables et compatibles, sont les seuls qui sont préservés par la représentation LTS de la composition
A1 ‖ A2. L’un des deux automates partage toutes les actions de l’autre qui changent ses variables
totalement contrôlées. De plus, une action partagée entre les deux automates agit de la même
façon sur ces variables ce qui assure la préservation des invariants par composition (cf. déﬁni-
tion 6.4). Pareillement, les invariants déﬁnis en fonction des variables locales des deux automates
sont préservés par la représentation LTS de la composition A1 ‖ A2 car LA1 ∩ LA1 = ∅. Un
invariant décrit en fonction des variables partiellement partagées de A1 ou de A2 ne peut pas
être préservé par la représentation LTS de leur composition. Ceci est dû à la possibilité que A1
(respectivement A2) modiﬁe les variables partiellement partagées de A2 (respectivement A1) par
des actions qui n’appartiennent pas ΣA2 (respectivement ΣA1) de telle sorte que les invariants
établis sur ces variables soient violés.
Théorème 6.4 (Préservation d’invariant par composition). Soient deux représentations LTS(A1)
et LTS(A2) respectivement de deux automates d’interface sémantiques compatibles A1 et A2, pour
tout ϕ1[LV tcA1 ] et ϕ2[LV
tc
A2
], si LTS(A1) |= ϕ1[LV tcA1 ] et LTS(A2) |= ϕ2[LV
tc
A2
], alors LTS(A1 ‖
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Démonstration. Nous avons les hypothèses suivantes :
1. ∀φ1 ∈ SLTS(A1) | φ1〈LV
tc
A1




2. ∀φ2 ∈ SLTS(A2) | φ2〈LV
tc
A2




Nous devons prouver que, pour tout φ ∈ SLTS(A1‖A2), φ〈LV
tc
A1




et φ |= (ϕ1[LV tcA1 ] ∧ ϕ2[LV
tc
A2
]) ? Selon la propriété 6.1(2), nous avons pour tout φ ∈ SLTS(A1‖A2),
il existe φ1 ∈ SLTS(A1) et φ2 ∈ SLTS(A2) tels que :






φ〈LV tcA1 ∩ LV
tc
A2




φ1〈LV tcA1 \ LV
tc
A2




φ2〈LV tcA2 \ LV
tc
A1




Nous pouvons déduire, selon la propriété 6.1(1), que













Nous avons φ1〈LV tcA1〉 |= ϕ1[LV
tc
A1




alors nous pouvons déduire que φ〈LV tcA1 ∪ LV
tc
A2
〉 |= ϕ1[LV tcA1 ] et φ〈LV
tc
A1




Par conséquent, φ〈LV tcA1 ∪ LV
tc
A2
〉 |= (ϕ1[LV tcA1 ] ∧ ϕ2[LV
tc
A2




Le corollaire suivant peut être déduit du théorème précédent.
Corollaire 6.1. Soient deux représentations LTS(A1) et LTS(A2) respectivement de deux au-
tomates d’interface sémantiques compatibles A1 et A2, pour tout ϕ[V tcA1 ∩ V
tc
A2
], si LTS(A1) |=
ϕ[V tcA1 ∩ V
tc
A2
] et LTS(A2) |= ϕ[V tcA1 ∩ V
tc
A2




Démonstration. Nous avons les hypothèses A1 ∼ A2, LTS(A1) |= ϕ[V tcA1 ∩ V
tc
A2
] et LTS(A2) |=
ϕ[V tcA1 ∩ V
tc
A2
]. Selon le théorème précédent, nous pouvons trivialement déduire que LTS(A1 ‖




Exemple 6.7. Le prédicat ϕ[LV tcAS ] = ¬(tents = 2 ∧ sess = active) est un invariant de LTS(AS ).
Nous pouvons déduire que LTS(AC ‖ AS ) |= ¬(tents = 2 ∧ sess = active). 
6.4.4 Préservation des invariants par le raffinement
Le théorème suivant établit que tous les invariants d’une représentation LTS d’un automate
d’interface sémantique A décrits en fonction des variables partagées de A sont préservés par
les représentations LTS de tout raﬃnement A′ de A s’il existe une relation de simulation entre
LTS(A) et LTS(A′) : toute valuation des variables appartenant à l’ensemble LVA à chaque état
de LTS(A′) doit correspondre à une valuation du même ensemble LVA au moins à un état de
LTS(A).
Définition 6.10 (Relation de simulations entre LTSs). Soient les représentations LTS LTS(A)
et LTS(A′) respectivement de deux automates d’interface sémantiques A et A′ tels que A′  A,
nous disons que LTS(A) simule LTS(A′), noté LTS(A) ⊲ LTS(A′), ssi pour tout φ′ ∈ SLTS(A′), il
existe φ ∈ SLTS(A) tel que φ
′〈LVA〉 = φ.
Théorème 6.5 (Préservation d’invariant par raffinement). Soient les représentations LTS LTS(A)
et LTS(A′) respectivement de deux automates d’interface sémantiques A et A′ tels que A′  A
et LTS(A) ⊲ LTS(A′), pour tout ϕ[LVA] et ϕ′[LVA′ \ LVA], si LTS(A) |= ϕ[LVA] et LTS(A′) |=
ϕ′[LVA′ \ LVA], alors LTS(A′) |= (ϕ[LVA] ∧ ϕ′[VA′ \ VA]).
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Démonstration. Nous avons les hypothèses suivantes :
1. ∀φ ∈ SLTS(A) | φ |= ϕ[LVA] ;
2. ∀φ′ ∈ SLTS(A′) | φ′〈VA′ \ VA〉 |= ϕ′[LVA′ \ LVA] ;
3. ∀φ′ ∈ SLTS(A′) | (∃φ ∈ SLTS(A) | φ′〈LVA〉 = φ) (car LTS(A) ⊲ LTS(A′)).
Nous devons prouver que ∀φ′ ∈ SLTS(A′) | φ′ |= (ϕ[LVA] ∧ ϕ′[LVA′ \ LVA]) ? Nous avons
φ′〈LVA′\LVA〉 |= ϕ′[LVA′\LVA] (hypothèse 2). Nous pouvons déduire que (i) φ′ |= ϕ′[LVA′\LVA]
parce que (LVA′ \ LVA) ⊆ LVA′ . Il reste à prouver que φ′ |= ϕ[LVA] ?
Prouver que φ′ |= ϕ[LVA] est équivalent à prouver que φ′〈LVA〉 |= ϕ[LVA]. Nous pouvons
constater qu’il existe φ ∈ SLTS(A) tel que φ′〈LVA〉 = φ (hypothèse 3). Selon l’hypothèse 1, nous
pouvons déduire que φ′〈LVA〉 |= ϕ[LVA] et par conséquent (ii) φ′〈LVA′〉 |= ϕ[LVA]. Les deux
résultat (i) et (ii) impliquent que φ′ |= (ϕ′[LVA′ \ LVA] ∧ ϕ[LVA]).
Le corollaire suivant peut être déduit du théorème précédent.
Corollaire 6.2. Pour tout prédicat ϕ[V ] tel que V ⊆ (LVA) et LTS(A) |= ϕ[V ], LTS(A′) |= ϕ[V ]
si les hypothèses du théorème 6.5 sont satisfaites.
Démonstration. Nous avons LTS(A) |= ϕ[V ] et LTS(A′) |= vrai. Selon le théorème précédent,
nous pouvons trivialement déduire que LTS(A′) |= ϕ[V ].
Exemple 6.8. La formule ϕ[LVAS ] = ¬(tents = 2 ∧ sess = active) est simultanément un
invariant de la représentation LTS de l’automate AS et celle de l’automate A′S présenté dans la
ﬁgure 6.2. 
6.5 Automates d’interface sémantiques et l’implémentation des
composants
Dans cette section, nous allons montrer comment utiliser les automates d’interface séman-
tiques pour générer une partie de l’implémentation des composants. Nous allons prendre comme
exemple les composants EJBs de notre étude de cas présentée tout au long du chapitre.
Dans le contexte des EJBs et la programmation orientée objet en général, la notion de va-
riables partagées et globales entre les composants et les objets est souvent n’est pas utilisée.
Les variables déclarées au niveau des spéciﬁcations automates d’interface sémantiques des com-
posants doivent être traduites autrement au niveau de l’implémentation. Une variable partagée
entre deux automates d’interface sémantiques de deux composants est représentée par deux attri-
buts privés dans l’implémentation de chaque composant. Nous allons prendre comme exemple les
composants Client et Services et l’automate d’interface sémantique AC présenté dans la ﬁgure 6.1
et A′S présenté dans la ﬁgure 6.2.
Le code suivant représente l’implémentation du Client. Les pré et post-conditions des mé-
thodes et l’invariant sont décrites en JML.
public enum SessionStatut { ACTIVE, INACTIVE } ;
public enum PanierStatut { VIDE, NONVIDE } ;
public class Client {
private SessionStatut sess = INACTIVE ;
private Panier Statut panier = VIDE ;
private Membre connecte ;
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@EJB()
private ServiceVisiteur sv ;
@EJB()
private ServiceMembre sm ;
/*@ requires id > 0 && mdp.length() >= 8 && mdp.length() <= 10
&& sess == INACTIVE ; @*/
//@ ensures connecte.getId() = id && sess == ACTIVE
public void login(int id, String mdp) throws EchecConnexionExp {
try{
connecte = sv.login(id, mdp) ;






//@ requires sess == ACTIVE ;
//@ ensures sess == INACTIVE ;
public void deconnexion() {
connecte = sm.deconnexion() ;
sess = INACTIVE ;
}
//@ requires idRes != 0 && sess == ACTIVE ;
//@ ensures panier == NONVIDE ;
public void ajouterAuPanier(int idRes) {
if(panier == VIDE)
panier = NONVIDE ;
sm.ajouterAuPanier(idRes) ;
}
//@ requires idMb != 0 && idLoc != 0 && sess == ACTIVE
//@ && panier == NONVIDE ;
//@ ensures true;
public void validerLocation(int idMb, int idLoc) {
// L’exception LocNonValide n’est pas traitée
boolean locValide = sm.validerLoc(idMb,idLoc) ;
}
}
L’implémentation du composant Client montre comment peut-on utiliser les automates d’in-
terface sémantiques pour générer du code Java. Nous remarquons que chaque variable dans VAC
est traduite à un attribut privé du composant. Les prédicats de transition des actions sont tra-
duits par les mises à jour des attributs par les méthodes. Nous supposons que le composant Client
est invoqué par un programme main client ou des servlets Java. Les pré et post-conditions de
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la méthode login représente les pré et post-conditions de l’appel de la méthode login connecte
= sv.login(id, mdp) dans le composant Services qui concrétise les actions login ! et connecte ?
dans AC . Nous pouvons remarquer de même que l’exception de la méthode validerLoc du
composant Service n’est pas traitée (absence de try/catch).
Nous présentons maintenant le code du composant Service en tenant en compte la spéciﬁcation
du automate d’interface sémantique A′S présentée dans la ﬁgure 6.2.
@Stateful
public class Services implements ServiceVisiteur, ServiceMembre {
private SessionStatut sess = INACTIVE ;
private SessionStatut asess = INACTIVE ;
private int tents = 2 ;
private PanierStatut panier = VIDE ;
@PersistenceContext ...
private EntityManager em ;
//@ public invariant !(tents == 2 && sess == ACTIVE);
//@ public invariant !(sess == ACTIVE && asess == ACTIVE);
/*@ requires id >= 1 && mdp.length() >= 6 && mdp.length() <= 10
&& sess == INACTIVE && asess == inactive ; @*/
//@ ensures sess == ACTIVE && asess == inactive
public Membre login(int id, String mdp) throws EchecConnexionExp {
if(tents <= 2 && tents >= 0){
tents = tents - 1 ;
try {
Membre connecte = (Membre) em.createNamedQuery("identifierMembre").
setParameter("identificateur",id).
setParameter("mot de passe", mdp).getSingleResult();
sess = ACTIVE ;
return connecte ;
} catch(Exception e) {
throw new EchecConnexionExp("Membre inconnu !!");
}
}else{//@assert tents == -1;
throw new EchecConnexionExp("Vous avez déjà effectué vos deux
tentatives de connexion !!");
}
}
/*@ requires mdp.length() >= 6 && mdp.length() <= 10
&& sess == INACTIVE && asess == inactive ; @*/
//@ ensures asess == ACTIVE && sess == inactive
public Membre su(String mdp) throws EchecConnexionExp {
try {
Membre connecte = (Membre) em.createNamedQuery("identifierAdmin").
setParameter("mot de passe", mdp).getSingleResult();
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asess = ACTIVE ;
return connecte ;
} catch(Exception e) {




Le composant Services peut gérer les connexions des administrateurs et des clients. Par contre
il ne peut pas les gérer en même temps car c’est un composant EJB de type stateful. Nous rappe-
lons que les stateful beans partagent les sessions avec un client et garde l’état de communication
avec lui mais il ne peut pas être connecté à plusieurs clients en même temps (dans notre cas
les composants Client et Admin). Le composant est dupliqué en plusieurs instances et chaque
instance communique avec un client particulier.
Le composant autorise au plus deux tentatives de connexion pour les clients ordinaires. Par
contre, il ne met aucune restriction pour les administrateurs. Si le composant trouve le composant
entity qui représente le client membre dans le conteneur (EntityManager em) des composants
entity persistants, la connexion termine avec succès. Sinon, une exception est détectée.
Le lecteur peut de même déduire que les invariants sont préservés après l’appel de l’une des
méthodes login ou su. Conformément aux caractéristiques des composants stateful, les sessions
du client et de l’administrateur ne peuvent pas être activées en même temps !(sess == ACTIVE
&& asess == ACTIVE).
//@ requires sess == ACTIVE || asess == ACTIVE ;
//@ ensures sess == INACTIVE && asess == INACTIVE;
public Membre deconnexion() {
if(sess == ACTIVE && asess == INACTIVE){
sess = INACTIVE ;
tents = 2 ;
} else //@assert sess == INACTIVE && asess == ACTIVE
asess = INACTIVE ;
return null ;
}
La méthode deconnexion préserve aussi les invariants et assure la désactivation de la session
de l’administrateur ou du client. Les actions login et deconnexion sont les seules qui modiﬁent
l’attribut sess dans les deux composants Client et Services. Ceci assure, que durant la communi-
cation du client avec le composant Services, l’invariant !(tents == 2 && sess == ACTIVE) est
préservé et les deux composants ne peuvent pas être situés dans un état où l’invariant est satis-
fait dans l’un des deux composants et pas dans l’autre. Cette propriété reﬂète le résultat établi
par le théorème 6.4 qui montre que seulement les invariants établis sur les variables totalement
contrôlées et les variables locales sont certainement préservés après la composition.
Dans l’implémentation de la méthode validerLocation, nous pouvons remarquer que, si
le crédit du client est suﬃsant, une durée de location est aﬀectée pour la location est le pa-
nier redevient vide (panier = VIDE) comme c’est indiqué dans le tableau 6.2. Les méthodes
ajouterAuPanier et validerLocation sont déﬁnies comme suit dans le composant Services.
/*@ requires idRes != 0
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&& sess == ACTIVE ; @*/
//@ ensures panier == NONVIDE
public void ajouterAuPanier(int idRes) {
if(panier == VIDE)
panier = NONVIDE ;
...
}
/*@ requires idMb != 0 && idLoc != 0 && sess == ACTIVE
&& panier == NONVIDE ; @*/
//@ ensures panier == VIDE ;
public boolean validerLocation(int idMb, int idLoc) {
try{
LocationRessource loc = (LocationRessource)
em.createNamedQuery("identifierLocation").
setParameter("id du membre",idMb).
setParameter("id de la location",idLoc).
getSingleResult();
int nvcrd = connecte.debiter(loc.getPrix()) ;
Date debut = new Date() ; Date fin = ... ;
//@assert debut.getTime() < fin.getTime();
loc.dureeLocation(debut,fin);
panier = VIDE ;
return true ; // action de sortie locValide!
} catch (CreditInsuffisantExp e) {
throw new LocNonValideExp("La location ne peut pas être




Dans ce chapitre, nous nous somme intéressés à la vériﬁcation, d’une part, de l’interopéra-
bilité des composants en utilisant simultanément les actions les variables partagées, et, d’autre
part, de la sûreté du fonctionnement du système après l’opération d’assemblage des composants.
Le formalisme des automates d’interface sémantiques proposé permet la vériﬁcation de l’inter-
opérabilité entre les composants aux niveaux signature, sémantique et protocole. Les propriétés
de sûreté sont des invariants déﬁnis sur les variables. Les propriétés d’invariance sont évaluées sur
tous les états du système de transitions étiquetées. En particulier, nous étudions la préservation
des invariants par la composition et le raﬃnement.
Nous avons montré également la possibilité d’utiliser les automates d’interface sémantiques







Implémentations et vérification des
automates d’interface sémantiques
Dans ce chapitre, nous présentons un environnement de spéciﬁcation basé sur le langage lSIA
(Language for describing and checking Semantical Interface Automata) permettant d’implanter
le formalisme des automates d’interface sémantiques (cf. chapitre 6). Les automates d’interface
sémantiques sont dotés d’une sémantique d’interopérabilité plus riche que celle des automates
d’interface classiques. La description de la sémantique des actions est basée sur l’utilisation des
paramètres et des variables. Ces variables peuvent être partagées entre la spéciﬁcation d’un
composant et celle de son environnement et permettent de reﬂéter la conduite du comportement
du composant et de sa communication avec l’environnement.
L’outil permet de construire la composition des automates d’interface sémantiques compa-
tibles. Le cœur du langage vériﬁe la compatibilité entre les spéciﬁcation des automates d’interface
sémantiques en vériﬁant la compatibilité sémantique des actions partagées. La vériﬁcation de la
compatibilité sémantique (cf. section 4.2) est eﬀectuée en utilisant le solveur automatique de
satisﬁabilité CVC3. Les spéciﬁcations des automates d’interface sémantiques sont translatées à
des spéciﬁcations TLA+ pour vériﬁer leurs sûretés par des techniques de model-checking.
Dans la section 7.1, nous présentons brièvement environnement de spéciﬁcation lSIA. Dans la
section 7.2, nous présentons comment l’outil prend en charge la vériﬁcation de la compatibilité
des automates d’interface sémantiques aux niveaux signature, sémantique et protocole. Dans la
section 7.3, nous présentons le langage de spéciﬁcation TLA+ utilisé pour spéciﬁer et vériﬁer les
propriétés de sûreté. Nous présentons aussi une implémentation de l’étude de cas présentée dans
le chapitre 6.
7.1 Langage de spécification lSIA
L’outil lSIA (Language for describing and checking Semantical Interface Automata) permet
de spéciﬁer et de vériﬁer des automates d’interface sémantiques. Il est implémenté en Objective
Caml [LDF+10]. Une spéciﬁcation lSIA est composée de trois parties :
1. les déclarations des types énumérés et les enregistrements ;
2. la déclaration des variables partagées ;
3. les spéciﬁcations des SIAs d’un ensemble de composants primitifs 1.
1. un composant primitif est un composant qui ne comporte pas des sous composants (cf. section 1.6).
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7.1.1 Types des variables
Les types supportés par le langage sont les booléens, les entiers, les réels, le type chaîne de
caractères, les types énumérés et les enregistrements. Le type booléen est identiﬁé par bool, les
entiers sont identiﬁés par le mot clé int, les réels sont identiﬁées par le mot clé real et les chaînes
de caractères sont identiﬁées par le mot clé string. Les types énumérés et les enregistrements
sont déclarés de la manière suivante :






où valuer i représente la ième valeur de type énumératif type enum et champ i représente le
ième champ de l’enregistrement type enreg.
7.1.2 Variables partagées
Le langage spéciﬁe les automates d’interface sémantiques d’un ensemble de composants C.
En se basant sur la déﬁnition formelle des automates d’interface sémantiques (cf. sections 6.1),
nous déﬁnissons la fonction ∆ : VC → 2C qui associe à chaque variable v ∈ VC , un sous-ensemble
de composants de C qui partagent et modiﬁent v. Pour chaque variable v dans VC ,




où Ac est l’automate d’interface sémantique d’un composant c ∈ C. L’ensemble des variables
partagées est déﬁni de la manière suivante
shared var_1 : type_1 by c_1, ..., c_k ;
var_2 : type_2 by d_1, ..., d_l ;
...
où c 1, ..., c k sont les composants qui partagent la variable var 1 et d 1, ..., d l sont
les composants qui partagent la variable var 2 pour k,l ≥ 1.
7.1.3 Spécification des automates d’interface sémantiques
La spéciﬁcation d’un automate d’interface sémantique qui représente un composant primitif
est déﬁnie de la manière suivante :
primitive ComposantPrimitif {
// Déclaration des variables locales
local loc_1 : type_1
loc_2 : type_2
// Ensemble des états
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states "s1", "s2", ...
initial "s1"
init [condition initiale sur les variables]
// Ensemble des actions d’entrée, de sortie et internes.
input ia_1, ia_2, ...
output oa_1, oa_2, ...
hidden ha_1, ha_2, ...
inv [invariant]
transitions
// liste des transitions étiquetées par ia
input ia_1 "s1" -> "s2" "s2" -> "s3"
in: pi1 : type_pi1, pi2 : type_pi2, ... ; out: po1 : type_po1, ...
// la sémantique de l’action ia
pre [précondition de ia]
transpred [prédicat de transition de ia]
post [post-condition de ia]
output oa_1 "s2" -> "s1"
in: qi1 : type_qi1, qi2 : type_qi2, ... ; out: qo1 : type_qo1, ...
pre [précondition de oa]
transpred [prédicat de transition de oa]
post [post-condition de oa]
...
}
Les variables locales sont visibles qu’à l’intérieur de la spéciﬁcation d’interface. La clause
initial déﬁnit l’état initial de l’automate. La clause init représente la condition initiale sur
les variables. Les clauses input, output et hidden représentent respectivement les ensembles des
actions d’entrée, de sortie et internes. La clause inv représente l’invariant qui doit être satisfait
par la spéciﬁcation. Pour chaque action a, les paramètres d’entrée et de sortie de a (précédés
respectivement par les mots clés in et out), et la sémantique (pré et post-conditions et prédicat
de transition) sont déﬁnis sous la clause transitions.
Exemple 7.1. Nous allons prendre comme exemple l’automate d’interface sémantique AC du
composant Client présenté dans l’exemple 6.1. Les types prédéﬁnis, les enregistrements et les
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record Membre {
id : int ;
...
}
shared sess : SessionStatut by Client, Services ;
panier : PanierStatut by Client, Services, Location
où SessionStatut et PanierStatut sont des types énumérés qui représentent respectivement
l’état de la session du client et l’état du panier d’achat virtuel. Le code suivant représente une
partie de la spéciﬁcation lSIA de l’automate AC est déﬁni comme suit :
primitive Client {
local // pas de variables locales
states "1", "2", "3", "4", "5"
initial "1"
init session = ‘inactive /\ panier = ‘vide
input connecte, echec, deconnexion, locValide, locNonValide
output login, ajouterAuPanier, validerLoc
inv true
transitions
output login "1" -> "2"
in: id : int, mdp : Chaine ; out : membre : Membre
pre id > 0 /\ mdp.taille <= 10 /\ mdp.taille >= 8 /\ sess = ‘inactive
transpred sess = ‘inactive /\ unchanged sess,panier
post membre.id = id
input connecte "2" -> "3"
pre sess = ‘inactive
transpred sess = ‘inactive
/\ sess’ = ‘active
/\ unchanged panier
post sess = ‘active
...
}
Le prédicat de transition de l’action login dans la spéciﬁcation de l’automate d’interface
sémantique AS peut être exprimé à l’aide d’une structure conditionnelle if/then/else (cf. ta-
bleau 6.2). 
output login "1" -> "2"
...
transpred sess = ‘inactive
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/\ if tents >= 0 then






7.2 Architecture de l’outil
L’architecture de l’outil permet de vériﬁer la compatibilité entre les spéciﬁcations des auto-
mates d’interface sémantiques conformément à notre approche proposée dans le chapitre 6. La





























Figure 7.1 – Structure de l’outil lSIA
Pour chaque deux automates d’interface sémantiques A1 et A2 composables, l’outil permet
de générer des structures de données qui représentent les deux automates et de vériﬁer leur
compatibilité au niveau signature, protocole et sémantique. L’outil permet aussi de générer des
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spéciﬁcations TLA+ (cf. section 7.3) pour vériﬁer les propriétés des automates d’interface sé-
mantiques par des techniques de model-checking.
Solveur CVC3
Nous avons choisi d’utiliser le solveur SMT (Satisfiability Modulo Theories) CVC3 [BT07,
SBD02] pour vériﬁer la compatibilité sémantique entre les actions partagées des automates d’in-
terface sémantiques. CVC3 est un solveur de satisﬁabilité automatique pour plusieurs logiques de
premier ordre typées modulo des théories contextuelles (comme l’arithmétique des entiers et les
réels, etc.). Brièvement, le solveur CVC3 vériﬁe si une formule donnée φ est valide ou non dans
une théorie déﬁnie T sous un ensemble d’hypothèses Γ. En d’autres termes, il vériﬁe si Γ |=T φ
(si φ est une conséquence logique de l’union de la théorie T et l’ensemble des hypothèses Γ).
7.3 Vérification des propriétés de sûreté
Dans cette section, nous allons montrer comment l’outil lSIA permet de vériﬁer la sûreté des
automates d’interface sémantiques en se basant sur le langage de spéciﬁcation TLA+. Comme
nous venons de mentionner dans la section précédente, l’outil peut générer pour chaque automate
d’interface sémantique (primitif ou composite) une spéciﬁcation TLA+ qui permet de raisonner
sur ses propriétés de sûreté et de vivacité décrites en fonction des variables. Dans le cadre de nos
travaux, nous avons traité uniquement la préservation des propriétés de sûreté (les invariants)
par la composition et le raﬃnement. Dans l’exemple présenté dans cette section, nous allons
montrer comment les deux types de propriétés sont spéciﬁées en TLA+.
7.3.1 Langage de spécification TLA+
La logique temporelle des actions (Temporal Logic of Actions) TLA a été introduite par
Leslie Lamport [Lam94] en 1994, TLA permet de spéciﬁer et de raisonner au sujet des systèmes
concurrents. Un système et ses propriétés sont représentés dans la même logique. Leslie Lamport
a développé progressivement un langage de spéciﬁcations, appelé TLA+ étendant TLA par des
notations de la théorie des ensembles et une structuration sous forme de modules.
Définition 7.1 (Logique temporelle des actions). La logique temporelle des actions permet de
combiner le système de transitions d’un système et ces propriétés sous la forme des formules tem-
porelles. Elle offre une abstraction mathématique sur laquelle se base la description des systèmes
réactifs et distribués pour concevoir structurellement des systèmes complexes.
TLA+ déﬁnit deux niveaux de syntaxes [Lam02, Lam94] : les formules d’actions, représentant
les états et le système de transitions, et les formules temporelles établissant les exécutions et les
propriétés. Elle inclut une signature de la logique de premier ordre (fonctions et symboles de
prédicats). Les variables en TLA+ se divisent en deux parties : les variables rigides relatives
aux valeurs, comme dans la logique de premier ordre, et les variables flexibles représentant les
composants des états.
Les formules d’action sont évaluées entre paires d’états en se basant sur les variables ﬂexibles.
Dans cette perspective, deux types sont distingués : les variables ﬂexibles primées (représentant
les valeurs des variables après l’exécution de l’action) et les variables ﬂexibles non primées (re-
présentant les valeurs des variables avant l’action) 2. Les formules d’action sans variables libres
primées sont appelées formules d’état.
2. exemples : hr ∈ (0..23), hr′ = hr + 1, n +m ′ < 3× k , ...
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Le comportement du système est spéciﬁé par la formule temporelle suivante :
Init ∧[Next]vars ∧ Liveness
où Init indique le prédicat initial. Le prédicat Next désigne la formule d’actions décrivant les
transitions possibles, (elle est la disjonction d’actions élémentaires Ai ). La notation [Next]vars 3
est traduite par le fait que toujours l’action Next est exécutée ou on reboucle sur le même état
(vars′ = vars). La dernière partie Liveness de la spéciﬁcation représente les conditions d’équité
indispensables pour vériﬁer les propriétés temporelles.
7.3.2 TLC : Model-checker de TLA+
TLC [Lam02] est un model-checker pour les spéciﬁcations TLA+. TLC vériﬁe des propriétés
en partant d’une spéciﬁcation Init ∧ [Next]vars ∧ Liveness. Si la spéciﬁcation ne contient pas des
formules temporelles à la ﬁn (de la forme Init∧ [Next]vars), TLC ignore la vériﬁcation temporelle.
La façon la plus eﬃcace de trouver des erreurs dans une spéciﬁcation consiste à essayer de
vériﬁer qu’elle satisfait les propriétés associées. TLC peut vériﬁer que la spéciﬁcation satisfait
une grande classe de formules temporelles. TLC peut également être exécuté sans lui indiquer
de propriétés. Dans ce cas, il ne cherchera que les erreurs de blocage (deadlock) ou des erreurs
absurdes (silliness errors) indiquant la violation de la sémantique de TLA+. Le model-checker
TLC doit avoir comme entrée un module TLA+ et un ﬁchier de conﬁguration. Le ﬁchier de
conﬁguration fournit à TLC les noms des spéciﬁcations, les propriétés à vériﬁer et les valeurs des
constantes.
7.3.3 Traduction des spécifications lSIA en TLA+
Dans ce paragraphe, nous allons montrer comment traduire les spéciﬁcations lSIA vers TLA+.
Nous allons prendre comme exemple l’automate d’interface sémantique AS du composant Services
présenté dans l’exemple 6.1. Dans l’annexe B, nous présentons les spéciﬁcations TLA+ complètes
des automates AC , AS et A′S des composants Client et Services (cf. exemple 6.4).
Les variables et leurs types sont déclarées de la manière suivante dans le module TLA+
associée à l’automate d’interface sémantique AS :
extends Naturals, Sequences , TLC
constants SessionStatut , PanierStatut
variables sess, panier , tents
vars
∆
= 〈sess, tents, panier〉
où SessionStatut et PanierStatut sont respectivement les types énumératifs des variables sess et
panier. Le tuple vars regroupe toutes les variables déclarées dans la spéciﬁcation. Le prédicat
initial Init est déﬁni de la manière suivante :
Init
∆
= ∧ sess = “inactive”
∧ tents = 2
∧ panier = “vide”
Le prédicat de transition de l’action login dans la spéciﬁcation du composant Services
output login
3. vars est un n-uplet de toutes les variables.
145
Chapitre 7. Implémentations et vérification des automates d’interface sémantiques
transpred sess = ‘inactive
/\ if tents >= 0 then




est traduit de la manière suivante en TLA+ :
login
∆
= ∧ sess = “inactive”
∧ if tents ≥ 0 then
∧ tents ′ = tents − 1
else
∧ unchanged 〈tents〉
∧ unchanged 〈sess, panier〉
Pareillement, le prédicat de transition de l’action ajouterAuPanier
input login
transpred sess = ‘active
/\ panier = ‘nonvide





est traduit de la manière suivante en TLA+ :
ajouterAuPanier
∆
= ∧ sess = “active”
∧ panier = “vide” ∨ panier = “nonvide”
∧ if panier = “vide” then
∧ panier ′ = “nonvide”
else
∧ unchanged 〈panier〉
∧ unchanged 〈sess, tents〉
Le prédicat UNCHANGED 〈var1,...,varn〉 est équivalent à la conjonction var′1 = var1 ∧ ... ∧
var′n = varn . Nous n’allons pas montrer toutes les actions, nous contentons de présenter ces deux
actions pour expliquer brièvement comment les actions sont traduites en TLA. Le comportement
du module est déﬁni par la formule suivante :
Spec
∆
= Init ∧✷[Next ]vars ∧ Liveness
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et Liveness est déﬁnie par la formule suivante
Liveness
∆
= SFvars(deconnexion) ∧ SFvars(connecte) ∧
SFvars(echec) ∧ SFvars(locValide) ∧
SFvars(locNonValide) ∧ SFvars(crdInsuff ) ∧
SFvars(nvCredit) ∧ SFvars(debiter)
où SFvars(a) est la condition d’équité forte (strong fairness) appliquée à l’action a. La condition
SFvars(a) assure que si l’événement Next ∧(vars′ 6= vars) 4 est inﬁniment souvent activable alors,
il peut se produire inﬁniment souvent. Nous assumons que les actions deconnexion, connecte,
locValide, locNonValide, crdInsuff, nvCredit, debiter et echec sont soumises à des conditions
d’équité fortes. Pour plus de détails sur les conditions d’équité, nous invitons le lecteur à consulter
le manuel de TLA+ [Lam02].
L’invariant du module est déﬁni par la formule ¬(tents = 2∧ sess = “active”). Les conditions
d’équité permettent aussi d’assurer la vériﬁcation de la formule temporelle (sess = “active” ❀
sess = “inactive” ≡ (sess = “active” ⇒ ✸(sess = “inactive”)) : si la session du client est active
donc elle doit être désactivée après un temps donné. La structure globale du module est déﬁnie
comme suit
module Services
extends Naturals, Sequences , TLC
constants SessionStatut , PanierStatut
variables tents, sess, panier
vars
∆
= 〈tents, sess, panier〉
Init
∆
= ∧ sess = “inactive”
∧ tents = 2
∧ panier = “vide”
/* Déclaration des actions et du prédicat Next */
/* Déclaration des conditions d’équité Liveness */
Spec
∆
= Init ∧✷[Next ]vars ∧ Liveness
Invariant
∆
= ¬(tents = 2 ∧ sess = “active”)
Live
∆
= sess = “active” ❀ sess = “inactive”
La spéciﬁcation TLA+ de l’automate d’interface sémantique A′S du composant Services (cf.
section B.3) satisfait les deux invariants ¬(tents = 2 ∧ sess = “active”) et ¬(sess = “active” ∧
sess = “inactive”) et les deux propriétés de vivacité (sess = “active” ❀ sess = “inactive”) et
(asess = “active” ❀ asess = “inactive”).
4. Les actions qui bouclent sur le même état (vars′ = vars) ne sont pas autorisées.
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L’outil permet de générer la composition des automates d’interface sémantique compatibles
et de les traduire vers des spéciﬁcation TLA+ pour vériﬁer la préservation des propriétés d’inva-
riance par la composition. Le traitement du raﬃnement reste une perspective de l’outil.
7.4 Synthèse
Dans ce chapitre, nous avons présenté le langage et l’outil de spéciﬁcation lSIA (Language
for describing and checking Semantical Interface Automata) qui permettent d’implémenter le
formalisme des automates d’interface sémantiques. L’analyseur syntaxique permet de vériﬁer
la compatibilité des actions au niveau signature. L’outil permet de tester la compatibilité des
automates d’interface sémantiques et de construire leur composition. Le moteur du langage vériﬁe
la compatibilité sémantique des actions durant le processus d’assemblage en utilisant le solveur
automatique de satisﬁabilité CVC3. Les spéciﬁcations des automates d’interface sémantiques
sont translatées à des spéciﬁcation TLA+ pour vériﬁer leurs sûretés par le model-checker TLC.




Concevoir des systèmes sûrs est une exigence essentielle qui doit être prise en compte lors de
développement des systèmes informatiques de grande taille. Cependant, la tâche de vériﬁcation
de la correction de ces systèmes par rapport à leurs spéciﬁcations est plus diﬃcile à mettre en
œuvre. La violation de certaines propriétés, essentielles à la survie d’un système, pourrait avoir
un coût exorbitant.
Dans le cadre de cette thèse, nous sommes intéressés par la spéciﬁcation et la vériﬁcation
des systèmes à base de composants logiciels. La conception de tels systèmes par assemblage
de composants réutilisables vise essentiellement à réduire leur coût de développement et de
maintenance. Un composant logiciel est décrit par la spéciﬁcation contractuelle de ses interfaces
de services fournis et requis. Cette spéciﬁcation doit, d’une part, ne pas dévoiler les détails
de l’implémentation du composant et, d’autre part, décrire suﬃsamment le composant pour
pouvoir l’utiliser. Souvent, les informations fournies par les interfaces des composants ne sont
pas suﬃsantes pour concevoir des systèmes corrects.
De manière générale, les modèles de composants utilisés dans le milieu industriel n’assurent
la vériﬁcation de l’interopérabilité qu’au niveau des signatures des opérations. Cependant, l’in-
teropérabilité fonctionnelle de deux ou plusieurs composants doit être vériﬁée aux niveaux des
signatures et sémantiques des opérations, et de leurs protocoles comportementaux. Cette vériﬁ-
cation doit être eﬀectuée en deux phases : lors du processus d’assemblage des composants en véri-
ﬁant la compatibilité et, ensuite, la sûreté de fonctionnement des composants. Plus précisément,
durant le processus d’assemblage, le concepteur du système doit s’assurer que les composants
sont interopérables et ne provoquent pas d’incompatibilités. Après le processus d’assemblage, le
système doit fonctionner correctement.
Pour augmenter le degré de conﬁance des systèmes à base de composants, nous avons proposé
une approche formelle basée sur le modèle des automates d’interface pour vériﬁer l’assemblage.
Les formalismes proposés permettent de décrire les niveaux signature, sémantique et protocole.
Le formalisme des automates d’interface [dAH01, AH05] permet de décrire les protocoles
des composants. Il est soumis à une approche optimiste de composition et de raﬃnement. Deux
composants sont compatibles s’il existe un environnement qui empêche leur composition de pro-
voquer des situations de blocage. Le raﬃnement des automates d’interface est déﬁni également
en respectant les contraintes de l’environnement.
Nous avons proposé, dans un premier temps, un modèle d’interface basé sur les automates
d’interface en prenant en compte la sémantique des paramètres des actions. Cette sémantique
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est décrite par des pré et post-conditions sur les paramètres. L’interopérabilité est vériﬁée en
calculant la satisﬁabilité d’implications entre les pré et post-conditions basées sur les règles de
sous-typage sémantique proposées dans [Ame91].
Dans le cas où l’interopérabilité implicite des composants n’est pas envisageable, nous pro-
posons une méthodologie d’adaptation des composants dont les contrats sont décrits par des
automates d’interface enrichis par la sémantique des actions. Premièrement, cette méthodologie
permet de vériﬁer l’adaptabilité sémantique entre les actions non partagées de deux automates
d’interface qui sont censées être impliquées dans une communication. Deuxièmement, elle per-
met d’exhiber un automate d’interface adaptateur qui garantit leur communication. L’algorithme
proposé teste l’adaptabilité de deux automates d’interface et il génère un adaptateur s’ils sont
adaptables.
Pour vériﬁer l’interopérabilité des composants qui communiquent par des actions et des va-
riables partagées, nous avons rendu plus expressif le modèle des automates d’interface par l’ajout
des variables. Le nouveau formalisme, appelé automates d’interface sémantique, utilise les actions
et les variables pour vériﬁer, d’une part, l’interopérabilité et, d’autre part, pour raisonner sur
le comportement des composants en vériﬁant leurs propriétés de sûreté. Nous avons étudié en
particulier la préservation d’invariants par la composition et par le raﬃnement. De plus, nous
avons montré également comment utiliser les automates d’interface sémantiques pour générer
une partie de l’implémentation des composants.
Pour valider nos travaux, nous avons présenté un environnement de spéciﬁcation permet-
tant de décrire les automates d’interface sémantiques des composants. Cet outil, appelé lSIA
(Language for describing and checking Semantical Interface Automata), permet de vériﬁer la
compatibilité entre les automates d’interface sémantiques, les composer, et vériﬁer leur sûreté
par des techniques de model-checking. La compatibilité sémantique des actions est vériﬁée en
utilisant le solveur de satisﬁabilité CVC3. L’outil permet également de traduire les spéciﬁcations
des automates d’interface sémantiques vers des modules TLA+ vériﬁables par le model-checker
TLC.
2 Perspectives
Nous traçons les perspectives suivantes pour poursuivre nos travaux :
– la prise en compte des aspects non-fonctionnels ;
– l’extension de l’approche d’adaptation proposée dans le chapitre 5 par l’utilisation des
variables ;
– l’étude de la préservation et la dérivation des propriétés temporelles des composants ;
– étendre l’outil pour supporter les spéciﬁcations architecturales et la vériﬁcation du raﬃne-
ment.
La première perspective consiste à adapter les formalismes proposés dans la thèse pour vériﬁer
les exigences de performance et de qualité, appelées couramment les propriétés non-fonctionnelles.
Ces propriétés sont requises pour s’assurer du bon fonctionnement d’un système à base de com-
posants dans un environnement opérationnel et réactif. Elles recouvrent les disponibilités des
composants, leurs temps de réponse, etc. Ces propositions doivent s’inspirer des travaux comme
ceux proposés dans [AHS02] qui traitent les contraintes temporisées des automates d’interface
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pour vériﬁer l’interopérabilité et l’adaptation des composants.
La deuxième consiste à proposer une approche d’adaptation des automates d’interface séman-
tiques. La méthodologie d’adaptation proposée, dans le chapitre 5, ne supporte pas l’utilisation
des variables. On pourrait utiliser ces variables pour générer le code du composant adaptateur
et de vériﬁer la dérivation des propriétés de sûreté.
La troisième piste de travail revêt un interêt industriel. Elle consiste à étudier la préservation
et la déduction des propriétés temporelles des systèmes à base de composants. Dans la partie
outillage, nous avons montré uniquement la possibilité de vériﬁer les propriétés temporelles au
niveau des spéciﬁcation TLA+, il reste à déﬁnir les bases théoriques de ce problème et le traiter
plus formellement comme nous l’avons fait pour les propriétés d’invariance.
La quatrième perspective consiste à étendre l’outil lSIA pour supporter le raﬃnement des
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Preuves des théorèmes 3.1, 3.3 et 4.1
A.1 Preuve du théorème 3.1
Théorème 3.1. Soient trois automates d’interface A1, A2 et A3 composables mutuellement, alors
les automates d’interface (A1 ‖ A2) ‖ A3 et A1 ‖ (A2 ‖ A3) sont égaux.
Démonstration. La preuve du théorème est déduite à partir de la preuve détaillée dans [AH05].
Les automates d’interface A1, A2 et A3 sont mutuellement composables. Considérons le produit
A1⊗A2⊗A3, l’associativité de ⊗ (preuve dans [CL06]) implique que (A1⊗A2)⊗A3 = A1⊗(A2⊗
A3) = (A1 ⊗A3)⊗A2. Un état (s1, s2, s3) est illégal dans A1 ⊗A2 ⊗A3 s’il y a une paire (si , sj )
dans le produit Ai ⊗ Aj pour i et j ∈ {1, 2, 3} et i 6= j. Un état (s1, s2, s3) est incompatible




3) dans A1⊗A2⊗A3 atteignable de manière
autonome à partir de (s1, s2, s3) (atteignable en activant uniquement les des transitions étiquetées
par des actions interne ou de sortie). Pour k ≥ 0, un état (s1, s2, s3) est incompatible de rang




3) atteignable à partir de (s1, s2, s3) de manière autonome en
activant au plus k transitions.
Pour prouver que la composition A1 ‖ A2 ‖ A3 est associative, il suﬃt de prouver que
A1 ‖ A2 ‖ A3 est le produit associatif A1 ⊗ A2 ⊗ A3 en enlevant tous les états incompatibles.
La preuve est divisée en deux étapes. Premièrement, nous montrons qu’un état (s1, s2, s3) est
incompatible s’il existe une paire (si , sj ) incompatible dans n’importe quel produit Ai ⊗Aj pour
i et j ∈ {1, 2, 3} et i 6= j. Deuxièmement, nous devons montrer que tout (s1, s2, s3) incompatible




3) atteignable à partir de (s1, s2, s3) de
manière autonome. Pour cela, il suﬃt de montrer que s’il existe certaines transitions étiquetées par
des actions d’entrée atteignables à partir de (si , sj ) et supprimées en calculant une composition
Ai ‖ Aj pour i et j ∈ {1, 2, 3} et i 6= j, alors si on considère le produit A1 ⊗ A2 ⊗ A3 en
enlevant ces transitions, il y aura toujours une exécution autonome entre (s1, s2, s3) et un état





1. Soit un état (s1, s2, s3) dans le produit A1⊗A2⊗A3 et une projection (si , sj ) de (s1, s2, s3)
incompatible de rang k dans le produit Ai⊗Aj , nous montrons que (s1, s2, s3) est incompa-
tible de rang k ′ tel que k ′ ≤ k . Soit le chemin autonome σ le plus petit entre (si , sj ) et un
état illégal (ti , tj ) dans le produit Ai ⊗ Aj . Nous avons trois cas de ﬁgure. Premièrement,
si (si , sj ) est un état illégal dans Ai ⊗ Aj (de rang 0), alors (s1, s2, s3) est un état illégal
de rang 0 dans le produit A1 ⊗ A2 ⊗ A3. Deuxièmement, si la première transition dans σ
correspond à une transition étiquetée par une action interne ou de sortie dans le produit




3) successeur de (s1, s2, s3), en activant cette transition,
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est incompatible de rang k -1. La preuve est itérée par induction jusqu’à l’état illégal (ti , tj )
de rang 0 qui correspond à un état illégal (t1, t2, t3) de rang 0 dans le produit A1⊗A2⊗A3
(le premier cas). Troisièmement, si la première transition dans σ correspond à une transi-
tion étiquetée par une action de sortie dans le produit Ai ⊗ Aj qui n’est pas acceptée en
entrée dans le produit total A1⊗A2⊗A3, alors (s1, s2, s3) est un état illégal de rang 0 dans
A1 ⊗ A2 ⊗ A3. Nous avons donc prouver qu’un état (s1, s2, s3) est incompatible s’il existe
une paire (si , sj ) incompatible dans n’importe quel produit Ai ⊗Aj pour i et j ∈ {1, 2, 3}
et i 6= j.
2. Soit un état s incompatible dans le produit A1 ⊗ A2 ⊗ A3. Supposant qu’il existe des
transitions étiquetées par des actions d’entrée dans le produit Ai ⊗ Aj (pour i et j ∈
{1, 2, 3} et i 6= j ) atteignables à partir de r (la projection de s dans Ai ⊗Aj ) et supprimées
de Ai⊗Aj , en calculant la composition Ai ‖ Aj , et du produit complet A1⊗A2⊗A3. Le seul
type de transitions qui peuvent être supprimées de cette manière sont les transitions internes
(t , a, t ′) dans A1 ⊗ A2 ⊗ A3 dont la projection (v , a, v ′) dans Ai ⊗ Aj est une transition
étiquetée par une action d’entrée. Cette transition est synchronisée par son équivalente
de sortie dans le produit complet. Une fois (t , a, t ′) est retirée, l’action d’entrée a n’est
plus activable à partir de l’état v parce que les automates d’interface sont déterministes.
Par conséquent, dans le produit ﬁnal, l’état t est un état illégal. Ainsi, même après la
suppression de la transition (t , a, t ′) du produit A1 ⊗A2 ⊗A3, il y a un chemin autonome
entre s et un état illégal, par exemple t.
Nous pouvons donc déduire que la composition des automates d’interface composables est
associative.
A.2 Preuve du théorème 3.3
Théorème 3.3. Soient trois automates d’interface A, A′ et E tel que A′ et E sont composables






E . Si A ∼ E et A
′  A, alors A′ ∼ E et A′ ‖E  A ‖E.
Démonstration. Pour prouver que A′ ∼ E sous les prémisses du théorème, nous devons montrer
que chaque chemin autonome σ′ qui mène à un état illégal dans A′ ⊗ E à partir de l’état initial
iA′⊗E est simulé transition par transition, par un chemin autonome σ qui mène à un état illégal
dans A ⊗ E à partir de l’état initial iA⊗E . Soit une transition (r , a, r ′) ∈ σ′, nous distinguons
trois cas :











E . Donc, a est aussi une action de sortie dans A. La
projection (v , a, v ′) de (r , a, r ′) dans A′ est simulée par une suite de transitions internes
de taille l ≥ 0 qui commence à partir d’un état w et suivie par une transition (w ′′, a,w ′)
dans A. Cette suite de transition internes de taille l correspond à une suite de transitions
internes de la même taille dans A ⊗ E qui commence à partir d’un état s = (w , e) et qui
termine par (w ′′, e) tel que e ∈ SE . Si a n’est pas activable dans E à partir de e alors nous
avons atteint un état illégal dans A⊗ E , soit l’état (w ′′, e). Sinon, il existe une transition
(s ′′, a, s ′) ∈ δA⊗E telle que a ∈ ΣHA⊗E et s
′′ = (w ′′, e) et la simulation continue.
– si a ∈ ΣHA′ , la projection (v , a, v
′) de (r , a, r ′) dans A′ est simulée par une suite de tran-
sitions internes de taille l ≥ 0 qui commence à partir d’un état w dans A. Cette suite de
transition internes de taille l correspond à une suite de transitions internes de la même
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taille dans A⊗E qui commence à partir d’un état s = (w , e) et qui termine par (w ′, e) tel
que e ∈ SE ; et la simulation continue.









a est aussi une action d’entrée dans A. La projection (v , a, v ′) de (r , a, r ′) dans A′ est
simulée par une transition (e, a, e ′) dans E . L’état e correspond à un état atteignable
s = (w , e) ∈ SA⊗E . Si a n’est pas activable dans A à partir de w alors nous avons atteint
un état illégal dans A⊗E , soit l’état (w , e). Sinon, il existe une transition (s, a, s ′) ∈ δA⊗E
telle que a ∈ ΣHA⊗E et la simulation continue.








(triviale) et (2) qu’il existe une simulation alternée ′ entre A′ ‖ E et A ‖ E tel que i ′ ′ i
i ∈ IA‖E et i ′ ∈ IA′‖E . Soit une simulation alternée  entre A et A′ tel que iA′ et iA sont
respectivement les états initiaux de A et A′. Une simulation alternée ′ entre A′ ‖ E et A ‖ E
peut être déﬁnit comme suit : (s ′, t ′) ′ (s, t) ssi (1) s ′  s, (2) t = t ′ et (3) (s, t) n’est pas un
état illégal de A⊗ E .
A.3 Preuve du théorème 4.1
Théorème 4.1. Le produit ⊗ des automates d’interface est une opération commututative et
associative dans le cas où ils sont composables mutuellement.
Démonstration. La preuve de la commututativité est triviale. Il reste à prouver l’associativité. Il
est déjà prouvé que l’opérateur ⊗, déﬁni dans le chapitre 3, est associatif. La seule diﬀérence entre
la déﬁnition précédente et celle donnée dans le chapitre 3 est que les transitions synchronisées
dans le produit de deux automates d’interface sont celles étiquetées par des actions partagées
externes compatibles sémantiquement.
Les ensembles Partagées(A1,A2), Partagées(A1,A3) et Partagées(A2,A3) sont disjoints mu-
tuellement à cause de la composabilité mutuelle des trois automates. Il est évident que les en-
sembles des états, des actions d’entrée de sortie et internes, et la fonction sémantique Ψ des au-
tomates (A1⊗A2)⊗A3 et A1⊗(A2⊗A3) sont les mêmes. Il reste donc à prouver que δ(A1⊗A2)⊗A3
égal à δA1⊗(A2⊗A3). Pour prouver E = F , il suﬃt de prouver que E ⊆ F et F ⊆ E . Pour prou-
ver que δ(A1⊗A2)⊗A3 ⊆ δA1⊗(A2⊗A3), il faut montrer que (1) pour toute (s, a, s
′) ∈ δ(A1⊗A2)⊗A3 ,






3)) de (A1 ⊗ A2) ⊗ A3, si
a ∈ Partagées(Ai ,Aj ) et SemCompa(Ai ,Aj ) tel que i , j ∈ {1, 2, 3} et i 6= j , alors (si , a, s ′i)
∈ δAi , (sj , a, s
′
j ) ∈ δAj et sk = s
′
k pour k ∈ {1, 2, 3} \ {i , j}. Par conséquent, il existe une tran-






k )) est une transition de
Ai ⊗ (Aj ⊗ Ak ). Nous avons donc montrer que δ(A1⊗A2)⊗A3 ⊆ δA1⊗(A2⊗A3). L’autre sens de




Traduction des spécifications lSIA vers
TLA+
B.1 Spécification TLA+ de l’automate d’interface sémantique du
composant Client
module Client
extends Naturals, Sequences , TLC







= ∧ sess = “inactive”
∧ panier = “vide”
login
∆




= ∧ sess = “inactive”








= ∧ sess = “active”
∧ panier = “vide” ∨ panier = “nonvide”
∧ if panier = “vide” then






= ∧ sess = “active”
∧ panier = “nonvide”
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= ∧ sess = “active”























= sess = “active” ❀ sess = “inactive”
B.2 Spécification TLA+ de l’automate d’interface sémantique du
composant Services
module Services
extends Naturals, Sequences , TLC
constants SessionStatut , PanierStatut
variables sess, panier , tents
vars
∆
= 〈sess, tents, panier〉
Init
∆
= ∧ sess = “inactive”
∧ tents = 2
∧ panier = “vide”
login
∆
= ∧ sess = “inactive”
∧ if tents ≥ 0 then
∧ tents ′ = tents − 1
else
∧ unchanged 〈tents〉
∧ unchanged 〈sess, panier〉
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connecte
∆
= ∧ sess = “inactive”
∧ tents ≥ 0 ∧ tents < 2
∧ sess ′ = “active”
∧ unchanged 〈panier , tents〉
echec
∆




= ∧ sess = “active”
∧ panier = “vide” ∨ panier = “nonvide”
∧ if panier = “vide” then
∧ panier ′ = “nonvide”
else
∧ unchanged 〈panier〉
∧ unchanged 〈sess, tents〉
validerLoc
∆
= ∧ sess = “active”




= ∧ sess = “active”




= ∧ sess = “active”




= ∧ sess = “active”




= ∧ sess = “active”
∧ panier = “nonvide”
∧ unchanged 〈sess, panier , tents〉
nvCredit
∆
= ∧ sess = “active”
∧ panier = “nonvide”
∧ unchanged 〈sess, panier , tents〉
dureeLocation
∆
= ∧ sess = “active”
∧ panier = “nonvide”
∧ panier ′ = “vide”
∧ unchanged 〈sess, tents〉
deconnexion
∆
= ∧ sess = “active”
∧ sess ′ = “inactive”
∧ tents ′ = 2
∧ unchanged 〈panier〉
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= SFvars(deconnexion) ∧ SFvars(connecte) ∧
SFvars(echec) ∧ SFvars(locValide) ∧




= Init ∧✷[Next ]vars ∧ Liveness
Invariant
∆
= ¬(tents = 2 ∧ sess = “active”)
Live
∆
= sess = “active” ❀ sess = “inactive”
B.3 Spécification TLA+ de l’automate d’interface sémantique du
composant Services raffiné
module ServiceRaf
extends Naturals, Sequences , TLC
constants SessionStatut , PanierStatut
variables sess, asess, panier , tents
vars
∆
= 〈asess, sess, tents, panier〉
Init
∆
= ∧ sess = “inactive”
∧ asess = “inactive”
∧ tents = 2
∧ panier = “vide”
login
∆
= ∧ sess = “inactive”
∧ asess = “inactive”
∧ if tents ≥ 0 then
∧ tents ′ = tents − 1
else
∧ unchanged 〈tents〉
∧ unchanged 〈sess, asess, panier〉
su
∆
= ∧ sess = “inactive”
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∧ asess = “inactive”
∧ unchanged 〈sess, asess, panier , tents〉
connecte
∆
= ∧ sess = “inactive”
∧ asess = “inactive”
∧ ∨ ∧ if tents < 2 ∧ tents ≥ 0 then





∧ asess ′ = “active”
∧ unchanged 〈sess〉
∧ unchanged 〈panier , tents〉
echec
∆
= ∧ sess = “inactive”
∧ asess = “inactive”
∧ unchanged 〈sess, asess, panier , tents〉
ajouterAuPanier
∆
= ∧ asess = “inactive”
∧ sess = “active”
∧ panier = “vide” ∨ panier = “nonvide”
∧ if panier = “vide” then
∧ panier ′ = “nonvide”
else
∧ unchanged 〈panier〉
∧ unchanged 〈asess, sess, tents〉
validerLoc
∆
= ∧ sess = “active”
∧ panier = “nonvide”
∧ unchanged 〈asess, sess, tents, panier〉
locValide
∆
= ∧ sess = “active”
∧ panier = “vide”
∧ unchanged 〈asess, sess, tents, panier〉
locNonValide
∆
= ∧ sess = “active”
∧ panier = “nonvide”
∧ unchanged 〈asess, sess, panier , tents〉
debiter
∆
= ∧ sess = “active”
∧ panier = “nonvide”
∧ unchanged 〈asess, sess, panier , tents〉
crdInsuff
∆
= ∧ sess = “active”
∧ panier = “nonvide”
∧ unchanged 〈asess, sess, panier , tents〉
nvCredit
∆
= ∧ sess = “active”
∧ panier = “nonvide”
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∧ unchanged 〈asess, sess, panier , tents〉
dureeLocation
∆
= ∧ sess = “active”
∧ panier = “nonvide”
∧ panier ′ = “vide”
∧ unchanged 〈asess, sess, tents〉
validerInscription
∆




= ∧ sess = “active” ∨ asess = “active”
∧ if sess = “active” then
∧ sess ′ = “inactive”
∧ tents ′ = 2
∧ unchanged 〈asess〉
else
∧ asess ′ = “inactive”




= ∨ login ∨ su ∨ connecte
∨ echec ∨ deconnexion
∨ ajouterAuPanier
∨ validerLoc ∨ locValide ∨ locNonValide





= SFvars(deconnexion) ∧ SFvars(connecte) ∧
SFvars(echec) ∧ SFvars(locValide) ∧
SFvars(locNonValide) ∧ SFvars(crdInsuff ) ∧
SFvars(nvCredit) ∧ SFvars(debiter) ∧ SFvars(su)
Spec
∆
= Init ∧✷[Next ]vars ∧ Liveness
Invariant 1
∆
= ¬(tents = 2 ∧ sess = “active”)
Invariant 2
∆
= ¬(sess = “active” ∧ asess = “active”)
Live 1
∆
= sess = “active” ❀ sess = “inactive”
Live 2
∆
= asess = “active” ❀ asess = “inactive”
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