Abstract. This paper analyzes the discrete energy laws associated with first-order system least-squares (FOSLS) discretizations of time-dependent partial differential equations. Using the heat equation and the timedependent Stokes' equation as examples, we discuss how accurately a FOSLS finite-element formulation adheres to the underlying energy law associated with the physical system. Using regularity arguments involving the initial condition of the system, we are able to give bounds on the convergence of the discrete energy law to its expected value (zero in the examples presented here). Numerical experiments are performed, showing that the discrete energy laws hold with order O h 2p , where h is the mesh spacing and p is the order of the finite-element space. Thus, the energy law conformance is held with a higher order than the expected, O (h p ), convergence of the finite-element approximation. Finally, we introduce an abstract framework for analyzing the energy laws of general FOSLS discretizations.
Introduction
First-order system least squares (FOSLS) is a finite-element methodology that aims to reformulate a set of partial differential equations (PDEs) as a system of first-order equations [1, 2] . The problem is posed as a minimization of a functional in which the first-order differential terms appear quadratically, so that the functional norm is equivalent to a norm meaningful for the given problem. In equations of elliptic type, this is usually a product H 1 norm. Some of the compelling features of the FOSLS methodology include: self-adjoint discrete equations stemming from the minimization principle; good operator conditioning stemming from the use of first-order formulations of the PDE; and finite-element and multigrid performance that is optimal and uniform in certain parameters (e.g., Reynolds number for the Navier-Stokes equations), stemming from uniform product-norm equivalence.
where u represents the fluid velocity and ν is the fluid viscosity, accounting for the dissipation in the system. Applying the so-called least-action principle results in the integral equation, ∂u ∂t + ∇p, y = ∇ · ν∇u, y , ∀y ∈ V,
where we assume an incompressible fluid, ∇ · u = 0, and an appropriate Hilbert space, V. Here, we use ·, · to denote the L 2 (Ω) inner product. In strong form, we obtain the time-dependent Stokes' equations (assuming appropriate boundary conditions):
Note that the energy law can also be derived directly from the PDE itself. First, we consider the weak form of (3)- (4), multiplying (3) by u and (4) by p and integrate over Ω. After integration by parts we obtain the following relations:
∂ ∂t u, u + ∇p, u + ν∇u, ∇u − u, ∇p .
Here, we have assumed that the boundary conditions are such that the boundary terms, resulting from the integration by parts, vanish. Hence, we have 1 2 ∂ ∂t u, u = − ν∇u, ∇u .
This approach can also be applied to other PDEs, such as the heat equation, to show similar energy dissipation relations. Let ν be the thermal diffusivity of the body Ω, and u its temperature. Then the PDE describing the temperature distribution in Ω is as follows, ∂u ∂t − ∇ · ν∇u = 0, on Ω, u = 0, on ∂Ω.
As before, we multiply (5) by u and integrate over Ω to obtain that
which is the scalar version of (2) . For the remainder of the paper, we analyze (2), specifically how closely the FOSLS method can approximate the energy law discretely. We will consider both the scalar (heat equation) and the vector version (Stokes' equation) in the numerical results, as the form of the energy law is identical. First, we discuss how moving to a finite-dimensional space affects the energy law.
Heat Equation
First, we consider the heat equation, assuming a constant diffusion coefficient ν = 1 for simplicity, homogeneous Dirichlet boundary conditions, and a given initial condition:
To discretize the problem in time, we consider a symplectic, or energy-conserving, time-stepping scheme such as Crank-Nicolson. Given a time step size, τ , and time t n = τ n, we approximate u n = u(x, t n ) with the following semi-discrete version of (6),
To simplify the calculations later, we introduce an intermediate approximation, u n+ 1 2 , and re-write the semi-discrete problem as
Remark 1. To obtain the semi-discrete energy law for (9), we perform a similar procedure as done in Section 2, where we multiply the first equation in (9) by u n+ 1 2 and integrate over the domain. After some simple calculations, we obtain the corresponding energy law, using L 2 −norm notation:
To use the FOSLS method, we now put the operator into a first-order system. Since we have reduced the problem to a reaction-diffusion type problem, we introduce a new vector V = ∇u, and use the H 1 -elliptic equivalent system [1, 2] :
Note that Dirichlet boundary condition on the continuous solution, u, gives rise to tangential boundary conditions on V, V × n = 0, where n is the normal vector to the boundary. Next, we consider a finite-dimensional subspace of a product H 1 space, V h , and perform the FOSLS minimization of (11) over V h :
For each n, the above minimization results in the following weak set of equations:
where the inner products and norms are all in L 2 (scalar or vector, depending on context), unless otherwise noted.
Note, that with the introduction of V, the discrete form of the FOSLS energy law can now be written,
The goal of the remainder of this Section is to show how well this energy law is satisfied. To do so, we make use of the following assumption. Assumption 1. Assume that the initial condition is smooth enough and the projection onto the finite-element space has the following property,
where p is the order of the finite-element space being considered.
Then, using standard regularity estimates we obtain the following Lemma.
.. be a sequence of semi-discrete solutions to (9) . Then, for any successive time steps, there exists a constant C > 0, such that
A consequence of this regularity estimate is a bound on the error in the approximation.
Letû be the exact solution of the corresponding PDE, i.e.,
Then,
where the constant C(τ ) may also depend on τ .
Proof. For a fixed τ , the PDE is a reaction-diffusion equation. Therefore, standard results from the FOSLS discretization of reaction-diffusion can be used [1, 2] . Note that for a standard FOSLS approach, C(τ ) = O 1 τ 2 , but a rescaling of the equations may ameliorate this "worst-case scenario."
Next, we make the following observation, which follows from the well-posedness of the FOSLS formulation [1, 2] .
h and (u 2 , V 2 ) ∈ V h be two solutions to the following FOSLS weak forms with different right-hand sides,
This, then, yields the following result.
Lemma 4.
Given the solution to the semi-discrete equation, (9) , and the fully discrete solution, we can bound the error in the L 2 norm:
Proof. Letũ h n+ 1 2 be the scalar part of the FOSLS solution ũ h n+ 1 2 ,Ṽ h n+
where the exact semi-discrete solution u n , at the previous time step, is used in the right-hand side. By the triangle inequality,
By Lemma 3, we have
The functionsũ h n+ 1 2 and u n+ 1 2 are, respectively, FOSLS and exact solutions of the same boundary value problem (15) . Hence, from Lemma 2, we have
Combining (16), (17) and (18), we obtain (14) .
Finally, we have the following result on the approximation of the exact energy law (13) . defined as before). There exists C(τ ) > 0 such that
Proof. To simplify the notation, define the energy law we wish to bound as,
Note that
, and V h n+
where the latter equation is obtained by integration by parts, continuity of the spaces, and appropriate boundary conditions. Thus,
Next, consider adding and subtracting the solutions to the semi-discrete, (11), and fully discrete, (12) , FOSLS system from the previous time step,
where we have defined M h n := min
Then, adding and
Using the continuity of L τ , followed by Lemma 3, gives
Combining the two terms completes the proof.
To provide a better bound for the FOSLS energy law (13), we introduce a measure for the truncation error defined as
where u 
Proof. Using the definitions of u h n+ 1 2 and u n+ 1 2 , the triangle inequality, and Lemma 4,
An induction argument then gives
With Assumption 1,
Using some regularity arguments for each u i , we get,
Then, with the definition of δ and the result from Theorem 1, the proof is complete.
We note that the bound in Corollary 1 is a rather pessimistic one. At a fixed time, t, we expect the quality of both the fully discrete and semi-discrete approximations to the true solution to improve as τ
While the theoretical justification of such statement may be plausible, it is non trivial as the discrete quantities involved in the definition of δ do not possess enough regularity (they are just finite-element functions, only in H 1 ).
Stokes' Equations
Next, we return to the time-dependent Stokes' equations, (3)-(4). For simplicity, we again assume ν = 1, and rewrite the equations using Dirichlet boundary conditions for the normal components of the velocity field, and zero-mean average for the pressure field,
Using a similar semi-discretization in time with Crank-Nicolson that was done in (9) yields,
To use the FOSLS method, we put the operator into a first-order system in a similar fashion to the heat equation. Least-squares formulations are wellstudied for Stokes' system and we consider a simple, velocity-gradient-pressure formulation, where a new gradient tensor, V = ∇u, is used to obtain an H 1 -elliptic equivalent system [12, 13, 14] :
Appropriate boundary condition on the continuous solution, such as n·u = 0, gives rise to tangential boundary conditions on V, V × n = 0, where n is the normal vector to the boundary. Ultimately, the corresponding semi-discrete energy law is
Finally, we minimize the residual of (27) over a finite-dimensional subspace of the product H 1 Sobolev space in the L 2 norm obtaining the weak equations,
Note, that the weak system is similar to (12) and the energy law is identical to (13) in vector form. Thus, all the above theory still holds subject to enough regularity of the solution to the time-dependent Stokes' equations [15, 16] and a suitable generalization of the definition of δ.
Numerical Experiments
For the numerical results presented here, we use a C++ implementation of the FOSLS algorithm, using the modular finite-element library MFEM [17] for managing the discretization, mesh, and timestepping. The linear systems are solved by direct method using the UMFPACK package [18] .
Heat Equation
First, we consider the heat equation, (6) , and its discrete FOSLS formulation, (12) , on a triangulation of Ω = (0, 1) × (0, 1). The data is chosen so that the true solution is u(x, y, t) = sin(πx) sin(πy)e (12), using various orders of the finite-element space (p = 1 -linear; p = 2 -quadratic; and p = 3 -cubic). Mesh spacing is h = Figure 2 indicates how the timestepping affects the convergence of the energy law. As discussed above, taking more time steps decreases the error in the energy law, showing that we can improve the results on the bound, u n − u h n . On the other hand, if only one time step is taken, the convergence slightly worsens for small τ , which is consistent with the constants found in Theorem 1 and Corollary 1.
Stokes' Equations
Next, we consider Stokes' Equations, (21) , and the FOSLS discretization described above, (29). The same domain, Ω = (0, 1) × (0, 1), is used, and we assume data that yields the exact solution,
This produces a C ∞ solution that satisfies the appropriate boundary conditions and regularity arguments needed for the bounds on the energy law described above. Similarly to the heat equation, Figure 3 compares the convergence of the energy law to zero as the mesh is refined for a fixed time step. Again, we see that the convergence is O h 2p , where p is the order of the finite-element space being considered, confirming that Theorem 1 can also be applied to the timedependent Stokes' equations. Thus, the FOSLS discretization can adhere to the energy law for fluid-type systems, and has the potential for capturing the relevant physics of other complex fluids. Figure 4 again confirms how we expect the timestepping to affect the convergence of the energy law. Taking more time steps decreases the error in the energy law, while the convergence slightly worsens for small τ . These results also highlight the similarities between the energy laws of the heat equation and the time-dependent energy laws. Since both have underlying energy laws that are similar, the FOSLS discretization is capable of capturing both with high accuracy.
Discussion: General Discrete Energy Laws
The above results show that FOSLS discretizations of two specific PDEs yield higher-order approximation of their underlying energy laws. In this section, we give a more general result, which suggests ideas for extending this theory for other discrete energy laws using FOSLS discretizations.
FOSLS Discrete Energy Laws
As encountered earlier, an energy law is an integral relation of the form:
where L : V → V is a linear operator (that involves boundary conditions), V is a function space, and u ∈ V is the solution to
To match the time-dependent problems considered in earlier sections, V corresponds to a computational domain that involves both space and time, or as is often dubbed, a "space-time" domain: Ω = Ω ×[0, T ]. Further, we define a finitedimensional space, V h on Ω corresponding to a triangulation of this space-time domain, as well as a "stationary" finite-dimensional space, V h , for t = 0. Regarding such space-time discrete spaces and the related constructions, we refer the reader to the classical works by Johnson et al. [19, 20] , to [21] for space-time least squares formulations, and to [22] for space-time iso-geometric analysis and a comprehensive literature review.
To present the FOSLS discretization in an abstract setting, we define an extension of u 0 to the whole of Ω. Without loss of generality, we assume that the initial condition is a piecewise polynomial and, more precisely, u 0 ∈ V h . Hence, we define the extension w h ∈ V h of u 0 so that w h (x, 0) = u 0 (x). This gives a non-homogenous problem with zero initial guess, which is equivalent to (31). Its weak form is: Find u ∈ V such that for all v ∈ V o there holds
Here, the space, V o , is the subspace of V of functions with vanishing trace at t = 0 (zero initial condition). In a typical FOSLS setting, for the heat equation, u is a vector-valued function and the extension w h needs to be modified accordingly.
We then have the following space-time FOSLS discrete problem: Find u h ∈ V h such that for all v h ∈ V h,o there holds
Restricting V to a finite-element space-time space, V h ⊂ V, results in a restriction of L on V h , which is often called the "discrete operator".
In the following, we keep Lu, u in all estimates allowing for a non-homogenous right-hand side in (30). We now estimate the error in the energy law, namely the difference Lu, u − Lu h , u h .
Theorem 2.
If u h ∈ V h is the FOSLS solution of (33). Then, the following estimate holds:
Proof. For the left side of (34) we have
Using the continuity of L and the standard error estimates for the FOSLS discretization,
This concludes the proof.
Exact Discrete Energy Law
Next, we provide a necessary and sufficient condition for the FOSLS discretization to exactly satisfy an energy law, namely conditions under which we have Lu h , u h = Lu, u . Recall the assumption that u 0 ∈ V h . Consider two standard projections on the finite-element space, V h,o : (1) the Galerkin projection
. These operators are defined in a standard fashion:
Consider a well-known identity (see for example [23] for the case of symmetric L) relating Π h and Q h , which is used in the later proof of Theorem 3.
Lemma 5. The projections Q h and Π h satisfy the relation
where
Proof. The result easily follows from the definitions of Q h , Π h , L h , and the fact that L h Π h v ∈ V h . For v ∈ V, and w ∈ V we have
This completes the proof.
Note that we use
In general, such an identity is not true for χ h ∈ V h . However, we can relate the solution to (33) to a discrete analogue of the energy law (30) using Lemma 5. Further, notice that the FOSLS solution, u h , satisfies Lu h , Lχ h = 0 only for χ h ∈ V h,o corresponding to a zero initial guess. Thus, it is not obvious how to estimate Lu h , u h − Lu, u .
Theorem 3.
The solution u h of (33) satisfies the discrete energy law Lu h , u h = Lu, u if and only if there exists a w h ∈ V h satisfying the initial condition w h (x, 0) = u 0 (x) and if Lu h , w h = Lu, u .
Proof. Let w h ∈ V h be any extension of u 0 ∈ V h in Ω, that is, w h satisfies the initial condition. The following relations follow directly from the definitions given earlier, Equation (33), and Lemma 5.
+ Lu h , w h = Lu h , w h .
In the last identity, we use the fact that v h = Π h L −1 (u h − w h ) is an element of V h,o and the first term on the right side vanishes (by Equation (33)). As a result, we have Lu, u − Lu h , u h = Lu, u − Lu h , w h . which gives the desired necessary and sufficient condition.
From the proof, we immediately obtain the following relation, 
In addition to the estimate in Theorem 2, it is plausible that one can use the right side of (36) to obtain a sharper result. While this is beyond the scope of this paper, some comments are in order. The difficulties associated with each particular case in hand (heat equation, Stokes' equation, etc.) amount to estimating the quantity on the right side of (36) and such estimates depend on the spaces chosen for discretization and how well the timestepping approximates the space-time formulation. Sharper estimates on the error in discrete energy law, which uses (36), can lead to sharper bounds on the constant defined in (19).
Conclusions
In this work, we have shown numerically that convergence of the discrete energy law is of order higher than the finite-element approximation order for two typical transient problems. Thus, while it is known that the FOSLS method may have issues with adherence to some conservation laws (i.e., mass conservation), energy conservation is not such an issue, and can be satisfied with high accuracy. The rigorous theoretical justification of such claims are topics of current and future research.
