Let U n (F q 2 ) be the n-dimensional unitary group over the finite field F q 2 . In this paper, we find explicit generators and relations for the ring of invariants of U n (F q 2 ), and prove that it is a complete intersection.
Introduction
Let V be an n-dimensional vector space over the finite field F q 2 , and H a non-degenerate hermitian form on V (recall that for a hermitian form to exist the order of the base field must be a square). It is well-known that up to isomorphisms, there is essentially only one non-degenerate hermitian form over a finite field, and with a suitable choice of basis for V , we may assume that H = x q+1 1 + · · · + x q+1 n . The unitary group U n (F q 2 ) is by definition the subgroup of GL(V ) consisting of those linear transformations which preserve the hermitian form H. In this paper, we find explicit generators and relations for the ring of invariants F q 2 [V ] Un(F q 2 ) , and prove that it is a complete intersection. With some adaptations, our method can also apply to the finite orthogonal groups and prove that their invariant rings are also complete intersections (cf. [8] ).
There has long been an interest in finding the invariants of classical groups over finite fields. The earliest result was due to L. E. Dickson [10] , in which the general linear and special linear groups were treated completely. Another important paper was by Carlisle and Kropholler [3] , in which explicit generators for the rational invariants of orthogonal and unitary groups were found (cf. [6] ). Later, Carlisle and Kropholler [2; 1, §8.3] also found explicit generators and relations for the rings of polynomial invariants of symplectic groups, and their results showed that these invariant rings are all complete intersections. As for the invariant rings of orthogonal and unitary groups, there are several papers dealing with low dimensional cases [5, 9, 4, 7, 16] , and a recent paper [15] by Kropholler, Rajaei and Segal which treats the orthogonal groups over F 2 , but the general case remains open.
In the recently published book [11] , the authors summarized the effort to determine the structures of the invariant rings of all finite irreducible reflection groups. First on p.106 a table showing which group has a polynomial ring of invariants is given (cf. [14] ). Then on p.137 there is another table summing up the structures of the invariant rings of the exceptional groups, followed by the authors' final remark about the remaining unsettled cases, among which are "the orthogonal and unitary groups and their relatives". In view of this, our paper can serve as a further step in accomplishing that goal.
The most important results in this paper can be summarized as the following Main Theorem. Let F q 2 [x 1 , . . . , x n ] be a polynomial ring, and let m(T ) be the monic minimal polynomial of x n ∈ F q 2 (x 1 , . . . , x n ) over the field of invariants F q 2 (x 1 , . . . , x n ) Un(F q 2 ) . Then there exists a surjective F q 2 -algebra homomorphism from the polynomial ring F q 2 [X 0 , . . . , X n−2 , Y 1 , . . . , Y [ ] ] to the ring of invariants F q 2 [x 1 , . . . , x n ] Un(F q 2 ) which sends X i to H n,i := x q 2i+1 +1 1 + · · · + x q 2i+1 +1 n for 0 ≤ i ≤ n − 2 and Y j to the coefficient of T q 2n−1−2j +(−q) (n−1) in m(T ) (which is a homogeneous polynomial in x 1 , . . . , x n of degree q 2n−1 − q 2n−1−2j ) for 1 ≤ j ≤ [ ]. Moreover, the kernel of this homomorphism can be generated by [ ] . In particular, the ring of invariants F q 2 [x 1 , . . . , x n ] Un(F q 2 ) is a complete intersection.
The first steps toward proving (and actually discovering) this theorem are several explicit constructions presented in Section 1, which will eventually lead to a rather concrete description of the minimal polynomial m(T ) and some useful properties about its coefficients. These properties suggest that the homomorphism in the Main Theorem above should be surjective, or in other words that the invariants selected in that theorem should be enough to generate the entire invariant subring. But to actually prove this, we found that we need to work out the relations among these invariants to gain a better understanding of the ring they generate. This is the most difficult part, and our method is to construct these relations inductively on dim V . More precisely, the results for the n-dimensional case is used to derive the results for the (n + 2)-dimensional case, thus the odd-dimensional case and the even-dimensional case are proved separately, but with completely analogous methods. To avoid redundancy, we only present our proof for the even-dimensional case in this paper, which is Theorem E n (for dim V = 2n) appearing on p. 13 . Before embarking on the proof though, we establish all the necessary lemmas in Section 2. Readers who are willing to accept these lemmas may skip this section and return to it later for reference. Then in Section 3 we state and prove a subsidiary Proposition S n , under the assumption that Theorem E n holds. And in Section 4, we assume Theorem E n and Proposition S n and carry out the proof for Theorem E n+1 . The essence of our proof is the same as that of Carlisle and Kropholler [2] , but in our case the generators are not readily available (as they are in [2] ), and there are much more technical details involved in constructing and analyzing the relations among them, hence it took us more pages to present our results. Finally we compute a few explicit examples and list the outcomes in Section 5.
Basic Constructions and Properties
Let H n,i := x q 2i+1 +1 1
Un , and it was shown in [3] that F q 2 (V ) Un = F q 2 (H n,0 , . . . , H n,n−1 ). Hence H n,0 , . . . , H n,n−1 are algebraic independent, and the relations between H n,0 ,. . . , H n,n is a principal ideal generated by an irreducible polynomial. Our first goal is to construct this polynomial, which will be named G n .
Consider the infinite dimensional matrix
(The origin of this matrix will be clear when we arrive at Lemma 1.4.) Define F n ∈ F q [X 0 , . . . , X n−1 ] and F n ∈ F q [X 0 , . . . , X n ] as follows: Let F n be the n-minor obtained by the first n columns and rows of M, for example
let F n be the n-minor obtained by the first n columns and the second row to the (n + 1)th row, for example
We claim that G n is an irreducible polynomial. To show this, we first give the following lemma, which can be checked easily.
Lemma 1.1. Let R be a ring, and
We have the following two identities.
(a) Let N ∈ M n−2 (R) be the matrix obtained by deleting the first row, the last row, the first column and the last column from M . Then
(b) Let N ∈ M n−2 (R) be the matrix obtained by deleting the last two rows and the first and the last columns from M . Then
( (a) and (b) are obviously equivalent. (b) will be used in Section 2, while (a) will be used right now.)
Applying Lemma 1.1 (a) to F n , we get
For the sake of convenience, we define F 0 = 1 so that the formula also holds for n = 2.
Proof. It is clear that (a) and (b) hold for n ≤ 1 and (c) holds for n ≤ 2. Assume that (a) and (b) hold for n ≤ k − 1 and (c) holds for n ≤ k. We shall prove that (a) and (b) hold for k, and (c) holds for k + 1.
First, we have
By the induction hypothesis, G k−1 and G k−3 are irreducible; and they are obviously distinct since
.
Note that from the definition of F k , we can see that
, which is impossible. Thus (b) holds for n = k.
The case n = k + 1 of (c) follows easily:
. . , H nn ) = 0 . Hence the relations between H n0 , . . . , H nn is the principal ideal generated by G n .
Remark 1.5. For later purposes, we remark that G n (−H n,0 , . . . , −H n,n ) = ±G n (H n,0 , . . . , H n,n ) = 0, hence the relations between −H n,0 , . . . , −H n,n is also the principal ideal generated by G n . Remark 1.6. Looking at (1.2), we see that if we define the weight of X i as wt X i = q 2i+1 + 1, then F n , F n , G n and therefore G n are all homogeneous, and it's easy to verify that
We bring out this remark because the homogeneous property will be important for us later in changing the order of regular sequences. As you can see from (1.2), defining wt X i = q 2i+1 + 1 is really natural in our settings, so in this paper when we mention weight or homogeneity without further specification, we are referring to this weight.
We now define the polynomial
This polynomial is designed so that
Hence it is natural to expect that Q n−1 (H n0 , H n1 , . . . , H n,n−1 , T ), apart from possibly not being monic, is the minimal polynomial of x n over F q 2 (V )
Un . To prove this, we need to calculate its degree. We are also going to calculate its leading coefficient, starting by investigating the following polynomials:
(a) Let F ij be the (i, j)-minor of the n×n matrix defining
Proof. (a) Let A be the matrix defining F n , and
. . .
Then P n = det (A + X). (a) can be seen by expanding det(A + X) using multilinearity in the columns, and note that two columns coming from X will result in zero because X has rank one.
(b) can be derived similarly.
and its leading coefficient is −F n−1 ;
(b) deg P n (T ) = q 2n−2 (q 3 + 1) and its leading coefficient is −F n−1 ;
(c) deg Q n (T ) = q 2n−2 (q 3 + 1) and its leading coefficient is −G n−1 ;
Proof. (a) and (b) follow from Lemma 1.7, (c) follows from (a) and (b), and (d) follows by induction.
Proof. Recall we've mentioned it was shown in [3] that
So we have the following series of fields
(For the group order |U n (F q 2 )|, see [13, p.109 ].)
Thus we have shown that
We know that the coefficients of this minimal polynomial all belong to
Un . But besides that, there are several not-so-obvious properties about these coefficients which will be necessary for us later. The following ones are the most important:
(a) Let wt X i = q 2i+1 + 1 and wt T = 1, then Q n is homogeneous and
Thus the coefficients of Q n are all homogeneous, and their weight can easily be calculated.
We have
] .
Proof. (a) follows from Remark 1.6. (b) By Remark 1.5, we have
On the other hand, if we write
(c) The first equality is Lemma 1.8 (d). To see the second equality, note that by (1.1) we have
The calculation of R 10 , R 11 , R 20 and R 21 is routine and thus omitted here.
] . We'll prove (d) by induction on n. The cases n = 1 and 2 can be verified by direct computation.
Let n > 2.
Then by (c),
Substituting −H n−1,i for X i and x n for T in the above equality, we obtain
, after substituting H n,i for X i , is a possible set of generators for
Un . To prove it, however, we found that we need to work out the relations among the generators so we could better understand the structure of this ring. As it turned out, the kernel of the ring homomorphism
can be generated by [
] − 1 polynomials which are linear in Y i 's, and the coefficient matrix is of a special form. The following definition illustrates this special form for even-dimensional V . 
where
] are homogeneous polynomials (independent of m) which will be constructed inductively in Section 3 and 4 (cf. (3.3), (4.1) ). For now, we may simply view them as indeterminate. Nevertheless, we feel it would be convenient for the readers to collect all the relevant properties about them below. Of course, these properties will be verified once these polynomials are constructed.
Also note the following simple observation about A m : Let ϕ be the operator which sends any polynomial to its q 2 th power, and let ϕ operate on a matrix by operating on each of its entry. Then if we delete the first column and the last row from A m , the resulting (m − 1) × m matrix is ϕ(A m−1 ).
With these notations we can now state the following Theorem E n , which gives us a set of generators for the ring of invariants
U 2n and also describes the relations among them, where dim V = 2n.
(a) The kernel of the ring homomorphism Φ 2n defined in (1.4) can be generated by (n − 1) polynomials K 2n,1 , . . . , K 2n,n−1 which have the following form:
be the subring we get by substituting H 2n,i for X i in
, . . . ,
We will prove this theorem by induction on n, beginning in Section 3.
To conclude this section, we briefly state the corresponding Theorem O n for dim V = 2n + 1. Note that there is a slight difference between the forms of the coefficient matrices A n and B n , but other than that the two theorems are completely analogous, thus we won't repeat the proof for Theorem O n in this paper.
(a) The kernel of the ring homomorphism Φ 2n+1 defined in (1.4) can be generated by (n − 1) polynomials K 2n+1,1 , . . . , K 2n+1,n−1 which have the following form:
(b) The ring
be the subring we get by substituting H 2n+1,i for
From the two theorems above we immediately get the following important corollary.
Un is a complete intersection for all n ≥ 2.
Preparations for the Proof
This section consists of the lemmas we'll need in our proof for Theorem E n . Most of them are congruences about all those relevant polynomials such as G n , Q n and R n,i . Particularly, they tell us the results of these polynomials modulo a string of variables. These results will be used later to establish regular sequences, particularly regular sequences of the following type:
(Note that according to the previously revealed Property (iv) in Definition 1.12, the matrix A m will satisfy the above condition about (a ij ). This is why we'll often encounter this type of regular sequences.)
Proof. This is just a simple consequence of the well-known fact that if x 1 ,. . ., x i ,. . .,x n is a regular sequence and x 1 ,. . .,x i ,. . .,x n is a regular sequence, then x 1 ,. . .,x i x i ,. . .,x n is a regular sequence. Lemma 2.2. For any n ∈ N,
Proof. We prove this lemma by induction on n. The case n = 1 can be verified easily. Now suppose the two congruences hold for n. We first look at F 2n+2 (mod X 0 , . . . , X n−1 ). Directly from its definition, we can see that
for some polynomial f . Hence by Lemma 1.3 (c) and the induction hypothesis, we have
The calculation of G 2n+2 is similar. Lemma 2.3. For any n ∈ N ∪ {0},
Proof. By induction on n with the help of Lemma 1.3 (c) and Lemma 1.7 (a).
Lemma 2.4. Let n, j be two positive integers and 1 ≤ j ≤ n. If j = 1, we further require that q = 2. Then
If j = 1 and q = 2, then we have to add one more term to the above formula:
where f is some polynomial depending on n.
(In fact, f ≡ 0 (mod X 0 , . . . , X n−1 ), but we won't need this.)
Proof. By Lemma 2.3,
By definition, R 2n+1,j is the coefficient of T q 4n−2j+3 −q 2n+1 in Q 2n+1 . So after modulo X 0 , . . . , X n−1 , we have to look at the coefficients of T q 4n−2j+3 +q 2n+2 in P q 2 −q+1 2n+1 and P 2n+1 . The one in P 2n+1 can be known immediately, by Lemma 1.7 (b), to be
So what we want to show is that the coefficient of T q 4n−2j+3 +q 2n+2 in
is zero, unless q = 2 and j = 1, in which case it is f X
By Lemma 1.7 (a), we see that
and therefore
We are going to show that a := q 4n−2j+3 + q 2n+2 / ∈ S unless q = 2 and j = 1. Suppose there exist u ∈ S 1 and v 1 , . . . , v q−1 ∈ S 2 such that u+v 1 +· · ·+v q−1 = a. Then necessarily u, v i ≤ a. Note that in S 1 , the largest two elements which do not exceed a are b := q 4n−2j+3 + q 2n−2j+2 and c 1 := q 4n−2j+2 + q 2n−2j+1 , and in S 2 they are b and c 2 := q 4n−2j+2 + q 2n+1 . So we have the following two cases:
Case 1: u ≤ c 1 and v i ≤ c 2 , 1 ≤ i ≤ q − 1. In this case,
Case 2: u = b or one of the v i 's, say
. But every element in S 2 , except 0, is larger than q 2n+2 − q 2n−2j+2 , so this is impossible. Thus we must have
Hence l = 2n − 2k, and we now have the equation
So (2.1) holds ⇔ q = 2, j = 1 and k = 0, and the solution is u = q 2n+1 + q 2n
and
(mod X 0 , . . . ,X n , . . . , X n+j−1 ) is zero unless q = 2 and j = 1, in which case it is
By Lemma 1.7 (a), the coefficient of
Proof. By Lemma 1.3 (c) and Lemma 2.3,
By Lemma 1.7 (a), the coefficient of T q 4n−2j+1 +q 2n in P 2n+1 can be easily known to be −X q 2(n−j) n+j
Lemma 2.6. For any integers n ≥ 1 and 1 ≤ j ≤ n, we have
Proof. By direct observation and computation, we can get (a ) For any n ∈ N and 0 ≤ j ≤ n − 1,
where f is some polynomial depending on n, j.
With these two congruences and Lemma 1.3 (c), our lemma follows by induction.
We will also need two properties that are specific to regular sequences in positively graded rings. One is the well-known fact that if a regular sequence consists of all homogeneous elements, then it is a regular sequence in any order. The other is the following lemma, whose proof is a simple exercise and thus omitted here.
Lemma 2.7. Let R = R 0 ⊕ R 1 ⊕ R 2 ⊕ · · · be a positively graded ring, and for any x ∈ R, we use in(x) to denote its homogeneous component of the highest degree. Suppose we have x 1 , . . . , x n ∈ R and in(x 1 ), . . . , in(x n ) is a regular sequence. If s ∈ x 1 , . . . , x n , then there exist y 1 , . . . , y n ∈ R such that s = n i=1 x i y i and deg
The final lemma we are going to prove in this section is
] and thus is a UFD. We have the following two formulae in D:
To prove this, we have to introduce some new notations. Let M {a 1 ,...,an}{b 1 ,...,bn} be the determinant of the n × n matrix whose (i, j)-entry is the (a i , b j )-entry of M(X 0 , X 1 , . . . ), where M(X 0 , X 1 , . . . ) is the infinite dimensional matrix defined on page 3. Also, to simplify this somewhat clumsy notation a little bit , we'll use the symbol (m) to denote the set {1, 2, . . . , m}, and the symbol (m; e 1 , e 2 , . . . , e k ) to denote the set {1, 2, . . . , m} \ {e 1 , e 2 , . . . , e k }, where m, e 1 , . . . , e k ∈ N. First we need to establish the following three congruences: For any n ∈ N, we have
(n+1;n)(n+1;n) . These three formulae are obtained by the same method. We illustrate this method below by proving (2.2). The other two can be derived similarly.
From (1.2), we can see that
Then we observe that from the definition, F n is linear in X n with coefficient
(The equality is by Lemma 1.3 (c).) Hence
. So by Remark 1.5,
Proof of Lemma 2.8.
(a) Apply Lemma 1.1 (b) to F n , we get
n−2 M (n+1;1,n)(n−1) ) .
By (2.2) and (2.3),
By Lemma 1.3 (c),
(b) By (2.4), there exists a polynomial h such that
We want to simplify T n+1 in D. Apply Lemma 1.1 (b) to M (n+1;n)(n) , we get
Apply Lemma 1.1 (b) to M (n+2;1,n+1)(n) , we get
hence by Lemma 1.3 (c) and (2.2),
R n−1,1 M (n+2;1,n,n+1)(n;1)
Combining (2.6) and (2.7),
Substituting this and (a) into (2.5), we get
Hence to prove (b), it suffices to show that R n−1,1 M (n+1;n−1,n)(n−1) in D. To see this, note that from its definition M (n+1;n−1,n)(n−1) = (−1) n F q n−2 X n + g(X 0 , . . . , X n−1 ) for some g, hence if R n−1,1 | M (n+1;n−1,n)(n−1) then R n−1,1 | F q n−2 , which is impossible because R n−1,1 involves X n−1 but F n−2 does not.
A Subsidiary Proposition
Assuming that Theorem E n holds, our goal is to prove Theorem E n+1 . But first we are going to prove a subsidiary Proposition S n in this section, and then with the help of this proposition, we can prove Theorem E n+1 in the next section.
Proposition S n .
(a) Let
be the ring homomorphism sending X i to X i and Y i to
. Then there exists a polynomial K 2n,n linear in Y i 's, such that
Moreover, the n polynomials K 2n,1 , . . . , K 2n,n can be expressed in the following form:
where K 2n,1 , K 2n,2 , . . . , K 2n,n are defined as
And since R 2n−1,i does not involve X 2n , the kernel of the map
, it follows by Theorem E n (c) that
Among all such polynomials, choose one whose total degree in Y i 's is the smallest, and let it be our F . We claim that F is linear in Y i 's. Suppose
n . Obviously l = 0. By Proposition 1.11 (c),
and the coefficient of
Now we want to apply Lemma 2.7, with respect to the grading defined by total Y-degree, to justify that we may assume deg Y S i ≤ l − 1. To do this, we have to verify that {in(K 2n−2,i )} n−1 i=1 is a regular sequence. This is because by Lemma 2.1 and Property (iv) in Definition 1.12, X 0 ,. . . , X n−3 , in(K 2n−2,1 ),. . . , in(K 2n−2,n−1 ) is a regular sequence, and since these polynomials are all homogeneous with respect to the weight, {in(K 2n−2,i )}
) is a polynomial. Substituting
for Y i in (3.1), and multiplying both sides by
has strictly smaller total Y-degree than F , a contradiction to our choice of F . This proves our claim that l = 1, i.e.
Since X 2n−1 and R 2n−1,i are homogeneous, we may assume that h i is homogeneous with weight q 4n−1−2i + 1. And since the weight of X 2n−i−1 is also q 4n−1−2i + 1, we know that h i ∈ F q 2 [X 0 , . . . , X 2n−i−1 ]. Now define K 2n,n = (−1) n−1 (X 2n−1 − F ). It is easy to see that Ker Φ 2n = Ker Φ 2n + K 2n,n , and the Y-coefficients of K 2n,n do have the desired form, with
Thus we are done with (a), except we still haven't verify that these newly constructed f ij do satisfy all four properties listed in Definition 1.12. While Properties (i) and (ii) are obvious by construction, Properties (iii) and (iv) are not that trivial. However, we will assume them for now and go on to prove (b) first, so the readers won't be distracted by the ad hoc tricks used in the proof of Properties (iii) and (iv), which we postpone after the proof of (b).
. . , K 2n,n and R := R/I. It is obvious by (a) that I ⊂ Ker Ψ 2n . To prove equality, it suffices to show that I is a prime ideal of height n.
InR, the relations K 2n,1 . . . , K 2n,n can be written as
By Property (iii) in Definition 1.12, det A n,0 = R 2n−1,0 = G 2n−2 , hence if we localize at G 2n−2 , we can solve the above relations to express Y 2 , Y 3 , . . . , Y n+1 in terms of X 0 , . . . , X 2n−1 . Thereforē
is an affine domain with Krull dimension 2n, thus I is a prime ideal of height n in R[
]. By Lemma 2.2 and Property (iv) in Definition 1.12,
is a regular sequence in R. Since these polynomials are all homogeneous, we can change the order to obtain that G 2n−2 is a non-zerodivisor inR. ThereforeR embeds inR[
] and hence is also a domain, which implies I is a prime ideal in R with height n. Now we go back to verify Properties (iii) and (iv) for the newly constructed f ij 's. Those who are uninterested in technical details may go on to Section 4 directly. By Proposition 1.11 (c) , we compare the coefficients of X 2n−1 on both sides of (3.2) and see that
Proof of Property (iii).
With this, we can calculate det A n,0 by expanding along its last row: (3.4) ).
The value of det A n,i , 1 ≤ i ≤ n, can be determined by elementary linear algebra. View
as a system of linear equations in Y 1 , Y 2 , . . . , Y n with coefficients in the field F q 2 (X 0 , . . . , X 2n−1 ). Because det A n,0 = R 2n−1,0 = 0, this system has a unique solution
is also a solution by Proposition S n (a), we must have det A n,i = (−1)
Proof of Property (iv). it will be convenient to rename the entries of A n as follows:
Note that under this notation, Property (iv) is equivalent to
By induction, we only have to verify (3.6) for the entries at the last row. First we handle a n−1,n , a n−1,0 and a n−1,1 separately. By Property (ii), a n−1,n +(−1)
Modulo this equality by X 0 , . . . , X n−2 . For the left-hand side, A n,0 will become lower-triangular with diagonal elements γ 0,n−1 X
n−1 , a n−1,0 by Property (iv), and the right-hand side becomes (−1)
by Lemma 2.2. Hence a n−1,0 ≡ γ n−1,0 X n−1 (mod X 0 , . . . , X n−2 ) for some γ n−1,0 ∈ F × q 2 .
The argument for a n−1,1 is similar, by modulo the identity det A n,n = (−1) n R 2n−1,n with X 0 , . . . , X n−1 , and note that the right-hand side can be known from Lemma 2.3 because R 2n−1,n is the coefficient of T in Q 2n−1 (T ).
What remains is to prove (3.6) holds for a n−1,l+1 , 1 ≤ l ≤ n − 2. Letā ij ∈ F q 2 [X l , X n+l ] be the residue of a ij modulo X 0 , . . . ,X l , . . . ,X n+l , . . . , X 2n−1 , and letĀ n,0 be the matrix obtained from A n,0 by replacing a ij withā ij . We claim that detĀ n,0 =ā n−1,l+1 X
for some polynomials f and g. Once this is true, the rest of the proof goes as follows: By Property (iii) and Lemma 2.6,
(mod X 0 , . . . ,X l , . . . ,X n+l , . . . , X 2n−1 ) for some polynomial f 2 . So if we assume (3.7), then a n−1,l+1 X
Since a n−1,l+1 ∈ F q 2 [X 0 , . . . , X n+l ] and is homogeneous of weight q 2(n+l)+1 + 1, we must have a n−1,l+1 ≡ γ n−1,l+1 X n+l (mod X 0 , . . . , X n+l−1 ) for some γ n−1,l+1 ∈ F × q 2 . Now we go back to prove the claim (3.7). In the following, we'll use the notation ν (f ) to denote the largest integer s such that X s l | f for a non-zero polynomial f , and set the convention ν (0) = ∞.
Let σ ∈ S n , the symmetric group on {0, 1, . . . , n − 1}. To prove (3.7), it suffices to show that
(ii) If σ(l + 1) = n − 1, then ν (
First, we note that if j ≤ l + 1, thenā ij ∈ F q 2 [X l ] except for (i, j) = (n − 1, l + 1). Sinceā ij is homogeneous, if it is not zero, then it is a power of X l , hence 8) and
Thus if σ(l + 1) = n − 1, then by (3.9)
So we suppose σ(l + 1) = n − 1, and for any 0 ≤ j ≤ l, we have σ(j) = l − j + (2l + 1)m j for some m j ∈ N ∪ {0} .
We claim that for any 0 ≤ j ≤ l,
Note that the sets {l − j + k(2l + 1) | 0 ≤ k ≤ m j } are disjoint for different j's, hence if (3.10) holds, then (ii) follows immediately:
So we now let j be fixed (0 ≤ j ≤ l) and begin to prove (3.10). Let
Suppose inā σ(s k ),s k the term with the lowest X l -degree is γX
. If α > q 2n−1 , then (3.10) obviously holds, so assume that α ≤ q 2n−1 . Then
Hence we must have β = 0 and
Since α is a non-negative integer, 2l+1 | (n−l+j−1−k(2l+1))−(s k −l−1) = n + j − s k − k(2l + 1) and the quotient is non-negative, thus
for some integer τ (k) ≥ k. Substituting (3.12) into (3.11), we get
Now consider the sequence 0 , τ (0) , τ 2 (0), . . . . Note that this sequence is strictly increasing. In fact, by (3.12) s 0 = n + j − τ (0)(2l + 1), and since
. Thus there exists an integer r such that
(by (3.9) and (3.13)) ≥ q 2(n−l+j−1) .
The Proof
In this section we assume that Theorem E n holds (thus consequently Proposition S n also holds by Section 3), and we now begin the proof of Theorem E n+1 .
(a) By Proposition S n (b),
By Proposition 1.11 (b)(c) and Remark 1.5, there exist
Hence if we define
Before proving the equality, let's first verify the properties listed in Definition 1.12 for the newly constructed g i,2n . Property (i) can be verified easily, since R n,i and the entries of A n are all homogeneous, and their weights are all known to us. Property (ii) and (iii) are not pertinent at present. To prove Property (iv), we again rename the entries of A n as in (3.5) . Then by (4.1),
We are going to modulo the above equality by X 0 , . . . ,X n , . . . , X n+i−1 . By Lemma 2.2,
By Property (iv) on the entries of A n , a q 2 i−1,n−j+1 ≡ 0 (mod X 0 , . . . ,X n , . . . , X n+i−1 ) for all j ≥ i + 1 and
By Lemma 2.4, (assume q = 2 first),
If q = 2, the argument is similar. The only difference is that we need to take into account the additional term in Lemma 2.4, but that term will vanish at the last step when we modulo X n . Now let R := F q 2 [X 0 , . . . , X 2n , Y 1 , . . . , Y n+1 ], I := K 2n+2,1 . . . , K 2n+2,n andR := R/I. To prove I = Ker Φ 2n+2 , it suffices to show that I is a prime ideal of height n.
InR, the relations K 2n+2,1 . . . , K 2n+2,n can be written as
By Property (iii) in Definition 1.12, det A n,0 = R 2n−1,0 = G 2n−2 , hence if we localize at u := G 2n−2 , we can solve the above relations to express Y 2 , Y 3 , . . . , Y n+1 in terms of X 0 , . . . , X 2n , Y 1 . Thereforē
is an affine domain with Krull dimension 2n + 2, thus I is a prime ideal of height n in R[u −1 ]. By Lemma 2.2 and Property (iv) in Definition 1.12,
is a regular sequence in R. Since these polynomials are all homogeneous, we can change the order to obtain that u is a non-zerodivisor inR. Thereforē R embeds inR[u −1 ] and hence is also a domain, which implies I is a prime ideal in R with height n.
(b) By (4.2),R[u −1 ] is a UFD. According to Nagata lemma [12, p.483 ], if we can prove that u is prime inR, or equivalently, thatR/ u is a domain, thenR is a UFD.
Let u 1 := G 2n−4 . By Lemma 2.2 and Property (iv) in Definition 1.12,
is a regular sequence in R. Changing the order by homogeneity, we can see that u 1 is a non-zerodivisor inR/ u . ThusR/ u embeds inR[u
−1
1 ]/ u , so to prove thatR/ u is a domain, it suffices to show thatR[u
1 ]/ u , the relations K 2n+2,1 . . . , K 2n+2,n−1 can be solved to express Y 3 , . . . , Y n+1 in terms of the other variables, since their coefficient matrix is ϕ 2 (A n−1,0 ) and det A n−1,0 = u 1 by Property (iii) in Definition 1.12. Substituting these expressions for Y 3 , . . . , Y n+1 in K 2n+2,n , we find that the relation K 2n+2,n becomes
Since R 2n−1,0 = u, we havē
By (1.1), the relation G 2n−2 can also be solved to express X 2n−2 in terms of the other variables, thus
is a UFD. Therefore proving thatR[u
1 ]/ u is a domain is equivalent to proving that K 2n+2,n is irreducible in D.
By Proposition 1.11 (c),
And the right-hand side statement follows from Lemma 2.8.
U 2n+2 .
Examples
In this last section we apply Theorem E n and Theorem O n to compute the ring of invariants F q 2 [V ] Un for n ≤ 4 and q = 2 , 3.
2. n = 3 , (ii) q = 3 : 
