The analysis in Hu and Jiang's Comment to our paper cannot reveal long-time diffusion, and incorrectly led the authors to conclude that the diffusion in beta-lactoglobuline is anomalous. In this context, the limitations of applying a mean-square displacement analysis to short, heterogeneous pore channels are discussed. A more appropriate approach based on first-passage time analysis is illustrated by a detailed analysis of water motion in a natural membrane protein channel. The partitioning and the motion of water molecules between core and surface hydration layers is discussed. Finally, the calculation of the water density profile is commented upon.
The results presented in [1] included some of the earliest molecular studies of long-time transport through protein crystals, which is important for understanding the waterprotein and ion-protein interactions in such nanoporous materials, as a basis for applications in separations, sensing, and catalysis. Although complete understanding necessitates further research, some of our recent work [1] [2] [3] [4] has highlighted the complexity of the water dynamics and addressed some of the key issues, such as the diffusion behavior, the long-time tail of the residence time distribution, and, not least, the care that has to be taken in interpreting diffusion data.
Regrettably, when criticizing our results, Hu and Jiang do not provide details of their molecular simulations, making it harder to comment on the basis for their arguments. We therefore have to rely solely on their final analysis. Since our article was chiefly addressing diffusion, we first turn to their most important figure 3 (as compared to our figure 5), which illustrates some typical flaws in interpreting molecular dynamics results.
Hu and Jiang plot the mean-square displacement (MSD) as a function of time, showing a linear trend up to about 100 ps, followed by a maximum, and, finally, some scatter. The maximum corresponds to an MSD of 1 nm 2 , and the linear trend for the core zone stops around 0.7 nm 2 , corresponding to t = 40 ps. Note that this means that water molecules have moved about 0.8 nm on average, the size of the average pore radius. This is a distance on the order of a few molecular diameters only. As we remarked in our paper [1] , after equation (4), where we quote McQuarrie and Ahlström et al, the elapsed time has to be long enough compared to the relaxation time of the velocity auto-correlation function, i.e., at least 20-100 ps. In other words, the linearity of the log-log plot for MSD(t), with a slope smaller than 1, is not representative for the long-time translational diffusion we, and Hu and Jiang, are interested in, but for short-time effects. Also, our own figure 5(a) [1] shows a similar 'anomalous' diffusion trend within the first 50 ps, similar to Hu and Jiang.
Interestingly, in our analysis of water diffusion in an OmpF porin (protein channels in cell membranes) we found a very similar trend when we plotted MSD(t), as shown in figure 1 of this reply. Initially, we attributed this to anomalous diffusion, but found by correctly reanalyzing our data that this was due to incorrect sampling. Porins are about 2 nm long, and trajectories had to be truncated in order to avoid sampling of the bulk, leading to a bias. It is hard to circumvent this problem for such short channels, but in protein crystals pores are longer and form a network. For OmpF, we extended a first-passage time (FPT) analysis, covered in a book by Redner [5] , and introduced a permeation time distribution F p (t) and its associated survival probability S p (t). This mathematically rigorous FPT analysis helped us prove that diffusion in OmpF channels is not anomalous, but classical, i.e., Einstein's diffusion law holds. If the sampling had not been biased by the shortness of the pore, we would have recovered MSD(t) ∼ t. We refer the reader to [4] for more details. In Hu and Jiang's figure 3, the decrease in slope of log[MSD(t)] versus log(t), as well as the drop beyond its maximum, results from averaging over fewer and fewer molecules, discounting those that have transferred to another zone in their sub-division between a core and a surface zone. Remaining molecules are more confined. Their small number also leads to scatter at high t-values.
We conclude that the analysis by Hu and Jiang cannot reveal the long-time diffusion nature, and incorrectly leads to their conclusion of anomalous diffusion. We also note that experimental evidence quoted in [1] shows more water confinement, but no overall long-time anomalous diffusion. Along the surface, anomalous diffusion, as Hu and Jiang and we [1] found, can occur because of collective water motion due to orientation constraints at the protein surface. Other sources might also contribute, such as a broad trapping time distribution, due to heterogeneity or protein fluctuations [4, 6] . Such a distribution does not lead to anomalous overall diffusion, except if the tail is extremely 'fat' so that trapping at certain sites dominates the overall diffusion behavior even qualitatively, rather than just diminishing the diffusion constant, as is the case here.
The survival probability function P i j (t, t + τ ) has been applied to determine the relaxation of water molecules in the hydration layers around a protein atom in solution and in protein crystals [7, 8] . One may deduce from Hu and Jiang's figure 2 that radial diffusion in the core zone is normal, and in the surface layer anomalous. If the latter were not the case, the survival time correlation function (STCF) should be (asymptotically) mono-exponential. Analysis of diffusion parallel to the channel axis within either the core zone or the surface layer can be treated along the lines of Liu et al [9] .
Hu and Jiang's results may be due to their definition of the thickness of the surface layer, which seems to be smaller than ours. Indeed, if a molecule on the surface is only allowed to travel a very short distance before being considered to belong to the core, only molecules that are virtually immobile are counted amongst the surface waters. In our analysis, water molecules should move more than 0.3 nm away from the surface to belong to the core (see the lines before equation (4)). Regardless of the method used to classify water molecules into core and surface zones, the statement that 'within 500 ps all the water molecules originally staying in the core zone have exchanged with the counterparts in the surface zone' is ambiguous. In a fully hydrated protein channel, there are more water molecules in the core zone than in the surface zone. If a molecule leaves the surface zone, it has to be in the core, and vice versa. Trapping of water in the surface zone leads to fewer possibilities for core water to enter the surface layer; hence it is hard to explain such a fast decay of the correlation function due to water moving into the surface zone. This could be the case for protein solutions, or at low water contents in protein channels where the survival time of water molecules on the surface can be significantly higher than in the bulk.
Our calculations showed that many water molecules stay within their respective zones (core, surface hydration layer), with relatively little exchange between the zones during the time course of the 5 ns simulations. However, the width of the surface zone might differ from the one chosen by Hu and Jiang. Perhaps the analysis used in figure 2 does not account for all water molecules in the pore network, and only for water molecules in the main pore (PI)? In a nanopore, the overall diffusion rate along the surface could be faster than in the bulk. Conversely, for free proteins in water, diffusion is typically slower close to the protein surface and faster in the bulk [10] . Such conclusions cannot be trivially inferred from a MSD analysis only.
To their credit, Hu and Jiang show the limitations of our analysis to plot the water density profile. Their figure 1 shows that the methodology for the water density calculation must be quite different from ours; however, they do not explain how they obtained their results, and here we should clarify our own analysis as well. It is quite possible that the density of water inside a protein channel deviates significantly from the bulk value [11, 12] , but in a fully hydrated system, as in β LG, the deviation from the bulk density is expected to be less than that in a hydrated channel with low water content [12] .
In our simulations, each unit cell was divided into 25 slices along the z-axis (where the main, so-called PI, pores are located). The number of water molecules in all the pore segments (including the cavities) within a slice of 0.2 nm thickness was determined each ps, and was averaged over a 5 ns time segment. Hence, the number profile in our calculation did not exactly match the pore radius profile. This number of water molecules was divided by the estimated pore volume in each slice, including cavities. The pore volume remains very similar from slice to slice, and on average corresponds to a cylinder with an average radius of 0.85 nm and a height of 0.2 nm. Therefore, the density profile closely follows the water number profile, except that it shifts the y-axis to higher values. As Hu and Jiang pointed out, a more accurate way of calculating the water density in a single channel is to divide the total number of water molecules in the pore region of each slice by the volume of that particular region. However, it is not clear how Hu and Jiang calculated this volume, which changes significantly from slice to slice and whose accurate determination is difficult. Note that the Monte Carlo generated pore radius profiles in figure 1 in [1] are not exactly representing water channels, because the pores do not have a circular cross-section, and they do not intersect in spherical intersections. They form a three-dimensional network, and have a convoluted surface with cavities along the walls. The HOLE algorithm ignores these cavities. The water density calculated in our manner is quantitatively imprecise, but it is representative for the accessibility of the entire pore space to water.
It is also unclear how the number profile shown in the inset of figure 1 of the comment was converted to water densities to produce smooth curves. Even if divided to exact pore volumes in each slice, what values were used in the case without position restraints on the protein atoms (NPR)? The pore volume fluctuates significantly in this case (∼0.15 nm [1] , close to the size of an individual water molecule), and also Hu and Jiang found differences between PR and NPR. These fluctuations influence the 'true' density, but do not affect our calculations, removing ambiguity.
