A structure of a protein has a direct impact on its properties and functions. However, identification of structural similarity directly from amino acid sequences remains as a challenging problem in computational biology. In this paper, we introduce a novel BERT-wise pre-training scheme for a protein sequence representation model called PLUS, which stands for Protein sequence representations Learned Using Structural information. As natural language representation models capture syntactic and semantic information of words from a large unlabeled text corpus, PLUS captures structural information of amino acids from a large weakly labeled protein database. Since the Transformer encoder, BERT's original model architecture, has a severe computational requirement to handle long sequences, we first propose to combine a bidirectional recurrent neural network with the BERT-wise pre-training scheme. PLUS is designed to learn protein representations with two pre-training objectives, i.e., masked language modeling and same family prediction. Then, the pre-trained model can be fine-tuned for a wide range of tasks without training randomly initialized task-specific models from scratch. It obtains new state-of-the-art results on both (1) protein-level and (2) amino-acid-level tasks, outperforming many task-specific algorithms.
Introduction
Proteins consisting of linear chains of amino acids are the most versatile molecules in living organisms. They serve vital functions in almost every biological mechanism, e.g., transmitting nerve pulses, storing and transporting other molecules, and providing immune protection (Berg, Tymoczko, and Stryer 2006) . The versatility of proteins is generally attributed to their diverse structures. Proteins naturally fold up into three-dimensional structures depending on the sequence of amino acids. Then, their structures have a direct impact on the functions of proteins.
With the advent of next-generation sequencing technologies, obtaining protein sequences have become relatively more accessible and affordable. However, conducting biochemical experiments to identify structural information of Copyright c 2020, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. each protein is a different story. It still requires a considerable amount of time, effort, and cost. Thus, a significant number of proteins have been newly sequenced, but their structures remain still unknown, demanding computational approaches for in silico predictions (El-Gebali et al. 2018) .
Identification of structural similarity directly from amino acid sequences is one of the most challenging problems in computational biology (Holm and Sander 1996) . A variety of computational algorithms have been proposed based on capturing sequence patterns via hidden Markov models (HMMs) (Söding, Biegert, and Lupas 2005) or sequence alignments (Needleman and Wunsch 1970) . However, their major limitation is, in reality, sequence and structure similarities are only loosely connected. Distant proteins with low sequence similarity can form into similar structures as well (Gan et al. 2002) . As a result, instead of a raw amino acid sequence, we need a better representation of a protein to infer and compare structural information.
Recently, BERT (Devlin et al. 2018) has been a new sensation in natural language processing (NLP) community. As the development of computer vision field was accelerated with transfer learning, BERT has widely opened a way to do transfer learning in NLP as well. The key idea of BERT is the pre-training scheme, consisting of masked language modeling (MLM) and next sentence prediction (NSP). It enabled learning bidirectional representations and more effective use of substantial unlabeled text corpus. Leveraging the pre-trained BERT representations, it has been fine-tuned and obtained new state-of-the-art results on numerous NLP tasks (Nogueira and Cho 2019) .
As humans use languages to communicate, people say living organisms use biological sequences as "language of life" to convey information within our body. Inspired by the conceptual analogy, there have been many attempts to properly transform and adopt NLP methodologies for biological sequences (Min, Lee, and Yoon 2017) . In this paper, we introduce a novel BERT-wise pre-training scheme for a protein sequence representation model called PLUS, which stands for Protein sequence representations Learned Using Structural information. As natural language representation models capture syntactic and semantic information of words from a large unlabeled text corpus, PLUS captures structural arXiv:1912.05625v1 [q-bio.BM] 25 Nov 2019 Figure 1 : Overview of the pre-training scheme for PLUS. (A) We mask 15% of amino acids in each protein sequence at random. (B) PLUS model learns to transform the amino acids into sequences of representations. (C) PLUS is pre-trained with two objectives. Masked language modeling objective trains the model to predict the masked amino acids given their contexts. Same family prediction objective trains the model to predict whether a pair of proteins belong to the same protein family.
information of amino acids from a large weakly labeled protein database. We use protein families (Pfam) dataset, where 17 million protein sequences are semi-automatically classified into over 1,600 families (El-Gebali et al. 2018) . To elevate severe computational requirements to handle long protein sequences, we first propose to combine a bidirectional recurrent neural network (BiRNN) with the BERTwise pre-training scheme. PLUS is designed to learn structurally contextualized protein sequence representations with two pre-training objectives, i.e., MLM and same family prediction (SFP) ( Figure 1 ). Then, the pre-trained model can be fine-tuned for a wide range of tasks without training randomly initialized task-specific models from scratch. It obtains new state-of-the-art results on both (1) protein-level and (2) amino-acid-level tasks, outperforming many taskspecific algorithms.
To recapitulate briefly, the contributions of our paper are as follows:
• We introduce PLUS, a protein sequence representation model, which captures structural information of amino acids.
• We propose a novel weakly supervised pre-training scheme for the protein sequence representation model based on MLM and SFP. To the best of our knowledge, this is not only the first work to use the BERT-wise pretraining scheme on a biological sequence but also one of the first works on any non-NLP tasks.
• PLUS advances the state-of-the-arts for both (1) proteinlevel and (2) amino-acid-level tasks. The code and pretrained model will be available at https://github.com/ at the time of publication.
Related Work

Pre-training natural language representations
Early natural language pre-training approaches are unsupervised feature-based methods which extract fixed word embeddings. For example, traditional word2vec learns contextindependent embeddings with a skip-gram model (Mikolov et al. 2013) . ELMo learns contextualized embeddings by making them functions of the entire input sequence (Peters et al. 2018) . It pre-trains forward and reverse RNN LMs and uses their hidden states as the embeddings. The current trend for pre-training language representations is unsupervised fine-tuning. Going beyond the fixed embeddings, entire LMs are both pre-trained and fine-tuned (Radford et al. 2018) . Most notably, BERT introduced bidirectional representations pre-trained with two objectives. The previous problem of using a multi-layer bidirectional model was that it allows each word to indirectly see itself so that it cannot be pre-trained with the conventional LM. BERT resolved the problem by adopting the MLM objective, where a model is trained to predict some randomly masked words given their contexts. In addition, its NSP objective enables learning sentence relationships by training a model to predict whether a given pair of sentences is consecutive.
There are two key obstacles for the adoption of BERT for protein sequences. First, it has a severe computational requirement which scales quadratically with the input length (Sukhbaatar et al. 2019) . This is especially problematic where a protein often contains over a thousand amino acids. Second, it requires customized pre-training objectives. As only few researchers adopted BERT for a non-NLP domain (Trinh, Luong, and Le 2019) , finding the right pre-training tasks is not a trivial problem. In particular, in order to incorporate structural information, we need to devise pre-training objectives tailored for protein sequence modeling.
Pre-training biological sequence representations
Although biological sequences seem different from natural language, they share some very similar characteristics, e.g., both local and long-range contexts are crucial for a thorough understanding of their semantic or structural significance. Taking advantage of the similarities, there is a long history of NLP methodologies modulated for the biological sequences (Alipanahi et al. 2015) .
In contrast to the NLP domain, the key limitation is that they have yet to see the full benefit of transfer learning. For instance, DeepCpf1 (Kim et al. 2018 ) have adopted pretraining for CRISPR-Cpf1 activity prediction, but it is limited to its task-specific model and cannot be used for other tasks. A few previous works have also proposed to learn general representations (Asgari and Mofrad 2015) . However, based on unsupervised feature-based word2vec, they are only able to learn fixed context-independent k-mer embeddings.
Pre-training contextualized protein representations
The most closely related previous work to our paper is P-ELMo (Bepler and Berger 2019), which proposed a twophase pre-training scheme for contextualized protein embeddings. Inspired by ELMo, it first pre-trains tied forward and reverse RNN LMs using the Pfam dataset. Then, it adopts another BiRNN embedding model that transforms combined one-hot and LM representations into protein embeddings. To pre-train the embedding model with structural information, P-ELMo uses expertly curated SCOPe AS-TRAL dataset (Fox, Brenner, and Chandonia 2013) with two supervised objectives. Protein-level structural similarity objective trains the model to predict shared level in the SCOPe protein structure hierarchy of a protein pair (Appendix Figure ?? ). Amino-acid-level contact objective trains the model to predict whether an amino acid pair within a protein makes contact in the three-dimensional structure. The pre-trained P-ELMo representations can be integrated with additional task-specific models and have shown state-of-the-art results in numerous tasks.
P-ELMo has three major limitations. First, it only pretrains the fixed embeddings and requires training a randomly initialized task-specific model for downstream applications. As the recent trend of pre-training algorithms in NLP, we should be able to benefit from fine-tuning the entire pretrained model. Second, P-ELMo shows an inefficient use of parameters. Due to the adoption of two separate RNN models for LM and embedding, it has a considerable number of parameters which inevitably increase the required memory and time for the model. The last and most critical limitation is that it shows ineffective use of the Pfam dataset. P-ELMo only utilizes protein sequences from Pfam and relies on expertly curated SCOPe for incorporating structural information. Not only it does not make a full use of Pfam, but exploiting highly refined database also deviates from the goal of pre-training to employ a low human-effort database. 
Methods
We introduce PLUS for learning deep bidirectional protein sequence representations with structural information. In contrast to P-ELMo, we pre-train a single unified model with the Pfam dataset utilizing both protein sequence and family information. Then, the entire pre-trained model is fine-tuned for each downstream task without substantial task-specific architecture modifications.
Pre-training data
The Pfam dataset (Table 1) contains 17 million protein sequences grouped into over 1,600 protein families. Each protein family is semi-automatically constructed by comparing their sequence similarities rather than thoroughly looking into their true structures. Due to the loose connection between sequence and structure similarities, the protein family labels do not provide complete structural information and can be considered as weak labels. Nonetheless, considering that Pfam holds about three orders of magnitude more protein sequences than SCOPe (Table 2) , weakly labeled Pfam could provide even better supervision for assimilating structural information.
Model architecture
The model architecture for BERT is the Transformer encoder. Albeit its ability to capture long term dependencies, it places a huge computational burden scaling quadratically with the input sequence length. Pre-training BERT from scratch is already computationally expensive and even considered to be the preserve of big research groups with tremendous resources (Liu et al. 2019) . Thus, simply extending the current context size of 512 tokens to deal with longer protein sequences is extremely difficult.
In this work, we propose an alternative approach to use a BiRNN for the model architecture of PLUS, denoted as PLUS-RNN. It combines the advantage of a BiRNN with the BERT-wise pre-training to learn deep bidirectional representations of protein sequences even up to a couple thousand amino acids. Specifically, given a protein sequence of T amino acids s = [s 1 , · · · , s T ] where s i ∈ {21 amino acid types} 1 , PLUS-RNN transforms it into a sequence of representations. First, an input embedding layer EM embeds each amino acid into a d x -dimensional dense vector:
(1)
Then, a BiRNN of L-layers obtains bidirectional representations as a function of the entire sequence. We use long short-term memory (LSTM) as the basic unit of the BiRNN. In each layer, it computes d h -dimensional forward and backward hidden states ( − → h l i and ← − h l i ) and combines them into a hidden state h l i with a non-linear transformation:
where h 0 i = x i ; W and b are weight and bias vectors, respectively. We use the final hidden states h L i as high-dimensional representations r of each amino acid:
We adopt an additional projection layer to obtain smaller d z -dimensional representations z of each amino acid with a linear transformation:
During pre-training, in order to reduce computational complexity, we use r and z for computing the MLM and SFP objectives, respectively. During fine-tuning, we can either use r or z which performs the best on the development set or based on computational constraints.
1 20 proteinogenic and [X] for unspecified amino acids
In this work, we primarily use two model sizes while fixing the input embedding dimension d x and the projection dimension d z as 21 and 100, respectively:
• PLUS-RNN BASE : L = 3, d h = 512
• PLUS-RNN LARGE : L = 3, d h = 1024 PLUS-RNN BASE is chosen to match the embedding model architecture of P-ELMo (Table 3) . However, since PLUS uses a single BiRNN model, it has less than half the total number of parameters of P-ELMo.
Pre-training PLUS
Now, we explain the pre-training scheme of PLUS for protein sequence modeling (Figure 1) . In contrast to P-ELMo, we exploit both protein sequence and family labels to better incorporate structural information by devising a novel BERT-wise pre-training scheme. For the complete pretraining loss, we use pre-training loss lambda to control the relative importance of each objective.
Task #1: Masked Language Modeling (MLM)
For the MLM objective, we generally follow the procedures used in BERT. Given a protein sequence s, we randomly select 15% of the input amino acids. Then, for each selected amino acid s i , we perform one of the following random masking actions. For 80% of the time, we replace s i with [X] which denotes the unspecified amino acid. For 10% of the time, we randomly replace s i with one of the 20 proteinogenic amino acids. For the left 10%, we keep s i intact.
Given a masked protein sequenceŝ, PLUS-RNN produces bidirectional representations and its MLM decoder computes log probabilities s over 20 amino acid types. The MLM objective trains the model to maximize those corresponding to the masked ones. As PLUS-RNN is asked to predict randomly masked amino acids given their contexts, the MLM objective enables the model to learn contextual representations throughout the entire protein sequence.
Task #2: Same Family Prediction (SFP)
Although protein sequences contain structural information, MLM objective is not enough to provide a proper supervision for training a model to learn structurally contextualized representations. Therefore, we propose a novel weakly supervised SFP objective leveraging the protein family labels from the Pfam dataset. To put it simply, this is a binary classification task of predicting whether a given pair of protein sequences belong to the same protein family or not.
In order to pre-train PLUS-RNN with the SFP objective, we sample two protein sequences s 1 and s 2 from the Pfam dataset. For 50% of the time, the two sequences are sampled within a same protein family. For the other 50%, they are randomly sampled from different protein families. Note that, in contrast to BERT pre-training, we do not need to consider the lengths of the input sequences during the sampling process since we use a BiRNN instead of the Transformer encoder.
PLUS-RNN transforms a protein pair into sequences of representations z 1 = [z 1 1 , · · · , z 1 T1 ] and z 2 = [z 2 1 , · · · , z 2 T2 ]. Then, we use soft-align comparison (Bepler and Berger 2019) to compute their similarity scoreĉ as a negative weighted sum of l1-distances between every z 1 i and z 2 j pair:
where the weight ω ij of each l1-distance is computed by
Intuitively, we can understand the soft-align comparison as computing an expected alignment score, where the expectations is over all possible alignments. Let α ij be a probability that z 1 i is aligned to z 2 j considering the distances between all the embeddings of each amino acid from z 2 (vice versa for β ij ). Then,ĉ is the expected alignment score over all possible alignments with probabilities ω ij . The negative signs are for converting distances into scores.
Given the similarity score, the output layer finally computes a probability of belonging to the same protein family. The SFP objective trains the model to minimize cross entropy loss between the true label and the predicted probability. As PLUS-RNN is trained to produce higher similarity scores for proteins from the same families, the SFP objective enables the model to assimilate structural information from the weak labels of the Pfam dataset.
Fine-tuning PLUS
Fine-tuning PLUS-RNN is straightforward following the conventional usage of BiRNN-based prediction models. For each downstream task, we only add one or two additional classification layers on top of the pre-trained model. Then, all the parameters are fine-tuned with task-specific datasets and loss functions. For the complete fine-tuning loss, we use fine-tuning loss lambda to control the relative importance of classification and regularization losses.
For tasks involving protein sequence pairs, we use the same framework used in the SFP pre-training objective. Specifically, we only replace the SFP output layer with a task-specific classification layer. For amino-acid-level tasks, the output layer is composed of a hidden layer with 100 units in addition to the classification layer. Given a protein, it is transformed into a sequence of representations as in the pretraining, then each representation vector of an amino acid is fed into the output layers. Although we do not cover single protein classification tasks in this work, it would not be much different from other tasks. We can either use soft-align comparison with two identical proteins or adopt an attention layer to aggregate variable-length representations along with a classification layer.
Experiments
We present PLUS fine-tuning results on three tasks. The first is a protein-level task, i.e., structural similarity prediction of protein pairs. Since our motivation stems from comparing structural information directly from protein sequences, we use it as our primary task to evaluate and understand each aspect of the PLUS framework. Then, we further show results on two amino-acid-level tasks, i.e., secondary structure prediction and transmembrane domain prediction.
We benchmark PLUS-RNN models against task-specific state-of-the-art algorithms for each task. Furthermore, we also compare our model with two alternative pre-training methods, P-ELMo and PLUS-TFM BASE . The latter is a Transformer encoder model, analogous to BERT BASE , pretrained with PLUS pre-training scheme. We use sinusoidal position encoding (Vaswani et al. 2017 ) instead of learned positional embeddings to allow the model to extrapolate to longer sequences than those encountered during the training.
All of the models are implemented in PyTorch (Paszke et al. 2017 ) and trained on either NVIDIA V100 or P40 GPUs. Additional pre-training and fine-tuning details are provided in Appendix A.1. 
Protein-level task: Structural similarity prediction
Structural similarity prediction (SSP) is a five-class classification task. Given a pair of proteins, the goal is to classify it into a shared level within the SCOPe structure hierarchy (Table 2, Appendix Figure ??) . The compared previous stateof-the-art algorithms are NW-align (Needleman and Wunsch 1970) , HHalign (Söding, Biegert, and Lupas 2005) , and TMalign (Zhang and Skolnick 2005) . We use the same experiment settings as in P-ELMo. Please see Appendix A.2 for details on the SCOPe dataset and the compared algorithms.
For evaluating the overall performance of the prediction algorithms, we use accuracy and Pearson correlation between the predicted similarity scores and the true similarity level. We also report the average precision for each similarity level (Table 4 ). Both PLUS-RNN and PLUS-TFM BASE models outperform all previous state-of-the-art algorithms, while PLUS-RNN LARGE shows the best overall performance. The correlation differences between P-ELMo, PLUS-TFM BASE , and PLUS-RNN LARGE are all statistically significant with p-values less than 10 −15 (Steiger 1980) . Compared with the sequence similarity based NW-align, we can see that the predicted similarity scores by PLUS-RNN LARGE model clearly differentiate the true structural similarity levels (Figure 2 ). In the following subsections, we show various ablation studies to better understand each aspect of the PLUS framework. We use the PLUS-RNN BASE model and the SCOPe 2.06 development dataset unless explicitly stated otherwise.
SFP pre-training improves protein representations
We explore the effect of using different pre-training loss lambda (Table 5 ). We can see that removing either loss hurts the structural similarity prediction performance. It demonstrates the importance of both pre-training tasks for learning protein representations. In particular, considering the recent paper claiming that NSP task does not show consistent improvements in NLP (Yang et al. 2019) , the performance improvement brought by SFP loss holds great significance.
MLM fine-tuning serves as a better regularization We explore the effect of using different fine-tuning loss lambda. In addition to SSP loss, we can simultaneously minimize different regularization losses. Specifically, we tried using additional MLM and contact map prediction (CMP) losses ( Table 6 ). The results show that using SSP and MLM losses with proper lambda performs the best. The CMP loss, which was proposed in P-ELMo to further incorporate structural information, provides only small improvements compared to the MLM loss. It indicates that PLUS has already sufficiently learned structural information from the pre-training, and the MLM loss serves as a better regularization method during the fine-tuning.
PLUS-TFM BASE fails to generalize for longer proteins
We compare the performances of PLUS-TFM BASE and PLUS-RNN LARGE for protein pairs of different lengths (Figure 3) . We denote Long for protein pairs longer than 512 amino acids and Short otherwise. Since PLUS-TFM BASE uses sinusoidal position encoding, we can simply use it for Long protein pairs (PLUS-TFM BASE -A). However, the performance of PLUS-TFM BASE deteriorates for longer sequences than those encountered during the training. If we rather truncate them to 512 amino acids, it shows less performance degradation. On the other hand, PLUS-RNN LARGE consistently provides great performances regardless of the protein lengths (PLUS-TFM BASE -B).
The results clearly show the context size limitation of the Transformer encoder. Although the number of Long protein pairs is relatively small (13.4%) in the current dataset, it is indispensable to deal with long protein sequences for analyzing complex proteins that are found in nature. While in this work, we adopted a BiRNN to resolve the limitation, we expect recently proposed adaptive attention span for the Transformer will be able to help improve PLUS-TFM BASE as well (Sukhbaatar et al. 2019 ).
Amino-acid-level tasks
We next evaluate PLUS on two amino-acid-level tasks. To put it simply, both secondary structure and transmembrane domain prediction tasks can be understood as sequence-tosequence problems where each amino acid within a protein is classified into their corresponding classes.
In the following subsections, we first introduce the basic information of each task and provide a comprehensive discussion of the results in aggregate. Please see Appendix A.3 and A.4 for details on the datasets and the compared algorithms for each task, respectively.
Secondary structure prediction The goal of the secondary structure prediction task is to classify each amino acid into eight or three classes describing the local structure. We use CB6313 from CullPDB as the training dataset and report eight and three class prediction accuracies for CASP10 and CASP11 datasets (Moult et al. 2014) . The compared previous state-of-the-arts algorithms are SSPro (Magnan and Baldi 2014) and DCRNN (Li and Yu 2016) .
Transmembrane domain prediction A transmembrane (TM) protein refers to those integrated into the cell membrane. The goal of TM domain prediction is to classify each amino acid into four domains: a membrane, the inside or the outside of the membrane, and a signal peptide. Although this is an amino-acid-level prediction task, the evaluation is done in protein-level following the guidelines from TOP-CONS (Tsirigos et al. 2015) . Additionally, we also report the amino-acid-level evaluation results for the PLUS models. We compare the predictions with Phobius (Reynolds et al. 2008 ) and TOPCONS using benchmark datasets (TM, SP+TM, GB, GB+SP) provided by the latter.
Result analysis
The evaluation results for each task are provided in the Table 7 and 8, respectively. For both tasks, we can see that PLUS-RNN models outperform all the compared state-of-the-art algorithms. One notable thing is that the performances of PLUS-TFM BASE model are worse than the baseline models. This is different from the results in the previous protein-level task. We suppose that this is because the Transformer encoder places the same importance on every position. It is reasonable for protein-level tasks such as the global structural similarity prediction. However, considering that locality is more important for fine-grained aminoacid-level tasks, it is necessary to put more focus on the local contexts as a BiRNN model naturally does. On the other hand, we expect that for tasks where long term dependencies are more important within the 512 context size limit, the 
Concluding Remarks
In this work, we presented PLUS, a protein sequence representation model which captures structural information of amino acids. Our major contribution is proposing a novel BERT-wise pre-training scheme for protein sequence modeling. Consisting of the unsupervised MLM and weakly supervised SFP objectives, the proposed PLUS pre-training scheme enables leveraging both protein sequences and weak structural information from a large protein database.
As the recent language models have demonstrated that pre-training bidirectional language representations can help tackle a broad set of NLP tasks, we showed pre-training bidirectional protein representations can also advance the stateof-the-arts for both protein-level and amino-acid-level tasks.
We are excited about the future of PLUS and plan to extend the work in several directions. We are interested in a more thorough evaluation of PLUS models on diverse protein biology tasks such as the recently introduced TAPE benchmark (Rao et al. 2019). In addition, we also plan to explore more attention-based models such as the adaptive span Transformer to better deal with longer protein sequences.
