Abstract-Videos representing flames, water, smoke, etc., are often defined as dynamic textures: "textures" because they are characterized by the redundant repetition of a pattern and "dynamic" because this repetition is also in time and not only in space. Dynamic textures have been modeled as linear dynamic systems by unfolding the video frames into column vectors and describing their trajectory as time evolves. After the projection of the vectors onto a lower dimensional space by a singular value decomposition (SVD), the trajectory is modeled using system identification techniques. Synthesis is obtained by driving the system with random noise. In this paper, we show that the standard SVD can be replaced by a higher order SVD (HOSVD), originally known as Tucker decomposition. HOSVD decomposes the dynamic texture as a multidimensional signal (tensor) without unfolding the video frames on column vectors. This is a more natural and flexible decomposition, since it permits us to perform dimension reduction in the spatial, temporal, and chromatic domain, while standard SVD allows for temporal reduction only. We show that for a comparable synthesis quality, the HOSVD approach requires, on average, five times less parameters than the standard SVD approach. The analysis part is more expensive, but the synthesis has the same cost as existing algorithms. Our technique is, thus, well suited to dynamic texture synthesis on devices limited by memory and computational power, such as PDAs or mobile phones.
I. INTRODUCTION

D
YNAMIC textures synthesis is the process of creating artificial textures. This can be achieved starting either from a description (model) of a physical phenomenon or from existing video sequences.
The first approach is called physics-based and leads to a description of the dynamic texture that usually requires few parameters. This approach has been extensively adopted for the reproduction of synthetic flames or fire, since they are often used in gaming applications or digital movies [2] , [3] . Even though parameter tuning is not always straightforward, the synthesis results are impressive, but computationally extremely expensive. This limits the use of this type of model to cases where synthesis can be done offline, such as during editing in the movie making process.
The second approach is called image-based, as it does not aim at modeling the physics underlying the natural process, but at replicating existing videos. This can be done in two ways.
In the first, synthesis is done by extracting different clips from the original video and patching them together to obtain a longer video, ensuring that the temporal joints are not noticeable and that the dynamic appearance is maintained [4] , [5] . This type of synthesis is called nonparametric or patch-based, since it is not based on a model and reduces the synthesis to a collage of patches. It has the advantage of ensuring high visual quality because the synthetic video is composed of the original video frames, marginally modified by morphing operations only along clips discontinuities. However, the entire synthetic video has to be created in one step and stored in memory, thus not allowing for on-the-fly synthesis. In addition, this technique is not flexible, since it permits to modify the appearance of single frames, but not the texture dynamics.
In the second, a parametric image-based approach is used to build a model of dynamic textures. The dynamic texture is analyzed and model parameters are computed. The visual quality of the synthesis is generally less good than for patch-based techniques, but the parametric approach is more flexible, more compact in terms of memory occupation, and usually permits on-the-fly synthesis. Moreover, it can also be used for other applications, such as segmentation [6] , recognition [7] , and editing [8] . Table I summarizes the different methods for analysis/synthesis of dynamic textures, highlighting their advantages and drawbacks. The model size is the number of coefficients of the model. The term "specificity" indicates if a given approach is specific to a certain type of dynamic texture, such as fire, water, or smoke, or can be used for all kinds of dynamic textures. The term "flexibility" indicates if the characteristics of the generated texture can easily be changed during the synthesis.
The physics-based approaches have high flexibility, but also high specificity, since a model for fire cannot be used for the generation of water or smoke, for instance. They have high flexibility since the visual appearance of the synthetic texture can be modified by tuning the model parameters. They have, however, high synthesis and analysis cost. Image-based approaches Fig. 1 . Schematic representation of the tensor-based linear model approach for analysis and synthesis. The input video is analyzed directly as a multidimensional signal using a tensor decomposition technique. This is followed by a MAR(1) fitting, where the system dynamic is estimated. This gives as an output the parameters of the linear model that are used for synthesis.
are less specific, since the same model can be used to represent different dynamic textures by just changing the parameters. Low-memory occupation and synthesis cost favor the use of parametric models in situations where synthesis has to be done very fast, such as real-time applications.
Recently, the parametric model proposed by Doretto et al. [1] , [9] was shown to be a valid approach for analysis/synthesis of dynamic textures. Each video frame is unfolded into a column vector and constitutes a point that follows a trajectory as time evolves. The analysis consists in finding an appropriate space to describe this trajectory and in identifying the trajectory using methods of dynamical system theory. The first part is done by using a singular value decomposition (SVD) to perform dimension reduction to a lower dimensional space. The point trajectory is then described using a multivariate auto-regressive (MAR) process of order 1. Dynamic textures are, thus, modeled using a linear dynamic system and synthesis is obtained by driving this system with white noise. In this model, the SVD exploits the temporal correlation between the video frames but the unfolding operations prevent the possibility of exploiting spatial and chromatic correlations.
We use the parametric approach of [1] but perform the dynamic texture analysis with a higher order SVD, which permits to simultaneously decompose the temporal, spatial, and chromatic components of the video sequence. This approach was proposed by the authors in [10] and here it is described in detail. Our scheme is depicted in Fig. 1 . SVD in the analysis is substituted by HOSVD, while the MAR(1) model fitting is the same as in [1] .
HOSVD is an extension of the SVD to higher order dimensions. It is not an optimal tensor decomposition in the sense of least squares data fitting and has not the truncation property of the SVD, where truncating the first singular values permits to find the best -rank approximation of a given matrix. Despite this, the approximation obtained is not far from the optimal one and can be computed much faster [11] . In fact, the computation of HOSVD does not require iterative alternating least squares algorithms, but needs standard SVD computation only.
The major advantage of the HOSVD is the ability of simultaneously considering the spatial, temporal, and chromatic correlations. This allows for a better data modeling than a standard SVD, since dimension reduction can be performed not only in the time dimension but also separately for spatial and chromatic content. Differences in vertical and horizontal spatial frequency content can be accounted for.
The separate analysis of each signal component allows adapting the signal "compression" given by the dimension reduction to the characteristics of each dynamic texture. For comparable visual synthesis quality, we, thus, obtain a number of model coefficient that is on average five times smaller than those obtained using standard SVD, as shown in Section IV.
Creating more compact models is also addressed in [12] , where dynamic texture shape and visual appearance are jointly addressed, thus enabling the modeling of complex video sequences containing sharp edges. Their and our approach are both characterized by a more computationally expensive analysis, but also a fast synthesis. In our case, synthesis can be done in real-time. This makes our technique very appropriate for applications with memory constraints, such as mobile devices.
We believe that HOSVD is a very promising technique for other video analysis and approximation applications. Recently, it has beensuccessfully used in image based texture rendering [13] , face superresolution [14] , and in face analysis and recognition [15] .
The article is structured as follows. In Section II, we present the definitions and properties of HOSVD, highlighting its difference with respect to standard SVD. In Section III, we describe the synthesis model based on HOSVD analysis and show how it is used for synthesis. Section IV describes the setup used to evaluate the algorithm performance. Section V presents the comparisons between the performance of our method and those obtained from two different methods having similar computational cost: standard SVD [1] and FFT [16] . Finally, Section VI concludes the article.
II. HIGHER ORDER SVD
Tensor decomposition was studied in psychometric data analysis during the 1960s, when data sets having more than two dimensions (generally called "three-way data sets") became widely used [17] . A fundamental achievement was brought by Tucker (1963) , who proposed to decompose a 3-D signal using directly a 3-D principal component analysis (PCA) instead of unfolding the data on one dimension and using the standard SVD. This three-way PCA [18] is also known as Tucker3 decomposition. In the 1980s, such multidimensional techniques were also applied to chemometrics analysis.
The signal processing community only recently showed interest in the Tucker3 decomposition. The work of [11] , [19] proved that this decomposition is a multilinear generalization of the SVD to multidimensional data. Studying its properties with a notation more familiar to the signal processing community, the authors highlighted its properties concerning the rank, oriented energy, and best reduced-rank approximation. As the decomposition can have higher dimensions than 3, they called it higher order SVD (HOSVD). In the following, we consider the notation of [11] and define the HOSVD decomposition.
A. Definitions and Properties
We denote tensors as calligraphic letters ( , etc.), matrices as bold capital letters ( , etc.), vectors as bold small letters ( , etc.), and scalar as small letters ( , etc.). Tensors are generalization of matrices of orders higher than 2; a tensor has order and are integer numbers indicating the number of elements for each dimension. For example, a grayscale video sequence can be considered a tensor of order 3, with , and , if it is composed by video frames of dimension pixels. By unfolding its elements along dimension , a matrix unfolding is obtained, whose columns are called -mode vectors. The -rank of tensor is the rank of the -mode matrix unfolding . The product of a tensor and a matrix is denoted by and is a tensor , where Note that this is the product between and the matrix unfolding along the dimension: . In tensors, the matrix unfoldings can have different ranks and the notion of tensor rank does not coincide with the notion of -rank in the 2-D case. A rank 1 tensor is a tensor given by the outer product of vectors (1) for all values of the indices, where is the th component of vector . The rank of an arbitrary -order tensor , denoted as , is the minimal number of rank-1 tensors that yield in a linear combination. Thus, the rank of a tensor can be different form its -rank, even when all -ranks are equal, and, in general, is difficult to determine in a direct way [11] .
The standard SVD is schematically depicted in Fig. 2 (a). In the top half, it is formulated according to standard notation, i.e., as the matrix product between a left matrix , a diagonal matrix , and a right matrix . Since bidimensional matrices are a particular case of tensors of order 2, this product can also be expressed using tensor notation. This is shown in the bottom half of Fig. 2(a) .
The HOSVD introduced in [11] is an extension of the three-way Tucker decomposition to higher orders. A -order tensor is decomposed as (2) where are orthogonal matrices that contain the orthonormal vectors spanning the column space of the matrix unfolding
with . An example in the case is depicted schematically in Fig. 2(b) . is defined as the core tensor. It corresponds to the generalization of the matrix in the standard SVD. Generally, is a full tensor, not a diagonal matrix as .
The HOSVD is computed in two steps according to the following algorithm.
1) For , compute the unfolding matrix from and compute its standard SVD:
; , and S (diagonal matrix); we depict the decomposition using both matrix and tensor notation; the best n-rank approximation of F is obtained taking the first n rows/columns of matrices U and V, and a n 2 n diagonal matrix from S, as indicated. (b) Multiway SVD: the 3-D input signal is decomposed into a product of a tensor core S (a full matrix) and three unitary matrices U ; U , and U . An approximation of A is obtained by taking the first r ; r , and r components as shown; this will not
give the best (r ; r ; r )-rank approximation of A, but the computation is much faster and the difference in approximation is generally small.
the orthogonal matrix is defined as , i.e., as the left matrix of the SVD. 2) Compute the core tensor using the inversion formula (3) where the symbol denote the Hermitian matrix transpose operator. Standard SVD, illustrated in Fig. 2(a) , is used as a dimension reduction technique. If is a matrix that is decomposed using standard SVD, the product of the first columns of the left and rows of the right matrices with the first elements of the diagonal matrix produces the best -rank approximation matrix for . This property does not extend to orders greater than 2. In tensors where , simple truncation of the first columns of the matrices [see Fig. 2(b) ] does not produce the best rankapproximation of . The computation of the best rank approximation requires an iterative alternated least-square (ALS) algorithm and is quite time consuming [19] . However, the approximation obtained from simple truncation has been proven to be in most cases quite similar to the optimal approximation [11] .
III. HOSVD-BASED ANALYSIS AND SYNTHESIS
A dynamic texture can be considered as a multidimensional signal. In the case of a grayscale image video, it can be represented with a 3-D tensor by assigning spatial information to the first two dimensions and time to the third. In a color video sequence, chromatic components add another dimension. The input signal then becomes 4-D.
The analysis is done by first decomposing the input signal using the HOSVD and then by considering the orthogonal matrix derived from the decomposition along the time dimension. U and tensor S , resulting in the approximated tensorÂ . Here, we consider a 3-D tensor representing a grayscale video sequence. I and I are the spatial dimension and I the temporal dimension. The jth video frame is obtained by considering the product of the tensor S , the matrices U and U , and the jth row of matrix U . The latter matrix corresponds to the decomposition of the input tensor along the time axis and is used in the analysis part to find the MAR(1) model of dynamics.
This matrix contains the dynamics of the video sequences, since its columns, ordered along the time axis, correspond to the weights that control the appearance of the dynamic texture as time evolves.
Let be a -order tensor and let be the index corresponding to the temporal dimension. For example, a grayscale video sequence composed by video frames of size has , and . For a color video sequence and the fourth dimension is , corresponding to the number of color channels. Let be the discrete time index .
A. Analysis First
Step: We decompose the tensor using the HOSVD as . We have specifically highlighted the contribution given by the orthogonal matrix , as it corresponds to the decomposition of the input signal unfolded along the time axis. Before the decomposition, we subtract the temporal pixel average , in order to have a zero-mean component in the time axis (4) Dimension reduction is applied by taking the first components of the orthogonal matrices and of the core tensor , as indicated schematically in Fig. 2(b) in the case of a 3-D tensor. We denote with a subindex the matrices and tensor thus obtained:
and , where and , with . Second Step: We denote the matrix as and as its th row. This simplifies the notation. The rows of this matrix contain the information about the dynamics of the input video sequence. This is shown in Fig. 3 , where for simplicity we report the example of the decomposition of a 3-D tensor that represents a grayscale video sequence. The sequence has frames composed by grayscale images. When a dimension reduction is done, the input data is approximated by , where denotes an approximation of . In Fig. 3 , we note that the th frame of the input video sequence is obtained by multiplying the core tensor with the orthogonal matrices , and with the th row of matrix . The dynamic is represented using a multivariate auto-regressive model of order 1. This means that we are looking for a matrix such that (5) where is a residual error. To find the matrix , we use a classical least-squares technique as proposed in [1] . We call the matrix including the first rows of and the matrix including the last rows of and . Matrix is computed as
The residual part is modeled in order to have , where is a Gaussian random vector . is obtained by estimating the input noise covariance matrix from the residual matrix and imposing that (7) Since this procedure is the same as in [1] , we refer to it for further details.
B. Synthesis
The model parameters are as follows:
• matrices with , obtained from the first left singular vectors of each of the unfolding matrices of tensor (we recall that the index is the one associated to the time dimension); • tensor , obtained from (3) applied to the left singular truncated matrices ; • matrices and , obtained from (6) and (7), respectively; • tensor , obtained from (4). The dynamic texture is represented by the following system of linear equations (8) where indicates the tensor generated at time when the system is driven by random noise and corresponds to a synthetic video frame. The dimension of this tensor is . The term indicates the temporal average subtracted before the decomposition.
IV. PERFORMANCE EVALUATION SETUP
We evaluate the performance of the HOSVD-based linear model of (8) with respect to algorithms that perform synthesis with a similar computational cost. We have chosen two algorithms for comparison: the algorithm of Doretto et al. [1] , where the analysis is done using standard SVD, and the algorithm of Abraham et al. [16] , which uses the same analysis of Doretto's in the Fourier Transform domain. This is done to exploit the spatial correlation among pixels, since each frequency component of a frame is a function of all its pixels. Moreover, a threshold mechanism allows to select only the most significant FFT coefficients, thus resulting in a model having generally less coefficients. The drawback is that the synthesis requires an inverse FFT operation for each frame.
We use three dynamic texture videos for the comparisons. The videos are "Flame," "Grass," and "Pond." Figs. 6-8 show some video samples. The video sequence "Flame" is characterized by a strongly varying dynamic since the sequence alternately shows samples of small and large amplitude and by low to medium spatial frequency content. The sequence "Grass" is characterized by low-frequency temporal content and high-frequency spatial content along the horizontal axis, given by the repetition of the grass pattern. The last sequence shows low-frequency spatial and temporal content. Following the Claerbout et al. principle on reproducible research [20] , this article is completely reproducible; thus, all the videos, test results, and code are available online [21] .
A. RGB to Conversion
The native color encoding of a texture video is RGB. For the experiments, we have chosen to consider also a different color encoding: in 4:2:0 format (denoted simply as from now), i.e., having the chrominance channels downsampled both horizontally and vertically by a factor of two. This is an encoding commonly used for videos that permits to obtain a smaller size dynamic texture representation, as shown in [22] .
We have, thus, three algorithms for each color encoding. The first algorithm is Doretto's basic algorithm [1] . Applied to RGB and images it is denoted respectively as 2-D RGB and 2-D . The second is the FFT-based algorithm of Abraham [16] . Since the original implementation considers grayscale images only, we extended it to color by applying the algorithm as is to the three color channels separately, both in the case of RGB and color encoding. This avoids major modifications. The resulting implementations are denoted as FFT-RGB and FFT-, respectively. The third is the HOSVD-based algorithm we propose. Here, we have chosen to use the data representation that is depicted schematically in Fig. 4 . In the first representation (left), data is organized in a 4-D tensor according to horizontal, vertical, temporal, and chromatic dimensions, respectively. We show the three color components separately to indicate a 4-D tensor. In the second representation (right), color encoding is used to compact the color image frames into a single plane that contains luminance and chrominance channels. Chrominance is downsampled by a factor of two both horizontally and vertically. Fig. 4 reports also the MATLAB code used to create this data structure, where we use the MATLAB Tensor Classes developed by Kolda et al. [23] . The algorithm derived from the first data representation is called 4-D RGB, the latter 3-D . Table II summarizes the naming convention used to refer to the algorithms.
B. Prediction Error
In order to evaluate the algorithms performance, we consider the error between original and synthetic frames. Two factors contribute to this error. The first is the error intrinsic to the low-rank approximation given by the choice of the number of singular values. The second is the error introduced when modeling the texture dynamic with an MAR(1) model. The latter is properly called prediction error.
In the case of the FFT-based algorithm and also when using color encoding, there are two additional errors. The FFT algorithm introduces an error when the FFT coefficients are truncated, while for , the error is given by the color upsampling and converting operations. Here, we call prediction error the total error between an original frame and its prediction obtained by the models in final RGB color encoding that is used for display purposes. Mathematically, this error is defined as follows: (9) where and are the original and predicted video frames in RGB video format, respectively. The one step image prediction and the corresponding frame synthesis are computed as follows: (10) where is the th column of matrix obtained in the analysis step, and frame is obtained from by an appropriate color conversion (when needed).
The parameter introduced in Section III-A does not play a role here, since the term of (8) is not considered when the one step prediction is computed. 
C. Comparison Setup
The parameters of the HOSVD-based model are the number of singular values retained from the tensor decomposition. Since this decomposition considers spatial (horizontal and vertical), temporal, and chromatic components separately, this results in a number of four parameters in the case of the 4-D RGB data representation and three parameters in the case of 3-D . We indicate as and the parameters associated to vertical, horizontal, temporal, and color dimensions, respectively. This gives enough freedom to optimize the decomposition according to the characteristics of the video sequence. However, to keep the number of parameters comparable to the other methods and to limit the number of simulations, we imposed that . Naturally, this penalizes the algorithm performance when applied to sequences having a clear spatial orientation, such as the "Grass" video sequence, which is characterized by strong horizontal frequency and low vertical frequency. Using would have increased the quality of the predicted frames, since the horizontal content would have been better approximated. Moreover, in the case of 4-D RGB, we fixed , thus not compressing the color information.
The parameters varied from 5 to with an interval of from 5 to . Since and are in general different, we allow differ from when one or the other reaches its maximum value. In all other cases, the restriction is valid. The temporal parameter varied from 5 to , with an interval of 5, where indicates the temporal length of the video sequence. Doretto's algorithm performance varies according to one single parameter. This is the number of singular values that are retained from the 2-D SVD in the analysis. We call this parameter : it is an integer ranging from 1 to . When testing the algorithm, we varied from 5 to with an interval of 5. The FFT-based algorithm performance can be changed by tuning two parameters. As in the previous method, the first parameter is the number of singular temporal values retained, indicated as . The second parameter is the number of most significant FFT coefficients, indicated as a percentage value . During the experiment we have varied from 5 to with an interval of 5, and we have considered 5 different values for : 90%, 80%, 70%, 60%, and 50%. Fig. 5 shows an example of the algorithms' performance obtained for the video sequence "Flame." The dots indicate simulation results, while the continuous lines indicate their interpolation. The dashed line corresponds to the best performance obtained by the algorithm for this video sequence.
D. Model Size and Synthesis Cost
The model size is the number of model coefficients and results from two contributions: the coefficients of the SVD or HOSVD decomposition and those related to the system dynamics. In Table III , we report the sizes of the models and the synthesis cost (main contribution). Since , and usually have similar values, the synthesis cost is comparable for the all algorithms. (1)- (3) have been obtained from the second, 12th, and 25th frames of the video sequence "Flame." The last row reports the comparison between models' performance. The results have been obtained using both data representations. The parameters of the tensor-based decomposition are chosen to ensure the best performance; at left, we report the prediction error versus the model size, while, at right, we report the gain in terms of model coefficients, defined as the ratio between Doretto's and tensor-based model's coefficients.
E. Model-Order Selection
In Soatto and Doretto's model, dimension reduction is controlled by only one parameter. Using HOSVD for the analysis, three or four parameters can be varied. Parameters and correspond to the spatial content of the video for vertical and horizontal dimensions, respectively. They can be chosen according to the spatial content of each video frame. In the case of the "Grass" sequence, for instance, the presence of vertical grass blades in each frame motivates using a higher value for , since the horizontal frequency content is more dominant compared to the vertical one. For other sequences, such as for "Pond," and can be set to similar values, since there is not a clear prevalence of high-frequency components in either direction.
The parameter models the temporal content of the video and corresponds to the parameter of Doretto's model. It can be chosen according to the same rationale, i.e., according to the temporal frequency content of the video.
In the 4-D RGB representation, describes the chromatic content. Dimension reduction can also be imposed to the color information. This is only appropriate, however, when the color content of the video is not varying rapidly, for example with obtained from the second and 16th frames of the video sequence "Grass." The last row reports the comparison between models' performance. The results have been obtained using both data representations. The parameters of the tensor-based decomposition are chosen to ensure the best performance; at left, we report the prediction error versus the model size, while, at right, we report the gain in terms of model coefficients, defined as the ratio between Doretto's and tensor-based model's coefficients.
the "Flame" video, where color changes only slightly with time and/or space. In this case, we can assign a smaller value, such as , i.e., using only two basis function for the chromatic content of the video.
V. RESULTS
The results obtained are shown in Figs. 6-9. Each Figure is composed by two parts. In the first part (top), images of the original and synthetic videos are depicted, obtained at low (22.5 dB) and at a high (30 dB) visual quality. In the second part (bottom), two plots show the comparison between the HOSVD-based and a reference algorithm. The plot at the left reports the prediction error and the number of model coefficients. The plot at the right shows the ratio between the number of coefficients of the HOSVD-based model and that of a reference model that ensures the same prediction error. In the case of the HOSVD and FFT-based models, the performance shown in the figures corresponds to the best performance, i.e., the one indicated in Fig. 5 by a dashed line (for the "Flame" sequence).
With the exception of the video sequence "Grass," the HOSVD-based model needs far less coefficients compared to the other models. For a PSNR average value associated to a good visual quality of the synthetic video (approximatively from 25 to 30 dB), the gain reaches a value varying from 5 to 10. In other words, 5 to 10 times less coefficients are needed when using the HOSVD-based model, still ensuring the same prediction quality. To view the synthesized videos, please refer to our web-page at [21] . Indeed, the overall visual quality of the synthetic videos is comparable. The synthetic videos obtained at 22.5 dB show a low-quality synthesis for individual frames, but the video dynamic is comparable to the one obtained at higher PSNR. In other words, the spatial approximation is visually worse than the temporal one.
The gain curves show the comparisons between models using the same color encoding. We can notice that, in general, color encoding offers a better performance than RGB. This is true for both Doretto's method and the FFT-based method. The video sequence "Grass" is different since, as pointed out before, it is characterized by high spatial frequency content. A large amount of spatial singular values is needed to represent it efficiently, thus resulting in a large model size.
VI. CONCLUSION
We propose to decompose the multidimensional signal that represents a dynamic texture by using a tensor decomposition technique. As opposed to techniques that unfold the multidimensional signal on a 2-D matrix, our method analyzes data in their original dimensions. This decomposition, only recently used for applications in image and video processing, permits to better exploit the spatial, temporal, and chromatic correlation between the pixels of the video sequence, leading to an important decrease in model size.
Compared to algorithms where the unfolding operations are performed in 2-D or where the spatial information is exploited Fig. 9 . Performance comparison between tensor and FFT-based's models obtained using the test video sequences at disposal. We report for each video sequence two evaluations: at left, the prediction error versus the model size, both obtained using the tensor-based algorithm on 4-D RGB and 3-D Y C C data representation and the FFT-based algorithms on RGB and Y C C color encoding (indicated as FFT-RGB and FFT-Y C C in the paper); at right, the gain in terms of model coefficients between the two models, i.e., the the ratio between FFT's and tensor-based model's coefficients. For each video sequence, the parameters of the two models have been chosen to ensure the best individual performance.
by considering the analysis in the Fourier domain, our method results in models with on average five times less coefficients, still ensuring the same visual quality.
Despite being a suboptimal solution for the tensor decomposition, the HOSVD ensures close-to-optimal energy compaction and approximation error. The suboptimality derives from the fact that the HOSVD is computed directly from the SVD, without using expensive iterative algorithms, such as done for the optimal solution. This is an advantage, since the analysis can be done faster and with less computational power.
The few model parameters permit to perform synthesis in real-time. Moreover, the small memory occupancy favors the use of the HOSVD based model in architectures characterized by constraints in memory and computational power complexity, such as PDAs or mobile phones.
