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The existence of positive solutions to second-order singular boundary value 
problems is established. Our analysis is based on the Topological Transversality 
Theorem of Andrzej Granas, which relies on the notions of an essential map and 
a priori estimates on solutions. 0 1989 Academic Press, Inc 
1 
In this paper we establish the existence of positive solutions to second- 
order boundary value problems of the form 
y” + f(t, y, Y’) = 0, o<t<1 
YEB. 
(1.1) 
Here W will denote either 
(i) y(O)=a>,O, y’(1)=630, 
(ii) JJ( 1) = a k 0, y’(O) = b d 0, or 
(iii) y(O)=a>O, y(l)=b>O. 
The problems are singular because f is allowed to be singular at y = 0. The 
idea of looking at such problems was motivated by [ 1,4, $7, 81. In [4] 
the authors look at (1.1) with 6V denoting (iii) and a = b = 0. Our results 
improve on the results of that paper and cover many new examples not 
treated by [4]; however, it should be pointed out that in [4], f is 
also allowed to be singular at t = 0 and t = 1. Equations of the form 
y” + a(t)y* = 0, a < 0, with the above boundary conditions occur quite 
frequently in mathematical models, for example, in reaction-diffusion 
equations and non-Newtonian fluid theory. Particular examples of the 
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Idaho, Moscow, ID 83843. 
40 
0022-247X/89 $3.00 
Copyright 0 1989 by Acadenuc Press, Inc. 
All rights of reproductmn m any form reserved 
POSITIVE SOLUTIONS TO BOUNDARY VALUE PROBLEMS 41 
above equation include the generalized Emden-Fowler equation and 
the Blasius equation; for a detailed discussion with references see 
Cl, 2, 339, 101. 
2 
In this section we establish existence of positive solutions on (0, l] to 
Y” +ftt, Y, Y’) = 0, o<t<1 
y(O)=a>O 
y’(l)=b>O, 
where f satisfies the conditions 
f is continuous on [0, l] x (0, co) x (0, co) with 
lim ,+o+f(t, Y, p) = CC for each (2, P) E CO, 11 x 
(-a, co)\(O) and limp,,+ f(t, y, p) = co for each (t, y) E 
[IO, 11 x (0, a ); 
0 < f(t, Y, P) G g(y) 4(p) on CO, 11 x (0, 00 1 x (0, mh 
where g and 4 > 0 are continuous and non-increasing on 
(0, co). 
(2.1) 
G-2) 
(2.3) 
By a solution to (2.1) we mean a function y E C [0, 1 ] n C*(O, 1) that 
satisfies the differential equation and the boundary conditions. Also if y is 
any solution to (2.1) with a>O, b>O then y”<O on (0, 1) so y’>O on 
(0, l), which in turn implies y is strictly increasing on (0, 1). So in par- 
ticular y > 0 on [0, 11. Our discussion breaks into three cases (i) a > 0 and 
b > 0, (ii) a = 0, b 2 0, and (iii) a > 0, b = 0. 
Case 1: a>0 and b>O 
THEOREM 2.1. Let a ~0, b >O. Suppose f satisfies conditions (2.2) and 
(2.3). For 1 E [0, 1 ] consider the family of problems 
y”+If(t, y, y’)=O, o<t<1 
y(O) = a (2.1 )n 
y’( 1) = b. 
Then there are constants M0 > 0, M, > 0, and M2 > 0 (independent of A) 
such that, for t E [0, 11, 
aQy(t)<M,, b d y’(t) < M,, -M, < y”(t) d M* 
for each solution y E C*[O, l] to (2.1),. 
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Proof: Let y be a solution to (2.1),. Then clearly y(t) 3 a, y’(t) 3 h for 
t E [O, 11. We also have y” + Q(y’) g(y) > y” + i.,f‘(t, ; y’) 20. Now this 
implies 
0 G -Y”(f) d WY(f)) ti(y’(t)) < g(a) #(b) = M, 
since q5 and g are non-increasing. Then 
II< y’(r)=&/ y”(s)dsdb+M, -M, 
I 
and 
a< y(t)=a+ )qs)ds<a+M, = o. Is 0 
Now Theorem 2.1 together with the Topological Transversality Theorem 
of Andrzej Granas [6] will be used to obtain our basic existence theorem. 
We first, however, introduce the following notation. For UE C’[O, 1 J 
define 
II40 = sup b(t)L lI4z = max{I140, I1410, II~“ll0>~ 
co, 11 
Also set 
Cj#[O, 1]={uEC2[0, 1];u(O)=a,u’(l)=6} 
and 
C&[O, l]={uEf?[O, 1];24(0)=0,U’(1)=0} 
THEOREM 2.2. Let a>O, b >O. Suppose f satisfies conditions (2.2) and 
(2.3). Then a C*[O, l] solution to (2.1) exisf. 
ProoJ: We now consider the family of problems 
Y” + Ant, Y, Y’) = 0, o<t<1 
Y(O) = a (2.4)j. 
y’(l) = 6, 
where f> 0 is any continuous extension off from y > a and y’ > 6. Now 
every solution v of (2.4), satisfies v 2 Q, v’ 3 b and hence is a solution to 
(2.1)<. Also f satisfies the hypothesis imposed on f for y > a and p > 6. 
Hence the conclusion of Theorem 2.1 remains valid for solutions to (2.4); 
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Let 
u= utc~[o,ll:~<u(~)<M,+l,~<u’oiM,+l, 
i 
Id’(t)1 -CM* + 1 
I 
, 
which is an open subset of Ci[O, I], which is a convex subset of C’[O, 11, 
Define mappings Fi: C’[O, l] -. C[O, 11, j: Ci[O, l] -+ C’[O, 11, 
L:CL[O, l]+C[O, l] by (F,U)(t)= -Af(t,~(t),~‘(t)), ~u=u, and 
Lu(t) = u”(t). Clearly Fj, is continuous from the continuity of j: We next 
claim that j is completely continuous. Let 52 be a bounded set in Ci[O, 11. 
Then it is easy to check that jQ is uniformly bounded and equicontinuous. 
Then the Arzela-Ascoli theorem implies that j is completely continuous. 
Finally, we claim that L-’ exists and is continuous. To show this define N: 
C$,[O, l] -+ C[O, l] by Nu=u”. It is easy to check that N is one-to-one 
and onto. Also N is continuous since llNuil D = IIu”IIO d \lull 2. Thus by the 
Bounded Inverse Theorem NP1 is a continuous linear operator. Also the 
problem Ly = 0, y(O) = a, y’( 1) = b can be solved explicitly, i.e., y = a + bt. 
Thus L -’ exists and is given by 
(L-‘g)(x)=a+bx+(N-‘g)(x) 
and so is continuous. 
Now define the map H,: u-t Ci[O, l] by H,U=L-‘F,jU. Hi is a 
compact homotopy and H,U = u means LU = F;. jU, i.e., U” = - nJ( t, U, u’). 
Therefore Hi is fixed point free on aU by construction of U. Finally, 
H,,(U) = a + bxE U is a constant map and so is essential [6]. Thus H, is a 
compact homotopy of admissible maps joining the essential map H, with 
H, = L-‘I;, j. The Topological Transversality Theorem [6] implies that 
H, is essential, i.e., (2.4), has a solution and therefore (2.1) has a solution, 
as required. 1 
Case 2: a = 0, b > 0 
For this case the idea is to look at problems of the form 
Y”+-lf(L Y, y’)=O, O<f<l 
Y(O) = lh 
y’(l)=b>O 
for 2 E [0, l] and n E N+ = (1, 2, . . . 1. The following analysis will require 
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that the a priori bounds obtained in Theorem 2.1, M, and M,, are 
independent of i and n. However, if f has a y’ dependence to apply the 
following analysis we would require that Mz be independent of n. As a 
result we restrict the class of problem that we will examine. In this section 
we establish existence of positive solution on (0, 1 J to 
Y” +f(t, y) = 0, O<f<l 
y(0) = 0 (2.1)* 
y’(l)=bgO, 
where f satisfies 
f is continuous on [IO, 1 J x (0, co) with lim,,,+f(t, y) 
= cc for each TV [0, 11; (2.2)* 
0 < f( t, y) 6 g(y) on [0, 1 ] x (0, co), where g is con- 
tinuous and non-increasing on (0, co) and for any 
CE[O, al), J;;g(u)du<cq (2.3)* 
for each constant M > 0 there exists $(t) continuous 
and positive on [0, l] such that j-( t, y) > t)(t) on 
CO, 1 I x (0, Ml. (2.5) 
THEOREM 2.3. Let b 2 0. Suppose f satisfies conditions (2.2)* and (2.3)*. 
For A E [O, l] and n E N+ = { 1,2, . ..} consider the family of problems 
y"+;If(t,y)=O, O<f<l 
y(O) = l/n (2.1); 
y’( 1) = b. 
Then there are constants MO > 0, MI > 0 (independent of 1 and n) and 
MI > 0 (independent of ,I) such that for t E [0, 11, 
l/n < y(t) < M,, b < y’(t) Q Ml, - Mz d y"(t) d M, 
for each solution y E C*[O, I] to (2.1):. 
ProoJ: Let y be a solution to (2.1):. Then clearly y(t) > l/n, y’(t) 2 b for 
t E [0, l]. We also have y” + ,Ig( y) 2 y” + Af(t, y) 2 0. Now this implies 
-y” 6 g(y). Integrate from t to 1 - to obtain 
y’(r)-b~lS1g(y(U))d~~g(y(t))~g f 
POSITIVE SOLUTIONS TO BOUNDARY VALUE PROBLEMS 45 
since g is non-increasing. Thus we have y’(t) < g( y(t) - l/n) + b. Divide by 
g(y(t) - l/n) + b and integrate from O+ to t to obtain 
s 
Y(f) - l/n du 
----< 1. 
0 g(u) + b 
Now since l/g(u) is an increasing function, f; (du/(g(u) + b)) = +co. 
Define G(z) = j: (du/( g(u) + b)) so G is an increasing map from [0, co) 
onto [0, co) and therefore has an increasing inverse G-‘. Thus it follows 
that 
y(r)<G-l(l)+ l/&G-‘(l)+ 
We have thus shown that 
l/n < y(t) < MO, 
11. l-M0 for t E [O, 
tE ix, 11 
for any solution y to (2.1):. Now returning to the inequality - y’ ss Ig( y) 
and multiplying by y’ yields 
-y’y” < Ig(y)y’. 
Integrate from t to l- to obtain 
CY’W <c+ J y(‘) b2 MO 2‘2 g(u) du Y(I) g(utdu,<~+ J 0 
so 
We have shown that 
b < y’(t) < M,, tE Ilo, 11 
for any solution y to (2.1):. Finally, we have 
0 < -y”(t) < ;ig(y) < A sup g(y) < g( l/n) = MZ. 1 
Cl/n, M,l 
THEOREM 2.4. Let a = 0. Suppose f satisfies conditions (2.2)*, (2.3)*, 
and (2.5). Then a C[O, 1] n C’(O, 1] solution of(2.1)* exists. 
Proof. Consider the family of problems (with n E N+ ) 
u”+f(t, y)=O, o<t<1 
Y(O) = l/n 
y’( 1) = b. 
WI,* 
409/142/l -4 
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Now Theorem 2.2 (with slight modification) implies that (2.1): has a 
solution y, for each n. Moreover by Theorem 2.3 there are constants M, 
and M, independent of n such that 
l/n 6 y,(t) 6 MO, b d y;(t) 6 M, for tE [0, 11. 
Now the Arzela-Ascoli theorem guarantees the existence of a subsequence 
y,, converging uniformly on [O, l] to some continuous function y, i.e., 
I( yn. - y/l, + 0 for some y E C [0, 11. Clearly y 2 0 on [0, 11. In fact y > 0 
on (0, 11; to see this recall from (2.5) that -y:(t)>+(t) so integrating 
twice yields 
y,(t) > l/n + bt + j-i s@(s) ds + t 1’ $(s) ds. 
* 
Now ynV satisfies the integral equation 
yn(t)=yn.(l)+b(t-l)+I‘l (t-s)f(s, y,,(s))ds. 
I 
For t E (0, l] and SE [t, 11 we have that f(s, y,.(s)) -)f(s, y(s)) uniformly 
since f is uniformly continuous on compact subsets of [O, 11 x (0, M,]. 
Thus letting n’ --f 00 yields 
v(r)=y(l)+b(l-l)+!l(t-r)f(s, y(s))ds. f 
From this integral equation we see that y E C*(O, 11, y”(t) = -f(t, y(t)), 
and of course y(0) = 0, y’( 1) = b. 1 
Case 3: b = 0, a > 0 
THEOREM 2.5. Let b = 0. Suppose f satisj?es (2.2)* and the following: 
O<f(t, Y)G ‘F(Y), where g is continuous and non- 
increasing on (0, Go ). (2.4) 
i%en a C*[O, l] solution to (2.1)* exists. 
ProoJ This follows from a slight modification of the proof of Theorems 
2.1 and 2.2. 1 
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We conclude this section by discussing the problem 
Y” +A4 Y, Y’) = 0 
y’(O)=b<O 
y(l)=a>O. 
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(2.6) 
If y is any solution to (2.6) with a > 0, b < 0, then y” < 0 on (0, 1) so y’ < 0 
on (0, I), which in turn implies y>, 0 is strictly decreasing on (0, 1). By 
making the change of variables z(t) = y( 1 - t), which gives z’( 1) = -b 2 0 
and z(0) = a >, 0, with the results already obtained we have immediately: 
Case (i): a>O, b ~0. Assumptions of Theorem 2.2 imply that (2.6) 
has a C2[0, 1 ] solution. 
Case (ii): a = 0, b < 0. Assumptions of Theorem 2.4 imply that (2.6) 
has a C[O, l] n C’[O, 1) solution. 
Case (iii): b = 0, a > 0. Assumptions of Theorem 2.5 imply that (2.6) 
has a C2[0, l] solution. 
Remark. Of course assumptions (2.2), (2.3) have f defined on [0, 11 x 
(0, co) x (- co, 0) with of course #(p) replaced by & IpI) = q5( -p). 
3 
The final section of this paper examines the existence of positive 
solutions on (0, 1) to 
Y” +ftt, Y, Y’) = 0, O<f<l 
y(0) = a 2 0 
y(l)=b>,O, 
where f satisfies the conditions 
f is continuous on CO, 11 x (0, a) x (-a, a), 
iim,_,+ f(t,y,~)=ooforeach(t,p)~[O,l]x(-co,co); 
o<f(t,Y,P)~g(Y)~tlpl) on CO, 11x(0, m)x(--, a), 
where g is continuous and non-increasing on (0, co) and 
4 > 0 is continuous and non-increasing on [0, 00). 
(3.1) 
(3.2) 
(3.3) 
We also assume without loss of generality that ad b for the remainder of 
this section. By a solution to (3.1) we mean a function y E C [O, 1 ] n 
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C’(O, 1) that satisfies the differential equation and boundary conditions. In 
addition if y is a solution to (3.1) with a > 0 then y” < 0 on (0, 1) so y’ is 
strictly decreasing on (0, 1) and of course y 3 a on [0, 11. Our discussion 
breaks into three cases (i) a > 0, (ii) a = 0, b = 0, and (iii) a = 0, b > 0. 
Case 1: a>0 
THEOREM 3.1. Let a > 0. Suppose f satisfies (3.2) and (3.3). For 
1 E [O, 1 ] consider the family of problems 
y” + Lf(t, Y, Y') = 0, o<t<1 
Y(O) = a t3.1 Ii. 
y(l)=b. 
Then there are constants M, >O, M, > 0, and M, > 0 (independent of A) 
such that, for t E [0, 11, 
a< y(t)<:@ Iv’(t)1 d Ml, Iv”(t)1 G M2 
for each solution y to (3.1);. 
Remark. For this case we could as before (ideas of Theorem 2.1) obtain 
M,, M1, and M2 quite easily. However, in hindsight for cases 2 and 3 we 
will in fact obtain M, and M, independent of n if a = l/n and/or b = l/n, 
nEN+. 
Proof: Let y be a solution to (3.1 )j,. Then clearly y 2 a on [0, 11. Let 
Y mm be the maximum of y(t) on [0, 11. If the maximum occurs at the 
endpoints then clearly y,,, <b. Finally, let ymax occurs at to E (0, l), so 
y’(t,,) = 0. Hence for t > to we have 
-Y” d MY) f$( -Y’). 
Integrate from to to t > to to obtain 
s -v’(t) du 0 ---GA ,~g(y(u))du~g(y(r))~g(y(t)-b) 4(u) i 
since g is non-increasing. Define H(z) = J; (d@(u)) so H is an increasing 
function from [0, co) onto [0, co) and therefore has an increasing inverse 
H-l. Hence -y’(t)<H-‘(g(y(t)-6)) and integrating from to to l- 
yields 
s 
Ymar - b du 
0 H-‘(g(u))’ ” 
Define G(z) = 1; (du/H-‘(g(u))) and G has an increasing inverse G-l. 
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Hence 
We have shown 
Y max<G-l(l)fbrMo. 
a G y(t) < MO, fE L-o,11 
for any solution y t0 (3.1); 
Remark. If a = l/n and/or b = l/n, where n E Nf, we can choose M, 
independent of n. 
To find M, we notice that there are two cases to consider; either (A) 
there exists 5 E (0, 1) with y’(5) = 0 or (B) y’ > 0 on (0, 1). 
Case A. For t < 5 we have 
-Y’Y” 6 k(Y) &Y’) Y’ 
and integrating from t to 5 we obtain 
g(u) du F IMo g(u) du. 
a 
Define J(z) = j; (U/~(U)) d u and J has an increasing inverse J- ‘. Thus 
04)“(1)65-‘(~~~‘g(u)du) for t~[O,4]% 
Similarly 
O< -y’(t)GJ-’ (loMo g(u)du) for TV [t, 11. 
Case B. y’ > 0 on (0, 1). Now since y” < 0 we have y’ decreasing on 
(0, 1). The Mean Value Theorem implies there exists q E (0, 1) with 
y’(q) = b -a. Now for t 2 q we have 0 < y’(t) < b -a 6 b. However, for 
t<q we have y’(t)>b-a and 
-Y’Y” G My) 4~‘) Y’ G k(y) d(y’ - (b-a)) Y’ 
since q5 is non-increasing. Now integrating from t to q yields 
s 
y’(l)-(b-a) u 
-duGA 
0 d(u) 5 
‘(‘) g(u) du d j”” g(u) du. 
Y(l) u 
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Let M, = J-l (SF g(u) du) + b, SO 
Iv’(t)1 6 Ml > tE co, 11 
for any solution y to (3.1); 
Remark. If a = l/n and/or b = l/n, where n E N+, we can choose M, 
independent of n provided [p g(u) du < co. 
Finally, we have 
OG -Y”(t)Q~g(Y)~(IY’I)~~ sup g(v) sup 4(ly’l)=M,. I 
II% MO1 C-KM11 
THEOREM 3.2. Let a > 0. Suppose f satisfies (3.2) and (3.3). Then a 
C*[O, l] solution of(3.1) exists. 
Proof: This follows from a slight modification of the proof of 
Theorem 2.2. Here define 3 by 
and 
U= {uECi[O, l]:a/2<u(t)<M,+ 1, 
/u’(t)] CM, + 1, [u”(t)1 -=c A42 + 11. I 
Case 2: a=O, b=O 
Here we examine 
Y” +f(t, Y) = 0, o<t<t 
Y(O) =o 
y(l)=O, 
(3.1)* 
where f satisfies 
f is continuous on [0, l] x (0, cc) with lim,,,+f(t, y) 
= cc for each te [0, 11; (3.2)* 
0 <f (t, y) < g(y) on [O, l] x (0, co), where g is con- 
tinuous and non-increasing on (0, co) and for any 
CE [0, co), j; g(u)du< oo; (3.3)* 
POSITIVE SOLUTIONS TO BOUNDARY VALUE PROBLEMS 51 
for each constant M > 0 there exists e(t) continuous 
and positive on [0, l] such that f(t, y)> $(t) on 
CO, 11 x (0, Ml. (3.4) 
THEOREM 3.3. Let a=O, b=O. Suppose f satisfies (3.2)*, (3.3)*, (3.4). 
Then a C[O, 11 n C’(O, 1) solution of (3.1) exists. 
Proof Consider the family of problems (with n E N+ ) 
.Yl'+f(t, .Y)=O, o<t<1 
Y(O) = l/n (3.1): 
y(1) = l/n. 
Now Theorem 3.2 implies that (3.1); has a solution y, for each n. 
Moreover there are constants M0 and M, independent of n such that 
for t E [0, 11. 
The Arzela-Ascoli theorem implies that there is a subsequence ( y,~ f con- 
verging uniformly on [0, l] to some continuous function y. Now from 
(3.4) we have that 
which implies y > 0 on (0, 1). The result follows as in the proof of 
Theorem 2.3. 1 
Case 3: a=O, b>O 
THEOREM 3.4. Suppose f satisfies (3.2)*, (3.3)*, (3.4). Then a C[O, l] n 
C’(O, I] solution of (3.1)* exists. 
ProojI Consider the family of problems 
y"+f(t, y)=O 
~40) = l/n 
Al)=b 
and the proof is as in Theorem 3.3. 1 
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