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a b s t r a c t
In this paper we study a numerical scheme to solve coupled Maxwell’s equations with
a non-linear conductivity. This model plays an important role in the study of type-II
superconductors. The approximation scheme is based on backward Euler discretization
in time and mixed conforming finite elements in space. We will prove convergence of
this scheme to the unique weak solution of the problem and develop the corresponding
error estimates. As a next step we study the stability of the scheme in the quasi-static
limit ϵ → 0 and present the corresponding convergence rate. The stability of this singular
limit proves existence of the quasistatic model. Finally, we support the theory by several
numerical experiments.
© 2012 Published by Elsevier B.V.
1. Introduction
LetΩ be a bounded polyhedral domain in R3 with a sufficiently smooth boundary ∂Ω and outward unit normal vector
n. If the materials inside this domain can be described by the linear electric and magnetic constitutive relations, D(t, x) =
ϵ(x)E(t, x) resp. B(t, x) = µ(x)H(t, x), then electromagnetic fields in this domain are governed by Maxwell’s equations
µ∂tH+∇ × E = 0,
ϵ∂tE+ J−∇ × H = 0,
expressed in terms of the electric field E and themagnetic fieldH. If the domain is occupied by linear conductors, the current
density J can bewritten as J = Ja+σE, where Ja is the applied current and σ the conductivity of thematerial. There are how-
ever several applications where the relation between J and E is non-linear, for example for type-II superconductors [1] or for
the charge-density-wave state of NbSe3 [2]. Therefore we will define a general constitutive relation J = J(E) for conductors
and study the coupled system
µ∂tH+∇ × E = 0, (t, x) in (0, T )×Ω,
ϵ∂tE+ J(E)−∇ × H = F, (t, x) in (0, T )×Ω,
n× E = 0, (t, x) on (0, T )× ∂Ω,
E(0, x) = E0, x inΩ,
H(0, x) = H0, x inΩ.
(1)
Under suitable conditions on the non-linear function J(E) and the initial data E0,H0, wewill prove the existence and unique-
ness of the weak solution of this problem.
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The system (1) was studied in [3]. The author proved existence of the weak solution for a non-linear function
J(E) = σ(|E|)E, with σ(s)monotonically increasing. He also proved stability of this solution in the quasi-static limit ϵ → 0.
In this paper we extend this result for a more general function J(E). We apply Rothe’s method [4] to prove existence of
a weak solution. Uniqueness follows from the error estimates of the corresponding semi-discrete approximation scheme.
As a next step, we study the stability of a fully discrete mixed finite element approximation scheme for (1) and provide
the corresponding error estimates. Finally, we prove that the weak solution converges to the solution of the quasi-static
problem as ϵ → 0. This requires stronger assumptions on the non-linearity, because the L2-stability of the system (1) is lost
due to the vanishing term ϵ∂tE. We will therefore assume a power law conductivity J(E) = |E|α−1E, with α > 0. We will
also provide some basic numerical examples to support the theoretical results.
Numerical analysis of finite element schemes for Maxwell’s equations has been done in several papers. We refer to
[5–7] for error estimates of curl-conforming finite element schemes applied to linear problems. In [8], the author provides
error estimates of a semi-discrete approximation scheme for the coupled problem (1) with a linear relation between J and E.
Numerical schemes for non-linearMaxwell’s equations are studied in e.g., [9–11], where Rothe’smethod is used to study the
stability of backward Euler’s method. A fully discrete finite element scheme for non-linear Maxwell’s equations is studied
in [12], where the equations are decoupled to obtain one single PDE. In [13], the authors applied the mixed finite element
method to study Maxwell’s equations with a non-linear boundary condition. Study of the stability of Maxwell’s equations
under the singular limit ϵ → 0 was first done in [14] and applied in [3] to prove existence of a quasi-static system with
increasing conductivity. Here, we adapt these results for the case of a power law conductivity. In a submitted paper, we have
applied our model for the simulation of several physical settings with superconductors in the quasistatic regime, see [15].
Now, we prove the rigorous validity of this scheme.
We start the exposition with the definition of the weak solution of (1) and the necessary assumptions on the data. In
Section 3, we study the semi-discrete approximation scheme and prove existence and uniqueness of the weak solution.
Section 4 describes the fully discretized finite element solution and provides the corresponding error estimates. In Section 5,
we study the stability of the system in the singular limit ϵ → 0 for the case J(E) = |E|α−1E. We conclude with some
numerical examples in Section 6.
2. Variational formulation
From now on, the standard scalar product in L2(Ω)will be denoted by (u, v) = 
Ω
u · vdx and the corresponding norm
by ∥u∥ = √(u,u). The norm in Lp(Ω) is denoted by ∥u∥p. The Euclidean norm of a vector ξ in R3 is |ξ|. C , ε and Cε are
generic constants, where ε is arbitrarily small and Cε arbitrarily large. In order to reduce the number of constants, we will
introduce the notation an . bn for the sequences an, bn, if there exists a constant C independent of n, such that for every n,
an ≤ Cbn. The constant C can depend on several a priori norms (e.g., of the initial conditions) but cannot depend on n. Weak
convergence is denoted by⇀. The Hilbert spacesH(curl,Ω) andH0(curl,Ω) are standard for Maxwell’s equations, as well
as the spaces Hα(curl,Ω) for interpolation in curl-conforming finite element spaces, defined as
H(curl,Ω) = {u ∈ L2(Ω) | ∇ × u ∈ L2(Ω)},
H0(curl,Ω) = {u ∈ H(curl,Ω) | n× v = 0 on ∂Ω},
Hα(curl,Ω) = {v ∈ Hα(Ω) | ∇ × v ∈ Hα(Ω)}.
Finally, we define the space Vr , r > 1 as
Vr = {u ∈ Lr(Ω) | ∇ × u ∈ L2(Ω) and n× u = 0 on ∂Ω},
which is reflexive with respect to the norm ∥u∥Vr = ∥u∥r + ∥∇ × u∥ [16].
In order to prove existence and uniqueness, we need to make some assumptions on the material functions, initial data
and the non-linearity.
Hypothesis 1. There exists a parameter p > 1, such that the function J : Vp → Lq(Ω), with 1p + 1q = 1, is
• bounded: ∃ C > 0 : ∥J(e)∥qq ≤ C
∥e∥pp + ∥∇ × e∥2 ,∀e ∈ Vp,
• coercive: ∃ α > 0 : |(J(e), e)| ≥ α ∥e∥pp ,∀e ∈ Vp,• monotone: (J(e1)− J(e2), e1 − e2) ≥ 0,∀e1, e2 ∈ Vp.
• hemicontinuous: if tn → 0 (tn ∈ R), then J(e+ tnh) ⇀ J(e) in Lq, ∀e,h ∈ Vp.
The monotonicity is essential to pull weak convergence through the non-linearity using the Minty–Browder
procedure, [17].
Hypothesis 2. The material functions ϵ(x) and µ(x) belong to L∞(Ω) and there exist positive constants ϵm, µm such
that
ϵ(x) ≥ ϵm > 0, µ(x) ≥ µm > 0.
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Hypothesis 3. For the data we assume
E0 ∈ Vp, J(E0) ∈ L2(Ω), H0 ∈ H(curl,Ω), F ∈ H1((0, T ), L2(Ω)) ∩ Lq((0, T ), Lq(Ω)).
After these preliminaries, we can define the weak solution of (1).
Definition 1. The couple (E,H)with
E ∈ L2((0, T ), L2(Ω)) ∩ Lp((0, T ), Lp(Ω)) and H ∈ L2((0, T ), L2(Ω)) (2)
is a weak solution of the system (1) if
(ϵ∂tE,ϕ)+ (J(E),ϕ)− (H,∇ × ϕ) = (F,ϕ), ∀ϕ ∈ Vp ∩ L2(Ω), (3)
(µ∂tH,ψ)+ (∇ × E,ψ) = 0, ∀ψ ∈ L2(Ω). (4)
Note that the first term of the first identity requires test functions in L2(Ω) and the second term requires ϕ ∈ Lp(Ω)
(see Hypothesis 1). The spaces in (2) follow from the a priori estimates obtained by taking ϕ = E and ψ = H in (3) and (4).
We will prove existence and uniqueness of this scheme by discretizing the time domain and taking the limit for infinitely
small timestep.
3. Semi-discrete approximation scheme
We discretize the time domain [0, T ] into n equidistant subintervals [ti−1, ti], with timestep τ = T/n. Introducing the
standard notation
ei = e(ti), δei = ei − ei−1
τ
,
we approximate system (3) and (4) using backward Euler’s method, by
(ϵδei,ϕ)+ (J(ei),ϕ)− (hi,∇ × ϕ) = (Fi,ϕ), ∀ϕ ∈ Vp ∩ L2(Ω), (5)
(µδhi,ψ)+ (∇ × ei,ψ) = 0, ∀ψ ∈ L2(Ω). (6)
This recurrent approximation scheme has to be solved for i = 1, . . . , n, starting from the initial condition e0 = E0 and
h0 = H0. The following theorem proves solvability of this system of coupled PDEs.
Theorem 1. The system (5) and (6) has a unique solution (ei,hi) with ei ∈ Vp ∩ L2(Ω) and hi ∈ L2(Ω), for i = 1, . . . , n.
Proof. On every timestep we need to solve the following system
(e,ϕ)+ (J(e),ϕ)− (h,∇ × ϕ) = (a,ϕ), ∀ϕ ∈ Vp ∩ L2(Ω), (7)
(h,ψ)+ (∇ × e,ψ) = (b,ψ), ∀ψ ∈ L2(Ω). (8)
For brevity thematerial functions ϵ andµ are omitted. This does not change the conclusion of the proof, due to Hypothesis 2.
Since the spaces Vp and L2(Ω) are separable, we can define a countable set of basis functions [ϕ1, . . . ,ϕk] = Vk ⊂
(Vp ∩ L2(Ω)) and [ψ1, . . . ,ψk] = Lk ⊂ L2(Ω), such that for every f ∈ Vp ∩ L2(Ω) and g ∈ L2(Ω)
lim
k→∞
f− PϕfVp∩L2(Ω) = 0, limk→∞ g− Pψg = 0,
where Pϕ and Pψ denote the corresponding projections and ∥u∥Vp∩L2(Ω) = ∥u∥Vp + ∥u∥. We can now solve the problem in
these discrete subspaces i.e., we look for ek =ki=1 αiϕi and hk =ki=1 βiψi satisfying
(ek,ϕ)+ (J(ek),ϕ)− (hk,∇ × ϕ) = (a,ϕ), ∀ϕ ∈ Vk, (9)
(hk,ψ)+ (∇ × ek,ψ) = (b,ψ), ∀ψ ∈ Lk. (10)
This fully discrete scheme results into a non-linear algebraic system which has to be solved to (α,β) = (α1, . . . , αk,
β1, . . . , βk) ∈ R2k. The solvability of such systems can be studied with [18, Lemma 18.2]. Therefore, we introduce the
operatorA : R2k → R2k : (α,β)→ A(α,β) = (A1(α,β), . . . , A2k(α,β)) defined by
Aj(α,β) =

k
i=1
αiϕi,ϕj

+

J

k
i=1
αiϕi

,ϕj

−

k
i=1
βiψi,∇ × ϕj

− a,ϕj , j = 1, . . . , k
Aj+k(α,β) =

k
i=1
βiψi,ψj

+

k
i=1
αi∇ × ϕi,ψj

− (b,ψj), j = 1, . . . , k.
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This allows us to rewrite (9) and (10) asA(α,β) = 0. Based on the coercivity of J, we obtain
A(α,β) · (α,β) =
 k
i=1
αiϕi

2
+

J

k
i=1
αiϕi

,
k
i=1
αiϕi

+
 k
i=1
βiψi

2
−

a,
k
i=1
αiϕi

−

b,
k
i=1
βiψi

,
≥ 1
2
 k
i=1
αiϕi

2
+
 k
i=1
βiψi

2
− ∥a∥2 − ∥b∥2
 ,
≥ C |α|2 + |β|2 − ∥a∥2 − ∥b∥2 , ∀α,β ∈ Rk.
From [18, Lemma 18.2] we conclude that the system A(α,β) = 0 has at least one solution in the set {(α,β) ∈ R2k |
|α|2 + |β|2 ≤ r} with r > ∥a∥2 + ∥b∥2. This proves the existence of ek ∈ Vk and hk ∈ Lk satisfying (9) and (10). Now we
construct the a priori estimates for these fields. Taking ϕ = ek in (9) and ψ = hk in (10) and adding both equations, we
obtain from the coercivity of J and Cauchy’s and Young’s inequality that
∥ek∥2 + ∥ek∥pp + ∥hk∥2 ≤ C,
where C does not depend on k. If we repeat this procedure with ϕ = ek and ψ = ∇ × ek, we obtain
∥ek∥2 + ∥ek∥pp + ∥∇ × ek∥2 ≤ C .
Using theweak compactness property of reflexive spaces, we conclude that there exist fields e ∈ Vp∩L2(Ω) and h ∈ L2(Ω),
such that ek ⇀ e in L2(Ω)∩ Lp(Ω),∇ × ek ⇀ ∇ × e in L2(Ω) and hk ⇀ h in L2(Ω) for k →∞. From the boundedness of
Jwe obtain also
∥J(ek)∥qq ≤ C
∥ek∥pp + ∥∇ × ek∥2 ≤ C,
such that J(ek) ⇀J for someJ ∈ Lq(Ω). If we now take k →∞ in (9) and (10), we obtain
(e,ϕ)+ J,ϕ− (h,∇ × ϕ) = (a,ϕ), ∀ϕ ∈ Vp ∩ L2(Ω), (11)
(h,ψ)+ (∇ × e,ψ) = (b,ψ), ∀ψ ∈ L2(Ω). (12)
It remains to prove thatJ = J(e). Here, we use theMinty–Browder procedure to pull weak convergence through amonotone
non-linearity [17]. From monotonicity we know that for every u ∈ Lp(Ω),
lim
k→∞ (J(ek)− J(u), ek − u) ≥ 0. (13)
We will first show that (J, e) ≥ limk→∞(J(ek), ek). If we take ϕ = ek and ψ = hk in (9) and (10) and add both equations,
we obtain
(J(ek), ek) = (a, ek)+ (b,hk)− ∥ek∥2 − ∥hk∥2 .
From the weak convergence of ek and hk, together with the result1 that ∥e∥2 ≤ limk→∞ ∥ek∥2, we obtain
lim
k→∞ (J(ek), ek) ≤ (a, e)+ (b,h)− ∥e∥
2 − ∥h∥2 = J, e .
The last equality follows from taking ϕ = e andψ = h in (11) and (12) and adding both equations. From this result and the
weak convergence of ek and hk, we conclude from (13) thatJ− J(u), e− u ≥ 0.
If we now take u = e+ εw, divide by ε and take ε→ 0, we obtain from the hemicontinuity of J,J− J(e),w ≤ 0.
Since the inequality is valid for everyw ∈ Lp(Ω), by takingw = z andw = −z, we conclude thatJ− J(e),w = 0, ∀w ∈ Lp(Ω).
This proves thatJ = J(e) in Lq(Ω). We conclude that the couple (e,h) solves the discrete system (7) and (8).
Assume now that there are two solutions (e1,h1) and (e2,h2). After subtracting the corresponding equations and taking
ϕ = e1 − e2 in (7) and ψ = h1 − h2 in (8) and adding both equations, we obtain that
∥e1 − e2∥2 + (J(e1)− J(e2), e1 − e2)+ ∥h1 − h2∥ = 0.
Themonotonicity of J allows to conclude that e1 = e2 and h1 = h2. This proves uniqueness of the solution of (7) and (8). 
1 One can easily prove that if xn ⇀ x, then ∥x∥2 ≤ lim infn→∞ ∥xn∥2 . If moreover ∥xn∥2 < C , we obtain ∥x∥2 ≤ limn→∞ ∥xn∥2 up to subsequences.
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3.1. Stability
Based on Theorem 1we know that on every timestep there exist unique fields (ei,hi) satisfying (5) and (6). We will now
construct the necessary a priori estimates which are needed to prove convergence for τ → 0.
Lemma 2. Let Hypotheses 1–3 be satisfied. There exist positive constants τ0 and C, such thatej2 + j
i=1
∥ei − ei−1∥2 +
j
i=1
τ ∥ei∥pp +
hj2 + j
i=1
∥hi − hi−1∥2 < C,
for all τ < τ0 and 1 ≤ j ≤ n.
Proof. We put ϕ = τei in (5), ψ = τhi in (6) and add both equations. Then we take the sum for i = 1, . . . , j and apply
Abel’s summation rule. This yieldsej2 + j
i=1
∥ei − ei−1∥2 +
j
i=1
τ (J(ei), ei)+
hj2 + j
i=1
∥hi − hi−1∥2 . ∥E0∥2 + ∥H0∥2 +
j
i=1
τ (Fi, ei) .
For the third termweuse the coercivity of J. On the last termof the right-hand side,we apply Cauchy’s andYoung’s inequality.
The estimate follows then from Gronwall’s lemma. 
Lemma 3. Let Hypotheses 1–3 be satisfied. There exist positive constants τ0 and C, such thatδej2 + j
i=1
∥δei − δei−1∥2 +
j
i=1
τ (δJ(ei), δei)+
∇ × ej2 + j
i=1
∥∇ × (ei − ei−1)∥2 < C,
for all τ < τ0 and 1 ≤ j ≤ n.
Proof. We start by subtracting (5) on timestep i from (5) on timestep i− 1. This requires a compatibility condition for i = 0
i.e., we define
ϵδe0 := F0 − J(E0)+∇ × H0.
Under Hypotheses 1 and 3 we know that δe0 ∈ L2(Ω). Now we set ϕ = δei and add this for i = 1, . . . , j. From Abel’s
summation rule we obtainδej2 + j
i=1
∥δei − δei−1∥2 +
j
i=1
τ (δJ(ei), δei)−
j
i=1
(hi − hi−1,∇ × δei)
.
j
i=1
(Fi − Fi−1, δei)+ ∥δe0∥2 ,
.
j
i=1
τ ∥δFi∥2 +
j
i=1
τ ∥δei∥2 + ∥δe0∥2 .
If we now put ψ = τ∇ × δei in (6) and add everything for i = 1, . . . , j, we obtain
−
j
i=1
(hi − hi−1,∇ × δei) &
∇ × ej2 − ∥∇ × E0∥2 + j
i=1
∥∇ × (ei − ei−1)∥2 .
Substituting this in the previous inequality and applying Gronwall’s lemma proves the estimate. 
Lemma 4. Let Hypotheses 1–3 be satisfied. There exist positive constants τ0 and C, such thatδej2 + j
i=1
∥δei − δei−1∥2 +
j
i=1
τ (δJ(ei), δei)+
δhj2 + j
i=1
∥δhi − δhi−1∥2 < C,
for all τ < τ0 and 1 ≤ j ≤ n.
Proof. Similar to the proof of Lemma 3, we start by subtracting (5) on timestep i with the value on the previous timestep
and put ϕ = δei. The compatibility condition was mentioned in the previous proof. We repeat this procedure for (6) and
put ψ = δhi. The compatibility between space and time derivative requires now
µδh0 := −∇ × E0,
which is in L2(Ω) by Hypothesis 3. We add both equations and the mixed term (τδhi,∇ × δei) vanishes. We then sum up
for i = 1, . . . , j and use similar steps as for the proof of Lemma 3. 
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3.2. Convergence
To prove convergence of the numerical scheme as τ → 0, we construct two families of fields, interpolating between the
discretized fields [4]. For every n = T/τ , we define by en(t) the piecewise constant interpolant and by en(t) the piecewise
linear interpolant. The aim of Rothe’s method is then to prove convergence of these sequences as n → ∞. More formally,
we have
en(0) = E0, en(t) = ei−1 + (t − ti−1)δei, t ∈ (ti−1, ti],
en(0) = E0, en(t) = ei, t ∈ (ti−1, ti]
and 
hn(0) = H0, hn(t) = hi−1 + (t − ti−1)δhi, t ∈ (ti−1, ti],
hn(0) = H0, en(t) = hi, t ∈ (ti−1, ti].
For the source function Fwe define the piecewise constant interpolation in time as Fn. With these fields, we can rewrite the
semi-discrete system (5) and (6) as
(ϵ∂ten,ϕ)+ (J(en),ϕ)−

hn,∇ × ϕ
 = (Fn,ϕ), (14)
(µ∂thn,ψ)+ (∇ × en,ψ) = 0. (15)
Theorem 5. There exist fields E and H, with
E ∈ H1((0, T ), L2(Ω)) ∩ L2((0, T ),H0(curl,Ω)) ∩ Lp((0, T ), Lp(Ω)),
H ∈ H1((0, T ), L2(Ω)),
such that, up to a subsequence,
1. en ⇀ E in L2((0, T ),H0(curl,Ω)), en ⇀ E in Lp((0, T ), Lp(Ω)),
2. en ⇀ E and ∂ten ⇀ ∂tE in L2((0, T ), L2(Ω)),
3. hn ⇀ H, hn ⇀ H and ∂thn ⇀ H in L2((0, T ), L2(Ω)),
4. J(en) ⇀J in Lq((0, T ), Lq(Ω)), (do not confuseJ with the one from Theorem 1)
5. (E,H) solves (3) and (4).
Proof. 1. Based on Lemma 2 we have that
 T
0 ∥en∥2 ≤ C , such that en ⇀ E in L2((0, T ), L2(Ω)). This, together with
Lemma 3, also yields ∇ × en ⇀ ∇ × E in L2((0, T ), L2(Ω)). From Lemma 2, we also have that
 T
0 ∥en∥pp ≤ C , resulting
into en ⇀ E in Lp((0, T ), Lp(Ω)).
2. Since ∥en − en∥ ≤ Cτ ∥∂ten∥, we know from point 1 and the boundedness of ∂ten (Lemma 3), that en ⇀ E in
L2((0, T ), L2(Ω)). The boundedness of ∂ten also yields ∂ten ⇀ ∂tE in L2((0, T ), L2(Ω)).
3. This follows from the boundedness of hn according to Lemma 2 and the boundedness of ∂thn according to Lemma 4.
4. From the boundedness of J (Hypothesis 1), we know that T
0
∥J(en)∥qq .
 T
0
∥en∥pp +
 T
0
∥∇ × en∥2 < C,
such that J(en) ⇀J in Lq((0, T ), Lq(Ω)).
5. We integrate (14) and (15) with respect to time from 0 to t and pass to the limit n →∞. Using the previous convergence
results, we find after time derivation
(ϵ∂tE,ϕ)+
J,ϕ− (H,∇ × ϕ) = (F,ϕ), (16)
(µ∂tH,ψ)+ (∇ × E,ψ) = 0. (17)
It remains to prove thatJ = J(E). We apply again the monotonicity of J in the same way as in the proof of Theorem 1. We
know that for every field u ∈ Lp((0, T ), Lp(Ω))
lim
n→∞
 T
0
(J(en)− J(u), en − u) ≥ 0. (18)
If we take ϕ = E in (16) and ψ = H in (17) and add both equations, we obtainJ, E = (F, E)− (ϵ∂tE, E)− (µ∂tH,H)
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and after time integration t
0
J, E =  t
0
(F, E)− 1
2

Ω

ϵ|E(t)|2 + µ|H(t)|2+ 1
2

Ω

ϵ|E0|2 + µ|H0|2

. (19)
If we take ϕ = en in (14) and ψ = hn in (15) and add both equations we obtain after time integration t
0
(J(en), en) =
 t
0

Fn, en
− 1
2

Ω

ϵ|en(t)|2 + µ|hn(t)|2

+ 1
2

Ω

ϵ|E0|2 + µ|H0|2
−  t
0
(ϵ∂ten, en − en)−
 t
0

µ∂thn,hn − hn

.
One can easily check that the last two terms will vanish if τ → 0, since t
0

µ∂thn,hn − hn
 ≤ Cτ  t
0
∥∂thn∥2 ≤ Cτ ,
yielding
lim
n→∞
 t
0
(J(en), en) =
 t
0
(F, E)+ 1
2

Ω

ϵ|E0|2 + µ|H0|2
− lim
n→∞
1
2

Ω

ϵ|en(t)|2 + µ|hn(t)|2

.
From the weak convergence of en and hn, we also know that ∥E∥2 ≤ limn→∞ ∥en∥2. Applying this in the previous
expression and using (19), we obtain
lim
n→∞
 t
0
(J(en), en) ≤
 t
0
(F, E)+ 1
2

Ω

ϵ|E0|2 + µ|H0|2
− 1
2

Ω

ϵ|E(t)|2 + µ|H(t)|2 ,
=
 t
0
J, E .
If we return now to expression (18), we know from the convergence results for en and the previous inequality that for
every u ∈ Lp((0, T ), Lp(Ω)) T
0
J− J(u), E− u ≥ 0.
For u = E+ εwwe find, after dividing by ε and passing to the limit ε→ 0, using the hemicontinuity of J, T
0
J− J(E),w ≤ 0.
Again takingw = z andw = −z results into T
0
J− J(E),w = 0, ∀w ∈ Lp((0, T ), Lp(Ω)).
from which we conclude thatJ = J(E) as a function of Lq((0, T ), Lq(Ω)). This concludes the proof. 
3.3. Error estimates
From Theorem 5 we know that the weak solution of (3) and (4) exists. Moreover, the discrete fields will converge, up to
a subsequence, to a weak solution. Uniqueness of the weak solution, together with the convergence of the whole sequence,
follows from the error estimates.
Theorem 6. There exist constants τ0 > 0 and C, such that
max
t∈[0,T ]
∥en(t)− E(t)∥2 + ∥hn(t)− H(t)∥2+  T
0
(J(en)− J(E), en − E) ≤ Cτ
for all τ < τ0.
Proof. We subtract (14) from (3) and (15) from (4), put ϕ = en − E, ψ = hn − H and integrate in time. This leaves
∥en(t)− E(t)∥2 + ∥hn(t)− H(t)∥2 +
 t
0
(J(en)− J(E), en − E)
.
 t
0

Fn − F, en − E
+  t
0
(∂t(en − E), en − en)+
 t
0

∂t(hn − H),hn − hn

.
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For the terms on the right-hand side we have from Cauchy’s inequality and Lemma 4 t
0

∂t(hn − H),hn − hn
 ≤  t
0
∥∂t(hn − H)∥2
 t
0
hn − hn2,
≤ Cτ
 t
0
∥∂thn∥2 ≤ Cτ , t
0
(∂t(en − E), en − en) ≤ Cτ .
Using Cauchy’s and Young’s inequality, together with the regularity of the source function, we obtain also t
0

Fn − F, en − E
 ≤ Cτ 2 +  t
0
∥en − E∥2 .
Application of Gronwall’s lemma concludes the proof. 
4. Fully discrete approximation scheme
In the previous section we have proven existence and uniqueness of the weak solution of system (3) and (4) and we
showed that backward Euler’s method converges with suboptimal convergence rate. We will now present a fully discrete
approximation scheme which allows us to solve the system numerically.
Consider a regular tetrahedralmesh Th on the domainwithmesh parameter h. On thismeshwe construct a finite element
space based onNédélec’s first family of curl-conforming elements [19] to approximateE and the standard L2(Ω)-conforming
volumetric elements to approximateH. Sincewe areworking in the subspaceVp∩L2(Ω) ofH(curl,Ω), the curl-conforming
finite element space of first order is
Vh =

ϕ ∈ Vp ∩ L2(Ω) | ϕ|K = a+ b× x, ∀K ∈ Th and ϕ × n = 0 on ∂Ω

.
The correspondingdegrees of freedomare the circulations along the edges of themesh. The L2(Ω)-conforming finite element
space consists of piecewise constant fields on every tetrahedron and is denoted by Lh [20].
The edge element interpolation operator
h is defined such that h u ∈ Vh has the same degrees of freedom as u.
The largest space for which the circulations along the edges are well defined is the space of functions u ∈ Lp(Ω), with
∇×u ∈ Lp(Ω) and u×n ∈ Lp(∂Ω), with p > 2 [21]. The approximation properties of this operator in both the L2(Ω)- and
theH(curl,Ω)-normarewell documented (see e.g., [6,5]). In order to apply these estimates,wewill restrict the interpolation
operator to the space H1(curl,Ω). We will also need to approximate the interpolant in the Lp(Ω)-norm. This was studied
in [22] for general anisotropically refined meshes. For regular meshes, we can simplify the result as follows.
Lemma 7. Let u ∈ W1,p(curl,Ω) = {w ∈ W1,p(Ω) | ∇ ×w ∈ W1,p(Ω)}, with p > 2. Thenu− hu

p
≤ Ch|u|W1,p(Ω),
where |u|W1,p(Ω) denotes the semi-norm in the spaceW1,p(Ω).
Finally we also introduce the orthogonal projection operator Ph : L2(Ω)→ Lh.
With this finite element setting we can formulate a fully discretized approximation scheme as follows. Find ehi ∈ Vh and
hhi ∈ Lh, such that
ϵδehi ,ϕ
h+ J(ehi ),ϕh− hi,∇ × ϕh = (Fi,ϕh), ∀ϕh ∈ Vh,
µδhhi ,ψ
h+ ∇ × ehi ,ψh = 0, ∀ψh ∈ Lh
with the initial conditions eh0 =
h E0 and hh0 = PhH0. This requires E0 ∈ H1(curl,Ω). This results into a non-linear
algebraic system in the degrees of freedom of both ehi and h
h
i , which can be solved iteratively using Newton’s method. The
existence and uniqueness of the system was studied in the proof of Theorem 1. Moreover, these fields will satisfy identical
estimates as in Lemmas 2–4. With these fields we can again construct the interpolating sequences defined in Section 3.2
and formulate the fully discretized problem in terms of these sequences, yielding
ϵ∂tehn,ϕ
h+ J(ehn),ϕh− hhn,∇ × ϕh = (Fn,ϕh), (20)
µ∂thhn,ψ
h+ ∇ × ehn,ψh = 0. (21)
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To construct the error estimates, we subtract (20) from (3) and (21) from (4) and put ϕh = ehn −
h E, ψh = hhn − PhH
and add both equations. This yields
ϵ∂t(ehn − E), ehn −
h
E

+

J(ehn)− J(E), ehn −
h
E

+

µ∂t(hhn − H),hhn − PhH

+

h
h
n − H,∇ ×

h
E− E

+ ∇ × (ehn − E),H− PhH =

Fn − F, ehn −
h
E

.
Integrating in time, we obtain after some rearrangements
ehn(t)− E(t)2 + hhn(t)− H(t)2 −
 h E0 − E0

2
− PhH0 − H02 +  t
0

J(ehn)− J(E), ehn − E

.
 t
0

Fn − F, ehn −
h
E

+
 t
0

ϵ∂t(ehn − E), ehn − ehn
+  t
0

ϵ∂t(ehn − E),
h
E− E

+
 t
0

J(ehn)− J(E),
h
E− E

+
 t
0

µ∂t(hhn − H),hhn − hhn

+
 t
0

µ∂t(hhn − H), PhH− H

+
 t
0

h
h
n − H,∇ ×

h
E− E

+
 t
0
∇ × (ehn − E),H− PhH := 8
i=1
Sk. (22)
Using the estimates in Lemmas 2–4, which are also valid for the fully discretized fields, we will now bound every term Si on
the right-hand side. For S1 we apply Cauchy’s and Young’s inequality, leaving
S1 .
 t
0
Fn − F2 +  t
0
ehn − ehn2 +  t
0
ehn − E2 +  t
0
E− h E

2
.
Under Hypothesis 3 on F, the first integral can be bounded by Cτ 2. The second integral can also be bounded by Cτ 2, using
the boundedness of ∂tehn (Lemma 3). The third term will be handled with Gronwall’s inequality at the end of the proof. For
the last integral, we assume E ∈ L2(0, T ),H1(curl,Ω). Then, based on the results in [5], t
0
E− h E

2
≤ Ch2
 t
0
∥E∥2H1(curl,Ω) .
For S2, we find
S2 .
 t
0
∂t(ehn − E)2 ·
 t
0
ehn − ehn2 ≤ Cτ .
For S3, we apply again the properties of the interpolant,
S3 .
 t
0
∂t(ehn − E)2 ·
 t
0
 h E− E

2
≤ Ch
 t
0
∥E∥2H1(curl,Ω).
For S4, we use Hölder’s inequality twice to obtain
S4 ≤
 t
0
J(ehn)− J(E)q
 h E− E

p
,
≤
 t
0
J(ehn)− J(E)qq
1
q
·
 t
0
 h E− E

p
p
 1
p
.
From the boundedness of J, we obtain the boundedness of the first factor. For the second factor we assume that
E ∈ Lp((0, T ),W1,p(curl,Ω)). From Lemma 7 we then obtain t
0
 h E− E

p
p
 1
p
≤ Ch
 t
0
∥E∥pW1,p(curl,Ω)
 1
p
.
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S5 can be bounded in the same way as S2, such that S5 ≤ Cτ . For S6, we use the same procedure as for S3. With the
approximation properties of Ph, we obtain [23]
S6 ≤ C
 t
0
PhH− H2 ≤ Ch t
0
∥H∥2H1(Ω),
if H ∈ L2((0, T ),H1(Ω)). For S7 we obtain
S7 .
 t
0
hhn − hhn2 +  t
0
hhn − H2 +  t
0
∇ ×

h
E− E

2
,
. Cτ 2 +
 t
0
hhn − H2 + Ch2  t
0
∥∇ × E∥2H1(Ω) .
Finally for S8, we conclude
S8 ≤ C
 t
0
H− Phh2 ≤ Ch t
0
∥H∥2H1(Ω).
If we use these bounds in (22) and use Gronwall’s inequality, we finally arrive at the error estimates for fully discretized
approximation scheme.
Theorem 8. Suppose that the weak solution and initial data of problem (3) and (4) satisfy
E ∈ L2((0, T ),H1(curl,Ω)) ∩ Lp((0, T ),W1,p(curl,Ω)),
H ∈ L2((0, T ),H1(Ω)),
E0 ∈ H1(curl,Ω), H0 ∈ H1(Ω),
then the fully discretized approximation scheme satisfies the error estimate
max
t∈[0,T ]
ehn(t)− E(t)2 + hhn(t)− H(t)2+  T
0

J(ehn)− J(E), ehn − E

. τ + h. (23)
5. Quasi-static limit
In the previous section, we have proven that for every ϵ(x), for which Hypothesis 2 is satisfied, the system (1) has a
unique weak solution in the spaces given in Theorem 5. From now on we will denote this solution by (Eϵ,Hϵ). This defines
a non-linear operator T , such that T (ϵ) = (Eϵ,Hϵ). Based on the idea of [3], we prove that this operator can be continuously
extended for ∥ϵ∥∞ → 0 by the solution of the following quasi-static problem
(J(E),ϕ)− (H,∇ × ϕ) = (F,ϕ), ∀ϕ ∈ Vp, (24)
(µ∂tH,ψ)+ (∇ × E,ψ) = 0, ∀ψ ∈ L2(Ω), (25)
along with initial condition H(0, x) = H0. We require that the initial condition for the electric field in the full problem is
compatible with the quasi-static limit i.e.,
J(E0(x))−∇ × H0(x) = F(0, x), ∀x ∈ Ω.
Finally, we need to impose additional regularity on the source function,
∂tF, ∂ttF ∈ L α+1α ((0, T ), L α+1α (Ω)).
It is clear that, due to the absence of the displacement current term in (24), the quasi-static system will not provide
L2(Ω)-estimates for the electric field for a general conductivity function J. In order to obtain the necessary estimates for the
electric field, we will assume a power law conductivity J(e) = |e|α−1e, with α > 0. This function satisfies Hypothesis 1 with
p = 1+ α and q = 1+α
α
. The hemicontinuity is satisfied, since the function J(e) = |e|α−1e is continuous with J(0) = 0.
The stability of this quasi-static system with power law conductivity was studied in [1,16]. Here we will prove that the
solution of the quasi-static system is the result of the singular limit ϵ → 0 in system (3) and (4). The proofs are based on
the techniques in [14,3].
5.1. A priori estimates
In order to prove convergence as ∥ϵ∥∞ → 0, we construct uniform estimates with respect to ϵ.
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Lemma 9. There exist positive constants ϵ0 and C, such that for every t ∈ [0, T ],
(i)

Ω
ϵ|Eϵ(t)|2 +
 t
0
∥Eϵ∥α+1α+1 + ∥Hϵ(t)∥2 ≤ C,
(ii) ∥∂tHϵ∥2 +

Ω
ϵ|∂tEϵ |2 + ∥∇ × Eϵ∥2 + ∥Eϵ∥α+1α+1 ≤ C,
for all functions ϵ(x) satisfying ∥ϵ∥∞ ≤ ϵ0.
Proof. (i) If we put ϕ = Eϵ in (3) and ψ = Hϵ in (4), add both equations and integrate in time, we obtain
Ω
ϵ|Eϵ(t)|2 +
 t
0
∥Eϵ∥α+1α+1 + ∥Hϵ(t)∥2 .
 t
0
(F, Eϵ)+

Ω
ϵ|E0|2 + ∥H0∥2 .
For the first integral on the right-hand side we know from Hölder’s and Young’s inequality that t
0
(F, Eϵ) ≤ Cη
 t
0
∥F∥ α+1αα+1
α
+ η
 t
0
∥Eϵ∥α+1α+1 ,
for some positive constants η and Cη . Taking η small enough, we conclude the proof.
(ii) First we take the derivative of (3) with respect to time. If we put ϕ = ∂tEϵ in this expression and add (4) with
ψ = µ−1∇ × ∂tEϵ , we obtain after time integration
Ω
ϵ|∂tEϵ(t)|2 +
 t
0
(∂t J(Eϵ), ∂tEϵ)+ ∥∇ × Eϵ(t)∥2 .
 t
0
(∂tF, ∂tEϵ)+

Ω
ϵ|∂tEϵ0|2 + ∥∇ × E0∥2 .
First, we will prove that the second term on the left-hand side is positive for every α > 0. We obtain t
0
(∂t J(Eϵ), ∂tEϵ) =
 t
0

Ω
|Eϵ |α−1 |∂tEϵ |2 + (α − 1)|Eϵ |α−3|Eϵ · ∂tEϵ |2 .
This is clearly positive if α ≥ 1. For 0 < α < 1, we apply Cauchy’s inequality, i.e., |Eϵ · ∂tEϵ | ≤ |Eϵ | · |∂tEϵ |, resulting into t
0
(∂t J(Eϵ), ∂tEϵ) ≥ α
 t
0

Ω
|Eϵ |α−1 |∂tEϵ |2 ≥ 0.
The second termon the left-hand side can therefore be left out. For the first termon the right-hand side, we apply integration
by parts, Hölder’s inequality and Young’s inequality, t
0
(∂tF, ∂tEϵ) =

Ω
[Eϵ(t) · ∂tF(t)− Eϵ(0) · ∂tF(0)]−
 t
0
(∂ttF, Eϵ),
≤ C +

Ω
Eϵ(t) · ∂tF(t)+
 t
0
∥Eϵ∥α+1 ∥∂ttF∥ α+1
α
,
≤ C +

Ω
Eϵ(t)∂tF(t)+ C1
 t
0
∥Eϵ∥α+1α+1 + C2
 t
0
∥∂ttF∥
α+1
α
α+1
α
,
≤ C +

Ω
|Eϵ(t) · ∂tF(t)|,
where the last estimate is based on part (i) of the proof. We obtain the following preliminary estimate
Ω
ϵ|∂tEϵ(t)|2 + ∥∇ × Eϵ(t)∥2 . C +

Ω
|Eϵ(t) · ∂tF(t)|. (26)
As a second step, we take the time derivative of both (3) and (4). Then we apply ϕ = ∂tEϵ and ψ = ∂tHϵ , add both
expression and integrate in time. Analogous to the previous step, we obtain after some calculations
∥∂tHϵ(t)∥2 +

Ω
ϵ|∂tEϵ(t)|2 . C +

Ω
|Eϵ(t) · ∂tF(t)|. (27)
As a third step, we apply ϕ = ∂tEϵ and ψ = ∂tHϵ in (3) resp. (4), integrate in time and add both expressions, yielding t
0

Ω

ϵ|∂tEϵ |2 + µ|∂tHϵ |2
+  t
0
(J(Eϵ), ∂tEϵ) =
 t
0
(F, ∂tEϵ)+
 t
0
[(Hϵ,∇ × ∂tEϵ)− (∇ × Eϵ, ∂tHϵ)] . (28)
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The time integration in the second term can be calculated explicitly, t
0
(J(Eϵ), ∂tEϵ) = 1
α + 1

Ω
|Eϵ(t)|α+1 −

Ω
|E0|α+1

.
For the first term on the right-hand side of (28), we apply integration by parts, t
0
(F, ∂tEϵ) ≤ C +

Ω
|Eϵ(t) · F(t)| +
 t
0
|(∂tF, Eϵ)| .
The second term on the right-hand side of (28) can be estimated using (4), by
−
 t
0
(∇ × Eϵ, ∂tHϵ) =
 t
0
(µ∂tHϵ, ∂tHϵ) .
 t
0
∥∂tHϵ∥2
and, using integration by parts and Young’s inequality, t
0
(Hϵ,∇ × ∂tEϵ) = (Hϵ(t),∇ × Eϵ(t))− (Hϵ(0),∇ × Eϵ(0))−
 t
0
(∇ × Eϵ, ∂tHϵ) ,
≤ δ ∥∇ × Eϵ(t)∥2 + Cδ ∥Hϵ(t)∥2 + C + C
 t
0
∥∂tHϵ∥2 ,
≤ C + δ ∥∇ × Eϵ(t)∥2 + Cδ
 t
0
∥∂tHϵ∥2 ,
where δ is an arbitrary small positive parameter. With these bounds, (28) is estimated as t
0

Ω

ϵ|∂tEϵ |2 + µ|∂tHϵ |2
+ 
Ω
|Eϵ(t)|α+1 ≤ C + δ ∥∇ × Eϵ(t)∥2 + Cδ
 t
0
∥∂tHϵ∥2
+

Ω
|Eϵ(t) · F(t)| +
 t
0
|(∂tF, Eϵ)| . (29)
Finally, we add (26), (27) and (29), choose δ sufficiently small and estimate the remaining time integrals on the right-hand
side, using Hölder’s and Young’s inequality, as t
0
|(∂tF, Eϵ)| .
 t
0

Ω
|Eϵ(t)|α+1 +
 t
0
∥∂tF∥
α+1
α
α+1
α
, (30)
Ω
|Eϵ(t) · F(t)| ≤ η

Ω
|Eϵ(t)|α+1 + Cη ∥F∥
α+1
α
α+1
α
. (31)
Taking η small enough and applying Gronwall’s inequality completes the proof. 
It is now clear why the estimates are only valid for a power law non-linearity. In that case, we can calculate the time
integral of (J(Eϵ), ∂tEϵ) analytically, which provides us with a term ∥Eϵ∥α+1α+1 on the left-hand side. This term is essential,
because it absorbs the first term in (30). For a general function J(E) we can only bound the integral (30) if we assume
∂tF = 0. Moreover, we would require that ∂t J(w) · ∂tw ≥ 0, for allw.
5.2. Convergence
Based on the previous estimates, we know from theweak compactness property that there exist functions E,H andJ (not
to be confused with the previous use ofJ) such that, up to a subsequence,
Eϵ ⇀ E in Lα+1((0, T ), L1+α(Ω)), ∇ × Eϵ ⇀ ∇ × E in L2((0, T ), L2(Ω)),
Hϵ ⇀ H in L2((0, T ), L2(Ω)), J(Eϵ) ⇀J in L α+1α ((0, T ), L α+1α (Ω)), (32)
for ∥ϵ∥∞ → 0. Moreover, we obtain for every ϕ ∈ L2(Ω),
(ϵ∂tEϵ,ϕ) ≤

Ω
ϵ|∂tEϵ |2 ·

Ω
ϵ|ϕ|2 ≤ C∥ϵ∥∞ → 0. (33)
If we now integrate (3) and (4) in time, pass to the limit ∥ϵ∥∞ → 0 using the previous results, and apply the time derivative,
we obtainJ,ϕ− (H,∇ × ϕ) = (F,ϕ), ∀ϕ ∈ V1+α, (34)
(µ∂tH,ψ)+ (∇ × E,ψ) = 0, ∀ψ ∈ L2(Ω). (35)
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In order to prove thatJ = J(E), we apply again the Minty–Browder procedure. Due to the vanishing term (33), we need to
apply the technique found in [14] and also applied in [3]. Let λ(t) be a non-negative function such that λ(0) = 1, λ(T ) = 0
and λ′(t) ≤ 0. Due to the monotonicity of J, we know that for every u ∈ Lα+1((0, T ), Lα+1(Ω)),
lim∥ϵ∥∞→0
 T
0
(J(Eϵ)− J(u), λ(t)(Eϵ − u)) ≥ 0. (36)
From (34) and (35), one can easily verify that T
0
J, λ(t)E =  T
0
(F, λ(t)E)− 1
2

Ω
µ
 T
0
λ(t)∂t |H|2,
=
 T
0
(F, λ(t)E)+ 1
2

Ω
µ|H0|2 + 12

Ω
µ
 T
0
λ′(t)|H|2.
On the other hand, from (3) and (4), we obtain T
0
(J(Eϵ), λ(t)Eϵ) =
 T
0
(F, λ(t)Eϵ)− 1
2

Ω
 T
0
λ(t)

ϵ∂t |Eϵ |2 + µ∂t |Hϵ |2

=
 T
0
(F, λ(t)Eϵ)+ 1
2

Ω
ϵ|E0|2 + 12

Ω
 T
0
ϵλ′(t)|Eϵ |2
+ 1
2

Ω
µ|H0|2 + 12

Ω
 T
0
µλ′(t)|Hϵ |2.
Since λ′(t) ≤ 0, the third term on the right is negative. Passing to the limit ∥ϵ∥∞ → 0, we obtain, based on the previous
convergence results,
lim∥ϵ∥∞→0
 T
0
(J(Eϵ), λ(t)Eϵ) ≤
 T
0
(F, λ(t)E)+ 1
2

Ω
µ|H0|2 + 12

Ω
 T
0
µλ′(t)|H|2,
=
 T
0
J, λ(t)E .
Using this in (36) and following the same steps as in the proof of Theorem 5 (part 5.), we conclude that T
0
λ(t)

J(Eϵ(t))−J(t),w = 0.
This proves that the quasi-static systemhas a solution (E,H) in the spaces given in (32) and that this solution can be obtained
by taking ∥ϵ∥∞ infinitely small in (3) and (4).
5.3. Error estimates
We subtract (24) from (3) and (25) from (4), put ϕ = Eϵ − E, ψ = Hϵ − H, add these expressions and integrate in time.
We get t
0
(J(Eϵ)− J(E), Eϵ − E)+ ∥Hϵ(t)− H(t)∥2 .

Ω
ϵ|E0|2 +
 t
0
(ϵ∂tEϵ, E) . (37)
The right-hand side can be bounded as t
0
(ϵ∂tEϵ, E)+

Ω
ϵ|E0|2 . ∥ϵ∥∞ +
 t
0

Ω
ϵ|∂tEϵ |2 ·
 t
0

Ω
ϵ|E|2,
. ∥ϵ∥∞ +
∥ϵ∥∞,
provided that E ∈ L2((0, T ), L2(Ω)).
Faster convergence is obtained under stronger assumptions on E. Indeed, applying integration by parts on the right-hand
side of (37) and assuming that the solution E is sufficiently smooth, we can bound the right-hand side as t
0
(ϵ∂tEϵ, E)+

Ω
ϵ|E0|2 = (ϵEϵ(t), E(t))−
 t
0
(ϵEϵ, ∂tE) ,
. ∥ϵ∥∞

∥Eϵ∥α+1α+1 + ∥E∥
α+1
α
α+1
α

+
 t
0
∥Eϵ∥α+1α+1
 1
α+1
·
 t
0

Ω
|ϵ∂tE| α+1α
 α
α+1
≤ C ∥ϵ∥∞ ,
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provided that E ∈ L∞((0, T ), L α+1α (Ω)) and ∂tE ∈ L α+1α ((0, T ), L α+1α ). For the first term on the left-hand side of (37), we use
the following result of [16, Theorem 3] t
0
(J(Eϵ)− J(E), Eϵ − E) ≥ C
 t
0

Ω

|Eϵ | α+12 − |E| α+12
2
.
This results into the following error estimate.
Theorem 10. Let the weak solution of the quasi-static problem satisfy E ∈ L2((0, T ), L2(Ω)). Then there exist positive constants
ϵ0 and C, such that the solution Eϵ of the full Maxwell problem (3) and (4) and the solution E of the quasi-static problem (24) and
(25) satisfy t
0

Ω

|Eϵ | α+12 − |E| α+12
2 + ∥Hϵ(t)− H(t)∥2 ≤ C∥ϵ∥∞,
for all ∥ϵ∥∞ ≤ ϵ0. If moreover,
E ∈ L∞((0, T ), L α+1α (Ω)), ∂tE ∈ L α+1α ((0, T ), L α+1α ),
then the stronger estimate t
0

Ω

|Eϵ | α+12 − |E| α+12
2 + ∥Hϵ(t)− H(t)∥2 ≤ C ∥ϵ∥∞ ,
is satisfied.
From this result we obtain the uniqueness of H, but not for E, in accordance to the results in [16]. For 0 < α < 1, we can
regularize the power law to make it strongly monotone, as was done in [1]. Based on t
0
(ϵ∂tEϵ, Eϵ − E) ≤ δ
 t
0
∥Eϵ − E∥2 + Cδ
 t
0
∥ϵ∂tEϵ∥2 ,
≤ Cδ ∥ϵ∥∞ + δ
 t
0
∥Eϵ − E∥2 ,
we obtain the following result by taking δ suitably small, T
0
∥Eϵ − E∥2 + max
t∈[0,T ]
∥Hϵ(t)− H(t)∥2 . ∥ϵ∥∞ .
This estimate provides also the uniqueness of the electric field E for the quasi-static problem, in agreement with the results
in [1].
6. Numerical experiments
The aim of this section is to provide some basic computational results to support the theory. We solve the fully discrete
system studied in Section 4 for a suitably constructed source function, such that the exact solution is known. This allows us
to verify the convergence result of Theorem 8, by computing the error between the numerical and exact solution for several
values of τ and h. We choose a cubic domain [0, 1]3 on which we construct a regular tetrahedral mesh, using the package
Gmsh [24]. On this mesh we consider the finite element spaces defined in Section 4. They are implemented in the software
package GetDP [25] and the corresponding algebraic system is solved using the GMRES solver of GetDP. We choose a power
law non-linearity J(e) = |e|α−1e. The error
E = max
t∈[0,T ]
ehn(t)− Eex(t)2 + hhn(t)− Hex(t)2 (38)
is computed for several timesteps and on several meshes.
Experiment 1. As a first experiment we use the following exact solution
Eex(t, x, y, z) = (t + 1) [z − y, x− z, y− x] ,
Hex(t, x, y, z) = −

t2 + 2t [1, 1, 1] . (39)
This field can be represented exactly by the finite element functions, such that
h Eex − Eex = 0. The numerical error is
therefore only due to time discretization,which allows us to evaluate the error estimates of the semi-discrete approximation
scheme. This is the sole purpose of this field and no physical interpretation can be given to it. The fully discretized system
is solved on a coarse mesh and with timestep τ = 2−n, n = 1, . . . , 15. The result is shown in Fig. 1(a) for several values
of α. We obtain faster convergence then theoretically predicted, since the convergence rate in this example is optimal with
respect to τ . This indicates that the error estimate might be improved.
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Fig. 1. Numerical evaluation of the approximation scheme. The error is computed with expression (38). (a) Semi-discrete approximation. (b) Full
discretization on three different meshes. (c) Quasi-static limit.
Experiment 2. Now we take as exact solution,
Eex(t, x, y, z) = (sin 2π t + 1) [sin z − 5 sin y, 3 sin x− cos z, 5 cos y− 3 cos x] ,
Hex(t, x, y, z) = (1/2π cos 2π t − t) [− sin z − 5 sin y,−3 sin x+ cos z, 5 cos y+ 3 cos x]
and solve the discrete problem on three different meshes with respectively 880, 6016 and 44032 tetrahedra, with τ = 2−n,
n = 1, . . . , 15. The result is depicted in Fig. 1(b). As expected, the error decreases with refinement of the mesh. Due to the
non-vanishing error of space discretization, the total error will remain constant for sufficiently small timestep. The error of
space discretization is then dominating the total error, and the total error remains constant for decreasing timestep.
Experiment 3. The aim of this experiment is to verify the stability of the singular limit ∥ϵ∥∞ → 0. The source function is
chosen such that the exact solution of the quasi-static system is given by (39). We then solve the complete system with
permittivity function ϵ(x) = ϵm exp(−4/3((x − 0.5)2 + (y − 0.5)2 + (z − 0.5)2)), where ϵm = 2−m+4, m = 0, . . . , 20.
We consider two values for the timestep, i.e., τ = 2−10 and τ = 2−15. The results are presented in Fig. 1(c). In accordance
to the theory, we conclude that the solution of the full Maxwell system converges to the quasi-static solution, if ϵ becomes
smaller. The saturation of the error is due to the error of time discretization.
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