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Abstract
We show that under mild conditions, Estimation of Distribution Algorithms (EDAs)
can be written as variational Expectation-Maximization (EM) that uses a mixture of
weighted particles as the approximate posterior. In the infinite particle limit, EDAs
can be viewed as exact EM. Because EM sits on a rigorous statistical foundation and
has been thoroughly analyzed, this connection provides a coherent framework with
which to reason about EDAs. Importantly, the connection also suggests avenues for
possible improvements to EDAs owing to our ability to leverage general statistical
tools and generalizations of EM. For example, we make use of results about known
EM convergence properties to propose an adaptive, hybrid EDA-gradient descent
algorithm; this hybrid demonstrates better performance than either component of
the hybrid on several canonical, non-convex test functions. We also demonstrate
empirically that although one might hypothesize that reducing the variational gap
could prove useful, it actually degrades performance of EDAs. Finally, we show
that the connection between EM and EDAs provides us with a new perspective on
why EDAs are performing approximate natural gradient descent.
1 Model-based optimization
Many practical problems of interest can be cast as optimizing a function f : Z → R over a space of
discrete or continuous inputs, Z . The solution to this problem is given by z∗ = argmaxz∈Z f(z)
In many settings, such as reinforcement learning [1], protein and molecule design [2], black-box
optimization [3], Bayesian optimization [4] and combinatorial optimization [5, 6], this optimization
problem is transformed into the related problem, θ∗ = argmaxθ Ep(z|θ)[f(z)], where p(z|θ) is a
probability density over Z , parameterized by θ ∈ RD, for D parameters. That is, the search over Z
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is replaced by a search over a parameterized family of distributions on Z . Herein we refer to this as
model-based optimization (MBO). When p(z|θ) has the capacity to represent a point mass centered
on z∗, then these two formulations have the same objective values at their respective optima. Reasons
for using the MBO formulation include the desire to obtain a set of good candidates rather than a
single candidate [2], enabling of rigorous analysis of associated optimization algorithms [5], and the
leveraging of probabilistic formulation to incorporate auxiliary information [2].
Estimation of Distribution Algorithms A common approach to solving the MBO objective is
with a class of iterative algorithms known as Estimation of Distribution Algorithms (EDAs) [3, 7],
of which the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [8, 9] and Cross Entropy
Method (CEM) [10] are perhaps the most well-known. The general template for an EDA is as follows.
Beginning with an initial parameter setting, θ(0), of the “search model", p(z|θ), an EDA algorithm
generally proceeds in three steps at each iteration t = 0, 1, 2, ...:
1. Draw N samples, {zi}Ni=1, from p(z|θ(t)).
2. Evaluate f(zi) for each zi.
3. Find a θ(t+1) that uses the samples and corresponding function evaluations to move p(z|θ)
towards regions of Z that have large function values.
The final step can be performed in a variety of ways, but is typically done by solving
θ(t+1) = argmaxθ
∑N
i=1 f(zi) log p(zi|θ), (1)
which is simply a weighted maximum likelihood problem with weights, f(zi).
In some variations of EDAs, f(z) is transformed monotonically through a shaping function [11–13],
which alters convergence properties but does not change the optima.
An important aspect of any EDA is the choice of search model. Many EDAs use exponential
family models, most commonly the multivariate Gaussian used in CMA-ES. However, Bayesian
networks [14], Boltzmann machines [15, 16], Markov Random Fields [17], Variational Autoencoder
[2], and others [18] have also been used. The choice of search model is driven by prior knowledge
and empirics. Variants of some EDAs include re-using samples from previous iterations, and/or
smoothing of the parameter estimates across iterations [2, 8, 19]; however, for clarity of exposition,
we do not consider these variations.
Our contributions We (i) show that under mild conditions EDAs can be viewed as variational
Expectation-Maximization (EM) [20] with an approximate posterior given by a set of weighted
particles (i. e., a mixture of delta functions); and, as exact EM in the limit of infinite particles [21],
(ii) derive insights from this viewpoint that suggest an improved adaptive hybrid EDA-gradient
descent approach, and show that it demonstrates superior performance than either of its component
algorithms; we also show empirically that reducing the variational gap is not helpful and likely
harmful, and (iii) show that the equivalence between EM and EDAs provides a new perspective on
why EDAs can be seen to be performing approximate natural gradient descent.
2 Related Work
The Information Geometry Optimization (IGO) [19] framework encompasses a large class of MBO
approaches by discretizing a natural gradient flow. Instantiations of IGO are most readily seen as
tantamount to using the “log derivative trick" on the MBO objective, combined with natural gradient,
as in Natural Evolution Strategies [11, 12]. However, Ollivier et al. use the IGO framework to unify
numerous approaches for tackling MBOs, including EDAs such as CEM [10] and CMA-ES [8]. The
IGO framework does not make use of EM in achieving its unification, directly or otherwise; therefore,
IGO provides a complementary viewpoint to that presented herein.
Staines et al. introduce the notion of variational optimization to tackle MBOs by considering the
MBO formulation of the original optimization problem as an upper bound to be minimized; they
clearly delineate when the bound can be satiated, sufficient conditions for it to be convex, and for
when the derivative of the MBO objective exists [22]. However, they do not connect to the EDA
literature.
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In the reinforcement learning (RL) community, EM has been used to explain why the Relative
Payoff Procedure is guaranteed, in some circumstances, to improve at each iteration [23]. Wierstra et
al. directly use EM with heuristic add-ons such as a “forget factor" to optimize an MBO objective with
a Gaussian density [24]. The relationship between parameter-based policy search and Expectation-
Maximization is also discussed in [25, 26]. These papers are focused on problems in RL and do not
make connections to the EDA literature.
Finally, parenthetically, EM is used inside of the model fitting part of evolutionary algorithms for
binary latent variables in [27], which is conceptually orthogonal to our contributions.
In contrast to these works, we provide an exposition of how a broad class of EDAs can be viewed as
EM, from which we derive insights that yield a promising new EDA approach.
3 Connection between EDAs, EM and gradient descent
First we review the Free Energy viewpoint of EM. On that basis, we then describe the connection
between EM and EDAs before concluding the section with an exposition of how EM connects to
gradient-based optimization.
3.1 Expectation-Maximization (EM)
EM is a method for performing maximum likelihood parameter estimation in latent variable models
that exploits the structure of the joint likelihood between latent and observed variables. Intuitively,
each E-step imputes the latent variables, and the subsequent M-step then uses these “filled in" data
to do standard maximum likelihood, typically in closed form. EM iterates between these E- and
M- steps until convergence. We use the Free Energy interpretation of EM and its accompanying
generalizations [28] in order to most easily connect EDAs to EM.
Let y and z be respectively observed and latent variables. The task of maximum likelihood is to
find φˆ = argmaxφ logL(φ) where logL(φ) = log p(y|φ) = log
∫
p(y, z|φ)dz, for some model
density p parameterized by φ. In [28], the authors define a function known as the free energy, given
by:
F (q,φ) = Eq(z)[log p(y, z|φ)] +H(q), (2)
where q(z) is any density over the latent variables andH(q) is the entropy of q. The free energy lower
bounds the log-likelihood, logL(φ) ≥ F (q,φ), and this bound is satiated only when q(z) is equal to
the posterior, q(z) = p(z|y,φ). If the posterior cannot be obtained exactly (e. g., analytically), one
may approximate it to get a variational EM algorithm [20]. The variational posterior can be either a
parameterized variational family, q(z|ψ), or an implicit one based on a set of samples as in Monte
Carlo EM [29, 30]. The sample-based posterior takes the form, q(z) = 1N
∑
i δzi(z) with zi drawn
from p(z|y,φ). In variational EM, typically the bound cannot be satiated, leading to a variational
gap given by DKL(q(z)|p(z|y,φ)), where DKL denotes the KL divergence—equal to zero if and
only if q is equal to the posterior p(z|y,φ(t)).
EM and variational EM can both be viewed as alternating coordinate descent on the free energy
function. The alternating updates at iteration t are given by:
• E-step: q(t+1) = argmaxq F (q,φ(t)). It can be shown that this is equivalent to minimizing
the variational gap by solving q(t+1)(z) = argminqDKL(q(z)||p(z|y,φ(t)). This is where
EM intuitively imputes the “missing" data, {zi}.
• M-step: φ(t+1) = argmaxφ F (q(t+1),φ) = argmaxφ Eq(t+1)(z)[log p(y, z|φ)], which is
tantamount to doing weighted maximum likelihood of p(y, z|φ) with weights q(t+1).
When the variational gap can be driven to zero, as in exact EM, this procedure is guaranteed to never
decrease the likelihood. Moreover, its convergence properties, to both local and global minima, have
been carefully studied (e. g., [21, 28, 31]). Rigorous generalizations of variational and exact EM to
partial E- and M-steps also emerge naturally from this viewpoint [28].
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3.2 Estimation of Distribution Algorithms as variational Expectation-Maximization
As described in the introduction, EDAs seek to solve the MBO objective,
θˆ ≡ argmax
θ
Ep(z|θ)[f(z)] = argmax
θ
logEp(z|θ)[f(z)] = argmax
θ
LEDA(θ) (3)
where f(z) is the function to be optimized, p(z|θ) is what we refer to as the search model, param-
eterized by θ, and we define LEDA(θ) ≡ logEp(z|θ)[f(z)]—which can be thought of as an EDA
‘log marginal likelihood’.
Note that it is common in EDAs to monotonically transform f(z) with a shaping function, W (·),
which may be, for example, a cumulative density function (CDF) [2], an exponential [1], or a
quantile-based transformation [10, 19]. Although this transformation does not change the optima,
it may alter the optimization dynamics. Often this shaping function is changed at each iteration in
a sample-dependent, adaptive manner (which links these methods to annealed versions of EM and
VI [32, 33]). In such a setting, the connection that we will show between EDA and EM holds within
each full iteration, and the insights derived from this connection have bearing on the entire algorithm.
For notational simplicity, we drop the W (·) and assume that f(z) has already been transformed.
To link (3) to EM, we introduce a density, q(z), which allows us to derive a lower bound on LEDA(θ)
using Jensen’s inequality:
LEDA(θ) = logEp(z|θ)[f(z)] (4)
= logEq(z)
[
p(z|θ)f(z)
q(z)
]
(5)
≥ Eq(z) [log(p(z|θ)f(z))] +H(q) (6)
= F (q,θ), (7)
where F is the same free energy function appearing in the previous section on EM, except that the
complete likelihood is replaced with the term f(z)p(z|θ). When f(z)p(z|θ) is normalizable, then it
can be shown that F (q,θ)−LEDA(θ) = −DKL(q(z)||p˜(z|θ)), where we define the ‘tilted density’
p˜(z|θ) = p(z|θ)f(z)∫
Z p(z|θ)f(z)dz
, (8)
which is the EDA counterpart to the exact posterior in EM. We can now construct a coordinate
ascent algorithm on the free energy defined in (7) that mirrors the EM algorithm. In particular, this
algorithm iterates between E-steps that solve q(t+1) = argminqDKL(q(z)||p˜(z|θ(t))), and M-steps
that solve θ(t+1) = argmaxθ Eq(t+1)(z) [log(p(z|θ)f(z))]. To make the precise connection between
practically implemented EDA and EM, we introduce a particular approximate posterior for the E-step
that is given by a mixture of weighted particles:
q(t+1)(z) =
∑N
i=1 f(zi)δzi(z)∑N
i=1 f(zi)
, (9)
where {zi}Ni=1 are samples drawn from p(z|θ(t)), as in EDAs. Using this posterior approximation,
the M-step amounts to solving the objective:
θ(t+1) = argmax
θ
Eq(t+1)(x) [log p(z|θ)] + Eq(t+1)(z) [log f(z)] (10)
= argmax
θ
∫
Z
q(t+1)(z) log p(z|θ) dz (11)
= argmax
θ
1∑N
i=1 f(zi)
N∑
i=1
∫
Z
f(zi)δzi(z) log p(z|θ) dz (12)
= argmax
θ
N∑
i=1
f(zi) log p(zi|θ), (13)
which is exactly the final step in one iteration of EDA (1). Therefore, we can view EDA as an EM
algorithm that uses the particle-based posterior approximation given by (9). In the limit of infinite
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particles we trivially obtain limN→∞ q(t+1)(z) = p˜(z|θ(t)) by the Law of Large Numbers. In this
limit, the approximate posterior exactly matches the tilted distribution—the EDA “exact posterior"—
and our algorithm inherits the same guaranteed as exact EM, such as guaranteed improvement of the
objective function at each iteration, as well as local and global convergence properties [28, 31, 34].
In the finite sample case of EDAs we are not performing exact EM. Instead, we are performing a
“weak" form of variational EM—we say weak because typically in a variational setting, one would
minimize the KL-divergence between the approximate posterior and the true posterior within the
variational class, which is not done in EDAs. A “stronger" variational EDA EM would entail finding
the N weighted particles in the approximate posterior that minimizes the variational gap—a generally
intractable problem, but one that we explore in Section 5.
From this exposition it’s also interesting to note that EDA can be seen as performing Importance
Sampling [35] with proposal distribution, p(z|θ(t)), (sampled in the E-step), and then using im-
portance weights p(z|θ)f(z)/p(z|θ) = f(z) in the posterior-averaged “complete log likelihood",
Eq(t+1)(z) [log(p(z|θ)f(z))], in the M-step, to correct for the fact that these samples were not taken
form the exact posterior.
3.3 Connection to gradient-based methods
Instead of using EDAs, one could alternatively solve the MBO objective directly with gradient descent
(or natural gradient descent) where updates are given by θ(t+1) = θ(t) + α(∇LEDA)(θ(t)), and α
is a step size parameter. This is known as REINFORCE [36] in the RL community and is related
to IGO-ML [19]. Typically, one cannot compute the gradient term exactly, in which case the “log
derivative trick", ∇θEp(z|θ)[f(z)]|θ=θ(t) = Ep(z|θ(t))[f(z)∇θ log p(z|θ)|θ=θ(t) ] (which, notably,
does not require the gradient of f(z) [37]) is often is often combined with Monte Carlo estimation to
arrive at an update:
θ(t+1) = θ(t) + α
N∑
i=1
f(zi)∇θ log p(zi|θ)|θ=θ(t) , (14)
where {zi} are samples drawn from p(z|θ(t)).
We can connect the gradient based optimization in (14) to the EDA “EM" optimization presented in
Section 3.2. In particular, consider the partial M-step version of EM, where instead of fully solving
for the new parameter, one instead performs one gradient step [28, 31] —so called “first-order" EM.
Instantiating first-order EM into EDA “EM" by partially solving the objective in (13) with a single
gradient step (with step size α) will result in the same update as (14). In other words, performing
“first-order" EM in the EDA context is identical to performing gradient descent on the original MBO
objective. In our experiments, we refer to “first-order" EM for EDAs as SGD. It’s interesting to note
that as one performs more gradient steps within an M-step, one traces out a continuum of methods
between gradient descent on the original objective, and EM.
In the next section we describe how we leverage the viewpoint of EDAs as EM to propose a new
algorithm with promising results.
4 An adaptive, hybrid EDA-gradient algorithm
It is well-known that EM can exhibit super-linear convergence behaviour near a local optimum and
in plateau regions, but can exhibit extremely slow convergence rates otherwise—in regions where
gradient-based methods can do better [34, 38]. In order to get the best of both worlds Salakhutdinov
et al. leverage a precise analysis of EM, including how to diagnose in an on-line, data-driven manner
when EM is likely to be in a poor convergence phase. The technically correct diagnostic to achieve
this requires difficult computations of the derivatives of the EM “mapping matrix" (the implicit matrix
that maps θ(t) → θ(t+1)); instead, they propose to use the entropy of the posterior as a proxy to
this quantity, using the intuition that both quantities inform on how much "information" EM has
about the latent variables at any given point in the algorithm. This intuition follows from a technical
condition that holds when, for example, the expected complete log likelihood of the M-step has a
single optimum, such as for (mixtures of) Gaussians, (mixtures of) Factor Analysis, HMMs, and
probabilistic (mixtures of) Principle Components Analysis [34]. For the gradient-based method, they
5
(a) (b)
(c) (d)
Figure 1: One run of each of (a) EDA, (b) SGD, and (c) Hybrid over 5000 iterations, on a two-dimensional
Rastrigin function (global minimum at zero). To keep the plots uncluttered, only the first 1000 iterations are
shown, which are representative. The summary of results in (d) shows the minimum value achieved by each of
SGD and Hybrid over all iterations, with the hybrid showing a clear win. EDA is not shown in this plot because
its values are orders of magnitude worse–see panel a)—and would make the differences between SGD and
Hybrid difficult to see. Overall, the hybrid approach achieves better optima.
use conjugate gradient descent (CGD) with a line search; they find that the hybrid method never does
worse, and often performs better than both standard EM and SGD.
On this basis, we explore an analogous adaptive, hybrid EDA-gradient approach, although we use
the SGD updates described in (14) without a line search, instead using AdaGrad [39] to control the
learning rate; we do so in the hopes of better understanding the source of differences in performance—
differences that do not depend on a line search. Our hybrid, denoted Hybrid, therefore switches
between (i) standard EDA (13) which we denote EDA, and (ii) a gradient-based approach (14) which
we denote SGD (we augment this by using natural gradients). As in [34], we switch from SGD to
EDA when the estimated posterior entropy is above a specified cutoff, τ , and vice versa.
4.1 Experiments
We compared our Hybrid method to the pure EDA and SGD algorithms, in the minimization of 2-
and 20- dimensional Rastrigin and Ackley functions—canonical multi-modal, non-convex functions
commonly used to benchmark optimization approaches [8].
We used a Gaussian search model with diagonal covariance matrix and N = 100 particles at each
iteration. Each algorithm had a fixed budget of 50,000 function evaluations (which amounts to a
maximum of 5,000 EM iterations). Crucially, as in [12], each algorithms was allowed to randomly
restart after convergence until such time as the function budget was used up because this ties in
to practical use cases. Convergence was determined to be the point at which d
√
det(Σ) < 0.001,
where Σ is the covariance matrix of the search model and d is the dimensionality of the search space.
Restarts were randomly initialized with particles drawn from a Gaussian with unit variance and mean
randomly positioned on the hypersphere of radius r centered at the global minimum (the origin)—the
larger r, the further the initialization is from the global optimum. The radius, r, was set to 20 and 30
for the Rastrigin and Ackley functions, respectively, to make the optimizations sufficiently difficult
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(a) (b) (c)
Figure 2: Results shown as in Figure 1d, but now on more test functions: (a) 20-dimensional Rastrigin, (b)
two-dimensional Ackley, and (c) 20-dimensional Ackley. Overall, Hybrid tends to find the better optima.
Trajectory plots as in Figure 1a-c corresponding to these results are provided in the Supplementary Information.
such that none of the methods tended to reach the global minimum—this , allowed us to better
distinguish the relative performance of methods, whose ordering was not sensitive this setting.
As in [8, 10, 12, 19], we used an adaptive shaping function, W (·) to monotonically trans-
form the function values f(z). In particular, we use a sigmoid weighting function given by
Wθ(t)(f(z)) =
(
1 + exp( f(z)−µtσt )
)−1
, where µt = Ep(z|θ(t))[f(z)] and σ2t = Varp(z|θ(t))[f(z)]
were estimated from samples at each iteration. This sigmoid shaping function is much like the CDF
used in [2], but is differentiable which was useful for Section 5.
We approximated the entropy of our approximate posterior, a collection of weighted particles, by
using the entropy of the search model itself, which can be shown to be Ht = 12 log(det(2pieΣ)). We
found that this quantity tends to lie in the range [−d, d] during the course of the optimizations, and
therefore chose τ = 0 as the entropy cutoff, τ , for switching in Hybrid . Even in the case where it is
not a priori obvious how to set the τ , this hyper-parameter can readily be set for new problems based
on empirics from a few sample runs.
As shown in Figures 1 and 2, EDA converges very quickly, but to poor local minima. In constrast,
SGD converges very slowly, but to better local minima. Hybrid effectively balances these two
extremes by converging to similar local optima as SGD, but much more quickly. This allows
Hybrid to more effectively use its iteration budget by restarting more often, and consequently finding
lower values of f(z) (Figure 1d, 2). For this reason, on a practical use case with limited budget, one
would expect Hybrid on average to obtain better optima then either SGD or EDA.
As an aside, we note that EM implicitly sets its own step-size. However, in [40], using an “overrelaxed
bound optimization" technique, an adaptive step size is used instead of the implicit one. The authors
demonstrate that this provides faster convergence. We tried using such an approach for EDAs, and
indeed, found it converged more quickly, but to worse local optima, and did not pursue this avenue
further.
In summary: we leveraged our insights about EDA viewed as EM to propose an adaptive, hybrid
EDA-SGD method that demonstrates better performance than either of its component methods on
several canonincal test functions in both low and high dimensions.
5 Decreasing the EDA variational gap is not helpful
As shown in Section 3.2, EDA is doing a “weak" form of variational EM—“weak" in the sense that
it is not actually optimizing the variational family. This suggests a possible improvement to EDA
where the N weighted particles used in the approximate posterior (9) are adjusted to reduce the
variational gap. We explored this possibility by using Stein Variational Gradient Descent (SVGD) [41]
to iteratively propagate particles such that collectively they better approximate the specified target
distribution—in this case, the EDA “exact posterior" (8). Although rigorously derived, intuitively,
SVGD pushes the ith particle in the direction of the gradient of log p˜(zi|θ) with respect to zi, while
maintaining a repulsive force between the particles to ensure diversity. SVGD depends on the choice
of a kernel, for which we used a Radial Basis Function (RBF) kernel with length-scale parameter
chosen as suggested in [41]. Additionally, to keep the method black-box, we used a finite difference
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(a) (b)
Figure 3: EDA with SVGD updates to minimize the Rastrigin function (a) in two dimensions, and (b) in 20
dimensions. Bars represent the value of f(z) at convergence, averaged over 100 optimizations, with error
bars representing the corresponding standard deviation. Note that the function value at the global minimum is
zero. As more and more SVGD updates are performed at each E-step (horizontal axis), the variational gap is
reduced; however, the value of the objective function we are minimizing gets correspondingly worse. Degraded
performance owing to SVGD is worse in higher dimensions.
for the gradient of log f(zi) (required for (8)) after verifying that it recapitulated the analytical
gradient, although there are entirely gradient-free SVGD approaches emerging [42].
In order to test the potential utility of reducing the variational gap in EDA, we used an increasing
number of SVGD updates in the E-step of EDA during minimizations of the Rastrigin function. We use
the same experimental setup described in the previous section but without a function evaluation budget,
such that for each setting, M , of the number of SVGD updates, we ran exactly 100 optimizations
to convergence. Removing the evaluation budget allows us to clearly determine if decreasing the
variational gap is helpful—if it is, then one should compare it to other approaches with a function
budget experimental set-up. Here we used r = 10 to best expose differences between the varying
number of SVGD updates, but our conclusions are not sensitive to this setting. As shown in Figure 3,
as we decrease the variational gap by using an increasing number of SVGD updates, performance
tends to degrade.
Although it has conventionally been deemed beneficial to reduce the variational gap—indeed, this is
precisely what is done in variational inference—results are emerging that suggest it is not always
advantageous to do so. For example, in [43], reducing the variational gap in VAEs is shown to be
potentially harmful. Similarly, our results show that using SVGD in the E-step of EDAs yields worse
performance. However, we speculate that the reason for this may be quite different than in [43]. We
speculate that SVGD within EDA may degrade performance because it more quickly converges to
“closest" local optimum, rather than more thoroughly exploring the landscape. In other words, in
MBO, the existence of a variational gap may induce better exploration, similarly to how stochasticity
in SGD may be doing so, although this latter point itself remains in debate [44].
In summary: We showed that decreasing the EDA ‘variational gap’, by way of Stein Variational
gradient descent, in the EDA ‘E-step’, tends to degrade the performance of EDAs.
6 Relationship of EDAs to natural gradient descent by way of EM
Akimoto et al. showed that CMA-ES, a particular EDA, can be viewed as approximate natural
gradient descent (NGD) [45]. This result also emerges from the IGO framework of Ollivier et al. [19]
who additionally show that CEM and several other EDAs can be viewed as NGD. Malago et al. show
how EDAs using MRF for the search model can be interpreted as performing NGD [46].
One might wonder whether using the relationship between EDA and EM might provide a different
perspective on these connections. Indeed, it turns out that Chrétien and Hero showed that EM can be
formulated as an optimization method known as the proximal point method (PPM)—in particular they
showed that EM is using the PPM with the reverse KL divergence to maximize the log-likelihood
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function [47, 48]. Precisely, they show that each iteration of EM algorithm,
φ(t+1) = argmax
φ
∫
p(z|y,φ(t)) log p(y, z|φ)dz,
is equivalent to
φ(t+1) = argmax
φ
logL(φ)−DKL(p(z|y,φ(t))||p(z|y,φ)),
the latter being a formulation of the PPM method (see also the Supplementary Information). The
derivation of this equivalence requires use of the exact posterior and therefore does not technically
hold for EDA which is more akin to variational EM. Nevertheless, the connection still exposes an
interesting new perspective on EDAs in the asymptotic regime, as we shall see.
As noted in [49], mirror descent is a linearization of the PPM. In the case of relevance here—a PPM
with a KL-divergence—the mirror descent update is
φ(t+1) = argmax
φ
logL(φ(t)) + 〈∇φ logL(φ)
∣∣
φ=φ(t)
,φ− φ(t)〉 −DKL(p(z|y,φ(t))||p(z|y,φ)).
If one uses a second-order Taylor series approximation to the KL divergence, then the resulting
approximate mirror descent update is precisely NGD. In particular, the second order approximation
is given by DKL(p(z|y,φ(t))||p(z|y,φ)) = 12 (φ− φ(t))>I(φ(t))(φ− φ(t)) +O
(
(φ− φ(t))3),
where I is the Fisher information metric [50]. When the KL divergence in mirror descent is replaced
with its approximation, we obtain
φ(t+1) = argmax
φ
logL(φ(t)) + 〈∇φ logL(φ)
∣∣
φ=φ(t)
,φ− φ(t)〉 − 1
2
(φ− φ(t))>I(φ(t))(φ− φ(t)),
which can be shown to be equivalent to (see Supplementary Information) the standard NGD update
rule
φ(t+1) = φ(t) + I(φ(t))−1∇φ logL(φ)
∣∣
φ=φ(t)
.
In summary: EM is a PPM with KL divergence; linearization of the EM PPM is mirror descent; a
second order approximation of the KL divergence in mirror descent yields NGD. Thus in the infinite
sample limit of EDAs, they can be seen as approximate NGD.
A result related to that of EM performing approximate NGD has previously been shown. Specifically,
Sato, and later others, showed that for exponential family models with hidden variables and a
conjugate prior (to the joint observed and hidden model), that classical (non-amortized) mean-field
variational inference is performing NGD [51–53]. In contrast, the result we describe is for any exact
EM, and is only approximate NGD.
On a separate note, Salimbeni et al. demonstrate empirically that the best step size in NGD (according
to a Brent line search to find the best step size at each iteration) increases over iterations to 1.0, for
Gaussian approximations to several models [54]. This result nicely aligns with the fact shown herein
that that EM implicitly sets its own step size, and that EM, viewed as approximate NGD, has a step
size of precisely 1.0.
7 Discussion
We have shown an an explicit connection between Estimation of Distribution Algorithms and
Expectation-Maximization. From this mapping we leveraged insights that yielded a promising new
approach, a hybrid EDA-gradient method, which may have implications in numerous fields, such
as RL where one or the other approach are used, but to the best of our knowledge, never both.
For example, REINFORCE type algorithms are gradient-based [36], while Reward Reweighted
Regression type algorithms are EDA-based [1]. Furthermore, we anticipate that the connection
between EDAs and EM may spur further improvements.
In light of EDAs as EM, one can ask whether this viewpoint sheds any light on the choice of EDA
search models. Suppose for a moment that rather than a sample-based approximate posterior, one
instead used a parametric posterior, as in standard VI. In such a case, when the search model were in
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some sense “conjugate" to f(z), then the posterior could take on an analytical form. When might
such an approach make sense? Suppose one were using EDAs to perform protein design [2], and that
f(z) represented protein stability, and that it could be approximated by using an exponential model of
linear additive marginal and pairwise terms. Then if one used a Potts model [55] as the search model,
the exact posterior could also be written in this form, and a “parametric" EDA could be pursued.
EDAs are often improved by smoothing, such as exponentially decaying averaging of previous
updates, or model-specific schemes such as in CMA-ES [8]. We did not employ such smoothing here,
but expect that doing so would not alter the message of our paper.
Given the tight connection between EDAs with adaptive shape functions, and annealed versions of
EM and VI [32, 33], we believe that these latter approaches could benefit from the simple and robust
implicit annealing schemes found in the EDA literature, which arise not from an annealing schedule,
but from simple quantile transformations and the like.
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Supplementary Information: A view of Estimation of Distribu-
tion Algorithms through the lens of Expectation-Maximization
S1 Additional hybrid EDA-gradient experiments
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure S1: Trajectory plots in the style of Fig. 1a for the remaining tested functions. In particular, they represent
one run each of (left) EDA (regular EDA), (center) SGD (single gradient step partial M-step), and (right)
Hybrid (switching between EDA and SGD), over 5000 iterations (only first 1000 iterations shown), on (a-c) a
twenty-dimensional Rastrigin function, (d-f) two-dimensional Ackley function, and (g-i) twenty-dimensional
Ackley function, using the same experimental set-up as the results in Figure 1. Global minima of all functions
are zero.
S2 Equivalence between Expectation-Maximization and the proximal point
method
In Section 6, we discuss the equivalence between EM and using the proximal point method (PPM)
with reverse KL divergence to maximize the log-likelihood function [47, 48]. Here, we provide the
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derivation of this equivalence, beginning with a formulation of the PPM:
φ(t+1) = argmax
φ
logL(φ)−DKL(p(z|y,φ(t))||p(z|y,φ))
= argmax
φ
log p(y|φ)−
∫
p(z|y,φ(t)) log p(z|y,φ
(t))
p(z|y,φ) dz
= argmax
φ
log p(y|φ) +
∫
p(z|y,φ(t)) log p(z|y,φ)dz
= argmax
φ
log p(y|φ)
∫
p(z|y,φ(t))dz +
∫
p(z|y,φ(t)) log p(z|y,φ)dz
= argmax
φ
∫
p(z|y,φ(t)) (log p(y|φ) + log p(z|y,φ)) dz
= argmax
φ
∫
p(z|y,φ(t)) log p(y, z|φ)dz.
Note that the last line is precisely the update rule for EM.
S3 Details of natural gradient descent
Recall from Section 6 that replacing the log-likelihood with its linearization and the KL-divergence
with its second-order Taylor series approximation in the PPM formulation of EM yields the update
φ(t+1) = argmax
φ
logL(φ(t)) + 〈∇φ logL(φ)
∣∣
φ=φ(t)
,φ− φ(t)〉 − 1
2
(φ− φ(t))>I(φ(t))(φ− φ(t)).
One can further derive a closed-form update by taking the derivative of the argmax argument on the
right-hand side, setting it equal to zero as per first-order optimality conditions, and solving:
∇φ
(
logL(φ(t)) + 〈∇φ logL(φ)
∣∣
φ=φ(t)
,φ− φ(t)〉 − 1
2
(φ− φ(t))>I(φ(t))(φ− φ(t))
) ∣∣
φ=φ(t+1)
= 0
=⇒ ∇φ logL(φ)
∣∣
φ=φ(t)
− I(φ(t))(φ(t+1) − φ(t)) = 0
=⇒ φ(t+1) = φ(t) + I(φ(t))−1∇φ logL(φ)
∣∣
φ=φ(t)
.
This establishes the equivalence between the standard natural gradient descent update rule and the
mirror descent update derived using the PPM formulation of EM as a starting point.
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