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CENTRE, COMMUTATIVITE´ ET CONJUGAISON DANS UN GRAPHE DE
GROUPE
Jean-Philippe PRE´AUX
1 2
Abstract. We give characterizations of the center, of conjugated and of commuting elements
in a fundamental group of a graph of group. We deduce various results : on the one hand we
give a sufficient condition for the center, the centralizers, and the root structures in such a group
to be in some sense trivial, and on the other hand we prove that for any group G, the conjugacy
problem reduces to the same problem in a double of G along any finite family of subgroups.
Re´sume´. Nous caracte´risons le centre, les e´le´ments conjugue´s et les e´le´ments qui commutent
dans le groupe fondamental d’un graphe de groupe. Nous en de´duisons divers re´sultats : d’une
part nous donnons une condition suffisante pour que le centre, les centralisateurs et la structure
des racines d’un tel groupe soient dans un sens triviaux, et d’autre part nous montrons que pour
un groupe G quelconque le proble`me de conjugaison se re´duit au meˆme proble`me dans un double
de G le long d’une famille finie quelconque de sous-groupes.
1. Introduction
Amalgames et extension HNN sont des constructions de the´orie des groupe amplement e´tudie´es
et fe´condes en exemples ([MKS, Ro, LS]. Serre les a ge´ne´ralise´ par le concept de groupe agissant
sans inversion sur un arbre (nous parlerons ici plutoˆt de groupe fondamental de graphe de groupe,
ou plus abusivement de graphe de groupe) ([Se, DD]).
Nous ge´ne´ralisons ici des re´sultats connus pour les amalgames au cadre le plus ge´ne´ral d’un
graphe de groupe. Plus pre´cise´ment nous donnons une caracte´risation du centre, des e´le´ments
qui commutent et des e´le´ments conjugue´s dans le groupe fondamental d’un graphe de groupe
(the´ore`mes 6.1, 6.2 et 6.3), et en particulier dans une extension HNN (the´ore`mes 5.2, 5.5 et 5.6).
Nous mettons ensuite a` profit l’e´tude effectue´e pour e´tablir divers re´sultats. Nous donnons
une condition combinatoire suffisante pour que dans un graphe de groupe les centralisateurs, le
centre et la structure des racines soient dans un sens triviaux (the´ore`mes 6.5, 6.6 et 6.7) ; bien que
loin d’eˆtre ne´cessaire cette condition est assez large pour englober de nombreux exemples. Nous
montrons aussi que donne´ un groupe G quelconque et une famille finie quelconque de sous-groupes,
le proble`me de conjugaison dans G se re´duit au proble`me de conjugaison dans le double de G le
long de ces sous-groupes (the´ore`me 6.4).
Ce travail est pour une part significative extrait de ma the`se de doctorat ([Pr2]) ; je tiens a`
remercier chaleureusement mon directeur de the`se Hamish Short pour sa confiance et son soutien
durant toutes ces anne´es.
Notations
Nos preuves proce´dant souvent par disjonction de cas, nous utiliserons dans une de´monstration
le symboˆle  pour de´noter la fin d’un cas, tandis que le symboˆle  de´notera la fin de la preuve.
2. Rappels sur les produits amalgame´s et extensions HNN
Nous rappelons les de´finitions et les proprie´te´s fondamentales d’un produit amalgame´, et d’une
extension HNN. Nous ne ferons qu’e´noncer les re´sultats sans en fournir de preuve, le lecteur pou-
vant se re´fe´rer aux ouvrages [MKS], [LS], [Ro].
Produits amalgame´s. Soient A et B des groupes donne´s par les pre´sentations respectives
< S | R > et < S′ | R′ >. Soient CA un sous-groupe de A, CB un sous-groupe de B, et
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φ : CA −→ CB un isomorphisme. On appelle produit amalgame´ de A et B le long de φ, le
groupe que l’on note A ∗φ B, donne´ par la pre´sentation :
A ∗φ B ∼= < S ∪ S
′ | R ∪R′ ∪ {φ(c) = c ∀c ∈ CA} >
Si les pre´sentations de A et B sont finies, et si CA est de type fini, A ∗φ B est de pre´sentation
finie. En fait si c1, . . . , cn est une famille ge´ne´ratrice de CA, on a la pre´sentation finie :
A ∗φ B ∼= < S ∪ S
′ |R ∪R′ ∪ {φ(ci) = ci i = 1, . . . , n} >
On conside`re l’application d’inclusion de S dans S∪S′. Elle s’e´tend naturellement en un unique
homomorphisme du groupe libre F (S), dans le groupe libre F (S ∪ S′), qui passe au quotient pour
donner un homomorphisme de A dans A ∗φ B. De la meˆme fac¸on on de´finit un homomorphisme
naturel de B dans A ∗φ B, qui e´tend l’inclusion de S
′ dans S ∪ S′.
Proposition 2.1. Les homomorphismes naturels de A et de B dans A ∗φ B, sont injectifs.
On les appelera les plongements naturels, et on les notera respectivement iA : A −→ A ∗φ B et
iB : B −→ A ∗φ B. L’image de A est appele´e premier facteur, celle de B deuxie`me facteur. On ne
distinguera pas en ge´ne´ral A et B de leur image iA(A) ou iB(B). Ainsi A et B seront conside´re´s
comme des sous-groupes de A ∗φ B. De plus, les sous-groupes iA(CA) et iB(CB) de A ∗φ B, sont
confondus, en un sous-groupe que l’on note C ; en fait : C = iA(CA) = iB(CB) = iA(A) ∩ iB(B).
Nous pourrons dire, de fac¸on quelque peu impre´cise, que A ∗φ B est un amalgame de A et B, le
long du sous-groupe C, et le noter A ∗C B.
Si g est un e´le´ment de A ∗φ B, une forme normale pour g, est une suite finie (g1, g2, . . . , gn)
d’e´le´ments de A ∗φ B, ve´rifiant les conditions :
– ∀ i = 1, . . . , n, gi ∈ A \ C, ou gi ∈ B \ C.
– ∀ i = 1, . . . , n− 1, si gi ∈ A, alors gi+1 ∈ B.
– g = g1g2 · · · gn dans A ∗φ B.
Puisque A ∗φB a pour famille ge´ne´ratrice S∪S
′, ou` S engendre A, S′ engendre B et que A∩B = C
dans A ∗φB, alors clairement, tout e´le´ment admet une forme normale. Dans un certain sens, cette
forme normale est unique. C’est le the´ore`me fondamental des produits libres amalgame´s.
The´ore`me 2.1 (Forme normale). Conside´rons un e´le´ment g de A ∗φ B, ainsi que (g1, g2, . . . , gn)
et (g′1, g
′
2, . . . , g
′
m) deux formes normales de g. Alors m = n, ∀ i = 1, . . . , n, gi et g
′
i sont dans un
meˆme facteur, et g−1i g
′
i ∈ C.
L’entier n sera appele´ longueur de l’e´le´ment g, et note´ |g|. En particulier |g| = 1 si et seulement
si g est dans un des facteurs.
Nous utiliserons plutoˆt la formulation suivante : si (g1, g2, . . . , gn) est une forme normale pour
g, ou` les gi sont des mots sur S ou sur S
′, alors le mot g1g2 · · · gn repre´sente g dans A ∗φ B, et
pourra eˆtre de´nomme´ d’e´criture sous forme re´duite.
Extension HNN. Soit A un groupe, C−1 et C+1 des sous-groupes de A, et φ : C−1 −→ C+1
un isomorphisme. Si A admet pour pre´sentation < S | R >, on appelle extension HNN de A,
relativement a` φ, le groupe que l’on notera A∗φ, de pre´sentation,
A∗φ ∼= < S ∪ {t} | R ∪ {t
−1ct = φ(c) ∀c ∈ C−1} >
Si le sous-groupeC−1 admet une famille ge´ne´ratrice finie, c1, . . . , cn, alorsA∗φ admet la pre´sentation
finie,
A∗φ ∼= < S ∪ {t} | R ∪ {t
−1cit = φ(ci) ∀ i = 1, . . . , n} >
On conside`re l’application identite´ de S dans S. Elle s’e´tend de fac¸on unique en un homomor-
phisme de F (S) dans F (S ∪ {t}), qui passe au quotient pour donner un homomorphisme naturel
de A dans A∗φ.
Proposition 2.2. L’homorphisme naturel de A dans A∗φ est un plongement.
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On note iA : A −→ A∗φ le plongement naturel. Nous confondrons A et son image iA(A) par iA,
ainsi nous verrons A comme un sous-groupe de A∗φ.
Etant donne´ un e´le´ment γ ∈ A∗φ, une forme normale pour g, est une suite finie d’e´le´ments de
A∗φ, de la forme (g0, t
ε1 , g1, t
ε2 , . . . , tεn , gn), ve´rifiant :
– ∀ i = 0, . . . , n, gi ∈ A, et ∀ i = 1, . . . , n, εi = ±1.
– ∀ i = 1, . . . , n− 1, si εi+1 = −εi, alors gi 6∈ Cεi .
– g = g0t
ε1g1t
ε2 · · · tεngn dans A∗φ.
Une forme re´duite pour g est un mot sur S ∪{t}, de la forme g0t
ε1g1t
ε2 · · · tεngn, ou` les gi sont des
mots sur S, et (g0, t
ε1 , g1, t
ε2 , . . . , tεn , gn) est une forme normale pour g.
Un mot de la forme tεct−ε, ou` ε = ±1, et c ∈ Cε, est appele´ un pinch. Si un mot contient un tel
pinch, l’ope´ration consistant a` remplacer ce sous-mot par le mot φ−ε(c), ne change pas l’e´le´ment
de A∗φ repre´sente´. Ainsi, clairement tout e´le´ment admet une forme normale.
Le the´ore`me suivant, fondamental pour les extensions HNN, garantit l’unicite´ d’une forme nor-
male. Il est connu sous le nom de lemme de Britton.
The´ore`me 2.2 (Lemme de Britton). L’e´le´ment 1 ∈ A∗φ, admet pour unique forme normale, la
suite (1) .
On en de´duit facilement que si g admet deux formes normales (g0, t
ε1 , g1, t
ε2 , . . . , tεn , gn) et
(g′0, t
µ1 , g′1, t
µ2 , . . . , tµm , g′m), alors ne´cessairement, n = m, ∀i = 1, . . . , n, εi = µi, et g
′
0
−1
g0 ∈ C−ε1
et gng
′
n
−1
∈ Cεn . On appelle longueur de g, note´e |g|, l’entier de´fini par |g| = n+1. Ainsi, |g| = 1
si et seulement si g ∈ A.
3. Rappels sur les graphes de groupe
Un graphe fini X est la donne´e de deux ensembles finis AX et SX , d’une involution sans point
fixe j : AX −→ AX , et de deux applications o, e : AX −→ SX , ve´rifiant ∀a ∈ AX , e(a) = o ◦ j(a).
Les e´le´ments de AX seront appele´s des areˆtes, et les e´le´ments de SX , des sommets. On notera
−a = j(a), et les areˆtes a et −a seront dites oppose´es. Si a est une areˆte, {a,−a} sera appele´ une
areˆte non-oriente´e.
Une orientation de X , est un sous-ensemble A+X de AX , contenant, pour tout a ∈ AX , exacte-
ment un e´le´ment de l’ensemble {a,−a}. Un graphe muni d’une orientation sera dit oriente´.
Un chemin de X est une suite finie d’areˆtes, c = (a1, . . . , an), qui ve´rifie pour tout
i = 1, . . . , p− 1, e(ai) = o(ai+1). Les sommets o(a1) et e(an), sont appele´s respectivement orig-
ine et extre´mite´ du chemin c. Le chemin est dit ferme´ si o(a1) = e(an). Il est dit re´duit, si
∀i = 1, . . . , p− 1, ai 6= −ai+1.
Un graphe X est dit connexe, si pour tout couple de sommets, s1, s2, il existe un chemin de X
ayant pour origine s1, et pour extre´mite´ s2.
Un graphe est un arbre, si pour tout couple de sommets s1, s2, il existe un unique chemin re´duit
d’origine s1 et d’extre´mite´ s2. C’est un fait bien connu, que tout graphe fini X contient un arbre
maximal, i.e. un sous-graphe qui est un arbre, et qui a meˆme sommets que X . Il n’est en ge´ne´ral
pas unique.
Un graphe de groupe (G, X) est la donne´e d’un graphe fini connexe, oriente´, et d’une famille
G, consistant en : un ensemble GAX = {Ga, a ∈ A
+
X} de groupes, appele´s groupes d’areˆte, un
ensemble GSX = {Gs, s ∈ SX} de groupes, appele´s groupes de sommet, et pour tout a ∈ A
+
X , les
monomorphismes φa : Ga −→ Go(a) et φ−a : Ga −→ Ge(a).
Un lacet dans (G, X) est une suite de la forme (g0, a1, g1, . . . , an, gn), ou`
(a1, a2, . . . , an) est un chemin ferme´ de X , et ∀k = 1, . . . , n , gk−1 ∈ Go(ai), et gn ∈ Ge(an).
On dit qu’il a pour origine o(a1).
Il existe une relation d’e´quivalence ≡ pour les lacets de (G, X), engendre´e par les relations :
∀a ∈ AX , ∀h ∈ Ga, ∀g ∈ Go(a) (g, a, φ−a(h),−a, φa(h)
−1) = (g)
∀a ∈ AX , ∀g, g
′ ∈ Go(a), (g, a, 1,−a, g
′) = (gg′)
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Si s0 est un sommet deX , l’ensemble des lacets d’origine s0, admet une ope´ration, appele´e ope´ration
de concate´nation :
(g0, a1, . . . , ap, gp).(gp+1, ap+1, . . . an, gn+1) = (g0, a1, . . . , ap, gpgp+1, ap+1, . . . an, gn+1)
Cette ope´ration passe au quotient sous la relation ≡ en une ope´ration sur l’ensemble des classes
d’e´quivalence de lacets base´s en s0, qui admet de`s-lors une structure de groupe. On l’appelle
le groupe fondamental de (G, X), base´ en s0, et on le note π1(G, X, s0). Si tous les groupes de
sommets (et donc les groupes d’areˆtes) sont triviaux, on retrouve le groupe fondamental de X base´
en s0.
Le the´ore`me qui suit est un re´sultat fondamental pour les graphes de groupe. C’est le seul
re´sultat sur les graphes de groupe que nous emploierons pour mener a` bien notre e´tude, de´laissant
ici le concept de groupe agissant sans inversion sur un arbre (cf. [Se], [DD]).
The´ore`me 3.1. Soient (G, X) un graphe de groupe, s0 un sommet de X, et T un arbre maximal
de X.
Alors π1(G, X, s0) est le groupe obtenu a` partir du produit libre (∗s∈SXGs)∗F , ou` F est le groupe
libre engendre´ par {ta ; a ∈ AX}, en ajoutant les relations :
φa(h) = ta φ−a(h) t
−1
a ∀a ∈ A
+
X , ∀h ∈ Ga
t−a = t
−1
a ∀a ∈ AX
ta = 1 ∀a ∈ AX ∩ AT
Remarque 1 : Ainsi π1(G, X, s0) ne de´pend pas du choix du point de base s0. On parlera du
groupe fondamental de (G, X) que l’on notera π1(G, X).
Remarque 2 : Un graphe de groupe (G, X), muni d’un arbre maximal T de X , est appele´ un
graphe de´compose´. On pourra le noter (G, X, T ). Donne´ un arbre maximal T de X , un e´le´ment
de A+T sera appele´ areˆte T -se´parante ; un e´le´ment de A
+
X ∩ (AX \ AT ) sera appele´ areˆte non T -
se´parante.
Remarque 3 : Si X = T est un arbre, π1(G, X) est l’amalgame des groupes de sommets Gs, s ∈
ST , le long des isomorphismes φ−a ◦ φ
−1
a de´finis pour tout a ∈ A
+
T . Ainsi pour tout s ∈ ST , on a
le morphisme injectif ps : Gs →֒ π1(G, T )
Si X n’est pas un arbre, π1(G, X) est l’extension HNN de π1(G, T ), le long des isomorphismes
pe(a) ◦ φ−a ◦ φ
−1
a ◦ p
−1
o(a) pour toute areˆte a non T -se´parante. Ainsi on a le morphisme injectif
Π : π1(G, T ) →֒ π1(G, X)
On a donc, pour tout sommet s ∈ ST = SX , un plongement naturel Πs = Π ◦ ps de Gs dans
π1(G, X). Ces plongements ne de´pendent que de la donne´e d’un arbre maximal T de X . Lorsque
T sera fixe´ (ce qui sera toujours le cas), on commettra l’abus de langage de confondre Πs(Gs) avec
Gs. Ainsi on pourra voir Gs comme un sous-groupe de π1(G, X). Un tel sous-groupe de π1(G, X)
sera appele´ sous-groupe de sommet.
Pour toute areˆte a T -se´parante d’origine s1 et d’extre´mite´ s2, les applications de Ga dans
π1(G, X), Πs1 ◦ φa et Πs2 ◦ φ−a sont e´gales. On confondra Ga et Πs1 ◦ φa(Ga) = Πs2 ◦ φ−a(Ga) ⊂
Gs1 ∩Gs2 ⊂ π1(G, X).
Soit a ∈ AX une areˆte, d’origine s1 et d’extre´mite´ s2, on noteraG
−
a = Πs1◦φa(Ga) et G
+
a = Πs2◦
φ−a(Ga), ainsi que ϕa, l’isomorphisme de G
−
a dans G
+
a , de´fini par ϕa(h) = Πs2 ◦φ−a◦φ
−1
a ◦Π
−1
s1
(h)
pour tout h ∈ G−a . Si a est T -se´parante, les applications Πs1 ◦φa et Πs2 ◦φ−a sont identiques, ainsi
G−a = G
+
a = Ga, et ϕa = ϕ−a est l’identite´. Si a est non T -se´parante, en ge´ne´ral G
−
a 6= G
+
a , et
dans π1(G, X), on a la relation ∀h ∈ G
−
a , h = ta ϕa(h) t
−1
a . Les sous-groupes G
−
a , G
+
a de π1(G, X)
seront appele´s sous-groupes d’areˆte. Notons que G−a ⊂ Go(a) = Gs1 , G
+
a ⊂ Ge(a) = Gs2 .
Remarque 4 : Soit (G, X) un graphe de groupe, et Y un sous-graphe oriente´ de X (i.e. X et Y
sont d’orientations compatibles). On peut construire un sous-graphe de groupe (G′, Y ) de (G, X)
en se restreignant aux groupes de sommet G′SY = {Gs ∈ GSX ; s ∈ SY }, aux graphes d’areˆte
G′AY = {Ga ∈ GAX ; a ∈ AY } et aux monomorphismes de G, φa et φ−a pour tout a ∈ A
+
Y ⊂ A
+
X .
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Dans la suite, on notera (G, Y ) au lieu de (G′, Y ). Observons que π1(G, Y ) se plonge naturellement
dans π1(G, X).
Soit (G, X, T ) un graphe de groupe de´compose´. Si a est une areˆte non T -se´parante (resp. T
se´parante) on note X1 (et X2) la (les) composante(s) connexe(s) du graphe X \ {a,−a}. Alors
π1(G, X) se de´compose en une extension HNN (en un amalgame) de π1(G, X1) (et π1(GX2)) le long
de ϕa. On dira que l’on a de´compose´ (G, X, T ) le long de l’areˆte a.
Remarque 5 : Ce the´ore`me fournit implicitement un pre´sentation pour le groupe fondamental
π1(G, X), d’un graphe de groupe de´compose´ (G, X, T ). Si de plus les groupes de sommet sont
finiment pre´sente´s, et les groupes d’areˆte de type fini, alors π1(G, X) est finiment pre´sente´. Lorsque
les pre´sentations finies et les familles ge´ne´ratrices sont fixe´es, une telle pre´sentation de (G, X) sera
appele´e pre´sentation canonique de π1(G, X). La famille ge´ne´ratrice donne´e par cette pre´sentation,
sera note´e Gen(X).
4. Exemple : graphe de groupe et de´composition JSJ
4.1. The´ore`me Jaco-Shalen-Johannson. Soit W une surface compacte, a` deux faces, propre-
ment plonge´e dans une 3-varie´te´M . On notera σW (M) la 3-varie´te´ obtenue en de´composantM le
long de W . Plus pre´cise´ment, si T1, T2, . . . , Tn sont les composantes connexes de W , on peut trou-
ver des voisinages re´guliers des composantes, V (T1), . . . , V (Tn), deux a` deux disjoints, et σW (M)
est de´fini par :
σW (M) =M −
n⋃
i=1
int(V (Ti))
La 3–varie´te´ σW (M) est en ge´ne´ral non connexe. Si W 6= ∅, toutes les composantes connexes de
σW (M) sont a` bord non vide. Nous pouvons de`s-lors e´noncer le the´ore`me de de´composition des
varie´te´s Haken ferme´es (cf. [JS] corollaire V.5.1.):
The´ore`me 4.1 (Jaco-Shalen-Johannson). Soit M une 3–varie´te´ Haken ∂-irre´ductible, ferme´e
ou a` bord torique. Il existe une surface compacte W proprement plonge´e dans M , incompressible,
a` deux faces, unique a` isotopie ambiante de M pre`s, ve´rifiant les proprie´te´s suivantes :
(i) Les composantes connexes de W sont des tores.
(ii) Chaque composante connexe de σW (M) est soit un fibre´ de Seifert, soit atoro¨ıdale.
(iii) W est minimale pour l’inclusion, dans la classe des surfaces ve´rifiant (i) et (ii).
Remarque : Avec le the´ore`me d’hyperbolisation de Thurston (cf. [Th]), les composantes connexes
de σW (M) admettent soit une fibration de Seifert, soit une structure hyperbolique de volume fini.
4.2. De´composition d’une 3–varie´te´ en pie`ces e´le´mentaires. Dans tout ce paragraphe, on
note M une 3–varie´te´ ve´rifiant les hypothe`ses du the´ore`me 4.1.
On appelle de´composition de M , une surface W incompressible, a` deux faces, proprement
plonge´e dans M , ve´rifiant les conditions (i) et (ii), du the´ore`me 4.1. On appelle de´composition
JSJ une de´composition de M minimale au sens du the´ore`me 4.1. On dira que la de´composition
est triviale si W = ∅.
Conside´rons une de´composition W de M . Il existe une application canonique, l’application
d’identification, r : σW (M) −→ M , qui est telle que r
−1(W ) consiste en deux copies home´o-
morphes de W dans ∂M , et que r restreinte a` r−1(M −W ) soit un home´omorphisme.
Notons T1, . . . , Ti, . . . , Tk les composantes connexes de W . Puisque Ti est a` deux faces, r
−1(Ti)
consiste en deux copies home´omorphes de Ti dans ∂σW (M) ; on les note arbitrairement T
−
i et
T +i . Les restrictions de r a` T
−
i et T
+
i sont des home´omorphismes sur Ti. On de´finit alors
l’home´omorphisme fi : T
−
i −→ T
+
i , qui fait commuter le diagramme suivant :
T −i
fi
−−−−→ T +i
r
|T
−
i
y
yr|T −i
Ti
Id
−−−−→ Ti
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On appelera fi, l’home´omorphisme associe´ a` Ti, et de fac¸on moins pre´cise, un tel fi, un home´omor-
phisme associe´ a` la de´composition.
On noteM1, . . . ,Mp, les composantes connexes de σW (M) ; on les appelle les pie`ces e´le´mentaires.
Ainsi,
M ∼= (
⋃
i=1...p
Mi)upslopef1,...,fp
4.3. Graphe de groupe provenant de la de´composition JSJ. Soit M une 3–varie´te´ Haken,
a` bord torique non vide. Notons T1, . . . , Tq les composantes connexes de ∂M . On appelle syste`me
pe´riphe´ral de π1(M), la donne´e pour tout i = 1, . . . q, d’un plongement pi : Z ⊕ Z →֒ π1(M)
induit par l’inclusion de Ti dans M (il est de´termine´ par la donne´e d’une classe d’homotopie de
chemin du point de base de π1(M) au point de base de π1(Ti)).
On se donne une varie´te´ Haken M ve´rifiant χ(M) = 0, et une de´composition W de M .
On note T1, . . .Tq les composantes de W , M1, . . .Mp les pie`ces e´le´mentaires, et f1, . . . , fq les
home´omorphismes associe´s a` la de´composition. On conside`re aussi un syste`me pe´riphe´ral de
π1(M). On note pour i = 1, . . . , q, le plongement de π1(T
−
i ) dans π1(M), p
−
i : Z⊕Z →֒ π1(M) et le
plongement de π1(T
+
i ) dans π1(M), p
+
i : Z⊕Z →֒ π1(M) et l’on note fi∗ l’application de p
−
i (Z⊕Z)
sur p+i (Z⊕ Z) induite par fi.
On construit un graphe de groupe associe´ a` la de´composition W de M , de la fac¸on suivante :
Le graphe oriente´ X est de´fini par : SX = {S1, . . . , Sj , . . . Sp} et A
+
X = {a1, . . . , ai, . . . aq} avec
l’origine de ai, o(ai) = Sr ou` T
−
i ⊂Mr, et l’extre´mite´ de ai, e(ai) = St ou` T
+
i ⊂Mt.
Les groupes de sommets et les groupes d’areˆte sont de´finis respectivement par : GSj = π1(Mj),
j = 1, . . . , p et Gai = Z⊕Z, i = 1, . . . , q et les monomorphismes par φai = p
−
i , et φ−ai = fai∗ ◦p
−
i .
Alors, avec les notations de la remarque 3 du the´ore`me 3.1, G−ai = p
−
i (Z ⊕ Z), G
+
ai
= p+i (Z ⊕ Z),
et ϕai = fai∗. On a bien construit un graphe de groupe, (G, X). Ce graphe de´pend de W , et du
choix d’un syste`me pe´riphe´ral. La classe d’isomorphisme de son groupe fondamental n’en de´pend
pas.
Le re´sultat suivant, s’obtient par une suite d’applications du the´ore`me de Van-Kampen.
The´ore`me 4.2. Soit M une varie´te´ Haken, et W une de´composition. Le groupe fondamental du
graphe de groupe associe´ (G, X), est isomorphe au groupe fondamental de M .
Exemple : Conside´rons l’entrelacs a` 3 composantes, L de S3 (figure 1). Conside´rons trois tores
Figure 1. L’entrelacs L de S3
essentiels T1, T2, et T3 dans le comple´ment de L, S
3− int(N(L)), donne´s figure 2. En de´composant
S3−int(N)(L) le long de T1∪T2∪T3, on obtient les varie´te´sN1, N2, N3, N4 (ce sont des comple´ments
d’entrelacs dans S3), ainsi que des home´omorphismes f1, f2, f3 associe´s a` la de´composition (figure
3). Il est facile de voir que N1 est un fibre´ en cercle sur la sphe`re a` 3 trous ; N2 est un fibre´
de Seifert ayant pour base la sphe`re a` 2 trous, et une fibre exceptionnelle d’indice 3 ; et N3 et
N4 contiennent tous deux un tore essentiel. On note T4 le tore essentiel de N3 (figure 4), et on
de´compose N3 le long de T4. Notons aussi T5 le tore essentiel de N4 (figure 5), et de´composons
N4 le long de T5. Notons M1 = N1, M2 = N2, M3, M4 les pie`ces obtenues en de´composant N3
le long de T4 (ou` M4 est le tre`fle), et M5,M6 les pie`ces obtenues en de´composant N4 le long de
T5 (ou` M6 est le noeud de huit). Les pie`ces M3 et M5 sont home´omorphes au S
1-fibre´ trivial
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Figure 2. Les tores essentiels T1, T2, et T3 de S
3 − int(N(L))
Figure 3. Les pie`ces e´le´mentaires N1, N2, N3, N4, et les home´omorphismes
f1, f2, f3 associe´s a` la de´composition
Figure 4. Le tore essentiel T4 de M2 (a` gauche), et les deux pie`ces obtenues en
de´composant M2 le long de T4 (a` droite)
Figure 5. Le tore essentiel de M3 (a` gauche) et les deux pie`ces obtenues en
de´composant le long de T5
ayant pour base la sphe`re a` trois trous. De plus le comple´ment du tre`fle est un fibre´ de Seifert,
et le noeud de huit est connu pour avoir un comple´ment hyperbolique (de volume fini). Ainsi, la
surface W = T1 ∪ T2 ∪ T3 ∪ T4 ∪ T5 est une de´composition du comple´ment de l’entrelacs L. En
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utilisant la classification des comple´ments d’entrelacs admettant une fibration de Seifert ([BM]),
on ve´rifie imme´diatement que W est minimale. Il est facile de se donner des home´omorphismes
f1, f2, f3, f4, et f5 associe´s a` la de´composition (figure 6). On peut remarquer, bien que cela soit
Figure 6. De´composition de S3 − int(N(L)) le long de W
anecdotique, que M1 et M3 sont home´omorphes, bien qu’ils soient des comple´ments d’entrelacs de
types distincts (comparer avec le the´ore`me de Gordon-Luecke dans le cas d’un noeud).
On construit alors le graphe de groupe (G, X), en conside´rant tout d’abord le graphe oriente´ X
(figure 7).
Figure 7. Le graphe oriente´ X
puis les groupes de sommets :
GS1 = π1(M1)
∼= < x1, y1, z1 | [x1, y1] = [x1, z1] = 1 > ∼= F2 × Z
GS2 = π1(M2)
∼= < x2, y2, z2 | x
3
2 = y
2
2 , [y2, z2] = 1 >
GS3 = π1(M3)
∼= < x3, y3, z3 | [x3, y3] = [y3, z3] = 1 > ∼= F2 × Z
GS4 = π1(M4)
∼= < x4, y4 | x
2
4 = y
3
4 >
GS5 = π1(M5)
∼= < x5, y5, z5 | [x5, y5] = [y5, z5] = 1 > ∼= F2 × Z
GS6 = π1(M6)
∼= < x6, y6 | x6y
2
6x
2
6y6x6y
−1
6 x
−2
6 y
−1
6 = 1 >
On choisit alors un plongement des groupes des composantes T ±i afin d’obtenir les plongements
des groupes d’areˆtes dans les groupes de sommet ; les isomorphismes ϕaj pour toute areˆte aj sont
alors de´termine´s par les classes d’isotopie des home´omorphismes fj , pour j variant de 1 jusqu’a` 5.
Le calcul fournit :
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G−a1 = π1(T
−
1 ) = < x1y
−1
1 , y1 >GS1 ⊂ GS1
G+a1 = π1(T
+
1 ) = < z2, y2 >GS2 ⊂ GS2
ϕa1(x1y
−1
1 ) = y2 ϕa1(y1) = z2
G−a2 = π1(T
−
2 ) = < y1z
−1
1 , x1 >GS1 ⊂ GS1
G+a2 = π1(T
+
2 ) = < x3, y3 >GS3 ⊂ GS3
ϕa2(y1z
−1
1 ) = y3 ϕa2(x1) = x3
G−a3 = π1(T
−
3 ) = < z1, x1 >GS1 ⊂ GS1
G+a3 = π1(T
+
3 ) = < x5, y5 >GS5 ⊂ GS5
ϕa3(z1) = y5 ϕa3(x1) = x5
G−a4 = π1(T
−
4 ) = < z3, y3 >GS3 ⊂ GS3
G+a4 = π1(T
+
4 ) = < x
−1
4 y4, x
2
4 >GS4 ⊂ GS4
ϕa4(z3) = x
2
4 ϕa4(y3) = x
−1
4 y4
G−a5 = π1(T
−
5 ) = < z5, y5 >GS5 ⊂ GS5
G+a5 = π1(T
+
5 ) = < x6, l = x6y6x6y
−1
6 x
−1
6 y
2
6x
2
6y6x
−1
6 >GS6 ⊂ GS6
ϕa5(z5) = l ϕa5(y5) = x6
Ceci nous suffit a` de´finir le graphe de groupe (G, X). Il de´pend clairement d’un choix des plonge-
ments des composantes au bord. Son groupe fondamental, cependant, n’en de´pend pas ; c’est aussi
le groupe fondamental du comple´ment de L dans S3. Le the´ore`me 3.1 fournit la pre´sentation :
< x1, y1, z1, x2, y2, z2, x3, y3, z3, x4, y4, x5, y5, z5, x6, y6 |
[x1, y1] = [x1, z1] = [y2, z2] = [x3, y3] = [y3, z3] = [x5, y5] = [y5, z5] = 1,
x32 = y
2
2 , x
2
4 = y
3
4 , x6y
2
6x
2
6y6x6y
−1
6 x
−2
6 y
−1
6 = 1,
x1y
−1
1 = y2, y1 =z2, y1z
−1
1 = y3, x1 = x3,
z1 = y5, x1 =x5, z3 = x
−1
4 y4, y3 = x
2
4,
z5 = x6, y5 = x6y6x6y
−1
6 x
−1
6 y
2
6x
2
6y6x
−1
6 >
Comme nous l’avons dit, M1,M2,M3,M4,M5 sont des espaces fibre´s de Seifert. Dans leur groupes
fondamentaux respectifs, la classe d’une fibre re´gulie`re est respectivement : x1, y
2
2 , y3, x
2
4 et y5
(ils engendrent le centre). Remarquons que les isomorphismes ϕa associe´s n’envoient pas la classe
d’une fibre re´gulie`re, sur la classe d’une fibre re´gulie`re, ce qui est en accord avec le fait de´ja` observe´,
que la de´composition W soit minimale.
5. Extension HNN et amalgame
Nous donnons dans cette section les the´ore`mes de conjugaison et de commutativite´ dans un
amalgame ou une extension HNN. Une preuve dans le cas d’un amalgame peut se trouver dans
[MKS]. Nous commenc¸ons par rappeler ces re´sultats dans le cas d’un amalgame, puis de´montrons
les re´sultats similaires dans le cas d’une extension HNN.
CENTRE, COMMUTATIVITE´ ET CONJUGAISON DANS UN GRAPHE DE GROUPE 10
5.1. Produit amalgame´. Nous conside´rerons tout au long de ce paragraphe, un groupe Γ, produit
amalgame´ des groupes A et B le long du sous-groupe C.
Conjugaison dans un amalgame. Soit ω un e´le´ment de Γ, donne´ par une e´criture sous forme
re´duite ω ≡ ω1ω2 · · ·ωn. On dira que ω est cycliquement re´duit si ω1 et ωn sont dans des facteurs
diffe´rents. Clairement cette de´finition ne de´pend pas du choix d’une forme re´duite de ω, ainsi on
pourra parler d’e´le´ment cycliquement re´duit. De plus, il est clair que tous les conjugue´s cycliques
ωr · · ·ωnω1 · · ·ωr−1, d’un e´le´ment cycliquement re´duit, sont aussi cycliquement re´duits.
Le re´sultat suivant constitue le the´ore`me 4.6 de [MKS].
The´ore`me 5.1. Soit Γ = A ∗CB. Alors tout e´le´ment γ ∈ Γ est conjugue´ a` un e´le´ment cycliquement
re´duit. De plus si γ est un e´le´ment cycliquement re´duit, alors :
(i) Si γ est conjugue´ a` un e´le´ment c ∈ C, par h ∈ Γ, de forme re´duite h = h1h2 . . . hn+1 avec
n ≥ 0, alors γ est dans un des facteurs, et il existe une suite finie (c0, c1, . . . , cn, γ), avec
c0 = c, et ou` ∀ i = 0, . . . , n, ci ∈ C, et hi+1 conjugue ci en ci+1 (en posant cn+1 = γ).
(ii) Si γ est conjugue´ a` un e´le´ment γ′, qui est dans un des facteurs, mais n’est pas conjugue´ a`
un e´le´ment de C, alors γ et γ′ sont dans un meˆme facteur, et conjugue´s dans ce facteur.
(iii) Si γ est conjugue´ a` un e´le´ment cycliquement re´duit, d’e´criture sous forme re´duite p1p2 · · · pr
ou` r > 1, alors γ peut eˆtre obtenu en conjuguant un conjugue´ cyclique pi · · · prp1 · · · pi−1
de p1p2 · · · pr par un e´le´ment de C.
On obtient imme´diatement le corollaire suivant :
Corollaire 5.1 (The´ore`me de conjugaison dans un amalgame). Soient γ
et γ′, deux e´le´ment de Γ = A ∗C B, cycliquement re´duits, conjugue´s par un e´le´ment h de Γ.
Alors γ et γ′ ont meˆme longueur, et de plus :
(i) Si γ est conjugue´ a` un e´le´ment de C, alors γ et γ′ sont de longueur 1, et si h s’e´crit
sous forme re´duite h = h0h1 · · ·hn+1, il existe une suite finie c0, c1, . . . , cn d’e´le´ments de
C, telle que, c0 est conjugue´ a` γ par h
−1
0 dans un facteur, cn est conjugue´ a` γ
′ dans un
facteur par hn+1 , et ∀ i = 0, . . . , n− 1, ci et ci+1 sont conjugue´s dans un facteur par hi+1.
(ii) Si γ est dans un des facteurs et n’est pas conjugue´ a` un e´le´ment de C, alors γ et γ′ sont
dans le meˆme facteur, et conjugue´s par h dans ce facteur.
(iii) Si γ n’est pas dans un des facteurs, alors γ s’obtient en conjuguant un conjugue´ cyclique
de γ′ par un e´le´ment de C.
Commutativite´ dans un amalgame. Le the´ore`me qui suit, caracte´rise les e´le´ments qui com-
mutent dans un produit amalgame´. Ses parties (i’), (ii) et (iii) constituent le the´ore`me 4.5 de
[MKS], auquel nous renvoyons le lecteur pour une preuve. Quant a` la partie (i), elle s’obtient
imme´diatement en appliquant le point (i) du corollaire 5.1.
The´ore`me 5.2 (The´ore`me de commutativite´ dans un amalgame). Soient Γ = A ∗C B, et
deux e´le´ments x et y de Γ qui commutent. Alors :
(i) Si x est dans C, et y s’e´crit sous forme re´duite, y1y2 · · · yn, alors il existe une suite finie
d’e´le´ments (c0, c1, · · · , cn) de C, avec c0 = cn = x, et ∀ i = 0, . . . n − 1, yi+1 conjugue ci
en ci+1 dans un des facteurs.
(i’) x ou y est dans un conjugue´ de C.
(ii) Si ni x ni y n’est dans un conjugue´ de C, et x est dans le conjugue´ d’un facteur, alors y
est dans le meˆme conjugue´ du meˆme facteur.
(iii) Si ni x ni y n’est dans le conjugue´ d’un facteur, alors x = ghg−1.W j, et y = gh′g−1.W k,
ou` g,W ∈ Γ, et h, h′ ∈ C, et ghg−1, gh′g−1, et W , commutent deux a` deux.
Quant au centre d’un amalgame il est caracte´rise´ par le re´sultat suivant (cor.4.5, [MKS]) :
The´ore`me 5.3 (Centre d’un amalgame). Le centre d’un amalgame Γ = A ∗C B non trivial
(i.e. A 6= C, B 6= C) est Z(G) = Z(A) ∩ Z(B).
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5.2. Conjugaison dans une extension HNN. Soit le groupe Γ, extension HNN de A le long
de l’isomorphisme φ : C−1 −→ C+1. Soit ω un e´le´ment de Γ, qui s’e´crit sous forme re´duite
ω ≡ ω1t
ε1 · · · tεnωn+1. On dit que ω est cycliquement re´duit si soit |ω| = 1, soit ωn+1 = 1, et dans
ce dernier cas, soit |ω| = 2, (i.e. w = w1t
ε1), soit |ω| > 2, et tεnω1t
ε1 n’est pas un pinch. Il est clair
que cette condition ne de´pend pas du choix d’une forme normale re´duite de ω. Aussi on pourra
parler d’e´le´ment cycliquement re´duit de Γ.
Le the´ore`me de conjugaison que nous donnons n’est qu’une forme plus explicite du lemme de
Collins (the´ore`me 2.5, chap. IV [LS]) ; aussi nous n’en fournirons une preuve qu’en appendice (§7).
The´ore`me 5.4. Soit Γ = A∗φ avec φ : C−1 −→ C+1 ; alors tout e´le´ment γ ∈ Γ est conjugue´ a` un
e´le´ment cycliquement re´duit. De plus si γ est cycliquement re´duit, alors :
(i) Si γ est conjugue´ a` un e´le´ment c ∈ C+1 ∪ C−1 par l’e´le´ment h de forme re´duite h =
h1t
ε1h2 · · · t
εphp+1, alors γ est dans A, et il existe une suite finie (c0, c1, · · · , c2p) d’e´le´ments
de C+1 ∪ C−1, telle que c2p = c, γ = h1.c0.h
−1
1 , et pour i = 0, . . . , p− 1,
c2i+1 = hi+2.c2i+2.h
−1
i+2
c2i = t
ε(i+1) .c2i+1.t
−ε(i+1)
(ii) Si γ est conjugue´ a` un e´le´ment γ′ ∈ A, mais n’est pas conjugue´ a` un e´le´ment de C+1∪C−1,
alors γ est dans A, et γ et γ′ sont conjugue´s dans A.
(iii) Si γ est conjugue´ a` un e´le´ment γ′, cycliquement re´duit, d’e´criture sous forme re´duite,
u1t
µ1 · · ·umt
µm avec m ≥ 1, alors γ peut-eˆtre obtenu en conjuguant un conjugue´ cyclique
de γ′, ur+1t
µr+1 · · ·umt
µmu1t
µ1 · · ·urt
µr par un e´le´ment de Cµr .
Et l’on obtient alors imme´diatement le corollaire suivant :
Corollaire 5.2 (The´ore`me de conjugaison dans une extension HNN). Soit Γ = A∗φ avec
φ : C−1 −→ C+1 ; si γ et γ
′ sont deux e´le´ments cycliquement re´duits de Γ conjugue´s par h ∈ Γ,
alors γ et γ′ ont meˆme longueur, et de plus :
(i) Si γ est conjugue´ a` un e´le´ment c de C+1∪C−1, alors γ et γ
′ sont dans A, et si h s’e´crit sous
la forme re´duite h = h1t
ε1 · · · tεphp+1, il existe une suite finie (c0, c1, . . . , c2p−1) d’e´le´ments
de C+1 ∪ C−1, telle que γ = h1.c0.h
−1
1 , et pour i = 0, . . . , p− 1, en posant c2p = γ
′,
c2i+1 = hi+2.c2i+2.h
−1
i+2
c2i = t
ε(i+1) .c2i+1.t
−ε(i+1)
(ii) Si γ est dans A, mais n’est pas conjugue´ a` un e´le´ment de C+1 ∪ C−1, alors γ
′ est dans A
et γ et γ′ sont conjugue´s par h dans A.
(iii) Si γ n’est pas dans A, γ = u1t
µ1 · · ·umt
µm , avec m ≥ 1 alors γ s’obtient en conjuguant un
conjugue´ cyclique vrt
µr · · · vmt
mv1t
1 · · · vr−1t
µr−1 de γ′ par un e´le´ment α de Cµm .
5.3. Commutativite´ dans une extension HNN. Le the´ore`me suivant caracte´rise deux e´le´ments
qui commutent dans une extension HNN.
The´ore`me 5.5 (The´ore`me de commutativite´ dans une extension HNN). Soient Γ = A∗φ
avec φ : C−1 −→ C+1, et x et y, deux e´le´ments de G qui commutent. Alors :
(i) Si x ∈ C+1 ∪C−1, et y s’e´crit sous forme re´duite, y = y1t
ε1y2 · · · ynt
εnyn+1, alors il existe
une suite d’e´le´ments (c0, c1, · · · , c2n+1) de C+1 ∪ C−1 ou` c0 = c2n+1 = x, et ci et ci+1,
sont conjugue´s, par y i
2+1
si i est pair, et par tεj avec j = ( i−12 + 1), si i est impair.
(i’) x ou y est conjugue´ a` un e´le´ment de C+1 ∪ C−1.
(ii) Si x est dans un conjugue´ de A et n’est pas conjugue´ a` un e´le´ment de C+1 ∪ C−1, alors y
est dans le meˆme conjugue´ de A.
(iii) Si ni x ni y n’est dans un conjugue´ de A, alors x = gcg−1W j et y = gc′g−1W k, ou`
g,W ∈ Γ, c, c′ ∈ C+1 (respectivement c, c
′ ∈ C−1), et gcg
−1, gc′g−1, et W commutent
deux a` deux.
De´monstration. Nous traitons se´pare´ment chacun des cas.
Cas (i). Il suffit d’appliquer le corollaire 5.2, apre`s avoir remarque´ que y conjugue x en x. 
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Cas (i’). Il n’y a rien a` prouver dans ce cas. 
Cas (ii). On suppose que x est dans A. On a encore
x = y x y−1
x = y1t
ε1y2 · · · ynt
εnyn+1 x y
−1
n+1t
−εn · · · y−12 t
−ε1y−11
qui est dans A, et donc le membre de droite n’est pas re´duit. Or puisque x n’est pas conjugue´ a`
un e´le´ment de C+1 ∪ C−1, t
εnyn+1 x y
−1
n+1t
−εn ne peut pas eˆtre un pinch, et donc, puisque y est
re´duit, la seule possibilite´ est n = 0, c’est a` dire y ∈ A.
Si x est conjugue´ a` un e´le´ment x0 ∈ A, x = h x0 h
−1, alors h−1 y h commute avec x0, et est donc
dans A. 
Pour achever la de´monstration, nous proce´dons par contradiction. Nous supposons qu’il existe
x, y ∈ Γ, qui commutent, et qui ne ve´rifient pas les conclusions de la proposition. Alors, avec tout
ce qui pre´ce`de, ni x ni y n’est dans un conjugue´ de A. En particulier, x et y sont de longueur
supe´rieure a` 1.
On conside`re un e´le´ment x ∈ Γ, de longueur minimale, pour lequel il existe y ∈ Γ, tel que x et y
commutent et ne ve´rifient pas les conclusions de la proposition. On prend y de longueur minimale
dans l’ensemble des e´le´ments ve´rifiant cette condition. On pose r + 1 = |x|, s + 1 = |y| ; x et y
s’e´crivent sous forme re´duite :
x = x1t
ε1x2 · · ·xrt
εrxr+1
y = y1t
µ1y2 · · · yst
µsys+1
Bien suˆr, 0 < r ≤ s.
Remarquons tout d’abord, que tεrxr+1x1t
ε1 n’est pas un pinch. En effet, dans le cas con-
traire, tεrxr+1 x x
−1
r+1t
−εr est de longueur strictement infe´rieure a` |x|, et tεrxr+1 x x
−1
r+1t
−εr et
tεrxr+1 y x
−1
r+1t
−εr commutent, et ne ve´rifient pas les conclusions de la proposition, ce qui est
contradictoire, puisque l’on a suppose´, que x e´tait de longueur minimale.
Maintenant, soit xy, soit xy−1 est sous forme re´duite de longueur r+s+1. Dans le cas contraire,
tεrxr+1y1t
µ1 et t−ε1x−11 y1t
µ1 sont des pinchs. Alors, εr = −ε1, et xr+1y1, x
−1
1 y1 ∈ Cεr , et donc :
xr+1y1 = c x
−1
1 y1
ou` c ∈ Cεr , et alors
xr+1x1 = c
et tεrxr+1x1t
ε1 est un pinch, ce qui est contradictoire.
Sans perte de ge´ne´ralite´, on peut supposer que xy est sous forme re´duite de longueur r+ s+ 1.
Ainsi,
xy = x1t
ε1 · · · tεrxr+1 y1t
µ1 · · · tµsys+1 (∗)
= yx
= y1t
µ1 · · · tµsys+1 x1t
ε1 · · · tεrxr+1 (∗∗)
et (∗) et (∗∗) sont deux e´critures re´duites de xy = yx. Avec le lemme de Britton, en supposant
s ≥ r,
tµq+1yq+2 · · · t
µsys+1 = c t
ε1x2 · · · t
εrxr+1
ou` q = s− r, et c ∈ C−ε1 . Alors,
yx−1 = y1t
µ1 · · · tµqyq+1 c x
−1
1
est de longueur q + 1 = s − r + 1. Or, x et yx−1 commutent, et donc puisque |yx−1| < |y|, avec
le choix que nous avons fait de x et y, ne´cessairement x et yx−1 ve´rifient les conclusions de la
proposition.
Si yx−1 est conjugue´ a` un e´le´ment c ∈ C+1 ∪ C−1,
yx−1 = gcg−1
et donc,
y = gcg−1 x
et puisque x = g1g−1 x, x et y ve´rifient (iii), ce qui est contradictoire.
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Si yx−1 est dans un conjugue´ de A, et n’est pas conjugue´ a` un e´le´ment de C+1 ∪C−1, avec (ii),
x et y sont dans le meˆme conjugue´ de A, et ve´rifient donc (ii), ce qui est contradictoire.
Si yx−1 = gcg−1W j , et x = gc′g−1W k, ve´rifient la conclusion (iii), alors
y = yx−1 x = gcg−1W j gc′g−1W k
= gcg−1 gc′g−1W jW k
= gcc′g−1W j+k
et puisque gcg−1, gc′g−1,W commutent deux a` deux, gc′g−1, gcc′g−1 et W commutent deux a`
deux. De plus c, c′ sont dans C+1 (respectivement C−1), et donc cc
′ est dans C+1 (respectivement
C−1). Ainsi, x et y ve´rifient la conclusion (iii), ce qui est contradictoire. Il n’existe donc pas
d’e´le´ments x, y ∈ Γ, qui commutent et ne ve´rifient pas les conclusions de la proposition. Ceci
termine la de´monstration. 
5.4. Centre d’une extension HNN. Le re´sultat suivant caracte´rise le centre d’une extension
HNN :
The´ore`me 5.6 (Centre d’une extension HNN). Soit Γ = A∗φ, avec φ : C−1 −→ C+1 ; notons
Fix φ le sous-groupe de C−1 ∩ C+1 constitue´ des point fixes de φ, et Z(Γ) le centre de Γ.
(i) Si C−1 ou C+1 est un sous-groupe propre de A, alors Z(Γ) = Z(A) ∩ Fix φ.
(ii) Si C−1 = C+1 = A et si φ est d’ordre infini dans Out(A), alors Z(Γ) = Z(A) ∩ Fix φ.
(iii) Si C−1 = C+1 = A et si φ est d’ordre n dans Out(A) alors soit a0 ∈ Γ tel que pour tout
a0 ∈ A, φ
n(a0) = a0aa
−1
0 . Alors Z(Γ) =
⋃
p∈Z t
pn.(Fix φ ∩ ap0Z(A)).
De´monstration. Remarquons au pre´alable que puisque Z(A)∩Fix φ est dans le centralisateur de
la famille ge´ne´ratrice A∪ {t} de Γ on a dans tous les cas Z(A)∩ Fix φ ⊂ Z(Γ). Soit x ∈ Z(Γ)∩A
; ne´cessairement, d’une part x ∈ Z(A), et d’autre part t−1xt = x, et donc x = φ(x). Ainsi dans
tous les cas Z(Γ) ∩ A = Z(A) ∩ Fix φ.
Nous commenc¸ons par traiter le cas (i) : C−1 ou C+1 est propre dans A. Puisque l’isomorphisme
naturel entre A∗φ et A∗φ−1 pre´serve A et que Fix φ = Fix φ
−1 on se restreindra sans perte de
ge´ne´ralite´ au cas ou` C−1 est propre dans A. Avec ce qui pre´ce`de il nous suffit de montrer que
Z(Γ) ⊂ A.
Soit x ∈ Z(Γ) ; ab absurdo supposons que |x| > 1. Remarquons tout d’abord que puisque x est
dans le centre de Γ, x e´gale tous ses conjugue´s cycliques. Ainsi d’une part x admet une e´criture
cycliquement re´duite :
x = x1t
ε1 . . . xnt
εn
avec n ≥ 1, et d’autre part tous les εi sont e´gaux. Conside´rons y ∈ A \ C−1.
Si εn = −1, alors xyx
−1 a une e´criture re´duite de longueur 2n + 1, et est e´gal a` y qui est de
longueur 1 ; ceci est contraditoire.
Si εn = ε1 = 1, on applique le meˆme raisonnement que ci-dessus en conside´rant au lieu de x, x
−1 =
x−11 t
−εnx−1n . . . x
−1
2 t
−ε1 , pour arriver encore a` une contradiction ; ceci montre que ne´cessairement
x ∈ A, ce qui ache`ve la preuve du cas (i). 
Nous traitons maintenant les deux derniers cas ; remarquons que lorsque C−1 = C+1 = A, Γ
est le produit semi-direct Γ = A ⋊φ Z, et que tout e´le´ment de Γ s’e´crit de fac¸on unique t
na avec
a ∈ A et n ∈ Z.
Si x = tna1 ∈ Z(Γ), alors pour tout a ∈ A, at
na1a
−1 = tnφn(a)a1a
−1 = tna1, et donc
φn(a) = a1aa
−1
1 . Ainsi soit Z(Γ) ⊂ A, soit φ est d’ordre fini dans Out(A). En particulier dans le
cas (ii) on a la conclusion souhaite´e. Il ne nous reste donc plus qu’a` montrer le cas (iii).
Supposons que φ est d’ordre n dans Out(A) et conside´rons a0 ∈ A tel que pour tout a ∈ A,
φn(a) = a0aa
−1
0 ;
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Soient p ∈ Z, α ∈ Z(A) tel que ap0α ∈ Fix φ, et x = t
pna
p
0α ; soit y un e´le´ment quelconque de
Γ, y = tra avec y ∈ Z et a ∈ A.
yxy−1 = tra.tpnap0α.a
−1t−r
= tpn+rap0aa
−p
0 .a
p
0αa
−1t−r
= tpn+rap0αt
−r
= tpnap0α = x
Ceci montre que
⋃
p∈Z t
pn.(Fix φ ∩ ap0Z(A)) ⊂ Z(Γ).
Re´ciproquement soient m ∈ Z, a1 ∈ A et x = t
ma1 ∈ Z(G). Alors d’une part ∀a ∈ A, φ
m(a) =
a1aa
−1
1 ce qui implique qu’il existe p ∈ Z tel que m = np et a1 ∈ a
p
0Z(A). D’autre part t
−1xt = x
montre que tmφ(a1) = t
ma1 et donc que a1 ∈ Fix φ. Ainsi Z(Γ) ⊂
⋃
p∈Z t
pn.(Fix φ ∩ ap0Z(A)) ce
qui ache`ve la preuve de (iii). 
6. Graphes de groupe
Nous commenc¸ons par e´tablir dans cette section les the´ore`mes principaux caracte´risant le centre,
les e´le´ments qui commutent et les e´le´ments conjugue´s (the´ore`mes 6.1, 6.2 et 6.3) dans le groupe
fondamental d’un graphe de groupe.
L’approche employe´e est inductive. Si (G, X) est un graphe de groupe, de´composer X le long
d’une de ses areˆtes, de´compose π1(G, X) en extension HNN ou en amalgame de groupes fondamen-
taux de sous-graphes(s) de groupe. Les the´ore`mes de la section pre´ce´dente servent alors a` la fois
de conditions initiales, et de conditions de re´currence.
Nous e´tablirons ensuite divers re´sultats. D’abord nous montrons que pour un groupe quelconque
G et une famille finie quelconque de ses sous-groupes, le proble`me de conjugaison dans G se re´duit
au proble`me de conjugaison dans le double 2G de G le long de ces sous-groupes (the´ore`me 6.4).
Ensuite nous donnons une condition combinatoire suffisante pour que dans un groupe fondamental
de graphe de groupe, les centralisateurs, le centre et la structure des racines soient dans un sens
triviaux (the´ore`mes 6.5, 6.6 et 6.7).
6.1. Centre dans un graphe de groupe. Nous donnons d’abord quelques de´finitions ne´cessaires
a` l’e´nonce´ du the´ore`me.
De´finition 6.1. Un graphe de groupe de´compose´ (G, X, T ) est dit minimal si pour toute areˆte
T -se´parante a, le sous-groupe d’areˆte Ga est un sous-groupe propre des sous-groupes de sommets
Go(a) et Ge(a) de π1(G, X).
Remarque : Donne´ un graphe de groupe de´compose´ qui n’est pas minimal on peut clairement
–en ’e´crasant’ en des sommets les areˆtes qui posent proble`me– construire un graphe de groupe
de´compose´ minimal, sans en changer le groupe fondamental.
De´finition 6.2. Soit un graphe de groupe de´compose´ (G, X, T ) ; donne´e une areˆte a non T -
se´parante, on note Fix a le sous-groupe de G−a ∩ G
+
a ⊂ π1(G, X) constitue´ des e´le´ments fixe´s par
l’isomorphisme ϕa : G
−
a −→ G
+
a . (Remarquons que clairement Fix a = Fix −a).
Nous pouvons de`s-lors donner le the´ore`me caracte´risant le centre du groupe fondamental d’un
graphe de groupe.
The´ore`me 6.1 (Centre dans un graphe de groupe). Soient (G, X, T ) un graphe de groupe
de´compose´ minimal et Γ son groupe fondamental. Soit X a un unique sommet et une unique areˆte
non-oriente´e (dans ce cas la conclusion est donne´e par le the´ore`me 5.6), soit :
Z(Γ) = (
⋂
s∈SX
Z(Gs)) ∩ (
⋂
a∈AX\T
Fix a)
De´monstration. Nous proce´dons par induction sur le nombre d’areˆtes non T -se´parantes. Si X
n’a pas d’areˆte non T -se´parante (i.e. X = T ), alors avec le the´ore`me 5.3, Z(G) =
⋂
s∈SX
Z(Gs).
Supposons maintenant que X contienne au moins une areˆte non T -se´parante a, et conside´rons le
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sous-graphe de groupe de´compose´ (G, X ′, T ) ou` X ′ est obtenu a` partir de X en supprimant l’areˆte
a. Alors Γ est l’extension HNN de base Γ0 = π1(G, X
′) le long de l’isomorphisme ϕa : G
−
a −→
G+a . Si X n’a pas un unique sommet et une unique areˆte non-oriente´e, alors avec l’hypothe`se de
minimalite´ G−a est un sous-groupe propre de Γ0, ainsi le the´ore`me 5.6 (i) s’applique pour montrer
que Z(Γ) = Z(Γ0) ∩ Fix a, ce qui ache`ve l’induction. 
6.2. Trajets et circuits. Nous introduisons dans cette section le mate´riel combinatoire qui nous
sera utile dans la suite.
De´finition 6.3. Soit (G, X, T ) un graphe de groupe de´compose´. Soient so et se des sommets de
X, et les e´le´ments u ∈ Gso , v ∈ Gse de π1(G, X). Un trajet de u a` v, d’origine so et d’extre´mite´
se, est la donne´e de :
a) Un chemin de X, d’origine so et d’extre´mite´ se,
(a1, a2, . . . , an)
avec n ≥ 0 (si n = 0 le chemin est re´duit a` s0). On note s0 = so, sn = se, et si n ≥ 2, pour tout
i = 1, . . . , n− 1, si = e(ai).
b) Une suite
(c−1 , c
+
1 , c
−
2 , c
+
2 , . . . , c
−
n , c
+
n )
avec ∀ i = 1, . . . , n, c−i ∈ G
−
ai
, c+i ∈ G
+
ai
, et c+i = ϕai(c
−
i ).
c) Une suite
(h0, h1, . . . hn)
avec soit n = 0 et u = h0vh
−1
0 dans Gs0 ; soit ∀ i = 0, . . . , n, hi ∈ Gsi , et
u = h0c
−
1 h
−1
0 dans Gs0
c+n = hnvh
−1
n dans Gsn
et si n ≥ 2, ∀ i = 1, . . . , n− 1,
c+i = hic
−
i+1h
−1
i dans Gsi
On symbolisera la donne´e d’un tel trajet, par la notation suivante :
u 	
h0
c−1
a1−→ c+1 	
h1
c−2
a2−→ · · ·
ai−→ c+i 	
hi
c−i+1
ai+1
−→ · · ·
an−1
−→ c+n−1 	
hn−1
c−n
an−→ c+n 	
hn
v
Si n = 0, on parlera du trajet trivial, que l’on notera :
u 	
h0
v
Si hi ∈ Gsi est l’e´le´ment neutre, on notera
· · · c+i = c
−
i+1 · · ·
au lieu de
· · · c+i 	
1
c−i+1 · · ·
De´finition 6.4. Si le trajet C est donne´ par :
u 	
h0
c−1
a1−→ c+1 	
h1
c−2
a2−→ · · ·
ai−→ c+i 	
hi
c−i+1
ai+1
−→ · · ·
an−1
−→ c+n−1 	
hn−1
c−n
an−→ c+n 	
hn
v
on appelle label du trajet C, l’e´le´ment h ∈ π1(G, X), que l’on notera label(C), de´fini par
label(C) = h0ta1h1ta2 · · · tanhn = h
pour la pre´sentation donne´e par le the´ore`me 3.1 (rappelons que si a est une areˆte T -se´parante,
ta = t−a = 1). Il est clair, qu’alors
u = hvh−1 dans π1(G, X)
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De´finition 6.5. Un circuit en u d’origine so, est un trajet pour lequel so = se, de u a` u. Si h est
l’e´le´ment associe´ a` un circuit en u, alors
[u, h] = 1 dans π1(G, X)
Un circuit trivial en u est un circuit de la forme :
u 	
h0
u
De´finition 6.6. Conside´rons un trajet T1 de u a` v, d’origine s1 et d’extre´mite´ s2.
u 	
h0
c−1
a1−→ · · ·
ai−→ c+i 	
hi
c−i+1
ai+1
−→ · · ·
an−→ c+n 	
hn
v
Notons T −11 le trajet ainsi de´fini :
v 	
h−1n
c+n
−an−→ · · ·
−ai+1
−→ c−i+1 	
h−1
i
c+i
−ai−→ · · ·
−a1−→ c−1 	
h−10
u
C’est un trajet de v a` u, d’origine s2 et d’extre´mite´ s1. Si h1 est le label de T1, alors T
−1
1 a pour
label h−11 . On dira que le trajet T
−1
1 est l’inverse de T1. Conside´rons un trajet T2 d’origine s2 et
d’extre´mite´ s3, de v a` w :
v 	
k0
d−1
b1−→ · · ·
bj
−→ d+j 	
kj
d−j+1
bj+1
−→ · · ·
bm−→ d+m 	
km
w
Sous ces hypothe`ses, on de´finit le produit de T1 et T2, note´ T1T2, par
u 	
h0
c−1
a1−→ · · ·
ai−→ · · ·
an−→ c+n 	
hnk0
d−1
b1−→ · · ·
bj
−→ · · ·
bm−→ d+m 	
km
w
C’est un trajet de u a` w, d’origine s1 et d’extre´mite´ s3. Si h2 est le label de T2, alors le label de
T1T2 est le produit h1h2. Il est facile de ve´rifier que lorsqu’il est de´fini, ce produit est associatif.
De´finition 6.7. Conside´rons un e´le´ment non trivial u dans un sous-groupe de sommet Gs, et
notons C(u, s) l’ensemble des labels des circuits en u d’origine s. Remarquons que le produit de
deux circuits en u d’origine s est toujours de´fini, et que le produit et l’inverse de deux circuits en u
d’origine s, est encore un circuit en u d’origine s. Ainsi C(u, s) muni de l’ope´ration de π1(G, X),
forme un sous-groupe de π1(G, X).
Les premie`res propositions que nous de´montrons, ont pour but de ne plus avoir a` parler de
l’origine et de l’extre´mite´ d’un trajet.
Proposition 6.1. Soit (G, X, T ) un graphe de groupe de´compose´. Soient s1, s2 deux sommets
distincts de X, et u un e´le´ment de π1(G, X).
Alors u ∈ Gs1 ∩Gs2 , si et seulement si il existe un trajet dans π1(G, X), de u a` u, d’origine s1,
et d’extre´mite´ s2, de la forme
u = c−1
a1−→ · · ·
ai−→ c+i = c
−
i+1
ai+1
−→ · · ·
an−→ c+n = u
avec pour tout i = 1, . . . , n, ai ∈ A(T ) (et donc le label de ce trajet est l’e´le´ment neutre).
De´monstration. La re´ciproque e´tant triviale, nous de´montrons l’implication directe.
Remarquons qu’un trajet dans un sous-graphe de groupe de (G, X) est aussi naturellement un
trajet de (G, X), ayant meˆme label. Ainsi, puisque Gs1 , Gs2 ⊂ π1(G, T ) ⊂ π1(G, X), il est suffisant
de montrer la proprie´te´ dans le sous-graphe (G, T ) de (G, X), muni de la de´composition induite.
Conside´rons dans T l’unique chemin re´duit (a1, . . . , an) d’origine s1 et d’extre´mite´ s2, et notons C
le sous-graphe oriente´ de T d’areˆtes a1, . . . , an. Comme pre´ce´demment, π1(G, C) contient Gs1 et
Gs2 , et se plonge naturellement dans π1(G, T ), aussi on travaille dans (G, C).
Soit u ∈ Gs1 ∩ Gs2 . De´composons C le long de a1. Notons C1 le sous-graphe ayant pour
areˆtes a2, . . . , an, alors π1(G, C) est l’amalgame de Gs1 et de π1(G, C1) le long de ϕa1 . Alors
u ∈ Gs1 ∩ π1(G, C1), et donc u ∈ G
−
a1
⊂ Gs1 et u ∈ G
+
a1
⊂ Ge(a1) ⊂ π1(G, C1), ce qui fournit le
trajet en u, d’origine s1 et d’extre´mite´ e(a1)
u = u
a1−→ u = u
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Maintenant, dans π1(G, C1), u ∈ Ge(a1) ∩Gs2 . On proce`de au meˆme raisonnement dans π1(G, C1),
et ainsi de suite. Le trajet produit des trajets successivement de´termine´s, est le trajet souhaite´. 
On obtient imme´diatement le corollaire suivant :
Corollaire 6.1. Soit (G, X, T ) un graphe de groupe de´compose´. Soient s1, s2, s3, s4 des sommets
de X, et des e´le´ments u, v ∈ π1(G, X), tels que u ∈ Gs1 ∩Gs2 , et v ∈ Gs3 ∩Gs4 .
Alors il existe un trajet de u a` v d’origine s1 et d’extre´mite´ s3, si et seulement si il existe un
trajet de u a` v, d’origine s2 et d’extre´mite´ s4 ; de plus, ils ont meˆme label.
De´finition 6.8. Ainsi C(u, s) ne de´pend pas du choix de s, et on le notera C(u). De meˆme on
parlera de trajet de u a` v, et de circuit en u.
Le re´sultat qui suit, motive l’introduction des notions de circuits et de trajets. C’est le re´sultat
fondamental de cette section.
Proposition 6.2 (The´ore`me fondamental des trajets). Soit (G, X, T ) un
graphe de groupe de´compose´. Soient les e´le´ments u, v de π1(G, X) dans les sous-groupes de sommet
respectifs Gs1 , Gs2 . Alors u = hvh
−1 dans π1(G, X), si et seulement si il existe un trajet de u a` v
ayant pour label h.
De´monstration. Nous avons de´ja` vu (de´finition 6.4), que s’il existe un trajet de u a` v ayant
pour label h alors u = hvh−1 ; montrons la re´ciproque. Soient donc, u ∈ Gs1 , et v ∈ Gs2 tels que
u = hvh−1 dans π1(G, X). Soit l’areˆte a ∈ AX ; on de´compose (G, X) le long de a afin d’obtenir
le sous-graphe (G, X1).
Si a est non T -se´parante, π1(G, X) est l’extension HNN de π1(G, X1) le long de ϕa : G
−
a −→ G
+
a .
Les e´le´ments u et v sont dans π1(G, X1), et on peut donc les supposer cycliquement re´duits de
longueur 1. Puisque u = hvh−1 dans π1(G, X), avec le corollaire 5.2, soit h conjugue v en u
dans π1(G, X1), soit h s’e´crit sous forme re´duite h = h1t
ε1
a · · · t
εp
a hp+1, et il existe une suite finie
γ1, . . . , γm de G
−
a ∪G
+
a , avec m = 2p pour p ∈ N∗, ve´rifiant les conditions :
u = h1γ1h
−1
1 γm = hp+1vh
−1
p+1 dans π1(G, X1)
γ2 = ϕ
ε1
a (γ1)
et pour tout i = 2, . . . , p,
γ2i−1 = hiγ2(i−1)h
−1
i dans π1(G, X1)
γ2i = ϕ
εi
a (γ2i−1) εi = ±1
Dans ce cas, on symbolise ces conditions par la notation suivante, que l’on nomme un pre´-trajet
de u a` v,
u ∼
h1
γ1
ε1a−→ γ2 ∼
h2
γ3
ε2a−→ · · ·
εpa
−→ γm ∼
hp+1
v
avec −1 a qui de´note −a, et 1 a qui de´note a. L’e´le´ment h1t
ε1
a · · · t
εp
a hp+1 de π1(G, X) est appele´
label du pre´-trajet. Il faut remarquer qu’avec cette notation, γ
a
−→ γ′, implique que γ ∈ G−a et
γ′ ∈ G+a .
Dans le cas ou` h est de longueur 1, on conside`re le pre´-trajet de u a` v :
u ∼
h
v
Si a est T -se´parante, π1(G, X) est l’amalgame des facteurs π1(G, X1) et π1(G, X2) le long de
ϕa : G
−
a −→ G
+
a . Avec le corollaire 5.1, soit h conjugue v en u dans un des facteurs, soit h s’e´crit
sous forme re´duite h = h1 · · ·hm+1, et il existe une suite γ1, . . . , γm de G
−
a ∪G
+
a , ou` deux e´le´ments
successifs de u, γ1, . . . γm, v sont conjugue´s dans un facteur, et deux couples successifs d’e´le´ments
conjugue´s sont dans des facteurs distincts. De plus, on a les m+ 2 e´galite´s suivantes,
γm = hp+1vh
−1
p+1 u = h1γ1h
−1
1
∀i = 1, . . . ,m− 1, γi = hiγi−1h
−1
i
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chacune dans un facteur π1(G, X1) ou π1(G, X2). Puisque a est T -se´parante, si o(a) et dans X1,
alors e(a) est dans X2 et inversement. Supposons par exemple, que o(a) ∈ X1. On se donne deux
couples successifs, γi−1, γi conjugue´s par hi−1 dans un facteur, et γi, γi+1 conjugue´s par hi dans
l’autre facteur. Supposons que γi−1, γi, hi−1 soient dans π1(G, X1). On note alors
γi−1 ∼
hi−1
γi
a
−→ γi ∼
hi
γi+1
Il faut remarquer que l’on a bien γi ∈ G
−
a = G
+
a et γi = ϕa(γi). Dans l’autre cas, on note
γi−1 ∼
hi−1
γi
−a
−→ γi ∼
hi
γi+1
et l’on a γi ∈ G
−
−a = G
+
−a et γi = ϕ−a(γi). On symbolise ainsi ces conditions par la notation que
l’on baptise encore de pre´-trajet de u a` v,
u ∼
h1
γ1
εa
−→ γ1 ∼
h2
γ2
−εa
−→ · · ·
ε(−1)m+1a
−→ γm ∼
hm+1
v
de label h = h1 · · ·hm+1.
Si h est de longueur 1, on a le pre´-trajet trivial :
u ∼
h
v
Revenons a` la de´monstration de la proposition ; on proce`de par induction en de´composant
successivement X le long de ses areˆtes. Apre`s avoir de´compose´ X le long de a, on obtient l’un des
pre´-trajets pre´ce´dents, que l’on note D1 ; il est soit trivial, soit de la forme suivante :
γ+0 ∼
h0
γ−1
a1−→ · · ·
ai−→ γ+i ∼
hi
γ−i+1
ai+1
−→ · · ·
am−→ γ+m ∼
hm
γ−m+1
La notation γ+i ∼γ
−
i+1 implique la condition γ
+
i = hiγ
−
i+1h
−1
i dans un des facteurs π1(G, X1) ou
π1(G, X2), et de plus, γ
+
i , γ
−
i+1 sont dans des groupes de sommet. On peut de`s-lors leur appliquer
le meˆme proce´de´ dans π1(G, X1) (ou π1(G, X2)), en de´composant X1 (ou X2) le long d’une areˆte.
On obtient comme pre´ce´demment un pre´-trajet Ei de γ
+
i a` γ
−
i+1, de label hi. On construit alors un
pre´-trajet D2 de u a` v en substituant dans D1 pour tout i = 0, . . . ,m, γ
+
i ∼γ
−
i+1 par le pre´-trajet
Ei. Il est important de remarquer que D1 et D2 ont meˆme label h. On proce`de de la meˆme fac¸on
lorsque D1 est trivial.
En re´pe´tant ce proce´de´, on finit par obtenir le pre´-trajet C, de label h,
u ∼
k0
d−1
α1−→ · · ·
αi−→ d+i ∼
ki
d−i+1
αi+1
−→ · · ·
αq
−→ d+q ∼
hq
v
ve´rifiant en outre la condition que les e´galite´s u = h1d
−
1 h
−1
1 , d
+
i = hi+1d
−
i+1h
−1
i+1 et d
+
q = hq+1vh
−1
q+1,
ont lieu dans des sous-groupes de sommet. On a ainsi re´uni toutes les conditions pour avoir un
trajet de u a` v, a` l’exception d’une : que (α1, . . . αq) soit un chemin de X . A priori rien n’assure que
ce soit le cas, et une manipulation simple montre qu’il est en effet facile d’avoir e(αi) 6= o(αi+1).
Ne´anmoins, d+i ∈ G
+
αi
⊂ Ge(αi), d
−
i+1 ∈ G
−
αi−1
⊂ Go(αi+1), et d
+
i , d
−
i+1 sont dans un meˆme groupe
de sommet Gs. Avec la proposition 6.1, on peut construire un trajet C
+
i , de label 1, de d
+
i a` d
+
i ,
d’origine e(αi) et d’extre´mite´ s. de meˆme on construit un trajet C
−
i+1 de d
−
i+1 a` d
−
i+1 d’origine s et
d’extre´mite´ o(αi+1). On substitue alors dans C,
· · ·
αi−→ d+i ∼
ki
d−i+1
αi+1
−→ · · ·
par
· · ·
αi−→ d+i = d
+
i
β1
−→ · · ·
βr
−→ d+i︸ ︷︷ ︸
C
+
i
∼
ki
d−i+1
δ1−→ · · ·
δs−→ d−i+1 = d
−
i+1︸ ︷︷ ︸
C
−
i+1
αi+1
−→ · · ·
Cette ope´ration n’a pas modifie´ le label du pre´-trajet, et cette fois-ci,
(αi, β1, . . . , βr, δ1, . . . δs, αi+1) est un chemin. On proce`de ainsi pour tout i = 1, . . . , q, pour peu
que ce soit ne´cessaire. On peut alors changer la notation ∼ par 	, car le pre´-trajet obtenu, est un
trajet de u a` v dans π1(G, X), ayant pour label h, ce qui conclut la preuve. 
On obtient imme´diatement :
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Corollaire 6.2. Soit (G, X, T ) un graphe de groupe de´compose´. Soit Gs un sous-groupe de sommet
de π1(G, X), et u ∈ Gs. Alors le centralisateur Z(u) de u dans π1(G, X) est l’ensemble C(u) des
labels des circuits en u.
6.3. The´ore`me de commutativite´. Avec l’e´tude faite dans la section pre´ce´dente, nous pouvons
ge´ne´raliser les the´ore`mes 5.2 et 5.5, qui caracte´risent les e´le´ments qui commutent dans un produit
amalgame´ et dans une extension HNN, au cas du groupe fondamental d’un graphe de groupe.
The´ore`me 6.2 (The´ore`me de commutativite´ dans un graphe de groupe). Soit (G, X) un
graphe de groupe muni d’une de´composition. Soient Γ = π1(G, X), et x, y ∈ Γ des e´le´ments qui
commutent. Alors,
(i) Si x est dans un sous-groupe d’areˆte, alors y ∈ C(x), i.e. y est le label d’un circuit en x.
(i’) x ou y est dans le conjugue´ d’un sous-groupe d’areˆte.
(ii) Si x est dans le conjugue´ d’un sous-groupe de sommet Gs, et n’est pas dans le conjugue´
d’un sous-groupe d’areˆte, alors y est dans le meˆme conjugue´ de Gs.
(iii) Si ni x ni y n’est dans le conjugue´ d’un sous-groupe de sommet, alors x = ghg−1W j, y =
gh′g−1W k, ou` g,W ∈ Γ, h, h′ sont dans un sous-groupe d’areˆte G−a , et ghg
−1, gh′g−1,W
commutent deux a` deux.
De´monstration. Cas (i). C’est le corollaire 6.2. 
Cas (i’). Il n’y a rien a montrer dans ce cas. 
Cas (ii). Si x est dans un groupe de sommet, et n’est pas dans le conjugue´ d’un groupe d’areˆte,
tout circuit en x est trivial, et donc le corollaire 6.2 permet de conclure. Si x est dans le conjugue´
d’un groupe de sommet gGsg
−1, alors g−1xg est dans Gs, g
−1xg et g−1yg commutent, et le meˆme
raisonnement s’applique. 
Pour achever la de´monstration, on proce`de par induction sur le nombre d’areˆtes de X . Si X
n’a qu’une areˆte, les the´ore`mes 5.2 et 5.5 permettent de conclure. Il est essentiel de remarquer
que pour tout g ∈ Γ, si x, y ∈ Γ commutent et ve´rifient une des conclusions (i), (i’), (ii) ou (iii),
alors, gxg−1 et gyg−1 commutent et ve´rifient (i), (i’), (ii) ou (iii). Plus pre´cise´ment, lorsque x et
y ve´rifient (i), (i’), (ii), (iii), gxg−1 et gyg−1 ve´rifient respectivement (i’), (i’), (ii), (iii).
On conside`re une areˆte α de X . On de´compose X le long de α. Si α est non T -se´parante, on
note Y le graphe obtenu. Alors Γ = π1(G, X) est une extension HNN de Γ
′ = π1(G, Y ). Avec le
the´ore`me 5.5, soit on a la conclusion (i) (i’) ou (iii), et l’on peut conclure, soit il existe g ∈ Γ, tel
que x et y sont dans g−1Γ′g. On pose alors x′ = gxg−1 et y′ = gyg−1. Les e´le´ments x′ et y′ sont
dans Γ′ et l’on peut appliquer l’induction.
Si α est T -se´parante, on note Y1 et Y2 les deux composantes connexes du graphe obtenu en
de´composant Y le long de α. Alors Γ est un produit amalgame´ de Γ1 = π1(G, Y1) et Γ2 = π1(G, Y2).
Ainsi, avec le the´ore`me 5.2, soit x et y ve´rifient les conditions (i), (i’) ou (iii), soit il existe g ∈ Γ, tel
que x et y soient dans g−1Γ1g (respectivement g
−1Γ2g). On pose alors x
′ = gxg−1 et y′ = gyg−1,
x′, y′ ∈ Γ1 (respectivement x
′, y′ ∈ Γ2), et l’on peut appliquer l’induction. 
6.4. The´ore`me de conjugaison. Nous nous inte´ressons maintenant au cas de deux e´le´ments
conjugue´s dans un graphe de groupe. Ce re´sultat n’est cependant qu’une premie`re approximation
: il peut eˆtre raffine´ en un re´sultat plus fort, analogue du cas des amalgames (comme montre´ dans
un cadre plus restreint dans [Pr1]) ; c’est l’objet d’un travail de l’auteur a` ce jour en pre´paration.
Nous avons d’abord besoin d’introduire une certaine proce´dure de re-e´criture de mots.
De´finition 6.9. Soit (G, X, T ) un graphe de groupe de´compose´. Un ordre de de´composition est
un ordre (au sens large, i.e. une relation re´flexive, antisyme´trique et transitive) total  sur A+X ,
tel que
∀ (α, β) ∈ (A+X −A
+
T )×A
+
T , α  β
Intuitivement, un ordre de de´composition, n’est rien d’autre que le choix d’un ordre total sur
A+X , pour lequel les areˆtes non T -se´parantes pre´ce`dent les areˆtes T -se´parantes. Puisque A
+
X est
un ensemble fini, tout sous-ensemble E non vide admet un minimum pour , que nous noterons
min(E) ou plus simplement min(E). Ainsi on peut parler du 1
er, 2e`me, . . . , pie`me e´le´ment de A+X .
Nous allons de´composer le graphe de groupe le long de toutes ses areˆtes. L’ordre de de´composition
de´crira l’ordre dans lequel nous effectuerons cette de´composition. Il sera purement arbitraire, nous
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avons juste, par commodite´, souhaite´ de´composer le π1 d’abord en extension HNN, puis en amal-
game.
De´finition 6.10. Un sous-graphe de groupe (G, Y ) de (G, X), sera dit -occurent, si soit (G, Y ) =
(G, X), soit il existe un entier n ≥ 1, tel que le graphe Y soit une composante connexe du graphe
obtenu en de´composant X le long des n premiers e´le´ments de A+X . C’est a` dire que c’est un
sous-graphe de groupe apparaissant lors de la de´composition de (G, X) impose´e par l’ordre de
de´composition .
Proce´dure de re´ductions cycliques successives :
Soit un graphe de groupe (G, X, T ), que l’on munit d’un ordre de de´composition . Donne´e une
pre´sentation des sous-groupes de sommets de (G, X), on dispose d’une pre´sentation canonique de
Γ = π1(G, X), et d’une famille ge´ne´ratrice note´e Gen(X) (cf. the´ore`me 3.1, remarque 5), que nous
fixons dans la suite.
Conside´rons un e´le´ment u ∈ Γ, donne´ par un mot sur la famille ge´ne´ratrice S = Gen(X) de Γ.
Notons α1 = min(A
+
X) ; on de´compose le graphe de groupe (G, X) le long de l’areˆte α1.
Si α1 est non T -se´parante, soit X1 le graphe obtenu en de´composantX le long de α1. Alors Γ est
l’extension HNN de Γ1 = π1(G, X1) le long de ϕα1 : G
−
α1
−→ G+α1 . Remarquons que S = S1∪{tα1},
ou` S1 = Gen(X1) est une famille ge´ne´ratrice de Γ1. Au sens de la de´composition HNN de Γ, on
conside`re un mot u1 sur S, cycliquement re´duit repre´sentant un conjugue´ de u dans Γ.
– Si |u1| > 1, alors u1 est un repre´sentant satisfaisant de la classe de conjugaison de u, et la
proce´dure s’arreˆte.
– Si |u1| = 1, alors u1 est un mot sur S1, et repre´sente un e´le´ment de Γ1. On conside`re l’ordre de
de´composition induit par  sur A+X1 , et on re´pe`te la proce´dure a` u1 dans (G, X1, T1), (en posant
T1 = T ∩X1).
Si α1 est T -se´parante, on conside`re les graphes X1, X2, obtenus en de´composant X le long de
α1, et Γ1 = π1(G, X1),Γ2 = π1(G, X2). Alors Γ est l’amalgame des groupes Γ1 et Γ2 le long de
ϕα1 : G
−
α1
−→ G+α1 . Au sens de cette de´composition de Γ, on peut conside´rer un mot u1 sur S
cycliquement re´duit, conjugue´ a` u dans Γ.
– Si |u1| > 1, alors u1 est un repre´sentant de la classe de conjugaison de u satisfaisant et la
proce´dure s’arreˆte.
– Si |u1| = 1, alors u1 est un mot sur Gen(X1) ou Gen(X2), et respectivement u1 ∈ Γ1 ou u1 ∈ Γ2.
Sans perte de ge´ne´ralite´, supposons que u1 ∈ Γ1. On conside`re l’ordre de de´composition induit
par  sur A+X1 , et on re´applique la meˆme proce´dure a` u1 dans (G, X1, T1).
En re´pe´tant ce proce´de´, on finit par trouver un mot u1, repre´sentant de la classe de conjugaison
de u dans Γ, avec un entier p ≥ 0, et un graphe Xp -occurent, composante connexe du graphe
obtenu en de´composant X le long des p premiers e´le´ments α1, α2, . . . , αp de A
+
X (en posant X0 =
X), tel que u1 ∈ π1(G, Xp), et soit :
– Le graphe Xp est re´duit a` un sommet s, u1 est un mot sur Gen(s), et u1 ∈ Gs.
– Le graphe Xp n’est pas re´duit a` un sommet. Lorsque l’on de´compose Xp le long de l’areˆte
αp+1 = min(A
+
Xp
), π1(G, Xp) se de´compose en une extension HNN ou un amalgame, et au sens de
cette de´composition, u1 est un mot cycliquement re´duit (sur Gen(Xp)), de longueur |u1| > 1.
The´ore`me 6.3 (The´ore`me de conjugaison dans un graphe de groupe).
Soit (G, X, T ) un graphe de groupe de´compose´ muni d’un ordre de de´composition .
Soient u, v ∈ π1(G, X) des e´le´ments conjugue´s, et les mots u1, v1 obtenus en appliquant la proce´dure
de re´ductions cycliques successives a` des mots sur Gen(X) repre´sentant u et v. Alors soit :
(i) Il existe deux sommets s, s′ de X, tels que u1 et v1 soient des mots respectivement sur Gen(s)
et Gen(s′). En particulier, u1 et v1 repre´sentent dans π1(G, X) des e´le´ments des sous-groupes de
sommet Gs, Gs′ , et il existe un trajet de u1 a` v1 dans (G, X, T ).
(ii) u1 et v1 sont des mots sur Gen(Xp) ou` Xp est un sous-graphe -occurent de X, et repre´sentent
des e´le´ments conjugue´s dans Γp = π1(G, Xp). En de´composant Xp le long de l’areˆte αp+1 =
min(A+Xp), Γp se de´compose, et au sens de cette de´composition, u1, v1 sont de meˆme longueur
|u1| = |v1| > 1
(les notations sont celles du paragraphe pre´ce´dent).
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De´monstration. Conside´rons donc sous ces hypothe`ses, deux e´le´ments u, v de Γ = π1(G, X)
conjugue´s, donne´s par des mots sur la famille ge´ne´ratrice Gen(X). On leur applique la proce´dure
de re´ductions cycliques successives, pour obtenir des mots u1, v1, repre´sentants de leur classe
de conjugaison dans Γ. Observons de plus pre`s, ce qui peut se passer a` chaque e´tape de la
de´composition de X . On de´compose X le long d’une areˆte α. Le groupe Γ se de´compose soit
en une extension HNN de Γ1, soit en un amalgame de Γ1,Γ2, le long de ϕα : G
−
α −→ G
+
α ,
selon si α est ou non T -se´parante, et Γ1, (resp. et Γ2) est(sont) le(s) groupe(s) du(des) graphe(s)
obtenu(s). Avec les corollaires 5.1 et 5.2, dans cette de´composition de Γ on obtient des repre´sentants
cycliquement re´duits u0, v0 des classes de conjugaison de u et v, qui ont meˆme longueur, et l’on
est dans exactement un des cas suivants :
cas 1) |u0| = |v0| > 1.
cas 2) |u0| = |v0| = 1, et u0, v0 sont dans un meˆme facteur Γ1 ou Γ2, et conjugue´s dans ce facteur.
cas 3) |u0| = |v0| = 1, et u0, v0 ne sont pas conjugue´s dans un meˆme facteur. Dans ce cas u0 est
dans un facteur, et conjugue´ dans ce facteur a` un e´le´ment cu de G
±
α , v0 est dans un facteur et
conjugue´ dans ce facteur a` un e´le´ment cv de G
±
α , et cu et cv sont conjugue´s dans Γ.
Dans le cas 1), on pose u1 = u0, v1 = v0, et la proce´dure s’arreˆte. On ve´rifie la conclusion (ii)
du the´ore`me.
Dans le cas 2), si u0, v0 sont dans un facteur π1(G, X1), et si X1 est re´duit a` un sommet s, alors
on pose u1 = u0, v1 = v0 ; u1 et v1 sont conjugue´s dans Gs, et donc il existe un trajet (trivial) de
u1 a` v1, et la proce´dure s’arreˆte. On ve´rifie la conclusion (i) du the´ore`me. Sinon, on applique la
meˆme proce´dure a` u0 et v0 dans (G, X1).
Dans le cas 3), puisque cu et cv sont conjugue´s dans Γ, et sont dans les sous-groupes d’areˆte G
−
α
ou G+α , avec la proposition 6.2, il existe un trajet C de cu a` cv dans (G, X). Si les facteurs sont
des groupes de sommet, on pose u1 = u0 et v1 = v0, et on obtient imme´diatement l’existence du
trajet souhaite´ de u1 a` v1 dans (G, X). On ve´rifie la conclusion (i) du the´ore`me, et la proce´dure
s’arreˆte. Sinon, on applique le meˆme proce´de´ de re´duction cyclique successive, dans un facteur, a`
u0 et cu d’une part, et v0 et cv d’autre part.
Sans perte de ge´ne´ralite´, supposons que cu ∈ G
−
α , et que l’areˆte α a pour origine un sommet
du graphe X1. Ainsi, G
−
α ⊂ Γ1 = π1(G, X1), et u0, cu ∈ Γ1. Puisque cu est dans le sous-groupe
d’areˆte G−α de (G, X1), dans tout de´composition de (G, X1) le long d’une areˆte, cu est un mot de
longueur 1. Pour poursuivre la proce´dure, on de´compose (G, X1) le long de l’areˆte β = min(A
+
X1
),
ce qui de´compose le groupe Γ1 en amalgame ou en extension HNN. Dans cette de´composition de
Γ1, cu est de longueur 1, et puisque u0 et cu sont conjugue´s dans Γ1, en re´duisant cycliquement
u0, on obtient un mot u
′
0 de longueur 1, dans la classe de conjugaison de u0 et de cu dans Γ1.
Ainsi, on se trouve dans les cas 2) ou 3) figurant ci-dessus. Puisque pour tout sous-graphe de
groupe (G, Y ) de (G, X), un e´le´ment d’un sous-groupe d’areˆte G−γ de π1(G, Y ) est de longueur 1
dans toute de´composition de π1(G, Y ) le long d’une areˆte de Y , le meˆme argument montre qu’en
re´pe´tant le meˆme proce´de´, on ne se trouvera jamais dans le cas 1) ci-dessus. Aussi, on finira par
de´terminer un conjugue´ u1 de u dans Γ dans un sous-groupe de sommet Gs, conjugue´ a` cu ∈ G
−
α
dans Γ, et donc un trajet Cu dans (G, X) de u1 a` cu. En proce´dant de la meˆme fac¸on avec cv et v0,
on trouvera de meˆme un e´le´ment v1 dans un sous-groupe de sommet, conjugue´ de v, et un trajet
Cv de v1 a` cv dans (G, X). Alors, le trajet produit Cu.C.C
−1
v est un trajet de u1 a` v1 dans (G, X).
On ve´rifie alors la conclusion (i) du the´ore`me. 
6.5. Proble`me de la conjugaison et double d’un groupe. Nous montrons dans cette section
que le proble`me de la conjugaison dans un groupe G se re´duit au proble`me de la conjugaison dans
le double de G. Commenc¸ons par de´finir la notion de double d’un groupe.
De´finition 6.11. Soient G un groupe, et H1, H2, . . . , Hn des sous-groupes de G. Conside´rons un
copie isomorphe G′ de G, et un isomorphisme ϕ : G −→ G′. Notons H ′1, H
′
2, . . . , H
′
n les images
respectives de H1, H2, . . . , Hn par ϕ. Conside´rons le graphe de groupe ayant deux sommets s, s
′,
et n areˆtes α1, α2, . . . αn, ayant pour origine s et extre´mite´ s
′, avec Gs = G, Gs′ = G
′, et pour
i = 1, . . . , n, G−αi = Hi, G
+
αi
= H ′i, et ϕai est la restriction de ϕ a` Hi. Le groupe fondamental de
(G, X) est appele´ le double de G le long des sous-groupes H1, H2, . . .Hn, et pourra eˆtre abusivement
note´ 2G.
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The´ore`me 6.4. Soient G un groupe et 2G son double comme de´fini ci-dessus. Alors G se plonge
naturellement dans 2G, et si u, v ∈ G, alors u et v sont conjugue´s dans 2G si et seulement si ils
sont conjugue´s dans G.
De´monstration. Reprenons les notations de la de´finition 6.11. La premie`re assertion provient
clairement de la de´finition. Puisque G se plonge dans 2G, si u et v sont conjugue´s dans G, alors
ils sont conjugue´s dans 2G ; montrons la re´ciproque. Supposons que u et v soient conjugue´s dans
2G. Puisque u et v sont dans le sous-groupe de sommet Gs = G, avec le the´ore`me 6.3, il existe
un trajet re´duit C de u a` v. Si C est trivial, alors u et v sont conjugue´s dans G, aussi on peut
supposer que C est non trivial. Puisque u et v sont dans le meˆme groupe de sommet Gs, puisque X
n’a que deux sommets s, s′, et que toute areˆte αi a pour origine s et pour extre´mite´ s
′, le chemin
sous-jacent a` C est ne´cessairement de longueur paire. De plus, si p est la longueur du chemin, il
existe une application de {1, . . . , p} dans {1, · · · , n} (on note σi l’image de i), telle que le chemin
sous-jacent a` C soit :
(ασ1 ,−ασ2 , . . . , ασ2i−1 ,−ασ2i , . . . , ασp−1 ,−ασp)
Ainsi, ne´cessairement, C est de la forme C0.C1 avec C0 :
u 	
k1
u−1
ασ1−→ u+1 	
h′
u−2
−ασ2−→ u+2 = u
+
2
ou` u, u−1 , u
+
2 , k1 ∈ G, u
+
1 , u
−
2 , h
′ ∈ G′. Puisque u+1 = ϕ(u
−
1 ), u
−
2 = ϕ(u
+
2 ), et h
′ = ϕ(h) pour un
certain h ∈ G, alors u−1 = hu
+
2 h
−1 dans G. Ainsi on a le trajet trivial D de u a` u+2 :
u 	
k1h
u+2
dans Gs = G. Conside´rons le trajet D.C1. Il va de u a` v, et a pour chemin sous-jacent :
(ασ3 ,−ασ4 , . . . , ασ2i−1 ,−ασ2i , . . . , ασp−1 ,−ασp)
qui est de longueur p− 2. Ainsi en appliquant le meˆme argument a` D.C1, puis, successivement, a`
tous les trajets de u a` v obtenus, on finit par construire un trajet trivial de u a` v. Ainsi u et v
sont conjugue´s dans G. 
6.6. Proprie´te´s d’un graphe de groupe sans circuit. Apre`s l’e´tude faite tout au long de
cette section, nous e´tablissons que si un graphe de groupe ne contient pas de circuit au sens de´fini
ci-dessous, alors la structure de racine, le centre et les centralisateurs de son groupe fondamental
sont dans un sens triviaux. Cette e´tude est poursuivie, dans un cadre plus large, dans le chapitre
6 de ma the`se ([Pr2]) afin d’inclure le cas d’un graphe de groupe associe´ a` la de´composition JSJ
d’un 3-varie´te´ Haken ferme´e.
De´finition 6.12. Nous aurons besoin dans la pratique de parler de sous-trajet d’un trajet T . Si
T est donne´ par,
u 	 c−1
a1−→ · · ·
ai−→ c+i 	
hi
c−i+1
ai+1
−→ · · ·
an−→ c+n 	 v
pour conside´rer un sous-trajet de T , on conside`re un sous-chemin (ap, . . . , aq) de (a1, . . . , an). On
restreint alors le trajet a` ce sous-chemin. On a plusieurs fac¸ons de proce´der, qui sont de´signe´es
par exemple par les notations :
u 	 c−1
a1−→ · · · c+p−1 	
hp−1
c−p
ap
−→ · · ·
aq
−→ c+q 	
hq
c−q+1
︸ ︷︷ ︸
D
· · ·
an−→ c+n 	 v
u 	 c−1
a1−→ · · · c+p−1 	
hp−1
c−p
ap
−→ · · ·
aq
−→ c+q
︸ ︷︷ ︸
D
	
hq
c−q+1 · · ·
an−→ c+n 	 v
u 	 c−1
a1−→ · · · c+p−1 	
hp−1
c−p
ap
−→ · · ·
aq
−→ c+q︸ ︷︷ ︸
D
	
hq
c−q+1 · · ·
an−→ c+n 	 v
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Qui correspondent respectivement aux sous-trajets :
c+p−1 	
hp−1
c−p
ap
−→ · · ·
aq
−→ c+q 	
hq
c−q+1
c+p−1 	
hp−1
c−p
ap
−→ · · ·
aq
−→ c+q = c
+
q
c−p = c
−
p
ap
−→ · · ·
aq
−→ c+q = c
+
q
Nous pourrons aussi de´signer un sous-trajet par l’utilisation de pointille´s, comme dans la
de´finition qui suit.
De´finition 6.13. Un trajet est dit re´duit, lorsqu’il ne contient pas de sous-trajet de la forme
suivante, avec h ∈ G+a = G
−
−a :
· · · c1
a
−→ c2 	
h
c3
︸ ︷︷ ︸
dans G+a
−a
−→ c4 · · ·
Si un trajet C n’est pas re´duit, on peut proce´der a` la substitution dans C, consistant a` remplacer
· · ·
a0−→ u 	
hu
c1
a
−→ c2 	
h
c3
−a
−→ c4 	
hv
v
a1−→ · · ·
par
· · ·
a0−→ u 	
huϕ−a(h)hv
v
a1−→ · · ·
Une telle ope´ration est appele´e une re´duction de C.
Il est clair que tout trajet peut eˆtre transforme´ par une suite finie de re´ductions en un trajet
re´duit de meˆme label. Il est moins clair que l’ordre des re´ductions n’importe pas, i.e. que le trajet
re´duit obtenu est unique. Il est e´le´mentaire, de ve´rifier que c’est cependant bien le cas.
De´finition 6.14. Un graphe de groupe de´compose´ est dit sans circuit, si pour tout u 6= 1, tout
circuit re´duit en u est trivial. Remarquons que l’adjectif de´compose´ est ici redondant.
Exemple : Conside´rons un graphe de groupe (G, X), dont les groupes de sommets Gs ve´rifient
tous la proprie´te´ suivante : si G1, G2, . . . Gn sont les sous-groupes d’areˆte de Gs, alors si i, j =
1, 2, . . . , n, et i 6= j, aucun e´le´ment non trivial de Gi n’est conjugue´ a` un e´le´ment de Gj , et si deux
e´le´ments c, c′ de Gi, sont conjugue´s par un e´le´ment hi dans Gs, alors c = c
′ et hi ∈ Gs. Alors (G, X)
est sans circuit. C’est le cas par exemple pour le graphe associe´ a` une de´composition JSJ d’une
varie´te´ Haken dont toutes les pie`ces sont des varie´te´s hyperboliques de volume fini non e´le´mentaires.
Le groupe fondamental d’un graphe de groupe sans circuit a des centralisateurs, un centre, et
une structure de racine, triviales dans un certain sens, comme e´nonce´ ci-dessous.
The´ore`me 6.5. Soit (G, X, T ) un graphe de groupe de´compose´ sans circuit. Soit u 6= 1 un e´le´ment
de π1(G, X) et Z(u) le centralisateur de u dans π1(G, X). Alors, soit :
(i) Si u est dans un sous-groupe de sommet Gs, Z(u) est le centralisateur de u dans Gs.
(ii) u est dans un conjugue´ d’un sous-groupe de sommet.
(iii) Si u n’est pas dans le conjugue´ d’un sous-groupe de sommet, alors Z(u) est cyclique infini.
De´monstration. Cas (i). Avec le the´ore`me 6.2, si x est dans un groupe de sommet, et si y
commute avec x, alors y est le label d’un circuit trivial, et donc y est dans Gs.
Cas (iii). Supposons que y soit dans Z(u), et que x ne soit pas dans le conjugue´ d’un facteur. Avec
le the´ore`me 6.2, x = ghg−1W r et y = gh′g−1W s, et ghg−1, gh′g−1,W commutent deux a` deux.
Ainsi, soit h = h′ = 1, soit g−1Wg commute avec un e´le´ment non trivial d’un sous-groupe d’areˆte
G−a . Ainsi g
−1Wg est le label d’un circuit re´duit, et donc puisque (G, X) est sans circuit, g−1Wg
est dans le groupe de sommet Gs, contenant G
−
a , avec s = o(a). Ainsi x ou y est dans gGsg
−1.
Mais avec (i), ceci implique que x est dans gGsg
−1, ce qui est contradictoire. Ainsi, h = h′ = 1, et
x et y sont dans le groupe cyclique engendre´ par W . Pour conclure, W n’est pas dans le conjugue´
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d’un sous-groupe de sommet, et est donc sans torsion. 
The´ore`me 6.6. Soient (G, X, T ) un graphe de groupe de´compose´ minimal, sans circuit, Γ son
groupe fondamental, et Z(Γ) le centre de Γ. Alors soit :
(i) Z(Γ) =< 1 >,
(ii) X est re´duit a` un sommet s, et donc Z(Γ) = Z(Gs),
(iii) X est re´duit a` un sommet s et une areˆte, avec Gs =< 1 >, et donc Z(Γ) = Γ = Z.
De´monstration. Traitons tout d’abord le cas ou` X contient au moins deux sommets. Alors
ne´cessairement T contient un sous-graphe T0 constitue´ de deux sommets s0, s1 et d’une areˆte a
d’origine s0 et d’extre´mite´ s1 ; notons Γ0 le groupe fondamental du sous-graphe de groupe associe´
a` T0. Avec le the´ore`me 6.1 le centre de Γ0 contient le centre de Γ. Montrons par l’absurde que
Z(G0) est trivial : soit α 6= 1 dans Z(G0) ; ne´cessairement α est dans le sous-groupe d’areˆte Ga
(the´ore`me 5.3). Par hypothe`se de minimalite´ il existe u ∈ Gs1 \Ga et on alors le circuit re´duit non
trivial en α :
α = α
a
−→ α 	
u
α
−a
−→ α = α
ce qui est contradictoire. Ainsi on a la conclusion (i).
Conside´rons maintenant le cas ou` X contient un unique sommet. La conclusion (ii) e´tant
e´vidente supposons en outre que X contient au moins une areˆte a ; notons Γ0 le sous-groupe de Γ
associe´ au sous-graphe de groupe obtenu en supprimant l’areˆte a de X ; Γ est l’extension HNN de
Γ0 le long de ϕa. Ne´cessairement Fix a =< 1 > ; en effet si x ∈ Fix a on a le circuit re´duit non
trivial en x :
x = x
a
−→ x = x
et donc par hypothe`se x = 1. De plus ne´cessairement il n’existe pas n > 0, u ∈ Γ0 et x 6= 1 ∈ Γ0,
tels que ϕn(x) = uxu−1 ; en effet a` contrario on aurait le circuit re´duit non trivial en x suivant :
x = x
a
−→ · · ·
a
−→ · · ·
a
−→︸ ︷︷ ︸
n fois
uxu−1 	
u−1
x
En appliquant le the´ore`me 5.6, soit Z(Γ) est trivial, soit Γ0 =< 1 > et on obtient alors la condition
(iii). 
Rappelons qu’un groupe G est dit avoir une structure de racines triviale (SRT), si pour tout
g ∈ G, l’ensemble {x ∈ G ; ∃n ∈ Z∗, x
n = g} est inclus dans un sous-groupe cyclique.
The´ore`me 6.7. Soit (G, X, T ) un graphe de groupe de´compose´, sans circuit. Soient g et x des
e´le´ments non triviaux de π1(G, X). Si x est une racine de g, alors soit x et g sont dans un meˆme
conjugue´ d’un sous-groupe de sommet, soit x est dans le sous-groupe cyclique infini Z(g). En
particulier π1(G, X) est SRT si et seulement si tous ses groupes de sommet sont SRT.
De´monstration. il suffit de remarquer que sous ces hypothe`ses, x et g commutent, et d’appliquer
le the´ore`me 6.5. 
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7. Appendice : de´monstration du the´ore`me 5.4
Nous montrons d’abord que γ est conjugue´ a` un e´le´ment cycliquement re´duit. Nous proce´dons
par l’absurde. Supposons que γ ne soit pas conjugue´ a` un e´le´ment cycliquement re´duit. Soit K
la classe des conjugue´s de γ, et soit µ un e´le´ment de K de longueur minimale dans K. Puisque µ
n’est pas cycliquement re´duit, alors ne´cessairement |µ| > 1.
L’e´le´ment µ s’e´crit sous forme re´duite µ = µ1t
ε1 · · ·µnt
εnµn+1, et quitte a` conjuguer µ par µn+1,
on peut supposer que µn+1 = 1, c’est a` dire que µ = µ1t
ε1 · · ·µnt
εn .
Puisque µ n’est pas cycliquement re´duit, |µ| > 2, et tεnµ1t
ε1 est un pinch, et alors :
µnt
εn µ t−εnµ−1n = µnt
en .µ1t
ε1µ2 · · · t
εn−1µnt
εn .t−εnµ−1n
= (µnφ
−εn(µ1)µ2). t
ε2µ2 · · ·µn−1t
εn−1
En posant µ′1 = µnφ
−εn(µ1)µ2
= µ′1t
ε2 · · ·µn−1t
εn−1
qui est dans K, et de longueur strictement infe´rieure a` |µ|, ce qui est contradictoire. 
Cas (i). Si γ est conjugue´ a` un e´le´ment c ∈ C+1 ∪ C−1.
γ = h c h−1 ou` h = h1t
ε1 · · ·hpt
εphp+1
et h est re´duit. Nous raisonnons par induction sur |h|.
Si |h| = 1, γ est conjugue´ a` c par l’e´le´ment h = h1, qui est dans A, et la conclusion est donc
ve´rifie´e.
Supposons que |h| > 1.
γ = h c h−1
= h1t
ε1 · · ·hpt
εphp+1 c h
−1
p+1t
−εp · · · t−ε1h−11
Le membre de droite n’est pas re´duit, et donc contient un pinch. Puisque h est re´duit, tεp hp+1 c h
−1
p+1 t
−εp
est un pinch, i.e. hp+1 c h
−1
p+1 ∈ Cεp On pose c2p = c, et c2p−1 = hp+1 c h
−1
p+1. Alors :
γ = h1t
ε1 · · ·hpt
εpc2p−1t
−εph−1p · · · t
−ε1h−11
= h1t
ε1 · · ·hpφ
−εp(c2p−1)h
−1
p · · · t
−ε1h1
−1
en posant c2p−2 = φ
−εp(c2p−1) ∈ C−εp
γ = h1t
ε1 · · · tεp−1hp c2p−2 h
−1
p t
−εp−1 · · · t−ε1h−11
= h′ c2p−2 h
′−1
en posant h′ = h1t
ε1 · · · tεp−1hp. On a obtenu la suite (c2p−2, c2p−1, c2p = c), d’e´le´ments de C+1 ∪
C−1, ou`
c2p−2 = φ
−εp(c2p−1)
c2p−1 = hp+1.c2p.h
−1
p+1
Puisque γ = h′c2p−2h
′−1, ou` |h′| < |h|, on peut proce´der a` l’induction, et ce faisant on construira
la suite c0, c1, . . . c2p, d’e´le´ments de C+1 ∪C−1, ve´rifiant les conclusions du the´ore`me. 
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Cas (ii). Si γ est conjugue´ a` un e´le´ment γ′ ∈ A, et n’est pas conjugue´ a` un e´le´ment de C+1 ∪C−1.
γ′ = h γ h−1
= h1 · · · t
εnhn+1 γ h
−1
n+1t
−εn · · ·h−11
qui est dans A, et donc soit n = 0, soit l’e´criture n’est pas re´duite. Or h est re´duit, et donc, si
n 6= 0 , tεn hn+1γh
−1
n+1 t
−εn est un pinch, ce qui est impossible, puisque γ n’est pas conjugue´ a` un
e´le´ment de C+1 ∪C−1. Donc n = 0, c’est a` dire γ est conjugue´ a` γ
′ dans A. 
Cas (iii). Si γ est conjugue´ a` un e´le´ment cycliquement re´duit γ′ = u1t
µ1 · · ·umt
µm
γ = hγ′h−1 = h1t
ε1 · · · tεnhn+1 γ
′ h−1n+1t
−εn · · · t−ε1h−11
ou` h est re´duit. Nous proce´dons par induction sur |h|.
Si |h| = 1.
γ = h1 γ
′ h−11 = h1 u1t
µ1 · · ·umt
µm h−11
Le membre de droite est re´duit (car γ′ est re´duit), tandis que le membre de gauche γ est cyclique-
ment re´duit. Alors h−11 , et donc h1, est dans Cµm , et la conclusion est ve´rifie´e.
Si |h| > 1.
γ = h1t
ε1 · · · tεnhn+1 γ
′ h−1n+1t
−εn · · · t−ε1h−11
= h1t
ε1 · · · tεnhn+1 u1t
µ1 · · ·umt
µm h−1n+1t
−εn · · · t−ε1h−11
et le membre de droite est de longueur supe´rieure a` |γ|, et donc contient un pinch. Puisque h et
γ′ sont re´duits, ce ne peut-eˆtre que tεnhn+1u1t
µ1 ou tµmh−1n+1t
−εn .
Si tεnhn+1 u1 t
µ1 est un pinch ; alors εn = −µ1 et hn+1 u1 = α ∈ Cεn ,
γ = h1t
ε1 · · · tεnhn+1u1t
µ1 · · ·unt
µmh−1n+1t
−εn · · · t−ε1h−11
en remplacant hn+1 u1 par α, et h
−1
n+1 par u1α
−1,
γ = h1t
ε1 · · ·hnt
εnαtµ1 · · ·umt
µmu1α
−1t−εnh−1n · · · t
−ε1h−11
= h1t
ε1 · · · tεn−1hnφ
−εn(α)u2 · · ·umt
µmu1t
−εnφ−εn(α−1)h−1n t
−εn−1 · · · t−ε1h−11
= h1t
ε1 · · · tεn−1hnφ
−εn(α)u2 · · ·umt
µmu1t
−εnφ−εn(α)−1h−1n t
−εn−1 · · · t−ε1h−11
puisque εn = −µ1,
γ = h1t
ε1 · · · tεn−1hnφ
µ1(α)u2t
µ2 · · ·umt
µmu1t
µ1φµ1 (α)−1h−1n t
−εn−1 · · · t−ε1h−11
en posant h′n = hnφ
µ1(α),
γ = h1t
ε1 · · · tεn−1h′nu2t
µ2 · · ·umt
µmu1t
µ1h′n
−1
t−εn−1 · · · t−ε1h−11
et en posant h′ = h1t
ε1 · · · tεn−1,h′n
γ = h′ (u2t
µ2 · · ·umt
µmu1t
µ1) h′
−1
Et alors γ s’obtient en conjuguant un conjugue´ cyclique de γ′ par un e´le´ment re´duit, h′, avec
|h′| < |h|.
Si tµm h−1n+1 t
−εn est un pinch, alors hn+1 ∈ Cµm , et εn = µm.
γ = h1t
ε1 · · · tεnhn+1 u1t
µ1 · · ·umt
µm h−1n+1t
−εn · · · t−ε1h−11
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apre`s re´duction,
γ = h1t
ε1 · · · tεnhn+1 u1t
µ1 · · ·umφ
−µm(hn+1)
−1h−1n · · · t
−ε1h−11
γ = h1t
ε1 · · ·hnφ
−εn(hn+1)t
εnu1t
µ1 · · ·umφ
−µm(hn+1)
−1h−1n · · · t
−ε1h−11
en posant h′n = hnφ
−µm(hn+1),
γ = h1t
ε1 · · ·h′nt
εnu1t
µ1 · · · tµm−1umh
′
n
−1
· · · t−ε1h−11
et h′ = h1t
ε1 · · · tεn−1h′n,
γ = h′ tµmu1 · · · t
µm−1um h
′−1
Remarquons que l’on a |h′| < |h|. Seulement tµmu1 · · · t
µm−1um n’est pas un conjugue´ cyclique
de γ′, au sens ou` nous l’entendons. On distingue maintenant deux cas, selon si n = 1, ou n > 1.
Si n = 1. Puisque γ′ est cycliquement re´duit, l’e´le´ment h′ tµmu1 · · · t
µm−1um h
′−1 est re´duit. Or
il est e´gal a` γ qui est cycliquement re´duit, et donc, um h
′−1 = β est un e´le´ment de Cµm−1 , ainsi,
γ = h′ tµmu1 · · · t
µm−1um h
′−1 = β−1um t
µmu1 · · · t
µm−1 β
Et alors γ est conjugue´ a` un conjugue´ cyclique de γ′ par un e´le´ment de Cµm−1 .
Si n > 1.
γ = h1t
ε1 · · · tεn−1h′nt
µmu1t
µ1 · · · tµm−1umh
′
n
−1
t−εn−1 · · · t−ε1h−11
Le membre de droite est de longueur supe´rieure a` |γ|, et donc contient un pinch. Puisque h′,
et u1t
µ1 · · · tµm−1um sont re´duits, ce ne peut eˆtre que, t
εn−1h′nt
µm , ou tµm−1umh
′
n
−1
t−εn−1 . Or,
tεn−1h′nt
µm ne peut pas eˆtre un pinch. En effet, si c’est le cas, alors on a h′n = hnφ
−µm(hn+1) ∈
C−µm , et donc, puisque φ
µm(hn+1) ∈ C−µm , hn ∈ C−µm . En se rappelant que µm = εn, on obtient
que tεn−1hnt
εn est un pinch, ce qui contredit le fait que h soit re´duit.
Ainsi tµm−1umh
′
n
−1
t−εn−1 est un pinch. C’est a` dire, µm−1 = εn−1, et umh
′
n
−1 = β ∈ Cµm−1 .
γ = h1t
ε1 · · · tεn−1h′nt
µmu1t
µ1 · · · tµm−1βt−εn−1 · · · t−ε1h−11
en remplacant h′n par β
−1um,
γ = h1t
ε1 · · · tεn−1β−1umt
µmu1t
µ1 · · · tµm−1βt−εn−1 · · · t−ε1h−11
γ = h1t
ε1 · · ·hn−1φ
−εn−1(β)−1tεn−1umt
µm · · · tµm−2um−1φ
−µm−1 (β)h−1n−1 · · · t
−ε1h−11
avec εn−1 = µm−1,
γ = h1t
ε1 · · ·hn−1φ
−µm−1(β)−1tεn−1(umt
µm · · · tµm−2um−1t
µm−1)
t−εn−1φ−µm−1 (β)h−1n−1 · · · t
−ε1h−11
et finalement, en posant h′′ = h1t
ε1 · · ·hn−1φ
−µm−1(β)−1tεn−1 ,
γ = h′′(umt
µm · · · tµm−2um−1t
µm−1)h′′
−1
et donc γ est conjugue´, a` un conjugue´ cyclique de γ′, par un e´le´ment h′′, re´duit, et |h′′| < |h|.
Ainsi, dans tous les cas, γ s’obtient a` partir d’un conjugue´ cyclique de γ′, en conjuguant par un
e´le´ment re´duit, h′ ou h′′, de longueur strictement infe´rieure a` |h|, ce qui nous permet d’appliquer
l’induction. 
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