The prediction of protein structures is a current issue of great significance in structural bioinformatics. More specifically, the prediction of the tertiary structure of a protein consists in determining its three-dimensional conformation based solely on its amino acid sequence. This study proposes a method in which protein fragments are assembled according to their physicochemical similarities, using information extracted from known protein structures. Many approaches cited in the literature use the physicochemical properties of amino acids, generally hydrophobicity, polarity and charge, to predict structure. In our method, implemented with parallel multithreading, we used a set of 30 physicochemical amino acid properties selected from the AAindex database. Several protein tertiary structure prediction methods produce a contact map. Our proposed method produces a distance map, which provides more information about the structure of a protein than a contact map. We performed several preliminary analysis of the protein physicochemical data distributions using 3D surfaces. Three main pattern types were found in 3D surfaces, thus it is possible to extract rules in order to predict distances between amino acids according to their physicochemical properties. We performed an experimental validation of our method using five non-homologous protein sets and we showed the generality of this method and its prediction quality using the amino acid properties considered. Finally, we included a study of the algorithm efficiency according to the number of most similar fragments considered and we notably improved the precision with the studied proteins sets.
Introduction
There are currently two main approaches to predicting protein structure [1] . On the one hand, the ab initio and de novo methods try to solve the structure of a protein based on physicochemical principles and without using any protein as a template [2, 3] . Conversely, the homology modeling methods try to solve the structures based on protein templates [4, 5] .
The template-based modeling methods achieve good results when there are proteins with sequences similar to the target protein. When no homologous proteins with solved structures exist, free modeling is used. Within the free modeling methods, fragment assembly methods that reconstruct the structure of a protein from other protein structural fragments [6, 7, 8] , such as Rosetta [9] and FRAGFOLD [10] , has been developed.
The physicochemical properties of amino acids have been used in several protein structure prediction studies [11, 12, 13] . The most commonly used properties have been hydrophobicity, polarity and charge; for example, in the HPNX model [14] for lattice predictions.
There are numerous protein structure prediction algorithms that produce a contact map to represent the predicted structure [15, 16, 17] . Our method produces a distance map [18, 19] that incorporates more information than a contact map, because it incorporates the distances between all of the amino acids in the molecule, irrespective of whether they make contact. Unlike 3D models, both contact maps and distance maps have the desirable property of being insensitive to rotation or translation of the molecule.
The proposed method selects the most reliably known distances between amino acid pairs from known protein structural fragments. The fragments are chosen for similarities in length and in 30 physicochemical properties of their amino acids. We evaluated the predictions obtained from several sets of proteins with low sequence identity to determine the generality of the prediction method.
In the Methods section, we describe the procedures used in our prediction. In the Data Analysis section, we perform several preliminary analysis of the protein physicochemical data distribution. In the Experimental results section, we explain the experiments and performed studies and we analyze results. Finally, in the conclusion section, we summarize the main results of this work.
Methods
The prediction system, called ASPPred (Aminoacid Subsequence Properties-based Predictor), was divided into two phases. In the first phase, a knowledge-based model was generated from all of the fragments or subsequences from all the proteins in a training set. In the second phase, structures were predicted for all of the proteins in a test set using the knowledge-based model generated in the first phase.
The knowledge-based model consisted of a set of vectors called prediction vectors. Each prediction vector was obtained from a training protein subsequence and contained the length of the subsequence, the average values of the physicochemical properties of its internal amino acids and the actual distance between the ends of the subsequence. In Figure 1 , we define formally the prediction vector.
The length L of each subsequence was normalised between 0 and 1. For this normalization, the length of each subsequence was divided by the maximum length lmax of all the training proteins. The normalization ensured that all of the prediction vector traits were on the same scale and contributed equally to the prediction. The properties P 1 . . . P k of each amino acid within the subsequence, were also normalised, averaged and stored in the prediction vector (P 1 . . . P k ). Finally, the actual distance D between the amino acid ends (first and last of the subsequence) was added to each vector.
In the second phase of prediction, all of the test protein prediction vectors were obtained and a full sequential search was conducted, comparing each of them with the training protein prediction vectors. The objective was to find the training protein prediction vector that was the most similar to each test protein prediction vector. For the search process, only the training vectors with the same ends as the test vectors were considered. Figure 2 illustrates the search scheme. In the search scheme of the Figure 2, 
After the predictions were made, a distance map was generated for each of the test protein sequences. The distance map of a sequence is a square matrix of order N, where N is the number of amino acids in the sequence. The factor (i, j) with i < j of the matrix is the distance, measured in Angstroms, observed between the ith and the jth amino acids of the sequence. To measure the distances, the beta carbons were used (except for glycine, for which the alpha carbon was used). The predicted distances are finally stored in the lower triangle of each distance map.
The ASPPred system is parallelized and it uses 400 execution threads. ASPPred generates the following measures to evaluate the quality of the predictions: accuracy, recall, specificity and precision. To obtain these measures, different cut-off thresholds were established for the distance values, and these were analyzed in the experiments.
Data analysis
The set of physicochemical properties of amino acids that was used was obtained by a feature selection from the complete AAindex database [20] , which lists 544 properties. Feature selection has been applied previously in protein structure prediction [21] . We explored different feature selection techniques, and we obtained best results with the Relief evaluation algorithm [22] and a Ranker search algorithm over the proteins of experiment 4 (see Experimental results section). This procedure produced a ranking of attributes. We tried with each attribute subset starting at first attribute in ranking (subsets {#1}, {#1, #2}, ..., {#1, ..
.#N }).
We achieved the best results with the first 30 attributes (subset {#1, ..., #30}), which are showed in the Table 1 . Both the set of properties and the set of proteins used can be found at http://www.upo.es/eps/asencio/asppred. Figures 3 and 4 shows the distribution of distances between amino acids according to the physicochemical average value of amino acids among them, i.e. the (P , D) points from prediction vectors. For this study, we used the proteins of experiment 4. We include only the distance distributions of two properties (WILM9501040 in Figure 3 and GARJ730101 in Figure 4 ), but the distributions of other properties are similar. The x-axis represents the normalized value of the physicochemical property and the y-axis represents the distance between amino acids.
As can be seen in Figures 3 and 4 , the distances between amino acids seem to follow a normal distribution with mean 0.402 and deviation 0.31 in the case of WILM9501040 property, and with mean 0.047 and deviation 0.059 in the case of property GARJ730101. We performed another study in order to provide a more detailed representation of the distance distribution according to the nature of the residues. This study shows the mean distances among pairs of amino acids according to their physicochemical values. These distances are represented into a 3D surface, in order to find possible visual patterns. We used harmonic means to represent the distances, in order to mitigate the impact of large distance values. We obtained a 3D surface for each physicochemical property (30 surfaces are generated).
Three main pattern types were found in 3D surfaces. We called "stepped surfaces" to the first pattern type. The surfaces of this type present several areas of different levels of distance. We include two 3D surfaces of this type in Figure 5 (for the properties FAUJ880111 and YUTK870103). The properties FAUJ880112 and MONM990201 present the same behaviour.
The second pattern type has been called "corner-biased surfaces". The surfaces of this type present a low distance values at the same lower or higher physicochemical property values. We include two 3D surfaces of this type in Figure 6 (properties KARP850103 and WERD780102).
There are many other properties that present the same behaviour (QIAN880139, RICJ880101, BUNA790101, BUNA790103, KHAG800101, MAXF760103, RICJ880117 and GARJ730101).
We called "valley surfaces" to the third pattern type. The surfaces of this type present a low distance values at the same physicochemical property values. We include two 3D surfaces of this type in Figure 7 (properties NADH010107 and PRAM820101). There are also many other properties that present the same features (AURR980120, CHAM820102, JOND750102, TANS770108, RICJ880114, VASM830101 and VELV850101).
From the performed study of 3D surfaces, it would be possible to extract rules in order to predict distances between amino acids according to their physicochemical properties. We found that, in most of the studied properties (second and three pattern types), the distances between amino acids with similar properties are low. These properties were AURR980120, CHAM820102, NADH010107, PRAM820101, RICJ880114, SUEM840102, TANS770102, TANS770108, VASM830101, VELV850101 and WILM950104. Therefore, according to the study, our approach seems to be appropriate, since we perform the predictions using fragments with most physicochemical similarities.
Experimental results
Five experiments were conducted to test the performance of the ASPPred system. An identical initial configuration was established for all of the experiments, varying only the set of proteins used. In experiments 1, 2, 3 and 4, ten-fold cross validation was used. In experiment 5 we used independent training and test proteins.
The objective followed in the selection of the protein sets was to use non-homologous proteins (identity less or equal to 30%). Therefore, it was possible to ascertain whether the prediction method is general enough and assert that it does not work only for specific families of proteins.
In the first experiment, 20 proteins that were randomly selected from the PDB Web [46] in April 2010 and had less than or equal to 30% identity to each other were used. In this experiment we used a small set of proteins to test the behavior offered by the predictor with a poor training information.
In the following experiments we used a larger number of proteins to see if it increases the quality of the predictions with increasing training information. In addition, we have used identity values lower than that of experiment 1, in order to analyse the predictor behaviour with more protein sequence diversity. We used in experiments 2, 3 and 4 minimum chain lengths (70, 40 and 70 amino acids respectively) in order to avoid small chains which are more easily predicted.
There are other parameters to obtain protein sets: resolution and R-factor. Both parameters measure the quality of the experimental obtaining of proteins. If their values are close to zero, more accurate will be the structure models, but will be less number of available models. With higher quality structure models, less error is introduced in the data. Therefore, the predictor learns knowledge models more adjusted to the real protein structures.
In second experiment, proteins with more than 70 amino acids with a resolution between 0-1.0, an R-factor between 0-0.2 and a maximum of 10% identity (118 proteins) were obtained from CullPDB [47] . In the third experiment, proteins with more than 40 amino acids with a resolution between 0-1.4, an R-factor between 0-0.12 and a maximum of 25% identity (170 proteins) were obtained from PDBselect [48] . In the fourth experiment, proteins with more than 70 amino acids with a resolution between 0-1.1, an R-factor between 0-0.2 and a maximum of 5% identity (221 proteins) were obtained from CullPDB.
We used similar configuration in experiments 2 and 4, but in experiment 4 we set sequence identity to 5% in order to analyse results with very different protein sequences. However, we set resolution to 0-1.1 (0.1 more than experiment 2) in order to use more number of proteins. In experiment 3 we decrease the R-factor value to 0-0.12 (0.08 less than experiments 2 and 4) and we increase the resolution to 0-1.4 (0.4 more than experiments 2 and 4), with the aim of analyse the results with high resolution and low R-factor proteins.
In experiment 5 we used as training the proteins of the Experiment 2. As test, in experiment 5 we used all the proteins currently available in PDBselect (most recently in February 2011) with a maximum identity of 25% (5130 proteins).
In Tables 2 and 3 we show the results obtained in experiments. We indicate the mean and standard deviation of accuracy, recall, specificity and precision. In Table 2 we used a cut-off of 4Å and in Table 3 a cut-off of 8Å. For 8Å of threshold, recall and precision are basically the same in experiments 1 to 4. We found that our predictor no needs many proteins as training. Seems to it find good similar fragments in poor trainings. In experiment 5 we achieved better recall and precision than other experiments; however, standard deviation values are higher. This may be due to the great number of different types of proteins (structural classes or number of domains, for instance) in all the PDBselect.
Thus, we included detailed information about each protein in five experiments as supplemental material at http://www.upo.es/eps/asencio/asppred. We indicate for each protein its CATH [49] structural class, CATH ID, CATH description, number of PFAM [50] domains, resolution, chain lengths and, finally, recall and precision values achieved by our predictor. We also included five tables (one for each experiment) that contain means and standard deviations of recall and precision for proteins of each CATH protein structural class.
In order to show the complete results of experiments and to test the efficiency of our algorithm at different thresholds, one graph has been included for experiments 1, 2, 3 and 4 ( Figure 8 ).
In each graph, the distance threshold values (in Angstroms) are shown on the x-axis, and the accuracy, recall, specificity and precision values are shown on the y-axis. As we can see in Figure 8 , with a poor knowledge (experiment 1 with 20 proteins), the quality of prediction for thresholds between 3.5 and 4.8Å, in terms of recall and precision, is lower than other experiments. In particular, we obtain a recall of 0.10 and a precision of 0.08 for 4Å of cut-off. This difference may have been due to the lower number of training proteins and, consequently, to the lower knowledge of the search space (protein structures). However, the behaviour of the measures for higher thresholds to 4.8Å is similar in all experiments. The main conclusion we extract from Figure 8 is the same prediction ability of our method independent to the number and diversity of proteins.
In order to analyse predictions deeply, we include a plot for experiments 1, 2, 3 and 4 in Figure  9 that shows real and predicted distances for each pair of amino acids.
From Figure 9 we can observe the effect of data volume and predictions trend, from experiment 1 to experiment 4. In experiment 1 there are more predictions such that predicted distance is higher than its real value. Increasing the number of proteins, there are more predictions such that predicted distance is lower than its real value, especially for distances higher than 40Å. Figure 10 shows the distance map obtained for the protein 3CCD (85 residues) from experiment 2. We used a colour scale to represent the distances, ranging from the minimum distance (red) to the maximum (blue). As shown in the figure 10 , the lower triangular of the matrix (prediction) is largely similar to the upper triangular (observation). Figure 11 shows the contact map of the same protein 3CCD, obtained using the distance map in Figure 10 with a cut-off of 8 angstroms. As distance map, there is great similarity between the real and predicted parts of the contact map.
A very well-known proteins characteristic is that their core contains hydrophobic amino acids that are generally located close among them. In addition, the protein surface consists of nonhydrophobic amino acids that are usually in contact. Therefore, in both cases it is easy to predict their relative distances. In order to analyse if the best predicted distances by our method corresponded to the hydrophobic core of proteins or to their surface, we include the Table 5 .
The idea is to check if the error is lower (best predictions) for predicted distances between amino acids with same hydrophobicity (amino acids whose difference of hydrophobicity is close to 0). In this table we show the mean absolute error between real and predicted distances achieved for each range of hydrophobicity difference between all pairs of amino acids. The hydrophobicity corresponds to the property WILM950104. We have taken the proteins of Experiment 4 for this analysis, because it contains the largest number of proteins. As we can see in Table 5 , our proposal achieves approximately the same error and deviation regardless of the hydrophobicity of amino acids whose distance is predicted. Furthermore, the error and its deviation decrease when amino acids have more different hydrophobicities. Therefore, our method predicts properly not only the amino acids in the hydrophobic core of proteins or to their surface.
We performed a study of the algorithm efficiency according to the number (K) of most similar training prediction vectors used in the search scheme (see Figure 2 ). When several prediction vectors are used, we calculate the predicted distance by an arithmetic mean of their distance Table 4 the results of this study for the protein data sets of experiments 1, 2, 3 and 4 using 8Å of distance threshold.
When K = 1, the results are naturally the same as in Table 3 . As we can observe in Table 4 , we notably improved the precision when the parameter K increases, up to 0.88 in experiments 2, 3, 4 and K ≥ 13. However, recall values decreases when K increases, up to 0.37 in experiments 2, 3, 4 and K ≥ 13. However, the precision increment is very higher than the recall decrement. Therefore, it seems to be useful to use K = 15. For values of K higher than 15, the results are stabilized. To statistically validate this study, the results obtained in Table 4 were subjected to a test of statistical significance. In order to use a enough number of examples to perform the statistical test, we used the recall and precision values achieved for each protein in each experiment. Through a D'Agostino-Pearson test [51] , it could be confirmed that all the data obtained for this study did not meet the criteria of normality. For this reason, a non-parametric test was selected to statistically validate the differences among the efficiency for each K value in experiments. The non-parametric process followed is described in [52] and involves the use of the Friedman test. Thus, we performed eight Friedman tests, two tests for each experiment: one for recall values and other one for precision values.
After executing the Friedman tests, all the obtained p-values were lower than 1.21 * 10 −7 , such that the null hypothesis was rejected. Therefore, the efficiency improvements achieved with different values of K are statistically significant.
In Table 6 we included the execution times (in minutes) of experiments 1, 2, 3 and 4 and K value from the previous study. We indicate in parentheses the number of proteins of each experiment. Preprocess time is necessary at the beginning of each experiment and it is used in all K values. We used a 2 Intel Xeon X5482 3.2GHz with 32GB RAM machine for this study. 
Conclusions
In this work we have proposed a method in which protein fragments are assembled according to their physicochemical similarities using 30 physicochemical properties of amino acids. Then we predict distance maps, which provide more information about the structure of a protein than contact maps.
As we have tested in the protein data analysis, the distances between amino acids seem to follow a normal distribution, with different means and deviations, according to all the studied physicochemical properties of amino acids among them. We also studied the mean distances among pairs of amino acids according to their physicochemical values. We have represented these distances into 3D surfaces.
We find three main pattern types in 3D surfaces. Therefore, it is possible to extract rules in order to predict distances between amino acids according to their physicochemical properties. Also, we found that, in most of the studied properties (second and three pattern types), the distances between amino acids with similar properties are lower. This is desirable for our approach, since we perform the predictions using the fragments with most physicochemical similarities.
We performed an experimental validation of our method on five non-homologous protein sets obtained from different repositories. We have trained our predictor with a poor training knowledge (experiment 1) and with a higher and sequence diverse (up to 5% of sequence identity) training knowledge (experiments 2, 3 and 4). In addition, we tested our algorithm with all the currently available proteins in PDBselect. In this last experiment we obtained precision and recall of 0.51 and 0.11 as standard deviation with a cut-off of 8 angstroms.
We found that, with a poor knowledge (experiment 1 with 20 proteins), the quality of prediction is low, in terms of recall and precision, for lower thresholds. This behaviour may have been due to the low number of training proteins and, consequently, to the low achieved knowledge of the search space (native protein structures).
We have performed a study of the algorithm efficiency according to the number (K) of most similar training prediction vectors used in the search scheme. We notably improved the precision when the parameter K increases, from 0.38 to 0.88 in experiment 3. However, recall values decreases when K increases, from 0.40 to 0.37 in experiment 4. These improvements are statistically significant. Therefore, it is useful to use K = 15 in order to predict distances between amino acids.
Finally, we found empirically that the response of our method over large protein sets with great diversity in their sequences seems to be the same irrespective of the type of protein to be predicted. In fact, the protein sets of these experiments had very low identity. These results are desirable, in theory, since this study sought generality of the method.
