Abstract
Introduction 37
The fitting of measured spectra to simulated spectra is the most basic concept for analysis of the 38
Earth's atmospheric constituents from satellite measurements. Therefore, accurate calibration and 39 simulation of measurements are essential for the successful retrieval of atmospheric constituents. The 40 knowledge of the instrumental spectral response function (ISRF) or slit function could affect the 41 accuracies of both calibration and simulation, as it is required for the convolution of a high-resolution 42 reference spectrum to instrument's spectral resolution in the wavelength calibration and for the 43 convolution of high-resolution absorption cross section spectra or simulated radiance spectra in the 44 calculation of radiance at instrumental resolution. Compared to other trace gases, the retrieval of ozone 45 profiles can be more susceptible to the accuracy of ISRFs due to the large spectral range, where the 46 radiance spans a few orders of magnitude and to the fact that the spectral fingerprint for the tropospheric 47 linearization of slit function changes using the generic super Gaussian function, we introduce their 95 practical application in an optimal estimation based spectral fit procedure (Section 2). This linearization 96 scheme is implemented differently, depending on the simulation scheme of measured spectra using high 97 resolution or effective cross section data, respectively. Section 3 characterizes the derived pseudo 98 absorber spectra, along with evaluations of ozone profile retrievals using independent ozonesonde 99 observations as a reference dataset. Finally, the summary of this study is given in Section 4. 100
Method 101

Super Gaussian linearization 102
The slit function parameterization and linearization are briefly summarized as in Beirle et al. (2017) , 103 focusing on what we need to derive the pseudo absorbers in the terms of the optimal estimation based 104 fitting process. The slit function can be parameterized with the slit width , and shape factor assuming 105 the supper Gaussian, S as: 106 respectively, while the FWHM of the standard Gaussian is 0.395 nm. The sharp change and random-noise 115 of these derived slit function parameters might be influenced by the decreasing signal-to-noise ratio (SNR) 116 of solar spectra later in the OMI mission and radiometric errors in solar irradiance due to the row anomaly 117 . Figure 1 .b illustrates the high wavelength stability (0.003 nm) in the OMI mission, 118 verifying that better calibration stability is performed with super Gaussian slit functions as abnormal 119 deviations of wavelength shifts are derived with standard Gaussian slit functions. 120
The effect of changing the slit parameters p on the slit function can be linearized by the first-order 121
Taylor expansion approximation around S o = ( o ): 122
and thus the effect of changes of S on the convolved high-resolution spectrum can be parameterized as 124
where the convolved spectrum is I = S ⨂ ℎ . Consequently, the partial derivatives of I with respect to slit 126 parameters p are defined as 127
Beierle et al. (2017) refers to
∂I as , "resolution correction spectra (RCS)". In Figure 2 , we present 129 an example of over the typical ozone profile fitting range (270-330 nm) through the convolution of 130 high-resolution ozone cross sections ( ℎ ) with the derivatives of the super Gaussian ( ∂S ). The baseline S o 131 is defined with =0.26 nm and k=2.6, which are averaged parameters from climatological OMI solar 132 irradiance spectra in the UV2 band (310-330 nm). Note that this value corresponds to a FWHM of 0.45 133 nm. The change of the assumed OMI slit function causes a highly structured spectral response over the 134 whole fitting window. However, the relative magnitude of the responses with respect to both slit 135 parameters is more distinct in the Huggins band (>310 nm) where narrow absorption features are 136 observed as shown in Figure 2. a. An anti-correlation (-0.92) is found between ∂ln and ∂ln while the 137 response of the unit change of the slit width to the convolved spectrum is dominant against that of the 138 shape factor. 139 2.2 Implementation of the slit function linearization in the SAO ozone profile algorithm 140 
141
In Beirle et al. (2017) a slit function linearization was implemented only to fit solar irradiances from 142 GOME-2. We implement the slit function linearization to fit radiances in the SAO ozone profile 143 algorithm (Liu et al. 2010) , which is routinely being performed to produce the OMI PROFOZ product 144 (https://avdc.gsfc.nasa.gov/index.php?site=1389025893&id=74). Two spectral windows (270-309 nm in 145 the UV1 band and 312-330 nm in the UV2 band) are employed to retrieve ozone profiles from OMI BUV 146 measurements. To match the different spatial resolutions between UV1 and UV2 bands, every two cross-147 track pixels are averaged for UV2 band, resulting into 30 positions with the spatial resolution of 48 km 148 (across-track) × 13 km (along-track) at nadir position. Partial ozone columns at 24 layers between the 149 surface and 60 km are iteratively estimated toward minimizing the fitting residuals between measured and 150 simulated radiances and simultaneously between a priori and estimated ozone values using the optimal 151 estimation inversion method. A priori ozone information is taken from a tropopause-based (TB) ozone 152 profile climatology (Bak et al., 2013 are treated as PAs to the spectral response such as Ring effect, additive offset, and spectral shifts due to 158 misalignments of radiance relative to irradiance and ozone cross sections. In the SAO algorithm, these 159
PAs are derived using finite differences of the radiances with and without perturbation to a phenomenon, 160 except for the Ring spectrum that is calculated using a first-order single scattering rotational Raman 161 scattering model (Sioris and Evans, 2000) . In this paper, we introduce new PAs to account for the 162 absorption cross sections. In DOAS analysis, the pseudo absorber is defined as ∂S ⨂ ℎ ( ℎ is a high-168 resolution absorption cross section), which could be calculated at a computationally low-cost. In our 169 optimal estimation based ozone profile retrievals, it is conceptually defined as ∂S ⨂ ℎ ( ℎ is a high-170 resolution simulated radiance), which is computationaly very expensive because of on-line radiative 171 calculation for a ~ 60 nm wide fit window on the spatial pixel-to-pixel basis. We now introduce how to 172 implement the slit function linearization to derive the derivatives of the OMI radiances with respect to slit 173 function changes in two different radiative transfer approaches used in the SAO ozone profile algorithm, 174
i.e., the effective cross section approach in Liu et al (2010) and the updated high-resolution convolution 175 approach described in , respectively. 176
In Liu et al (2010) , VLIDORT simulates the radiances at OMI spectral grids (λ omi ) using effective 177 cross sections that are produced by convolving high-resolution cross sections with the OMI ISRFs. 178 Therefore, we apply a similar convolution process of matching the high-resolution cross section spectra 179 with OMI spectra to derive the partial derivative of with respect to slit parameter, p as follows: 180
where ,ℎ is a high-resolution absorption spectrum for ozone or BrO. Due to the dominant absorption of 182 O 3 over BrO, the derivative of the BrO cross section with respect to p is neglected here. This partial 183 derivative of ozone is then converted to the partial derivative of radiance through the chain rule with the 184 analytical ozone weighting function ( 
187
This simulation process is hereafter referred to as "effective resolution cross section (ER) simulation". 188
As described in , the radiative transfer calculation in the SAO ozone profile 189 algorithm has been performed using high-resolution extinction spectra at the optimized sampling intervals 190 for resolving the ozone absorption features, which are a ~1.0 nm below 300 nm and ~0. In the form of the logarithm of normalized radiance, PA is physically related to the optical depth change 207 ∆τ . Figure 3 compares the partial derivatives of radiances to slit parameters, in HR and ER 208 simulations. Little difference is found even though convolution error for ozone cross sections is only 209 accounted for in the ER simulation due to the overwhelming impact of ozone cross section convolution 210 errors over other cross section data. The amplitude of varies with different satellite pixels (e.g., 211
ozone profile shape, geometry, and cloud/surface property), but the spectral peak positions do not change 212 because they arise from the errors due to the convolution process of high-resolution absorption cross-213 sections dominated by ozone. It should be noted that these spectral structures are weakly correlated with 214 the partial derivatives of radiances with respect to other state vectors (ozone, BrO, cloud fraction, surface 215 albedo, radiance/irradiance shift, radiance/ozone cross section shift, Ring, mean fitting residual scaling 216 factor) within ± 0.3 and ± 0.1 in the UV 1 and UV 2, respectively. 217
Furthermore, this linearization process can be formulated with n-order polynomial fitting parameters 218 (∆ i ) to account for the wavelength-dependent change of the slit parameters around a central wavelength 219 λ ̅ , which is expressed as 220
Results and Discussion
223
We characterize the effect of including the PA ( of the state vector to be iteratively and simultaneously retrieved with ozone. The a priori value is set to be 227 zero for all fitting coefficients, while the a priori error is set to be 0.1, empirically. We should note that 228 the empirical "soft calibration" is applied to OMI radiances before the spectral fitting, in order to 229 eliminate the wavelength and cross-track dependent systematic biases, due to the interference of the PA 230 coefficients with systematic measurement errors during the fitting process. assumed as standard and Super Gaussians, respectively, along with variation of cloud fraction, surface 234 albedo, and cloud pressure from the retrievals. These retrieved coefficients physically represent the 235 deviation of ISRFs in radiances from those in solar measurements. We normalize them with the slit 236 parameters derived from OMI solar irradiances for a better interpretation. Cross-track dependent features 237 are shown in slit width. The relative change of the slit width is more distinct in the UV1 band than in the 238 UV2 band, whereas the change of the shape factor is more distinct in the UV2 band. The UV2 slit widths 239 increase typically within 5 % over the given spatial domain. However, the UV1 slit widths increase from 240 10 % at most pixels up to 50 % at off-nadir positions in the high latitudes, which might be caused by stray 241 light differences between radiance and irradiance and intra-orbit instrumental changes. An abnormal 242 change of the UV1 slit parameters due to the scene heterogeneity is detected at the along-track scanpositions of ~300 and 900, respectively, where upper-level clouds are present. The UV2 shape factor 244 changes show a coherent sensitivity to bright surfaces under clear-sky condition over the northern high 245 latitudes. Fitting coefficients for the standard Gaussian show a quite similar spatial variation for the UV1 246 slit width (correlation = ~ 0.98), but an anti-correlation of ~ -0.62 for the UV2 slit width compared to 247 those for Super Gaussian due to the interference between shape factor and slit width. 248
Examples of the PAs (eq. 9) are illustrated in Figure 5 
change is required to adjust the spectral structures due to the differences in the slit functions between 257 radiance and irradiance over the UV2 band. In the case of the wavelength dependent PA coefficient fit, 258 the impact of first-order PAs on OMI radiances is relatively visible in the wavelength range of 300-310 259 nm. This result is physically consistent with the wavelength dependent property shown in the slit 260 parameters derived from OMI irradiances as shown in Figure 6 where slit parameters are characterized in 261 10-pixel increments assuming the super Gaussian slit function. In UV1, the slit widths plotted as FWHM 262 slightly decrease by ~ 0.1 nm at shorter wavelengths than 288 nm, but vary more sharply by up to ~ 0.2 263 nm at longer wavelengths. Compared to slit widths, the wavelength dependences of the shape factors are 264 less noticeable, except at boundaries of the window. In the UV2 window, both slit width and shape factor 265 are highly invariant. show that including PAs to account for ISRF differences reduces mean biases by up to ~ 5 % below 10 330 km and their general altitude dependence, and improves the consistency between using standard and super 331
Gaussians; in addition, the standard deviations are slightly improved in the 10-20 km altitude range for 332 both Gaussians. The improvement at all latitudes corroborates the change of ISRFs between radiance and 333 irradiance along the orbit as conjectured by Sun et al. (2017) . The consistency between using standard and 334 super Gaussians after using PAs is mainly because there is strong anti-correlation between the slit width 335 and shape partial derivatives as shown in Figure 2 , so the adjustment of slit width only in the use of 336 standard Gaussians can achieve almost the same effect as the adjustment of both parameters in the use of 337 super Gaussians. Accounting for the wavelength dependent change of the ISRFs with first-order PAs 338 makes insignificant differences to both fit residuals and ozone retrievals (not shown here). This could be 339 mainly explained by the fact of negligible wavelength dependence of OMI ISRFs especially in UV2 as 340 shown in Figure 5 , where the PA spectrum ( ln • ∆ ) shows almost no variance except at the upper 341 boundary of UV1, as well as in Figure 6 where the UV2 slit parameters derived from irradiances in the 342 sub-fit windows vary within 0.05 nm for FWHM and 0.2 for shape factor.
Summary
344
The knowledge of the Instrument Spectral Response Functions (ISRFs) or slit functions is important 345 for ozone profile retrievals from the Hartley and Huggins bands. ISRFs can be measured in the laboratory 346 prior to launch, but they have been typically derived from solar irradiance measurements assuming 347
Gaussian-like functions in order to account for the effect of the ISRF changes after launch. However, the 348 parameterization of the ISRFs from solar irradiances could be inadequate for achieving a high accuracy of 349 the fitting residuals as ISRFs in radiances could significantly deviate from those in solar radiances (Beirle 350 et al., 2017) and might affect ozone profile retrievals as suggested in Sun et al. (2017) . Therefore, this 351 study implements a linearization scheme to account for the spectral errors caused by the ISRF changes as 352
Pseudo Absorbers (PAs) in an optimal estimation based fitting procedure for retrieving ozone profiles 353 from OMI BUV measurements using the SAO ozone profile algorithm. The ISRFs are assumed to be the 354 generic super Gaussian that can be used as standard Gaussian when fixing the shape factor to 2. This 355 linearization was originally introduced in Beirle et al. (2017) for DOAS analysis, but this study extends 356 this application and more detail how to implement in practice using two different approaches to derive 357 radiance errors from slit function partial derivatives with respect to slit parameters. These two approaches 358 correspond to the two methods of simulating radiances at instrument spectral resolution, one using 359 effective cross sections which were previously used in the SAO ozone profile algorithm and are still used 360 in most of the trace gas retrievals from the UV and visible, and the other calculating radiances at high 361 resolution before convolution, which is the preferred method in the SAO ozone profile algorithm. 362
Consistent PAs are derived with these two approaches, as expected. 363
The fitting coefficients (△ ) to the PAs, representing the difference of slit parameters between 364 radiance and irradiance, are iteratively fitted as part of the state vector along with ozone and other 365 parameters. The UV1 slit parameters show distinct cross-track-dependent differences, especially in high 366 latitudes. In addition, an abnormal △ p caused by scene heterogeneity is observed around bright surfaces 367 and cloudy scenes. The PA spectrum ( deviation, slightly in the altitude range 10-20 km by applying PAs. More importantly, using these PAs 386 make the retrieval consistent between standard and super Gaussians. Such consistency is due to the anti-387 correlation between slit width and shape PAs. This study demonstrates the slit function differences 388 between radiance and irradiance and their usefulness to account for such differences on a pixel-to-pixel 389 basis. In this experiment, the soft spectrum, derived with the standard Gaussian assumption, is applied to 390 remove systematic measurement errors before spectral fitting, indicating that the evaluation of ozone 391 
