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Abstract. In spherical tokamaks, the electron plasma frequency is greater than
the electron cyclotron frequency. Electromagnetic waves in the electron cyclotron
range of frequencies are unsuitable for directly heating such plasmas due to their
reduced accessibility. However, mode-conversion of the extraordinary wave to the
electron Bernstein wave (X-B mode-conversion) at the upper hybrid resonance makes
it possible to efficiently couple externally-launched electromagnetic wave energy into an
overdense plasma core. Traditional mode-conversion models describe an X-mode wave
propagating in a potential containing two cutoffs that bracket a single wave resonance.
Often, however, the mode-conversion region is in the edge, where turbulent fluctuations
and blobs can generate abrupt cutoffs and scattering of the incident X-mode wave.
We present a new framework for studying the X-B mode-conversion which makes the
inclusion of these fluctuations analytically tractable. In the new approach, the high-
field cutoff is modelled as an infinite barrier, which manifests as a boundary condition
applied to a wave equation involving only one cutoff adjacent to the resonance on the
low-field side. The new model reproduces the main features of the previous approach,
yet is more suitable for analyzing experimental observations and extrapolating to higher
dimensions. We then develop an analytical estimate for the effect of small-amplitude,
quasi-monochromatic density fluctuations on the X-B mode-conversion efficiency using
perturbation theory. We find that Bragg backscattering of the launched X-mode wave
reduces the mode-conversion efficiency significantly when the fluctuation wavenumber
is resonant with the wavenumber of the incident X-mode wave. These analytical results
are corroborated by numerically integrating the mode-conversion equations.
1. Introduction
Electron cyclotron (EC) waves are often used as an external means to heat plasmas to
thermonuclear temperatures[1], and to non-inductively drive toroidal current in tokamak
systems[2, 3, 4, 5, 6]. Indeed, EC waves are projected to play a key role in the
achievement of fully non-solenoidal tokamak operation in NSTX-U[7]. In recent years,
spherical tokamaks[8, 9] (STs) have become increasingly prominent, due in large part
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to their compact size and attractive stability properties. However, since STs typically
operate in an overdense regime, it is difficult to use traditional EC waves on STs for
heating and current drive purposes.
Fortunately, the electron Bernstein wave (EBW) provides a method to heat
an overdense plasma in the EC frequency range. The EBW[10, 11] is a thermal
mode which exists in the vicinity of the upper hybrid resonance (UHR) and the
harmonics of the electron cyclotron resonance. It freely propagates within discrete
frequency bands[12, 13], which can be roughly mapped into discrete spatial bands for an
inhomogeneous plasma. Importantly, the EBW which originates at the UHR propagates
unimpeded towards larger magnetic field until it reaches the nearest cyclotron resonance,
where it will damp strongly[14, 15, 16]. This feature makes the EBW ideal for heating
overdense plasmas.
Being a thermal mode of predominantly electrostatic polarization, the EBW does
not propagate in vacuum; the excitation of the EBW via external means is non-trivial.
Grills are not typically used due to the small grid spacing required to excite a wave
whose wavelength is comparable to the electron gyroradius[11]. Instead, experiments
often use finely-tuned mode-conversions to excite the EBW from vacuum-launched
electromagnetic (EM) EC waves. These EM-EBW mode-conversions can be decomposed
into two basic categories: those that use a vacuum-launched ordinary mode (O-mode)
wave to excite the EBW, and those that use a vacuum-launched extraordinary mode
(X-mode) wave to excite the EBW.
The first category of EM-EBW mode-conversions, known as the O-X-B mode-
conversion, relies on the coalescence of the O-mode and X-mode dispersion curves
at oblique angles of propagation with respect to the vacuum magnetic field[17, 18].
An O-mode wave injected at the critical angle will enter the coalescence region and
mode-convert to the slow X-mode. The slow X-mode will then propagate to the UHR
and excite the EBW[19]. The O-X-B mode-conversion has been extensively studied
theoretically[20, 21, 22, 23, 24], and has been demonstrated experimentally on a number
of devices[25, 26, 27, 28]. This mode-conversion is best utilized when the characteristic
length scales of the plasma equilibrium are large[29, 30], in which case the O-X-B mode-
conversion is largely decoupled from the second category of EM-EBW mode-conversions.
This second category of EM-EBW mode-conversions, known as the X-B mode-
conversion, relies on an evanescent mode-coupling between the fast X-mode, which
propagates only in low-density regions, and the slow X-mode, which propagates only
in high-density regions[15, 31]. The slow X-mode will then reach the UHR and excite
the EBW. Like the O-X-B mode-conversion, the X-B mode-conversion has been well-
demonstrated experimentally[32, 33, 34]; unlike the O-X-B mode-conversion, however,
the X-B mode-conversion is difficult to study analytically, and is typically studied
computationally with particle-in-cell methods[35, 36, 37] or full-wave solvers[38, 39].
This trend can probably be attributed in large part to the inherent non-locality of the
X-B mode-conversion, which will be elucidated in the following section. In contrast,
the O-X-B mode-conversion is often very localized in physical space, which makes for
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straightforward analytics via Taylor expansions.
In this work, we present a new analytical and computational paradigm, which we
title the ‘Infinite Barrier’ model, to understand the X-B mode-conversion problem: in
its simplest state, the X-B mode-conversion is nothing more than a particular solution
to the Budden problem, which describes the electromagnetic wave propagation through
an isolated cutoff-resonance pair[40, 41]. Given a model equation describing the Budden
problem in a chosen equilibrium configuration, a solution to the X-B problem is then
obtained by imposing a homogeneous (Dirichlet-type) boundary condition of the form
y(L) = 0 to the Budden model equation, where L parameterizes the location of the
high-field side (HFS) X-mode cutoff. Within this framework the X-B problem should
be easy to study numerically, as it becomes a straightforward exercise in the integration
of boundary-valued partial-differential equations on a finite domain. An important
difference between the new approach and previous models[42] is that the exponentially-
growing X-mode field solution is not required to be completely absent within the mode-
conversion region; this oft-employed criterion can be the source of large numerical error
if the growing solution is erroneously excited via inexact arithmetic. By changing the
boundary condition, the new model avoids this issue entirely.
For STs in particular, the X-B mode-conversion typically occurs in the edge
plasma region, where fluctuations in local plasma parameters can deteriorate the mode-
conversion efficiency[43, 44]. In other contexts, density fluctuations are known to modify
the wavenumber spectrum, and to produce spurious reflections of an incident wave
field[45, 46]. Using the new Infinite Barrier model, we analytically investigate the effect
of small-amplitude density fluctuations on the X-B mode-conversion efficiency. We find
that resonant reflection of the launched X-mode wave can significantly inhibit the mode-
conversion to the EBW at the UHR. This effect may explain some of the discrepancies
between experimental observations and the existing theory for the X-B mode-conversion
efficiency[32].
This paper is organized as follows: Section 2 applies the new X-B mode-conversion
model to a one-dimensional (1-D) inhomogeneous plasma and compares the result with
an existing model. Section 3 presents the main result of this work, the impact of small-
amplitude density fluctuations on the X-B conversion efficiency. Finally, we conclude
with a summary, and some comments on possible extensions of this work. Although
our envisioned application for this approach is computational, the analysis presented
in this paper is largely analytical as a proof of principle. Additionally, the analysis is
restricted to 1-D to make an analytical description possible; for numerical applications,
the Infinite Barrier model is immediately generalizable to higher dimensions.
2. The X-B mode-conversion in 1-D
Before elaborating on the new model paradigm, let us first review some basic aspects
of the X-B mode-conversion physics in 1-D. Consider an X-mode wave propagating in a
plane-stratified inhomogeneous, stationary plasma, with RF-induced fluctuations having
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Figure 1. Two choices of model potential function Q(x) for the X-B mode-conversion
in 1-D. (a) ‘Double-cutoff’ model, which generates the cutoff-resonance-cutoff triplet
with two Budden potentials. (b) ‘Infinite Barrier’ model, which generates the cutoff-
resonance-cutoff triplet with a Budden potential and an infinite barrier.
a time-dependence of the form e−iωt. When the direction of inhomogeneity aligns with
the direction of propagation, the y-component of the X-mode wave electric field satisfies
the following differential equation[15, 47]:
E ′′y (x) +Q(x)Ey(x) = 0 (1)
where generically:
Q(x) =
S2(x)−D2(x)
S(x)
(2)
with S(x) and D(x) being the Stix functions, given in the high-frequency limit as[48]:
S(x) = 1− ω
2
pe(x)
ω2 − ω2ce(x)
(3a)
D(x) = −ωce(x)
ω
ω2pe(x)
ω2 − ω2ce(x)
(3b)
Here, ω, ωce, ωpe are the X-mode wave frequency, the electron cyclotron frequency, and
the electron plasma frequency, respectively. The coordinate system is chosen such that
xˆ is aligned with the direction of inhomogeneity, zˆ is aligned with the external magnetic
field, and yˆ is mutually orthogonal to both xˆ and zˆ in a right-handed sense. In writing
equation 1, all coordinates have been non-dimensionalized via the factor ω
c
, where c is
the speed of light.
When propagating into increasing density and magnetic fields, the X-mode
dispersion relation typically exhibits a cutoff-resonance-cutoff triplet structure,
composed of the low-field right-hand cutoff (RHC), the intermediate-field UHR, and the
high-field left-hand cutoff (LHC), as seen in figure 1. The spatial regions that lie between
the RHC and the UHR, and beyond the LHC are regions of wave evanescence. The
establishment of such a cutoff-resonance-cutoff triplet defines the X-B mode-conversion
scheme[15, 42].
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Figure 2. The maximum X-B mode-conversion efficiency as a function of the Budden
tunnelling parameter η, which is the width of the evanescent region normalized to the
launched wavenumber of the incident X-mode wave. This maximum is attained when
cos2 (φ) = 1, and there is constructive interference within the cutoff-resonance-cutoff
triplet.
To obtain the steady-state response, we will ultimately model the X-B mode-
conversion as a boundary-value problem. However, it is conceptually easier to
understand the physics by appealing to a time-dependent description. In this picture,
an X-mode wave incident from the low-field side (LFS) will impinge upon the RHC and
the corresponding region of evanescence. A fraction of the wave energy will successfully
tunnel beyond this region of evanescence into the propagating region bounded by the
UHR and the LHC. Some of the tunnelled wave energy will be mode-converted to the
EBW at the UHR, while the remaining tunnelled wave energy will propagate towards
the LHC, reflect therein, and return to the UHR. In the steady-state, an interference
pattern in the mode-conversion efficiency is thus established, akin to a standing wave
in an optical cavity[42, 49]. Notably, it becomes possible to obtain complete mode-
conversion within the cutoff-resonance-cutoff triplet. This result is not obtainable unless
the presence of the LHC is accounted for in the analysis.
As a general result, the X-B mode-conversion efficiency is given by the equation[42]:
CXB = 4e
−piη (1− e−piη) cos2 (φ) (4)
where η is sometimes known as the Budden tunnelling parameter. This is because the
Budden problem, that is, the transmission of an X-mode wave through an isolated cutoff-
resonance pair, only depends on the single parameter η[40]. Physically, η represents the
distance the X-mode must tunnel through between the RHC and the UHR, normalized
by the launched wavelength. The specific form for the interference phase φ is highly
model-dependent, and will be the focus of the remainder of section 2. The envelope
term to equation 4, Cmax
.
= 4e−piη (1− e−piη), is shown in figure 2. One can see that
perfect mode-conversion is possible when η = log 2
pi
≈ 0.22 and φ is a multiple of pi.
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2.1. Double-cutoff model
The Double-cutoff (DC) model is an exactly-solvable model for the interference phase
φ, presented originally in [42]. This model uses the potential function:
QDC(x) =
{
γR − βx x > 0
−κL − βx x ≤ 0
(5)
where β, γR, and κL are all positive constants. If κL were negative, then this potential
would correspond to the Budden potential, which contains just a resonance-cutoff pair.
In writing equation 5, we choose our coordinate origin such that the UHR is located
at x = 0. The normalized distance between the UHR and the RHC can be expressed
as:
√
γRd = ηR (6)
while the normalized distance between the UHR and the LHC can be expressed as:
√
κLL = ηL (7)
where ηR
.
= β√
γR
and ηL
.
= β√
κL
. Matching the solution across the pole x = 0 is performed
subject to the continuity conditions:
Ey(0
+) = Ey(0
−) (8a)
E ′y(0
+) = E ′y(0
−)− ipiβy(0) (8b)
Implicit in the above matching conditions is the choice of branch cut, such that
log(0+) = log(0−)− ipi. Physically, this choice of branch cut ensures causality - it is the
analytic continuation of a damped solution when collisional dissipation is included into
the X-mode dispersion relation.
Let us denote the solution in the regions x > 0, x ≤ 0 by yR(x), yL(x) respectively.
With proper variable transformations, it can be shown that the Budden differential
equation reduces to Whittaker’s confluent differential equation; both yR(x) and yL(x)
are therefore expressible as linear combinations of the Whittaker functions [40, 50].
Specifically, let us expand these solutions as:
yR(x) = A ·W−i ηR
2
, 1
2
(
2
√
γRxe
−ipi
2
)
+B ·Wi ηR
2
, 1
2
(
2
√
γRxe
−i 3pi
2
)
(9a)
yL(x) = C ·W− ηL
2
, 1
2
(2
√
κLx) +D ·W ηL
2
, 1
2
(
2
√
κLxe
−ipi) (9b)
Here, we have been explicit in the choice of Riemann sheet upon which the Whittaker
functions should be evaluated. In the following, we shall suppress the second parameter
of the Whittaker function; it should be understood that Wk(x)
.
= Wk, 1
2
(x).
There are four undetermined coefficients in equations 9a and 9b; however, only
three ratios need to be specified via boundary conditions: A
B
, C
B
, and D
B
. With these
three ratios specified, the coefficient B provides an unimportant overall scaling to the
wave fields.
The first boundary condition to be applied to the DC model is that the solution
be subdominant on the real line for x → −∞. This ‘radiation’ boundary condition
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Figure 3. Contour plot showing the variation of the oscillatory factor cos2 (φDC) for
the Double-cutoff model of the X-B mode-conversion efficiency as the distance between
the right-hand cutoff and the upper hybrid resonance (d), and the distance between
the upper hybrid resonance and the left-hand cutoff (L) are varied. When L and d are
specified, the Double-cutoff model is completely determined.
requires that C = 0. The other two boundary conditions for the DC model are obtained
by imposing the matching conditions given in equations 8a and 8b, using the limits of
the Whittaker functions as x → 0 provided in Appendix A. As shown in Appendix B,
the reflection coefficient for the DC model is obtained as:
R = 1− 4e−piη (1− e−piη) cos2 (φDC) (10)
with the phase φDC given as:
φDC = tan
−1
 log
(
ηR
ηL
)
+ Ψ
(
1− ηL
2
)− Re [Ψ (1− iηR
2
)]
Im
[
Ψ
(
1− iηR
2
)]− pi
2
 (11)
The presence of the HFS cutoff means that there can be no X-mode wave energy
transmitted beyond the cutoff-resonance-cutoff triplet. By conservation of energy, this
implies that the mode-conversion coefficient of the X-mode to the EBW at the UHR
can be determined through the relation:
CXB = 1−R = 4e−piη
(
1− e−piη) cos2 (φDC) (12)
Hence, we confirm that the overall mode-conversion efficiency is indeed given by equation
4 for the DC model. This technique of identifying a mode-conversion coefficient with an
amplitude sink of a reduced full-wave differential equation is sometimes known as the
‘resonant absorption’ model of mode-conversion[51, 52].
Figure 3 shows the variation of the oscillatory factor cos2 (φDC) for the DC model
as the locations of the high-density and low-density cutoffs are varied with respect to
the UHR. For convenience, the distance between the UHR and the RHC is normalized
by the launched wavenumber as
√
γRd, while the distance between the UHR and the
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LHC is normalized by the asymptotic decay coefficient of the HFS wave as
√
κLL. From
the figure, one sees that the interference phase of the DC model is much more sensitive
to variations in
√
κLL than in
√
γRd: the phase exhibits a quasi-periodicity with respect
to variations in
√
κLL due to the wave interference within the cutoff-resonance-cutoff
triplet cavity, while the phase is nearly independent of variation in
√
γRd for
√
γRd & 1.
Importantly, the DC model successfully recovers the result CXB = 0 for the confluent
case L = 0, when Q(x) reduces to the Airy potential and the resonance disappears.
Note that the functional form of the envelope Cmax, shown in figure 2, ensures that
CXB = 0 for the other confluent case d = 0, irrespective of the phase function.
The strong dependence of φDC on L has important consequences for X-B
experiments on STs. For typical ST operating parameters, the RHC, the UHR, and the
LHC are each located within the plasma edge region. The plasma edge region is often
marred with large-scale density fluctuations born from turbulence and blobs. Dedicated
EBW emission experiments on CDX-U and NSTX observed that the X-B coupling was
complicated significantly by density fluctuations on the order of 80% relative magnitude
within the mode-conversion region[43, 44]. Such density fluctuations can produce very
abrupt cutoffs in the X-mode dispersion relation. This is problematic for the DC model,
as one would need to measure the density profile with incredible resolution to compute
L as accurately as the high sensitivity of φDC would require. An alternative approach
is to build the abrupt behavior of the LHC directly into the model, which would relax
the demands on the measurement resolution. This approach defines the Infinite Barrier
model, which is discussed in the following section.
2.2. Infinite Barrier model in 1-D
The DC model constructs the cutoff-resonance-cutoff triplet potential by analytically
continuing the Budden problem to the situation when the asymptotic wavenumber of
the HFS wave is imaginary. A simpler, more intuitive approach is offered by the Infinite
Barrier (IB) model. It is well-established that the addition of infinite barriers, that
is, regions in physical space where the field solution to a wave equation is identically
zero, generates solution behavior that mimics classical particles reflecting off a solid
interface[49]. In a textbook example from quantum mechanics, infinite barriers are used
to confine particles to a box[53]. Using this logic, the IB model produces the cutoff-
resonance-cutoff triplet by appending an infinite barrier to the Budden potential at the
location of the HFS cutoff (see figure 1). The infinite barrier produces the HFS cutoff,
the Budden potential produces the remaining resonance-LFS cutoff pair.
In practice, the IB model simply requires solving for the particular solution to
the Budden problem with the conducting boundary condition Ey(−L) = 0, for some
separation distance L between the LHC and the UHR. This formulates the calculation
of the X-B mode-conversion efficiency as a boundary-value problem on a finite domain.
The finite domain is spanned by the launcher location at the LFS, and the HFS
cutoff. This formulation is particularly amenable to computational implementation,
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since realistically, all computers solve differential equations on a finite domain. In
contrast, by using a radiation boundary condition, the DC model is defined on an
infinite domain. There are well-documented errors associated with domain-truncation
when attempting to implement a radiation boundary condition on a computer[54]. An
example is the reflection of the wave field solution off the domain edge, which will
introduce erroneous interference patterns into the X-B mode-conversion efficiency. These
domain-truncation errors are avoided with the IB model.
The IB model uses the following choice of potential function in equation 1:
QIB(x) =

γR − βx x > 0
γL − βx −L ≤ x ≤ 0
−∞ x < −L
(13)
where γR, γL, β, and L are all positive constants. As with the DC model, we orient
our coordinate origin such that the UHR is located at x = 0. Like the DC model, the
normalized distance between the UHR and the RHC is given as:
√
γRd = η (14)
where η
.
= β√
γR
. Unlike the DC model, the normalized distance between the UHR and
the LHC,
√
γLL, is specified through the location of the infinite barrier, L.
As with the DC model, the solution within the region x ∈ [−L,∞) are linear
combinations of Whittaker functions. Letting yR(x) be the field solution on the domain
x ∈ (0,∞) and yL(x) be the field solution of the domain x ∈ [−L, 0], the general solution
can be expressed as:
yR(x) = A ·W−i η
2
(
2
√
γRxe
−ipi
2
)
+B ·Wi η
2
(
2
√
γRxe
−i 3pi
2
)
(15a)
yL(x) = C ·W−i ηr
2
(
2
√
γR
r
xe−i
pi
2
)
+D ·Wi ηr
2
(
2
√
γR
r
xe−i
3pi
2
)
(15b)
Here, we have defined the asymmetry ratio r
.
=
√
γR
γL
.
The analysis of the IB model is similar to that of the DC model; an important
difference is the replacement of the radiation boundary condition, C = 0, with the IB
boundary condition, yL(−L) = 0, to ensure regularity of the solution on the domain
x < −L. As shown in Appendix B, the IB model recovers the general form for the
conversion efficiency provided by equation 4, with the interference phase given as:
φIB = tan
−1
 sin (2θL + 2θW )
[
pi + pi coth
(
pi ηr
2
)−ΥI − 2ηr]+ ΥR [cos (2θL + 2θW ) + 1]
cos (2θL + 2θW )
[
pi + pi coth
(
pi ηr
2
)−ΥI − 2ηr]−ΥR sin (2θL + 2θW )−ΥI

−θL − θW (16)
Figure 4 is analogous to figure 3; it shows the variation of the oscillatory factor
cos2 (φIB) for the IB model as the locations of the high-density and low-density cutoffs
are varied. As with the DC model, the distance between the UHR and the RHC is
normalized by the launched wavenumber as
√
γRd; unlike the DC model, however, the
distance between the UHR and the LHC is normalized by the asymptotic wavenumber
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(a) (b)
(c) (d)
Figure 4. Contour plots showing the variation of the oscillatory factor cos2 (φIB)
for the Infinite Barrier model of the X-B mode-conversion efficiency as the distance
between the right-hand cutoff and the upper hybrid resonance (d), and the distance
between the upper hybrid resonance and the left-hand cutoff (L) are varied. When
L and d are specified, the Infinite Barrier model remains underdetermined via the
additional asymmetry parameter r. In all plots, r is constrained to take selected
constant values.
of the HFS wave as
√
γLL, rather than the asymptotic decay coefficient. Also unlike
the DC model, the IB model is not completely determined by fixing
√
γRd and
√
γLL,
as the asymmetry parameter r remains unspecified. This figure features one possible
convention of fixing r, namely that r is a constant with respect to the parameter scan;
an alternate convention of fixing r is discussed in the following section.
From figure 4, it is clear that the IB phase model also exhibits a quasi-periodicity
with respect to variation in
√
γLL due to wave interference effects. However, when
r is constrained to be a constant of the parameter scan, the phase function can vary
significantly with respect to
√
γRd. The extent of this variation is highly dependent
on the fixed value of r: for small r  1, the variation is minimal, while for r & 1
X-B conversion in density fluctuations 12
(a) (b)
Figure 5. Contour plots of the oscillatory factor cos2 (φIB) of the Infinite Barrier
model under the constraint r = αrDC, where rDC
.
=
√
γLL√
γRd
. (a) When α = 1, r is
constrained in an analogous manner to the DC model. (b) When α = 0.4, the phase
profiles of the two models become similar.
the variation develops a hyperbolic character. Indeed, the density and curvature of the
constructive interference ‘bands’ in
√
γLL -
√
γRd space both increase as r increases.
Again, one observes that the IB model recovers the result CXB = 0 for L = 0, while the
result CXB = 0 for d = 0 is guaranteed by the functional form of the envelope Cmax.
Finally, as a concluding remark, it is constructive to consider r as the additional
free parameter in the IB model, as done here, rather than L or d. This is because
when fitting the IB model to experiment, L and d would be fixed by the experimentally-
observed separation distances between the RHC, UHR, and LHC; r would then serve
as the sole fitting parameter. This will be discussed further in the following section.
2.3. Model comparison
At first glance, there is not much in common between the phase functions of the
DC model and the IB model. Both models exhibit interference effects with respect
to variation in L, and both models successfully recover the correct behavior for the
confluent cases L = 0 and d = 0; however, the different characteristic frequencies of
the quasi-periodic behavior of the two models implies that their difference can take any
value on the interval [0, 1]. This potentially large difference between the IB model and
the DC model is fine if, for example, an experimentally-obtained X-B mode-conversion
efficiency disagrees with that predicted by the DC model; in this case, it is a very good
thing that an experimentalist have an alternative model to use. On the other hand, it is
somewhat discomforting from a philosophical viewpoint that the two model descriptions
of the same physical phenomenon can disagree so dramatically.
Fortunately, the two models can be brought into closer agreement by manipulating
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(a) (b)
Figure 6. Variation in the X-B mode-conversion efficiency for the Infinite Barrier and
the Double-cutoff X-B phase models at (a) fixed d and varying L, and at (b) fixed
L and varying d. In these plots, the free parameter r of the IB model is constrained
either to take a selected constant value, or to vary analogously with the DC model
constraint. We use the notation L˜ to denote generically that L is normalized according
to the prescriptions used in figures 3 and 4, that is, L˜ =
√
κLL for the DC model, and
L˜ =
√
γLL for the IB model.
the convention of fixing r in the IB model. An effective ‘r’ for the DC model is defined
by the fraction ηL
ηR
=
√
κLL√
γRd
. When the free parameters of the IB model are constrained
analogously by the relation:
rDC
.
=
√
γLL√
γRd
(17)
the phase profiles of the two models become similar. Here, we have mapped κL of the
DC model to γL of the IB model as the analogous parameter. The two phase profiles
can be made nearly identical within some desired parameter range by manipulating this
constraint on the IB model as r = αrDC for some α ∈ R+. This possibility is explored
in figure 5, which features the same plots as in figure 4 except with r constrained to be
a fixed function of the parameter scan, namely r = αrDC. By comparing the two plots
in figure 5 with figure 3, one sees that indeed the two models share the same qualitative
behavior with this new constraint convention.
Figure 6 further compares the IB model and the DC model at select parameters,
and for both conventions of fixing the additional parameter r of the IB model. For
convenience, we denote the normalized distance between the LHC and the UHR
generically as L˜; it is understood that the normalization is performed in accordance
with the conventions established in figures 3 and 4, namely L˜ =
√
κLL for the DC
model, and L˜ =
√
γLL for the IB model. The first plot of this figure compares the
IB model with the DC model when only L˜ is allowed to vary. This plot elucidates the
statement made in the previous paragraph: selecting α = 0.43 in the constraint r = αrDC
brings the IB model and the DC model into close agreement for the parameter range√
γRd = 0.22, L˜ ∈ [4, 6]. However, with α = 0.43, the two models do not agree on the
interval L˜ ∈ (0, 2], for example. To bring the two models into agreement within this
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parameter regime would require a different choice of α.
On the other hand, it may be advantageous to fully utilize the additional free
parameter of the IB model. Naturally, this additional degree of freedom allows the IB
model to exhibit behavior that is impossible within the DC model. For example, as
shown in the second plot of figure 6, the IB model permits multi-peaked behavior of
the mode-conversion efficiency with respect to variations in
√
γRd at fixed
√
γLL when
r is a constant. When r is constrained analogously to the DC model, the IB model and
the DC model agree to remarkable accuracy. Thus, the IB model can exhibit features
beyond the capacity of the DC model while reproducing the DC model behavior when
appropriately constrained.
An important role for any theoretical model is to provide experimental predictions
based on input plasma parameters. For our case here, the necessary experimental
parameters are: (1) the launched wave frequency ω, (2) the experimentally-observed
distance between the RHC and the UHR dexp, and (3) the experimentally-observed
distance between the UHR and the LHC Lexp. Recall that ω is needed because both
models use normalized coordinates. The DC model is completely specified by these 3
experimental parameters, by setting (1) γR = 1 for vacuum-launch, (2) β = γR · dexp ωc ,
and (3) γL =
β
Lexp
· c
ω
. The model parameters ηR and ηL are computed from these
three quantities by their definitions. In contrast, the IB model is not fully specified by
these 3 experimental parameters. Indeed, one sets (1) γR = 1 for vacuum-launch, (2)
β = γR · dexp ωc , and (3) L = Lexp ωc . However, γL remains a free parameter that can be
used to fit the IB model potential more accurately to the experimentally-observed index
of refraction profile than the DC model potential.
Alternatively, the remaining free parameter γL can be set by providing an additional
experimental measurement, such as an experimentally measured X-mode reflection
coefficient. Suppose an X-B experiment is performed with parameters ω, dexp, and
Lexp, and a reflection coefficient of Rexp is measured. Then, γL is computed as
CIB
(
β = dexp
ω
c
, γR = 1, γL, L = Lexp
ω
c
)
= 1 − Rexp using a simple 1-D root-finding
method, where CIB is computed using equations 4 and B.8. With the IB model fully
specified, an experimentalist can then determine how the plasma equilibrium should be
tuned to improve the X-B mode-conversion efficiency.
Often, however, the locations of the cutoffs and resonances are not known precisely,
due to the presence of blobs and so forth. In this case, it can be beneficial that the
IB model, by construction, does not resolve the field behavior near the high-density
cutoff. One can choose an approximate value for Lexp, and then use the additional free
parameter γL to slightly correct any loss in accuracy via the additional fitting step. As
will be shown in the following section, this type of procedure can be useful for assessing
fluctuating plasmas, in which Lexp need only be an estimated mean value.
For these reasons, the IB model is the advantageous choice of the pair when fitting
to experimental data. The paradigm that the X-B problem can be formulated as a
boundary-value problem on a finite domain is also readily generalizable to higher-
dimensional computational studies. A computer code based on the IB model should
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be able to quickly diagnose an X-B experiment, and inform the experimenters on any
necessary adjustments to improve the mode-conversion efficiency. Such a tool will
be particularly useful in experiments where the 1-D analytical expressions for the X-
B mode-conversion efficiency are not suitable, such as with the strongly-shaped and
strongly-sheared equilibrium of an ST.
As a final remark, in the previous discussion we consider using the plasma
equilibrium parameters to predict the X-B mode-conversion efficiency. In principle, one
can also use a subset of the plasma equilibrium parameters, along with a measured
reflection coefficient, to infer the remaining plasma equilibrium parameters. For
example, provided ω, dexp, and Rexp, one can compute Lexp using a selected model
of the X-B mode-conversion efficiency. In this form, an X-B experiment becomes akin
to a reflectometry experiment, although the high sensitivity of the X-B mode-conversion
efficiency to model details means that such an application should be used with caution.
3. Effect of small-amplitude density fluctuations
The X-B mode-conversion models presented in the previous section assume a very
specific form for the density and magnetic field profiles to simplify the analysis. In a
more realistic model, the density and magnetic fields will be contaminated with micro-
turbulent fluctuations. These fluctuations are typically very slow (kHz - MHz range)
compared to EC wave timescales (GHz range), so they affect the X-mode propagation
primarily as a time-independent modification to the background plasma. Moreover, in
most tokamak experiments, the magnetic field fluctuations are negligibly small, with
amplitudes on the order of δB
B
∼ 10−5. Density fluctuation amplitudes, in contrast, are
on the order of δn
n
∼ 0.1, sometimes approaching or exceeding unity when blobs are
present[55]. We therefore consider only small-amplitude, stationary density fluctuations
in the forthcoming analysis.
When the density fluctuations are small, their effects on the X-B mode-conversion
efficiency can be obtained analytically in 1-D using a perturbative approach and a
Green’s function[56]. Such analysis is possible because both the DC and the IB
models formulate the X-B mode-conversion as the boundary-value solution to a specific
differential equation; the solution to either model is therefore readily incorporated into a
Green’s function that can be used to study more complicated equilibria. Being defined
on a finite domain, the IB model is considerably simpler to analyze computationally
than the DC model. Since a range of validity can be placed on the perturbative results
only after a comparison with numerical simulations, only the IB model will be used in
this section.
Let the density profile be given as n(x) = n0(x) + δn(x), where δn(x) is the
perturbation to the equilibrium state defined by n0(x). By assumption, these density
perturbations are small, such that there exists a small parameter  defined as:
 = max
x∈R
δn(x)
n0(x)
 1 (18)
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To this end, let n˜(x) be an O(1) function such that:
n(x) = n0(x) (1 + n˜(x)) (19)
Since S(x)− 1 and D(x) are both homogeneous functions of degree 1 in n(x), S(x) and
D(x) can be expressed in terms of  as:
S(x) = S0(x) + (S0(x)− 1)n˜(x) (20a)
D(x) = D0(x) + D0(x)n˜(x) (20b)
where S0(x) and D0(x) are the limiting forms of S(x) and D(x) when there are no
density perturbations. Note that the above expressions for S(x) and D(x) are exact ;
there are no approximations performed yet.
The  = 0 limit is chosen to coincide with the Budden equation. To facilitate this,
we first define:
γ(x)
.
= γR
[
1
r2
+ Θ(x) ·
(
1− 1
r2
)]
=

γR · r−2 x < 0
1
2
γR · (1 + r−2) x = 0
γR x > 0
(21)
with γR and r both real and positive, and Θ(x) is the Heaviside step function. Then,
the Budden potential is obtained in the  = 0 limit of equation 2 when S0(x) and D0(x)
have the following forms:
S0(x) =
γ2(x)
4β
x (22a)
D0(x) =
γ2(x)
4β
(
x− 2β
γ(x)
)
(22b)
With the functions S(x) and D(x) now fully specified, the X-mode wave equation in
the presence of density fluctuations is given as:
E ′′y (x) = −Q˜(x)Ey(x) (23a)
Q˜(x) =
γ(x)x− β + 2n˜(x) ( [γ(x)− 1]x− β)
x+ n˜(x)
(
x− 4β
γ2(x)
) (23b)
Again, this equation is exact.
Figure 7 shows the modified IB model potential function in the presence of small-
amplitude and large-amplitude density fluctuations. The modified IB model potential
function corresponds to Q˜(x) on the domain x ∈ [−L,∞), and −∞ for x < −L. As
seen from the figure, the amplitude of the density perturbations can have profound
consequences on the topology of the modified potential function. When the fluctuations
are ‘small’, the modification to the potential function is also small, and, for the most
part, can be treated with perturbation techniques.
In contrast, when the fluctuation amplitudes are ‘large’, the potential function is
modified substantially. The fluctuations can create additional cutoffs and resonances,
which we term side-resonances (SRs). These significantly modify the cutoff-resonance-
cutoff triplet structure of the IB model, and correspondingly, modify the X-B mode-
conversion physics. Although we mention this large-amplitude regime here for
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Figure 7. The Infinite Barrier model potential function in the presence of sinusoidal
density fluctuations. (a) Small-amplitude density fluctuations provide a small, periodic
modification to the potential function. Here,  = 0.1. (b) Large-amplitude density
fluctuations can yield substantial alterations to the potential function topology,
introducing additional side-resonances (SRs) and cutoffs. Here,  = 0.5.
completeness, this regime is difficult to study analytically and numerically, and will be
the focus of future work. Among other reasons, the presence of multiple resonances
means that the X-mode amplitude sink is no longer uniquely specified - it is no
longer obvious how the mode-converted X-mode amplitude is partitioned among the
different EBW branches. The ‘resonant absorption’ technique for computing the mode-
conversion efficiency is no longer valid, and only a fully-kinetic treatment can resolve
this conundrum.
Let us now confine ourselves to the ‘small-amplitude’ regime and adopt a
perturbative approach. Let us assume the solution to equation 23a can be expressed as
a power series in  as:
Ey(x) ≈ y0(x) + y1(x) +O(2) (24)
For ease of notation, we have introduced the functions yj to denote the O(
j) term in the
expansion of Ey(x). Then, y0(x) satisfies the Budden equation with the IB boundary
condition, whose solutions have been discussed at length in the previous section.
Let us consider the O() equation which governs y1(x):
y′′1 +
(
γ(x)− β
x
)
y1 = f(x) (25a)
f(x) =
[
4β2
γ2(x)
+ xβ
(
1− 4
γ(x)
)
+ x2
(
2− γ(x)
)] n˜(x)
x2
y0(x) (25b)
In writing equations 25a and 25b, we have used the fact the y0(x) is a solution to the
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IB model differential equation:
y0(x) = B
 A˜W−i η2
(
2
√
γRxe
−ipi
2
)
+Wi η
2
(
2
√
γRxe
−i 3pi
2
)
x > 0
C˜W−i ηr
2
(
2
√
γR
r
xe−i
pi
2
)
+ D˜Wi ηr
2
(
2
√
γR
r
xe−i
3pi
2
)
x ≤ 0
(26)
where A˜, C˜, and D˜ are the solutions to equation B.6. Clearly, y1(x) can be expressed in
terms of the Green’s function to the Budden equation, which is derived in the following
subsection.
3.1. The Green’s function to the Budden equation
Let G(x, ξ) be the Green’s function for the Budden equation. Then, G(x, ξ) satisfies:
G′′(x, ξ) +
(
γ(x)− PV
[
β
x
])
G(x, ξ) = δ(x− ξ)− ipiβδ(x)G(x, ξ) (27)
where prime denotes ∂
∂x
, PV denotes the principal value, δ(x) denotes the Dirac delta
function, and we have used the Sokhotskii-Plemelj representation for 1
x
assuming a
vanishingly small negative imaginary component to the pole[57, 58]:
lim
→0+
1
x+ i
= PV
[
1
x
]
− ipiδ(x) (28)
The Sokhotskii-Plemelj representation is equivalent to the choice of branch cut used
in the previous section; however, using this representation makes it straightforward
to derive the generalized continuity conditions for a Green’s function to a singular
differential equation. The continuity conditions for the Green’s function solution to
equation 27 are:
G(0+, ξ) = G(0−, ξ) (29a)
G(ξ+, ξ) = G(ξ−, ξ) (29b)
G′(0+, ξ) = G′(0−, ξ)− ipiβG(0, ξ)
G′(ξ+, ξ) = G′(ξ−, ξ) + 1
}
: ξ 6= 0 (29c)
G′(0+, 0) = G′(0−, 0) + 1− ipiβG(0, 0)} : ξ = 0 (29d)
These continuity conditions must be supplemented with model-specific boundary
conditions. For the IB model, the relevant boundary condition is:
G(−L, ξ) = 0 (30)
which places an infinite barrier at x = −L.
Let us first consider the case ξ 6= 0. Then, since G(x, ξ) is a solution to the Budden
equation for every x 6= ξ, G(x, ξ) can be expressed in terms of Whittaker functions as:
G(x, ξ > 0) =

A+W−i η
2
(
2
√
γRxe
−ipi
2
)
+B+Wi η
2
(
2
√
γRxe
−i 3pi
2
)
x > ξ
C+W−i η
2
(
2
√
γRxe
−ipi
2
)
+D+Wi η
2
(
2
√
γRxe
−i 3pi
2
)
0 < x < ξ
F+W−i ηr
2
(
2
√
γR
r
xe−i
pi
2
)
+H+Wi ηr
2
(
2
√
γR
r
xe−i
3pi
2
)
x < 0
(31a)
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G(x, ξ < 0) =

A−W−i η
2
(
2
√
γRxe
−ipi
2
)
+B−Wi η
2
(
2
√
γRxe
−i 3pi
2
)
x > 0
C−W−i ηr
2
(
2
√
γR
r
xe−i
pi
2
)
+D−Wi ηr
2
(
2
√
γR
r
xe−i
3pi
2
)
ξ < x < 0
F−W−i ηr
2
(
2
√
γR
r
xe−i
pi
2
)
+H−Wi ηr
2
(
2
√
γR
r
xe−i
3pi
2
)
x < ξ
(31b)
As in the previous section, the continuity and boundary requirements of G(x, ξ) can be
written as linear systems for the coefficients. For ξ > 0, the linear system of interest is:
A˜+ = b+M
−1
(+) (32)
while for ξ < 0, the linear system of interest is:
A˜− = b−M−1(−) (33)
where we have defined the vector of coefficients:
A˜+
.
=
(
A˜+, C˜+, D˜+, F˜+, H˜+
)
(34a)
A˜−
.
=
(
A˜−, C˜−, D˜−, F˜−, H˜−
)
(34b)
As before, the tilde denotes normalization with respect to the incident X-mode wave
amplitude: X˜+
.
= X+
B+
, and X˜−
.
= X−
B−
for X ∈ {A,C,D, F,H}. The matrices M(±) and
the vectors b± are shown in Appendix C.
Next, let us consider the case ξ = 0. Now, G(x, 0) can be expressed as:
G(x, 0) =
 A0W−i η2
(
2
√
γRxe
−ipi
2
)
+B0Wi η
2
(
2
√
γRxe
−i 3pi
2
)
x > 0
C0W−i ηr
2
(
2
√
γR
r
xe−i
pi
2
)
+D0Wi ηr
2
(
2
√
γR
r
xe−i
3pi
2
)
x < 0
(35)
The continuity and boundary conditions then lead to the linear system:
A˜0 = b0M
−1
(0) (36)
where the matrix M(0) and the vector b0 are presented in Appendix C, while the vector
of coefficients is defined as:
A˜0
.
=
(
A˜0, C˜0, D˜0
)
(37)
Again, X˜0
.
= X0
B0
for X ∈ {A,C,D}.
3.2. The modified X-B reflection coefficient
For algebraic convenience, let us specialize to consider only the effect of quasi-
monochromatic density fluctuations on the X-B mode-conversion efficiency. Such density
fluctuations are described by the family of functions given as:
n˜(x; kn, Ln) =
√
2e
Ln
x sin(knx)e
− x2
L2n (38)
where kn and Ln denote the characteristic wavelength and the characteristic decay length
of the density fluctuations. Physically, choosing the density perturbation to vanish at
the origin means that there is no shift to the location of the UHR. This procedure can
always be performed without loss of generality by properly partitioning the ‘equilibrium’
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and ‘fluctuation’ density profiles. In other words, all density perturbations are defined
with respect to the density at the UHR. The Gaussian envelope is included in equation
38 to assess only the impact of the density fluctuations in the immediate vicinity of
the mode-conversion region. The factor of x multiplying the sinusoidally-modulated
Gaussian is introduced to ensure that the driving term f(x) in equation 25b is analytic
everywhere. This is a stronger constraint on n˜(x) than simply requiring n˜(x) be analytic.
Finally, the overall constant factor
√
2e
Ln
is the normalization to ensure that the envelope
has a maximum value of 1.
The general case for arbitrary analytic n˜(ξ) that vanishes at the origin is discussed
in Appendix D. Here, we shall simply make use of the results therein discussed, noting
that integrals of the form
∫∞
x
dξ are subdominant to those of the form
∫∞
0
dξ due to the
exponential decay of the integrand. Hence, asymptotically as x→∞, y1(x) is given by
the expression:
y1(x) ∼ y1,iny−(x) + y1,outy+(x) (39)
y1,in = −F−−L(0) (40a)
y1,out =
2piie−pi
η
2
Γ
(−iη
2
)
Γ
(
1− iη
2
)F−−L(0)− e−piηA−−L(0) (40b)
where we have defined the expressions F−−L(0) .= −
∫ 0
−L f(ξ)dξ −
∫∞
0
f(ξ)dξ, and
A−−L(0) .= −
∫ 0
−L A˜−(ξ)f(ξ)dξ−
∫∞
0
A˜+(ξ)f(ξ)dξ. Furthermore, the driving term f(ξ) is
defined in equation 25b, and the normalized coefficients A˜±(ξ) are defined in Appendix
D.
The amplitudes of the incoming and outgoing components to y1(x) can now be
clearly identified. Therefore, the modified reflection coefficient is given by the formula:
R =
∣∣∣∣r0 + y1,out1 + y1,in
∣∣∣∣2 =
∣∣∣∣∣∣∣∣
r0 + 
(
2piie−pi
η
2
Γ(−i η2 )Γ(1−i η2 )
F−−L(0)− e−piηA−−L(0)
)
1− F−−L(0)
∣∣∣∣∣∣∣∣
2
(41)
where r0
.
= A˜e−piη − 2pii
Γ(−i η2 )Γ(1−i η2 )
e−pi
η
2 is the unperturbed reflected wave amplitude.
Note that r0 may be O() in the case of nearly-complete X-B mode-conversion; hence
one should not expand R as a power series in  for the general case.
In Figure 8, the modified reflection coefficient (equation 41) is numerically computed
for select parameters. An adaptive Levin quadrature rule[59] is used to compute the
highly-oscillatory integrals that constitute F−−L(0) and A−−L(0) using the Mathematica
software[60]. Moreover, the Whittaker functions Wk(z) are mapped onto the principal
Riemann sheet Arg(z) ∈ [−pi
2
, pi
2
] using the analytic continuation[61]:
Wk
(
|z|e−i 3pi2
)
= e−2piikWk
(|z|eipi2 )− 2piie−ipik
Γ (1− k) Γ (−k)W−k
(|z|e−ipi2 ) (42)
In generating figure 8, all the parameters are chosen such that r0 = 0. In other words,
the X-B mode-conversion would be complete in the absence of density fluctuations.
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Figure 8. The modified reflection coefficient normalized by the squared fluctuation
amplitude 2. (a) Variation in R/2 as the fluctuation wavenumber kn and the
fluctuation decay length Ln are varied, while the launched X-mode wavenumber
√
γR is
held constant, with no asymmetry (r = 1) in the equilibrium. (b) Variation in R/2 as
the fluctuation wavenumber kn and the launched X-mode wavenumber
√
γR are varied,
while the fluctuation decay length Ln is held constant, with small asymmetry in the
equilibrium. In both figures, all traces are presented on a log-scale, and normalized
by their asymptotic values computed with equations 43a and 43b; for (a) this value is
∼ 0.71 · L−2n , while for (b) these values are 5.89, 0.15, and 4.72× 10−3, for γR = 1/4,
γR = 1, and γR = 4 respectively. In all cases, the parameters are chosen such that if
the density fluctuations were absent ( = 0), the X-B mode-conversion efficiency would
be 100% (R = 0).
For such parameters, as seen from equation 41, R is approximately quadratic in the
fluctuation amplitude , so R
2
will be nearly independent of the fluctuation amplitude.
As a reminder, γR = 1 corresponds to an X-mode wave launched from vacuum, which is
the relevant case for most X-B experiments. Other values of γR are used in figure 8 to
further illustrate the behavior of the modified reflection coefficient, since this behavior
is not easily deduced from equation 41.
In both plots of figure 8, there is clear evidence of Bragg backscattering (BBS)
in the modified X-B reflection coefficient. BBS occurs when the resonance condition
kn = 2k(x) ≈ 2√γR is satisfied, and constructive interference in the reflected wave
pattern results. It was originally discovered in the context of x-ray crystallography[62],
but has gained renewed interest in the hydrodynamics community through the design
of Bragg breakwaters to protect shorelines[63], and in the plasma physics community
through studies on reflectometry and the O-X-B mode-conversion in the presence of
turbulence[64, 65, 66]. Near the BBS resonance, the perturbative approach breaks
down, and the reflection coefficient provided by equation 41 is not necessarily bounded
by 1. On the other hand, as seen in the first plot of figure 8, the resonance response is
reduced when the density fluctuations decay rapidly with distance (small Ln). This is
because the spatial width of the Bragg resonance region is reduced for smaller Ln. It
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is interesting to note that only the fundamental Bragg resonance is visible in figure 8.
This is because (1) higher harmonic Bragg resonances are weaker than the fundamental
resonance, and (2) we only consider X-mode waves that have no wavenumber component
perpendicular to the direction of the background plasma inhomogeneity. When this
restriction is lifted, such as when modelling a beam of finite width launched obliquely,
the Bragg resonance should broaden into a Bragg spectrum due to the variation in
wavenumber. Forward-scattering may also appear when higher-dimensional effects are
considered, adding further structure to the modified reflection coefficient.
It should be noted that for most experimental parameters, fluctuation wavelengths
are typically much larger than EC wavelengths, so the Bragg resonance is not expected
to occur. However, resonant reflections may occur on devices that use EC waves to
initiate plasma breakdown, since such methods can create EC-scale fluctuations, or on
low-field devices such as STs, where EC waves have longer wavelengths than their high-
field counterparts. On NSTX, for example, fluctuation wavelengths as small as a couple
of centimeters (∼ 6 cm) have been observed in the edge plasma density[67]. This is on
the same order of magnitude as the EC wavelength on NSTX, which is approximately
2 cm for a magnetic field strength of 0.5 T.
We can approximate the modified reflection coefficient assuming the perturbation
wavenumber is much larger than the vacuum wavenumber of the incident X-mode wave.
Let kn  √γR, kn 
√
γR
r
, and kn  L−1n . Then, sin(knξ)ξ can be formally viewed as a
nascent Dirac δ-function. In this case, A−−L(0) and F−−L(0) are approximated as:
A−−L(0) ∼
r4A˜−(0) + A˜+(0)
r4 + 1
F−−L(0) (43a)
F−−L(0) ∼ −2pi
(
r4 + 1
) η2
γR
√
2e
Ln
e−3pi
η
4
(
A˜
Γ
(
1 + iη
2
) + 1
Γ
(
1− iη
2
)) (43b)
Hence, the reflection coefficient approaches a constant independent of kn, and dependent
on Ln only via normalization. This asymptotic value of R is shown in figure 8 as the
dashed green line. All of the traces presented in this figure have been normalized by
their respective asymptotic values such that they can all be viewed on the same scale.
Moreover, as discussed in Appendix E, the asymptotic values of A−−L(0) and F−−L(0) can
be used to assess the validity of the perturbative results.
As shown in figure 9, the analytical results are corroborated by the direct numerical
integration of equation 23a with the IB boundary condition. In particular, one sees that
the reflection coefficient is indeed bounded by 1 in the vicinity of the Bragg resonance
when the full form of the potential function is considered. The numerical integration
is performed using an adaptive, error-controlled explicit Runge-Kutta (4,5) method
(RK(4,5))[68, 69] on the domain [−L,−δ) ∪ (δ, xc], where xc  1 is an arbitrary cutoff
at large x and δ  1 is an arbitrary cutoff around the pole at x = 0. The amplitude
absorption at the pole is put in by hand using the following interpolation procedure:
(i) E ′y(0) is computed using the Forward Euler integration rule:
E ′y(0
−) = E ′y(−δ)− δ · Q˜(−δ)Ey(−δ) (44a)
X-B conversion in density fluctuations 23
k
n
0 2 4 6 8 10
R
0
0.2
0.4
0.6
0.8
1
γR = 1, r = 1, L = 1.3825
L
n
 = 1
L
n
 = 10
L
n
 = 100
Perturbative approx.
Figure 9. A comparison between directly integrating the IB model equation when
density fluctuations are present (equation 23a) and the approximate integral solution
obtained with perturbation theory (equation 41). The black, red, and blue traces
show the modified reflection coefficients obtained by directly integrating equation 23a
for various values of Ln, while the green trace shows the perturbative approximation to
the modified reflection coefficient obtained from equation 41 with Ln = 100. Here, the
fluctuation amplitude is moderately large, with  = 0.1; however, at these parameters
there is no creation of additional side-resonances.
(ii) Ey(0) is computed using the Trapezoid integration rule:
Ey(0) = Ey(−δ) + δ
2
(
E ′y(−δ) + E ′y(0−)
)
(44b)
(iii) Flux loss is imposed via continuity of the derivative at x = 0, noting the modified
residual term due to the density fluctuations:
E ′y(0
+) = E ′y(0
−)− ipi βγ
2
R(r
2 + 1)2
γ2R(r
2 + 1)2 − 8knβr4Ey(0) (44c)
(iv) A predictor-corrector pair is used to interpolate the positive side of the pole. For
the predictor stage, E˜y(δ) is obtained via Forward Euler:
E˜y(δ) = Ey(0) + δ · E ′y(0+) (44d)
(v) E˜y(δ) is used to compute E
′
y(δ) using the Backward Euler integration rule:
E ′y(δ) = E
′
y(0
+)− δ · Q˜(δ)E˜y(δ) (44e)
(vi) Finally, for the corrector stage, Ey(δ) is computed via Trapezoid rule:
Ey(δ) = Ey(0) +
δ
2
(
E ′y(0
+) + E ′y(δ)
)
(44f)
Since the interpolation near the pole uses a lower order integration scheme than the rest
of the integration domain, it constitutes the dominant source of error.
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It should be noted that in figure 9, there is a small, but steady increase in the
directly-integrated reflection coefficient outside of the resonance region. This is most
likely a numerical artifact stemming from the increasingly fine-scale structure that is
introduced by higher wavenumber perturbations. Indeed, increasing kn beyond about
20 causes R to diverge as the adaptive algorithm used in the integration routine breaks
down. This break-down occurs because the step size needed to resolve the potential
function near the UHR when high wavenumber fluctuations are present is on the order
of the machine precision. This leads us to remark on the two main shortcomings of the
numerical integration procedure: (1) as just mentioned, the adaptive RK(4,5) method
is unsuitable when fine structure becomes present in the potential function, either due
to large kn or large , and (2) the low-order treatment of the resonant absorption is
unsuitable for the large  regime when multiple resonances are present. It is anticipated
that these shortcomings could be resolved with a more sophisticated integration scheme.
As a final remark, directly integrating equation 23a with the IB boundary condition
is much faster than computing the approximate integral solutions given in equation 41
for the methods employed here. This is because numerically integrating the highly
oscillatory terms of equation 41 requires a large number of recursion levels to achieve
a reasonable accuracy, sometimes up to 30. In fact, numerically integrating equation
41 takes on the order of minutes, while numerically integrating equation 23a takes on
the order of tenths of seconds. This is not a particularly rigorous comparison, but it is
provocative nonetheless. The time to integrate equation 23a can presumably be made
even shorter by using an optimized scheme in a compiled language. This is encouraging
for the prospects of the IB model as a computation tool.
4. Conclusion
In this work, we report on a new model for the X-B mode-conversion problem. This
model replaces the high-field side left-hand cutoff of the X-mode wave by an infinite
conducting barrier that reflects the X-mode wave field. Among its several advantages is
the ease with which it can be numerically implemented; only a homogeneous Dirichlet
boundary condition needs to be imposed at the left-hand cutoff, rather than a radiation
boundary condition at infinity. As a result, the new boundary condition allows both
solutions to the X-mode wave equation to be present within the mode-conversion region
simultaneously, which improves the numerical stability. Although we focus on the
mode-conversion process in one spatial dimension, the approach is readily amenable
to higher spatial dimensions, allowing for the implementation of more realistic plasma
equilibria. Importantly, the infinite barrier model is a useful tool which can be used by
experimentalists for the rapid diagnosis of their observations.
We explicitly derive the Infinite Barrier model in 1-D, as this can be done
analytically, and then compare the new model to an existing 1-D X-B model that was
presented in [42], known as the Double-cutoff model. Expectedly, there are quantitative
differences between the two models; however, the qualitative behavior, such as the
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generic interference pattern and the generic periodicity with respect to the high-field
side cutoff location, are successfully reproduced in the Infinite Barrier model. Moreover,
the Infinite Barrier has an additional degree of freedom compared to the Double-cutoff
model. This additional degree of freedom can be used to either bring the Infinite
Barrier model into very close quantitative agreement with the Double-cutoff model,
or to generate novel behavior of the X-B mode-conversion efficiency. Such flexibility is
useful when attempting to fit to experimental data.
Often in spherical tokamaks, the X-B mode-conversion region is located in the
plasma edge, where micro-turbulence and blobs can cause very abrupt cutoffs of the
launched X-mode wave. This is problematic, as the interference pattern of the X-mode
wave field in the mode-conversion region is very sensitive to the distance between the
upper hybrid resonance and the left-hand cutoff. The Infinite Barrier model is well-
suited to study this issue of edge fluctuations, since the abrupt cutoff behavior is included
in the model by construction. The spatial and temporal demands on experimental
measurements are thereby relaxed significantly when fitting the Infinite Barrier model
to an experiment hampered with edge fluctuations, since exact details of the high-field
side cutoff need not be resolved.
To demonstrate this feature, the Infinite Barrier model is used to estimate the
effect of small-amplitude density fluctuations on the X-B mode-conversion efficiency in
1-D. This study is performed using a perturbative approach with a Green’s function.
We observe that reflections of the incident X-mode wave off the density fluctuations
modifies the X-B mode-conversion efficiency in a complicated, but usually small manner.
However, when the periodicity of the density fluctuations is half the wavelength of
the launched X-mode wave, resonant Bragg backscattering of the X-mode wave may
occur, significantly reducing the X-B mode-conversion efficiency. Although the analysis
only considers quasi-monochromatic density perturbations, it is expected that broad-
spectrum density fluctuations will also yield a reduction in the X-B mode-conversion
efficiency. This will be the subject of further investigation.
The analytical results are confirmed by direct numerical integration of the Budden
differential equation with additional density fluctuations present. The integration is
performed with an adaptive Runge-Kutta method, while the resonant absorption at the
pole is put in by hand as part of a predictor-corrector Euler-Trapezoid scheme used in
the vicinity of the resonance. This numerical method works well in the limited parameter
regime where both the fluctuation amplitude and wavenumber are small; however, when
the fluctuations are larger, fine-scale structures such as side-resonances and additional
cutoffs appear in the potential function, which cause the present integration routine
to fail. A future computational study will explore alternative integration schemes to
address this shortcoming as part of the development of a proof-of-principle numerical
code to study the X-B mode-conversion efficiency in a realistic tokamak equilibrium.
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Appendix A. Limits and asymptotics of the Whittaker functions
In developing the linear system that governs the X-B mode-conversion problem, the limit
of the Whittaker function and its derivative are needed as the argument of the Whittaker
function, denoted as z, tends to 0. For noninteger k, these limits are respectively[70]:
lim
z→0
Wk(z) = − 1
kΓ (−k) (A.1)
lim
z→0
W ′k(z) =
1
Γ (−k) log(z) +
Ψ (1− k)− 2Ψ (1)
Γ (−k) (A.2)
where Γ (z) is the Gamma function, and Ψ (z)
.
= d
dz
log Γ (z) is the digamma function[71].
To determine the ratio of the incoming and outgoing wave amplitudes, the
asymptotic representations of the Whittaker functions are also needed. These
asymptotic representations depend on the argument of z. If |arg(z)| ≤ pi[72]:
Wk,m(z) ∼ zke− z2 (A.3)
while if −2pi < arg(z) < −pi[61]:
Wk,m(z) ∼ zke− z2 − 2piie
−2piik
Γ
(
1
2
−m− k)Γ (1
2
+m− k)z−ke z2 (A.4)
For the Budden potential, a branch cut is placed in the bottom-half of the complex
x plane, and begins at x = 0. Hence, the argument of −x is ipi. In this case, the
asymptotic representations of the Whittaker functions are as follows. For x→∞
W−i η
2
, 1
2
(
2
√
γRxe
−ipi
2
) ∼ |2√γRx|−i η2 e−pi η4 ei√γRx (A.5)
Wi η
2
, 1
2
(
2
√
γRxe
−i 3pi
2
)
∼ |2√γRx|i
η
2 e3pi
η
4 e−i
√
γRx
− |2√γRx|−i
η
2
2piiepi
η
4
Γ
(−iη
2
)
Γ
(
1− iη
2
)ei√γRx (A.6)
while for x→ −∞
W−i ηr
2
, 1
2
(
2
√
γR
r
x−i
pi
2
)
∼
∣∣∣∣2√γRr x
∣∣∣∣−i ηr2 epi ηr4 ei√γRr x (A.7)
Wi ηr
2
, 1
2
(
2i
√
γR
r
x−i
3pi
2
)
∼
∣∣∣∣2√γRr x
∣∣∣∣i ηr2 epi ηr4 e−i√γRr x (A.8)
These asymptotic representations have the following physical interpretation:
W−i ηr
2
, 1
2
(
2
√
γR
r
x−i
pi
2
)
represents a wave incident upon the UHR from the HFS that is
perfectly transmitted; on the other hand, Wi η
2
, 1
2
(
2
√
γRx
−i 3pi
2
)
represents a wave incident
upon the UHR from the LFS that is partially transmitted and partially reflected.
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Appendix B. Solving the DC and IB model equations for φDC and φIB
For the DC model, the three boundary conditions to impose are the two continuity
conditions given in equations 8a and 8b, and the radiation condition C = 0. Using the
limits of the Whittaker functions discussed in Appendix A, these become:
A
Γ
(
iηR
2
) + iηR
ηL
D
Γ
(−ηL
2
) = B
Γ
(−iηR
2
) (B.1)
i
Ψ
(
1 + iηR
2
)−Ψ (1− iηR
2
)
+ ipi
Γ
(
iηR
2
) A =
log
(
ηR
ηL
)
+ Ψ
(
1− ηL
2
)−Ψ (1− iηR
2
)
+ ipi
2
Γ
(−ηL
2
) ηR
ηL
D (B.2)
Solving for the ratio A
B
, denoted as A˜, yields:
A˜ = e−2iθR
log
(
ηR
ηL
)
+ Ψ
(
1− ηL
2
)−Ψ (1− iηR
2
)
+ ipi
2
log
(
ηR
ηL
)
+ Ψ
(
1− ηL
2
)−Ψ (1 + iηR
2
)− ipi
2
(B.3)
where we have defined θR
.
= Arg
(
Γ
(−iη
2
))
to be the argument of the Gamma function
Γ
(−iη
2
)
. Clearly, A˜ is of unit modulus. This means that it is possible to express
A˜ = e2iφDC−2iθR−ipi for some φDC. By direct computation, φDC is obtained as:
φDC = tan
−1
 log
(
ηR
ηL
)
+ Ψ
(
1− ηL
2
)− Re [Ψ (1− iηR
2
)]
Im
[
Ψ
(
1− iηR
2
)]− pi
2
 (B.4)
Finally, using this representation of A˜ and the asymptotic representations of the
Whittaker functions, presented in Appendix A, the reflection coefficient for an X-mode
wave incident from the LFS is calculated to be:
R =
∣∣∣∣∣A˜e−piη − 2piiΓ (−iη
2
)
Γ
(
1− iη
2
)e−pi η2 ∣∣∣∣∣
2
= 1− 4e−piη (1− e−piη) cos2 (φDC) (B.5)
For the IB model, the three boundary conditions to impose are the two continuity
conditions (8a and 8b) and the IB boundary condition yL(−L) = 0. Let us define the
normalized quantities A˜
.
= A
B
, C˜
.
= C
B
, and D˜
.
= D
B
. Then, the three boundary conditions
equations constitute a linear system in A˜, C˜, and D˜:
A˜
C˜
D˜

T

1
Γ(i η2 )
Ψ(1+i η2 )−Ψ(1−i η2 )+ipi
Γ(i η2 )
0
− 1
rΓ(i ηr2 )
log(r)+Ψ(1−i η2 )−Ψ(1+i ηr2 )−ipi
rΓ(i ηr2 )
e−2iθW
1
rΓ(−i ηr2 )
Ψ(1−i ηr2 )−Ψ(1−i η2 )−log(r)
rΓ(−i ηr2 )
1
 =

1
Γ(−i η2 )
0
0

T
(B.6)
where we have defined θW
.
= Arg
(
Wi ηr
2
(
2
√
γLLe
−ipi
2
))
, and ᵀ denotes the transpose
of the column vector. The first two columns of B.6 correspond to the two continuity
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conditions, while the final column corresponds to the IB condition. System B.6 is readily
inverted to yield A˜, C˜, and D˜. In particular:
A˜ = e−2i(θR+θL+θW )
(
Υ + 2i
ηr
− ipi [coth (pi ηr
2
)
+ 1
])
e2i(θL+θW ) + Υ(
Υ
∗ − 2i
ηr
+ ipi
[
coth
(
pi ηr
2
)
+ 1
])
e−2i(θL+θW ) + Υ
∗ (B.7)
where we have defined θL
.
= Arg
(
Γ
(−iηr
2
))
and Υ
.
= Ψ
(
1− iη
2
)−Ψ (1− iηr
2
)
+ log(r).
As with the DC model, A˜ is of unit modulus. Expressing A˜ = e2iφIB−2iθR−ipi for
some φIB yields:
φIB = tan
−1
 sin (2θL + 2θW )
[
pi + pi coth
(
pi ηr
2
)−ΥI − 2ηr]+ ΥR [cos (2θL + 2θW ) + 1]
cos (2θL + 2θW )
[
pi + pi coth
(
pi ηr
2
)−ΥI − 2ηr]−ΥR sin (2θL + 2θW )−ΥI

−θL − θW (B.8)
where ΥR and ΥI denote the real and imaginary parts of Υ respectively. As before, the
unitarity of A˜ implies that the reflection coefficient for the IB model is also given by
equation B.5, albeit with the phase specified by equation B.8.
Appendix C. The M matrices and b vectors for computing the IB model
Green’s function
The matrix M(+), and the vector b+ that appear in equation 32 are given as:
M(+) =
0 W−i η
2
(
ςe−i
pi
2
)
0 W ′−i η
2
(
ςe−i
pi
2
)
0
1
Γ(i η2 )
−W−i η
2
(
ςe−i
pi
2
) Ψ(1+i η2 )−Ψ(1−i η2 )+ipi
Γ(i η2 )
−W ′−i η
2
(
ςe−i
pi
2
)
0
− 1
Γ(−i η2 )
−Wi η
2
(
ςe−i
3pi
2
)
0 W ′i η
2
(
ςe−i
3pi
2
)
0
− 1
rΓ(i ηr2 )
0
log(r)+Ψ(1−i η2 )−Ψ(1+i ηr2 )−ipi
rΓ(i ηr2 )
0 e−2iθW
1
rΓ(−i ηr2 )
0
Ψ(1−i ηr2 )−Ψ(1−i η2 )−log(r)
rΓ(−i ηr2 )
0 1

(C.1)
b+
.
=
(
0, −Wi η
2
(
ςe−i
3pi
2
)
, 0, W ′i η
2
(
ςe−i
3pi
2
)
+ i
2
√
γRB+
, 0
)
(C.2)
The matrix M(−), and the vector b− that appear in equation 33 are given as:
M(−) =
1
Γ(i η2 )
0
Ψ(1+i η2 )−Ψ(1−i η2 )+ipi
Γ(i η2 )
0 0
− 1
rΓ(i ηr2 )
W−i ηr
2
(
ς
r
ei
pi
2
) log(r)+Ψ(1−i η2 )−Ψ(1+i ηr2 )−ipi
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)
0 W ′i ηr
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ς
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1

(C.3)
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b−
.
=
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1
Γ(−i η2 )
, 0, 0, ir
2
√
γRB−
, 0
)
(C.4)
Finally, the matrix M(0), and the vector b0 that appear in equation 36 are given as:
M(0) =

1
Γ(i η2 )
Ψ(1+i η2 )−Ψ(1−i η2 )+ipi
Γ(i η2 )
0
− 1
rΓ(i ηr2 )
log(r)+Ψ(1−i η2 )−Ψ(1+i ηr2 )−ipi
rΓ(i ηr2 )
e−2iθW
1
rΓ(−i ηr2 )
Ψ(1−i ηr2 )−Ψ(1−i η2 )−log(r)
rΓ(−i ηr2 )
1
 (C.5)
b0
.
=
(
1
Γ(−i η2 )
, i
2
√
γRB0
, 0
)
(C.6)
In the above expressions, we have defined the quantity ς
.
= 2
√
γR|ξ|. Also, the derivative
of the Whittaker function is understood via the recurrence relation[70]:
W ′
k, 1
2
(x) =
(x− 2k)Wk, 1
2
(x)− 2W1+k, 1
2
(x)
2x
(C.7)
In principle, these linear systems can be inverted analytically; however the results are
quite lengthy, and will not be presented here.
Appendix D. The modified reflection coefficient for analytic density
fluctuations which vanish at the UHR
Let X˜+(ξ), X˜−(ξ), and X˜0(0), X ∈ {A,C,D, F,H} denote the solutions to equations 32,
33, 36 respectively. Since M(+), M(−), and M(0) are each non-singular, these solutions
are well-defined. Then, y1(x) is given by the expression:
y1(x) =
{
B+I1(x) +B+I2(x) +B−I4(x)− ipiB0R+(x) x > 0
B+I3(x) +B−I5(x) +B−I6(x)− ipiB0R−(x) x ≤ 0 (D.1)
where we have defined the integral quantities:
I1(x) =
∫ x
0
G1(x, ξ)f(ξ)dξ (D.2)
I2(x) =
∫ ∞
x
G2(x, ξ)f(ξ)dξ (D.3)
I3(x) =
∫ ∞
0
G3(x, ξ)f(ξ)dξ (D.4)
I4(x) =
∫ 0
−L
G4(x, ξ)f(ξ)dξ (D.5)
I5(x) =
∫ x
−L
G5(x, ξ)f(ξ)dξ (D.6)
I6(x) =
∫ 0
x
G6(x, ξ)f(ξ)dξ (D.7)
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we have defined the residue quantities:
R+(x) =
16β2r4
γ2R (r
2 + 1)2
n˜′(0)y0(0)G7(x, 0) (D.8)
R−(x) =
16β2r4
γ2R (r
2 + 1)2
n˜′(0)y0(0)G8(x, 0) (D.9)
and we have defined the piecewise constituents of the Green’s function:
G1(x, ξ) = A˜+(ξ)W−i η
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G7(x, 0) = A˜0(0)W−i η
2
(
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√
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+Wi η
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G8(x, ξ) = C˜0(0)W−i ηr
2
(
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√
γR
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xe−i
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)
+D˜0(0)Wi ηr
2
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It is understood that the singular integrals are evaluated according to their principal
values. Moreover, f(ξ) is given by equation 25b.
Let us now compute the modified X-B reflection coefficient in the presence of density
fluctuations. As there is only a single boundary condition that the wave fields must
satisfy, the remaining degree of freedom allows one to set B+ = B− = B0 = B = e−3pi
η
4
inconsequentially. This choice means that y0(x) is the O(1) medium response to
an incident wave of unit amplitude, and y1(x) is composed of the O() unit-impulse
responses of the medium for an incident wave of unit amplitude.
To compute the modified reflection coefficient, the amplitudes of the outgoing and
incoming components to y1(x) as x→∞ must be determined. This requires computing
the asymptotics of 4 terms as x→∞: R+(x), I1(x), I2(x), and I3(x). Using the known
asymptotics of the Whittaker functions, the asymptotics of each of these terms are given
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as:
R+(x) ∼
(
16β2r4
γ2R (r
2 + 1)2
n˜′(0)y0(0)e3pi
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I4(x) ∼ e3pi
η
4
([∫ 0
−L
f(ξ)dξ
]
y−(x)
+
[
e−piη
∫ 0
−L
A˜−(ξ)f(ξ)dξ
− 2piie
−pi η
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(−iη
2
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Γ
(
1− iη
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−L
f(ξ)dξ
]
y+(x)
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(D.22)
where we have defined the functions:
y+(x)
.
= |2√γRx|−i
η
4 ei
√
γRx (D.23)
y−(x)
.
= |2√γRx|i
η
4 e−i
√
γRx (D.24)
to represent outgoing and incoming waves, respectively. For convenience, we have also
introduced the following family of functions, defined for x ≥ 0:
A±s (x) .=
∫ s
0
A˜sgn(s)(ξ)f(ξ)dξ ±
∫ ∞
x
A˜+(ξ)f(ξ)dξ (D.25)
F±s (x) .=
∫ s
0
f(ξ)dξ ±
∫ ∞
x
f(ξ)dξ (D.26)
The modified reflection coefficient can then be constructed by identifying the coefficients
of y+(x) and y−(x) respectively as y1,out and y1,in in equation 41.
Appendix E. Validity of the perturbative approach
The perturbative approach used in the previous subsections is only valid when  is
‘small’, in a sense that was left unspecified. It is difficult to place a tight upper
bound on the fluctuation amplitude , beyond which the perturbative expansion of y(x)
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Figure E1. Estimated maximum fluctuation amplitude for equation 41 to be valid.
Typically, increasing r, decreasing η, and decreasing γR (not shown) causes ˜max to
decrease. Changing L (not shown) only slightly modifies ˜max. Note that ˜max is
presented on a log-scale.
would break down uniformly. An intuitive approach would be to identify the values
of  marking the appearance of additional SRs in the modified potential for various
parameters; however, this approach would involve counting the roots to a sequence of
nonlinear equations, which is not practical.
Instead, an approximate upper bound can be placed via the following argument.
For the perturbative expansion of y(x) to be valid, it is necessary that the modified
reflection coefficient is always less than or equal to unity. Furthermore, for R ≤ 1, it is
certainly necessary that:

∣∣∣∣∣ 2piie−pi
η
2
Γ
(−iη
2
)
Γ
(
1− iη
2
)F−−L(0)− e−piηA−−L(0)
∣∣∣∣∣ ≤ 1 (E.1)
for else R could be larger than one whenever r0 = 0. This inequality must also be true
when A−−L(0) and F−−L(0) take their asymptotic forms.
Thus, an approximate upper bound on  is arrived at:
 ≤ Ln√
2e
˜max
.
=
∣∣∣∣∣ 2piie−pi
η
2
Γ
(−iη
2
)
Γ
(
1− iη
2
)F−−L(0)− e−piηA−−L(0)
∣∣∣∣∣
−1
(E.2)
where A−−L(0) and F−−L(0) are evaluated according to equations 43a and 43b. The
upper bound ˜max only depends on the parameters of the wave field and the equilibrium
(
√
γR, η, r, and L), and is independent of the details of the density fluctuations. The
normalization
√
2e
Ln
has been explicitly factored out of ˜max.
A coarse parameter scan reveals three general trends in the value of ˜max: (1) ˜max
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tends to increase for increasing values of
√
γR, (2) ˜max tends to increase for increasing
values of η, and (3) ˜max tends to decrease for increasing values of r. The dependence
of ˜max on L appears to be weaker than the other three parameters. These trends
are understood concisely by the statement that ˜max is positively correlated with the
height of the unperturbed Budden potential function. As can be seen in figure E1, large
asymmetry can cause ˜max to be as low as 10
−4; however for moderate values of the
asymmetry parameter, ˜max ∼ 0.01 is more typical.
We emphasize that this upper bound on the fluctuation amplitude only applies
for the analytical result presented in equation 41; it does not apply to the numerical
analysis of the perturbed differential equation (equation 23a). As figure 9 shows, the
same qualitative behavior of the reflection coefficient in the small-amplitude regime
persists to larger amplitudes, at least until additional SRs develop.
References
[1] Ott E, Hui B and Chu K R 1980 Phys. Fluids 23 1031
[2] Fisch N J and Boozer A H 1980 Phys. Rev. Lett. 45 720
[3] Bornatici M, Cano R, De Barbieri O and Engelmann F 1983 Nucl. Fusion 23 1153
[4] Erckmann V and Gasparino U 1994 Plasma Phys. Control. Fusion 36 1869
[5] Lloyd B 1998 Plasma Phys. Control. Fusion 40 A119
[6] Prater R 2004 Phys. Plasmas 11 2349
[7] Poli F M, Andre R G, Bertelli N, Gerhardt S P, Mueller D and Taylor G 2015 Nucl. Fusion 55
123011
[8] Peng Y K M and Strickler D J 1986 Nucl. Fusion 26 769
[9] Jardin S C, Kessel C E, Menard J, Mau T K, Miller R, Najmabadi F, Chan V S, Lao L L, Lin-Liu
Y R, Miller R L, Petrie T, Politzer P A and Turnbull A D 2003 Fusion Eng. Des. 65 165
[10] Bernstein I B 1958 Phys. Rev. 109 10
[11] Laqua H P 2007 Plasma Phys. Control. Fusion 49 R1
[12] Crawford F W and Tataronis J A 1965 J. Appl. Phys. 36 2930
[13] Puri S, Leuterer F and Tutter M 1973 J. Plasma Phys. 9 89
[14] Montes A and Ludwig G O 1986 Plasma Phys. Control. Fusion 28 A1765
[15] Ram A K and Schultz S D 2000 Phys. Plasmas 7 4084
[16] Decker J and Ram A K 2006 Phys. Plasmas 13 112503
[17] Preinhaelter J and Kopecky V 1973 J. Plasma Phys. 10 1
[18] Hansen F R, Lynov J P and Michelsen P 1985 Plasma Phys. Control. Fusion 27 1077
[19] Stix T H 1965 Phys. Rev. Lett. 15 878
[20] Mjolhus E 1984 J. Plasma Phys. 31 7
[21] Gospodchikov E D, Shalashov A G and Suvorov E V 2006 Plasma Phys. Control. Fusion 48 869
[22] Popov A Y 2007 Plasma Phys. Control. Fusion 49 1599
[23] Popov A 2010 Plasma Phys. Control. Fusion 52 035008
[24] Popov A 2011 Plasma Phys. Control. Fusion 53 065016
[25] Laqua H P, Maassberg H, Marushchenko N B, Volpe F, Weller A and Kasparek W 2003 Phys.
Rev. Lett. 90 075003
[26] Shevchenko V F, Cunningham G, Gurchenko A, Gusakov E, Lloyd B, O’Brien M, Saveliev A N,
Surkov A, Volpe F A and Walsh M 2007 Fusion Sci. Technol. 52 202
[27] Pochelon A, Mueck A, Curchod L, Camenen Y, Coda S, Duval B P, Goodman T P, Klimanov I,
Laqua H P, Martin Y, Moret J M, Porte L, Sushkov A, Udintsev V S, Volpe F and the TCV
Team 2007 Nucl. Fusion 47 1552
X-B conversion in density fluctuations 34
[28] Yoshimura Y, Ferrando-Margalet S, Isobe M, Suzuki C, Shimizu A, Akiyama T, Takahashi C,
Nagaoka K, Nishimura S, Minami T, Matsuoka K, Okamura S, CHS Group, Igami H, Kubo S,
Shimozuma T, Notake T, Mutoh T and Nagasaki K 2017 Fusion Sci. Technol. 52 216
[29] Ram A K and Bers A 2003 Nucl. Fusion 43 1305
[30] Igami H, Tanaka H and Maekawa T 2006 Plasma Phys. Control. Fusion 48 573
[31] Piliya A D and Tregubova E N 2005 Plasma Phys. Control. Fusion 47 143
[32] Shiraiwa S, Hanada K, Hasegawa M, Idei H, Kasahara H, Mitarai O, Nakamura K, Nishino N,
Nozato H, Sakamoto M, Sasaki K, Sato K, Takase Y, Yamada T and Zushi H 2006 Phys. Rev.
Lett. 96 185003
[33] Uchijima K, Takemoto T, Morikawa J and Ogawa Y 2015 Plasma Phys. Control. Fusion 57 065003
[34] Seltzman A H, Anderson J K, Diem S J, Goetz J A and Forest C B 2017 Phys. Rev. Lett. 119
185001
[35] Ali Asgarian M, Parvazian A, Abbasi M and Verboncoeur J P 2014 Phys. Plasmas 21 092516
[36] Xiao J, Liu J, Qin H, Yu Z and Nong X 2015 Phys. Plasmas 22 092305
[37] Arefiev A V, Dodin I Y, Koehn A, Du Toit E J, Holzhauer E, Shevchenko V F and Vann R G L
2017 Nucl. Fusion 57 116024
[38] Kim S H, Lee H Y, Jo J G and Hwang Y S 2014 Phys. Plasmas 21 062108
[39] Jo J, Lee H Y, Kim S C, Kim S H, An Y H and Hwang Y S 2017 Phys. Plasmas 24 012103
[40] Budden K G 1961 Radio Waves in the Ionosphere (Cambridge: Cambridge University Press)
[41] Budden K G 1979 Philos. Trans. R. Soc. 290 405
[42] Ram A K, Bers A, Schultz S D and Fuchs V 1996 Phys. Plasmas 3 1976
[43] Jones B, Efthimion P C, Taylor G, Munsat T, Wilson J R, Hosea J C, Kaita R, Majeski R, Maingi
R, Shiraiwa S, Spaleta J and Ram A K 2003 Phys. Rev. Lett. 90 165001
[44] Taylor G, Efthimion P C, Jones B, LeBlanc B P, Wilson J R, Wilgen J B, Bell G L, Bigelow T S,
Maingi R, Rasmussen D A, Harvey R W, Smirnov A P, Paoletti F and Sabbagh S A 2003 Phys.
Plasmas 10 1395
[45] Ram A K, Hizanidis K and Kominis Y 2013 Phys. Plasmas 20 056110
[46] Ram A K and Hizanidis K 2016 Phys. Plasmas 23 022504
[47] White R B and Chen F F 1974 Plasma Phys. 16 565
[48] Stix T H 1992 Waves in Plasmas (New York: American Institute of Physics)
[49] Jackson J D 1975 Classical Electrodynamics 2nd ed (New York: Wiley)
[50] Whittaker E T 1903 Bull. Amer. Math. Soc. 10 125
[51] Lashmore-Davies C N, Fuchs V, Ram A K, Bers A and Gauthier L 1988 Phys. Fluids 31 1614
[52] Cally P S and Andries J 2010 Solar Phys. 266 17
[53] Shankar R 1994 Principles of Quantum Mechanics 2nd ed (New York: Plenum)
[54] Israeli M and Orszag S A 1981 J. Comput. Phys. 41 115
[55] Zweben S J, Boedo J A, Grulke O, Hidalgo C, LaBombard B, Maqueda R J, Scarin P and Terry
J L 2007 Plasma Phys. Control. Fusion 49 S1
[56] Morse P M and Feshbach H 1953 Methods of Theoretical Physics (McGraw-Hill)
[57] Sokhotskii Y V 1873 On definite integrals and functions used in series expansions Ph.D. thesis St.
Petersburg University
[58] Plemelj J 1908 Monatsh. Math. Phys. 19 205
[59] Levin D 1996 J. Comput. Appl. Math. 67 95
[60] Wolfram S 1991 Mathematica: a system for doing mathematics by computer (New York: Addison-
Wesley)
[61] Heading J 1962 J. Lond. Math. Soc. 37 195
[62] Bragg W H and Bragg W L 1913 Proc. R. Soc. A 88 428
[63] Couston L A, Jalali M A and Alam M R 2017 J. Fluid Mech. 815 481
[64] Gusakov E Z, Heuraux S and Popov A Y 2009 Plasma Phys. Control. Fusion 51 065018
[65] Popov A 2015 Plasma Phys. Control. Fusion 57 025010
[66] Gospodchikov E D, Khusainov T A and Shalashov A G 2016 Plasma Phys. Rep. 42 723
X-B conversion in density fluctuations 35
[67] Zweben S J, Davis W M, Kaye S M, Myra J R, Bell R E, LeBlanc B P, Maqueda R J, Munsat T,
Sabbagh S A, Sechrest Y, Stotler D P and the NSTX Team 2015 Nucl. Fusion 55 093035
[68] Dormand J R and Prince P J 1980 J. Comput. Appl. Math. 6 19
[69] Shampine L F and Reichelt M W 1997 SIAM J. Sci. Comput. 18 1
[70] Olver F W J, Lozier D W, Boisvert R F and Clark C W 2010 NIST Handbook of Mathematical
Functions (Cambridge: Cambridge University Press)
[71] Abramowitz M and Stegun I A 1970 Handbook of Mathematical Functions (New York: Dover)
[72] Whittaker E T and Watson G N 1935 A Course of Modern Analysis (Cambridge: Cambridge
University Press)
