In this paper we shall investigate necessary and sufficient conditions on the ma-
Introduction
Throughout the article c 0 , c and ∞ denote the spaces of null, convergent and bounded sequences, respectively, with complex terms. Let ω denote the space of all real or complex-valued sequences. It can be topologized with the seminorm p n (x) = |x n | , (n = 1, 2, ...) , any vector subspace X of w is a sequence space. A sequence space X with a vector space topology τ , is a K−space provided that the inclusion map i : (X, τ ) → w, i(x) = x, is continuous. If, in addition, τ is complete, metrizable and locally convex then (X, τ ) is an F K space. So, an F K space is a complete metrizable locally convex topological vector space of sequences for which the coordinate functionals P n (x) = x n , (n = 1, 2, ...) are continuous. The basic properties of F K-spaces may be found in [8] , [9] and [10] . A sequence x = (x k ) is said to be an entire if lim
The vector space of all entire sequences will be denoted by Γ. A 1 sequence x is said to be an analytic if sup
The vector of all analytic sequences will be denoted by Λ. Let ρ = (ρ n ) and π = (π n ) be sequences of positive numbers i.e., ρ n , π n > 0, ∀n ∈ N and X be an F K-space. We shall consider the sets of sequences x = (x n )
x n π n ∈ X .
The set X π may be considered as F K-space. We shall call them as rate spaces . If we take X = c then we get the rate space c π = x : lim n xn πn exists which is an F K-space with x π = sup n xn πn . The basic properties of ratespaces may be found in [4] , [5] and [6] . Let B denote commutative Banach algebra with identity e, i.e., ae = ea = a, ∀a ∈ B and e = 1. Now we can make the following definitions : The following sequence spaces
We shall be concerned with matrix transformations y = Ax, where x, y ∈ w, A = (a nk ), n, k = 1, 2, ...and is an infinite matrix with complex coefficients and
We shall investigate necessary and sufficient conditions on the matrix A = (a nk ) in order that it should transform [3] is used in the proof of the following theorems.
Main results
Theorem 2.1. A matrix A = (a nk ) ∈ (X, Γ ρ ) if and only if the sequence (ϕ n ) tends to zero, where X = c oπ , c π or ( ∞ ) π and
It is enough to prove the sufficiency for
Hence we obtain by (1.1),
This establishes the sufficient.
(ii) N ecessary. It is enough to prove the necessity for X = c 0π . If (1.1) is not satisfied, there is a number ε > 0 and a sequence {n k } such that
when n = n k and k → ∞. In order for the matrix A = (a nk ) to be applicable to each member of c 0π the series 1
must all be convergent. Now we can define x = {x k } such that
in this case x = {x k } ∈ c 0π and y n = a nk π k . In order that {y n } ∈ Γ ρ , we have that
We shall construct a sequence {x k } ∈ c 0π , with the supplementary condition
such that the corresponding {y n } does not belong to Γ ρ . This proves the necessity condition of (1.1). Now, suppose that ϕ n does not be convergent. Then we can choose n 1 such that, from (1.2),
and k 1 , such that
, by (1.2). Then we get
Now we take
and we have, using (1.5), (1.7) and (1.8),
Then we choose n 2 > n 1 such that, by (1.2),
and also by (1.4),
But, we get that
We take
(1.14)
Then we obtain, using (1.5), (1.11) and (1.13),
By continuing in this way, we shall construct a sequence {x k } ∈ c 0π satisfying (1.5) and for which the corresponding y n = ∞ k=1 a nk x k does not belong to Γ ρ .
This establishes the necessity of (1.1) and completes the proof.
Theorem 2.2.
A matrix A = (a nk ) ∈ Λ π , ( ∞ ) ρ if and only if the sequence {f n (z)}, where
of integral functions are uniformly bounded on every compact set of X.
a nk π k z k , n = 1, 2, ... be uniformly bounded on the compact set z ≤ R. Then (2.1) implies that there exists a constant M (R) such that f n (z) ≤ M (R) for all z with property z ≤ R. Hence, Cauchy's inequeality and condition (2.1) give that
Now, using (2.2), we obtain
If we take above R = 2K, we have
which completes the sufficient.
(ii) N ecessary. If (2.1) is not satisfied, then on some compact set z ≤ R the sequence {f n (z)} is not uniformly bounded on z = R when R is taken greater than 1. Since z = R is compact, we can find a convergent sequence {z n } with supplementary condition z = R such that
selecting a subsequence f n (z), if needed. In order for the matrix A = (a nk ) to be applicable to each member of Λ π the series
must all be convergent for every z. Now we take {x k }
so that {x k } ∈ Λ π and we have y n = a nk π k . In this case, in order that {y n } should belong to ( ∞ ) π , we must get 1 ρ n a nk π k ≤ M k for each fixed k and all values of n. (2.5)
Using (2.3) to (2.5) we shall consruct a sequence {x k } ∈ Λ π with the additional condition
such that the corresponding yn πn
is not bounded. This proves the necessity of (2.1).
Choose n 1 , such that, by (2.3),
When n 1 is fixed, there exists k 1 such that
by (2.4). We take for 1
Hence we have, using (2.7) and (2.8),
When k 1 is already chosen, we have by (2.5), for all n
Next, choose n 2 > n 1 such that, by (2.3),
and then choose k 2 > k 1 such that, from (2.4),
Now we take x = {x k } such that for
and we have, by (2.10) and (2.12),
So we obtain that
Continuing, suppose n r−1 and k r−1 have already been determined. Then, by (2.5), we have for all n 1 ρ n r−1
Choose n r > n r−1 such that, by (2. Now we take for k r−1 < k ≤ k r x k = z k nr π k and omitting details, we get that y n π n > r.
Therefore yn πn
→ ∞ as n → ∞ through the sequence {n k } . This proves that (2.1) is a necessary condition. Hence the proof is completed.
