The efficiency of Portuguese banks is evaluated for the period 1990 to 1995. Portugal provides a unique case to study the relative efficiency of new banks, a significant segment of the banking industry, as well as to study the improvement in efficiency overtime following a period of rapid and substantial deregulation. 
have shown empirically that differences in X-efficiency of U.S. banks are far more important sources of competitive advantage than scale and/or scope economies. That is, the managerial ability to reduce operating costs for a given level of output appear more relevant than the choice of scale or scope of activities. The purpose of this paper is to study the efficiency of banks in Portugal.
That country presents an interesting market to study efficiency as entry into the European Community in 1986 and deregulation have forced banks to adjust rapidly.
Moreover, it is a unique market in Europe from the perspective that new banks created after the liberalization of financial markets control a large market share of twenty percent. It is therefore of interest to study not only the evolution of efficiency over that time period, but also the relative efficiency of new banks as compared to that of older existing banks.
The paper is related to a large empirical literature. For instance, Aly, Grabowski, Pasurka and Rangan (1990) have contrasted the efficiency of unit banks vs branchbanks in the United States. Elyiasani and Medhiam (1992, 1995) compared the efficiency of minority-owned banks vs non-minority, and small vs very large banks in two distinct years. Grabowski, Rangan and Rezvanian (1994) evaluate the changes in efficiency after the deregulatory acts of 1980s. Avkiran (1999) analyses the impact of mergers on the efficiency of Australian banks.
The paper is structured as follows. In the first section, the history of Portuguese banking is summarized briefly. In the second section, the sample of banks retained for the study is presented. It covers more than ninety percent of the industry. In the third section, the non-parametric Data Envelopment Analysis methodology used to evaluate technical efficiency is reviewed. Data on bank inputs and outputs are defined and presented in Section Four. Finally, the empirical results are presented in Section Five.
Banking in Portugal
Following the military coup of 25 April 1974, Portugal was first governed by militaries (Conselho da Revolucao) heavily influenced by leftist parties. Banks were nationalized in 1975, one month before the first democratic election. The 1976 Constitution of the Portuguese Republic established the irreversibility of nationalization and barred entry of private firms into banking 1 . The banking system was very much repressed by heavy regulations in terms of entry, opening of branches, regulation of interest rates, credit ceilings, and very high reserve requirements needed to finance a large public deficit. This situation which lasted ten years was completely reversed in the mid-1980's when the liberal prime minister Cavaco Silva undertook a profound reform of privatization and deregulation of financial markets to prepare the country for the 1986 entry into the European Community (Borges, 1990 number of branches and employees. Excluding all investment banks and some very small banks created during the period under review, the sample includes twenty banking institutions 5 . These include twelve old commercial or savings banks, five new banks, and three foreign banks. These twenty institutions control 92.6% of banking assets and 97.6 % of branches in 1990. In the 'old banks' category, a distinction is made between the commercial banks and savings banks on the ground that differences in governance structure could lead to different degrees of efficiency. In the 'new commercial banks' category, we have included not only the banks created after the 1984 deregulation but also three foreign banks (Barclays, BBV, CL) on the ground that they were not involved in the nationalization process and that deregulation had given them the opportunity to expand and benefit from the choice of the most efficient means of production.
Insert Tables One and Two The market structure of the representative sample of banks is described in 
where ( ) .,. efficiency is being evaluated is identical to the set of banks used to create the benchmark efficient bank. In that case, the efficiency measure E is between zero and one. However, when one is comparing a bank to a benchmark constructed with banks from another time period 0 ≠ i , the measure can be greater than one if the observation is outside the frontier technology constructed at time t (Berg et al, 1993) .
To calculate the efficiency score, a LP model is solved for each bank. Assuming k 8 The notation of Berg et al. (1993) is adapted.
inputs, m outputs, and a benchmark sample of n banks at time t, the formal problem to evaluate the efficiency of bank b at time i t + is stated as follows, the benchmark bank being a linear combination of the banks in the benchmark technology at time t satisfying several regulatory properties:
where t Y is the n m × matrix of outputs in the benchmark sample, t X is the n k × matrix of inputs in the benchmark sample,
is the 1 × n vector of intensity weights used to define the benchmark bank for bank b observed at time i t + . The benchmark is a linear combination of banks observed at time t.
The first two constraints state that excess outputs or inputs can be disposed off freely. The third constraint will define the degree of return to scale imposed on the benchmark technology (Grosskopf, 1986) . When it is imposed, the constraint is referred to as the Variable Return to Scale (VRS) property of the banks in the benchmark technology which implies that the average cost can change with the size of output. Deleting constraint (c) would imply the Constant Return to Scale (CRS) hypothesis. In line with the literature, we will report both the VRS and CRS results. representing their production plans ( )
The VRS production possibility set is constructed using the observed production plans and their extensions obtained by Insert Figure 1 To compare the relative efficiency of two observations, two cases must be considered.
If two banks are observed at time t, using as a reference technology all the banks For instance, if we refer to one bank b observed a times ( ) 10 For ease of notation, E will denote from now on the result of the minimization programme (that is, E = EF).
Bank Data
The Insert Tables Three and Four   Table Three reports the average value per bank of inputs and outputs for the three groups of banks. Table Four reports the evolution of inputs and outputs overtime.
One will notice the large increase the number of branches due to branch deregulation in Portugal and the control of the number of employees.
Empirical Results
The empirical results on the technical efficiency 15 of banks in Portugal will be structured in two main parts. In the first, we evaluate the efficiency of the full sample 11 The distinction between the production and intermediation approaches are discussed in Clark (1988) .
12 Several studies do not include securities and interbank on the ground that the operational cost should not be very large. We prefer to include them and let the data decide. of banks and study its evolution over time. In the second part, we focus on the specific issue of the relative efficiency of new banks vs old banks. Following the literature, the comparison of means of efficiency scores will be supported by statistical tests. Since DEA is a non-parametric method, it will be natural to appeal to non-parametric statistics to provide a basis for statistical inference.
Efficiency over Time
Having access to a panel of data incorporating both cross-sectional and time series data, two approaches can in principle be adopted to analyse efficiency overtime. If the data are pooled into one sample, with an implicit assumption of a common benchmark efficiency technology, one can calculate the efficiency of each bank observed at different time period and analyse the improvement in efficiency calculated vis-à-vis the common efficiency benchmark. The second approach consists at analysing each time series separately. As discussed above, one can calculate the relative efficiency within each time series, but one cannot compare directly the efficiency overtime, as the relative efficiency scores have been calculated vis-à-vis different efficiency benchmarks. In that case, the Malmquist indices of productivity will be reported.
Calculated vis-à-vis the same reference technology, they allow proper comparison.
Efficiency scores under both the Variable Return to Scale (VRS) and the Constant
Return to Scale (CRS) hypotheses for the pooled sample (1990) (1991) (1992) (1993) (1994) (1995) are reported in Table Five . As discussed above, the ratio of the two measures (S) represents the scale efficiency. One observes an average CRS efficiency measure of 69 percent for the full sample, and that the efficiency score is increasing overtime. These results are in line with estimates found in the literature for other countries 16 . The VRS results do show a similar evolution overtime.
Insert Tables Five and Six   Table Six reports the efficiency score evaluated with six separate annual samples of banks.
16 Se the international survey of efficiency by Berger and Humphrey (1997) .
In this case, the relative average efficiency evaluated vis-à-vis benchmarks constructed with each annual sample of banks seems to be slightly decreasing. Further analysis can be developed by applying statistical tests to compare the distributions of efficiency measures across all the banks. Using the efficiency scores calculated with the pooled sample of banks, we test whether the increase in the annual mean is statistically significant. Three tests are reported in Table Seven .
Insert Table Seven The Median test and Kurskall-Wallis H test assume that the variable under consideration is continuous and that it was measured on at least an ordinal (rank order) scale. These tests assess the hypothesis that the different samples in the comparison were drawn from the same distribution or from distribution with the same median. The analysis of variance (ANOVA) is a parametric test on the differences between means, requiring the assumption that the underlying distributions are normal 17 .
All tests of the pooled frontier approach reject the null hypothesis of equality of distribution of efficiency scores, providing information that increase in the average efficiency measure overtime (CRS or VRS) appear to be statically significant. In the case of scale efficiency, the hypothesis of equality of distribution cannot be rejected.
The reported increase in technical efficiency could be due to the fact that banks are becoming more efficient (closer to the production frontier) and/or to the fact that the benchmark technology is changing overtime.
Insert Table Eight To investigate further the differences in annual distribution of efficiency scores, an additional test, reported in Table Eight , evaluates whether the distribution of efficiency scores calculated with a different benchmark technology for each year is 17 Miller and Miller (1999). identical to the distribution calculated with the scores estimated with the pooled sample 18 . We observe that the hypotheses that distribution are identical is rejected for the first three years, but not for the most recent years. This suggests that the pooled frontier is heavily guided from the data in recent years. It could be due to the fact that one observes more efficient banks or that the banks observed in recent years have access to a different and more efficient technology 19 .
The previous tests were concerned with the distribution of the value of efficiency scores. A final non parametric test is to report the Spearman rank correlation coefficient to see whether the ordering of firms in terms of their efficiency performance change with pooled or annual benchmark samples. The results reported in Table 9 suggest that the two technological representations (pooled or annual) lead to similar rank distribution of banks.
Insert Table Nine In summary, and referring to the time evolution of efficiency, the statistical evidence available lead us to believe that the distribution of efficiency scores corresponding to the pooled distribution and annual representations do not proceed from the same population. Since a change in technology is likely (as differences could not be due entirely to improvement in efficiency with same technology), we report the Malmquist index to compare efficiency over time.
Malmquist Productivity
Consistent with the literature and for sake of space, we report the Malmquist index for the CRS case. Improvement in efficiency taking the previous year to construct the benchmark technology, as well as the improvement between 1991 and 1995 are reported in Table 10 .
Average Malmquist indices are above one, confirming the prior expectation of a positive evolution in efficiency along the time-period. The frontier-shift component shows a positive technical change between the two periods considered, combined with a catching-up effect that works in opposite direction, showing a decrease in average efficiency indices relative to the own period technology.
Insert Table 10 
Relative Efficiency between New and Old banks.
A similar methodology is used to compare the efficiency of the three groups of banks:
Old commercial banks, old saving banks, and new banks 20 . Table 11 reports the difference in mean efficiencies for the three groups using the pooled sample. The new banks do show the highest mean CRS (VRS) efficiency of 77 % (86 %) compared to 62 % (73 %) percent for the old commercial banks.
Insert Tables 11 and 12. Statistical tests investigating whether the distribution of efficiency measures of each group of banks proceeds from a common distribution or not are provided in Table 12 .
There is overwhelming evidence that the difference of means between the old and the new banks is statistically significant 21 .
Moreover, since earlier analysis indicated the need to compare banks of different years to a common benchmark with the Malmquist index, we report in Table 13 the average results decomposed by groups of institutions, using the previous year's benchmark. A 1991-1995 comparison is also provided.
20 The comments will be centred on the new vs old commercial banks as there are few savings banks in the sample. 21 Additional tests comparing pairs of groups confirm that the difference of means between the groups. These tests are available upon request.
Insert Table 13 With few exceptions, the Malmquist index for the new banks is above the average index of the sample, an indicator of superior improvement in efficiency. Particularly remarkable is the case of the catching-up effect where this group of banks exhibits values above or very close to one in contrast with the old group and the overall sample. This result highlights that, for these banks, the general positive technological progress is reinforced by their control of relative efficiency.
Conclusions
Portugal presents an interesting case to study technical efficiency as the banking 
