 An L(2, 1) 
in O(λ 2t+4.5 n) time whether a t-almost tree has λ-L(2, 1)-labeling for λ given as an input, where a t-almost tree is a graph that can be a tree by eliminating t edges [5] . Also, it was shown that the L(p, 1)-labeling problem for trees can be solved in O((p + Δ) 5.5 n) = O(λ 5.5 n) time [4] . Both results are based on Chang and Kuo's algorithm, which is called as a subroutine in the algorithms. Moreover, the polynomially solvable result for trees holds for more general settings. The notion of L(p, 1)labeling is generalized as H (p, 1)-labeling, in which graph H defines the metric space of distances between two labels, whereas labels in L(p, 1)-labeling (that is, in L(p, q)-labeling) take nonnegative integers; i.e., it is a special case that H is a path graph. In [7] , it has been shown that the H (p, 1)-labeling problem of trees for arbitrary graph H can be solved in polynomial time, which is also based on Chang and Kuo's idea. In passing, these results are unfortunately not applicable for L(p, q)labeling problems for general p and q. Recently, Fiala et al. [8] showed that the L(p, q)-labeling problem for trees is NP-hard if q is not a divisor of p, which is contrasting to the positive results mentioned above.
As for L(2, 1)-labeling of trees again, Chang and Kuo's O(Δ 4.5 n) algorithm is the first polynomial time one. It is based on dynamic programming (DP) approach, and it checks whether (Δ + 1)-L(2, 1)-labeling is possible or not from leaf vertices to a root vertex in the original tree structure. The principle of optimality requires to solve at each vertex of the tree the assignments of labels to subtrees, and the assignments are formulated as the maximum matching in a certain bipartite graph. Recently, an O(min{n 1.75 , Δ 1.5 n}) time algorithm has been proposed [11] . It is based on the similar DP framework to Chang and Kuo's algorithm, but achieves its efficiency by reducing heavy computation of bipartite matching in Chang and Kuo's and by using an amortized analysis. We give a concise review of these two algorithms in Sect. 2 
.2.
Our Contributions Although there have been a few polynomial time algorithms for L(2, 1)-labeling of trees, it has been open if it can be improved to linear time [2] . In this paper, we present a linear time algorithm for L(2, 1)-labeling of trees, which finally settles this problem. The linear time algorithm is based on DP approach, which is adopted in the preceding two polynomial time algorithms [3, 11] . Besides using their ideas, we newly introduce the notion of "label compatibility", which indicates how we flexibly change labels with preserving its (Δ + 1)-L(2, 1)-labeling. The label compatibility is a quite handy notion and in fact, it deduces several useful facts on L(2, 1)-labeling of trees in fact. For example, it is used to show that only O(log Δ n) labels are essential for L(2, 1)-labeling in any input tree, which enables to replace the bipartite matching of graphs with the maximum flow of much smaller networks as an engine for filling out DP tables. Roughly speaking, by utilizing the label compatibility in several ways, we can obtain a linear time algorithm for L(2, 1)-labeling of trees. It should be noted that the notion of label compatibility can be generalized for L(p, 1)labeling of trees, and therefore, we can obtain a linear time algorithm for L(p, 1)labeling of trees with a constant p by extending the one for L(2, 1)-labeling together with the generalized label compatibility.
Organization of this Paper Sections from 2 to 4 deal with L(2, 1)-labeling of trees, and Sect. 5 deals with its extension to L(p, 1)-labeling of trees. Section 2 gives basic definitions and introduces as a warm-up the ideas of Chang and Kuo's O(Δ 4.5 n) time algorithm and its improvement into O(n 1.75 ) time. Section 3 introduces the crucial notion of label compatibility that can bundle a set of compatible vertices and reduce the size of the graph constructed for computing bipartite matchings. Moreover, this allows to use maximum-flow based computation for them. In Sect. 4 , we give precise analyses to achieve linear running time for L(2, 1)-labeling of trees. In Sect. 5, after generalizing the techniques introduced in Sect. 3 to L(p, 1)-labeling, we show that analyses similar to those in Sect. 4 are possible for a constant p; L(p, 1)-labeling of trees with a constant p is linearly solvable also. Section 6 provides a proof of the key lemma used in Sects. 3-5, named Level Lemma, and Sect. 7 concludes the paper.
Preliminaries

Definitions and Notations
A graph G is an ordered pair of its vertex set V (G) and edge set E(G) and is denoted by G = (V (G), E(G)). We assume throughout this paper that all graphs are undirected, simple and connected, unless otherwise stated. Therefore, an edge e ∈ E(G) is an unordered pair of vertices u and v, which are end vertices of e, and we often denote it by e = (u, v). Two vertices u and v are adjacent if (u, v) ∈ E(G). For a graph G, we may denote |V (G)|, the number of vertices of G, simply by |G|. A graph G = (V (G), E(G)) is called bipartite if the vertex set V (G) can be divided into two disjoint sets V 1 and V 2 such that every edge in E(G) connects a vertex in V 1 and one in V 2 ; such G is denoted by (V 1 , V 2 , E). Throughout the paper, we also denote by n the number of vertices of input tree T .
For a graph G, the (open) neighborhood of a vertex v ∈ V (G) is the set N G (v) = {u ∈ V (G) | (u, v) ∈ E(G)}, and the closed neighborhood of v is the set N G [v] 
The degree of a vertex v is |N G (v)|, and is denoted by d G (v). We use Δ(G) to denote the maximum degree of a graph G. A vertex whose degree is Δ(G) is called major. We often drop G in these notations if there are no confusions. A vertex whose degree is 1 is called a leaf vertex, or simply a leaf.
When we describe algorithms, it is convenient to regard the input tree to be rooted at a leaf vertex r. Then we can define the parent-child relationship on vertices in the usual way. For a rooted tree, its height is the length of the longest path from the root to a leaf. For any vertex v, the set of its children is denoted by
Chang and Kuo's Algorithm and Its Improvement
Before explaining algorithms, we give some significant properties on L(2, 1)-labeling of graphs or trees that have been used so far for designing L(2, 1)-labeling algorithms. We can see that λ(G) ≥ Δ + 1 holds for any graph G. Griggs and Yeh [10] observed that any major vertex in G must be labeled 0 or Δ + 1 when λ(G) = Δ + 1, and that if λ(G) = Δ + 1, then N G [v] contains at most two major vertices for any v ∈ V (G). Furthermore, they showed that λ(T ) is either Δ + 1 or Δ + 2 for any tree T . By using this fact, Chang and Kuo [3] presented an O(Δ 4.5 n) time algorithm for computing λ(T ).
Chang and Kuo's Algorithm Now, we first review the idea of Chang and Kuo's dynamic programming algorithm (CK algorithm) for the L(2, 1)-labeling problem of trees, since our linear time algorithm also depends on the same formula of the principle of optimality. The algorithm determines if λ(T ) = Δ + 1, and if so, we can easily construct the labeling with λ(T ) = Δ + 1.
To describe the idea, we introduce some notations. We assume for explanation that T is rooted at some leaf vertex r. Given a vertex v, we denote the subtree of T rooted at v by T (v). Let T (u, v) be a tree rooted at u that forms
Note that this u is just a virtual vertex for explanation and
This δ function satisfies the following formula:
The existence of such an injective assignment g is formalized as the maximum matching problem: For a bipartite graph G (u, v, a, b) 
we can see that there is an injective assignment g:
Namely, for T (u, v) and two labels a and b, we can easily (i.e., in polynomial time) determine the value of δ ((u, v) , (a, b)) if the values of δ function for T (v, w), w ∈ C(v) and any two pairs of labels are given. Now let t (v) be the time for calculating δ ((u, v) , ( * , * )) for vertex v, where δ ((u, v) , ( * , * )) denotes δ ((u, v) , (a, b)) for all possible pairs of a and b under consideration. (We use * also in some other places in a similar manner.) CK algorithm solves this bipartite matching problems of O(Δ) vertices and O(Δ 2 ) edges O(Δ 2 ) times for each v, in order to obtain δ-values for all pairs of labels a and b. This amounts 4.5 ), where the first O(Δ 2.5 ) is the time complexity of the bipartite matching problem [14] . Thus the total running time is v∈V t (v) = O(Δ 4.5 n).
An O(n 1.75 )-time Algorithm Next, we review the O(n 1.75 )-time algorithm proposed in [11] . The running time O(n 1.75 ) is roughly achieved by two strategies. One is that the problem can be solved by a simple linear time algorithm if Δ = Ω( √ n), and the other is that it can be solved in O(Δ 1.5 n) time for any input tree.
The first idea of the speedup is that for computing δ ((u, v) , ( * , b)), the algorithm does not solve the bipartite matching problems every time from scratch, but reuse the obtained matching structure. More precisely, the bipartite matching problem is solved
is observed to satisfy the following properties: ((u, v) , (i, b)) = 0 for any label i.
From these properties, δ ((u, v) , ( * , b)) can be computed by a single bipartite matching and a single graph search, and its total running time is O(Δ 1.5 
which has O(Δ) vertices and O(Δd (v)) edges, and for a single graph search). Since this calculation is done for all b, we have t (v) = O(Δ 2.5 
The other technique of the speedup introduced in [11] is based on preprocessing operations for amortized analysis. By some preprocessing operations, the shape of input trees can be restricted while preserving L(2, 1)-labeling number, and the input trees can be assumed to satisfy the following two properties.
Property 3
All vertices adjacent to a leaf vertex are major vertices.
Property 4
The size of any path component of T is at most 3. 
Here, a sequence of vertices
v 1 , v 2 , . . . , v is called a path component if (v i , v i+1 ) ∈ E for all i = 1,
, , and
is called the size of the path component. Furthermore, this preprocessing operations enable the following amortized analysis. Let V L and V Q be the set of leaf vertices and the set of major vertices whose children are all leaf vertices, respectively. Also, let
By Property 3, if we go down the resulting tree from a root, then we reach a major vertex in V Q . Then, the following facts are observed: (i) for v ∈ V Q δ ((u, v) , (a, b)) = 1 if and only if b = 0 or Δ + 1 and |a − b| ≥ 2, (ii) |V Q | ≤ n/Δ. Note that (i) implies that it is not required to solve the bipartite matching to obtain δ-values. Also (ii) and Property 4 imply that |V − V Q − V L | = O(n/Δ) (this can be obtained by pruning leaf vertices and regarding V Q vertices as new leaves). 2: for i = 1 to k do 3: Let T := T i , V := V (T ), and V Q be the set of major vertices whose children are all leaf vertices in V .
4:
If N [v] contains at least three major vertices for some vertex v ∈ V , output "No". Halt.
5:
If |V Q | is at most Δ − 6, goto Step 2.
6:
For T (u, v) with v ∈ V Q (its height is 2), let δ ((u, v) , (a, 0)) := 1 for each label a = 0, 1, δ((u, v) , (a, Δ + 1)) := 1 for each label a = Δ, Δ + 1, and δ ((u, v) , ( * , * )) := 0 for any other pair of labels. Let h := 3. 7 :
8:
If h = h * where h * is the height of root r of T , then goto Step 9. Otherwise let h := h + 1 and goto Step 6.
9:
If δ((r, v), (a, b)) = 1 for some (a, b), then goto Step 2; otherwise output "No". Halt. 10 : end for 11: Output "Yes". Halt.
Since it is not necessary to compute bipartite matchings for v ∈ V L ∪ V Q , and this implies that the total time to obtain δ-values for all v's
, which turned out to be O(Δ 2.5 v∈V −V L −V Q d (v)) = O(Δ 1.5 n) by Lemma 1. Since we have a linear time algorithm if Δ = Ω( √ n) as mentioned above, we can solve the problem in O(n 1.75 ) time in total.
Concrete Form of O(n 1.75 )-Time Algorithm
We describe the main routine of O(n 1.75 )-time algorithm [11] as Algorithm 1. This algorithm calls two algorithms as subroutines. One is Algorithm 2, which is used to quickly compute δ((u, v), ( * , b)), as explained in Sect. 2.2 . The other is Algorithm 3, which does the preprocessing operations for an input tree.
They are carried out (i) to remove the vertices that are 'irrelevant' to the L(2, 1)labeling number, and (ii) to divide T into several subtrees that preserve the L(2, 1)labeling number. It is easy to show that neither of the operations affects the L(2, 1)labeling number. Note that, these operations may not reduce the size of the input tree, but more importantly, they restrict the shape of input trees, which enables an amortized analysis.
We can verify that after the preprocessing operations, the input trees satisfy Properties 3 and 4.
Algorithm 3 PREPROCESSING
1: Check if there is a leaf v whose unique neighbor u has degree less than Δ. If so, remove v and edge (u, v) from T until such a leaf does not exist. 2: while T contains a path component whose size is at least 4 do 3: Let the path component be v 1 
, v , and let v 0 and v +1 be the unique adjacent vertices of v 1 and v other than v 2 and v −1 , respectively. Assume
Remove v 2 , . . . , v −1 from T . 6 :
Remove v 2 , . . . , v from T . 8 :
Remove 
, T k , connected components of the obtained forest.
Label Compatibility and Flow-Based Computation of δ
As reviewed in Sect. 2.2, one of keys of an efficient computation of δ-values was reusing the matching structures. In this section, for a further speedup of the computation of δ-values, we introduce a new notion, which we call 'label compatibility', that enables to treat several labels equivalently under the computation of δ-values. Then, the faster computation of δ-values is achieved on a maximum flow algorithm instead of a maximum matching algorithm. Seemingly, this sounds a bit strange, because the time complexity of the maximum flow problem is greater than the one of the bipartite matching problem. The trick is that by this notion the new flow-based computation can use a smaller network (graph) than the graph G(u, v, −, b) used in the bipartite matching.
Label Compatibility and Neck/Head Levels
The neck and head levels of T are defined as follows:
Definition 1 Let T be a tree rooted at v, and consider the tree obtained from T by adding a new vertex u adjacent to v.
, the label can be replaced with another label in L h without violating a proper (Δ + 1)-L(2, 1)-labeling; labels in L h are compatible. The neck and head levels of T represent the bounds of L h -compatibility of T . Thus, a trivial bound on neck and head levels is
For the relationship between the neck/head levels and the tree size, we can show the following lemma and theorem that are crucial throughout analyses for the linear time algorithm. We give proofs of Lemma 2 (Level Lemma) and Theorem 1 in Sect. 6 as those in more generalized forms (see Lemma 8 and Theorem 4).
Flow-Based Computation of δ
We are ready to explain the faster computation of δ-values. Recall that δ((u, v), (a, b)) = 1 holds if there exists a matching of G (u, v, a, b) in which all C(v) vertices are just matched; which vertex is matched to a vertex in X does not matter. From this fact, we can treat vertices in X corresponding to L h equally in computing δ, if T is neck-and head-L h -compatible. The idea of the fast computation of δ-values is that, by bundling compatible vertices in X of G, we reduce the size of a graph (or a network) for computing the assignments of labels, which is no longer the maximum matching; the maximum flow.
The algorithm reviewed in Sect. 2.2 computes δ-values not by solving the maximum matchings of G(u, v, a, b) for all pairs of a and b but by finding a maximum matching M of G(u, v, −, b) once and then searching M-alternating paths. In the new flow-based computation, we adopt the same strategy; for a tree T (v) whose head and neck levels are at most h(v), we do not prepare a network for a specific pair (a, b), say
For a maximum flow ψ : e → R + , we define X as {c ∈ X h(v) | cap((c, t)) − ψ((c, t)) ≥ 1}. By the flow integrality and arguments similarly to Properties 1 and 2, we can obtain the following properties:
Here, a ψ -alternating path is defined as follows: Given a flow ψ, a path in E δ is called ψ-alternating if its edges alternately satisfy cap(e) − ψ(e) ≥ 1 and ψ(e) ≥ 1. By these lemmas, we can obtain δ((u, v), ( * , b))-values for b by solving the maximum flow of N (u, v, −, b) once and then applying a single graph search.
The current fastest algorithm for the maximum flow problem runs in O(min{m 1/2 , n 2/3 }m log(n 2 /m) log U) = O(n 2/3 m log n log U) time, where U , n and m are the maximum capacity of edges, the number of vertices and edges, respectively [9] . Thus the running time of calculating δ((u, v), (a, b)) for a pair (a, b) is
. Note that this includes the time to construct the network N (u, v, −, b). By using a similar technique of updating matching structures (see [11] ), we can obtain δ ((u, v) 
Since the number of candidates for b is also bounded by h(v) from the neck/head level property, we have the following lemma.
Combining this lemma with Lemma 1, we can show the total running time for the L(2, 1)-labeling is O(n(max{h(v)}) 2 · (Δ −1/3 log 2 Δ)). By applying Theorem 1, we have the following theorem: Theorem 2 For trees, the L(2, 1)-labeling problem can be solved in O(min{n log 2 n, Δ 1.5 
Only by directly applying Theorem 1 (actually Lemma 2), we obtain much faster running time than the previous one. In the following section, we present a linear time algorithm, in which Lemma 2 is used in a different way.
A Linear Time Algorithm and Its Proofs
As mentioned in Sect. 2.2, one of keys for achieving the running time O(Δ 1.5 
This equation is derived from the fact that in leaf vertices we do not need to solve the matching to compute δ-values, and any vertex with height 1 has Δ − 1 leaves as its children after the preprocessing operation.
In our linear time algorithm, we generalize this idea: In the above argument, the vertices of V − V δ , whose δ-values can be obtained without heavy computation (matching), are leaf vertices. We enlarge V − V δ to the vertices in subtrees with size between Δ c and Δ c+1 for some constant c ≥ 2. 5 . In fact, δ-values of such vertices can be obtained in linear time by Corollary 1. Also, v∈V δ d (v) could be O(n/Δ c ). Then, in total, the running time v∈V δ O(Δ 2.5 d (v)) = O(n) could be roughly achieved. Actually, this argument contains a cheating, because a subtree with size between Δ c and Δ c+1 is not always connected to a major vertex, whereas a leaf is, which plays a key role to obtain v∈V δ d (v) = O(n/Δ). We resolve this problem by best utilizing the properties of neck/head levels and the maximum flow techniques introduced in Sect. 3.
Efficient Assignment of Labels for Computing δ
In this section, by compiling observations and techniques for assigning labels in the computation of δ((u, v), ( * , * )) for v ∈ V , given in Sects. 2 and 3, we will design an algorithm to run in linear time within the DP framework.
Throughout this section, we assume that an input tree T satisfies Properties 3 and 4. Also we assume Δ ≥ 18, because otherwise the problem can be solved in linear time by our O(Δ 1.5 n)-time algorithm or even by Chang and Kuo's algorithm. Furthermore, we assume n = |T | = ω(Δ poly(log Δ) ) by Theorem 2. Below, we first . . , 5) . Bold circles are leaves (V L ) or pseudo-leaves (V (2) M − V L ) with their subtrees, while bold squares are vertices in V (1) M with their subtrees partition the vertex set V into five types of subsets defined later, and give a linear time algorithm for computing the value of δ functions, specified for each type.
We here start with defining such five types of subsets
. Fig. 2 ). In this classification, we call a vertex in V M a generalized leaf, because it plays a similar role of a leaf vertex in O(n 1.75 )-time algorithm.
Here we describe an outline of the algorithm for computing δ((u, v), ( * , * )), v ∈ V , named COMPUTE-δ(v) (Algorithm 4), which can be regarded as a subroutine of the DP framework.
Below, we show that for each V i , δ((u, v), ( * , * )), v ∈ V i can be computed in linear time in total; i.e., O( v∈V i t (v)) = O(n). Namely, we have the following theorem.
Theorem 3 For trees, the L(2, 1)-labeling problem can be solved in linear time.
Algorithm 4 COMPUTE-δ(v)
1: /** Assume that the head and neck levels of then let δ((u, v), (a, b) ) := 1 for all labels a / ∈ {b − 1, b, b + 1}, and let δ((u, v), (a, b) then let δ((u, v), (a, b) 1} and δ((u, v), (a, b) ) := 1 for all the other labels a / compute δ((u, v) , ( * , * )) by the max-flow computation in a network such as N (u, v, −, b) specified for this case (details will be described in Sects. 4 .3 and 4.4).
We first show O( v∈V
The proofs for V 2 , V 3 , V 4 and V 5 are given in the subsequent subsections.
Computation of δ-Value for V 2
By Lemma 5, it can be seen that
Below, in order to show that v∈V 2 t (v) = O(n), we prove that |V 2 | = O(n/Δ 4 ). By definition, there is no vertex whose all children are vertices in V (2) M , since if there is such a vertex v, then for each w ∈ C(v), we have |T (w)| < (Δ − 19) 4 and hence |T (v)| < Δ 5 , which contradicts the maximality of T (w). It follows that in the tree T obtained from T by deleting all vertices in V 1 − V (1) M , each leaf vertex belongs to V (1) 
(the last inequality follows fromd(v) ≥ 2 for all v ∈ V 2 ). Thus, |V
This fact is used in Sect. 4.5. 4.3 Computation of δ-Value for V 4 We first claim that |V 4 | = O(n/Δ). Since each leaf is incident to a major vertex by Property 3, note that we have
(1)
This implies that the total number of descendants of a child in V (2) M − V L of each vertex in V 4 is at least Δ|V 4 |, and hence |V 4 | = O(n/Δ).
Here, we observe several properties of vertices in V 4 before describing an algorithm for computing δ-values. Let v ∈ V 4 
Intuitively, (2) indicates that the number of labels to be assigned for vertices in C(v)∩ (V ( 
by Lemma 2 and |T (w)| < (Δ − 19) 4 (note that we assume that Δ ≥ 18). Hence, we can observe that there are many possible feasible assignments for C(v)∩ (V (2) M − V L ); i.e., we can see that if we can assign labels to some restricted children of v properly, then there exists a proper assignment for the whole children of v, as observed in the following Lemma 6. For a label b, we divide C(v) ∩ (V (2) 
M . By the following property, we have only to consider the assignments for {w * } ∪ C 2 (b).
Lemma 6
For v ∈ V 4 , let a and b be labels with |b − a| Then, δ((u, v) , (a, b)) = 1 if and only if there exists an injective assignment g :
Proof The only if part is clear. We show the if part. Assume that there exists an injective assignment g 1 :
labels which are not assigned by g 1 . By (2) , we can assign such remaining labels to all vertices in C 1 (b) injectively; let g 2 be the resulting labeling on C 1 (b). Notice that for all w ∈ C 1 (b), we have δ((v, w), (b, g 2 (w))) = 1 by definition of C 1 (b) and g 2 (w) ∈ L 8 . It follows that the function g 3 :
Consider the case where C(v) ∩ V L = ∅. Let b = 0 without loss of generality. Then by Property 3, v is major. Hence,
Notice that the number of the remaining labels (i.e., labels not assigned by g 3 
Hence, we can see that by assigning the remaining labels to vertices in C(v) ∩ V L injectively, we can obtain a proper labeling; δ((u, v), (a, b)) = 1 holds also in this case.
Below, we will show how to compute δ ((u, v) 
There are the following three possible cases: (Case-1) δ((v, w * ), (b, c i )) = 1 for at least two labels c 1 , c 2 ∈ L 8 , (Case-2) δ((v, w * ), (b, c 1 )) = 1 for exactly one label c 1 ∈ L 8 , and (Case-3) otherwise.
(Case-1) By assumption, for any a, δ((v, w * ), (b, c)) = 1 for some c ∈ L 8 − {a}. By Lemma 6, we only have to check whether there exists an injective assignment g : g(w) )) = 1 for each w ∈ C 2 (b). According to Sect. 3 
.2, this can be done by utilizing the maximum flow computation on the subgraph
Obviously, the size of N is O(1) and it follows that its time complexity is O(1).
(Case-2) For all a = c 1 , the value of δ ((u, v), (a, b) ) can be computed similarly to Case-1. Consider the case where a = c 1 . In this case, if δ((v, w * ), (b, c)) = 1 holds, then it turns out that c ∈ L 0 − L 8 . Hence, by Lemma 6, it suffices to check whether there exists an injective assignment g : We analyze the time complexity for computing δ((u, v), ( * , * )). It is dominated by that for computing C 1 (b), C 2 (b), and δ((u, v), ( * , b)) for each b ∈ L 0 . By (3), we have C i (b) = C i (b ) for all b, b ∈ L 8 and i = 1, 2. It follows that the computation of
On the other hand, the values of δ((u, v), ( * , b)) can be computed in constant time in each case of Cases-1, 2 and 3 for a fixed b. Thus, δ((u, v), ( * , * )) can be computed in O(Δ) time.
Computation of δ-Value for V 5
In the case of V 4 , since the number of labels to be assigned is relatively small, we can properly assign labels to C 1 (b) even after determining labels for {w * } ∪ C 2 (b); we just need to solve the maximum flow of a small network in which vertices corresponding to C 1 (b) are omitted. In the case of V 5 , however, the number of labels to be assigned is not small enough, and actually it is sometimes tight. Thus we need to assign labels carefully, that is, we need to solve the maximum flow problem in which the network contains vertices corresponding to C 1 (b). To deal with this, we utilize the inequality
Below, in order to show that O( v∈V 5 t (v)) = O(n), we prove that the values of δ((u, v), ( * , b)) can be computed in O(Δ) time for a fixed b. A key is that the children w ∈ C(v) ∩ V (2) M of v can be classified into 2 17 
, since for each such w, the head and neck levels of T (w) are at most 8, as observed in (3) 
by (x w ). Furthermore, by the following lemma, we can see that δ((u, v), ( * , b)) can be obtained by checking δ ((u, v) , (a, b)) for O(1) candidates of a, where we let w * be the unique child of v not in V Proof Let f be a labeling on T (u, v) with f (u) = a 1 and f (v) = b, achieving δ((u, v), (a 1 , b)) = 1. By δ((u, v), (a 2 , b)) = 0, there exists a child w 1 of v with f (w 1 ) = a 2 , since otherwise the labeling from f by changing the label for u from a 1 to a 2 would be feasible.
Assume for contradiction that w 1 = w * (i.e., w 1 ∈ V (2) M ). Then the neck level of T (w 1 ) is at most 8 and we have δ((v, w 1 ), (b, a 1 )) = δ((v, w 1 ), (b, a 2 )) = 1 by a 1 , a 2 ∈ L 8 . This indicates that δ ((u, v) , (a 2 , b)) = 1 would hold. Indeed, the function g :
for all other children w of v, is injective and satisfies δ ((v, w), (b, g(w) )) = 1 for all w ∈ C(v).
Hence, we have w 1 = w * . Note that δ((v, w * ), (b, a 2 )) = 1 since f is feasible. Then, assume for contradiction that some a 3 ∈ L 8 − {a 2 , b − 1, b, b + 1} satisfies δ((v, w * ), (b, a 3 )) = 1 (a 3 = a 1 may hold). Suppose that there exists a child w 2 of v with f (w 2 ) = a 3 (other cases can be treated similarly). Notice that the neck level of T (w 2 ) is at most 8 and δ((v, w 2 ), (b, a 1 )) = δ((v, w 2 ), (b, a 3 )) = 1. Then we can see that δ ((u, v) , (a 2 , b)) = 1 would hold. Indeed, the function g :
for all other children w of v, is injective and satisfies δ((v, w), (b, g(w))) = 1 for all w ∈ C(v). Furthermore, similarly to these observations, we can see that δ ((u , v), (a, b) 
This lemma implies the following two facts. have δ((u, v), (a, b) δ((u, v), (a , b) ) for all a, a ∈ L 8 ((u, v), (a , b) ) for all a, a ∈ L 8 − {b − 1, b, b + 1, c * } (note that otherwise Lemma 7 implies that there would exist some label a ∈ L 8 
From these facts, we can observe that in order to obtain δ ((u, v) , ( * , b)), we only have to check a ∈ (L 0 − L 8 ) ∪ {c 8 } in the former case, and a ∈ (
From these observations, it suffices to show that δ ((u, v), (a, b) ) can be computed in O(Δ) time for a fixed pair a, b. We will prove this by applying the maximum flow techniques observed in Sect. 3.2 to the network N (u, v, a, b) with O(1) vertices, O(1) edges, and O(Δ) units of capacity, defined as follows: w) , (b, Δ + 1)) = 1, and (x w ) 8 = δ((v, w), (b, 8)) = 0, where "|" is put to indicate the position of (x w ) 8 . Notice that U 8 is a set of 0-1 vectors with length 17, and its size is bounded by a constant. When we refer to a vertex i ∈ X 8 , we sometimes use c i instead of i to avoid a confusion. For the edge sets, its cap(e) function is defined as follows: Figure 3 shows an example of relationship between N (u, v, a, b) and N (u, v, a, b) , where edges with capacity 0 are not drawn. In this example, since δ((v, w 1 ), (b, * )) = δ((v, w 2 ), (b, * )), w 1 and w 2 in the left figure are treated as a single vertex x = (110 . . . 10|1) in the right figure. N (u, v, a, b) and N (u, v, a, b) 
This network is constructed differently from N (u, v, a, b) in two points. One is that in the new N (u, v, a, b) , not only label vertices but also C(v) vertices are bundled to U 8 N (u, v, a, b) . Notice that neck level of T (w * ) may not be at most 8; cap((w * , c 8 )) = 1 does not imply that δ ((v, w  *  ), (b, c) ) is equal for any c ∈ L 8 . Despite the difference of the definition of cap functions, we can see that δ ((u, v) , (a, b)) = 1 if and only if there exists a maximum flow from s to t with size d (v) in N (u, v, a, b) . Indeed, even for a maximum flow ψ with size d (v) such that ψ(w * , c 8 w), (b, g(w) )) = 1 for each w ∈ C(v), since we can assign injectively the remaining labels in L 8 (i.e., L 8 − {a, b − 1, b, b + 1, c * }) to all vertices corresponding to x w with ψ((x w ), c 8 ) > 0.
To construct N (u, v, a, b) , it takes O(d (v)) time. Since N (u, v, a, b) has O(1) vertices, O(1) edges and at most Δ units of capacity, the maximum flow itself can be solved in O(log Δ) time. Thus, the values of δ ((u, v), (a, b) ) can be computed in O(d (v) + log Δ) = O(Δ) time.
Computation of δ-Value for V 3
First, we show the correctness of the procedure in the case of v ∈ V 3 in algorithm Compute-δ(v). Let v ∈ V 3 , u be the parent of v, w * be the unique child of v not in V (2) 
then by Property 3, v is major and hence δ ((u, v), (a, b) have δ((u, v) , (a, b)) = 1. It is not difficult to see that this observation shows the correctness of the procedure in this case.
Next, we analyze the time complexity of the procedure. Obviously, for each v ∈ V 3 , we can check which case of 3-1, 3-2, and 3-3 in algorithm COMPUTE-δ(v) holds, and determine the values of δ ((u, v), ( * , b) ), in O(1) time. Therefore, the values of δ((u, v), ( * , * )) can be determined in O(Δ) time. Below, in order to show that v∈V 3 t (v) = O(n), we prove that |V 3 | = O(n/Δ). As observed above, each vertex in v ∈ V (2) 3 is major and we have d(v) = Δ. Thus, it holds that |V (2) 3 | = O(n/Δ). Finally, we show that |V (1) 3 | = O(n/Δ) also holds. By definition, we can observe that for any v ∈ V (1)
. By Property 4, the size of any path component of T is at most 3. This means that at least |V (1) 
Extension for L(p, 1)-Labeling of Trees
In the previous sections, we presented an algorithm that determines whether a given tree T has (Δ + 1)-L(2, 1)-labeling or not and showed its linear running time. In this section, we extend the result to an algorithm that determines, for a given tree T and λ, whether T has λ-L(p, 1)-labeling or not. For this purpose, we generalize several ideas that contributed to the efficient running time of L(2, 1)-labeling algorithms, especially including the notion of label compatibility, to be applicable for L(p, 1)labeling of trees.
As seen in the previous sections, the linear time L(2, 1)-labeling algorithm are realized by several ideas and their combination. They are summarized as follows:
(1) the equality v∈V δ d (v) = O(n/Δ) by the preprocessing computation, (2) label compatibility and the flow-based computation of δ, which enables a linear time computation for L(2, 1)-labeling of small T , and (3) the notion of generalized leaf and classification by the size of subtrees and the number of generalized leaves, which is also supported by (1) and (2) . Namely, if these ideas (especially, (1) and (2)) can be arranged into λ-L(p, 1)-labeling, the linear time L(2, 1)-labeling algorithm could be extended to a (linear time) algorithm for λ-L(p, 1)-labeling.
In the succeeding subsections, we present two properties of L(p, 1)-labelings corresponding to (1) and (2). Since it is known that
The extended algorithm is based on the same scheme as the linear time L(2, 1)-labeling algorithm, that is, it is a dynamic programming algorithm that computes δ-values from leaves to root. In the following, we assume p is a constant, unless otherwise stated.
Generalized Major Vertex
The extended algorithm also does a similar preprocessing operation to Algorithm 3. In the L(2, 1)-labeling algorithms, Algorithm 3 is applied to an input tree so that it satisfies Properties 3 and 4. Property 4 is not affected by the change from L(2, 1) to L(p, 1), whereas Property 3 is so. The reason why we can assume Property 3 for an L(2, 1)-labeling is that T has (Δ + 1)-L(2, 1)-labeling if and only if T − {v} has (Δ + 1)-L(2, 1)-labeling, where a leaf vertex v of T is adjacent to a non-major vertex. In order to fix this property for λ-L(p, 1)-labeling, we generalize the notion of major vertex: A vertex whose degree is λ − p − i + 1 (resp., at least λ − p − i + 1) is called i-major (resp., i ≥ -major) with respect to λ. For example, for λ = Δ + p − 1, a vertex whose degree is Δ − 1 is not 0-major but 1-major, 1 ≥ -major, 2 ≥ -major, and so on, with respect to Δ + p − 1. We often omit "with respect to λ", if no confusion arises. We can show that T has λ-L(p, 1)-labeling if and only if T − {v} has λ-L(p, 1)labeling where leaf v is adjacent to a vertex u whose degree is at most λ − 2p + 2. In fact, we can construct λ-L(p, 1)-labeling of T from λ-L(p, 1)-labeling of T − {v}, because in the labeling of T − {v}, u freezes at most 2p − 1 labels and adjacent vertices of u freeze at most λ − 2p + 1; (λ + 1) − (2p − 1) − (λ − 2p + 1) = 1 label is always available and we can use it for labeling v in T . Thus we obtain the corresponding version of Property 3:
Property 5 All vertices adjacent to a leaf vertex are (p − 2) ≥ -major vertices with respect to λ.
Consequently, we modify Step 1 of Algorithm 3 (i.e., replace "less than Δ" with "less than λ − 2p + 3") so that the resulting T satisfies Property 5 instead of Property 3. We can see that this change in Algorithm 3 and the generalized notion of (p − 2) ≥ -major vertex absorb several gaps caused by the difference between L(2, 1) and L(p, 1). In the analyses of O(n 1.75 )-time algorithm for L(2, 1)-labeling in Sect. 2.2, for example, Lemma 1 holds. By a similar argument, the corresponding term in the analysis for L(p, 1)-labeling is estimated as v∈V −V L −V Q d (v) = O(n/(λ − 2p + 3)) = O(n/(Δ − p + 2)) = O(n/Δ), which implies that an O(Δ 1.5 n)-time algorithm for λ-L(p, 1)-labeling of trees is obtained only by this minor modification.
Generalized Label Compatibility and Its Application
As mentioned several times, the most important idea in the analyses of the linear time algorithm for L(2, 1)-labeling of trees is the label compatibility. In this subsection, we generalize it to λ-L(p, 1)-labeling of trees. In the following, we use δ λ (( * , * ), ( * , * )) to denote the DP-tables in the λ-L(p, 1)-labeling algorithm.
We say that T is λ-head-L h -compatible if δ λ ((u, v) , (a, b)) = δ λ ((u, v), (a , b) ) for all a, a ∈ L h and b ∈ L 0 with |a − b| ≥ p and |a − b| ≥ p. Analogously, we say that T is λ-neck-L h -compatible if δ λ ((u, v) , (a, b)) = δ λ ((u, v), (a, b ) ) for all a ∈ L 0 and b, b ∈ L h with |a − b| ≥ p and |a − b | ≥ p. We often omit "λ" if it is clear. The neck and head levels of T with respect to λ are defined similarly to Definition 1:
Definition 2 Let T be a tree rooted at v, and consider the tree obtained from T by adding a new vertex u adjacent to v.
For L(2, 1)-labeling, Lemma 2 gives a relationship between the neck/head levels and the tree size. This lemma is generalized as follows: 
where h and d are defined similarly as in Sect. 3.2. We thus have the following lemma.
Lemma 9 δ λ ((u, v) , ( * , * )) can be computed in O(Δ 2/3 (h(v)) 2 d (v) log 2 Δ) time for a positive integer p.
Since we assume p is bounded by a constant, we have v∈V −V L −V Q d (v) = O(n/Δ) (as we saw in the previous subsection) and h(v) = O(min{Δ, log |T |/ log Δ}) (Corollary 2). By these, the following theorem is obtained:
Theorem 5 Given a tree T and positive integers λ and p, it can be determined in O(min{Δ 2/3 p 2 n log 2 n, Δ 2.5 n}) time if T has λ-L(p, 1)-labeling. If p is a positive constant integer, it can be done in O(min{n log 2 n, Δ 1.5 
As seen in these subsections, the crucial properties in the analyses for that L(2, 1)labeling of trees is solvable in linear time are generalized to λ-L(p, 1)-labeling if p is bounded by a positive constant. This implies that all the analyses in Sect. 4 are extended straightforwardly to the case of a constant p, which yields a linear time λ-L(p, 1)-labeling algorithm for a constant p, though we omit the details to avoid tedious repetitions. Since the L(p, 1)-labeling number of a tree T is in [Δ + p − 1, min{Δ + 2p − 2, 2Δ + p − 2}], an optimal L(p, 1)-labeling of T can be obtained by applying the λ-L(p, 1)-labeling algorithm for T at most p times; the total running time for solving L(p, 1)-labeling problem for T is O(n) if p is a constant. 
Proof of Level Lemma
In this section, we provide proofs of Lemma 8 and Theorem 4. For a tree T rooted at v, denote by T + (u, v) the tree obtained from T by adding a vertex u / ∈ V (T ) and an edge (u, v) . This is similar to T (u, v) defined in Sect. 2.2, however, for T (u, v) , u is regarded as a virtual vertex, while for T + (u, v), u may be an existing vertex. 1, δ((u, v) , ( * , * )) := δ λ ((u, v) , ( * , * )), and h > 0 (note that the case of h = 0 means |T | = 0). When h ≤ 2p − 3, we have |T | ≤ λ − 4p + 1 and hence Δ(T + (u, v)) ≤ λ − 4p + 1, where v denotes the root of T . It follows that T + (u, v) can be labeled by using at most Δ(T + (u, v)) + 2p − 1 ≤ λ − 2p labels. Thus, in these cases, it is not difficult to see that the head and neck levels are both 0. Now, we assume for contradiction that this lemma does not hold. Let T 1 be such a counterexample with the minimum size, i.e., T 1 satisfies the following properties (4)- (7):
Proof of Lemma 8 (i) Let p >
the neck or head level of T 1 is at least h + 1,
h ≥ 2p − 2 (from the arguments of the previous paragraph), (6) and for each tree T with |T | < |T 1 |, the lemma holds.
By (5), there are two possible cases (Case-I) the head level of T 1 is at least h + 1 and (Case-II) the neck level of T 1 is at least h + 1. Let v 1 denote the root of T 1 .
(Case-I) In this case, in T 1 + (u, v 1 ) with u / ∈ V (T 1 ), for some label b, there exist two labels a, a ∈ L h with |b − a| ≥ p and |b − a | ≥ p such that δ((u, v 1 ), (a, b)) = 1 and δ((u, v 1 ), (a , b)) = 0. Let f be a λ-L(p, 1)-labeling with f (u) = a and f (v 1 ) = b. If any child of v 1 does not have label a in the labeling f , then the labeling obtained from f by changing the label for u from a to a is also feasible, which contradicts δ ((u, v 1 ), (a , b) 
Consider the case where some child w of v 1 satisfies f (w) = a . Then by |T (w)| < |T 1 | and (7), the neck level of T (w) is at most h. Hence, we have
Thus, we can observe that the labeling f 2 satisfying the following (i)-(iii) is a λ-L(p, 1)-labeling on
for all other vertices. This also contradicts δ((u, v 1 ), (a , b)) = 0.
(Case-II) By the above arguments, we can assume that the head level of T 1 is at most h. In T 1 + (u, v 1 ) with u / ∈ V (T 1 ), for some label a, there exist two labels b, b ∈ L h with |b − a| ≥ p and |b − a| ≥ p such that δ((u, v 1 ), (a, b)) = 1 and δ((u, v 1 ), (a, b )) = 0. Similarly to Case-I, we will derive a contradiction by showing that δ((u, v 1 ), (a, b )) = 1. Now there are the following three cases: (II-1) there exists such a pair b, b with b = b − 1, (II-2) the case (II-1) does not hold and there exists such a pair b, b with b = b + 1, and (II-3) otherwise.
First we show that we have only to consider the case of (II-1); namely, we can see that if (II-1) does not occur for any a, b with |b − a| ≥ p, |b − 1 − a| ≥ p,
then neither (II-2) nor (II-3) occurs. Assume that (8) holds. Consider the case (II-2). Then, since we have δ((u, v 1 ), (λ − a, λ − b)) = δ((u, v 1 ), (a, b)) = 1 and δ((u, v 1 ), (λ − a, λ − b − 1)) = δ((u, v 1 ), (a, b + 1)) = 0, it contradicts (8). Consider the case (II-3), that is, there is no pair b, b such that |b − b | = 1. Namely, in this case, for some a ∈ L h+p , we have δ((u, v 1 ), (a, h)) = δ((u, v 1 ), (a, λ − h)) and δ((u, v 1 ), (a, b 1 )) = δ((u, v 1 ), (a, b 2 )) only if (i) b i ≤ a − p, i = 1, 2 or (ii) b i ≥ a + p, i = 1, 2. Then, since the head level of T 1 is at most h, it follows by a ∈ L h+p that δ((u, v 1 ), (a, h)) = δ((u, v 1 ), (λ − a, h)). By δ((u, v 1 ), (λ − a, h)) = δ((u, v 1 ), (a, λ − h)), we have δ((u, v 1 ), (a, h)) = δ ((u, v 1 ), (a, λ − h) ), a contradiction.
Below, in order to show (8) , we consider the case of b = b − 1. Let f be a λ-L(p, 1)-labeling with f (u) = a and f (v 1 ) = b. We first start with the labeling f , and change the label for v 1 from b to b − 1. Let f 1 denote the resulting labeling. If f 1 is feasible, then it contradicts δ((u, v 1 ), (a, b − 1)) = 0. Here, we assume that f 1 is infeasible, and will show how to construct another λ-L(p, 1)-labeling by changing the assignments for vertices in V (
or some grandchild
Now we have the following claim.
Claim 1 Let f be a λ-L(p, 1)-labeling on T 1 and T (v) be a subtree of T 1 
. If this claim does not hold, then we would have
This claim indicates that given a feasible labeling f of T 1 , for each vertex v ∈ V (T 1 ), there exist at least 2p − 2 labels 1 , 2 , . . . , 2p−2 ∈ L h such that i is not assigned to any vertex in {v,
where p(v) denotes the parent of v. For each vertex v ∈ V (T 1 ), denote such labels by i (v; f ) and such children by c i (v; f ) (if exists) for i = 1, 2, . . . , 2p − 2. We note that by (7) , if c i (v; f ) exists, then the head and neck levels of T (c i (v; f )) are at most h − 2p + 2.
First consider the case where the vertex of (9) exists; denote such a vertex by w 1 . We consider this case by dividing into two cases (II-1-1) b ≥ h + p and (II-1-2) b ≤ h + p − 1.
(II-1-1) Suppose that we have 1 (v 1 ; f ) = b − p, and c 1 (v 1 ; f ) exists (other cases can be treated similarly). By (7), the head and neck levels of T (w) are at most h for each w ∈ C(v 1 ), and especially, the head and neck levels of T (c 1 (v 1 ; f )) are at most h − 2p + 2. Hence, we have 1 (v 1 ; f )} ⊆ L h (note that in the case where c 1 (v 1 ; f ) does not exist, (12) is not necessary). Notice that b + p − 1 / ∈ L h may hold, however we have b + p − 1 ∈ L h−p+1 by b ∈ L h . By these observations, there exist labelings f 1 and f 2 of T (w 1 ) + (v 1 , w 1 ) and T (c 1 (v 1 ; f ) c 1 (v 1 ; f ) ), achieving δ((v 1 , w 1 ), (b − 1, 1 (v 1 ; f ))) = 1 and δ ((v 1 , c 1 (v 1 ; f ) ), (b − 1, b + p − 1)) = 1, respectively. Let f * be the labeling such that f * (v 1 (T (c 1 (v 1 ; f ) )), and f * (v) = f (v) for all other vertices.
(II-1-2) In this case, we have b + 2p − 2 ∈ L h by λ − 2h ≥ 3p − 3. Now we have the following claim. First, we consider the case where vertices of (A) exist. Suppose that there are 2p − 2 children x 1 , . . . , x 2p−2 ∈ C(w 1 ) with f 1 ( . . , 2p − 2} = ∅, and all of c i (w 1 ; f ) exist (other cases can be treated similarly). Now by (7), the head and neck levels of T (x i ) (resp., T (c i (w 1 ; f ))) is at most h (resp., h − 2p + 2) for i = 1, 2, . . . , 2p − 2. Hence, for each i = 1, 2, . . . , 2p − 2, we have Now note that λ − 2h > 4p log n log (λ/2) + 8p − 8 > 3p − 3. Hence, by Lemma 8, it follows that the head and neck levels of T are both at most 2p log n log (λ/2) .
Concluding Remarks
This paper presents a linear time algorithm for L(p, 1)-labeling of trees, when p is bounded by a constant, especially by describing the one in case of p = 2, which is the L(2, 1)-labeling problem. Although the main contribution of the paper is the linear time algorithm itself, the introduction of the notion of label-compatibility might have more impact, because it could be generalized for other distance constrained labelings. Also, it is a quite interesting open problem to obtain a combinatorial characterization of trees with λ(T ) = Δ(T ) + 1 and λ(T ) = Δ(T ) + 2.
