The new upcoming video coding standard, H.264, allows motion estimation performing on multiple reference frames. This new feature improves the prediction accuracy of inter-coding blocks significantly, but it is extremely computational intensive. Its reference software adopts a full search scheme. The complexity of multkframe motion estimation increases linearly with the number of used reference frames. However, the distortion gain given by each reference frame varies with the motion content of the video sequence, and it is not efficient to search through all the candidate frames. In this paper, a novel center-biased frame selection method is proposed to speed up the multtframe motion estimation process in H.264. We apply a center-biased frame selection path to identify the ultimate reference frame from all the candidates, Simulation results show that our proposed method can save about 77% computations constantly while keeping similar picture quality as compared to full search.
INTRODUCTION

H.264MPEG-4 AVC [I] is the latest video coding standard developed by the Joint Video Team (JVT) which is formed with ITU-T Video Coding Experts Group (VCEG) and ISO/IEC Motion Picture Experts Group (MPEG) in 2001.
This new standard significantly outperforms the existing video coding standards. It saves half of the bit-rate when compared with the H.263, and only uses about quarter of the bitrate for the MPEG-2. In other words, we can have 2 to 4 times the video qualify by renewing the current video ccdec while keeping the same bandwidth requirements. It was suggested in [2] that even a little improvement on the video compression efficiency (e.g. IO%), would reduce 20 times of current Internet backbone traffic. This means the new standard not only pursues higher performance, but also raises new opportunities for various bandwidth demanding video applications, especially for those mobile devices that have only limited bandwidth in the wireless nehvork such as General Packet Radio Service (GPRS).
As the cost for processing power and memory is reduced, more heavy coding strategies and complex codec can be supported. The significant gain of compression efficiency in H.264 is at the expense of increased computation and complexity. For example, advanced intdinter-prediction modes, treestructured macroblock partitioning, quarter-pixel motion compensation and multiple reference frames motion estimation, all these features help increase the compression efficiency, but introduce tremendous loading to the system [I] . Table 1 . Image sequences used for analyses and simulations.
In a hybrid-coding 131 video encoder, most of the computation is spent on motion estimation. Hybrid-coding is the basis of all video coding standards, in which intra-frame coding and inter-frame coding are combined to reduce the spatial and temporal redundancy, Motion estimation (ME) and motion compensation (MC) are the two major techniques of inter-frame coding for video compression. A good prediction can substantially decrease the bit-rate. Nevertheless, these techniques are computationally intensive. In the case of exhaustive search of all candidate blocks, up to 80% computational power of an encoder is consumed by motion estimation [4] . In H.264, motion estimation is allowed searching on multiple reference frames to further reduce the temporal redundancy. Certainly, the computational load due to motion estimation will increase with the number of reference frames, and the cost of motion estimation will dominate the complexity of the video codec This is absolutely a challenging problem to implement the codec without hardware aid especially far mobile computing devices that have limited computing power. Obviously, it indicates an eager need for faster motion estimation strategy.
In this paper, we present a simple and effective method to reduce the' computational cost due to mnltiframe motion estimation without significant quality degradation. Instead of checking all the blocks on each reference h e , we only search on a center-biased path so that an uItimate frame can be selected for final search. In Section 2, we will analyze the motion vector probability (MVP) distribution in multiple reference frames. The results encowage the formation of our method. In Section 3, our algorithm will be descnbed in detail. In Section 4, our simulation results will be shown with some theoretical analysis on the gain.
Finally, a conclusion is given in Section 5. ? 7 for six sequences in five reference frames.
ANALYSIS AND OBSERVATIONS
Many block matching motion estimation algorithms are inspired by the center-biased characteristic of motion vector distribution. Fig. 3 . Five center-biased pattern being analyzed in forming our proposed center-biased selection path.
PROPOSED SCHEME
In the design of H.264, the developers tend to improve the rata distortion performance at all costs. A bundle of computation is input to the system for a little gain. For that reason, to design a fast algorithm, it is essential to keep the gain while trading it for the complexity.
In our analyses, we observed that the center-biased characteristic is preserved in multiple reference frames. There is a great tendency to find out the best-matched block from the region near to the search window center. Approximately 78% motion vectors can be found within the area of r = * 2. Thus, we choose a center-biased selection path that can dominate over the other regions and in general give a relative high minimum hit rate of frame selection.
On the other hand, we find that cross-shaped patterns are more compact that they are favorable to cover a great portion of motion vectors with the least searching effort. In order to give maximum speed-up with minimum quality degradation, we draft six kinds of selection path in our fast motion estimation scheme.
They are farmed with the center-biased patterns shown in Fig. 3 , except the center selection (CS) path. The pattern used by CS contains only one point in the center. The others are named according to the corresponding patterns: small-cross selection (SCS), large-cross selection (LCS), small-square selection (SSS), large-square selection (LSS) and large-diamond selection (LDS). Each selection path is the projection of its search pattern onto the reference frames. For example, in case n reference frames are allowed, our SCS path consists of n small-cross patterns in the center of the search window for each frame.
The first step of OUT strategy is to search through all the points in the selection path. The local minimum block distortion measure (BDM) found in the. selection path is used as the indicator of the final reference frame. Here we assume that the global minimum occurs in the same frame as the local minimum of the selection path. This assumption follows the unimodal error surface model where the ermr is assumed to decrease monotonically towards the global minimum error, and it is commonly used by many BMAs. Lastly, we can apply any single frame ME methods to the selected frame in fnal search. For simplicity, we directly apply full search (FS) to the selected frame in our algorithm. 
SIMULATION RESULTS
Our algorithm is simulated using the luminance component of the 6 sequences from frame 5 to 84 (total 80 frames). The maximum block displacement is set to & 7 pixels and the number of allowed reference frame is set to 5. Thc block size is fixed at 16x16. The performances of multi-frame full search (MFS), single frame full search (SFS), CS, SCS, SSS, LCS, LDS, and LSS are compared. SFS h c t i o n s as the baseline performance comparison for the others. The mean absolute error (MAE) is used as the BDM function. In Table 3 , the average hit rate and minimum hit rate for 80 frames are listed. The hit rate is defined as the percentage of successful detected frames with respect to MFS. The minimum hit rate is the lower bound of our detection successful rate. For those motion vectors fallen into our selection path, they must be able to hit as a result of FS. From the table, we can see that the performances of LCS and SSS are quite similar but LCS is generally more robust to different motions. LCS has the highest avemge hit rate (86.09%) of the 6 sequences. It always outperforms the SFS, and is almost the best for individual sequence. For small motion sequences 1ike"Sales" and "Claire", LCS has very high hit rates of 98.59% and 96.86% respectively.
To compare the picture quality, we measure the average MAE degradation per pixel with respect to MFS. The results are shown in Table 4 . We can also find that LCS and SSS have similar performances in small motion sequences while LCS performs better in large motion sequences. LCS has the lowest average MAE degradation (0.187) of the 6 sequences. For small motion sequences like "Claire", "MissA", and "Sales", LCS has extremely low degradation of 0.008, 0.037, and 0.011 respectively. The MAE per pixel is plotted against the frame number in Fig. 5(a) and 5(b) . The performance of our algorithm is very close to MFS. In general, the degradations in small motion sequences are negligible. This algorithm is very suitable for video-conferencing applications. Table 5 shows the complexity reduction with respect to MFS. The theoretical values are calculated by the number of necessary searching points. The more the reference frames are allowed, the more the computations can be saved. Both LCS and SSS can save about 77% computations constantly for 5 reference h e s .
One can find that the hit rate performance does not always reflect the MAE performance. Although a relative high hit rate can be obtained in large motion sequences, the MAE performance is still unsatisfactory. This is because, for large motion sequences, the penalty of fail detection is large. The block distortion will be very large if a wrong frame is selected. This can be improved by selecting sub-optimal h m e s from the selection path, but trading for the searching speed.
CONCLUSION
In this paper, a novel frame selection method is proposed to speed up the multl-frame motion estimation in H.264. Based on the center-biased MVP distribution characteristic of real world sequences, we apply a center-biased frame selection path to efficiently locate an ultimate frame. Simulation results show that our algorithm using LCS has up to 99% hit rate. It can reduce about 77% computations while keeping the picture quality close to MFS. It is highly suitable for real-time video-conferencing applications. Table 5 . The theoretical complexity reduction w.r.t. MFS.
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