In this paper, we present a mathematical framework for the problem of minimizing the cash-out penalties of a natural gas shipper. The problem is modeled as a mixedinteger bilevel programming problem having one Boolean variable in the lower level problem. Such problems are difficult to solve. To obtain a more tractable problem we move the Boolean variable from the lower to the upper level problem. The implications of this change of the problem are investigated thoroughly. The resulting lower level problem is a generalized transportation problem. The formulation of conditions guaranteeing the existence of an optimal solution for this problem is also in the scope of this paper. The corresponding results are then used to find a bound on the optimal function value of our initial problem.
Introduction
In many decision processes there is a hierarchy of decision makers, and decisions are made at different levels in this hierarchy. One way to handle such hierarchies is to focus on one level and include the other levels' behaviors as constraints. In terms of modeling, the feasible set associated with a bilevel programming problem is implicitly determined by a series of two optimization problems which must be solved in a predetermined sequence: we have one leader (associated with the upper level) who selects his decision first and the follower (associated with the lower one) replies on this decision. With other words, the variables of this problem are partitioned into two parts (x, y). y ∈ R m is the leader's variable and x ∈ R n is that of the follower. Using y as a parameter, the follower solves a parametric optimization problem thus computing an optimal solution x * = x * (y). This optimal solution x * (y) is the reaction (or the reply) of the follower on the leader's selection. The bilevel programming problem is the leader's problem. Knowing the reactions of the follower on his decisions he has now to minimize a certain function f (x * (y), y) with respect to his decision variables. Often this problem is interpreted such that the decision variables y of the leader compose "environmental data" for the follower's problem and that the leader is interested in optimizing a certain welfare function depending on those environmental data together with the optimal reaction of the follower on these data. In [1, 3, 11] , one can find both the essential fundamentals of bilevel optimization and its applications to the solution of real systems.
A particular case of the bilevel programming problem is presented by the following mixedinteger model arising from the problem of minimizing the cash-out penalty costs of a natural gas shipping company. In many countries the natural gas industry has been going through a deregulation process since the mid-1980s leading to significant market changes. Now the decision making procedure of gas buying, selling, storing, transporting, etc., is immersed into a very complex world in which producers, pipelines (transporters), and brokers, all play quite important roles in the chain. This problem becomes even more complex if we take into account the whole network of pipelines transporting gas and oil throughout the continents. In this paper we investigate one particular problem in this complex system. This problem reflects the shipper's difficulties to deliver the correct amount of gas. It arises when a shipper draws a contract with a pipeline company to deliver a certain amount of gas at several points. What is actually delivered may be more or less of the amount that had been originally agreed on (this phenomenon is called an imbalance). When an imbalance occurs, the pipeline penalizes the shipper by imposing a cash-out penalty policy. As this penalty is a function of the operating daily imbalances, an important problem for the shippers is how to carry out their daily imbalances so as to minimize their incurred penalty.
Initial attempts and theoretical investigations of the considered problem can be found in [10] . There, penalty function approaches known from solution algorithms for variational inequalities [5, 9] are applied and first results of numerical experiments have been reported.
In [10] , a mathematical framework for the above described problem is presented. The problem is modeled as a mixed-integer bilevel linear programming problem (BLP) where the shipper is the leader (upper level) and the pipeline represents the follower (lower level). Even the simplest version of a multilevel optimization problem, a linear problem with two levels, is known to be N P-hard in the strong sense [4, 8] . This even implies that there cannot be a fully polynomial approximation scheme solving this problem. Mixed-integer BLP possess an even higher degree of difficulty as the typical concepts for fathoming in traditional branchand-bound algorithms for mixed-integer programming cannot be directly applied to mixedinteger BLP [12] . There are only a small number of attempts to solve (mixed-) discrete bilevel programming problems (see [1, 3] and the references therein). One possible reason for this can be the difficulties to treat parametric (mixed-) discrete optimization problems.
The position of constraints in the upper respectively in the lower level problem is critical. A shift of some constraint from the lower to the upper level problems can drastically change the optimal solution up to the situation that one of both problems has an optimal solution and the other one has no one. For (mixed-) discrete bilevel programming problems the position of the integrality conditions is of special importance [13] . Originally, in our problem, the Boolean variable belongs to the lower level problem. Knowing the difficulties in solving discrete bilevel programming problems we feel that it is easier to solve them if the discreteness demand is in the upper rather than in the lower levels. This forced us to move the integrality condition from the lower to the upper level problem. But surely, this implies a change of the problem. This is illustrated in the figures 4 to 6. The investigation of the differences and relations between the two problems is one of the topics in this paper.
After we have moved the discreteness demand into the upper level problem we solve an auxiliary problem which in our situation reduces to the solution of two linear bilevel programming problems. These can be solved by any of the known algorithms; we suggest to use the exact penalty function approach from [14] . Preliminary computational results show that the move of the Boolean variable to the upper level implies a much "smoother" solution process and produces not too large errors with respect to the optimal objective function value.
The resulting lower level problems are generalized transportation problems for which we derive necessary and sufficient conditions guaranteeing the existence of optimal solutions. These are then used to find bounds on the optimal objective function value of the original problem.
The paper is organized as follows. The problem is specified in Section 2, whereas the penalty function method is described in Section 3. The algorithm convergence results are also presented in Section 3.
Problem Specification
First, we describe the problem in terms of [10] . Assume that a shipper has entered into a contract (with other customers) to deliver a given amount of natural gas from a receipt to a delivery meter in a given time frame. (From now on, we treat "natural gas" and "gas" as synonyms). The shipper must stipulate title transfer agreements with the meter operators and a transportation agreement with the pipeline. Under such agreements, the shipper nominates a daily amount of gas to be injected by the receipt meter operator into the pipeline and to be withdrawn by the delivery meter operator from the pipeline. The pipeline transports the gas from the receipt meter to the delivery meter.
Due to the nature of the natural gas industry, what is actually transported is inevitably different from what is nominated. Such a difference constitutes an imbalance. There exist operational and transportation imbalances. The first type of imbalance refers to differences between nominated and actual flows, while the latter involves differences between net receipts (receipts minus fuel) and deliveries. While pipelines allow for small imbalances, they issue penalties for higher (both operational and transportation) imbalances to the other parties. In the following, we assume that the shippers are held responsible for imbalance penalties, and we analyze the cash-out penalties associated with operational imbalances.
On [high] price. The relation between cash-out price and imbalance position depends non-linearly on the average, maximum and minimum gas spot price for the past month.
Shippers daily nominate gas flows taking into account the constraints deriving from their buy/sell activity, their contractual constraints, and future market opportunities. The gas price is one of the major factors affecting their decisions. In the absence of cash-out provisions, historically shippers would take out high cost gas in the winter from the pipeline (causing negative imbalances), and pay the transporter back with low cost gas in the summer. This corresponds to a speculative behavior by the shippers, whereby imbalances are created and managed as pseudo-storage in order to take advantage of movements in the gas price. Cash-out penalties were designed in order to avoid such pricing arbitrages. In the framework below, shippers are concerned with minimizing the cash-out penalties.
In addition to the penalties stated in [10] , we also try to prevent the shipper making large pseudo-storage by introducing supplementary fines for positive final imbalances.
Notation
As stated in the previous subsection, the decision making process for the shipper (leader) is to determine how to carry out its daily imbalances so as to minimize the penalty that will be imposed by the pipeline (follower). The following notations are used to describe the model.
Indices and Sets
• i, j, k zone pool indices; i, j, k ∈ J = {1, 2, . . . , P };
U ti bounds on daily imbalances at the end of the day t in zone i; t ∈ T , i ∈ J; • x L t , x U t bounds on total daily imbalances at the end of the day t; t ∈ T ; • s L ti , s U ti bounds on balance swings during day t in zone i; t ∈ T, i ∈ J;
• e ij ∈ (0, 1) percentage of fuel retained for moving one dekatherm of gas from zone i to j; i, j ∈ J;
• f ij transportation charge for moving one dekatherm of gas from zone i to j; i, j ∈ J, i < j;
• b ij backward haul credit for moving one dt of gas from zone j to i; i, j ∈ J, i < j;
• x 0j initial imbalance (start of day 1) in zone j, j ∈ J;
• r j fine for the negative final imbalance in zone j, j ∈ J;
• δ j fine for the positive final imbalance in zone j, j ∈ J.
Decision Variables
• x ti imbalance at the end of the day t in zone i; t ∈ T , i ∈ J;
• s ti imbalance swing during day t in zone i; t ∈ T , i ∈ J;
• y i final imbalance in zone i; i ∈ J;
• u ij forward haul volume moved from zone i to j; i, j ∈ J, i < j;
• v ij backward haul volume moved from zone j to i; i, j ∈ J, i < j;
• z total cash-out revenue for shipper.
Auxiliary Variables
• q binary variable equal to 1 (0) if final imbalances are nonnegative (nonpositive). If all final imbalances are zero, it is convenient for us to set q = 0.
Mathematical Model
Here we provide the set of constraints involved in both the upper and lower levels of the problem.
Upper level problem (Shipper's problem): Objective: Maximize the shipper's revenue with respect to all variables (x, s, y, u, v, z):
subject to:
and (y, u, v, z) being an optimal solution of the lower level problem for fixed (x, s).
In case of non-unique optimal solution in the lower level problem, we will use the optimistic approach [3] . This means that that optimal solution of the lower level problem is taken which is the best one from the leader's point of view. This is reflected by the minimization with respect to all variables. But even under this assumption the above problem need not to have an optimal solution since the feasible set of bilevel programming problems with lower level discreteness assumptions is in general neither open nor closed [13] .
Lower level problem (Problem of the pipeline):
Objective: The penalty is determined by minimizing the amount of cash transactions. In many cases, both shipper and pipeline agree in a policy that represents a compromise between them two, so rather that minimizing the revenue for the shipper, it is agreed to minimize the deviations from zero. Hence, given (x, s), the following objective is to be minimized with respect to (y, u, v, z):
subject to the constraints below.
Balance constraints: This constraint identifies the relationship between the imbalance at the day N = |T |, forward and backward haul volumes, retained fuel, and final imbalance at zone j:
Gas conservation: This constraint ensures no gas loss occurs. This constraint follows directly from (2.8) after summation with respect to all j ∈ J.
Zone upper bounds:
This constraint prevents cyclic movements of gas. It simply states that, from any given zone, we cannot move more than any initial positive imbalance.
Forward haul upper bounds: These bounds prevent positive-to-positive and negative forward movement of imbalances.
Backward haul upper bounds: These bounds prevent positive-to-positive and negative backward movement of imbalances.
Bounds on final imbalances: These bounds ensure that all final imbalances have the "right" sign, i.e. an imbalance must not change sign.
Sign of final imbalances: This is a business rule that states that final imbalances for all zones must have the same "sign" (i.e. all nonpositive or nonnegative); that means that the imbalances must not change sign from zone to zone:
where M is a large number and q is a binary variable.
Shipper's revenue: This equation represents the revenue from the shipper's point of view:
where y + = max{0, y}.
Variable types:
We used this definition of the objective function in (2.15) to allow for different fines for positive and negative imbalances. If the imbalance is negative the fine per unit is equal to r i , and if it is positive the per unit fine is r i − δ i . 
The Modified Problem and its Properties
The mathematical model (2.1)-(2.18) described above is a mixed-discrete bilevel program. Implied by non-unique optimal solutions of the follower for some values of (x, s), the leader has to maximize a generally discontinuous function in solving the problem. To explain this and the change of the problem induced by a move of the Boolean variable from the lower to the upper level problems, consider first two right-hand side perturbed linear optimization problems. Assume for simplicity that they have linear optimal value functions (in reality these functions are piecewise linear) depending on the parameter x and that each of them corresponds to one value of the Boolean variable q. The functions are given as f 0(x) and f 1(x) in Fig. 4 . : Resulting function to be maximized in the initial problem, i.e. the problem with lower level integrality condition. It has a break point x = −8/3, so only local maximum may be guaranteed by the solutions of the auxiliary problems Boolean variable appears in the lower level problem, the follower has to take the smaller of the two absolute values as the optimal one (cf. the thick-lined function in Fig. 5 ). The leader does not consider the absolute value but he has to bear in mind the follower's reaction on his choice of x. This leads to the discontinuous thick-lined function in Fig. 6 to be minimized by the leader. Note that the jumps in the objective function of the leader can appear at any value of x depending on the follower's problem.
To make the problem more tractable, we move the integrality condition q ∈ {0, 1} from the lower to the upper level. This leads to the problem
As first benefit from this change we get now a problem which has an optimal solution if the optimistic approach is used [3, 13] . Also, since there is only one Boolean variable q we simply solve the problem (3.1)-(3.4) for both values of q and compare the optimal objective function values of both auxiliary problems. The follower's problem is a parametric linear one having a piecewise-linear continuous optimal value function. The leader has now to maximize the pointwise maximum of the two functions in Fig. 4 . The maximal function value of this maximum function can be different from that in the original problem. As an approximation of the objective function value of the original problem we take that optimal objective function value for both relaxations which is closer to zero. In the illustration in Fig. 4 this means occasionally that we take the function f 1(x) in each case. Clearly, our modifications change the problem and we have to investigate the properties of the resulting solution.
Generalized Transportation Problem
Before we present the exactness result, we examine some properties of the lower level feasible sets W β for β ∈ {0, 1}, where 2.14) ). The values of variables u and v are bounded since they satisfy (2.11), (2.12) and (2.17), and the values of x N,j are also bounded. Therefore, the subset W β is bounded, and being closed it is compact.
To prove the convexity of W β notice that all the constraints that define W β are linear, except for constraints (2.11), (2.12) and (2.13). But it is evident that combined with (2.17), both (2.11) and (2.12) obtain the convex subsets. Finally, although (2.13) define a nonconvex subset, they deliver convex subsets combined with (2.14). Thus, the subset W β is convex which completes the proof.
q.e.d.
We now show the equivalence of problem (3.3)-(3.4) to a generalized transportation problem, in which each pool zone with a positive last day imbalance (x N,i > 0) is a point of supply, whereas the pool zones with negative last day imbalances (x N,i < 0) are the points of demand. The transportation problem is a generalized one because of the coefficients (1 − e ij ) being different from 1 in equation (2.8).
More precisely, introduce the following notation:
These settings are consistent with (2.11), (2.12) which imply that in (2.8) either both negative sums (if x N,i > 0) or both positive sums appear (if x N,i < 0). Using these notations and y i ≤ 0 if q = 0 by (2.14) we derive that we have equations in (2.8) for x N,i > 0 and inequalities for x N,i < 0. Hence, the system (2.8) is equivalent to
for q = 0. In an analogous way, if q = 1 this system is equivalent to
The upper bounds in the constraints (2.11) and (2.12) are corollaries of (3.6) and (3.7).
Remark 3.2 A deeper look at the construction of the above systems of equalities and inequalities shows that, depending on the values of x N,i at least one of the systems (3.6) or (3.7) arises. Namely, if i∈J x N,i ≤ 0, then (2.9) and (2.14) imply that y i ≤ 0, i ∈ J and, hence, (3.6) arises. In this case, system (3.7) has no solution at all. On the other hand, if i∈J x N,i > max (i,j):i<j e ij i∈J + x N,i then, again by (2.9) and (2.14) we come to y i ≥ 0, i ∈ J and hence system (3.7) appears. Now, system (3.6) is of no value. For other values of x N,i both systems are to be investigated.
Let J + = {1, . . . , m}, J − = {1, . . . , n}. To investigate nonemptiness of the sets W β (x, s) for β ∈ {0, 1} it is sufficient to investigate solvability of generalized transportation problems of the following two kinds:
where λ ij ∈ (0, 1) for all i = 1, . . . , m, j = 1, . . . , n. Problems of such type (where also upper bounds on the variables p ij are allowed, but only with equality constraints) have been investigated in [6] . Our investigations in the following are in some sense parallel to the ideas there.
We start with the investigation of problem (3.8). We need some notation. Each (generalized) transportation problem corresponds to a bipartite graph G = (E, V ) with node set E = {1, . . . , m} ∪ {1, . . . , n} and edge set V = {1, . . . , m} × {1, . . . , n}. Take a subset U ⊂ V in this graph constituting a forest, i.e. a finite collection of trees U = t k=1 U k . Denote
The set U is called exhausted if
. . , m} and t k=1 J(U k ) = {1, . . . , n}. Then, by the properties of trees, |I(U k )| + |J(U k )| − 1 = |U k | which implies that the system of equations
has a unique solution µ i > 0, i ∈ I(U k ), ν j > 0, j ∈ J(U k ). Let U be an exhausted forest and let µ, ν denote the solution of the systems (3.10). Using this solution we can transform the generalized transportation problem into an equivalent one: Multiply the inequalities with µ i and the equations with ν j and substitute the variables p ij with µ i p ij :
Note that the result of this reformulation is now that the coefficient λ ij is transformed into 1 for all (i, j) ∈ U. Call this problem canonical with respect to U . The condition in the following theorem means that using the above transformation we derive a classical transportation problem under one assumption.
Theorem 3.3 ([7])
The generalized transportation problems (3.8) as well as (3.9) can be reduced to the classical one if, and only if rank Λ=1, where Λ = λ ij m,n is the matrix of the coefficients λ ij .
Lemma 3.4 Problem (3.8) has a feasible solution if and only if there is an exhausted forest
The following system has a nonnegative solution:
and we have
Proof: First, let problem (3.8) have a feasible solution p. Extend the problem by adding slack variables in the system of inequalities. Then, this problem has also a feasible solution. Hence, there is also a basic feasible solution containing m + n basic variables. Take U as the set of all indices of the basic variables without the slack variables. Consider the bipartite graph corresponding to the generalized transportation problem. Then, U corresponds to a subset of the edges and this subset does not contain cycles. Hence, U = t k=1 U k is an exhausted forest. Note that to each tree U k there exists a unique slack variable p i k ,n+1 being in the basis in the extended problem. Now we can perform the above transformation of the generalized transportation problem which does not change the values of p. Inserting the solution p and considering only the basic variables we obtain for each k:
Moreover, solvability of the problem implies that
Now, µ i p i k ,n+1 ≥ 0 gives the desired inequality (3.13). Now let there be an exhausted forest with the given properties. We want to construct a feasible solution. Since the trees in the forest are not connected by edges it is sufficient to describe the construction for just one tree. Take a solution of (3.11) and (3.12). Then, the already fixed variables p i k ,j with (i k , j) ∈ U k have the value
Note that there is one more variable p i k ,j in the i k th row which has not been fixed yet (namely the slack variable in the extended problem) and we get
by (3.13). Hence, we can set
This gives the desired feasible solution. q.e.d.
Consider the tree U k . By the properties of basic feasible solutions, the system (3.11), (3.12) has a unique solution provided that (3.13) is satisfied. To compute this solution we can use the following simple algorithm written down for the original problem for simplicity.
Redraw the tree as being rooted in i k . Each node of the tree corresponds to exactly one of the equations (3.11) or (3.12). If such a node is a leaf, summation is done over only one element whose value can now be fixed. Since a tree has at least one leaf, fix the value of the unique edge incident with this leaf. Then delete this leaf together with this edge and update the value for the other vertex incident with the deleted edge. More precisely:
Step 1 Let V := U k be drawn such that i k is its root.
Step 2 Let l be the number of a leaf in the tree U k . If l ∈ J(U k ) then goto Step 3, otherwise to Step 4.
Step 3 Let (s, l) be the unique edge incident with l in V . Put p sl = b l /λ sl , set a s := a s − p sl , delete node l together with edge (s, l), denote the resulting graph again by V . If V contains the unique node i k stop, else goto Step 2.
Step 4 Now, l ∈ I(U k ). Let the unique edge incident with node l be denoted by (l, s). Put p sl = a l , b s := b s − λ ls p ls , delete node l together with edge (l, s), denote the resulting graph again by V and goto Step 2.
Correctness of the algorithm is easy to see since it only writes down the solution of a solved system of equations. Using this algorithm now enables us to pose assumptions guaranteeing the existence of feasible solutions for the problem (3.8).
Theorem 3.5 Problem (3.8) has a feasible solution if and only if there is an exhausted forest U = t k=1 U k such that for each k there exists i k ∈ I(U k ) with:
and for each subtree U k t in U k we have either
if node t ∈ I(U k ) is the root of the subtree or
Proof: To show the validity of the theorem, it is sufficient to verify that the above algorithm works if the assumptions of the theorem are satisfied. If the problem (3.8) has a feasible solution, then by Lemma 3.4 it has a basic solution with the properties in Lemma 3.4 and, given the set of basic variables, this solution can be computed applying the above algorithm to all trees in the exhaustive forest U . In each iteration of the algorithm one variable is set such that either equation (3.11) or (3.12) is satisfied. Now, rounding this variable up or down we arrive at the inequalities in (3.15) or (3.16). Now, let there be given an exhausted forest decomposing into the trees U k and let besides (3.14) for all subtrees U k t of U k the corresponding two inequalities in either (3.15) or (3.16) be satisfied. Consider the above algorithm. Then, if the algorithm reaches node t we have to compute the right value for one variable p tj if t ∈ I(U k ) or p it in the other case t ∈ J(U k ). In this moment, all the variables belonging to nodes in the subtree U k t have got their values and the equations (3.11) and (3.12) are satisfied. Now, a simple calculation as in the proof of Lemma 3.4 shows that we have enough place to determine p tj or p it if the assumption (3.15) respectively (3.16) is valid. This shows that the theorem is correct.
In a way which is absolutely similar to Theorem 3.5 we get a condition for the existence of feasible solutions for problem (3.9): Corollary 3.6 Problem (3.9) has a feasible solution if and only if there is an exhausted forest U = t k=1 U k such that for each k there exists i k ∈ I(U k ) with:
Here again, (µ, ν) is the solution to (3.10) corresponding to the exhausted forest U .
The following algorithm which implements a modified North-West Corner Rule can be used to verify that, for each values a, b at least one of the problems (3.8) and (3.9) has a feasible solution (and is therefore solvable by boundedness of the feasible set). (a 1 , . . . , a m ), (b 1 , . . . , b n ), at least one of the problems (3.8) and (3.9) has a feasible solution.
Proof: To prove our assertion, we use the modified North-West Corner Rule in the following form.
Step 0 Set k = 0, i k = 1, j k = 1.
Step 1 Put
Step 2 If i k < m then set
Symmetrically, if j k < n, put
At last, if j k = n and λ i k ,j k a i k ≥ b j k , then set K = k and stop.
Step 3 Now we update the parameters:
If a i = 0 for all i = 1, . . . , m, or b j = 0 for each j = 1, . . . , n, then set K = k and stop. Otherwise, set k := k + 1 and return to Step 1.
Let the algorithm stop in Step 3. Then by construction, either a = 0 which means that we have
Since the other system of inequalities is also satisfied, we obtain non-emptiness of the feasible set of either problem (3.9) or (3.8) . If the algorithm stops in Step 2 then either i K = m and n j=1 p ij = a i , i = 1, . . . , m or j K = n and m i=1 λ ij p ij = b j , j = 1, . . . , n. In both cases, the other system of inequalities is also satisfied by construction. This again implies non-emptiness of the feasible set of either problem (3.9) or (3.8). The lemma is proved completely.
A Solution Method
The solution of problem (3.1)-(3.4) essentially reduces to the solution of two linear bilevel programming problems and to use that optimal solution of one of these problems which has the larger objective function value as an optimal solution of (3.1)-(3.4) or that one with optimal function value closer to zero as an approximation of an optimal solution of the original problem (2.1)-(2.18). Many algorithms solving linear bilevel programming problems can be found in the monograph [1] . Most efficient (at least for small problems) are branchand-bound algorithms being based on an implicit enumeration of the faces of the underlying convex polyhedron. But knowing the nonpolynomial behavior of branch-and-bound algorithms we decided to apply the exact penalty function approach of [14] since this produces at least an approximation of the optimal function value if it runs out of time. The approach is shortly outlined as follows. Fix q to either of its values and reformulate the resulting linear bilevel programming problem in (3.1)-(3.4) as
where y solves (3.19) 
We intend to use a penalty function approach for solving the problem (3.17)-(3.22). Following this aim we penalize the complementarity constraint (3.25) . This leads to the following problem:
We will use the following assumption: Assumption 1: The set {λ :
If this assumption is satisfied, then the lower level problem (3.20)-(3.22) has an optimal solution if and only if {y ≥ 0 : A 2 x + B 2 y = b 2 } = ∅. Using the results in [14] the following theorem can easily be verified to be true. We have used this idea to attack problem (3.1)-(3.4) and have compared the corresponding solution process with one for solving the original problem (2.1)-(2.17). The main difference between both processes was it that the solution process for (2.1)-(2.17) very often jumped between solutions of the lower level problems for q = 0 and q = 1 even for problems of very small dimension. Almost surely, this discontinuous effect will intensify for problems with larger dimension. In contrast, the problems (3.1)-(3.4) have been solved very smoothly.
The results of our preliminary test calculations are as follows. The test problems used for checking the performance of the exact penalty function algorithm have various numbers of pools (4 to 9) and time periods (2 to 30). Exact specification of even the minimum size (4 pools and 2 days) problems is too large, so we mention only that we fixed the initial imbalance vector (like the vector x 0 = (−10, −4, 3, 6) in the minimum size problem) and the daily imbalance upper and lower bounds, while variating the daily swing s ij upper and lower bounds, the penalty parameter K and of course, the integer parameter q ∈ {0, 1}.
To solve the standard mathematical programming problem (3.1)-(3.4), we composed a program in the GAMS [2] language (version 2.50A) and conducted experiments in a Sun Ultra 10 workstation running Solaris 7. The test problems were processed very fast, at the total (compilation, generation and execution) time of 0.020-0.050 sec. The exact penalty approach performance has proved to be more efficient than the direct algorithm (which models the problem directly by calculating the optimal response of the follower to the leader's choice of the last day imbalance; here, the follower's optimal response includes also the optimal choice of the value of parameter q) at least in one aspect. Namely, the exact penalty algorithm has always reached the optimal solution with only one attempt, in contrast to the direct one which has repeatedly needed 3 to 5 restarts after having "jammed" far from the optimum solution.
Interpretation of the Obtained Solution
Recall that in our simple problem with only one Boolean variable we solve the problem (3.1)-(3.4) for q being fixed to 0 and for q being fixed to 1 and compare both optimal function values. In doing so we obtain lower and upper bounds for the optimal value of the initial problem (3.1)-(3.4). In the two distinguished cases in Remark 3.2, it is evident that the solution of the corresponding auxiliary problem (that with nonempty feasible set W β ) coincides with the solution of the initial one. In the remaining cases, the situation may be complex enough, as it is illustrated in Figures 4 to 6 . The investigation of this more interesting case is the topic of this section. We will see that, under certain assumptions, we are able to determine a locally optimal solution respectively to find bounds on the optimal function value of the original problem. For this we use the variables of problem (2.1)-(2.18). 
is a locally optimal solution of the problem (2.1)-(2.18).
Proof: Since 0 < z 0 < z 1 , the point (y 0 , u 0 , v 0 , z 0 ) is an optimal solution of the lower level problem (2.7)-(2.18) and, hence, the point (x 0 , s 0 , y 0 , u 0 , v 0 , z 0 ) is feasible for the bilevel programming problem (2.1)-(2.18). Now, let (x, s) be sufficiently close to (x 0 , s 0 ) and feasible for (2.2)-(2.5). Then, by continuity of the optimal value function of parametric linear programming problems, the optimal function values of the problems (3.3), (3.4) for q = 0 resp. q = 1 are close to z 0 and z 1 , resp. Hence, the optimal solution of the problem (2.1)-(2.18) is obtained for q = 0. Then, local optimality of (x 0 , s 0 , y 0 , u 0 , v 0 , z 0 ) is implied by local optimality of this point for (3.1)-(3.4) with q = 0.
Remark 4.2
There are three other cases which can be treated analogously:
is locally optimal for (3.1)-(3.4) with q = 0 and 0
is locally optimal for (3.1)-(3.4) for q = 1 and 0 > z 1 > z 0 , and
is locally optimal for (3.1)-(3.4) with q = 1 and 0 < z 1 < z 0 . z subject to (2.2)-(2.17).
Then, Theorem 4.1 can be applied if either the optimal value of the first problem is less than zero or the optimal value of the second problem is larger than zero. To solve the second problem we can adapt a descent algorithm combined with a check after each iteration if we remain on the correct branch resp. a jump on the other branch.
To derive some more relations between the feasible sets of the initial problem (2.1)-(2.18) and (3.1)-(3.4) introduce the following notation. Let
where W β (x, s) is defined by (3.5). Moreover, put
and z = z(x, s). In the case |z 0 | = |z 1 | we set q(x, s) = 0. Analogously, we define
Lemma 4.4 For each (x, s) ∈ H, the following relationships are valid:
In particular, if we introduce
1 (x, s). Vice versa, (x, s, y, u, v, z) ∈ V 0 (x, s) and |z 0 (x, s)| < |z 1 (x, s)| imply that (x, s, y, u, v, z) ∈ V (x, s) with q(x, s) = 0, whereas (x, s, y, u, v, z) ∈ V 1 (x, s) and |z 0 (x, s)| > |z 1 (x, s)| means that (x, s, y, u, v, z) ∈ V (x, s) with q(x, s) = 1. The degenerated case |z 0 (x, s)| = |z 1 (x, s)| is analyzed in the similar manner which establishes (4.1). Inclusion (4.2) follows immediately from (4.1).
q.e.d. where z * β = max (x,s)∈H z β (x, s), β ∈ {0, 1} are the optimal values of the auxiliary problems (3.1)-(3.4) for q = 0 and q = 1, respectively.
Unfortunately, as the Figures 1 to 3 show, there may exist vectors (x, s) ∈ H such that both V 0 (x, s) and V 1 (x, s) are non-empty but |z 0 (x, s)| = |z 1 (x, s)|. Namely, Figures 1 -3 show feasible solutions u ij , v ij , i, j ∈ J, for the lower level problem (2.7)-(2.18) for different values of q. Note that the final imbalances are restricted in sign according to the value of q.
The latter means that in general, V ⊂ V 0 ∪ V 1 without V = V 0 ∪ V 1 which forbids the equality in estimate (4.3). However, due to Remark 3.2 this "bad" case can take place only if 0 < i∈J x N,i ≤ (max (i,j):i<j e ij ) i∈J+ x N,i , or equivalently, if If the factors e ij are close to 0, then (4.4) means that the final imbalance j∈J y j is also very close to zero. In such a case, the pipeline may ignore this imbalance and not to fine the shipper at all, which sets z = 0.
Conclusions
The paper considers a mixed-integer bilevel programming problem arising in applications. The problem is interesting and difficult in that even under assumptions of linearity, the follower's optimal response may be a discontinuous function. To avoid this difficulty, the authors propose to shift the integrality constraints from the lower level to the upper level of the original problem. Of course, the latter changes the problem, but the paper proposes ways to estimate the proximity of solutions of the modified and original problems.
The above-described modification of the original problem allows one to apply an exact penalization approach to reduce the modified problem to a standard mathematical program which is almost linear one: the only nonlinear terms are the complementarity products arising in the K-K-T optimality conditions. If these products are multiplied by a penalty parameter and subtracted from the objective function, we come to the mathematical program with linear constraints and nonlinear objective function. The latter makes it easier to solve the modified problem by the modern mathematical programming algorithms. The test numerical experiments confirm the smoothness of the solution process.
Then it has been noticed that in the application of these problem, the lower level part is a generalized transportation problem, and the classical existence results are applicable to it. The latter helps to examine the structure of the solution set.
At last, the numerical experiments reveal that the original problem needs some improvements to prevent the leader from practicing an arbitrage resulting in an artificial accumulation of positive imbalances at the "far" pools and negative ones at the "nearby" pools. These improvements will be presented in a forthcoming paper.
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