. Applications of guided image-to-image translation. We present an algorithm that translates an input image into a corresponding output image while respecting the constraints specified in the provided guidance image. These controllable image-to-image translation problems often require task-specific architectures and training objective functions as the guidance can take various different forms (e.g., color strokes, sketch, texture patch, image, and mask). We introduce a new conditioning scheme for controlling image synthesis using available guidance signals and demonstrate applicability to several sample applications, including person image synthesis guided by a given pose (top), sketch-to-photo synthesis guided with a texture patch (middle), and depth upsampling guided with an RGB image (bottom).
Introduction
In an image-to-image translation problem [17] , we aim to translate an image from one domain to another. Many problems in computer vision, graphics, and image processing can be formulated as image-to-image translation tasks, including semantic image synthesis, style transfer, colorization, sketch to photos, to name a few. An extension to these image-to-image translation problems involves an additional guidance image that helps achieve controllable translation. A guidance image typically reflects the desired visual effects or constraints specified by a user or provides additional information via other modalities (color/depth, flash/non-flash, color/IR). A guidance image can thus take many different forms, e.g. color strokes or palette, semantic labels, texture patch, image, or mask. As such, most of the existing solutions for such problems often have applicationspecific architectures and objective functions, and consequently cannot be directly applied to other problems.
The main technical question for guided image-to-image translation problems is how the conditional guidance image is used to affect the processing of the input source image. Various forms of conditioning schemes have been proposed in the literature. The most common one is to directly concatenate the input source image and the guidance image at the input level (i.e., concatenation along the channel dimension). While being parameter efficient, this approach assumes that the additional guidance is required at the input level and the information can be carried through all the subsequent layers. Another commonly used alternative is to concatenate the guidance and the input information at the feature level, assuming that the guidance feature representation is required at a certain level within the model.
A recent generalized conditioning scheme formalized as Feature-wise Linear Modulation (FiLM) has been successfully applied in visual reasoning task [32] . In this scheme, affine transformations are applied to intermediate feature activations using scaling and shifting parameters learned from some external conditional information. In this approach, the learned scaling and shifting operations are applied feature-wise (i.e., spatially invariant). There are other conditioning approaches similar to FiLM that have shown effectiveness in the context of style transfer. In this task, given an input image and a guidance style image, the goal is to synthesize an image that combines the content of the input image with the style of the guidance image. One such approach is conditional instance normalization (CIN) [7] , which can be seen as a FiLM layer replacing a normalization layer. In CIN, the feature representation is first normalized to zero mean and unit standard deviation. Then an affine transformation is applied to the normalized feature representation using scaling and shifting parameters learned from the guidance style image. Another approach is adaptive instance normalization (AdaIN) [14] . AdaIN is very similar to CIN, however, unlike CIN, it does not learn the affine transformation parameters but uses the mean and standard deviation of the guidance style image as the scaling and shifting parameters respectively.
In this work, we propose a generalized conditioning scheme to incorporate the guidance image into the imageto-image translation model and show its applicability to different applications. There are two key differences between our proposed approach and the existing conditioning schemes. First, we propose to apply the conditioning operation in both direction with information flowing not only from the guidance image to the input image, but from the input image to the guidance image as well. Second, we extend the existing feature-wise feature transformation to be spatially varying to adapt to different contents in the input image. We refer to our proposed approach as bi-directional feature transformation (bFT). We validate the design of bFT through extensive experiments across multiple applications, including pose guidance appearance transfer, image synthesis with texture patch guidance, and joint depth upsampling. We demonstrate that our method, while not applicationspecific, achieves competitive or better performance than the state-of-the-art. Through extensive ablation study, we also show that the proposed bFT is more effective than commonly used conditional schemes such as input/feature concatenation, CIN [7] and AdaIN [14] .
We make the following two contributions. First, we present the bi-directional feature transformation for generic guided image-to-image translation tasks. Compared to existing approaches that only allow the information flow from guidance to the source image, we show that incorporating the information from the input to the guidance further help improve the performance of the end task. Second, we propose a spatially varying extension of feature-wise transformation to better capture local contents from the guidance and the source image.
Related Work
Image-to-image translation A generative model is an approach to learn a data distribution to generate new samples. One widely used technique is generative adversarial networks (GANs) [9] . In GANs, there is a generator that tries to generate samples that look realistic to fool the discriminator, which tries to accurately tell whether a sample is real or fake. Conditional GANs extend the GANs by incorporating conditional information. One specific application of conditional GANs is image-to-image translation [17, 36, 31] . Several recent advances include learning from unpaired dataset [42, 38, 25] , improving diversity [20, 15, 43] , application to domain adaptation [2, 13, 4] , and extension to video [35] .
Our work builds upon the recent advances in image-toimage translation and aims to extend it to a broader set of controllable image synthesis problems. We develop our network architecture similar to that of the pix2pix [17] , but the proposed bi-directional and spatially varying feature transformation layer is network-agnostic.
Guided image-to-image translation A variant of imageto-image translation problem is to incorporate additional guidance image. In a guided image-to-image translation problem, we aim to translate an image from one domain into another while respecting certain constraints specified by a guidance image. This guidance image can take many forms. Examples include color strokes [21, 27] , patches There are many schemes to incorporate the additional guidance into the image-to-image translation model. One straight forward scheme is (a) input concatenation, this will assume that we need the guidance image at the first stage of the model. Another scheme is (b) feature concatenation. It assumes that we need the feature representation of the guide before upsampling. In (c) we replace every normalization layer with our novel feature transformation (FT) layer that manipulates the input using scaling and shifting parameters generated from the guide using a parameter generator (PG). We denote this uni-directional scheme as uFT. In this work, we propose (d) a bi-directional feature transformation scheme denoted as bFT. In bFT, the input is manipulated using scaling and shifting parameters generated from the guide and the guide is also manipulated using scaling and shifting parameters generated from the input. [41] , or color palette [3] to aid in user-guided colorization.
The guidance can also be a domain label, as in a multidomain image-to-image translation [5] . Another form could be a style image as in the problem of style transfer [7, 8, 14] , a texture patch to texturize a sketch image [37] , or a highresolution RGB image to aid in depth upsampling [24, 23] . Moreover, the guidance signal could be the multi-channel and sparse, such as pose landmark for pose guided person image synthesis problems [28, 29, 33, 30] . The guidance could also be a mask and sketch enabling users to inpaint and manipulate images [39] . Due to the many different possible forms of the guidance images, most of the existing solutions for this class of problems are tailored toward specific applications, e.g., with specifically designed network architectures and training objectives. Compared to many existing efforts in guided image-toimage translation, we focus on developing a conditioning scheme that is application-independent. This makes our technique more widely applicable to many tasks with different forms of guidance. Figure 2 compares with several commonly used conditioning schemes. The most straightforward way of performing guided image-to-image translation is to concatenate the input and the guidance image (along the feature channel dimension), followed by conventional image-to-image translation models. Such an input concatenation approach can be viewed as a simple conditioning scheme. This approach assumes that the guidance signals are required from the input stage [39, 41, 37] . Several other types of conditioning schemes have been proposed in the literature. Instead of concatenating the guidance and the input image at the input, one can also concatenate their feature activations at a certain layer [23, 19] . However, it may be non-trivial to choose a suitable level of the layer to concentrate input/guidance features for subsequent processing. A recent and a more general scheme, Feature-wise Linear Modulation (FiLM) [32] , applies feature-wise affine transformation using scaling and shifting parameters generated from conditioning information. Such a scheme has shown improved performance when applied to the problem of visual reasoning. Other variations of FiLM have shown good performance in the context of style transfer. Those approaches can be seen as replacing a normalization layer with a FiLM layer. One notable approach is the conditional instance normalization (CIN), where the scaling and shifting parameters are learned [7] . Another approach is adaptive instance normalization (AdaIN) where instead of learning the scaling and shifting parameters, the mean and standard deviation from the guidance features are used directly [14] .
Conditioning schemes
Unlike existing conditioning schemes that allow information flow only from the guidance to the input (i.e., unidirectional conditioning), we show that the proposed bidirectional conditioning method leads to sizable performance improvement. Furthermore, we generalize the existing spatially invariant feature-wise transform methods to support spatially varying transformation.
Bi-Directional Feature Transformation
In this work, we aim to translate an image from one domain to another while respecting the constraints specified by a given guidance image. To tackle this problem, we propose Bi-Directional Feature Transformation (bFT) to incorporate the additional guidance image into the conditional Figure 3 . Bi-directional Feature Transformation. We present a bi-directional feature transformation model to better utilize the additional guidance for guided image-to-image translation problems. In place of every normalization layer in the encoder, we add our novel FT layer. This layer scales and shifts the normalized feature of that layer as shown in Figure 4 . The scaling and shifting parameters are generated using a parameter generation model of two convolution layers with a bottleneck of 100 dimension. generative model. We show that this conditioning scheme can be applied to various guided image-to-image translation problems without application-specific designs.
Feature transformation layer
Here, we first present the feature transformation (FT) layer to incorporate the guidance information. In an FT layer, we perform an affine transformation on the normal-ized input features using scaling and shifting parameters computed from the features of the given guidance image. In Eqn. 1, we show this operation for an l-th layer. The scaling and shifting parameters γ and β are computed from the guidance signal using a parameter generator shown in Figure 3 .
A key difference between the FiLM layer [32] and the proposed FT layer is highlighted in Figure 4 . Specifically, the scaling γ and shifting β parameters of the FiLM layers are vectors and are applied channel-wise. That is, the same affine transformation of feature activations is applied the same way regardless of the spatial position on the feature map. Such approaches are reasonable for tasks such as style transfer or visual reasoning. However, they may not be able to capture fine-grained spatial details that are important for image-to-image translation problems. In contrast, the parameters in our FT layer are three-dimensional tensors which offer a flexible way for modulating the input features in a spatially varying manner and supports various forms of guidance signals (e.g., dense, sparse, or multi-channel).
Bi-directional conditioning scheme
To further utilize the available information from the guidance image, we propose a bi-directional conditioning scheme. Unlike existing conditioning schemes that only allow the guidance signal to influence the input image process, our approach supports bi-directional communication between two branches of the networks processing the input and guidance image. This bi-directional flow of information enables the generative model to better capture the constraints of the guidance image. In our proposed bFT scheme, we replace every normalization layer with our proposed FT layer. At l-th layer, the guidance feature representation manipulates the input feature representation as shown in Eqn. 1, and at the same time is manipulated by that input feature representation. Such that:
Our intuition is that such a bi-directional approach can be seen as a bi-directional communication between a teacher (guidance branch) and a student (input image branch). A one-way communication from the teacher to the student might not help the student understand the teacher as much as two-way communication.
Experimental Results
We evaluate our proposed bi-directional feature transformation conditioning scheme on three different guided image-to-image translation problems with three different types of the guidance signal. For all tasks, we use GANs with two possible architectures as our generator model, either Unet or Resnet. We follow the same training objective function (a weighted combination of L 1 loss and an adversarial loss L GAN ) as in [17] :
where we set λ to 100 for all the experiments. For each task we compare our results with state-of-the-art methods as well as pix2pix [17] (with input concatenation conditioning).
Controllable sketch-to-photo synthesis
In this texture transfer task, given a sketch and a random sized texture patch as the guidance signal, we aim to synthesize a photo that fills the input sketch respecting that given texture patch.
Implementation details
We use the Unet architecture of [17] as the base architecture of our model. For both our bFT model and pix2pix, we train using a learning rate of 0.0002 with 7 layers of Unet architecture. We use an Adam optimizer for both with beta1 as 0.5 for pix2pix, and beta1 as 0.9 for our model. For the handbag dataset, we train for 500 epochs with a batch size of 64. For the shoes and clothes datasets, we train for 100 epochs with batch size of 256. Table 1 . Texture Transfer Task: visual quality evaluation using the Learned Perceptual Image Patch Similarity (LPIPS) metric [40] and Frechet Inception Distance (FID) [12] on the datasets generated by [37] . A lower score is better. Datasets and metrics We use the 128x128 data generated by Xian et al. [37] and follow the same texture patch generation algorithm from the ground truth images. We evaluate the results using the Learned Perceptual Image Patch Similarity (LPIPS) metric proposed by Zhang et al. [40] and the frechet inception distance (FID) proposed by Heusel et al. [12] . For every sketch in the test set, we generate 10 random sized ground truth texture patches using the texture patch generation algorithm from Xian et al. [37] and compute the LPIPS and the FID of the synthesized images. We use the provided pretrained models of Xian et al. [37] to compute their results. Their pretrained models are trained on ground truth patches as well as external patches, while our model and pix2pix are trained only on ground truth patches.
Evaluation We show the quantitative results of our work compared to Isola et al. [17] and Xian et al. [37] in Table 1 . While our model training is considerably simpler (trained with only two losses) than that of the Xian et al. [37] (with seven different loss terms), we show favorable results against both pix2pix [17] and Xian et al. [37] in terms of the LPIPS metric on all three datasets. We also show the FID results. We show sample qualitative results on the handbag, shoes, and clothes datasets in Figure 5 using ground truth texture patches as the guidance signal.
Controllable person-image synthesis
In the pose transfer task, given an image of a person and a target pose as a guidance signal, we aim to synthesize an image of that given person in the desired pose.
Implementation details
We use ResNet architecture as the base architecture of our model. For both our bFT model and pix2pix, we train for 100 epochs using a learning rate of 0.0002 with a batch size of 8, then we minimize the learning rate to 0.00002 and train for 50 additional epochs. We use the Adam optimizer for both with beta1 as 0.5 for pix2pix, and beta1 as 0.9 for our model. We use 8 layers for the Unet architecture for pix2pix.
Input/Guide pix2pix
Xian et al.
Ours
Target Figure 5 . Controllable sketch-to-photo synthesis with texture patches. Texture transfer qualitative comparison with state-of-the-artresults on the handbags, shoes, and clothes datasets from [37] . Here we use the ground truth texture patches as the guidance signal.
Input
Guide Ma [28] Siarohin [33] pix2pix [17] Ours Target Figure 6 . Controllable person-image synthesis with pose keypoints. Pose transfer qualitative results on DeepFashion dataset. Our model in general achieves sharper results on this challenging task.
Datasets and metrics
We use the 256x256 train and test sets provided by Ma et al. [28] from the DeepFashion dataset [26] . Following the evaluation protocols in literature, we use both SSIM and Inception Score (IS) to measure the quality of the synthesized images. We also use the FID metric.
Evaluation We show the quantitative results of our work compared to state-of-the-art methods in Table 2 . We note that Siarohin et al. [33] trains on a different training set of the DeepFashion dataset and excludes samples where pose keypoints are not detected. To ensure fair comparison, we modify our test set to exclude such samples. We report the results on both the full test set and the modified one. We use the pretrained models provided by [33, 28] to test their models on our test set. We also note that Siarohin et al. [33] uses the input pose as an additional input to the model. We show favorable results against other methods using the Frechet Inception Distance (FID). Note that it is very difficult to measure the quality of a synthesized image. In this task, however, we not only care about the quality of the image, but also about it having the same content and respecting the target pose. We show the qualitative results in Figure 6 .
Unlike the aforementioned methods that use keypoint based pose, Neverova et al. [30] uses dense pose to per- 
Depth upsampling
In depth upsampling, we aim to generate a highresolution depth map given a low resolution depth map with the guidance of a high resolution RGB image.
Implementation details
We use the ResNet architecture as the base architecture of our model. For both our bFT model and pix2pix, we only use L1 as the objective function and train for 500 epochs using a learning rate of 0.0002 with batch size of 2. We use an Adam optimizer for both with beta1 as 0.5. For our work, we train on the original size of the data 480x640, however, because pix2pix uses square sized inputs, it is trained on 512x512 resized data and we resize back before evaluation. We use 9 layers for the Unet architecture of pix2pix.
Dataset and metric Following the setting of Li et al. [23] , we use 1000 samples from the NYU v2 dataset [34] for training and we test on the remaining 449. We generate the low resolution input depth map using bicubic upsampling for three different scale factors 16, 8, and 4 . Similar to the works in literature we use RMSE to evaluate the quality of the generated depth.
Evaluation We show the RMSE results of our work compared to Isola et al. [17] and state-of-the-art methods in Table 3 . We report the results by Li et al. [23] . We also show qualitative results for the three scale factors in Figure 7 . Our model, while not designed for depth upsampling, can achieve state-of-the-art performance.
Ablation study
We conduct an ablation study to the effectiveness of our proposed bi-directional conditioning scheme. Conditioning schemes We compare our proposed bidirectional feature transformation scheme (bFT) to unidirectional feature transformation (uFT), feature concatenation, and input concatenation schemes shown in Figure 2 .
We show quantitative results in Table 4 .
Number of feature transformation (FT) layers
In our bFT model, we use FT in place of every normalization layer. For pose transfer and depth upsampling tasks, we use a Resnet base with 4 normalization layers. Replacing those layers with our proposed FT layer, we end up with 4 FT layers. We compare our approach with using FT at l, 2, and 3 layers both bi-directionally and uni-directionally. We show the quantitative results in Table 5 .
Different approaches to affine transformation Using our bi-directional approach, we compare our proposed FT with CIN and AdaIN. In both CIN and AdaIN, we use FiLM layer in place of every normalization layer. In CIN, we learn the scaling and shifting parameters, while in AdaIN, we use the mean as the scaling parameter and the standard deviation as the shifting parameter. We also test feature transformation at only the last layer of the encoder and compare the performance of our FT with CIN and AdaIN. We show the quantitative results in Table 6 .
User study
We conduct a user study on pair-wise comparisons. We ask 100 subjects to answer 4 random pair-wise comparisons per task and dataset. We ask the subject to select the image that looks more realistic respecting the input and the given guidance signal. We show the user study results in Figure 8 
Limitation
In the task of texture transfer, we observe a limitation of our work when the guidance patch does not go well with the input sketch. In such a case, the color of the guidance patch would propagate through the sketch without fully respecting its texture as shown in Figure 9 .
Conclusion
We have presented a new conditional scheme for guided image-to-image translation problems. Our core technical contributions lie in the use of spatially varying feature transformation and the design of bi-directional conditioning scheme that allow the mutual modulation of the guidance and input network branches. We validate the applicability of our method on various tasks. While being application- Figure 8 . User Study. The percentage of people that find our method more realistic respecting the input and guidance signal over state-of-the-art methods using pair-wise comparisons. Figure 9 . Failure examples. When the guided patch does not match well with the given sketch, our model fails to hallucinate the given texture. agnostic, our approach achieves competitive performance with the state-of-the-art. The generality of our method opens promising direction of incorporating a wide variety of constraints for image-to-image translation problems.
