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SINGULAR HJB EQUATIONS WITH APPLICATIONS TO KPZ
ON THE REAL LINE
XICHENG ZHANG, RONGCHAN ZHU, AND XIANGCHAN ZHU
Abstract. This paper is devoted to studying the Hamilton-Jacobi-Bellman
equations with distribution-valued coefficients, which is not well-defined in the
classical sense and shall be understood by using paracontrolled distribution
method introduced in [GIP15]. By a new characterization of weighted Ho¨lder
space and Zvonkin’s transformation we prove some new a priori estimates, and
therefore, establish the global well-posedness for singular HJB equations. As
an application, the global well-posedness for KPZ equations on the real line
in polynomial weighted Ho¨lder spaces is obtained without using Cole-Hopf’s
transformation. In particular, we solve the conjecture posed in [PR19, Remark
1.1].
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1. Introduction
In this paper we are concerned with the following singular Hamilton-Jacobi-
Bellman equation in Rd (abbreviated as HJB):
L u := (∂t −∆)u = H(∇u) + b · ∇u+ f, u(0) = u0, (1.1)
where H : Rd → R is a locally Lipschitz function of at most quadratic growth, and
for some α ∈ (12 , 23 ) and κ ∈ (0, 1),
b ∈ L∞T C−α(ρκ), f ∈ L∞T C−α(ρκ).
Here ρκ(x) := 〈x〉−κ := (1+ |x|2)−κ/2 and C−α(ρκ) stands for the weighted Ho¨lder
(or Besov) space (see Section 2.1).
It is well known that HJB equation appears originally in optimal control theory,
whose solution represents the value function of an optimal control problem (see
[Kry80, YZ99, FS06]). Let us consider the following stochastic optimal control
problem:
V (t, x) := inf
γ
E
[∫ T
t
L(s,Xγs (x), γ(s))ds + ψ(X
γ
T (x))
]
,
where the infimum is taken for all controls γ being in some class of adapted pro-
cesses, L is the cost function, ψ is the final bequest value, and Xγt (x) = X
γ
t is the
state process and solves the following SDE:
dXγt = (b(t,X
γ
t ) + γt)dt+
√
2dWt, X
γ
0 = x,
where W is a d-dimensional Brownian motion. Let
H(t, x,Q) := inf
v∈Rd
(v ·Q+ L(t, x, v)).
By the dynamical programming principle, V solves the following backward HJB
equation:
∂tV +∆V + b · ∇xV +H(∇V ) = 0, V (T, x) = ψ(x).
Moreover, by the verification theorem, the optimal control γ is then given by
∇V (t,X∗t ), where X∗t solves the following SDE:
dX∗t = (b(t,X
∗
t ) +∇V (t,X∗t ))dt+
√
2dWt, X
∗
0 = x.
Thus the study of singular HJBs provides us a possibility to study the singular sto-
chastic control problem. Here the singularity means that b could be a distribution.
Another main motivation of studying HJB (1.1) is to solve the following Kardar-
Parisi-Zhang (KPZ) equation on the real line:
L h = “(∂xh)
2” + ξ, h(0) = h0, (1.2)
where ξ is a Gaussian space-time white noise on R+ × R. The KPZ equation was
introduced in [KPZ86] as a model for the growth of interface represented by a height
function h. In [KPZ86] the authors predicted that under a famous 1− 2− 3 scaling
the height function must converge to a scale invariant random field which is called
KPZ fixed point (see [C12, Qua12, MQR17] and reference therein). Such conjecture
is called the strong KPZ universality conjecture. A weaker form of universality
which is now called the weak universality conjecture states that the KPZ equation
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is itself a universal description of the fluctuations of weakly asymmetric growth
models (see e.g. [BG97, HQ18, HX19] and reference therein).
The main difficulty in solving (1.2) comes from the singularity of space-time
white noise and the nonlinearity, which makes ∂xh is not a function and (∂xh)
2
cannot be understood in the classical sense. This problem can be avoided by using
the Cole-Hopf transform (see [KPZ86, BCJL94, BG97]), i.e. w := eh formally solves
the stochastic heat equation
Lw = wξ, w(0) = eh0 , (1.3)
which can be understood by Itoˆ’s integration ([Wal86]). In [BCJL94, BG97] the
solutions to (1.2) are defined by logw with w being the solutions to (1.3). But it
remained unclear whether the Cole-Hopf solution solves the original KPZ equation.
The first rigorous result on solving the original KPZ equation (1.2) on the torus
is due to Hairer by using rough path theory [Hai13]. Later Hairer introduced the
theory of regularity structures in [Hai14] and Gubinelli, Imkeller and Perkowski
proposed paracontrolled distribution method in [GIP15, GP17], which makes it
possible to study a large class of PDEs driven by singular noise. The key ideas
of these theories are to use the structure of solutions to give a meaning to the
not classically well-defined terms. These terms are well-defined with the help of
renormalization for the higher order terms of noise. More precisely, (∂xh)
2 can be
formally understood as a subtraction of an infinite correction term: (∂xh)
2 −∞.
By a renormalization and decomposition procedure, one can reduce KPZ equation
(1.2) to an HJB equation (1.1) together with other linear equations (see Section 6
for more details).
Most of the well-known works in the field of singular SPDEs are considered
in the finite volume case. Since the main interest for the KPZ equation comes
from large scale behavior, it is natural to consider the KPZ equation on the real
line. In general the space-time white noise on the infinite volume stays in weighted
Besov spaces, and so does the solution. This prevents to apply the fixed point
argument to construct local solutions. The first work to overcome this difficulty
was achieved by Hairer and Labbe´ [HL15, HL18] for the linear rough heat equation
by using the exponential weight. For non-linear equation a priori estimate is a
natural tool and has been used successfully in the dynamical Φ4d model by Mourrat
and Weber [MW17, MW17a] and Gubinelli and Hofmanova´ [GH19], which rely on
the damping term −φ3. In [PR19] a priori estimate and a paracontrolled solution
to KPZ equation have been obtained for (1.2) by using Cole-Hopf’s transform.
Using the probabilistic notion of energy solutions [GJ14, GJ13, GP18] or studying
the assoicated generator and Kolmogorov equation [GP18a] it is possible to give a
meaning of the KPZ equation on R, but this essentially depends on the invariant
measure and is restricted to the initial data, which is absolutely continuous w.r.t.
the stationary measure. In [CWZZ18] martingale solutions have been constructed
for geometric stochastic heat equations on infinite volume by using Dirichlet form
approach, which also relies on the integration by parts formula for the invariant
measure.
For (1.1) we have similar difficulty as (1.2). Since b, f ∈ L∞T C−α(ρκ) and α >
1/2, the best regularity space for u is L∞T C
2−α by Schauder’s estimate. As a
result, the transport term b · ∇u is not well-defined in the classical sense. We need
to use regularity structure theory or paracontrolled distribution method to give a
meaning to equation (1.1). The main aim of this paper is to use PDE arguments
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and paracontrolled distribution method to obtain the global well-posedness of (1.1).
Notice that for general H , we cannot use Cole-Hopf’s transform to transform (1.1)
into a linear equation.
1.1. Main results. Our goal in the study of the present problem is to make
some progress in establishing global bounds for singular SPDE’s in which strong
damping is not at hand. As mentioned above, to define b · ∇u we need to do
renormalizations by probabilistic calculations. It is not the main aim of this pa-
per to discuss the renormalization terms as this has been done extensively in the
references cited above. For the main result, we suppose that the definition of
b◦∇I b ∈ L∞T C1−2α(ρ2κ) and b◦∇I f ∈ L∞T C1−2α(ρ2κ) are given with I = L−1,
i.e. (b, f) ∈ BαT (ρκ) (see Section 2.3 and Section 2.4), which in general could be
realized by probabilistic calculation (see Section 6 for examples). Under this as-
sumption we are mainly concerned with the analysis of the deterministic system in
the following.
The following result is a special case of main Theorem 5.1.
Theorem 1.1. Let α ∈ (12 , 23 ) and κ be small enough so that δ = 2( 92−3α +1)κ < 1,
α¯ = α+ κ1/4 ∈ (12 , 23 ). Suppose that for some ζ ∈ [0, 2) and c > 0,
|∂QH(Q)| 6 c(1 + |Q|) and |H(Q)| 6 c(|Q|ζ + 1) for d > 2,
and 
1−α
2 > η >
2ζδ
2−ζ ∨ [2κ1/4 + 2δ], d > 2;
1−α
2 > η > 2
[
2(3−2α¯)δ
1−α¯ ∨ (κ1/4 + 2δ)
]
, d = 1.
For any renormailzied pair (b, f) ∈ BαT (ρκ) and initial value u0 ∈ Cγ(ρ(γ−1−α)δ)
with 1+α < γ < 2, there exists a unique paracontrolled solution u ∈ S2−α−κ1/4T (ρη)
to HJB equation (1.1).
The definition of paracontrolled solutions are given in Definition 3.1 and Section
5.
As the main application, we obtain well-posedness of (1.2). The regularity of
the space-time white noise ξ is more rough than the coefficient f given in (1.1).
To apply Theorem 1.1 we need to introduce some random distributions and use
Schauder estimate to transform (1.2) to (1.1). This is the usual way being done
for KPZ equation (cf. [Hai13, GP17, PR19]). We use Y to denote the stationary
solution to the linear equation (∂t−∆)Y = ξ, and Y , Y are random distributions
defined in Section 6.
Theorem 1.2. Let κ > 0 be small enough, δ := 40κ < 1. For h0 = Y (0)+h˜(0) with
h˜(0) ∈ C 32+2ε(ρεδ) for ε > 0, there exists a unique paracontrolled solution to (1.2)
in the sense that h− Y − Y − Y := h˜ ∈ S
3
2−2κ
1/4
T (ρη) is a unique paracontrolled
solution to (6.3) for 2[(100κ)∨ (κ1/4 + 80κ)] < η < 14 .
This result improves the weight for the solution space obtained [PR19] and is
proved in Theorem 6.3.
1.2. Sketch of proof and the structure of the paper. In Section 2 we first
introduce the basic notations and the spaces used throughout the paper. The
regularization effect of heat semigroups and paracontrolled calculus are recalled in
Section 2.2 and Section 2.3, respectively. The conditions for the coefficient (b, f)
are discussed in Section 2.4.
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Equation (1.1)
containing b, f and nonlinear term H
Equation (1.5)
without f
Equation (1.4)
without nonlinear term
Section 4
Well-posedness of (1.6)
every term is a function
Section 3
Well-posedness of (1.4)
Solution: sublinear growth
Section 5
Well-posedness of (1.1)
Separation
Zvonkin transformlocalization
The bulk of our argument is contained in Sections 3-5 and we now proceed to
explain the strategy. We separate (1.1) as the following two equations:
(∂t −∆)w = b · ∇w + f, w(0) = w0 (1.4)
(∂t −∆)u = b · ∇u+H(∇w +∇u), u(0) = u0. (1.5)
In Section 3 we first establish Schauder estimate for (1.4) with sublinear weights
(see Theorem 3.7). This solves the conjecture proposed in [PR19, Remark 1.1].
The difficulty to study (1.4) lies in the loss of weight for b part on the right hand
side. It is possible to use the technique in [HL18] to solve the problem. However,
by the technique in [HL18] the solution will stay in the Besov space with exponen-
tial weight, which seems not easy to be used to obtain a uniform L∞(ρδ) estimate
for solution to (1.5). The key idea is to use a new characterization of the weighted
Ho¨lder space (see Lemma 3.8) to localize the problem with coefficient in unweighted
Besov spaces. To this end, we first establish the Schauder estimate with the coef-
ficient in unweighted Besov space in Section 3.2. Here we want to emphasize that
the estimate depends polynomially on the norm of the coefficient compared to the
exponential dependence by the usual Gronwall type argument. To obtain this, we
add a new damping term λw to (1.4), for which a uniform estimate is easy to be
established by choosing λ large enough. Then by a classical maximum principle, we
obtain the Schauder estimate for the solutions to (1.4) depending polynomially on
the coefficient. In Section 3.3 we establish global well-posedness of equation (1.4)
and a uniform estimate of solution to (1.4) in Besov space with sublinear weight.
We then study (1.5) in Sections 4 and 5. Compared to (1.1) the distribution-
valued f has been changed to function-valued. But we still have a singular transport
term b · ∇u with distribution-valued b in (1.5). In the classical PDE theory (see
[LSU68]) we may use De-Giorgi’s method to obtain better regularity. However, the
singularity of b makes it not easy. Instead, we use Zvonkin’s transform to transform
(1.5) to the following general HJB equation (see Section 5)
∂tv = tr(a · ∇2v) +B · ∇v + H˜(v,∇v), v(0) = ϕ, (1.6)
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where a ∈ L∞T C1−α is symmetric, uniformly elliptic, B ∈ L∞T (ρδ1) for some
δ1 ∈ (0, 1]. All the coefficients of (1.6) are function-valued with the cost that
(1.6) is given as a non-divergence form. To be more precise, we use [GH19] to
decompose b into a less regular term b> in the unweighted Besov space and a
function-valued term b6. Then we use Zvonkin’s transform to kill b>. The idea
comes from Zvonkin’s transform for SDEs, but our Zvonkin’s transform is different
from the normal one and it is the first time to be used for dealing with nonlin-
ear PDE (1.5). We emphasize that we need to construct a C1-diffeomorphism by
solving a linear equation similar as (1.4) with b> as the coefficient.
Section 4 is devoted to the global well-posedness of equation (1.6) (see The-
orem 4.2). We first establish a maximum principle in Section 4.1 by Feymann-
Kac formula. For the subcritical case, the global estimate follows from L∞(ρδ)-
estimate and Lp theory of PDEs. For the critical case, the proof is more involved.
We can only treat d = 1 case. In this case by taking spatial derivative on both
sides, we obtain a divergence PDE. Then the L∞(ρδ)-bound and energy estimate
yield the H2,pT (ρη)-estimate of the solution to equation (1.6). By using this and
Zvonkin’s transform we finally establish global estimate for solutions to (1.5) and
well-posedness of (1.1) in Section 5.
Now we use the above picture to see our steps to solve the problem.
Section 6 is devoted to the application to the KPZ equation and the proof of
Theorem 1.2. Finally in Appendix A we give the uniqueness of solutions to (1.1)
based on the exponential weight approach developed in [HL18]. Appendix B is then
devoted to an exponential moment estimate for SDEs used in Section 4.
1.3. Conventions and notations. Throughout this paper, we use C or c with
or without subscripts to denote an unrelated constant, whose value may change in
different places. We also use := as a way of definition. By A .C B and A ≍C B
or simply A . B and A ≍ B, we mean that for some constant C > 1,
A 6 CB, C−1B 6 A 6 CB.
For convenience, we list some commonly used notations and definitions below.
C α(ρ): weighted Ho¨lder space (Def. 2.3) C α := C α(1)
Bαp,q(ρ): weighted Besov space (Def. 2.5) B
α
p,q := B
α
p,q(1)
Cα(ρ): weighted Ho¨lder-Zygmund space (Def. 2.5) Cα := Cα(1)
SαT (ρ): Paracontrolled solution space (2.3) S
α
T := S
α
T (1)
BαT (ρ): Space of renormalized pair (Def. 2.14) B
α
T := B
α
T (1)
f ≺ g, f ≻ g, f ◦ g: Paraproduct (Sec. 2.3) f < g := f ≻ g + f ◦ g
f ≺≺ g: Modified paraproduct (Sec. 2.3) Lλ := ∂t −∆+ λ
com(f, g, h) := (f ≺ g) ◦ h− f(g ◦ h) (Sec. 2.3) Iλ := (∂t −∆+ λ)−1
V>f , V6f : Localization operator (Sec. 2.3) L := L0, I := I0
Ptf(x) := (4πt)
−d/2
∫
Rd
f(y)e−|x−y|
2/(4t)dy Br := {x : |x| 6 r}
I ts f(x) :=
∫ t
s Pt−rf(r, x)dr 〈x〉 := (1 + |x|2)1/2
Commutator: [A1,A2]f := A1(A2f)−A2(A1f) N0 := N ∪ {0}
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2. Preliminaries
2.1. Weighted Besov spaces. We first recall the following definition about the
admissible weight introduced in [Tri06].
Definition 2.1. A C∞-smooth function ρ : Rd → (0,∞) is called an admissible
weight if for each j ∈ N, there is a constant Cj > 0 such that
|∇jρ(x)| 6 Cjρ(x), ∀x ∈ Rd,
and for some C, β > 0,
ρ(x) 6 Cρ(y)(1 + |x− y|)β , ∀x, y ∈ Rd.
The set of all the admissible weights is denoted by W .
Example 2.2. Let ρδ(x) = 〈x〉−δ = (1 + |x|2)−δ/2, where δ ∈ R. It is easy to see
that ρδ ∈ W . Such a weight is called polynomial weight.
We introduce the following weighted Ho¨lder space for later use.
Definition 2.3. (Weighted Ho¨lder spaces) Let ρ ∈ W and k ∈ N0. For α ∈ [0, 1),
we define the weighted Ho¨lder space C k+α(ρ) by the norm
‖f‖Ck+α(ρ) :=
k∑
j=0
‖∇j(ρf)‖L∞ + sup
x 6=y
|∇k(ρf)(x) −∇k(ρf)(y)|
|x− y|α <∞.
Remark 2.4. By the properties of admissible weights and elementary calculations,
it is easy to see that for some C = C(d, ρ) > 1,
‖f‖Ck+α(ρ) ≍C
k∑
j=0
‖ρ∇jf‖L∞ + sup
|x−y|61
|(ρ∇kf)(x) − (ρ∇kf)(y)|
|x− y|α
≍C
k∑
j=0
‖ρ∇jf‖L∞ + sup
|x−y|61
ρ(x)|∇kf(x)−∇kf(y)|
|x− y|α . (2.1)
Let S(Rd) be the space of Schwartz functions on Rd and S ′(Rd) the space of
tempered distributions, which is the dual space of S(Rd). The Fourier transform
of f ∈ S ′(Rd) is defined through
f̂(z) := (2π)−d/2
∫
Rd
f(x)e−iz·xdx.
For j > −1, let ∆j be the usual block operator used in the Littlewood-Paley
decomposition so that for any f ∈ S ′(Rd) ([BCD11]),
∆jf ∈ S, supp(∆̂jf) ⊂ B2j+2 \B2j−1 , j ∈ N0,
and
supp(∆̂−1f) ⊂ B1, f =
∑
j>−1
∆jf.
We also introduce the following weighted Besov spaces (cf. [Tri06]):
Definition 2.5. Let ρ ∈ W and p, q ∈ [1,∞] and α ∈ R. The weighted Besov space
Bαp,q(ρ) is defined by
Bαp,q(ρ) :=
f ∈ S ′(Rd) : ‖f‖Bαp,q(ρ) :=
∑
j
2αjq‖∆jf‖qLp(ρ)
1/q <∞
 ,
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where
‖f‖Lp(ρ) := ‖ρf‖p :=
(∫
Rd
|ρ(x)f(x)|pdx
)1/p
.
The weighted Ho¨lder-Zygmund space is defined by
Cα(ρ) := Bα∞,∞(ρ).
Remark 2.6. Let ρ ∈ W . For any 0 < β /∈ N and α ∈ R, p, q ∈ [1,∞], it is well
known that (see [Tri06, Theorem 6.5, Theorem 6.9], [BCD11, page99])
‖f‖Cβ(ρ) ≍ ‖f‖Cβ(ρ), ‖f‖Bαp,q(ρ) ≍ ‖fρ‖Bαp,q . (2.2)
For T > 0, α ∈ R and an admissible weight ρ ∈ W , let L∞T Cα(ρ) be the space
of space-time distributions with finite norm
‖f‖L∞T Cα(ρ) := sup
06t6T
‖f(t)‖Cα(ρ) <∞.
For α ∈ (0, 1) we denote by CαTL∞(ρ) the space of α-Ho¨lder continuous mappings
f : [0, T ]→ L∞(ρ) with finite norm
‖f‖CαTL∞(ρ) := sup
06t6T
‖f(t)‖L∞(ρ) + sup
06s6=t6T
‖f(t)− f(s)‖L∞(ρ)
|t− s|α .
The following space will be used frequently: for α ∈ (0, 2),
S
α
T (ρ) :=
{
f : ‖f‖SαT (ρ) :=‖f‖L∞T Cα(ρ) + ‖f‖Cα/2T L∞(ρ) <∞
}
. (2.3)
We have the following simple fact (see [PR19, Lemma 2.11]): for α ∈ (0, 1),
‖∇f‖SαT (ρ) . ‖f‖Sα+1T (ρ). (2.4)
Moreover, by interpolation it is easy to see that for 0 < κ < α,
‖f‖
C
κ/2
T C
α−κ(ρ)
. ‖f‖SαT (ρ).
For p ∈ [1,∞], k ∈ N0 and T > 0, we also need the following Sobolev space:
H
k,p
T :=
{
f : ‖f‖
H
k,p
T
:= ‖f‖LpT + ‖∇
kf‖LpT <∞
}
,
where, with the usual modification when p =∞,
‖f‖LpT :=
(∫ T
0
∫
Rd
|f(t, x)|pdxdt
) 1
p
.
For an admissible weight ρ, we also introduce the weighted Sobolev space
H
k,p
T (ρ) :=
{
f : ‖f‖
H
k,p
T (ρ)
:= ‖fρ‖
H
k,p
T
<∞
}
,
and local space Hk,ploc :
H
k,p
loc :=
{
f : fχR ∈ Hk,pT , ∀T,R > 0
}
,
where χR is the usual cutoff function.
The following interpolation inequality will be used frequently, which are easy
consequence of Ho¨lder’s inequality and the corresponding definition. (see [GH18a,
Lemma A.3] for a discrete version).
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Lemma 2.7. Let ρ ∈ W and θ ∈ [0, 1]. Let α, α1, α2 ∈ R and δ, δ1, δ2 ∈ R satisfy
δ = θδ1 + (1 − θ)δ2, α = θα1 + (1− θ)α2,
and p, q, p1, q1, p2, q2 ∈ [1,∞] satisfy
1
p =
θ
p1
+ 1−θp2 ,
1
q =
θ
q1
+ 1−θq2 .
Then we have
‖f‖Bαp,q(ρδ) 6 ‖f‖θBα1p1,q1 (ρδ1 )‖f‖
1−θ
B
α2
p2,q2
(ρδ2 )
. (2.5)
Moreover, for any 0 < α < β < 2 with θ = α/β, we also have
‖f‖SαT (ρδ) . ‖f‖
θ
S
β
T (ρ
δ1 )
‖f‖1−θ
L∞T (ρ
δ2 )
. (2.6)
2.2. Estimates of Gaussian heat semigroups. For t > 0, let Pt be the Gaussian
heat semigroup defined by
Ptf(x) := (4πt)
−d/2
∫
Rd
e−|x−y|
2/(4t)f(y)dy.
Let ρ be an admissible weight. It is well know that there is a constant C = C(ρ, d) >
0 such that (see [MW17, Lemma 2.10])
‖∆jPtf‖L∞(ρ) .C e−2
2jt‖∆jf‖L∞(ρ), j > −1, t > 0. (2.7)
We have the following estimates about the Gaussian heat semigroup.
Lemma 2.8. Let ρ be an admissible weight.
(i) For any θ > 0 and α ∈ R, there is a constant C = C(ρ, d, α, θ) > 0 such that
‖Ptf‖Cθ+α(ρ) .C t−θ/2‖f‖Cα(ρ), t > 0. (2.8)
(ii) For any m ∈ N0 and θ < m, there is a constant C = C(ρ, d,m, θ) > 0 such
that
‖∇mPtf‖L∞(ρ) .C t(θ−m)/2‖f‖Cθ(ρ), t > 0. (2.9)
(iii) For any 0 < θ < 2, there is a constant C = C(ρ, d, θ) > 0 such that
‖Ptf − f‖L∞(ρ) .C tθ/2‖f‖Cθ(ρ), t > 0. (2.10)
Proof. (i) By the definition and (2.7), we have
‖Ptf‖Cθ+α(ρ) = sup
j
2(θ+α)j‖∆jPtf‖L∞(ρ) . sup
j
2(θ+α)je−2
2jt‖∆jf‖L∞(ρ)
6 sup
j
2θje−2
2jt‖f‖Cα(ρ) . t−θ/2‖f‖Cα(ρ).
(ii) For m ∈ N0 and θ < m, by (2.7) we have
‖∇mPtf‖L∞(ρ) 6
∑
j
‖∇m∆jPtf‖L∞(ρ) .
∑
j
2mje−2
2j t‖∆jf‖L∞(ρ)
.
∑
j
(2mje−2
2jt2−θj)‖f‖Cθ(ρ) . t(θ−m)/2‖f‖Cθ(ρ).
(iii) By (2.9), we have
‖Ptf − f‖L∞(ρ) =
∥∥∥∥∫ t
0
∆Psfds
∥∥∥∥
L∞(ρ)
.
∫ t
0
s−1+θ/2‖f‖Cθ(ρ)ds . tθ/2‖f‖Cθ(ρ).
The proof is complete. 
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For given λ > 0 and f ∈ L∞(R+;L∞(Rd)), we consider the following heat
equation:
Lλu := (∂t −∆+ λ)u = f, u(0) = 0.
The unique solution of this equation is given by
u(t, x) =
∫ t
0
e−λ(t−s)Pt−sf(s, x)ds =: Iλf(t, x).
In other words, Iλ is the inverse of Lλ.
The following Schauder estimate is well known for q =∞ and θ = 2 (see [GH19]).
Lemma 2.9. (Schauder estimates in weighted space) Let ρ ∈ W and
α ∈ (0, 1], θ ∈ (α, 2].
For any q ∈ [ 22−θ ,∞], there is a constant C = C(ρ, d, α, θ, q) > 0 such that for all
λ, T > 0 and f ∈ LqTC−α(ρ),
‖Iλf‖Sθ−αT (ρ) .C (λ ∨ 1)
θ
2+
1
q−1‖f‖LqTC−α(ρ). (2.11)
Proof. Let q ∈ [ 22−θ ,∞] and 1p + 1q = 1. For t ∈ (0, T ], by (2.7) and Ho¨lder’s
inequality, we have
2j(θ−α)‖∆jIλf(t)‖L∞(ρ) . 2j(θ−α)
∫ t
0
e−(λ+2
2j)(t−s)‖∆jf(s)‖L∞(ρ)ds
. 2jθ
(∫ t
0
e−p(λ+2
2j)(t−s)ds
) 1
p
(∫ t
0
‖f(s)‖q
C−α(ρ)ds
) 1
q
. 2jθ
(∫ t
0
e−p(λ+2
2j)sds
) 1
p
‖f‖LqTC−α(ρ)
. 2jθ(22j + λ)−
1
p ‖f‖LqTC−α(ρ) . (λ ∨ 1)
θ
2−
1
p ‖f‖LqTC−α(ρ),
which implies by the definition of Besov space
‖Iλf‖L∞T Cθ−α(ρ) .C (λ ∨ 1)
θ
2+
1
q−1‖f‖LqTC−α(ρ). (2.12)
On the other hand, let u = Iλf . For 0 6 t1 < t2 6 T , we have
u(t2)− u(t1) =
∫ t1
0
(e−λ(t2−s) − e−λ(t1−s))Pt2−sf(s)ds
+ (Pt2−t1 − I)Iλf(t1) +
∫ t2
t1
e−λ(t2−s)Pt2−sf(s)ds
=: I1 + I2 + I3.
For I1, by (2.8) and Ho¨lder’s inequality, we have
‖I1‖L∞(ρ) 6 |e−λ(t2−t1) − 1|
∫ t1
0
e−λ(t1−s)‖Pt2−sf(s)‖L∞(ρ)ds
6
(
(λ(t2 − t1)) ∧ 1
)∫ t1
0
e−λ(t1−s)(t2 − s)−α2 ‖f(s)‖C−α(ρ)ds
6 (λ(t2 − t1)) θ2 (t2 − t1)−α2
(∫ t1
0
e−λ(t1−s)pds
)1/p
‖f‖LqTC−α(ρ)
. (t2 − t1)
θ−α
2 λ
θ
2−
1
p ‖f‖LqTC−α(ρ).
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For I2, by (2.10) and (2.12) we have
‖I2‖L∞(ρ) 6 (t2 − t1)
θ−α
2 ‖Iλf‖L∞T Cθ−α(ρ)
. (t2 − t1)
θ−α
2 (λ ∨ 1) θ2− 1p ‖f‖LqTC−α(ρ).
For I3, by (2.9) and the change of variable, we have
‖I3‖L∞(ρ) . λ
α
2−
1
p
(∫ λ(t2−t1)
0
e−sps−
αp
2 ds
) 1
p
‖f‖LqTC−α(ρ)
. (t2 − t1)
θ−α
2 λ−1+
θ
2+
1
q ‖f‖LqTC−α(ρ),
where we used e−sps−
αp
2 6 s
(θ−α)p
2 −1 for all s > 0. Therefore,
‖Iλf‖C(θ−α)/2T L∞(ρ) .C (λ ∨ 1)
θ
2+
1
q−1‖f‖LqTC−α(ρ), (2.13)
which together with (2.12) yields (2.11). 
2.3. Paracontrolled calculus. In this subsection we recall some basic ingredients
in the paracontrolled calculus developed by Bony [Bon81] and [GIP15]. The first
important fact is that the product fg of two distributions f ∈ Cα and g ∈ Cβ is
well defined if and only if α+ β > 0. In terms of Littlewood-Paley’s block operator
∆j , the product fg of two distributions f and g can be formally decomposed as
fg = f ≺ g + f ◦ g + f ≻ g,
where
f ≺ g = g ≻ f :=
∑
j>−1
∑
i<j−1
∆if∆jg, f ◦ g :=
∑
|i−j|61
∆if∆jg.
In the following we collect some important estimates from [GH19] about the
paraproducts in weighted Besov spaces, that will be used below.
Lemma 2.10. Let ρ1, ρ2 be two admissible weights. We have for any β ∈ R,
‖f ≺ g‖Cβ(ρ1ρ2) . ‖f‖L∞(ρ1)‖g‖Cβ(ρ2), (2.14)
and for any α < 0 and β ∈ R,
‖f ≺ g‖Cα+β(ρ1ρ2) . ‖f‖Cα(ρ1)‖g‖Cβ(ρ2). (2.15)
Moreover, for any α, β ∈ R with α+ β > 0,
‖f ◦ g‖Cα+β(ρ1ρ2) . ‖f‖Cα(ρ1)‖g‖Cβ(ρ2). (2.16)
In particular, if α+ β > 0, then
‖fg‖Cα∧β(ρ1ρ2) . ‖f‖Cα(ρ1)‖g‖Cβ(ρ2). (2.17)
Proof. See [GH19, Lemma 2.14]. 
Lemma 2.11. Let ρ1, ρ2, ρ3 be three admissible weights. For any α ∈ (0, 1) and
β, γ ∈ R with α+β+γ > 0 and β+γ < 0, there exists a bounded trilinear operator
com on Cα(ρ1)×Cβ(ρ2)×Cγ(ρ3) such that
‖com(f, g, h)‖Cα+β+γ(ρ1ρ2ρ3) . ‖f‖Cα(ρ1)‖g‖Cβ(ρ2)‖h‖Cγ(ρ3), (2.18)
where
com(f, g, h) := (f ≺ g) ◦ h− f(g ◦ h).
Proof. See [GH19, Lemma 2.16]. 
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Moreover, we will make use of the time-mollified paraproducts as introduced in
[GIP15, Section 5]. Let Q : R → R+ be a smooth function with support in [−1, 1]
and
∫
R
Q(s)ds = 1. For T > 0 and j > −1, we define an operator Qj : L∞T Cα(ρ)→
L∞T C
α(ρ) by
Qjf(t) :=
∫
R
22jQ(22j(t− s))f((s ∧ T ) ∨ 0)ds,
and the modified paraproduct of f, g ∈ L∞T Cα(ρ) by
f ≺≺ g :=
∑
j>−1
(Sj−1Qjf)∆jg with Sjf =
∑
i6j−1
∆if.
Note that for α 6 0, β ∈ R and ρ1, ρ2 ∈ W ,
‖f ≺≺ g‖L∞T Cα+β(ρ1ρ2) . ‖f‖L∞T Cα(ρ1)‖g‖L∞T Cβ(ρ2). (2.19)
Lemma 2.12. Let ρ1, ρ2 be two admissible weights. For any α ∈ (0, 1) and β ∈ R,
there is a constant C = C(ρ1, ρ2, d, α, β) > 0 such that for all λ > 0 and T > 0,∥∥[Lλ, f ≺≺]g∥∥L∞T Cα+β−2(ρ1ρ2) .C ‖f‖SαT (ρ1)‖g‖L∞T Cβ(ρ2), (2.20)
and
‖f ≺ g − f ≺≺ g‖L∞T Cα+β(ρ1ρ2) .C ‖f‖Cα/2T L∞(ρ1)‖g‖L∞T Cβ(ρ2). (2.21)
Moreover, for any ε > 0, we also have for some C = C(ε, ρ1, ρ2, d, α, β),
‖[∇Iλ, f ≺]g‖L∞T Cα+β+1−ε(ρ1ρ2) .C ‖f‖SαT (ρ1)‖g‖L∞T Cβ(ρ2). (2.22)
Proof. The estimates (2.20) and (2.21) can be found in [GH19, Lemma 2.17]. We
only prove (2.22). Without loss of generality, we assume λ = 0. Recalling I f(t) =∫ t
0 Pt−sf(s)ds and by definition, we have
[∇I , f ≺]g(t) =
∫ t
0
Pt−s∇(f(s) ≺ g(s))ds− f(t) ≺
∫ t
0
∇Pt−sg(s)ds
=
∫ t
0
Pt−s(∇f(s) ≺ g(s))ds+
∫ t
0
[Pt−s, f(s) ≺]∇g(s)ds
+
∫ t
0
(f(s)− f(t)) ≺ Pt−s∇g(s)ds =: I1(t) + I2(t) + I3(t).
For I1, by (2.12) with θ = 2 and q =∞ and (2.15), we have
‖I1‖L∞T Cα+β+1(ρ1ρ2) . ‖∇f ≺ g‖L∞T Cα+β−1(ρ1ρ2) . ‖f‖L∞T Cα(ρ1)‖g‖L∞T Cβ(ρ2).
For I2, by a modification of [CC18, Lemma A.1] we have
‖I2(t)‖Cα+β+1−ε(ρ1ρ2) .
∫ t
0
(t− s)−1+ ε2 ‖f(s)‖Cα(ρ1)‖g(s)‖Cβ(ρ2)ds
. ‖f‖L∞T Cα(ρ1)‖g‖L∞T Cβ(ρ2).
For I3, by (2.14) and (2.8) we have
‖I3(t)‖Cα+β+1−ε(ρ1ρ2) .
∫ t
0
‖f(s)− f(t)‖L∞(ρ1)‖∇Pt−sg(s)‖Cα+β+1−ε(ρ2)ds
. ‖f‖
C
α/2
T L
∞(ρ1)
‖g‖L∞T Cβ(ρ2)
∫ t
0
(t− s)−1+ ε2ds.
The proof is complete. 
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Finally we recall the localization operators from [GH19]. Let
∑
k>−1 wk = 1 be a
smooth dyadic partition of unity on Rd, where w−1 is supported in a ball containing
zero and each wk for k > 0 is supported on the annulus of size 2
k. Let (vm)m>−1
be a smooth dyadic partition of unity on [0,∞) such that v−1 is supported in a
ball containing zero and each vm for m > 0 is supported on the annulus of size 2
m.
For a given sequence (Lk,m)k,m>−1 we define localization operators V>,V6 as in
[GH19]
V>f =
∑
k,m
wkvm
∑
j>Lk,m
∆jf, V6f =
∑
k,m
wkvm
∑
j6Lk,m
∆jf. (2.23)
Lemma 2.13. Let ρ be an admissible weight. For given L > 0, T > 0, there exists
a (universal) choice of parameters (Lk,m)k,m>−1 such that for all α, β, κ ∈ R with
α+ κ > 01, δ > 0 and 0 6 t 6 T ,
‖V>f‖L∞T C−α−δ(ρβ−δ) . 2
−δL‖f‖L∞T C−α(ρβ),
‖V6f‖L∞T Cκ(ρα+β+κ) . 2(α+κ)L‖f‖L∞T C−α(ρβ),
where the proportional constant depends on α, β, δ, κ but is independent of f .
Proof. See [GH19, Lemma 2.6]. 
2.4. Renormalized pairs. In this subsection we introduce the renormalized pairs,
which is one important part in Gubinelli-Imkeller-Perkowski’s pracontrolled theory.
Fix α ∈ (12 , 23 ) and an admissible weight ρ ∈ W . For T > 0, let b = (b1, · · · , bd) and
f be (d + 1)-distributions in L∞T C
−α(ρ). First of all, we introduce two important
quantities for later use
ℓbT (ρ) := sup
λ>0
‖b ◦ ∇Iλb‖L∞T C1−2α(ρ2) + ‖b‖2L∞T C−α(ρ) + 1, (2.24)
and for q ∈ [1,∞],
A
b,f
T,q(ρ) := sup
λ>0
‖b ◦ ∇Iλf‖LqTC1−2α(ρ2) + ‖b‖L∞T C−α(ρ)‖f‖LqTC−α(ρ). (2.25)
By (2.16), except for α < 12 , in general, b(t) ◦ ∇Iλf(t) is not well-defined since by
Schauder’s estimate, we only have (see Lemma 2.9)
∇Iλf ∈ L∞T C1−α(ρ).
However, in the probabilistic sense, it is possible to give a meaning for b◦∇Iλf when
b, f belong to the chaos of Gaussian noise (see Section 6 below). This motivates us
to introduce the following notion.
Definition 2.14. We call the above (b, f) ∈ L∞T C−α(ρ) a renormalized pair if
there exist bn, fn ∈ L∞T C∞(ρ) with supn∈N
(
ℓbnT (ρ) +A
bn,fn
T,∞ (ρ)
)
<∞ and such that
(bn, fn) converges to (b, f) in L
∞
T C
−α(ρ), and for each λ > 0, there are functions
gλ, hλ ∈ L∞T C1−2α(ρ2) such that
lim
n→∞
‖bn ◦ ∇Iλfn − gλ‖L∞T C1−2α(ρ2) = 0 (2.26)
and
lim
n→∞
‖bn ◦ ∇Iλbn − hλ‖L∞T C1−2α(ρ2) = 0. (2.27)
For notational convenience, we shall write
gλ =: b ◦ ∇Iλf, hλ =: b ◦ ∇Iλb.
1Here the condition is slightly different from [GH19, Lemma 2.6], but the proof follows along
the same line.
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The set of all the above renormalized pair is denoted by BαT (ρ).
Remark 2.15. (i) Let b ∈ L∞T (ρ) and f ∈ L∞T C−α(ρ). Let bn(t, x) := b(t, ·)∗ρn(x)
and fn(t, x) := f(t, ·) ∗ ρn(x) be the mollifying approximation. By definition and
(2.16), it is easy to see that (b, f) ∈ BαT (ρ). Moreover, if (b, f) ∈ BαT (ρ) and
b′ ∈ L∞T (ρ), then (b+ b′, f) ∈ BαT (ρ).
(ii) To make the convergence hold in (2.26) and (2.27), we may need to subtract
some terms containing renormalization constants in the approximation bn ◦∇Iλfn
and bn ◦ ∇Iλbn. In Definition 2.14, we suppose the renormalization constants
are zero for simplicity, since in application we can choose symmetric mollifiers for
approximation, which makes the renormalization constant disappear. In general we
only use the uniform bounds supn∈N
(
ℓbnT (ρ)+A
bn,fn
T,∞ (ρ)
)
<∞ and the convergence
(2.26), (2.27) and the renormalization constants do not affect our analysis and
calculations.
To eliminate the parameter λ in (2.26) and (2.27), the following lemma is useful.
Lemma 2.16. Let I ts (f) =
∫ t
s Pt−rf(r)dr. For any t > 0, we have
sup
λ>0
‖b(t) ◦ ∇Iλf(t)‖C1−2α(ρ) 6 2 sup
s∈[0,t]
‖b(t) ◦ ∇I ts (f)‖C1−2α(ρ). (2.28)
Proof. Note that by integration by parts formula,∫ t
0
e−λ(t−s)Pt−sf(s)ds =
∫ t
0
Pt−sf(s)ds− λ
∫ t
0
e−λ(t−s)
∫ s
0
Pt−rf(r)drds
= e−λt
∫ t
0
Pt−sf(s)ds+ λ
∫ t
0
e−λ(t−s)
∫ t
s
Pt−rf(r)drds.
Thus,
b(t) ◦ ∇Iλf(t) = e−λtb(t) ◦ ∇I t0f + λ
∫ t
0
e−λ(t−s)b(t) ◦ ∇I ts (f)ds.
From this we get the desired estimate. 
The following localized property about the operation ◦ is also useful.
Lemma 2.17. Let T > 0, ρ, ρ¯ ∈ W , ε ∈ (0, 1) and α ∈ (12 , 23 ). Suppose that
φ ∈ Cα+ε(ρ¯ρ−2), ψ ∈ Sα+εT , (b, f) ∈ BαT (ρ).
Then there is a constant C > 0 depending only on T, ε, α, d, ρ, ρ¯ such that for all
λ > 0 and t ∈ [0, T ],
‖((bφ) ◦ ∇Iλ(fψ))(t)‖C1−2α(ρ¯) .C ‖φ‖Cα+ε(ρ¯ρ−2)‖ψ‖Sα+εt A
b,f
t,∞(ρ). (2.29)
Proof. We only prove the estimate (2.29). For simplicity, we drop the time variable.
By using paraproduct, we have
(bφ) ◦ ∇Iλ(fψ) = (bφ) ◦ ∇Iλ(ψ < f) + (bφ) ◦ ∇Iλ(ψ ≺ f)
= (bφ) ◦ ∇Iλ(ψ < f) + (bφ) ◦ [∇Iλ, ψ ≺]f
+ com(ψ,∇Iλf, bφ) + ψ((bφ) ◦ ∇Iλf)
= (bφ) ◦ ∇Iλ(ψ < f) + (bφ) ◦ [∇Iλ, ψ ≺]f
+ com(ψ,∇Iλf, bφ) + ψ((φ < b) ◦ ∇Iλf)
+ ψcom(φ, b,∇Iλf) + ψφ(b ◦ ∇Iλf).
Let ε > 0 being small enough. We estimate each term as following.
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• By (2.16), (2.11) and (2.15), we have
‖(bφ) ◦ ∇Iλ(ψ < f)‖C0(ρ¯) . ‖bφ‖C−α(ρ¯ρ−1)‖∇Iλ(ψ < f)‖L∞t Cα+ε(ρ)
. ‖bφ‖C−α(ρ¯ρ−1)‖ψ ≻ f + ψ ◦ f‖L∞t Cα−1+ε(ρ)
. ‖φ‖Cα+ε(ρ¯ρ−2)‖b‖C−α(ρ)‖f‖L∞t C−α(ρ)‖ψ‖L∞t Cα+ε .
• By (2.16), (2.17) and (2.22), we have
‖(bφ) ◦ [∇Iλ, ψ ≺]f‖C0(ρ¯) . ‖bφ‖C−α(ρ¯ρ−1)‖[∇Iλ, ψ ≺]f‖L∞t Cα+ε(ρ)
. ‖φ‖Cα+ε(ρ¯ρ−2)‖b‖C−α(ρ)‖ψ‖S2α−1+2εt ‖f‖L∞t C−α(ρ).
• By (2.18), (2.11) and (2.17), we have
‖com(ψ,∇Iλf, bφ)‖C0(ρ¯) . ‖ψ‖C2α−1+ε‖∇Iλf‖L∞t C1−α(ρ)‖bφ‖C−α(ρ¯ρ−1)
. ‖ψ‖C2α−1+ε‖f‖L∞t C−α(ρ)‖b‖C−α(ρ)‖φ‖Cα+ε(ρ¯ρ−2).
• By (2.17), (2.16), (2.11) and (2.15), we have
‖ψ((φ < b) ◦ ∇Iλf)‖C0(ρ¯) . ‖ψ‖L∞‖φ < b‖Cα−1+ε(ρ¯ρ−1)‖∇Iλf‖C1−α(ρ)
. ‖ψ‖L∞‖φ‖Cα+ε(ρ¯ρ−2)‖b‖C−α(ρ)‖f‖L∞t C−α(ρ).
• By (2.17) and (2.18), we have
‖ψcom(φ, b,∇Iλf)‖C0(ρ¯) . ‖ψ‖L∞‖φ‖C2α−1+ε(ρ¯ρ−2)‖b‖C−α(ρ)‖f‖L∞t C−α(ρ).
• By (2.17), we have
‖ψφ(b ◦ ∇Iλf)‖C1−2α(ρ¯) . ‖ψφ‖C2α−1+ε(ρ¯ρ−2)‖b ◦ ∇Iλf‖C1−2α(ρ2).
Combining the above calculations, we obtain the desired estimate. 
3. A study of linear parabolic equation in weighted Ho¨lder spaces
In this section we consider the following linear parabolic equation:
Lλu = (∂t −∆+ λ)u = b · ∇u+ f, u(0) = u0, (3.1)
where λ > 0, b = (b1, · · · , bd) is a vector-valued distribution and f is a scalar-valued
distribution. Suppose that for some α ∈ (12 , 23 ) and admissible weight ρ ∈ W ,
(b, f) ∈ BαT (ρ), T > 0. (3.2)
The aim of this section is to show the well-posedness of PDE (3.1) under (3.2). We
first give the definition of the paracontrolled solutions to (3.1). We then establish
the Schauder estimate with the coefficient in unweighted Besov space by choosing
λ large enough. Then by a classical maximum principle, we obtain the Schauder
estimate for (3.1) depending polynomially on the coefficient. In Section 3.3 we
establish global well-posedness of equation (3.1) under (3.2) and obtain a uniform
estimate of solution to (3.1) in Besov spaces with sublinear weights.
3.1. Paracontrolled solutions. To introduce the paracontrolled solution of PDE
(3.1), by Bony’s decomposition, we make the following paracontrolled ansatz as in
[GIP15]:
u = ∇u ≺≺ Iλb+ u♯ +Iλf, (3.3)
where u♯ solves the following PDE in weak sense
Lλu
♯ =∇u ≺ b−∇u ≺≺ b +∇u ≻ b+ b ◦ ∇u− [Lλ,∇u ≺≺]Iλb, (3.4)
u♯(0) =u0.
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Note that b ◦ ∇u does not make a sense, whose meaning is given as follows: By
(3.3), we can write
b ◦ ∇u = b ◦ ∇(∇u ≺≺ Iλb) + b ◦ ∇u♯ + b ◦ ∇Iλf
= b ◦ ∇(∇u ≺ Iλb) + com1 + b ◦ ∇u♯ + b ◦ ∇Iλf
= b ◦ (∇2u ≺ Iλb) + (b ◦ ∇Iλb) · ∇u+ com
+ com1 + b ◦ ∇u♯ + b ◦ ∇Iλf, (3.5)
where
com1 := b ◦ ∇[∇u ≺≺ Iλb−∇u ≺ Iλb]
and
com := com(∇u,∇Iλb, b).
Definition 3.1. Let ρ, ρ¯ ∈ W be two bounded admissible weights and ε > 0. For
given (b, f) ∈ BαT (ρ), with notation (2.3), a pair of functions
(u, u♯) ∈ S2−αT (ρ¯)× S3−2αT (ρ2+ερ¯) (3.6)
is called a paracontrolled solution of PDE (3.1) if (u, u♯) satisfies (3.3) and (3.4)
with b ◦ ∇u given by (3.5), in the analytic weak sense.
Remark 3.2. Under (3.6), from the proof of Lemma 3.3 below, each term in (3.5)
is well-defined. Moreover, for b, f ∈ L∞T C 2(ρ) with ρ(x) = 〈x〉−1, it is well known
that PDE (3.1) has a unique classical solution. From Definition 3.1, it is not hard
to see that classical solutions are paracontrolled solutions.
The following lemma makes the above definition more transparent.
Lemma 3.3. Let T, ε > 0 and (u, u♯) be a paracontrolled solution of (3.1) in the
sense of Definition 3.1. For any γ, β ∈ (α, 2 − 2α], there is a constant C > 0
depending only on T, ε, α, γ, β, d, ρ, ρ¯ such that for all λ > 0 and t ∈ [0, T ],
‖(b ◦ ∇u)(t)‖C1−2α(ρ2+ερ¯) .C ℓbt(ρ)‖u‖Sα+γt (ρ¯) +
√
ℓbt(ρ)‖u♯(t)‖Cβ+1(ρ1+ερ¯)
+ ‖(b ◦ ∇Iλf)(t)‖C1−2α(ρ2+ερ¯). (3.7)
Proof. Below we drop the time variable t and fix
γ, β ∈ (α, 2 − 2α].
Recall 1− 2α < 0. We now estimate each term in (3.5) as following.
• Since γ > α, by (2.15), (2.16) and (2.11), we have
‖b ◦ (∇2u ≺ Iλb)‖C1−2α(ρ2ρ¯) . ‖b‖C−α(ρ)‖∇2u ≺ Iλb‖Cγ(ρρ¯)
. ‖b‖C−α(ρ)‖∇2u‖Cγ+α−2(ρ¯)‖Iλb‖C2−α(ρ)
. ‖b‖2L∞t C−α(ρ)‖u‖Cγ+α(ρ¯) . ℓ
b
t(ρ)‖u‖Cα+γ(ρ¯).
• By (2.17), we have
‖∇u(b ◦ ∇Iλb)‖C1−2α(ρ2ρ¯) . ‖∇u‖Cγ+α−1(ρ¯)‖b ◦ ∇Iλb‖C1−2α(ρ2)
. ℓbt(ρ)‖u‖Cα+γ(ρ¯).
• Since γ > α, by (2.18) and (2.11), we have
‖com‖C1−2α(ρ2ρ¯) . ‖b‖C−α(ρ)‖∇u‖Cγ+α−1(ρ¯)‖∇Iλb‖C1−α(ρ)
. ‖b‖2L∞t C−α(ρ)‖u‖Cγ+α(ρ¯) . ℓ
b
t(ρ)‖u‖Cα+γ(ρ¯).
SINGULAR HJB EQUATIONS WITH APPLICATIONS TO KPZ ON THE REAL LINE 17
• By Lemma 2.10, (2.4) (2.21) and (2.11), we have
‖com1‖C1−2α(ρ2ρ¯) . ‖b‖C−α(ρ)‖∇u ≺≺ Iλb−∇u ≺ Iλb‖Cγ+1(ρρ¯)
. ‖b‖C−α(ρ)‖∇u‖C(γ+α−1)/2t L∞(ρ¯)‖Iλb‖L∞t C2−α(ρ)
. ‖b‖2L∞t C−α(ρ)‖u‖Sα+γt (ρ¯) . ℓ
b
t(ρ)‖u‖Sα+γt (ρ¯).
• Since β > α, by (2.16), we have
‖b ◦ ∇u♯‖L∞(ρ2+ερ¯) . ‖b‖C−α(ρ)‖∇u♯‖Cβ(ρ1+ερ¯) 6
√
ℓbt(ρ)‖u♯‖Cβ+1(ρ1+ερ¯).
Combining the above calculations and by (3.5), we obtain the estimate. 
3.2. Schauder’s estimate for paracontrolled solutions without weights. In
this section we assume (b, f) ∈ BαT , and for simplicity, we shall write
ℓbT = ℓ
b
T (1), A
b,f
T,q = A
b,f
T,q(1).
Lemma 3.4. Assume u0 = 0. For any θ ∈ (1 + 3α2 , 2), q ∈ ( 22−θ ,∞) and T > 0,
there exist constants c0, c1 > 0 only depending on θ, α, d, q, T such that for all
λ > c0(ℓ
b
T )
1/(1− θ2−
1
q ) and any paracontrolled solution uλ = u to PDE (3.1),
‖uλ‖Sθ−αT 6 c1A
b,f
T,q. (3.8)
Moreover, there is a constant c2 > 0 such that for all λ > 0,
‖uλ‖S2−αT + ‖u
♯
λ‖S3−2αT 6 c2(ℓ
b
T )
4
2−3α
(
‖uλ‖L∞T + A
b,f
T,∞
)
. (3.9)
Proof. Below we fix
θ ∈ (1 + 3α2 , 2], q ∈ [ 22−θ ,∞], γ, β ∈ (α, θ − 2α].
By (2.11), (2.15) and (2.14), we clearly have
(λ ∨ 1)1− θ2− 1q ‖u‖
S
θ−α
T
. ‖b ≺ ∇u+ b ≻ ∇u+ b ◦ ∇u+ f‖LqTC−α
. ‖b‖L∞T C−α‖∇u‖LqTL∞ + ‖b ◦ ∇u‖LqTC−α + A
b,f
T,q,
(3.10)
and by Lemma 2.12,
(λ ∨ 1)1− θ2− 1q ‖u♯‖
S
θ+γ−1
T
. ‖∇u ≺ b−∇u ≺≺ b‖L∞T Cγ−1 + ‖∇u ≻ b‖L∞T Cγ−1
+ ‖[Lλ,∇u ≺≺]Iλb‖L∞T Cγ−1 + ‖b ◦ ∇u‖LqTCγ−1
. ‖u‖
S
γ+α
T
‖b‖L∞T C−α + ‖b ◦ ∇u‖LqTC1−2α ,
where we used (2.4), (2.21), (2.22) and (2.15) in the second inequality. Moreover,
by (3.7), we also have
‖b ◦ ∇u‖LqTC1−2α . ℓ
b
T‖u‖Sγ+αT +
√
ℓbT‖u♯‖LqTCβ+1 + A
b,f
T,q.
Thus, we obtain that for all λ > 0,
(λ ∨ 1)1− θ2− 1q
(
‖u‖
S
θ−α
T
+ ‖u♯‖
S
θ+γ−1
T
)
. ℓbT ‖u‖Sγ+αT +
√
ℓbT ‖u♯‖L∞T Cβ+1 + A
b,f
T,q.
(3.11)
In particular, letting γ = θ − 2α and β = 2θ − 2α − 2, we get for some c =
c(θ, α, d, q, T ),
(λ ∨ 1)1− θ2− 1q
(
‖u‖
S
θ−α
T
+ ‖u♯‖
S
2θ−2α−1
T
)
.c ℓ
b
T
(
‖u‖
S
θ−α
T
+ ‖u♯‖
S
2θ−2α−1
T
)
+ Ab,fT,q.
Choosing λ such that λ1−
θ
2−
1
q > cℓbT , we obtain (3.8).
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On the other hand, letting θ = 2 and q = ∞ in (3.11), we obtain that for any
γ, β ∈ (α, 2− 2α],
‖u‖
S
2−α
T
+ ‖u♯‖
S
1+γ
T
. ℓbT ‖u‖Sγ+αT +
√
ℓbT ‖u♯‖L∞T Cβ+1 + A
b,f
T,∞. (3.12)
If α < β < γ < 2 − 2α, then by (2.6) and Young’s inequality, we have for any
ε ∈ (0, 1),
‖u‖
S
2−α
T
+ ‖u♯‖
S
1+γ
T
6 ε
(
‖u‖
S
2−α
T
+ ‖u♯‖
S
1+γ
T
)
+ Cε(ℓ
b
T )
2−α
2−γ−2α ‖u‖L∞T
+ Cε(ℓ
b
T )
1+γ
2(γ−β) ‖u♯‖L∞T + CA
b,f
T,∞.
(3.13)
Note that by (3.3),
‖u♯‖L∞T = ‖u−∇u ≺≺ Iλb−Iλf‖L∞T
. ‖u‖L∞T (1 + ‖b‖L∞T C−α) + ‖f‖L∞T C−α . ‖u‖L∞T
√
ℓbT + A
b,f
T,∞.
Substituting it into (3.13) and taking ε = 1/2, we obtain
‖u‖
S
2−α
T
+ ‖u♯‖
S
1+γ
T
. (ℓbT )
2−α
2−γ−2α∨(
1+γ
2(γ−β)
+ 12 )
(
‖u‖L∞T + A
b,f
T,∞
)
,
which, by choosing γ = 2/3 and β close to α, yields that
‖u‖
S
2−α
T
+ ‖u♯‖
S
5/3
T
. (ℓbT )
8−3α
2(2−3α)
(
‖u‖L∞T + A
b,f
T,∞
)
.
Moreover, by (3.12) with γ = 2− 2α and β = 2/3, we get
‖u♯‖
S
3−2α
T
. ℓbT ‖u‖S2−αT +
√
ℓbT ‖u♯‖S5/3T + A
b,f
T,∞ . (ℓ
b
T )
4
2−3α
(
‖u‖L∞T + A
b,f
T,∞
)
.
The proof is complete. 
Theorem 3.5. Let T > 0 and u0 = 0. For any (b, f) ∈ BαT , there is a unique
paracontrolled solution u to PDE (3.1) in the sense of Definition 3.1. Moreover,
there are q > 1 large enough only depending on α and c1, c2 > 0 such that
‖u‖L∞T 6 c1(ℓbT )
5
2−3αA
b,f
T,q, ‖u‖S2−αT + ‖u
♯‖
S
3−2α
T
6 c2(ℓ
b
T )
9
2−3αA
b,f
T,∞.
Proof. We first assume that
b, f ∈ L∞T C 2, ∀T > 0.
Fix λ > 0. For any λ′ > 0, it is well known that there is a unique classical solution
w to the following PDE:
∂tw = ∆w − (λ′ + λ)w + b · ∇w + f, w(0) = 0. (3.14)
In particular, for any θ ∈ (1 + 32α, 2) and q ∈ ( 22−θ ,∞), by (3.8), we have for
λ′ > c0(ℓ
b
T )
1/(1− θ2−
1
q ),
‖w‖L∞T 6 ‖w‖L∞T Cθ−α 6 c1 · A
b,f
T,q.
Now let u be the unique classical solution to PDE (3.1) with u0 = 0. Let u¯ = u−w.
Then u¯ solves the following PDE:
∂tu¯ = ∆u¯− λu¯+ b · ∇u¯+ λ′w, u¯(0) = 0.
By the classical maximum principle, we have
‖u¯‖L∞T 6 λ′T ‖w‖L∞T .
Hence, by taking θ close to 1 + 3α2 and q large enough, we obtain
‖u‖L∞T 6 (λ′T + 1)‖w‖L∞T . (ℓbT )1/(1−
θ
2−
1
q ) · Ab,fT,q . (ℓbT )
5
2−3α · Ab,fT,q,
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which together with (3.9) yields
‖u‖
S
2−α
T
+ ‖u♯‖
S
3−2α
T
6 c2(ℓ
b
T )
9
2−3αA
b,f
T,∞. (3.15)
(Existence) Let bn and fn be the smoothing approximations of b and f in B
α
T .
We consider the following approximation equation:
∂tun = ∆un − λun + bn · ∇un + fn, un(0) = 0.
By the assumption and (3.15), we have the following uniform estimate:
sup
n∈N
(
‖un‖S2−αT + ‖u
♯
n‖S3−2αT
)
. 1.
Using this uniform estimate and by a standard compact and weak convergence
method, we can show the existence of a paracontrolled solution (see [GH19]).
(Uniqueness) Let u1 and u2 be two paracontrolled solution of PDE (3.1). Let
u¯ := u1 − u2. Clearly, u¯ is a paracontrolled solution of
∂tu¯ = ∆u¯− λu¯ + b · ∇u¯, u(0) = 0.
Let θ ∈ (1 + α, 2) and q = 22−θ . By (2.11), we have
‖u¯‖q
S
θ−α
T
6 C
∫ T
0
‖(b · ∇u¯)(t)‖q
C−α
dt. (3.16)
On the other hand, by (2.14), (2.15) and Lemma 3.3 we have
‖(b · ∇u¯)(t)‖C−α 6 ‖(b ≺ ∇u¯)(t)‖C−α + ‖(b ≻ ∇u¯)(t)‖C−α + ‖(b ◦ ∇u¯)(t)‖C−α
. ‖b(t)‖C−α‖∇u¯(t)‖L∞ + ‖(b ◦ ∇u¯)(t)‖C1−2α
. ‖∇u¯(t)‖L∞ + ‖u¯‖S2−αt + ‖u¯
♯‖L∞t C3−2α
(3.9)
. ‖∇u¯‖L∞t + ‖u¯‖L∞t .
Substituting this into (3.16) and by θ − α > 1, we obtain
‖u¯‖q
L∞T C
θ−α 6 C
∫ T
0
‖u¯‖q
L∞t C
θ−αdt,
which in turn implies that u¯ = 0. The uniqueness is proven. 
Remark 3.6. The polynomial dependence on ℓbT in Theorem 3.5 is important to
establish the Schauder estimate in sublinear weighted Ho¨lder space since it together
with a new characterization for weighted Ho¨lder spaces in Lemma 3.8 below can be
used to solve the problem of weight loss (see [PR19, Remark 1.1]).
3.3. Schauder estimate for paracontrolled solutions with weights. In this
section we show the well-posednness of PDE (3.1) in weighted Ho¨lder spaces. Recall
that for δ ∈ R,
ρδ(x) := (1 + |x|2)−δ/2 =: 〈x〉−δ.
Now we give the main result of this section.
Theorem 3.7. Let α ∈ (12 , 23 ) and ϑ := 92−3α . Choose κ > 0 so that
δ := (2ϑ+ 2)κ 6 1, δ0 := (
55
27
ϑ+ 4)κ.
For any T > 0, (b, f) ∈ BαT (ρκ) and u0 ∈ ∪ε>0C1+α+ε, there is a unique paracon-
trolled solution (u, u♯) to PDE (3.1) in the sense of Definition 3.1 with
‖u‖
S
2−α
T (ρδ)
+ ‖u♯‖
S
3−2α
T (ρδ0 )
.C A
b,f
T,∞(ρκ), (3.17)
where C = C(T, d, α, κ, ℓbT (ρκ)) > 0.
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To prove the result we introduce the following notations. Let χ ∈ C∞c (Rd) with
χ(x) = 1, |x| 6 1/8, χ(x) = 0, |x| > 1/4,
and for r > 0 and z ∈ Rd,
χzr(x) := χ((x− z)/r), φzr(x) := χzr(1+|z|)(x).
To show the existence of a paracontrolled solution, we need the following simple
characterization of weighted Ho¨lder spaces.
Lemma 3.8. Let α > 0 and r ∈ (0, 1]. For any δ, κ ∈ R, there is a constant
C = C(r, α, d, δ, κ) > 0 such that
‖f‖Cα(ρδρκ) ≍C sup
z
(
ρδ(z)‖φzrf‖Cα(ρκ)
)
. (3.18)
Proof. Without loss of generality, we assume κ = 0. In fact, we clearly have
sup
z
(
ρδ(z)‖φzrf‖Cα(ρκ)
) ≍ sup
z
(ρδ(z)‖φzrρκf‖Cα) ≍ ‖ρδρκf‖Cα .
By interpolation theorem (see e.g. [BL76, Theorem 3.11.8, Theorem 6.2.4]), it
suffices to prove (3.18) for α ∈ N0. We first consider the case α = 0. We use
Br(z) to denote the ball with radius r centered at z. For any δ ∈ R, since for
x ∈ B(1+|z|)/2(z),
ρ−1δ (x) 6 2
|δ|(1 + |x|)δ 6 4|δ|(1 + |z|)δ = 4|δ|ρ−1δ (z),
we have
ρδ(z)φ
z
r(x)|f(x)| 6 4|δ|ρδ(x)|f(x)| 6 4|δ|‖ρδf‖L∞.
Hence,
sup
z
(ρδ(z)‖φzrf‖L∞) 6 4|δ|‖ρδf‖L∞ = 4|δ|‖f‖L∞(ρδ). (3.19)
On the other hand, since φxr (x) = 1, we clearly have
‖ρδf‖L∞ = sup
x
|ρδ(x)φxr (x)f(x)| 6 sup
z
(ρδ(z)‖φzrf‖L∞) . (3.20)
For α = 1, note that by (3.19),
sup
z
(ρδ(z)‖∇(φzrf)‖L∞) 6 sup
z
(ρδ(z)(‖∇φzrf‖L∞ + ‖φzr∇f‖L∞))
. sup
z
(ρδ(z)(‖φz2rf‖L∞ + ‖φzr∇f‖L∞))
. ‖ρδf‖L∞ + ‖ρδ∇f‖L∞ . ‖f‖C 1(ρδ).
Moreover, by (3.20),
‖ρδ∇f‖L∞ . sup
z
(
ρδ(z)‖φzr/2∇f‖L∞
)
. sup
z
(ρδ(z)‖φzrf‖C 1) .
Thus (3.18) holds for α = 1. For α = 2, · · · , it follows by similar calculations. 
The key point of using φzr is the following simple fact that for any m ∈ N0,
‖∇φzr‖Cm . (1 + |z|)−1 ⇒ sup
z
‖∇φzr‖Cm(ρ−11 ) <∞, (3.21)
where we used 1+ |x| . 1+ |z| on the support of φzr . This provides an extra weight
and helps us to obtain the a-priori estimate for the solutions in Besov space with
polynomial weight.
Now we can give
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Proof of Theorem 3.7. (Existence). Without loss of generality we may assume
λ = 0 and u0 = 0. In fact, for general initial data u0 ∈ ∪ε>0C1+α+ε, by considering
u¯ = u − u0, we can reduce the nonzero initial value to zero initial value with f
replaced by f¯ = f +∆u0 + b · ∇u0 ∈ C−α(ρκ). In this case, by Lemma 2.10,
‖b ◦ ∇I (∆u0)‖L∞T Cε(ρκ) . 1,
and by Lemma 2.17 with ψ = ∇u0, f = b, φ = 1, ρ¯ = ρ2κ, ρ = ρκ,
‖b ◦ ∇I (b · ∇u0)‖L∞T C1−2α(ρ2κ) . 1.
Hence, we still have
(b, f¯) ∈ BαT (ρκ).
Now, let T > 0 and bn, fn ∈ L∞T C∞(ρκ) be as in the definition of BαT (ρκ). For
every n, define
b¯n(t, x) := bn(t, x)χn(x), f¯n(t, x) := fn(t, x)χn(x),
with χn being the usual cut-off functions. It is well known that there is a unique
classical solution un ∈ L∞T C 2 solving (3.1) with (b, f) = (b¯n, f¯n). Our main aim is
to show that there is a constant C > 0 independent of n such that
‖un‖S2−αT (ρδ) + ‖u
♯
n‖S3−2αT (ρδ0 ) .C A
b¯n,f¯n
T,∞ (ρκ) (3.22)
On the other hand, by (2.29) with ρ¯ = ρ2 = ρ2κ and φ = ψ = χn, we also have for
some C independent of n,
A
b¯n,f¯n
T,∞ (ρκ) .C A
bn,fn
T,∞ (ρκ), ℓ
b¯n
T (ρκ) .C ℓ
bn
T (ρκ).
Hence,
sup
n
(
‖un‖S2−αT (ρδ) + ‖u
♯
n‖S3−2αT (ρδ0 )
)
<∞.
Thus, by a standard compact argument, we can show the existence of a paracon-
trolled solution (see [GH19]).
In the following, we devote to proving (3.22). For simplicity, we drop the bar
and subscript n and assume b, f ∈ L∞T C 2. We fix 0 < r < 1/2. Note that φz2r = 1
on the support of φzr . For each z ∈ Rd, it is easy to see that uz := uφzr satisfies the
following PDE:
∂tuz = ∆uz + bz · ∇uz + Fz, uz(0) = 0,
where bz := bφ
z
2r and
Fz := fφ
z
r − 2∇u · ∇φzr − u∆φzr − b · ∇φzru.
Let q be the same as in Theorem 3.5. By Theorem 3.5, there are two constants
c1, c2 > 0 such that for all z ∈ Rd,
‖uz‖S2−αT 6 c1(ℓ
bz
T )
ϑ
A
bz,Fz
T,∞ , ‖uz‖L∞T 6 c2(ℓbzT )ϑA
bz ,Fz
T,q . (3.23)
Let ε > 0 be small enough. By the definition of Fz , using φ
z
2r∇φzru = ∇φzru and
(2.17), we have
‖Fz‖C−α 6 ‖fφzr‖C−α + 2‖∇u · ∇φzr‖L∞ + ‖u∆φzr‖L∞ + ‖b · ∇φzru‖C−α
. ‖f‖C−α(ρκ)‖φzr‖Cα+ε(ρ−1κ ) + ‖∇u‖L∞(ρ1)‖∇φzr‖L∞(ρ−11 )
+ ‖u‖L∞(ρ1)‖∆φzr‖L∞(ρ−11 ) + ‖b‖C−α(ρκ)‖∇φ
z
ru‖Cα+ε(ρ−1κ )
. ‖f‖C−α(ρκ)‖φzr‖C 1(ρ−1κ ) + ‖u‖C 1(ρ1)‖∇φzr‖C 1(ρ−11 ) (3.24)
+ ‖b‖C−α(ρκ)‖u‖C 1(ρ1)‖∇φzr‖C 1(ρ−11 )‖φ
z
2r‖C 1(ρ−1κ ),
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and also,
‖(bz ◦ ∇IλFz)‖C1−2α 6 ‖bz ◦ ∇Iλ(fφzr)‖C1−2α + ‖bz ◦ ∇Iλ(b · ∇φzru)‖C1−2α
+ ‖bz ◦ ∇Iλ(u∆φzr + 2∇u · ∇φzr)‖L∞ =: Iz1 + Iz2 + Iz3 .
For Iz1 , by (2.29) with ρ¯ ≡ 1, ρ = ρκ and ψ = φzr , we have
Iz1 . ‖φz2r‖Cα+ε(ρ−2κ )‖φzr‖Cα+εA
b,f
t,∞(ρκ) . ‖φz2r‖C 1(ρ−2κ )A
b,f
t,∞(ρκ).
For Iz2 , by (2.29) with ρ¯ ≡ 1, ρ = ρκ and ψ = ∇φzru, we have
Iz2 . ‖φz2r‖Cα+ε(ρ−2κ )‖∇φzru‖Sα+εt A
b,b
t,∞(ρκ)
. ‖φz2r‖C 1(ρ−2κ )‖∇φzr‖C 1(ρ−11 )‖u‖S1t(ρ1)ℓ
b
t(ρκ).
For Iz3 , as in (3.24), we have
Iz3 . ‖bz‖C−α‖∇Iλ(u∆φzr + 2∇u · ∇φzr)‖Cα+ε
. ‖b‖C−α(ρκ)‖φz2r‖Cα+ε(ρ−1κ )‖u∆φzr + 2∇u · ∇φzr‖L∞t L∞
. ‖b‖C−α(ρκ)‖φz2r‖C 1(ρ−1κ )‖u‖L∞t C 1(ρ1)‖∇φzr‖C 1(ρ−11 ).
Combining the above calculations, by the definition of Abz ,FzT,q and (3.21), we get
A
bz ,Fz
T,q = sup
λ
‖bz ◦ ∇IλFz‖LqTC1−2α + ‖bz‖L∞T C−α‖Fz‖LqTC−α
.
(
‖φz2r‖C 1(ρ−2κ ) + ‖φz2r‖C 1(ρ−1κ )(‖φzr‖C 1(ρ−1κ ) + ‖φz2r‖C 1(ρ−1κ ))
)
×
Ab,fT,∞(ρκ) + ℓbT (ρκ)
(∫ T
0
‖u‖q
S2αt (ρ1)
dt
)1/q ,
where we have used
‖bz‖L∞T C−α . ‖b‖L∞T C−α(ρκ)‖φz2r‖C 1(ρ−1κ ),
and by (3.24) and (3.21),
‖Fz‖LqTC−α . ‖f‖LqTC−α(ρκ)‖φ
z
r‖C 1(ρ−1κ )
+
(
1 + ℓbT (ρκ)‖φz2r‖C 1(ρ−1κ )
)(∫ T
0
‖u(t)‖q
C 1(ρ1)
dt
)1/q
.
By Lemma 3.8, we have
sup
z
ρκ(z)‖φz2r‖C 1(ρ−1κ ) . 1.
On the other hand, by Lemma 3.8 and (2.29) with ρ¯ = 1, ρ¯ = ρκ, we have
sup
z
ρ2κ(z)ℓ
bz
T . sup
z
ρ2κ(z)(‖φz2r‖C 1(ρ−2κ ) + ‖φz2r‖2C 1(ρ−1κ ))ℓ
b
T (ρκ) . ℓ
b
T (ρκ),
which together with the above estimate implies that for δ = (2ϑ+ 2)κ 6 1,
sup
z
ρδ(z)(ℓ
bz
T )
ϑ
A
bz,Fz
T,q 6
(
sup
z
ρ2κ(z)ℓ
bz
T
)ϑ
sup
z
ρ2κ(z)A
bz,Fz
T,q
6
(
ℓbT (ρκ)
)ϑ+1Ab,fT,∞(ρκ) +
(∫ T
0
‖u‖q
S2αt (ρ1)
dt
)1/q .
Note that by (2.6) and Young’s inequality,
‖u‖S2αt (ρ1) 6 ε‖u‖S2−αt (ρ1) + Cε‖u‖L∞t (ρ1).
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Hence, multiplying both sides of (3.23) by ρδ(z) we arrive at
‖u‖
S
2−α
T (ρδ)
6 ε‖u‖
S
2−α
T (ρδ)
+ Cε‖u‖L∞T (ρ1) + CεA
b,f
T,∞(ρκ),
and
‖u‖L∞T (ρδ) . A
b,f
T,∞(ρκ) +
(∫ T
0
‖u‖q
S
2−α
t (ρ1)
dt
)1/q
.
Both of the above two estimates implies that
‖u‖L∞T (ρ1) 6 ‖u‖L∞T (ρδ) . A
b,f
T,∞(ρκ) +
(∫ T
0
‖u‖q
L∞t (ρ1)
dt
)1/q
.
Finally, we use Gronwall’s inequality to conclude the first estimate in (3.22).
By (3.3), (2.19) and (2.12) we have for weight ρ, ρ¯ ∈ W
‖u♯‖L∞T C2−α(ρρ¯) . ‖u‖L∞T C2−α(ρρ¯) + ‖∇u ≺≺ Iλb‖L∞T C2−α(ρρ¯) + ‖Iλf‖L∞T C2−α(ρρ¯)
. ‖u‖L∞T C2−α(ρ¯) + ‖∇u‖L∞T (ρ¯)‖b‖L∞T C−α(ρ) + ‖f‖L∞T C−α(ρ)
.
√
ℓbT (ρ)‖u‖L∞T C2−α(ρ¯) + ‖f‖L∞T C−α(ρ). (3.25)
Next we estimate each term on the right hand side of (3.4) by using Lemma 2.10.
• By (2.21), (2.4) we have
‖∇u ≺ b−∇u ≺≺ b‖L∞T C1−2α(ρρ¯) . ‖u‖S2−αT (ρ¯)‖bL∞T C−α(ρ).
• By (2.15), we have
‖∇u ≻ b‖L∞T C1−2α(ρρ¯) . ‖u‖L∞T C2−α(ρ¯)‖b‖L∞T C−α(ρ).
• By (2.20) and (2.12) we have
‖[L ,∇u ≺≺]I b‖L∞T C1−2α(ρρ¯) . ‖u‖S2−αT (ρ¯)‖b‖L∞T C−α(ρ).
• By Lemma 3.3 with γ = 2− 2α, β ∈ (α, 2− 2α), we have
‖b ◦ ∇u‖L∞T C1−2α(ρ2+ερ¯) . ‖u‖S2−αT (ρ¯) + ‖u
♯‖L∞T Cβ+1(ρ1+ερ¯) + A
b,f
T,∞(ρ).
Combining the above calculations and by (3.4) and (2.11) with θ = 2 and q = ∞,
we obtain
‖u♯‖
S
3−2α
T (ρ
2+ερ¯) . ‖u‖S2−αT (ρ¯) + ‖u
♯‖L∞T Cβ+1(ρ1+ερ¯) + A
b,f
T,∞(ρ). (3.26)
On the other hand, for ε > 2α−12−3α , one can choose β close to α so that
θ := ε1+ε =
α+β−1
1−α .
Thus by interpolation inequality (2.5), Young’s inequality and (3.25), for any δ > 0,
‖u♯‖L∞T Cβ+1(ρ1+ερ¯) . ‖u
♯‖θL∞T C3−2α(ρ2+ερ¯)‖u
♯‖1−θL∞T C2−α(ρρ¯)
6 δ‖u♯‖L∞T C3−2α(ρ2+ερ¯) + Cδ
(
‖u‖
S
2−α
T (ρ¯)
+ Ab,fT,∞(ρ)
)
.
Substituting this into (3.26), we obtain the second estimate by taking ρ = ρκ, ρ¯ =
ρδ.
(Uniqueness). It follows by Theorem A.2 in the appendix. 
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4. Hamilton-Jacobi-Bellman equations
In this section we consider the following HJB equation:
∂tv = tr(a · ∇2v) +B · ∇v +H(v,∇v), v(0) = v0, (4.1)
where a : R+ × Rd → Rd ⊗ Rd is a symmetric matrix-valued measurable function,
and B : R+ × Rd → Rd is a vector-valued measurable function, and
H(t, x, v,Q) : R+ × Rd × R× Rd → R
is a real-valued measurable function, and continuous in v,Q for each t, x.
For instance, for any ζ ∈ [1, 2], the equation
L v = |∇v|ζ +B · ∇v + f (4.2)
is a typical HJB equation. Note that for λ > 0, if we define
vλ(t, x) := v(λ
2t, λx), Bλ(t, x) := λB(λ
2t, λx), fλ(t, x) := λ
2f(λ2t, λx),
then
L vλ = λ
2−ζ |∇vλ|ζ + Bλ · ∇vλ + fλ.
In particular, if ζ = 2, then the nonlinear term has the same order as the Laplacian
term in scaling level. In this case, we shall say HJB (4.2) being critical. While for
ζ < 2, the nonlinear term can be controlled well by the Laplacian term. In this
case, we shall say HJB (4.2) being subcritical2.
Throughout this section we shall use the following polynomial weight function
ρδ(x) := 〈x〉−δ = (1 + |x|2)−δ/2 ⇒ ργδ = ργδ, δ, γ ∈ R,
and make the following elliptic assumption on a:
(Hα1 ) a : R+ × Rd → Rd ⊗ Rd is a symmetric d × d-matrix-valued measurable
function and satisfies that for some c0 ∈ (0, 1),
c0|ξ|2 6
d∑
i,j=1
aij(t, x)ξiξj 6 c
−1
0 |ξ|2, ∀ξ ∈ Rd, (4.3)
and for some α ∈ (0, 1) and c1 > 1,
|a(t, x)− a(t, y)| 6 c1|x− y|α.
About the nonlinear term H , we separately consider two cases: subscritical case
for all d ∈ N and critical case only for d = 1, and assume
(Hδ,ζsub) Suppose that for some δ, ζ ∈ [0, 2) and c2 > 0,
|H(t, x, v,Q)| .c2 〈x〉δ + |Q|ζ . (4.4)
(Hδ,βcrit) Suppose that d = 1 and for some δ ∈ [0, 2) and c2 > 0,
|H(t, x, v,Q)| .c2 〈x〉δ + |Q|2, |∂vH(t, x, v,Q)| .c2 〈x〉δ + |v|+ |Q|, (4.5)
and for some β ∈ (0, 1] and all |x− y| 6 1,
|H(t, x, v,Q)−H(t, y, v,Q)| .c2 |x− y|β(〈x〉δ + 〈y〉δ + |v|2 + |Q|2). (4.6)
We introduce the following definition of strong solution to HJB equation (4.1).
2Here the critical and subcritical conditions are different from the meaning in [Hai14]
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Definition 4.1. We call a function v ∈ ∩p>2H2,ploc strong solution to (4.1) if for all
ψ ∈ C∞c (Rd) and t > 0,
〈v(t), ψ〉 = 〈v0, ψ〉+
∫ t
0
〈(
tr(a · ∇2v) +B · ∇v +H(v,∇v))(s), ψ〉ds,
where 〈v0, ψ〉 :=
∫
v0ψ. In particular, for all t > 0 and Lebesgue almost all x ∈ Rd,
v(t, x) = v0(x) +
∫ t
0
(
tr(a · ∇2v) +B · ∇v +H(v,∇v)
)
(s, x)ds.
The aim of this section is to establish the following strong well-posedness for HJB
equation (4.1). For simplicity of notation, we introduce the following parameter set
for saying the dependence of a constant:
Θ := (T, d, α, β, ζ, δ, c0, c1, c2).
Theorem 4.2. Let T > 0, δ ∈ (0, 2) and α, β, δ1 ∈ (0, 1]. Suppose that (Hα1 ),
B ∈ L∞T (ρδ1) and (Hδ,ζsub) or (Hδ,βcrit) hold. We let η >
ζδ
2−ζ ∨ [2δ1 + δ], under (Hδ,ζsub);
η > 2
(
(1+2β)δ
β ∨ (δ1 + δ)
)
, under (Hδ,βcrit).
(4.7)
(Existence) For any initial value v0 ∈ C 2(ρδ), there are p0 large enough and
strong solution v for HJB equation (4.1), which satisfies the following estimate: for
any p > p0, there is a constant C = C(Θ, p, η, δ1, ‖B‖L∞T (ρδ1 ), ‖v0‖C 2(ρδ)) > 0 such
that
‖v‖L∞T (ρδ) + ‖∂tv‖LpT (ρη) + ‖v‖H2,pT (ρη) 6 C. (4.8)
In particular, for any 0 6 ε′ < ε 6 2,
‖v‖
C
ε′/2
T C
2−ε(ρη)
6 C.
(Uniqueness) If, in addition, for some C > 0,
|∂vH(t, x, v,Q)|1/2 + |∂QH(t, x, v,Q)| .C 〈x〉+ |v|1/δ + |Q|1/η, (4.9)
then there is a unique strong solution with regularity (4.8).
Remark 4.3. When a ∈ L∞T C 1, the above regularity result could be obtained by
De-Giorgi’s iteration method since it can be written as the divergence form (cf.
[LSU68]). However, for Ho¨lder diffusion a as we need, it seems not be studied in
the literature. Besides, the unbounded B and H also cause many difficulties for
obtaining the global estimates, which is crucial for a-priori estimate such as (1.4)
and KPZ equation. We believe that the above theorem is of its own interest.
In the following we first establish a maximum principle in Section 4.1. The
subcritical case is treated in Section 4.2 by using L∞(ρδ)-estimate and L
p-theory
for PDEs. For the critical case, we take spatial derivative on both sides and obtain
a PDE of divergence form. Then using the L∞(ρδ)-bound and energy estimate we
obtain the H2,pT (ρη)-estimate in Section 4.3.
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4.1. Maximum principle in weighted spaces. We first show the following max-
imum principle in weighted spaces.
Theorem 4.4. (Maximum principle) Let T > 0 and δ ∈ (0, 2). Suppose (4.3) and
for some c2, c3 > 0,
|H(t, x, v,Q)| 6 c2〈x〉δ + c3|Q|2, B ∈ L∞T (ρ1).
For any v0 ∈ L∞(ρδ), there is a function C(r) = CΘ(r) > 0 with C(0) = 0 such
that for any strong solution v ∈ ∩p>2H2,ploc ∩ L∞T (ρδ) of (4.1) with initial value v0,
‖v‖L∞T (ρδ) 6 C(c2 + ‖v0‖L∞(ρδ)). (4.10)
Proof. We use a probabilistic method. For λ > 0, define
w(t, x) := eλv(t,x).
By the chain rule, it is easy to see that w satisfies
∂tw = tr(a · ∇2w) +B · ∇w + λw
(
H(v,∇v) − λtr(a · ∇v ⊗∇v)
)
.
For simplicity of notations, we write
Fδ(x) := c2〈x〉δ, Uλ := λw
(
H(v,∇v)− λtr(a · ∇v ⊗∇v)− Fδ
)
.
Next we reverse the time variable. For a space-time function f , we set
fT (t, x) := f(T − t, x).
It is easy to see that wT (t, x) = w(T − t, x) solves the following backward equation:
∂tw
T + tr(aT · ∇2wT ) +BT · ∇wT + UTλ + λwTFδ = 0, (4.11)
with subjected to the final condition
wT (T, x) = w(0, x) = eλv0(x). (4.12)
Under (4.3) and B ∈ L∞T (ρ1), for each (t, x) ∈ [0, T ]×Rd, it is well known that the
following SDE has a (probabilistically) weak solution starting from x at time t (see
[Kry80, page 87, Theorem 1])
Xt,xs = x+
∫ s
t
√
2aT (r,Xt,xr )dWr +
∫ s
t
BT (r,Xt,xr )dr, ∀s ∈ [t, T ],
where W is a d-dimensional Brownian motion on some stochastic basis (Ω′,F ′,P).
For R > 0, define a stopping time
τR := inf{s > t : |Xt,xs | > R}.
It is well known that the following Krylov estimate holds ([Kry80, page 52, Theorem
2]): for any p > d+ 1,
E
(∫ T∧τR
t
f(s,Xt,xs )ds
)
6 CR
(∫ T
t
∫
BR
|f(s, x)|pdxds
)1/p
.
Since v ∈ ∩p>2H2,ploc ∩ L∞T (ρδ), it is easy to see that
wT ∈ ∩p>2H2,ploc , ∂twT ∈ ∩p>2Lploc.
Thus, for each fixed (t, x), by generalized Itoˆ’s formula (see [Kry80, page 122,
Theorem 1]), we have
dsw
T (s,Xt,xs ) = (∂sw
T + tr(aT · ∇2wT ) +BT · ∇wT )(s,Xt,xs )ds
+ (
√
2aT · ∇wT )(s,Xt,xs )dWs,
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and by (4.11) and (4.12),
e
∫ t′
t
λFδ(X
t,x
s )dswT (t′, Xt,xt′ )
= wT (t, x) +
∫ t′
t
e
∫ s
t
λFδ(X
t,x
r )drdsw
T (s,Xt,xs )
+
∫ t′
t
e
∫
s
t
λFδ(X
t,x
r )dr(λFδw
T )(s,Xt,xs )ds
= wT (t, x) −
∫ t′
t
e
∫
s
t
λFδ(X
t,x
r )drUTλ (s,X
t,x
s )ds+Mt′ ,
where
Mt′ :=
∫ t′
t
e
∫
s
t
λFδ(X
t,x
r )dr(
√
2aT · ∇wT )(s,Xt,xs )dWs.
By (4.3) and |H(v,Q)| 6 Fδ + c3|Q|2, one can choose λ = c3/c0 so that
UTλ 6 λw
(
c3|∇v|2 − λc0|∇v|2
)
= 0.
Hence, for λ = (c3/c0) ∨ 1,
eλv(T−t,x) = wT (t, x) 6 e
∫
t′
t
λFδ(X
t,x
s )dswT (t′, Xt,xt′ )−Mt′ .
Since t′ 7→Mt′∧τR is a martingale, we have
eλv(T−t,x) 6 E
(
e
∫ T∧τR
t λFδ(X
t,x
s )dswT (T ∧ τR, Xt,xT∧τR)
)
.
On the other hand, by Lemma B.1 in appendix, for any γ > 0 and α ∈ [0, 2),
E
(
eγ sups∈[t,T ]〈X
t,x
s 〉
α
)
6 C(γ)eC2γ〈x〉
α
.
Since wT (t, x) 6 e
λ‖v‖L∞
T
(ρδ)
〈x〉δ
, letting R→∞ and by the dominated convergence
theorem, we get
eλv(T−t,x) 6 E
(
e
∫ T
t
λFδ(X
t,x
s )dswT (T,Xt,xT )
)
= E
(
e
∫ T
t
λFδ(X
t,x
s )ds+λv0(X
t,x
T )
)
6 E
(
eℓ0 sups∈[t,T ]〈X
t,x
s 〉
δ
)
6 C(ℓ0)e
ℓ0〈x〉
δ
,
where ℓ0 := λ(c2 + ‖v0‖L∞(ρδ)). Hence,
v(T − t, x) 6 C(ℓ0)〈x〉δ .
By applying the above estimate to −v, we obtain the desired estimate. 
4.2. Subcritical case. In this subsection we consider the subcritical case (Hδ,ζsub)
and prove some a priori regularity estimate. For this aim, we prepare the following
simple interpolation inequality in weighted spaces, which will play important roles
in treating the weights.
Lemma 4.5. (i) For any p > 2 and r, p ∈ [1,∞] with 2p = 1r + 1q , and δ, δ1, δ2 ∈ R
with δ1 + δ2 = 2δ, there is a constant C = C(p, r, q, δ, δ1, δ2) > 0 such that
‖∇vρδ‖Lp .C ‖∇2vρδ1‖1/2Lq ‖vρδ2‖1/2Lr + ‖vρδ+1‖Lp . (4.13)
(ii) For any p, q ∈ [2,∞), r ∈ [2,∞] with q+2p = 1 + 2r , and δ, δ1, δ2 ∈ R with
δ = qδ1q+2 +
2δ2
q+2 , there is a constant C = C(p, q, r, δ, δ1, δ2) > 0 such that
‖∇vρδ‖Lp .C
(∫
|∇2v|2||∇v|q−2ρqδ1
) 1
q+2
‖vρδ2‖
2
q+2
Lr + ‖vρδ+1‖Lp . (4.14)
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Proof. By definition and the integration by parts, we have
‖∇vρδ‖pLp =
∫
|∇v|pρδp =
∫
〈∇v,∇v|∇v|p−2ρδp〉
.
∫
|v|
(
|∇2v||∇v|p−2ρδp + |∇v|p−1|∇ρδp|
)
. (4.15)
(i) By Ho¨lder’s inequality we have∫
|v||∇2v||∇v|p−2ρδp 6 ‖vρδ2‖Lr‖∇2vρδ1‖Lq‖∇vρδ‖p−2Lp ,
and by |∇ρδ| . ρδ+1,∫
|v||∇v|p−1|∇ρδp| 6 ‖∇vρδ‖p−1Lp ‖vρδ+1‖Lp . (4.16)
Therefore,
‖∇vρδ‖pLp . ‖vρδ2‖Lr‖∇2vρδ1‖Lq‖∇vρδ‖p−2Lp + ‖∇vρδ‖p−1Lp ‖vρδ+1‖Lp .
Thus by Young’s inequality, we obtain (4.13).
(ii) On the other hand, by Ho¨lder’s inequality we also have∫
|v||∇2v||∇v|p−2ρδp 6
(∫
|∇2v|2||∇v|q−2ρδ1q
)1/2
‖∇vρδ‖p−
q
2−1
Lp ‖vρδ2‖Lr ,
which together with (4.15) and (4.16) yields (4.14). 
We now prove the following a priori regularity estimate.
Theorem 4.6. Let T > 0, δ ∈ (0, 2) and α, δ1 ∈ (0, 1]. Suppose (Hα1 ), B ∈
L∞T (ρδ1) and (H
δ,ζ
sub). Then for any η > (2δ1 + δ) ∨ ζδ2−ζ and v0 ∈ C 2(ρδ), there is
a p0 large enough so that for all p > p0 and any strong solution v of HJB (4.1),
‖∂t(vρη)‖LpT + ‖vρη‖H2,pT 6 C,
where C = C(Θ, η, p, δ1, ‖B‖L∞T (ρδ1 ), ‖v0‖C 2(ρδ)).
Proof. Multiplying both sides of (4.1) by ρη, we get
∂t(vρη) = tr(a · ∇2(vρη))− Γρ + (B · ∇v)ρη +H(v,∇v)ρη, (4.17)
where
Γρ = tr(a · (2∇v ⊗∇ρη + v∇2ρη)).
Fix
p >
(2− ζ)d
(2− ζ)η − ζδ ∨
d
η − 2δ1 − δ =: p0.
By the Lp-theory of PDEs (see [Kry08]), there is a constant C = C(Θ, p) such that
‖∂t(vρη)‖LpT + ‖vρη‖H2,pT .C ‖H(v,∇v)ρη + (B · ∇v)ρη − Γρ‖LpT + ‖v0ρη‖H2,p .
Since p(η − δ) > d, we have
‖v0ρη‖H2,p . ‖v0ρδ‖C 2
(∫
Rd
ρpη−δ(x)dx
)1/p
. ‖v0‖C 2(ρδ),
and by (4.4),
‖H(v,∇v)ρη‖LpT . ‖ρη−δ‖Lp + ‖|∇v|
ζρη‖LpT . 1 + ‖∇vρη/ζ‖
ζ
L
ζp
T
.
By interpolation inequality (4.13) and using |∇ρδ| . ρδ+1, we have
‖∇vρη/ζ‖ζ
L
ζp
T
6 ‖∇2vρη‖ζ/2LpT ‖vρη(2/ζ−1)‖
ζ/2
L
q
T
+ ‖vρη/ζ+1‖ζ
L
ζp
T
,
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where q = pζ/(2− ζ). Since p(η − ζδ/(2− ζ)) > d, by (4.10), we have
‖vρ2η/ζ−η‖qLqT =
∫ T
0
∫
Rd
|v(t, x)|qρηp(x)dxdt
.
∫
Rd
ρδ(x)
−pζ/(2−ζ)ρηp(x)dx
.
∫
Rd
(1 + |x|) pζδ2−ζ−ηpdx . 1,
and also,
‖vρη/ζ+1‖ζ
L
ζp
T
. ‖ρη/ζ+1−δ‖ζ
L
ζp
T
. 1.
Thus, for any ε ∈ (0, 1), by Young’s inequality,
‖H(v,∇v)ρη‖LpT . ε‖∇
2vρη‖LpT + 1.
Since B ∈ L∞T (ρδ1) and η > 2δ1 + δ and p(η − 2δ1 − δ) > d, we also have by (4.13)
and (4.10)
‖(B · ∇v)ρη‖LpT . ‖ρη−δ1 |∇v|‖LpT . ‖∇
2vρη‖1/2LpT ‖vρη−2δ1‖
1/2
L
p
T
+ ‖vρη+1‖LpT
. ε‖∇2vρη‖LpT + 1.
Moreover, noting that
|Γρ| . |∇v||∇ρη|+ |v||∇2ρη| . ρη|∇v|+ ρη|v|,
we have by (4.13) and (4.10)
‖Γρ‖LpT . ‖∇vρη‖LpT + ‖vρη‖LpT . ‖∇
2vρη‖1/2LpT + 1.
Combining the above calculations, by Young’s inequality, we get
‖∂t(vρη)‖LpT + ‖vρη‖H2,pT . 1.
The result now follows. 
4.3. Critical one dimensional case. In this subsection we consider the critical
one dimensional case and prove the following a priori estimate.
Theorem 4.7. Let T > 0 and α, δ1 ∈ (0, 1], δ ∈ (0, 2). Suppose (Hα1 ), B ∈ L∞T (ρδ1)
and (Hδ,βcrit). For any η > 2
( (1+2β)δ
β ∨ (δ1+ δ)
)
and v0 ∈ C 2(ρδ), there is a p0 large
enough so that for all p > p0 and any strong solution v of HJB (4.1),
‖∂t(vρη)‖LpT + ‖vρη‖H2,pT 6 C,
where C = C(Θ, η, p, δ1, ‖B‖L∞T (ρδ1 ), ‖v0‖C 2(ρδ)).
To prove this result, we first show the following lemma.
Lemma 4.8. Under the assumptions of Theorem 4.7, for any η > (1+2β)δβ ∨(δ1+δ),
there is a p0 large enough so that for all p > p0 and any strong solution v of HJB
(4.1),
‖∂xvρη‖L∞T Lp +
∫ T
0
∫
|∂2xv|2|∂xv|p−2ρpη 6 C. (4.18)
Proof. Let p > 2 be fixed, whose value will be determined below. Define
w(t, x) := ∂xv(t, x), A
w
p :=
∫
|∂xw|2|w|p−2ρpη.
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For q ∈ [p2 + 1, p+ 2] and γ ∈ R, by (4.14) and (4.10) and |∇ρδ| . ρδ+1 we have(∫
|w|qρpη+γ
)1/q
.
(∫
|∂xw|2|w|p−2ρpη
) 1
p+2
‖vρδ2‖
2
p+2
Lr + ‖vρ pη+γ
q +1
‖Lq
.
(
A
w
p
) 1
p+2 ‖ρδ2−δ‖
2
p+2
Lr + ‖ρ pη+γ
q +1−δ
‖Lq ,
where
δ2 :=
(p+2−q)pη
2q +
(p+2)γ
2q , r :=
2q
p+2−q ∈ [2,∞].
Recalling ρδ(x) = 〈x〉−δ and d = 1, we have for q = p + 2 and γ = 2δ, or q ∈
[p2 + 1, p+ 2) and γ >
2qδ
p+2 + (1− pη)(1 − qp+2 ) =: γ0,
‖ρδ2−δ‖Lr + ‖ρ pη+γ
q +1−δ
‖Lq <∞.
Thus we always have∫
|w|qρpη+γ .
{
A
w
p + 1, q = p+ 2, γ = 2δ,
(Awp )
q
p+2 + 1, q ∈ [p2 + 1, p+ 2), γ > γ0.
(4.19)
Now by (4.1), one sees that
∂tw = ∂x (a · ∂xw) + ∂x(Bw) + ∂xH(v, w). (4.20)
Since η >
(
1+2β
β
)
δ ∨ (δ1 + δ), we can choose p large enough such that
η >
([
2 p+1p +
p+2
βp
]
δ + 1p
)
∨
(
(1 + 2p )δ1 +
1
p + δ
)
. (4.21)
Multiplying both sides of (4.20) by w|w|p−2ρpη and integrating on R, we obtain
1
p
∂t
∫
|wρη|p = −
∫
a∂xw∂x(w|w|p−2ρpη)−
∫
Bw∂x(w|w|p−2ρpη)
−
∫
H(v, w)∂x(w|w|p−2ρpη)
=: I1 + I2 + I3.
For I1, since a > c0 and η >
1
p + δ, by (4.19) with q = p and γ = 0, we have
I1 6 −c0
∫
|∂xw|2|w|p−2ρpη + C
∫
|∂xw||w|p−1ρpη
6 −c0
2
A
w
p + C
∫
|w|pρpη 6 −c0
4
A
w
p + C.
For I2, since |B| 6 ‖B‖L∞T (ρδ1 )ρ
−1
δ1
and η > (1 + 2p )δ1 +
1
p + δ, by (4.19) with q = p
and γ = −2δ1, we have
I2 .
∫
|∂xw||w|p−1ρpη−δ1 +
∫
|w|pρpη+1−δ1
.
(
A
w
p
)1/2(∫ |w|pρpη−2δ1)1/2 + ∫ |w|pρpη
.
(
A
w
p
)(p+1)/(p+2)
+ 1.
Next comes to the hard term I3. Let φε(y) = ε
−1φ(y/ε), where φ ∈ C∞c ((−1, 1)) is
a smooth density function. Define for given t ∈ [0, T ] and v,Q ∈ R,
Hε(t, x, v,Q) =
∫
H(t, y, v,Q)φερδ/β(x)(x− y)dy. (4.22)
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We make the following decomposition for I3:
I3 =
∫
(Hε(v, w)−H(v, w))∂x(w|w|p−2ρpη)
− (p− 1)
∫
Hε(v, w)∂xw|w|p−2ρpη
−
∫
Hε(v, w)w|w|p−2∂xρpη
:= I31 − I32 − I33.
For I31, noting that by (4.6), (4.22) and (4.10),
|Hε(x, v, w) −H(x, v, w)| 6
∫
|H(y, v, w)−H(x, v, w)|φερδ/β (x)(x− y)dy
. εβρδ(x)
∫
(〈x〉δ + 〈y〉δ + |v|2 + |w|2)φερδ/β (x)(x− y)dy
. εβρδ(x)
(
〈x〉δ + 〈x〉2δ + |w|2
)
. ρ−1δ (x) + ε
βρδ(x)|w|2,
we have
I31 .
∫
ρ−1δ |∂x(w|w|p−2ρpη)|+ εβ
∫
ρδw
2|∂x(w|w|p−2ρpη)| =: I311 + I312.
For I311, noting that by the chain rule and |∇ρpη| . ρpη+1,
|∂x(w|w|p−2ρpη)| . |w|p−2|∂xw|ρpη + |w|p−1ρpη+1, (4.23)
since η > 1p + δ, we have by (4.19),
I311 .
∫
|w|p−2|∂xw|ρpη−δ +
∫
|w|p−1ρpη+1−δ
.
(
A
w
p
)1/2(∫ |w|p−2ρpη−2δ)1/2 + ∫ |w|p−1ρpη+1−δ
.
(
A
w
p
)p/(p+2)
+ 1,
where we used Ho¨lder’s inequality. For I312, by (4.23) and (4.19) and η >
1
p + δ,
we have
I312 . ε
β
∫
|w|p|∂xw|ρpη+δ +
∫
εβ|w|p+1ρpη+1+δ
. εβ
∫
(|w|p−2|∂xw|2ρpη + |w|p+2ρpη+2δ) +
∫
|w|p+1ρpη+1+δ
. εβAwp +
(
A
w
p
)(p+1)/(p+2)
+ 1,
where we used Ho¨lder’s inequality and Young’s inequality. For I32, noting that by
the chain rule,
Hε(v, w)∂xw|w|p−2 = ∂x
( ∫ w
0
Hε(v, r)|r|p−2dr
)
−
∫ w
0
(∂xHε(v, r) + ∂vHε(v, r)w)|r|p−2dr,
by the integration by parts, we have
I32 .
∫ (∫ w
0
|Hε(v, r)||r|p−2dr
)
|∂xρpη|
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+
∫ (∫ w
0
|∂xHε(v, r)||r|p−2dr
)
ρpη
+
∫ (∫ w
0
|∂vHε(v, r)w||r|p−2dr
)
ρpη
=: I321 + I322 + I323.
For I321, by (4.5) and (4.19) we have
I321 .
∫ (∫ w
0
(ρ−1δ + |r|2)|r|p−2dr
)
ρpη+1
.
∫
(ρ−1δ |w|p−1 + |w|p+1)ρpη+1
. (Awp )
p+1
p+2 + 1.
For I322, noting that
|∂xHε(x, v, w)| . ε−1ρ−1δ/β(x)(〈x〉δ + w2),
we have
I322 . ε
−1
∫
(ρ−1δ+δ/β |w|p−1 + ρ−1δ/β |w|p+1)ρpη . (Awp )
p+1
p+2 + 1.
where we used η >
[
2 p+1p +
p+2
βp
]
δ + 1p and (4.19) with q = p + 1, γ = −δ/β and
q = p− 1, γ = −δ − δ/β.
For I323, by (4.5), (4.10) we have
I323 .
∫
(|w|p+1 + ρ−1δ |w|p)ρpη . 1,
where we used (4.19) with q = p, γ = −δ. Finally, for I33, by (4.5), we similarly
use (4.19) to have
I33 .
∫
(|w|p−1ρ−1δ + |w|p+1)ρpη+1 . (Awp )
p+1
p+2 + 1.
Combining the above calculations, choosing ε small enough and by Young’s inequal-
ity, we obtain
1
2
∂t‖wρη‖pLp . −
c0
8
A
w
p + 1.
Integrating both sides from 0 to T , we obtain the desired estimate. 
Now we can give the proof of Theorem 4.7.
Proof of Theorem 4.7. We follow the proof of Theorem 4.6. Fix p > d/(η − δ). By
the Lp-theory of PDEs (cf. [Kry08]), we have
‖∂t(vρη)‖LpT + ‖vρη‖H2,pT .C ‖H(v,∇v)ρη + (B · ∇v)ρη − Γρ‖LpT + ‖v0ρη‖H2,p ,
with Γρ defined in the proof of Theorem 4.6. Since p > d/(η − δ), by |H(v,Q)| .
〈x〉δ + |Q|2, we have
‖H(v,∇v)ρη‖LpT . ‖ρη−δ‖Lp + ‖|∇v|
2ρη‖LpT . 1 + ‖∇vρη/2‖
2
L
2p
T
.
We have by Ho¨lder’s inequality and Sobolev’s embedding,
‖∇vρη/2‖L2pT 6‖∇vρη‖
θ
L∞T
‖∇vρη0‖1−θL∞T Lr
.‖∇(∇vρη)‖θLpT ‖∇vρη0‖
1−θ
L∞T L
r + ‖∇vρη‖θLpT ‖∇vρη0‖
1−θ
L∞T L
r ,
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where θ ∈ (0, 1/2) and
r = 2p(1− θ), η0 = 1−2θ2(1−θ)η.
Let p0 be as in Lemma 4.8. Since η > 2
(
1+2β
β δ ∨ (δ1 + δ)
)
, one can choose θ close
to zero and p large enough so that
η0 =
1−2θ
2(1−θ)η >
1+2β
2β δ ∨ (δ1 + δ), r, p > p0.
Thus by (4.18), we obtain
‖∇vρη0‖L∞T Lr + ‖∇vρη‖LpT 6 C,
and therefore,
‖H(v,∇v)ρη‖LpT 6 ε‖∇
2(vρη)‖LpT + C.
Moreover, as in the proof of Theorem 4.6, one has
‖(B · ∇v)ρη − Γρ‖LpT 6 C.
Thus we obtain the desired estimate as in the proof of Theorem 4.6. 
4.4. Proof of Theorem 4.2. In this subsection we prove Theorem 4.2 by the
previous a priori estimates.
(Existence). Let T > 0. For fixed m ∈ N, let χmn (x) := χm(x/n), n ∈ N be
the cutoff function in Rm, and ̺mn (x) := n
m̺m(nx), n ∈ N be the mollifiers in
Rm, where χm ∈ C∞c (Rm) with χm = 1 for |x| 6 1 and χm = 0 for |x| > 2, and
̺m ∈ C∞c (Rm) is a density function. Define
Bn(t, x) := B(t, x)1|x|6n, ϕn(x) := v0(x)χ
d
n(x).
For nonlinear term H , we construct the approximation Hn as follows:
Hn(t, x, v,Q) := ((H(t, x, ·, ·)χd+1n ) ∗ ̺d+1n )(v,Q)χdn(x). (4.24)
We consider the following approximation equation:
∂tvn = tr(a · ∇2vn) +Bn · ∇vn +Hn(vn,∇vn), vn(0) = ϕn. (4.25)
Note that by the assumptions of Theorem 4.2,
Bn ∈ ∩p∈[1,∞]LpT , ϕn ∈ ∩p∈[1,∞]H2,p,
and
‖Hn‖L∞T + ‖∂vHn‖L∞T + ‖∂QHn‖L∞T <∞.
It is well known that the approximation equation (4.25) admits a unique strong
solution vn ∈ ∩p>2H2,pT (cf. [Kry08]). Moreover, by definition, we have the following
uniform estimates:
‖Bnρδ1‖L∞T 6 ‖Bρδ1‖L∞T ,
and for some C independent of n, in the subscritical case,
|Hn(v,Q)| .C 〈x〉δ + |Q|ζ ,
and in the critical case d = 1,
|Hn(t, x, v,Q)| .C 〈x〉δ + |Q|2, |∂vHn(t, x, v,Q)| .C 〈x〉δ + |v|+ |Q|,
|Hn(t, x, v,Q)−Hn(t, y, v,Q)| .C |x− y|β(〈x〉δ + 〈y〉δ + |v|2 + |Q|2),
Thus by Theorems 4.4, 4.6 and 4.7, we have the following uniform estimate: for η
being as in (4.7) and p large enough,
‖vnρδ‖L∞T + ‖∂t(vnρη)‖LpT + ‖vnρη‖H2,pT 6 C,
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where C is independent of n. By Sobolev’s embedding (cf. [CZ16, Lemma 2.3]),
for any β′ ∈ (0, 2− 2p ) and γ = 1− β
′
2 − 1p ,
‖vnρη‖CγTCβ′−d/p .‖vnρη‖CγTHβ′,p . ‖∂t(vnρη)‖LpT + ‖vnρη‖H2,pT + ‖v0ρη‖Hβ′,p 6 C.
Thus by Ascolli-Arzela’s lemma, there are subsequence nk and v ∈ L∞T (ρδ) ∩
H
2,p
T (ρη) such that for all t, x,
∇jvnk(t, x)→ ∇jv(t, x), j = 0, 1, (4.26)
and for any R > 0,
∇2vn → ∇2v weakly in L2([0, T ]×BR). (4.27)
By taking limits for (4.25), one finds that v is a strong solution to (4.1) in the sense
of Definition 4.1. Indeed, for any ψ ∈ C∞c (Rd), by (4.27) we have
lim
n→∞
∫ t
0
〈tr(a · ∇2vn), ψ〉ds =
∫ t
0
〈tr(a · ∇2v), ψ〉ds
and by (4.26) and the dominated convergence theorem,
lim
n→∞
∫ t
0
〈Bn · ∇vn, ψ〉ds =
∫ t
0
〈B · ∇v, ψ〉ds
Moreover, since for each (t, x) ∈ [0, T ]× Rd and R > 0,
lim
n→∞
sup
|(v,Q)|6R
|Hn(t, x, v,Q)−H(t, x, v,Q)| = 0,
by (4.26) and the dominated convergence theorem, we also have
lim
n→∞
∫ t
0
〈Hn(s, ·, vn,∇vn), ψ〉ds =
∫ t
0
〈H(s, ·, v,∇v), ψ〉ds.
Thus we obtain the existence of a strong solution.
(Uniqueness). We prove the uniqueness on the time interval [0, 1]. Let v1, v2
be two strong solutions of HJB (4.1)with the same initial value v0. By (4.8), we
have
v1, v2 ∈ L∞1 (ρδ) ∩ L∞1 C 1(ρη). (4.28)
Let V := v1 − v2. Then V is a strong solution of the following linear PDE:
∂tV = tr(a · ∇2V ) +B · ∇V +G · ∇V +K · V, V (0) = 0,
where
G :=
∫ 1
0
∂QH(v1,∇v1 + θ∇(v2 − v1))dθ,
and
K :=
∫ 1
0
∂vH(v1 + θ(v2 − v1),∇v2)dθ.
By (4.28) and (4.9), there is a constant C0 > 0 such that for all (t, x) ∈ [0, 1]×Rd,
|G(t, x)| .C0 〈x〉, |K(t, x)| .C0 〈x〉2. (4.29)
Let T ∈ (0, 1] be fixed and determined below. For a space-time function F , let
FT (t, x) := F (T − t, x).
Thus under (Hα1 ) and B ∈ L∞1 (ρδ1), for each (t, x) ∈ [0, T ]×Rd, the following SDE
admits a unique weak solution starting from x at time t (see [Kry80]):
Xt,xs = x+
∫ s
t
√
2aT (r,Xt,xr )dWr +
∫ s
t
(BT +GT )(r,Xt,xr )dr, ∀s ∈ [t, T ].
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As in the proof of Theorem 4.4, by Itoˆ’s formula, we have
e
∫ t′
t
KT (s,Xt,xs )dsV T (t′, Xt,xt′ ) = V
T (t, x) +Mt′ , t
′ ∈ [t, T ],
where Mt′ is a continuous local martingale. Note that by (4.29) and [Z10, Lemma
2.2], for T = T (C0, d, c0, ‖B‖L∞1 (ρδ1 )) small enough,
Ee2
∫ T
t
KT (s,Xt,xs )ds 6 Ee2C0 sups∈[t,T ] |X
t,x
s |
2
<∞.
By using stopping time technique as in the proof of Theorem 4.4 and taking expec-
tations, we find that for T being small enough, 0 6 t 6 T
V T (t, x) = Ee
∫
T
t
KT (s,Xt,xs )dsV (0, Xt,xT ) ≡ 0.
Thus we obtain the uniqueness on small time interval [0, T ]. We can proceed to
consider [T, 2T ] and so on. The proof is complete.
5. HJB equations with distribution-valued coefficients
In this section we fix α ∈ (12 , 23 ) and κ ∈ (0, 1) being small enough so that
α¯ := α+ κ˜ ∈ (12 , 23 ), δ := 2( 92−3α + 1)κ < 1, (5.1)
where κ˜ = κ1/4. We consider the following singular HJB equation:
L u = (∂t −∆) u = b · ∇u+H(u,∇u) + f, u(0) = ϕ, (5.2)
where (b, f) ∈ ∩T>0BαT (ρκ) and
H(t, x, u,Q) : R+ × Rd × R× Rd → R
satisfies (Hδ,ζsub) or (H
δ,β
crit) with ζ ∈ [0, 2), β ∈ (0, 1] and for some C > 0,
|∂uH(t, x, u,Q)|+ |∂QH(t, x, u,Q)| .C 〈x〉δ + |u|+ |Q|. (5.3)
To understand HJB equation (5.2), we write it in the paracontrolled sense:
u = ∇u ≺≺ I b +I f + u♯, (5.4)
where u♯ solves the following equation
L u♯ = ∇u ≺ b−∇u ≺≺ b+∇u ≻ b+ b ◦ ∇u
+H(u,∇u)− [L ,∇u ≺≺]I b,
u♯(0) = u0,
(5.5)
with b ◦ ∇u being defined by (3.5) for λ = 0.
Our aim of this section is to prove the following result.
Theorem 5.1. Let T > 0, β ∈ (0, 1 − α¯], ζ ∈ [0, 2) and α, α¯, κ, δ be as in (5.1).
Suppose that (b, f) ∈ BαT (ρκ) and (Hδ,ζsub) or (Hδ,βcrit) as well as (5.3) hold. Let
ε ∈ (0, 1− α) and η >
2ζδ
2−ζ ∨ [2κ˜+ 2δ], under (Hδ,ζsub);
η > 2
[
2(1+2β)δ
β ∨ (κ˜+ 2δ)
]
, under (Hδ,βcrit).
For any initial value ϕ ∈ C1+α+ε(ρεδ) for some ε > 0, there is a paracontrolled
solution (u, u♯) solving (5.4) and (5.5) with regularity
u ∈ S2−α¯T (ρη) ∩ L∞T (ρ2δ), u♯ ∈ S3−2α¯T (ρ2η) ∩ L∞T (ρ2δ+κ).
Furthermore, suppose η < 1−α2 , the paracontrolled solution (u, u
♯) is unique.
Remark 5.2. Since κ is arbitary small, η could be arbitary small.
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To show the existence of a paracontrolled solution, we use the approximation
method. More precisely, since (b, f) ∈ BαT (ρκ), by the very definition, there is a
sequence of (bn, fn) ∈ L∞T C∞(ρκ) with
sup
n
(
ℓbnT (ρκ) + A
bn,fn
T,∞ (ρκ)
)
6 c0,
and such that for λ > 0,
lim
n→∞
(
‖bn − b‖L∞T C−α(ρκ) + ‖fn − f‖L∞T C−α(ρκ)
)
= 0,
lim
n→∞
‖bn ◦ ∇Iλbn − b ◦ ∇Iλb‖L∞T C1−2α(ρκ) = 0,
lim
n→∞
‖bn ◦ ∇Iλfn − b ◦ ∇Iλf‖L∞T C1−2α(ρκ) = 0.
(5.6)
Moreover, let ϕn be the mollifying approximation of ϕ so that
sup
n
‖ϕn‖C1+α+ε(ρεδ) . ‖ϕ‖C1+α+ε(ρεδ).
We consider the following approximation equation:
L un = bn · ∇un +H(un,∇un) + fn, un(0) = ϕn. (5.7)
By Theorem 4.2, it is well known that approximation equation (5.7) admits a unique
strong solution un with
‖un‖L∞T (ρδ) + ‖∂tun‖LpT (ρη) + ‖un‖H2,pT (ρη) 6 Cn.
Our aim is of course to establish the following uniform estimate:
sup
n
(
‖un‖S2−α¯T (ρη) + ‖un‖L∞T (ρ2δ) + ‖u
♯
n‖S3−2α¯T (ρ2η) + ‖u
♯
n‖L∞T (ρ2δ+κ)
)
6 C, (5.8)
where u♯n is defined by (5.4) with (b, f) being replaced by (bn, fn).
To show the uniform estimate (5.8), our approach is to transform (5.7) into HJB
equation studied in Section 4. In the following, for simplicity, we shall drop the
subscript n and use the convention that all the constants appearing below only
depend on the parameter set
Θ := (T, d, α, β, η, ζ, κ, c0, ε, ‖ϕ‖C1+α+ε(ρεδ)).
First of all, by Lemma 2.13, one can make the following decomposition for the
initial value ϕ ∈ C1+α+ε(ρεδ): for ε0 ∈ (0, ε/4),
ϕ = ϕ1 + ϕ2, ϕ1 ∈ C1+α+ε0 , ϕ2 ∈ C 2(ρδ).
Next we make the following decomposition for u:
u = u1 + u2,
where u1 solves the following linear equation with non-homeogeneous term f
L u1 = b · ∇u1 + f, u1(0) = ϕ1, (5.9)
while u2 solves the following HJB equation
L u2 = b · ∇u2 +H(u1 + u2,∇u1 +∇u2), u2(0) = ϕ2. (5.10)
Clearly, the linear equation (5.9) can be uniquely solved by Theorem 3.7 with the
solution u1 ∈ S2−αT (ρδ). Thus it remains to solve (5.10). However, since b is a
distribution, to obtain the a priori estimate, we can not directly use Theorem 4.2.
We shall use (2.23) and Zvonkin’s transformation to kill the bad part of b.
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5.1. Zvonkin’s transformation for HJB equations. In this subsection we in-
troduce a transformation of phase space to kill the distributional part in the drift
of HJB equation (5.10) so that we are in the situation of Section 4. Such a trans-
formation was first used by Zvonkin in [Z74] to study the SDE with bad drifts. In
the literature, it is also called Zvonkin’s transformation. Below we always assume
b ∈ L∞T (C∞(ρκ)), ℓbT (ρκ) 6 c0. (5.11)
Let us first recall the following decomposition introduced in (2.23):
b = b> + b6 := V>b+ V6b.
Furthermore, we define
b¯ := b> ◦ ∇Iλ(b>), b¯> := V>b¯, b¯6 := V6b¯. (5.12)
Lemma 5.3. For any m ∈ N and ε > 0, it holds that
b> ∈ L∞T Cm, b¯6 ∈ L∞T Cm(ρ2κ+ε).
For some C = C(d, α, κ) > 0, it holds that
‖b>‖L∞T C−α−κ˜ + ‖b6‖L∞T (ρκ˜) .C
√
ℓbT (ρκ), (5.13)
where κ˜ = κ1/4, and
‖b¯‖L∞T C1−2α(ρκ˜) + ‖b¯>‖L∞T C1−2α−κ˜ + ‖b¯6‖L∞T (ρκ˜) .C ℓ
b
T (ρκ). (5.14)
Proof. (i) The first result follows by Lemma 2.13.
(ii) We use Lemma 2.13 for weight ρκ1/2 to conclude
‖b>‖L∞T C−α−κ˜ . ‖b>‖L∞T C−α−κ1/2 . ‖b‖L∞T C−α(ρκ) 6
√
ℓbT (ρκ).
Since α < 1, we can choose ε > 0 being small enough so that
κ¯ := κ+ κ1/2(α + ε) 6 κ1/2 − κ < 23 κ˜− κ.
Noting that
ρκ¯(x) = 〈x〉−κ
1/2(κ1/2+α+ε) = ρκ
1/2+α+ε
κ1/2
(x),
by Lemma 2.13 again, we have
‖b6‖L∞T (ρκ˜) 6 ‖b6‖L∞T (ρκ¯) = ‖b6‖L∞T (ρκ1/2+α+εκ1/2 )
. ‖b‖
L∞T C
−α(ρκ
1/2
κ1/2
)
= ‖b‖L∞T C−α(ρκ).
(iii) Note that by definition (5.12),
b¯ = b ◦ ∇Iλb− b ◦ ∇Iλ(b6)− b6 ◦ ∇Iλ(b>)
and
‖b ◦ ∇Iλb‖L∞T C1−2α(ρ2κ) 6 ℓbT (ρκ).
By (2.16), (2.12) and (5.13), we have for ε ∈ (0, 1− α),
‖b ◦ ∇Iλ(b6)‖L∞T C0(ρκ+κ¯) . ‖b‖L∞T C−α(ρκ)‖b6‖L∞T Cα+ε−1(ρκ¯) . ℓbT (ρκ),
and
‖b6 ◦ ∇Iλ(b>)‖L∞T C1−α−κ˜(ρκ¯) . ‖b6‖L∞T (ρκ¯)‖b>‖L∞T C−α−κ˜ . ℓ
b
T (ρκ).
Combining the above estimate we get
‖b¯‖L∞T C1−2α(ρκ˜) . ‖b¯‖L∞T C1−2α(ρκ+κ¯) . ℓbT (ρκ).
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(iii) As for the other two estimates in (5.14), we use Lemma 2.13 for weight ρκ˜ to
have
‖b¯>‖L∞T C1−2α−κ˜ 6 ‖b¯>‖L∞T C1−2α− κ¯+κκ˜ . ‖b¯‖L
∞
T C
1−2α(ρκ+κ¯) . ℓ
b
T (ρκ),
and for ε > 0 small enough
‖b¯6‖L∞T (ρκ˜) 6 ‖b¯6‖L∞T (ρκ¯+κ+κ˜(2α−1+ε)) . ‖b¯‖L∞T C1−2α(ρκ+κ¯) . ℓbT (ρκ).
Now we complete the proof. 
Now we consider the following vector-valued parabolic equation:
Lλu = (b> − b¯6) · (∇u+ I), u(0) = 0 ∈ Rd. (5.15)
Remark 5.4. The reason of considering b> − b¯6 rather than b> is the following:
in order to use Lemma 3.4 to construct a C1-diffemorphism, we have to require
ℓb>T (1) <∞. However, by (5.14), b¯ = b> ◦∇Iλ(b>) only stays a priorily in a weight
space. Thus the term b¯6 will be used to cancel the weight term in renormalizing
b> ◦ ∇u.
Notice that by (i) of Lemma 5.3, the above equation admits a unique smooth
solution u. Here our aim is to show the following a priori regularity estimate for u
so that u stays in an unweighted Besov space.
Lemma 5.5. Let α ∈ (12 , 23 ) and κ ∈ (0, (23 − α)4). Under (5.11), for α¯ = α + κ˜,
there exist λ = λ(Θ) large enough and C = C(Θ) > 0 such that
‖u‖C 1 6 1/2, ‖u‖S2−α¯T 6 C. (5.16)
Proof. We use the paracontrolled ansatz as in (3.3) and write
u = ∇u ≺≺ Iλ(b>) +Iλ(b>) + u♯,
where
u♯ := Iλ
(∇u ≺ b> −∇u ≺≺ b> +∇u ≻ b> + Γbu − [Lλ,∇u ≺≺]Iλ(b>))
with
Γbu := b> ◦ ∇u− b¯6 · (∇u+ I).
Note that as in (3.5),
Γb
u
= b> ◦ (∇2u ≺ Iλ(b>)) + com(∇u,∇Iλ(b>), b>)
+ com1 + b> ◦ ∇u♯ + b¯> · (∇u+ I),
where
com1 := b> ◦ ∇[∇u ≺≺ Iλ(b>)−∇u ≺ Iλ(b>)].
Let
γ, β ∈ (α¯, 2− 2α¯].
Except for the last term b¯> · (∇u + I), we estimate each term of Γbu as in Lemma
3.3 and obtain
‖Γbu‖L∞T C1−2α¯ . ‖b>‖2L∞T C−α¯‖u‖Sα¯+γT + ‖b>‖L∞T C−α¯‖∇u
♯‖L∞T Cβ
+ ‖b¯> · (∇u+ I)‖L∞T C1−2α¯
. ℓbT (ρκ)
(
‖u‖
S
α¯+γ
T
+ 1
)
+
√
ℓbT (ρκ)‖u♯‖L∞T Cβ+1 + 1,
where we use (5.13), (5.14) and (2.17). As in Lemma 3.4, for any θ ∈ (1 + 3α¯2 , 2),
there is a C > 0 independent of λ such that for all λ > 1,
λ1−
θ
2 ‖u‖
S
θ−α¯
T
6 C.
SINGULAR HJB EQUATIONS WITH APPLICATIONS TO KPZ ON THE REAL LINE 39
Taking λ being large enough, we get the first desired estimate. Then as in Lemma
3.4 we obtain the second estimate. 
Now, let us define
Φ(t, x) := x+ u(t, x).
By Lemma 5.5, it is easy to see that for each t ∈ [0, T ] and x, y ∈ Rd,
1
2 |x− y| 6 |Φ(t, x) − Φ(t, y)| 6 32 |x− y| (5.17)
and
∂tΦ = ∆Φ− λu+ (b> − b¯6) · ∇Φ. (5.18)
In particular,
x 7→ Φ(t, x) is a C1-diffeomorphism.
Let Φ−1(t, x) be the inverse of x 7→ Φ(t, x) and define
v(t, x) := u2(t,Φ
−1(t, x))⇒ v(t,Φ(t, x)) = u2(t, x),
where u2 solves HJB equation (5.10).
In the rest of this subsection, with a little of confused notations, we also use ◦
to denote the composition of two functions. By the chain rule, we have
∂tv ◦ Φ + ∂tΦ · (∇v ◦ Φ) = ∂tu2, ∇u2 = ∇Φ · (∇v ◦ Φ)
and
∆u2 = ∆Φ · (∇v ◦ Φ) + tr(a˜ · ∇2v ◦ Φ),
where a˜ij :=
∑d
k=1(∂kΦ
i∂kΦ
j), which implies by (5.10) and (5.18) that
(∂tv) ◦ Φ = tr(a˜ · ∇2v ◦ Φ) +H(u1 + u2,∇u1 +∇u2)
+ ((b6 + b¯6) · ∇Φ + λu) · (∇v ◦ Φ).
Thus we obtain the following key lemma for solving HJB equation (5.10).
Lemma 5.6. The v defined above solves the following HJB equation:
∂tv = tr
(
a · ∇2v)+B · ∇v + H˜(v,∇v), v(0) = ϕ2, (5.19)
where aij :=
∑d
k=1(∂kΦ
i∂kΦ
j) ◦ Φ−1 and
B := ((b6 + b¯6) · ∇Φ+ λu) ◦ Φ−1,
and for (t, x, v,Q) ∈ [0, T ]× Rd × R× Rd,
H˜(t, x, v,Q) := H
(
t, ·, u1(t, ·) + v,∇u1(t, ·) +∇Φ(t, ·) ·Q
) ◦ Φ−1(t, x).
Moreover, a satisfies (H1−α¯a ), B ∈ L∞T (ρκ˜), and under (Hδ,ζsub) or (Hδ,βcrit) for β 6
1− α¯, H˜ still satisfies (H2δ,ζsub ) or (H2δ,βcrit ).
Proof. (i) By (5.17) and (5.16), we have 12 I 6 a˜ 6 2I and
|a(t, x)− a(t, y)| . |∇u(t,Φ−1(t, x)) −∇u(t,Φ−1(t, y))|
. |Φ−1(t, x)− Φ−1(t, y)|1−α¯ . |x− y|1−α¯.
(ii) Note that for some C > 1,
C−1〈x〉 6 〈Φ(t, x)〉 6 C〈x〉, ∀t ∈ [0, T ]. (5.20)
The assertion B ∈ L∞T (ρκ˜) follows by (5.16) and Lemma 5.3.
(iii) We only check that under (Hδ,βcrit), H˜ satisfies (H
2δ,β
crit ). For simplicity, we drop
the time variable. By (4.5), we have
|H(x, u1(x) + v,∇u1(x) +∇Φ(x) ·Q)|
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6 c2〈x〉δ + c′3(|Q|2 + |∇u1(x)|2) 6 c′2〈x〉2δ + c′3|Q|2,
where we used u1 ∈ S2−αT (ρδ). By (4.6) and (5.3), we have for |x−y| 6 1, β 6 1− α¯
|H(x, u1(x) + v,∇u1(x) +∇Φ(x) ·Q)−H(y, u1(y) + v,∇u1(y) +∇Φ(y) ·Q)|
. |x− y|β
(
〈x〉δ + 〈y〉δ + |u1(x) + v|2 + |∇u1(x) +∇Φ(x) ·Q|2
)
+ |u1(x) − u1(y)|
(
〈y〉δ + |v|+ |u1(x)| + |u1(y)|+ |∇u1(x)| + |Q|
)
+ (|∇u1(x)−∇u1(y)|+ |∇Φ(x) −∇Φ(y)||Q|)
× (〈y〉δ + |u1(y)|+ |v|+ |∇u1(x)| + |∇u1(y)|+ |Q|)
. |x− y|β(〈x〉2δ + 〈y〉2δ + |v|2 + |Q|2).
Furthermore, we have
|∂vH
(
x, u1(x) + v,∇u1(x) +∇Φ(x) ·Q
)|
. 〈x〉δ + |u1(x)| + |v|+ |∇u1(x)|+ |Q| . 〈x〉δ + |v|+ |Q|.
Therefore, H˜ satisfies (H2δ,βcrit ) by definition and (5.17), (5.20). 
5.2. Proof of Theorem 5.1. We first use Lemma 5.6 and Theorem 4.2 to derive
the following a priori estimate.
Lemma 5.7. Under (5.11), there is a constant C = C(Θ) > 0 such that
‖u‖L∞T (ρ2δ) + ‖u‖S2−α¯T (ρη) 6 C. (5.21)
Proof. By (5.9), (5.10) and Theorem 3.7, it suffices to prove that
‖u2‖L∞T (ρ2δ) + ‖u2‖S2−α¯T (ρη) . 1. (5.22)
By Lemma 5.6 and Theorem 4.2, for any p large enough and η depending on κ, α, δ
‖v‖L∞T (ρ2δ) + ‖∂tv‖LpT (ρη) + ‖v‖H2,pT (ρη) . 1. (5.23)
which implies by [CZ16, Lemma 2.3],
‖v‖
C
(2−α¯)/2
T L
∞(ρη)
. 1. (5.24)
By (5.20), we have
‖u2‖L∞T (ρ2δ) = ‖v(Φ)ρ2δ‖L∞T ≍ ‖v(Φ)ρ2δ(Φ)‖L∞T = ‖v‖L∞T (ρ2δ),
and by (2.17), (5.23) and (5.16),
‖∇u2‖L∞T C1−α¯(ρη) = ‖∇v ◦ Φ · ∇Φ‖L∞T C1−α¯(ρη)
. ‖∇v(Φ)‖L∞T C1−α¯(ρη)‖∇Φ‖L∞T C1−α¯
. ‖∇v‖L∞T C1−α¯(ρη)‖u‖L∞T C2−α¯ . 1.
Here we used (2.1) and (5.20), (5.17) to conclude that for |x− y| 6 1,
ρη(x)|∇v(Φ(x)) −∇v(Φ(y))| . ρη(Φ(x))|∇v(Φ(x)) −∇v(Φ(y))|
. |Φ(x) − Φ(y)|1−α¯‖∇v‖L∞T C1−α¯(ρη).
Moreover, note that by (5.20),
‖u2(t)− u2(s)‖L∞(ρη) . ‖v(t,Φ(t))− v(t,Φ(s))‖L∞(ρη) + ‖v(t)− v(s)‖L∞(ρη)
6 ‖Φ(t)− Φ(s)‖L∞
∫ 1
0
‖∇v(t,Γt,sr )‖L∞(ρη)dr
+ ‖v(t)− v(s)‖L∞(ρη),
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where Γt,sr (x) := rΦ(t, x) + (1− r)Φ(s, x). Since for any r ∈ [0, 1] and t, s ∈ [0, T ],
Γt,sr (x) = x+ ru(t, x) + (1− r)u(s, x),
by (5.16), we have
ρη(Γ
t,s
r (x)) ≍ ρη(x).
Hence, by (5.16) and (5.24),
‖u2(t)− u2(s)‖L∞(ρη)
|t− s|(1−α¯)/2 . 1.
Combining the above estimates, we obtain (5.22). The proof is complete. 
Next we apply (5.21), (5.4) and (5.5) to derive the following a priori estimate
for u♯ as done in Lemma 3.3.
Lemma 5.8. Under (5.11), there is a constant C = C(Θ) > 0 such that
‖u♯‖L∞T (ρ2δ+κ) + ‖u♯‖S3−2α¯T (ρ2η) 6 C. (5.25)
Proof. First of all, by (5.4) and (5.21), we have
‖u♯‖L∞T (ρ2δ+κ) + ‖u♯‖L∞T C2−α¯(ρη+κ) . 1. (5.26)
Next we estimate each term on the right hand side of (5.5) by using Lemma 2.10.
• By (2.21), (2.4), and α¯ = α+ κ˜, we have
‖∇u ≺ b−∇u ≺≺ b‖L∞T C1−2α¯(ρη+κ) . ‖u‖S2−α¯T (ρη)‖b‖L∞T C−α(ρκ) . 1.
• By (2.15) we have
‖∇u ≻ b‖L∞T C1−2α¯(ρη+κ) . ‖u‖L∞T C2−α¯(ρη)‖b‖L∞T C−α(ρκ) . 1.
• By (2.20) and (2.12) we have
‖[L ,∇u ≺≺]I b‖L∞T C1−2α¯(ρη+κ) . ‖u‖S2−α¯T (ρη)‖b‖L∞T C−α(ρκ) . 1.
• By the growth of H and (5.21), we have
‖H(u,∇u)‖L∞T (ρ2η) . 1 + ‖∇u‖2L∞T (ρη) . 1.
• By Lemma 3.3 with γ = 2− 2α¯, β ∈ (α¯, 2− 2α¯), we have
‖b ◦ ∇u‖L∞T C1−2α¯(ρ2η) . ‖u‖S2−α¯T (ρ2η−2κ) + ‖u
♯‖L∞T Cβ+1(ρ2η−κ) + 1,
and by interpolation inequality (2.5) with θ = η−2κη−κ , (5.26) and Young’s inequal-
ity,
‖u♯‖L∞T Cβ+1(ρ2η−κ) . ‖u♯‖θL∞T C3−2α¯(ρ2η)‖u
♯‖1−θL∞T C2−α¯(ρη+κ)
. ε‖u♯‖L∞T C3−2α¯(ρ2η) + 1,
where we choose β such that β 6 (1 − α¯)(θ + 1) since κ is small enough.
Combining the above calculations and by (2.11) with θ = 2 and q =∞, we obtain
‖u♯‖
S
3−2α¯
T (ρ2η)
. ε‖u♯‖L∞T C3−2α¯(ρ2η) + 1,
which in turn implies the desired estimate. 
Now we are in a position to give
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Proof of Theorem 5.1. (Existence) By (5.21) and (5.25), we obtain the uniform
estimate (5.8). Now by Ascoli-Arzela`’s lemma, there are a subsequence still denoted
by n and
(u, u♯) ∈ S2−α¯T (ρη)× S3−2α¯T (ρ2η)
such that for each γ > 0,
(un, u
♯
n)→ (u, u♯) in S2−α¯−γT (ρη+γ)× S3−2α¯−γT (ρ2η+γ).
By (5.6) and taking weak limits for approximation equation (5.4) and (5.5) with
(b, f) being replaced by (bn, fn), one sees that (u, u
♯) solves (5.4) and (5.5) (see
[GH19] for more details).
(Uniqueness) Let u, u¯ be two paracontrolled solutions to (5.2) in the sense of
Theorem 5.1 starting from the same initial value. Let U := u− u¯. It is easy to see
that U is a paracontrolled solution to the following linear equation
∂tU = ∆U + (b +R) · ∇U +K · U, U(0) = 0, (5.27)
where
R :=
∫ 1
0
∇QH(u,∇u+ s∇(u¯− u))ds,
K :=
∫ 1
0
∂uH(u+ s(u¯ − u),∇u¯)ds.
Note that by (5.3) and u, u¯ ∈ S2−α¯T (ρη),
|R|+ |K| . ρ−1δ + |u|+ |u¯|+ |∇u¯|+ |∇u| . ρ−1η .
Then uniqueness follows from Theorem A.2. 
6. Application to KPZ equations
Consider the following KPZ equation:
L h = (∂xh)
⋄2 + ξ, h(0) = h0 (6.1)
where ξ is a space-time white noise onR+×R on some stochastic basis (Ω,F , (Ft)t>0,P).
Here the nonlinear term (∂xh)
⋄2 = “(∂xh)
2 −∞” with ∞ = limn→∞ cn for cn and
the approximation ξn below. We define the 2n periodization of ξ by
ξ˜n(ψ) = ξ(ψn) where ψn(t, x) = 1[−n,n)(x)
∑
y∈2nZ
ψ(t, x+ y).
Let ϕ ∈ C∞c (R) be even and such that ϕ(0) = 1 and define the spatial regularization
of ξ˜n
ξn = ϕ(n
−1∂x)ξ˜n = F−1(ϕ(n−1·)F ξ˜n).
The regularity of the space-time white noise ξ is more rough than the coefficient f
given in (1.1). To apply Theorem 5.1 we need to introduce the following random
fields and use Schauder estimate to decompose (6.1) into (1.1) and the following
equations. This is the usual way for KPZ equation (cf. [Hai13, GP17, PR19]).
Define
L Yn = ξn L Y = ξ
L Yn = (∂xYn)
2 − cn L Yn = 2∂xYn∂xYn
L Yn = 2∂xYn ◦ ∂xYn + cn L Yn = (∂xYn )2 − cn
L Yn = ∂xYn,
(6.2)
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all with zero initial conditions except Y (0)(x) = Cx + B(x) and Yn(0) defined
similarly as ξn with ξ replaced by Cx + B(x), where B is a two sided Brownian
motion, which is independent of space-time white noise ξ, and C ∈ R. The choice
of the initial condition is due to our interest in the KPZ equation starting from
its invariant measure (cf. [QS15, Section 1.4] and [FQ15]). Here cn and cn are
renormalization constants. We also set
Xn = ∂xYn, X = ∂xY, X
(·) = ∂xY
(·),
where (·) stands for the above tree. In the following we draw a table for the
regularity of each Y (·). For γ > 0 the homogeneities ατ ∈ R are given by
τ = Y Y Y Y Y
ατ =
1
2 − γ 1− γ 32 − γ 2− γ 2− γ
τ = X Y ∂xY ◦ ∂xY L Y L Y
ατ = − 12 − γ 32 − γ −γ −γ −γ
Lemma 6.1. With the above notations, there exist random distributions
Y :=
{
Y , Y , Y , Y ,X, Y , ∂xY ◦ ∂xY,L Y ,L Y
}
and divergence constants cn , cn such that for every τ ∈ Y ,
τ ∈ ∩κ>0SατT (ρκ),
for ατ given in the above table. Moreover, for τn defined in (6.2) τn → τ in
Lp(Ω, SατT (ρκ)) for every p ∈ [1,∞) and every κ > 0. Furthermore, Yn → Y in
Lp(Ω, S
1
2−γ
T (ρ1+κ) for every p ∈ [1,∞). Moreover, there exist random distribution
∇I ts (X) ◦X such that
sup
06s6t6T
‖∇I ts (Xn) ◦Xn(t)−∇I ts (X) ◦X(t)‖C−γ(ρκ) → 0 in Lp(Ω).
Proof. Most terms except L Y ,L Y in (6.2) have been considered in [PR19,
Theorem 3.6]. These two terms can also been obtained by similar calculation as
in [GP17, Theorem 9.3] (see also [ZZ15, Section 3.3.1, Section A.2]). The last
convergence result for∇I ts (X)◦X(t) can be obtained similarly as in [PR19, Lemma
C.1]. 
We make the following decomposition
h = Y + Y + Y + h˜,
where h˜ satisfies the following equation
L h˜ = 2∂xh˜(X +X +X ) + (∂xh˜)
2 +L Y +L Y
+ (X )2 + 2X X + 2(XX −X ◦X ),
h˜(0) = h0 − Y (0).
(6.3)
Here we use (6.2).
Using Lemma 6.1, we obtain
Lemma 6.2. There exists a measurable set Ω0 with P(Ω0) = 1 such that for every
κ > 0, γ > 0 and ω ∈ Ω0
b := 2∂x(Y + Y + Y ) ∈ L∞T C−
1
2−γ(ρκ),
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f := L Y +LY +(X )2+2X X +2(XX −X ◦X ) ∈ L∞T C−
1
2−γ(ρκ).
Proof. We use Lemma 2.10 and (2.11) to have that
‖(X )2‖
C
1
2
−γ(ρκ)
. ‖X ‖2
C
1
2
−γ(ρκ/2)
,
‖X X ‖C−γ(ρκ) . ‖X ‖C 12−γ(ρκ/2)‖X ‖C−γ(ρκ/2),
and
XX −X ◦X = X ≻ X −X ≺ X ,
to have
‖XX −X ◦X ‖
C
−
1
2
−γ(ρκ)
. ‖X‖
C
−
1
2
−γ(ρκ/2)
‖X ‖
C
1
2
−γ(ρκ/2)
.
Other terms follows directly from Lemma 6.1. 
As a result h˜ satisfies (1.1) with b, f given above. We say that h is a paracon-
trolled solution to (6.1) if h˜ is a paracontrolled solution to (6.3) in the sense of (5.4)
and (5.5).
Since γ can be arbitrary small, we apply Theorem 1.1 to obtain
Theorem 6.3. For every initial condition h˜(0) ∈ C 32+2ε(ρεδ) for ε > 0, 0 < δ :=
40κ < 1, there exists a unique paracontrolled solution
(h˜, h˜♯) ∈ (S
3
2−2κ
1/4
T (ρη) ∩ L∞T (ρ2δ), S2−3κ
1/4
T (ρ2η) ∩ L∞T (ρ2δ+κ))
to (6.3), where
2
[
(100κ) ∨ (κ1/4 + 80κ)
]
< η <
1
4
.
Proof. In the following we check other conditions of Theorem 1.1. The condition for
H is satisfied easily. In the following we prove (b, f) ∈ BαT (ρκ). The approximation
{(bn, fn)}n for (b, f) is given as in Lemma 6.2 with the corresponding tree τ replaced
by τn in Lemma 6.1. In the following we prove that for every κ > 0
sup
n
(ℓbnT (ρκ) + A
bn,fn
T,∞ (ρκ)) <∞, (6.4)
with ℓbnT (ρκ) and A
bn,fn
T,∞ (ρκ)) defined in (2.25) and (2.24), respectively. In the
following we omit the subscript n for simplicity and all the following bounds are
uniform in n and λ. We first consider
1
4
∇Iλ(b) ◦ b =∇Iλ(∂x(Y + Y + Y )) ◦ ∂x(Y + Y + Y ).
By the last result in Lemma 6.1 and Lemma 2.16 we deduce the first term
‖∇Iλ(∂xY ) ◦ ∂xY ‖L∞T C−γ(ρκ) . 1.
Other terms on the right hand side can be calculated by Lemma 2.10 and (2.11) to
have
‖∇Iλ(∂x(Y + Y )) ◦ b‖L∞T C−γ(ρ2κ)
.(‖Y ‖L∞T C1−γ (ρκ) + ‖Y ‖L∞T C 32−γ(ρκ))‖b‖L∞T C− 12−γ(ρκ) . 1,
and
‖∇Iλ(∂xY ) ◦ ∂x(Y + Y )‖L∞T C−γ(ρ2κ)
.‖Y ‖
L∞T C
1
2
−γ(ρκ)
(‖Y ‖L∞T C1−γ(ρκ) + ‖Y ‖L∞T C 32−γ(ρκ)) . 1.
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On the other hand, we know
∇Iλ(f) ◦ b =∇Iλ(f1) ◦ b+∇Iλ(X ≺ X) ◦ 2(X +X +X ),
with f1 = f −X ≺ X ∈ L∞T C−2γ(ρκ). By Lemma 2.10 and (2.11) we know
‖∇Iλ(f1) ◦ b‖L∞T C−γ(ρ2κ) . ‖f1‖L∞T C−2γ(ρκ)‖b‖L∞T C− 12−γ(ρκ) . 1,
‖∇Iλ(X ≺ X) ◦ (X +X )‖L∞T C−γ(ρ2κ)
.‖X ‖
L∞T C
1
2
−γ(ρκ)
‖X‖
L∞T C
−
1
2
−γ(ρκ)
(‖X ‖L∞T C−γ(ρκ) + ‖X ‖L∞T C 12−γ(ρκ)) . 1.
It remains to consider the term ∇Iλ(X ≺ X) ◦X and we use the commutator
introduced in Lemma 2.11 and Lemma 2.12 to have
∇Iλ(X ≺ X) ◦X =([∇Iλ, X ≺]X) ◦X
+ com(X ,∇Iλ(X), X) +X (∇Iλ(X) ◦X).
By Lemmas 2.12, 2.11 and Lemma 6.1
‖∇Iλ(X ≺ X) ◦X‖L∞T C−γ(ρκ) . 1,
where we used time regularity of X , which follows from (2.4). Combining all
the above estimates, we deduce (6.4) follows. Furthermore, we know that the
convergence in Definition 2.14 also holds by using Lemma 6.1 and Lemma 2.16,
which gives that (b, f) ∈ BαT (ρκ). Then the result follows from Theorem 1.1. 
Remark 6.4. The exponent η of the weight could be arbitrary small since κ is ar-
bitrary small. This result improves the weight for the solution of the KPZ equation
obtained in [PR19].
Appendix A. Uniqueness of paracontrolled solutions
In this subsection we use Hairer and Labbe´’s argument [HL18] to show the
uniqueness of paracontrolled solutions. For this aim, we use the following time-
dependent exponential weight: for ℓ ∈ (0, 1),
eℓt(x) := exp(−(1 + t)〈x〉ℓ), t > 0, x ∈ Rd.
We can similarly define the Ho¨lder space with weight eℓ (see [PR19]). For instance,
‖f‖L∞T Cα(eℓ) := sup
t∈[0,T ]
‖f(t, ·)‖Cα(eℓt),
and for α ∈ (0, 1),
‖f‖CαTL∞(eℓ) := sup
06t6T
‖f(t)eℓt‖L∞ + sup
06s6=t6T
‖f(t)− f(s)‖L∞(eℓt∨s)
|t− s|α .
In particular, for α ∈ (0, 2), we also set
S
α
T (e
ℓ) := ‖f‖L∞T Cα(eℓ) + ‖f‖Cα/2T L∞(eℓ).
By [MW17, Lemma 2.10], for any T > 0, there is a C = C(T, ℓ, d) > 0 such that
for all s, t ∈ [0, T ] and j > −1,
‖∆jPtf‖L∞(eℓs) . e−2
2jt‖∆jf‖L∞(eℓs). (A.1)
Moreover, Lemmas 2.8, 2.10, 2.11 and 2.12 still hold for exponential weight eℓt (see
[PR19]). The following result corresponds to Lemma 2.9.
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Lemma A.1. Let α, ℓ ∈ (0, 1), κ ∈ (0, (1− α2 )ℓ). For any q ∈ ( 11−α/2−κ/ℓ ,∞] and
T > 0, there is a constant C = C(T, d, α, ℓ, θ, κ, q) > 0 such that
‖I f‖
S
2− 2
q
−
2κ
ℓ
−α
T (e
ℓ)
.C ‖f‖LqTC−α(ρκeℓ).
Proof. First of all we have the following simple observation:
eℓt(x) . 〈x〉−κeℓs(x)/|t− s|κ/ℓ, 0 6 s < t <∞. (A.2)
Let 1p +
1
q = 1 and t ∈ (0, T ]. By (A.1) and Ho¨lder’s inequality, we have for j > −1,
‖∆jI f(t)‖L∞(eℓt) .
∫ t
0
e−2
2j(t−s)‖∆jf(s)‖L∞(eℓt)ds
.
∫ t
0
e−2
2j(t−s)
|t− s|κ/ℓ ‖∆jf(s)‖L∞(ρκeℓs)ds
. 2αj
(∫ t
0
e−p2
2j(t−s)
|t− s|pκ/ℓ ds
)1/p
‖f‖LqtC−α(ρκeℓ)
. 2−(
2
p−
2κ
ℓ −α)j‖f‖LqtC−α(ρκeℓ),
which in turn gives that
‖I f‖
L∞T C
2− 2
q
−
2κ
ℓ
−α
(eℓ)
. ‖f‖LqTC−α(ρκeℓ). (A.3)
On the other hand, for 0 6 t1 < t2 6 T , we have
‖I f(t2)−I f(t1)‖L∞(eℓt2 ) 6 ‖(Pt2−t1 − I)I f(t1)‖L∞(eℓt2 )
+
∥∥∥∥∫ t2
t1
Pt2−sf(s)ds
∥∥∥∥
L∞(eℓt2 )
=: I1 + I2.
For I1, by (2.10) and (A.3) we have
I1 . (t2 − t1)1−
α
2−
1
q−
κ
ℓ ‖I f(t1)‖
C
2−α− 2
q
−
2κ
ℓ (eℓt2 )
. (t2 − t1)1−
α
2−
1
q−
κ
ℓ ‖f‖LqTC−α(ρκeℓ).
For I2, by (2.8), (A.2) and Ho¨lder’s inequality, we have
I2 .
∫ t2
t1
(t2 − s)−α2 ‖f(s)‖C−α(eℓt2 )ds
.
∫ t2
t1
(t2 − s)−α2−κℓ ‖f(s)‖C−α(ρκeℓs)ds
. (t2 − t1)1−
α
2−
1
q−
κ
ℓ ‖f‖LqTC−α(ρκeℓ).
Combining the above estimates, we obtain the desired estimate. 
Now we consider the following linear equation:
L u = (b + b¯) · ∇u+ hu, u(0) ≡ 0, (A.4)
where b ∈ ∩T>0BαT (ρκ) and b¯, h ∈ ∩T>0L∞T (ρη). Let
(u, u♯) ∈ ∩T>0S2−αT (ρη)× S3−2αT (ρ2η)
be the paracontrolled solution of PDE (A.4). That is,
u = ∇u ≺≺ I b+ u♯, (A.5)
SINGULAR HJB EQUATIONS WITH APPLICATIONS TO KPZ ON THE REAL LINE 47
with u♯ solving the following PDE in weak sense
L u♯ = ∇u ≺ b−∇u ≺≺ b+∇u ≻ b+ b ◦ ∇u
+ b¯ · ∇u+ hu− [L ,∇u ≺≺]I b, (A.6)
where
b ◦ ∇u = b ◦ (∇2u ≺ I b) + (b ◦ ∇I b) · ∇u+ com
+ com1 + b ◦ ∇u♯, (A.7)
and
com1 := b ◦ ∇[∇u ≺≺ I b−∇u ≺ I b]
and
com := com(∇u,∇I b, b).
Theorem A.2. Let ℓ ∈ (0, 1) and κ ∈ (0, (2−3α)ℓ6 ), η ∈ (0, (1−α)ℓ2 ). Suppose that
b ∈ ∩T>0BαT (ρκ), b¯, h ∈ ∩T>0L∞T (ρη),
β ∈ (α, (2 − 2α− 6κℓ ) ∧ (1−
2η
ℓ
)), γ ∈ (α, 2− 2α− 4κℓ ).
The unique paracontrolled solution to PDE (A.4) in the sense of Definition 3.1 with
(u, u♯) ∈ Sγ+αT (eℓ)× L∞T Cβ+1(eℓ)
is zero.
Proof. Let T > 0. Choose q large enough such that
α < γ 6 2− 2α− 2
q
− 4κ
ℓ
, α < β 6 (2− 2α− 2
q
− 6κ
ℓ
) ∧ (1− 2η
ℓ
).
First of all, by Lemmas A.1 and 2.10, we have
‖u‖
S
2−α− 2
q
−
4κ
ℓ
T (e
ℓ)
. ‖b ≺ ∇u+ b ≻ ∇u + b ◦ ∇u‖LqTC−α(ρ2κeℓ) + ‖b¯ · ∇u+ hu‖LqTL∞(ρηeℓ)
. ‖b‖L∞T C−α(ρκ)‖∇u‖LqTL∞(eℓ) + ‖b ◦ ∇u‖LqTC−α(ρ2κeℓ)
+ ‖b¯‖L∞T (ρη)‖∇u‖LqTL∞(eℓ) + ‖h‖L∞T (ρη)‖u‖LqTL∞(eℓ),
and by the corresponding version of Lemma 2.12 for exponential weight eℓ (see
[PR19, Lemma 2.10]),
‖u♯‖L∞T Cβ+1(eℓ) . ‖∇u ≺ b−∇u ≺≺ b+∇u ≻ b − [L ,∇u ≺≺]I b‖L∞T C1−2α−
2
q
−
4κ
ℓ (ρκeℓ)
+ ‖b ◦ ∇u‖LqTC1−2α(ρ2κeℓ) + ‖b¯ · ∇u+ hu‖L∞T (ρηeℓ)
. ‖b ◦ ∇u‖LqTC1−2α(ρ2κeℓ) + ‖u‖
S
2−α− 2
q
−
4κ
ℓ
T (e
ℓ)
+ ‖b¯‖L∞T (ρη)‖∇u‖L∞T (eℓ) + ‖h‖L∞T (ρη)‖u‖L∞T (eℓ)
. ‖u‖
S
2−α− 2
q
−
4κ
ℓ
T (e
ℓ)
+ ‖b ◦ ∇u‖LqTC1−2α(ρ2κeℓ).
Moreover, by Lemma 3.3 with (ρ, ρ¯) = (ρκ, e
ℓ
t),
‖(b ◦ ∇u)(t)‖C1−2α(ρ2κeℓt) . ‖u‖Sγ+αt (eℓ) + ‖u
♯(t)‖Cβ+1(ρκeℓt).
Combining the above three estimates, we obtain
‖u‖
S
γ+α
T (e
ℓ) + ‖u♯‖L∞T Cβ+1(eℓ)
.‖∇u‖LqTL∞(eℓ) + ‖u‖LqTL∞(eℓ) + ‖b ◦ ∇u‖LqTC1−2α(ρ2κeℓ)
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.
(∫ T
0
(
‖u‖q
S
γ+α
t (e
ℓ)
+ ‖u♯(t)‖q
Cβ+1(ρκeℓt)
)
dt
)1/q
,
which implies u ≡ 0 by Gronwall’s inequality. 
Appendix B. Exponential moment estimates for SDEs
In this section we consider the following SDE:
dXt = b(t,Xt)dt+ σ(t,Xt)dWt, X0 = x.
We have the following exponential moment estimates for Xt.
Lemma B.1. Suppose that σ is bounded and b is linear growth. Then for any
α ∈ [0, 2) and T, γ > 0, there is a constant C > 0 such that for all x ∈ Rd,
Eeγ supt∈[0,T ]〈Xt〉
α
6 Ce〈x〉
α
.
Proof. Let β ∈ (α, 2). Recall 〈x〉β = (1 + |x|2)β/2. By Itoˆ’s formula, we have
Mt := e
−λt〈Xt〉β = 〈x〉β +
∫ t
0
ηsds+
∫ t
0
ξsdWs,
where
ηs := e
−λsβ
[
Xs · b(s,Xs) + tr(σσ∗)(s,Xs)/2
]
〈Xs〉β−2
+ β(β2 − 1)e−λs|σ∗(s,Xs)Xs|2〈Xs〉β−4 − λe−λs〈Xs〉β ,
and
ξs := βe
−λsσ∗(s,Xs)Xs〈Xs〉β−2.
By the linear growth of b and the boundedness of σ, there is a λ large enough so
that
ηs 6 0
and
|ξs|2 6 Ce−λs〈Xs〉2(β−1) 6 CM2−
2
β
s .
Now by [Hu09, Theorem 1.1], we obtain the desired estimate. 
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