Abstract-Coevolution has been used as optimization technique both successfully and unsuccessfully. Successful optimization shows integration of information at the individual level over many fitness evaluation events and over many generations. Alternative outcomes of the evolutionary process, e.g. red queen dynamics or speciation, prevent such integration. Why coevolution leads to integration of information or to alternative evolutionary outcomes is generally unclear.
Introduction
In the context of evolutionary optimization techniques some studies show that coevolution leads to an increase in the performance or efficiency of the optimization process (Paredis, 1995; Husbands, 1994; Rosin & Belew, 1997) . In these models coevolution is often compared to predator-prey or hostparasite interactions, i.e. a reciprocal antagonistic interaction (Bullock, 1995) . The prey, or hosts, implement the potential solutions to the optimization problem. The predators, or parasites, implement individual 'fitness-cases'. Coevolution does not always lead to general solutions of the optimization problem; red queen dynamics may hinder the optimization process (Paredis, 1997) , the coevolving species may speciate (Hillis, 1990) , or settle into "mediocre stable states" (Ficici & Pollack, 1998) . Hillis (1990) studied a coevolutionary optimization model in which sorter algorithms coevolved with sorter problems.
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The Netherlands p. hogeweg @bio. uu.nl He found that coevolution of algorithms and problems resulted in a much more efficient optimization process that led to faster sorter algorithms than algorithms found in traditional evolutionary optimization processes. In addition to the coevolutionary, antagonistic relation between algorithms and problems Hillis embedded the evolutionary process in a spatial setting; algorithms and problems were situated on a 2-dimensional grid and interacted only locally. Similar, spatially embedded coevolutionary optimization models were studied by Husbands (1994 ) andPagie & Hogeweg (1997 . In all cases an improvement of the optimization process was reported.
In other non-spatial coevolutionary optimization models often techniques are used to ensure diversity of both populations and longevity of 'good' individuals (Paredis, 1995; Rosin & Belew, 1997; Juillt & Pollack, 1998) . The increased longevity of solutions and the ensuring of diversity of both species help to evolve general behavior, i.e. in the optimization process (see also Paredis (1997) ). The effects of such techniques, however, are automatic side-effects of local dynamics such as occur in spatial evolutionary systems (Collins & Jefferson, 1991; Husbands, 1994; Mahfoud, 1995; Pagie & Hogeweg, 1997; Rosin & Belew, 1997) .
We present results of a study of a spatially explicit coevolutionary model in which two species have an antagonistic interaction. We compare two cases. The first case depicts coevolution in a spatial environment in which individuals interact and compete locally with each other so that spatial pattern formation occurs. The second case depicts coevolution in the same model except that the individuals of both populations are globally mixed every time step. In this case spatial pattern formation does not occur. In the first model the evolutionary process leads to individuals that have integrated adaptations to separate selection events into a general solution. In the second model, in which the individuals are mixed, we see typical cyclic red queen dynamics. Here, we present some results on the evolution of diversity in the two models. Elsewhere we will present additional results and focus on the presence of optimization, speciation, and red queen dynamics in evolutionary processes (Pagie & Hogeweg, 2000) .
The model
We study the coevolutionary process in the context of the optimization of a computational'task. Although the task is cho-sen rather arbitrarily it lends itself easily for embedding in a two-species system with antagonistic interactions. The genetic encoding of the task is characterized by a non-linear genotype-phenotype mapping with strong epistatic interactions. We use a individual-based. discrete space, discrete time model with synchronous updating. The general structure of the model is very similar to the structure of the models that were studied by Hillis (1990) and Pagie & Hogeweg (1997) .
The two species present in the model are called CAS and ICs.
The CAS are l-dimensional, binary state cellular automata next-state rule-tables with a neighborhood size 3 (Wolfram, 1984; Toffoli & Margolus, 1987) , the ICs are initial conditions of the cellular automata and are of length 149. Both CAS and ICs are represented as bit strings. The interaction between a CA and an IC, and therewith the basis on which their fitness is calculated, is based on the density-classification task of cellular automata (Mitchell et al., 1994) . In the density classification task the CAS must classify ICs on the basis of the number of 0s and 1s in the bit string of the IC. If the IC has a majority of zeros in its bit string it belongs to class 0, otherwise it is class It. The CA is allowed to iterate for maximally 320 time steps, starting with the IC as initial condition. If the CA settles into a homogeneous state of all zeros it classifies the IC as being of class 0. If the CA settles into a homogeneous state of all ones it classifies the IC as being of class 1.
If the CA does not settle into a homogeneous state it answers "don't-know", and does not receive a fitness reward. Only if the CA classifies an IC correctly does it receive a fitness reward of 1. In all other cases the IC receives a fitness reward of f (see below).
This particular task for cellularautomata and its evolutionary optimization is studied extensively by the EvCA-group in the Santa Fe Institute (see Mitchell er al. (1996) for a review). Coevolutionary models using this task were previously studied by Paredis (1997) and Juillt & Pollack (1998). The latter , however, used an intricate coevolutionary scheme incorporating global feedback strategies to prevent the occurrence of red queen dynamics (see also (Werfel er al., 1999) for additional studies in that context). Here, we use the task of density classification primarily to study the process of coevolution between two antagonistic species. The (evolution of the) ask itself is of little importance for this study although we are interested in its properties as evolutionary 'goal'. Below we will discuss some of these properties. (Pagie & Hogeweg, 1997) we showed that sparse fitness evaluation can help the evolutionary process rather than hinder it (see also Hillis (1990) (Mitchell et al., 1994) .
Spatial embedding and local dynamics
After fitness evaluation in each cell of the grid a selection procedure is performed between locally present CAS and between locally present ICs, and growth of the selected CA and IC in the cell. Selection is based, probabilistically, on the rank order of the nine individuals in the Moore neighborhood. The probability for an individual to be selected is 0.5rank, where rank = 1..8. The last ranked individual (i.e. rank = 9) also has a probability 0.58 for being selected. Note that we have constant population sizes. Although this is usual in evolutionary optimization models it is of course less realistic from a biological point of view.
After selection and growth we apply mutations to the CAS and the ICs. We only use bit-flip mutations with rate 0.2 per CA and rate 0.5 per IC. The use of the bit-flip operator introduces a strong mutational bias, in terms of the density of bit strings, towards density values of 0.5. The presence of this bias appears to have a large influence on the evolutionary dynamics in the context of the task that we study here (see also (Mitchell et al., 1994; Paredis, 1997) ). For the initial conditions this bias pushes them directly towards the phenotype phase-transition in genotype space where it is easy to be difficult.
The two models that we study in this paper are as described above except that in the second model, i.e. the mixed model, we globally mix the individuals of both populations every time step. In the first model, i.e. the base model, spatial patterns can form and influence the evolutionary process (e.g. see Boerlijst & Hogeweg (1991) ; Savill & Hogeweg (1997)).
The perjiormancefitness of a cellular automaton is defined as the number of correct classifications out of 10,000 randomly created initial conditions that have an unbiased density distribution (i.e. a binomial distribution around 0.5). We use this fitness measure, or performance fitness, when we compare CAS of different populations. Initial conditions with a density of approximately 0.5 are the most difficult to classify because bit string that are almost equal (e.g. differ on only one bit position) can belong to different density clases.
In fact, the performance of a good cellular automaton, like for instance the GKL rule, decreases rapidly if it is evaluated on the basis of initial conditions whose density approaches 0.5 (Mitchell et al., 1994; JuillC & Pollack, 1998 As an evolutionary optimization task evolving good cellular automata appears to be difficult; in only a small number of evolutionary runs are cellular automata found with fitness values in the same range as the fitness of the handwritten cellular automata (Mitchell et al., 1996) . Previous studies of coevolutionary optimization of this task showed a rapid evolution of ICs towards the most difficult part of their genotype space, i.e. where they have a density around 0.5. In order to circumvent this problem we used a density dependent fitness function to calculate the fitness of ICs ( fig. 1 ). This fitness function implements stabilizing selection towards minimum (i.e. 0.0) and maximum (i.e. 1.0) density values. The actual values of f do not matter, only the symmetry of CP around density = 0.5 and the fact that f increases monotonically when it approaches the minimum and maximum density values. In fact we simply used @(ICi) = I(density(1Ci) -max$mity)l.
In Pagie &
Hogeweg (2000) we compare and discuss the evolutionary dynamics in this model when we use the fitness function of fig. 1 and if we use a flat fitness function.
Results
In this section we will describe a simulation of the base model and a simulation of the mixed model. We found that the two simulations are typical for the possible outcomes of the evolutionary process in the model. The precise parameter settings do not influence the general results to a great extent. The values that we used in the simulations that we describe here were actually chosen rather arbitrarily, e.g. we did not optimize our results in any particular way. The two simulations discussed below are run with the same parameter settings. Simulations are started with randomly created CAS, i.e. CAS with a density around 0.5; the ICs have an initial density of 0.0.
'hvo typical simulations
From the point of view of optimization of density classification the most important variable is the performance fitness. In fig.2 we plot the evolution of the performance fimess of the best CA in the population in the base model (solid line) and in the mixed model (dashed line). The performance fitness of the best individual in the mixed model fluctuates between 0.50 and 0.55. Even the best CAS in this model do not classify random initial conditions much more accurately than random classification into class 0 or class 1.
The performance fitness of the best CA in the base model initially increases and then fluctuates between 0.70 and 0.75.
These values for performance fitness of the CAS are in the same range as the performance fitness values for the best cellular automata found in the evolutionary optimization models studied by Mitchell et al. (1994 ). Crutchfield & Mitchell (1993 , and Paredis (1997 . Clearly, they are much more general than the CAS from the mixed model. Following the concepts of Crutchfield & Mitchell (1995) , and Hordijk et al. (1998) , the CAS use particle-based strategies in order to compute the density of ICs, as does, for instance, the rule GKL. Although there is a great difference between the performance fimess values of CAS of the two models their local fitness is approximately equal when we average over time (M 0.9). The IC populations do better in the base model; they have a time-averaged local fitness of 0.08 in the base model whereas in the mixed model they have a time-averaged local fitness of 0.04. The IC fitness value, however, also depends on the density values of the ICs in the population.
Thus, seen as a biological system the CAS do equally well in both models. Of course, in these models we do not take into account the population dynamics which may alter the results in this particular respect. Thus, although from an optimization point of view their is a clear difference in fitness values from a local point of view the CAS perform well in both cases. In (Pagie & Hogeweg, 2000) a similar equality of time-averaged local fitness values was found in the base model and in the mixed model, using a different IC fitness function.
When we look in more detail at the dynamics of fitness and density in fig. 3 we can see that the initial transients are -CA fitness (0-9)
-IC fitness (0-149) . . The subsequent evolution of the IC population towards ICs with still higher densities increases the difficulty of the ICs. However, even when the density of the ICs approaches 0.5 the CAS in the population still classify them correctly and maintain high local fitness values. This is because the CAS simply settle into a homogeneous state of zeros independent of the state of the IC. Up to this time this strategy of the CAS in fact performs perfectly and this behavior is easily evolved and easily maintained.
At t M 200 ICs arise that have a density larger than 0.5. Now the CAS have a problem; settling into a homogeneous state of zeros is no longer the correct behavior. Indeed, the average local fitness of the CAS drops to very low values.
During this stage the IC population experiences strong selection pressure towards ICs with very large density values as a result of the IC fitness function Q ( fig.1) . Soon after the switch in the average density of the ICs, however, we see that the average local fitness of the CA population rises again to very high values in both simulations. At this point the same general behavior can be seen as at the beginning of the runs, except that the density of the ICs is now larger than 0.5. 
Dynamics of IC densities
In order to understand the different evolutionary dynamics in the base model and in the mixed model we look at the distribution of ICs in the population. Here, we already see that in terms of their phenotype the IC population is homogeneous in the mixed model but heterogeneous in the base model. the ICs correctly, here t M 2110, the density distribution of the IC population starts to broaden considerably. When all CAS classify all ICs correctly the ICs experience neutral selection rather than selection toward low density values. The mutational bias brings about the drift of ICs toward density values of 0.5. As soon as ICs arise with a density larger than 0.5 the IC population jumps from class 0 to class 1 en masse and the same picture is seen again.
In fig.4B 
Evolution and maintenance of diversity
Rather than looking at the number of unique genotypes we can also look at how genotypes are distributed over the genotype space. In the lower panel in fig.5 we have plotted the hamming distance of ICs in the base model within and between the subpopulations of the different density-classes. Whereas the hamming distance between ICs of different subpopulations is expected to be relatively large, the hamming distance of ICs of the same subpopulation of one generation is also very large. In fact, the distance between ICs of different subpopulations peaks near the distance which is expected between two random ICs, i.e. 75 bits; within a subpopulation the hamming distance distribution still peaks around 60.
Hamming distance distribution In Fig. 6 we show hamming distance distributions of the CAS in the mixed model (6A) and in the base model (6B).
For each model we plotted the hamming distance distribution of 8 generations, between t=1300 and t=2000, every 100 time steps. In the base model we see that the distribution always has a large peak for large hamming distances as well as appreciable numbers of small hamming distances. In the mixed model the distribution tends to center around one or two peaks, the median of which varies considerably. Again, in the base model CAS are distributed in a number of distinct clusters. In the mixed mode, on the other hand, the CAS are sometimes focussed in a small region in genotype space, sometimes they form clusters as well (see also below). This results from the evolutionary dynamics that the CAS experience in the mixed model; long periods of neutral selection separated by evolutionary bottlenecks and short periods of strong selection.
When we perform a cluster analysis on the genotypes of CAS in the mixed and the base model we do not find clearcut differences between the two models, although further analysis is needed. When we perform a cluster analysis on the phenotypes of CAS we find a clear difference between the two models. For this purpose the phenotype of a CA is defined as the classifications it makes on a set of 500 initial conditions. The initial conditions of this set have density values that are uniformly distributed between 0.4 and 0.6. The phenotype of each CA is determined on the basis of the same set of initial conditions. In the base model the cluster analysis shows that often a small number of distinct clusters exist, optimal numbers being mostly between four and nine. A cluster analysis on the phenotypes of CAS in the mixed model shows that indeed only one large cluster exists: all CAS behave equally "singlemindedly" in their classification behavior. The question that arises is how the phenotypic diversity of the CAS and the ICs and the distinctiveness of the species into which they cluster is maintained in the base model. Figure 7A The ICs are distributed in many small patches rather than in only a few large patches. In fig.7B we show a space-time plot of the ICs over a period of 180 time steps in which we plot a vertical cross-section of the grid at consecutive time steps.
Spatial pattern formation
The space-time plot shows that complex wave patterns are present; patches of black ICs grow into patches of grey ICs, and vice versa. As a consequence, at any one point in space ICs of the two density classes alternate frequently. This alternation of the two density classes is not primarily a result of mutation, which causes the global oscillations of the average IC density in the mixed model, but it is a result of spatial dynamics. In the base model, ICs 'chase' CAS not only in genotypes-space, as in the mixed model, in addition they 'chase' them in space-space. We studied the spatial dynamics of the CAS in the base model using a color coding which shows the results of the cluster analysis discussed above ( fig. 8) . The CAS are clustered according to their phenotype (SA and 8B) or their genotype (SC and SD), each at two time steps. Similar to the spatial distribution of the ICs, also in this case the CAS belonging to a single cluster occur in patches, and sometimes in more than one.
Given the results presented above the following picture arises of the eco-evolutionary process as it occurs in the base model. At the population level the CAS and ICs are split in several distinct clusters, or species, which come about by local specialization. A species is present in one or more patches in the field. At the boundaries of the patches species compete with other species, but the number of players in a single competitive interaction is small, typically two or three. Furthermore, each competition occurs in the context of the opponent population. This opponent population is also heterogeneously distributed in space. Thus, competition between species within one population occurs, in parallel, in different contexts. Because species are distributed in a number of patches they will generally 'see', i.e. compete with, all other species simultaneously, as in the mixed model or other models with global interaction structures.
However, the main difference between the base model and the mixed model is that in the base model at the individual level the interactions are localized in space and time; during some time individuals interact only with individuals of one type, or of very few types. Also the short-term effect of the coevolutionary process remains local in space; individuals can have prolonged interactions with a small number of other individuals, thus giving the opportunity of local specialization. Despite (or thanks to; Pagie (1999) ) the lack of local diversity we see evolution of general behavior, i.e. behavior that is successful under many different circumstances.
Conclusion
We have studied a coevolutionary model of two antagonistically interacting species. We compared the evolutionary dynamics that occur if individuals remain localized in space, i.e. when spatial pattern generation occurs, and the evolutionary dynamics that occur if individuals are globally mixed every time step. In the first case we find that individuals evolve a generalized response to environmental circumstances, whereas in the second case the systems exhibit evolutionary oscillatory dynamics. In that case we see the evolution of much simpler behavior, which is optimized with respect to one of the possible states of the other species. This strategy makes them easily exploitable, however. As a result we see red queen dynamics where both coevolving species oscillate between two states.
We found that the hversity of the populations of CAS and ICs differs greatly in the two models, albeit differently at different levels. The mixed model shows higher numbers of unique genotypes in the population, whereas the diversity on the level of phenotypes is almost completely absent. Also, the diversity that we find in the base model, both at the level of the genotypes as at the level of the phenotypes, is structured, i.e. it occurs in distinct clusters, or species. 'This variety in the base model, however, is distributed over time and space. At the level of the individuals the interactions and selection pressures may be of a single type for extended periods of time. Locally, individuals experience sparse fitness evaluation, i.e. they 'see' only a few fitness cases which are often of a single type, but overall we see the evolution of general behavior, i.e.
information is integrated at the individual level (Pagie, 1999 to what extend the evolution of diversity and speciation depends on parameters of the evolutionary process, and how it influences the evolution of general behavior. It will be interesting to compare the evolution of diversity, speciation and general behavior under different parameter settings and also to models that use other techniques.
