ABSTRACT In this paper, we propose a new demosaicking system that uses post-processing technique to remove zipper artifacts that are primarily caused by improper interpolation in a quincunx-sampled green plane. We use a high-order approximation to predict accurate pixel values in the weighted average-based green channel interpolation. We also perform prediction using a color difference model in the red and blue channel interpolation process. As a well-designed demosaicking system too cannot prevent the occurrence of ON-OFF pattern artifacts and the resulting false colors, we propose post-processing for zipper artifact detection and removal to improve the demosaicked image. After performing the just noticeable difference modelbased zipper artifact detection in the luminance image of the demosaicked image, the clamping-based zipper artifact removal process is performed in the red, green, and blue planes. Experimental results demonstrate that the proposed demosaicking system improves both the objective and subjective image qualities compared to the conventional state-of-the-art demosaicking algorithms.
I. INTRODUCTION
The majority of digital cameras use a single electronic sensor to acquire images [1] . Color filters are used to separate the color information of the incoming light. The color filters filter light into a wavelength range such that it produces a color filter array (CFA) image that separates information about the color of light [2] . For example, a Bayer filter [3] separates light information into three wavelength regions, red (R), green (G), and blue (B), as shown in Fig. 1 . The G components with the highest sensitivity of human visual system (HVS) are sampled twice as much as the R/B components.
To reconstruct a full RGB image from CFA image, we interpolate the G components of quincunx grid and the R/B components of rectangular grid. This process is called the demosaicking process or CFA interpolation process [4] . The demosaicking process is performed using the property that the spatial and spectral correlations between neighboring pixels are high [5] - [10] .
Over the years, several demosaicking techniques have been developed. A demosaicking technique using variance of color differences (VCD) [5] performs edge detection using variance of color differences. Effective demosaicking using subband correlation (EDUSC) [6] presented discrete wavelet transform to classify edge pixels. In [7] , Pekkucuksen and Altunbasak proposed a CFA interpolation method using an orientation-free edge strength filter (ESF). Effective demosaicking algorithm based on edge property (EDAEP) [8] was proposed to remove color artifacts using improved effective color interpolation. Dengwen et al. [9] proposed color demosaicking with directional filtering and weighting (CDDFW) by combining directional filtering and a posteriori decision technique with enhanced effective color interpolation. Chen et al. [10] proposed a voting-based directional interpolation (VDI) method to combine voting-based edge direction detection with weighting-based interpolation.
Several developers have tried to eliminate the demosaicking artifacts, such as zipper artifacts [11] , which are inevitably generated in the interpolation process, by using post-processing for increasing interpolation accuracy or for performing repetitive interpolation for accurate color prediction. Adaptive homogeneity-directed (AHD) demosaicking method [12] applies median filtering to color differences to suppress small variations in color while preserving edges. In the demosaicking method using the high-order interpolation technique (HOI) proposed by Li and Randhawa [13] , a weighted median filtering is used to produce an output based on the edge orientation map. Though these attempts increased the interpolation accuracy in the smooth and strong edge regions, they failed to remove the noticeable zipper artifacts. Despite numerous demosacking algorithms being developed, artifacts still remain in thin lines, object boundaries, and so on.
We refer to the on-off pattern artifacts as zipper artifacts and intend to detect and eliminate them. Just noticeable difference (JND) model-based artifact detection is performed on a luminance image of a demosaicked full RGB image. For artifact removal, we performed color pixel value clamping in the RGB domain. In accordance with the sampling grid of the Bayer pattern, we determined the minimum and maximum values of surrounding original pixel values and clamped the interpolated pixel values. This eliminates artifacts of the onoff pattern.
The remainder of this paper is organized as follows. In section II, we introduced the interpolation technique used in the proposed demosaicking system. In section III, we addressed the JND model-based artifact detection process and the clamping-based artifact removal process. In section IV, we conducted the experiments and presented the results. Finally, we concluded the paper in section V.
II. SECOND-ORDER TAYLOR APPROXIMATION-BASED CFA INTERPOLATION
Considering the complexity of the postproceeing proposed in this paper, we use a relatively simple CFA interpolation technique. Fig. 2 presents a flowchart of the demosaicking technique based on the second-order Taylor approximation. After performing the interpolation of the G component at the R/B pixel positions, the interpolation of the remaining color planes is performed using the color difference model [14] . As the R/B sampling components have similar conditions, only the demosaicking technique related to the R pixel position is described.
A. GREEN CHANNEL RECONSTRUCTION
As the spectral and spatial correlations between surrounding pixels are high, missing G values are obtained by weighted averaging of the four directional G values. By determining the weight values and the predictors using the second derivatives for the north (N ), south (S), west (W ), and east (E) directions, we can reconstruct the G plane using (1) .
where w N , w S , w W , and w E are the inverse gradient weight values in the N , S, W , and E directions, respectively. G N , G S , G W , and G E are predictors for each direction.
where (2)- (5) are gradient values based on the second-order derivatives. The reference pixels grid used to calculate the N gradient value for a given R pixel position is shown in Fig. 3 . The inverse gradient weights in each direction are presented in the following equations.
where the value '1' is added to the denominator to prevent it from being divided by zero. In general, the area where artifacts occur has a large color gradient and a small weight value.
We adopt Taylor series in the G channel interpolation process. The general form of Taylor series is given by
We use the quadratic Taylor approximation to determine four directional predictors, as shown in (8)- (11) .
where G D and G D are the first and second-order derivative values for the D direction, respectively.
Using (12) and (13), we can obtain the first and secondorder derivative values for the N direction. We assume that the color planes exhibit the similar high frequency characteristics, and replace the missing G pixel information at the chroma pixel location with the R/B pixel information. By including the second-order derivative value in the prediction, more detail components can be considered [6] , [7] , [9] . Similarly, the derivative values can be obtained for the S, W , and E directions. Finally, the G channel (Ĝ) is reconstructed using the weighted average method of (1).
B. RED AND BLUE CHANNEL INTERPOLATION
AfterĜ plane is obtained, interpolation of the R/B components is performed. In the R/B interpolation process in the B/R pixel position, we describe only the B interpolation at the R pixel location. The weighted average method in (14) and (15) is performed using the color differences between the original B andĜ components, which exist in the diagonal directions, northwest (NW ), southwest (SW ), northeast (NE), and southeast (SE). 
The weights of (20) are obtained by the determined gradient values.
The color differences C NW , C SW , C NE , and C SE are given by the following:
We can interpolate the R/B channels at the G pixel positions using (25) and (26).
III. POST-PROCESSING FOR ZIPPER ARTIFACT DETECTION AND REMOVAL
Demosaicking artifacts are primarily caused by inaccurate selection of reference pixels in the interpolation process. A better predictor tends to select a larger number of reference pixels in the prediction process, leading to a large size kernel to be used in the interpolation process. In this case, zipper artifacts, as shown in Fig. 4 , are inevitably generated at thin lines and object boundaries. There are two steps in the proposed post-processing for eliminating zipper artifacts. First, JND model-based zipper artifact detection is performed on the luminance image, after which clamping-based artifact removal is performed. Fig. 5 illustrates a flowchart of the post-processing part used in the proposed demosaicking system.
A. LUMINANCE IMAGE GENERATION
Luminance (L) is the luminous intensity that indicates how bright an object appears to the HVS. An achromatic component L contains information about the spatial resolution of the image. We express L as a weighted sum of R, G, and B as in (27).
where R, G, and B components are assumed to be linear.
B. JND MODEL
The HVS is known to be unable to distinguish any changes below the JND threshold around a pixel because of their underlying spatial/temporal sensitivity and masking properties. We use these properties to perform artifact detection in the post-processing. In this paper, we used the JND predictor of the pixel domain for luminance image. Luminance adaptation (LA) and contrast masking (CM) are the major considerations for the spatial JND. LA refers to the masking effect of the HVS toward background luminance, while CM denotes the visibility reduction of one visual signal in the presence of another one and includes edge masking (EM) and texture masking (TM). The formula for LA [15] is as follows.
whereL i,j is the 5 × 5 mean luminance value at (i, j) position. For the calculation of CM, we obtain the structural image L s and the textural image L t through an image decomposition process. For efficient separation, we used a total variationbased image decomposition model [16] . Here, CM is given as follows.
where EM s and TM t are the EM of the structural image L s and TM of the textural image L t , respectively. SC is the maximum luminance difference within the 5 × 5 neighborhood. W s and W t are the contributions of EM and TM to the CM , which are set to 1 and 3, respectively. β is set to 0.017. Non-linear additivity model for masking (NAMM) is used to determine the visibility threshold for overall masking effect. Integration of LA and CM for overall JND estimation is presented in the following equation.
where α is the gain reduction factor in NAMM because of overlapping between two masking factors. α is set to 0.3. 
C. ZIPPER ARTIFACT DETECTION
Detection of the zipper artifact is performed by comparing the L diff image, which is the difference between the luminance image L and the low-pass filtered luminance image L LPF , and the JND derived from section III-B. L diff is obtained by (32) and (33).
where h is a k × k Gaussian low-pass filter and * is the convolution operator. Fig. 6 presents the images used in the proposed zipper artifact detection process. Comparison of L diff and JND helps determine the presence of artifacts in the image. If L diff is greater than JND, it is seen that artifacts due to demosaicking (zipper artifacts) at the pixel location have occurred.
D. ZIPPER ARTIFACT REMOVAL
Median filtering is commonly used for the on-off pattern artifact removal. However, applying median filtering to an image that actually has an on-off pattern or texture region will result in another artifact as median filtering performs the mapping to the median value. Therefore, in this paper, artifact removal is performed through the clamping process in the color domain using the neighboring pixels' minimum and maximum values. Fig. 7 illustrates the reference pixels used in the clamping process (34). At the R (B) position in Fig. 7(a) (Fig. 7(b) ), the four surrounding G or B (R) components are used as candidates. In the G position, six pixels are used as candidates for clamping R or B, as shown in Fig. 7(c) and (d) , respectively. The clamping process is determined as follows.
where X ∈ {R,Ĝ,B}, X min and X max represent the minimum and maximum values of neighboring pixels, respectively. X is the finally determined color component. 
IV. EXPERIMENTAL RESULTS
In this section, we demonstrate the superiority of the proposed demosaicking system by comparing it with existing algorithms (VCD [5] , EDUSC [6] , ESF [7] , EDAEP [8] , CDDFW [9] , and VDI [10] ). In the subjective image quality evaluation process, the proposed post-processing technique is also compared with the AHD [12] and HOI [13] algorithms. We used the McMaster (McM) dataset [17] shown in Table 1 to verify the objective performance of the proposed demosaicking system. In addition, Laurent Condat's (LC) Image Database [18] is used to evaluate the subjective performance of the proposed demosaicking system. McM and LC images have lower spectral correlations and are close to nature images captured by color sensors. Table 2 shows the selected images from LC dataset for the subjective image quality evaluation.
The objective performance can be assessed using image quality metrics (IQMs) such as color peak signal-to-noise ratio (CPSNR) [14] , feature similarity index measure for color images (FSIMc) [19] , S-CIELAB E * [20] , zipper effect ratio (ZER) [11] , and CPU time. We also present the performance of the proposed algorithm by the subjective image quality comparison.
Our experiments were conducted on an Intel Core i7-8700K CPU @ 3.70GHz with MATLAB R2018a. Experiments of the reference algorithms used the MATLAB code published by the authors. For the subjective image quality evaluation, we used EIZO's ColorEdge CG277 display monitor, which is a professional flagship monitor with selfcalibration function providing stable brightness and high color uniformity.
A. OBJECTIVE PERFORMANCE ANALYSIS
The objective performance results evaluated with the five IQMs are listed in Tables 3-7. Table 3 shows that the CPSNR performance of the proposed demosaicking system is impressive. The average CPSNR of the proposed algorithm is 0.0084-1.9152 dB higher than that of the other algorithms. However, as the CPSNR is an evaluation metric defined through the mean squared error without considering the HVS characteristics, the evaluation using HVS-based metrics must be accompanied. Tables 4 and 5 present the results using the FSIMc, which is a low-level feature similarity measurement IQM, and S-CIELAB E * that measures color reproduction errors of digital images. As the FSIMc evaluation result of the proposed algorithm is close to 1, it can be confirmed that the structural characteristics of the resultant image and the original image are very similar. Moreover, the smaller S-CIELAB E * is, the more similar the color information characteristics of two images are. Table 6 shows ZER generated in the CFA interpolation process. ZER experimental results show that zipper artifacts are reduced by adopting a post-processing of detecting and eliminating the on-off pattern. Compared with the CPSNR results in Table 3 , it is seen that lower ZER indicates higher CPSNR. Thus, the post-processing for removing the zipper artifacts is essential to improve the image quality.
Finally, Table 7 shows the average CPU execution time. We can confirm that the proposed algorithm has moderate complexity compared to other algorithms except VDI [10] . Proposed algorithm produced images that are more similar to the original images, with an execution speed that is approximately 6.4060 times faster than ESF. It is expected that a better algorithm will be created by combining low-complexity and high-performance algorithms such as VDI [10] and the post-processing proposed in this paper. has an overall superior performance. In particular, the results of McM #5 in Fig. 9 and McM #13 in Fig. 11 , which contain areas with high saturation values, are excellent. The on-off pattern artifacts that occurred on the yellow line and the red chimney, and the resulting false colors were successfully removed. In Figs. 8 and 10 , which is the result for the cropped McM #1 and #12 image, the proposed algorithm shows the most similar results to the original image. On the other hand, other algorithms suffer from false colors caused by zipper artifacts on red and white thin lines.
Figs. 12-14 present a subjective image comparison of the demosaicked images of LC images. Each figure shows the experimental results of demosaicking algorithms for LC #1, 58250 VOLUME 6, 2018 #2, and #3. As shown in Fig. 12 , the result of the proposed algorithm shows the red color most similar to the original. In particular, the result image of EDUSC in Fig. 12(c) can be confirmed that the edge direction selection is wrong and the pattern is disturbed. In the case of VDI with good results in McM dataset, we can see that rainbow artifacts, as shown in Fig. 12(g). Figs. 13 and 14 show that zipper artifacts are generated from the results of the remaining algorithms except for the VDI and the proposed algorithm, which gives the viewer a bad image quality. In addition, it can be seen that the black color is mixed in the boundary of the object in other algorithms except the proposed algorithm.
Figs. 15-17 illustrate the results of applying the proposed post-processing to the existing demosaicking algorithms. In the case of EDUSC and ESF results of Figs. 16 and 17 , in which the image information is greatly lost because of extreme zipper artifacts, it was possible to remove on-off patterns and false colors.
In order to demonstrate the performance of the artifact removal process proposed in this paper, we compared it with AHD [12] which applies median filtering to color differences and HOI [13] which applies a weighted median filtering in the interpolation process. Figs. 18-21 present a subjective image comparison of the images on which artifact removal has been The methods using median filtering are not as good as the proposed post-processing. Figs. 18(b) and (c) show zipper artifacts or false colors in areas with high saturation values, despite median filtering applied. On the other hand, when clamping-based post-processing is performed, as shown in Fig. 18(d) , demosaicking artifacts are removed. Similar results can be analyzed in Figs. 19-21 .
As can be seen from the various experimental results, the proposed demosaicking system has adavantages. First, it has high interpolation accuracy through the second-order Taylor approximation. Next, it effectively removes the demosaicking artifacts that occur due to the use of a large interpolation kernel. Finally, JND model-based artifact detection and clamping-based artifact removal method is more effective than median filtering and can be easily adopted to other interpolation algorithms because it has a separate structure from the demosaicking process.
V. CONCLUSION
In this paper, we proposed a new demosaicking system using quadratic Taylor approximation interpolation and postprocessing that can detect and remove demosaicking artifacts. We performed zipper artifact detection based on the JND model using the spatial resolution information of the demosaicked image and obtained the artifact-free image using a clamping-based artifact removal method. As demonstrated in the objective and subjective experimental results, our proposed demosaicking system presents superior performance compared to the conventional demosaicking algorithms.
