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In this paper, we consider a periodic competitive stage-structured Lotka–Volterra model
with the effects of toxic substances. It is shown that toxic substances play an important
role in the extinction of species. We obtain a set of sufficient conditions which guarantee
that one of the components is driven to extinction while the other is globally attractive.
The numerical simulation of an example verifies our main results.
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1. Introduction
In [1], Shair Ahmad considered the following nonautonomous system of differential equations:
x′1(t) = x1(t) [b1(t)− a11(t)x1(t)− a12(t)x2(t)] ,
x′2(t) = x2(t) [b2(t)− a21(t)x1(t)− a22(t)x2(t)] , (1.1)
where bi(t) and aij(t), i, j = 1, 2 are all continuous functions which are bounded above and below by positive constants,
and xi(t) is the population density of the ith species at time t . Given a function g(t), let gL and gM denote inf−∞<t<∞ g(t)
and sup−∞<t<∞ g(t), respectively. Ahmad [1] showed that if the coefficients of system (1.1) satisfy
bL1
bM2
>
aM12
aL22
,
bL1
bM2
≥ a
M
11
aL21
,
then species 1 is permanent and species 2 is extinct. Therefore, Ahmad [1] extended the principle of competitive exclusion
from autonomous systems to nonautonomous systems for two species. Many excellent results concerning the permanence,
extinction and global attractivity of the Lotka–Volterra system were obtained. For more papers in this direction, one could
refer to [2–10] and the references cited therein.
Maynard Smith [11] incorporated the effects of toxic substances in a two-species Lotka–Volterra competitive system by
considering that each species produces a substance toxic to the other only when the other is present. The modified model
takes the following form
x′1(t) = x1(t) (K1 − α1x1(t)− β12x2(t)− γ1x1(t)x2(t)) ,
x′2(t) = x2(t) (K2 − α2x2(t)− β21x1(t)− γ2x1(t)x2(t)) , (1.2)
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where xi(t) denotes the population density of the ith species at time t for a commonpool of resources. The terms γ1x21(t)x2(t)
and γ2x1(t)x22(t) denote the effect of toxic substances. Chattopadhyay [12] investigated the stability properties of the above
system. In reality, a species needs some time to attain its level ofmaturity to produce the toxicant. System (1.2)wasmodified
in [13] by taking the delay factor into consideration.
Kar and Chaudhuri [14] extended the idea of Maynard Smith [11] to a two-species competing fish species community
which is commercially exploited. The modified model takes the following form
x′1(t) = r1x1(t)
(
1− x1(t)
k1
)
− α1x1(t)x2(t)− γ1x21(t)x2(t)− q1Ex1(t),
x′2(t) = r2x2(t)
(
1− x2(t)
k2
)
− α2x1(t)x2(t)− γ2x1(t)x22(t)− q2Ex2(t).
(1.3)
Although the authors are not able to name specific fish species which release toxicants to each other, they consider it to be
a very plausible form of interaction between marine fish species competing for the use of a common food supply. It seems
to be quite unlikely that toxicant releasing species are limited to the communities of algae and planktons only. In [14], they
studied the possibility of existence of a bionomic equilibrium and the optimal harvesting policy from the view point of
control theory.
However, the nonautonomous case is more realistic, Li and Chen [15] considered the following nonautonomous system
of differential equations:
x′1(t) = x1(t) [b1(t)− a11(t)x1(t)− a12(t)x2(t)− d1(t)x1(t)x2(t)] ,
x′2(t) = x2(t) [b2(t)− a21(t)x1(t)− a22(t)x2(t)− d2(t)x1(t)x2(t)] ,
(1.4)
where the terms with d1(t) and d2(t) have been introduced to show that each species produces a substance toxic to the
other but only when the other is present. Li and Chen [15] showed that if the coefficients of system (1.4) satisfy
bL1
bM2
>
aM12
aL22
,
bL1
bM2
≥ a
M
11
aL21
,
bL1
bM2
≥ d
M
1
dL2
,
then the second species is driven to extinction while the first species stabilizes at a certain solution of a logistic equation.
For more papers in this direction, one could refer to [16–18] and the references cited therein.
Stage-structured models were analyzed in many papers (see e.g. [19–37]). In [19], Aiello and Freedman built and studied
a time delay model of single-species growth with stage structure as follows
x′i(t) = αxm(t)− γ xi(t)− αe−γ τ xm(t − τ),
x′m(t) = αe−γ τ xm(t − τ)− βx2m(t), (t > τ),
where xi(t) represents the immature population density; xm(t) is themature population density; α > 0 represents the birth
rate; γ > 0 is the immature death rate; β > 0 is themature death due to over crowding; τ is the time tomaturity. The term
αe−γ τ xm(t − τ) represents the immature population born at time t − τ and surviving at time t , and therefore represents
the transformation of immatures to matures.
Liu, Chen and Liu [23] extended the single-species stage-structured system to the n-species periodic competitive system
with stage structure
x′i(t) = bi(t − τi)e−
∫ t
t−τi ri(s)dsxi(t − τi)− xi(t)
n∑
j=1
aij(t)xj(t),
y′i(t) = bi(t)xi(t)− ri(t)yi(t)− bi(t − τi)e−
∫ t
t−τi ri(s)dsxi(t − τi),
(1.5)
where i = 1, 2, . . . , n. For n = 2, they showed that if the coefficients of system (1.5) satisfy
bL1e
−rM1 τ1
bM2 e
−rL2τ2
>
aM12
aL22
,
bL1e
−rM1 τ1
bM2 e
−rL2τ2
>
aM11
aL21
,
then species 2 is extinct while species 1 is globally attractive on the unique periodic solution of a single-species stage-
structure model.
In nature, the mature population is affected by the effect of toxin but the immature population is not, for example,
tortoises live in water areas and the eggs of tortoises are produced in foreshores, salmon are anadromous: they are born in
fresh water, migrate to the ocean, then return to fresh water to reproduce.
So it is natural to ask howdo the toxicants affect the dynamic behavior of a periodic competitive stage-structured system?
Therefore, based on the above analysis, we established the following periodic competitive stage-structured Lotka–Volterra
model with the effects of toxic substances
Z. Li, F. Chen / Journal of Computational and Applied Mathematics 231 (2009) 143–153 145
x′1(t) = b1(t − τ1)e−
∫ t
t−τ1 r1(s)dsx1(t − τ1)− a11(t)x21(t)− a12(t)x1(t)x2(t)− d1(t)x21(t)x2(t),
y′1(t) = b1(t)x1(t)− r1(t)y1(t)− b1(t − τ1)e−
∫ t
t−τ1 r1(s)dsx1(t − τ1),
x′2(t) = b2(t − τ2)e−
∫ t
t−τ2 r2(s)dsx2(t − τ2)− a21(t)x1(t)x2(t)− a22(t)x22(t)− d2(t)x1(t)x22(t),
y′2(t) = b2(t)x2(t)− r2(t)y2(t)− b2(t − τ2)e−
∫ t
t−τ2 r2(s)dsx2(t − τ2),
(1.6)
where xi(t) and yi(t) (i = 1, 2) represent the density of mature and immature species at time t > 0, respectively;
bi(t), aij(t), ri(t), di(t) (i, j = 1, 2) are all nonnegative continuous and ω-periodic functions. For any time t > 0 and
i, j = 1, 2, we make the following assumptions for our model:
(i) We assume that the immature and mature individuals are divided by a fixed period, also a species needs some time
to attain its level of maturity to produce the toxicant, then each mature individual produces a substance toxic to the other
mature individuals only when the other mature individual is present, and the immature individual is not affected by the
toxicant. The toxicant has been absorbed from the food chain. The species compete each other for the common resource,
but this competition only happens among the mature individual and does not involve the immature individual.
(ii) The birth of the i-species immature population is proportional to the existing mature population with proportional
ω-periodic function bi(t) > 0. The death rate of the i-species immature population is proportional to the existing immature
population with proportional ω-periodic function ri(t) > 0.
(iii) The death rate of the i-species mature population is of logistic nature, i.e., it is proportional to the square of the
population with proportional ω-periodic function aii(t) > 0. The ω-periodic function aij(t) > 0 (i 6= j) represents the
inter-specific competition between mature individuals. The ω-periodic function di(t) shows that each mature individual
produces a substance toxic to the other but only when the other is present.
(iv) τi > 0 is the length of the i immature stage, that is, those species that were born at t − τi and survive in [t − τi, t],
will reach the mature stage at time t .
The initial conditions for system (1.6) take the form
xi(θ) = ϕi(θ) > 0, yi(θ) = ψi(θ) > 0, −τ ≤ θ ≤ 0, i = 1, 2, (1.7)
where τ = max{τ1, τ2}. From the second or fourth equation of system (1.6), we have yi(t) =
∫ t
t−τi bi(s)xi(s)e
∫ s
0 ri(u)duds ·
e−
∫ t
0 ri(s)ds, i = 1, 2. Therefore, for the continuity of the solutions of system (1.6), in this paper, we always assume
yi(0) = ψi(0) =
∫ 0
−τi
bi(s)ϕi(s)e−
∫ 0
s ri(u)duds, i = 1, 2. (1.8)
Themain purpose of this paper is to derive a set of sufficient conditionswhich ensure that one of the components is driven
to extinction while the other is globally attractive. The organization of this paper is as follows. In Section 2, we introduce
some useful lemmas. In Section 3, we study the extinction and global attractivity of system (1.6). In Section 4, a numerical
simulation is presented to illustrate the feasibility of our main results. In the last section, we give a brief discussion of our
results.
2. Preliminaries
Now let us state several lemmas which will be useful in the proof of our main results.
Lemma 2.1. Solutions of system (1.6) with (1.7) and (1.8) being positive for all t > 0.
Proof. The proof of Lemma 2.1 is similar to that of Theorem 1 [19] and we omit the details. 
Lemma 2.2 ([23]). Consider the following equation:
x′(t) = bx(t − δ)− a1x(t)− a2x2(t),
x(t) = φ(t) > 0, −δ ≤ t ≤ 0,
and assume that b, a2 > 0, a1 ≥ 0 and δ ≥ 0 are constants, then:
(i) If b ≥ a1, then limt→+∞ x(t) = b−a1a2 ;
(ii) If b ≤ a1, then limt→+∞ x(t) = 0.
Lemma 2.3. Let (x1(t), y1(t), x2(t), y2(t))T be any solution of system (1.6) with initial conditions (1.7) and (1.8). Then for
i = 1, 2
lim sup
t→+∞
xi(t) ≤ Mi, lim sup
t→+∞
yi(t) ≤ Ni,
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where
Mi = b
M
i e
−rLi τi
aLii
, Ni = b
M
i Mi
rLi
(1− e−rMi τi).
Proof. It follows from the first or third equation of system (1.6) that
x′i(t) ≤ bi(t − τi)e−
∫ t
t−τi ri(s)dsxi(t − τi)− aii(t)x2i (t)
≤ bMi e−r
L
i τixi(t − τi)− aLiix2i (t).
Consider the following equation
u′i(t) = bMi e−r
L
i τiui(t − τi)− aLiiu2i (t),
with ui(t) = xi(t) (−τi ≤ t ≤ 0), i = 1, 2. By Lemma 2.2 we derive limt→+∞ ui(t) = b
M
i e
−rLi τi
aLii
, then
lim sup
t→+∞
xi(t) ≤ b
M
i e
−rLi τi
aLii
def= Mi, i = 1, 2.
Hence, for ε > 0 sufficiently small, there exists a T > 0 such that for t > T + τ
yi(t) =
∫ t
t−τi
bi(s)xi(s)e
∫ s
0 ri(u)duds · e−
∫ t
0 ri(s)ds
≤ bMi (Mi + ε)
∫ t
t−τi
1
ri(s)
ri(s)e
∫ s
0 ri(u)duds · e−
∫ t
0 ri(s)ds
≤ b
M
i (Mi + ε)
rLi
(
1− e−rMi τi
)
.
Setting ε→ 0, it follows that
lim sup
t→+∞
yi(t) ≤ b
M
i Mi
rLi
(
1− e−rMi τi
)
def= Ni, i = 1, 2.
This completes the proof of Lemma 2.3. 
Lemma 2.4 (Fluctuation Lemma). Let x(t) be a bounded differentiable function on (α,∞), Then there exist sequences γn →
∞, σn →∞ such that
(a) x′(γn)→ 0 and x(γn)→ lim supt→∞ x(t) = x as n→∞,
(b) x′(σn)→ 0 and x(σn)→ lim inft→∞ x(t) = x as n→∞.
Proof. See Tineo [38] or Hirschet al. [39].
Consider the stage-structured periodic single-species system as follows
x′(t) = b1(t − τ1)e−
∫ t
t−τ1 r1(s)dsx(t − τ1)− a11(t)x2(t),
y′(t) = b1(t)x(t)− r1(t)y(t)− b1(t − τ1)e−
∫ t
t−τ1 r1(s)dsx(t − τ1),
x(t) = ϕ3(t) > 0, y(t) = ψ4(t) > 0, −τ1 ≤ t ≤ 0.
(2.1)
For the continuity of the solutions of system (2.1), we assume y(0) = ∫ 0−τ1 b1(s)ϕ3(s)e− ∫ 0s r1(u)duds.
The proof of the following lemma can be found in [23]. 
Lemma 2.5. System (2.1) has a unique positive ω-periodic solution (x∗(t), y∗(t)) which is globally attractive.
3. Main results
Now we investigate the partial survival of system (1.6).
Before stating the main results of this section, we introduce a set of conditions
bL1e
−rM1 τ1
bM2 e
−rL2τ2
>
aM12
aL22
,
bL1e
−rM1 τ1
bM2 e
−rL2τ2
≥ a
M
11
aL21
,
bL1e
−rM1 τ1
bM2 e
−rL2τ2
≥ d
M
1
dL2
. (H1)
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Lemma 3.1. Let (x1(t), y1(t), x2(t), y2(t))T be any solution of system (1.6) with initial conditions (1.7) and (1.8). Assume that
(H1) holds, then there exists an α > 0 such that x1(t) ≥ α for all t ≥ 0.
Proof. It follows from Lemma 2.3 that lim supt→+∞ x2(t) ≤ b
M
2 e
−rL2τ2
aL22
. Given ε = 12
(
bL1e
−rM1 τ1
aM12
− bM2 e
−rL2τ2
aL22
)
> 0, there exists
a T ≥ 0 such that for all t ≥ T
x2(t) ≤ b
M
2 e
−rL2τ2
aL22
+ ε = 1
2
(
bL1e
−rM1 τ1
aM12
+ b
M
2 e
−rL2τ2
aL22
)
.
So, for all t ≥ T
x′1(t) ≥ bL1e−r
M
1 τ1x1(t − τ1)− aM11x21(t)− aM12x1(t)x2(t)− dM1 x21(t)x2(t)
≥ bL1e−r
M
1 τ1x1(t − τ1)− 12
(
bL1e
−rM1 τ1 + b
M
2 e
−rL2τ2
aL22
aM12
)
x1(t)
−
(
aM11 +
dM1
2
(
bL1e
−rM1 τ1
aM12
+ b
M
2 e
−rL2τ2
aL22
))
x21(t)
def= Ax1(t − τ1)− Bx1(t)− Cx21(t).
Let u(t) be a solution of the following equation
u′(t) = Au(t − τ1)− Bu(t)− Cu2(t),
with u(T + τ1) = x1(T + τ1). It follows from condition (H1) that
A− B = 1
2
(
bL1e
−rM1 τ1 − b
M
2 e
−rL2τ2
aL22
aM12
)
> 0.
Form Lemma 2.2
lim
t→+∞ u(t) =
A− B
C
= α1 > 0.
Therefore, we obtain
x1 = lim inft→+∞ x1(t) ≥ α1.
Given ε = α1/2, there exists a T1 ≥ T such that
x1(t) ≥ x1 − α1/2 ≥ α1 − α1/2 = α1/2, t ≥ T1.
Let α2 = min{x1(t) : 0 ≤ t ≤ T1} > 0 and α = min{α1/2, α2} > 0. It follows that x1(t) ≥ α > 0 for all t ≥ 0. This
completes the proof of Lemma 3.1. 
Theorem 3.1. Let (x1(t), y1(t), x2(t), y2(t))T be any solution of system (1.6)with initial conditions (1.7) and (1.8). Assume that
(H1) holds, then
m1 ≤ lim sup
t→+∞
x1(t) ≤ M1, n1 ≤ lim sup
t→+∞
y1(t) ≤ N1,
lim
t→+∞ x2(t) = 0, limt→+∞ y2(t) = 0,
where
m1 = b
L
1e
−rM1 τ1
aM11
, n1 = b
L
1m1
rM1
(
1− e−rL1τ1
)
.
Proof. It follows from Lemmas 2.1 and 2.3 that xi(t), i = 1, 2 are bounded and positive for all t ≥ 0. Let x1 =
lim inft→+∞ x1(t) and x2 = lim supt→+∞ x2(t). From Lemma 3.1 we know that x1 ≥ α > 0. Obviously x2 ≥ 0. To prove
limt→+∞ x2(t) = 0, it suffices to show that x2 = 0. In order to get a contradiction, we suppose that x2 > 0. According to the
Fluctuation lemma, there exist sequences γn → +∞, σn → +∞ such that x′1(γn) → 0, x′2(σn) → 0, x1(γn) → x1 and
x2(σn)→ x2 as n→∞.
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It follows from the first equation of system (1.6) that
x′1(γn) ≥ bL1e−r
M
1 τ1x1(γn − τ1)− aM11x21(γn)− aM12x1(γn)x2(γn)− dM1 x21(γn)x2(γn)
≥ bL1e−r
M
1 τ1 inf
t≥γn−τ1
x1(t)− aM11x21(γn)− aM12x1(γn) sup
t≥γn
x2(t)− dM1 x21(γn) sup
t≥γn
x2(t).
By taking the limit of the above inequality as n→+∞, we obtain the inequality
bL1e
−rM1 τ1x1 ≤ aM11x21 + aM12x1x2 + dM1 x21x2. (3.1)
From the third equation of system (1.6), by a similar argument as above, we obtain
bM2 e
−rL2τ2x2 ≥ aL21x1x2 + aL22x22 + dL2x1x22. (3.2)
Now, by applying the third inequality in (H1) to (3.1), we get
bL1e
−rM1 τ1x1 ≤ aM11x21 + aM12x1x2 + dL2
bL1e
−rM1 τ1
bM2 e
−rL2τ2
x21x2. (3.3)
Multiplying (3.2) by− bL1e
−rM1 τ1
bM2 e
−rL2τ2
x1, we obtain
−bL1e−r
M
1 τ1x1x2 ≤ −aL21
bL1e
−rM1 τ1
bM2 e
−rL2τ2
x21x2 − aL22
bL1e
−rM1 τ1
bM2 e
−rL2τ2
x1x
2
2 − dL2
bL1e
−rM1 τ1
bM2 e
−rL2τ2
x21x
2
2. (3.4)
Multiplying (3.3) by x2 and adding the corresponding inequality to (3.4), we obtain
0 ≤
(
aM11 − aL21
bL1e
−rM1 τ1
bM2 e
−rL2τ2
)
x21x2 +
(
aM12 − aL22
bL1e
−rM1 τ1
bM2 e
−rL2τ2
)
x1x
2
2,
that is,(
aM12 − aL22
bL1e
−rM1 τ1
bM2 e
−rL2τ2
)
x2 ≥
(
aL21
bL1e
−rM1 τ1
bM2 e
−rL2τ2
− aM11
)
x1. (3.5)
From the second inequality in condition (H1), x1 ≥ α > 0 and (3.5), we have(
aM12 − aL22
bL1e
−rM1 τ1
bM2 e
−rL2τ2
)
x2 ≥ 0. (3.6)
From the first inequality in condition (H1), we have
aM12 − aL22
bL1e
−rM1 τ1
bM2 e
−rL2τ2
< 0. (3.7)
This together with (3.6) leads to x2 ≤ 0, which is a contradiction, then we obtain
lim
t→+∞ x2(t) = 0. (3.8)
Hence, for 0 < ε < bL1e
−rM1 τ1 min
{
1
aM12
, 1
aM11
}
sufficiently small, there exists a T1 > 0 such that x2(t) ≤ ε. Then we get
y2(t) =
∫ t
t−τ2
b2(s)x2(s)e
∫ s
0 r2(u)duds · e−
∫ t
0 r2(s)ds
≤ bM2 ε
∫ t
t−τ2
1
r2(s)
r2(s)e
∫ s
0 r2(u)duds · e−
∫ t
0 r2(s)ds
≤ b
M
2 ε
rL2
(
1− e−rM2 τ2
)
, t > T1 + τ .
Setting ε→ 0, it follows that
lim
t→+∞ y2(t) = 0. (3.9)
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Form Lemma 2.3, we have
lim sup
t→+∞
x1(t) ≤ M1, lim sup
t→+∞
y1(t) ≤ N1.
To end the proof of Lemma 3.1, it is enough to show that
m1 ≤ lim sup
t→+∞
x1(t), n1 ≤ lim sup
t→+∞
y1(t).
For t ≥ T1 + τ , from the first equation of system (1.6), we have
x′1(t) ≥ bL1e−r
M
1 τ1x1(t − τ1)− aM12εx1(t)− (aM11 + dM1 ε)x21(t).
Let u(t) be a solution of the following equation
u′(t) = bL1e−r
M
1 τ1u(t − τ1)− aM12εu(t)− (aM11 + dM1 ε)u2(t),
with u(T1 + τ) = x1(T1 + τ). It follows from Lemma 2.2 that
lim
t→+∞ u(t) =
bL1e
−rM1 τ1 − aM12ε
aM11 + dM1 ε
.
Therefore, we have
lim inf
t→+∞ x1(t) ≥
bL1e
−rM1 τ1 − aM12ε
aM11 + dM1 ε
.
Setting ε→ 0, it follows that
lim inf
t→+∞ x1(t) ≥
bL1e
−rM1 τ1
aM11
def= m1. (3.10)
For the above ε, there exists a T2 ≥ T1 such that x1(t) ≥ m1 − ε, then we obtain
y1(t) =
∫ t
t−τ1
b1(s)x1(s)e
∫ s
0 r1(u)duds · e−
∫ t
0 r1(s)ds
≥ bL1(m1 − ε)
∫ t
t−τ1
1
r1(s)
r1(s)e
∫ s
0 r1(u)duds · e−
∫ t
0 r1(s)ds
≥ b
L
1(m1 − ε)
rM1
(
1− e−rL1τ1
)
, t > T2 + τ .
Setting ε→ 0, it follows that
lim inf
t→+∞ y1(t) ≥
bL1m1
rM1
(
1− e−rL1τ1
)
def= n1. (3.11)
This completes the proof of Theorem 3.1. 
Theorem 3.2. Let (x1(t), y1(t), x2(t), y2(t))T be any solution of system (1.6)with initial conditions (1.7) and (1.8). Assume that
(H1) holds, then
lim
t→+∞ |x1(t)− x
∗(t)| = 0, lim
t→+∞ |y1(t)− y
∗(t)| = 0,
lim
t→+∞ x2(t) = 0, limt→+∞ y2(t) = 0,
where (x∗(t), y∗(t)) is the unique ω-periodic solution obtained in Lemma 2.5.
Proof. It follows from Theorem 3.1 that
lim
t→+∞ x2(t) = 0, limt→+∞ y2(t) = 0.
We will adapt the idea of Liu, Kouche and Tatar [24] to prove the global attractivity. More precisely, we define a sequence
of functions as follows:
xm(t) = x1(t +mω), t > 0, m ≥ 1.
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From Theorem 3.1, we obtain that xm(t) and x′m(t) are uniformly bounded for t > 0, m ≥ 1, hence the sequence
xm(t), m ≥ 1, is equicontinuous on compact sub-intervals of (0,+∞). Thus by the Ascoli–Arzela Theorem, there exists
a sub-sequence xmk(t), k ≥ 1, such that xmk(t)→ u(t) uniformly for t > 0 as k→+∞.
On the other hand
lim
k→+∞ x
′
mk(t) = limk→+∞ limh→0
x1(t +mkω + h)− x1(t +mkω)
h
= lim
h→0 limk→+∞
x1(t +mkω + h)− x1(t +mkω)
h
= lim
h→0
u(t + h)− u(t)
h
, (3.12)
so u′(t) exists. From the first equation of system (1.6), we have
x′1(t +mkω) = b1(t +mkω − τ1)e−
∫ t+mkω
t+mkω−τ1 r1(s)dsx1(t +mkω − τ1)
− a11(t +mkω)x21(t +mkω)− a12(t +mkω)x1(t +mkω)x2(t +mkω)
− d1(t +mkω)x21(t +mkω)x2(t +mkω). (3.13)
Taking the limit in (3.13) as k → +∞, by the fact that x2(t + mkω) → 0 as k → +∞ and the periodicity of
b1(t), r1(t), a11(t), we obtain
u′(t) = b1(t − τ1)e−
∫ t
t−τ1 r1(s)dsu(t − τ1)− a11(t)u2(t), (3.14)
then u(t) is a positive solution of (2.1).
For arbitrary ε > 0, there exists anmk0 ≥ 1 such that
|x1(t +mkω)− u(t)| < ε6 , formk ≥ mk0 and t > 0. (3.15)
If t > T0 = mk0ω, letting t ′ = t − T0 > 0, it follows from (3.15) that
|x1(t)− x1(t +mkω)| = |x1(t ′ +mk0ω)− x1(t ′ + (mk +mk0)ω)|
≤ |x1(t ′ +mk0ω)− u(t ′)| + |x1(t ′ + (mk +mk0)ω)− u(t ′)|
≤ ε
3
. (3.16)
For t > T0 andmk ≥ mk0 , from (3.15) and (3.16), we have
|x1(t)− u(t)| ≤ |x1(t)− x1(t +mkω)| + |x1(t +mkω)− u(t)| < ε2 . (3.17)
Since u(t) is a positive solution of (2.1), for the above ε, it follows from Lemma 2.5 that there exists a T1 > 0 such that t > T1
|x∗(t)− u(t)| < ε
2
. (3.18)
Therefore, for arbitrary ε > 0, it follows from (3.17) and (3.18) that there exists a T ′ > max{T0, T1} such that for t > T ′
|x1(t)− x∗(t)| ≤ |x1(t)− u(t)| + |x∗(t)− u(t)| < ε. (3.19)
So
lim
t→+∞ |x1(t)− x
∗(t)| = 0. (3.20)
From (3.19), for t > T ′ + τ , we have
|y1(t)− y∗(t)| ≤
∫ t
t−τ1
b1(s)|x1(s)− x∗(s)|e
∫ s
0 r1(u)duds · e−
∫ t
0 r1(s)ds
≤ bM1 ε
∫ t
t−τ1
1
r1(s)
r1(s)e
∫ s
0 r1(u)duds · e−
∫ t
0 r1(s)ds
≤ b
M
1 ε
rL1
(
1− e−rM1 τ1
)
. (3.21)
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Setting ε→ 0, it follows that
lim
t→+∞ |y1(t)− y
∗(t)| = 0 (3.22)
This completes the proof of Theorem 3.2. 
Remark 3.1. If condition (H1) is replaced by
bM1 e
−rL1τ1
bL2e
−rM2 τ2
≤ a
L
12
aM22
,
bM1 e
−rL1τ1
bL2e
−rM2 τ2
<
aL11
aM21
,
bM1 e
−rL1τ1
bL2e
−rM2 τ2
≤ d
L
1
dM2
, (H2)
similarly to the analysis of Theorems 3.1 and 3.2, we can obtain a similar result, where the roles of x1, y1 and x2, y2 are
interchanged.
4. Example
Quantitatively valid data are hardly available for system (1.6). So we take some hypothetical data to illustrate the results
we obtained. In the following example, we introduce the day as the unit of time t .
Example 4.1. Consider the following system
x′1(t) = (3.5+ 0.5 sin(t − 0.1)) e−0.1x1(t − 0.1)− 2.4x21(t)− 3x1(t)x2(t)
− (1.2+ 0.3 cos(t)) x21(t)x2(t),
y′1(t) = (3.5+ 0.5 sin(t)) x1(t)− y1(t)− (3.5+ 0.5 sin(t − 0.1)) e−0.1x1(t − 0.1),
x′2(t) = (1.8+ 0.2 sin(t − 0.2)) e−0.6x2(t − 0.2)− x1(t)x2(t)− 2x22(t)
− (1+ 0.2 cos(t)) x1(t)x22(t),
y′2(t) = (1.8+ 0.2 sin(t)) x2(t)− 3y2(t)− (1.8+ 0.2 sin(t − 0.2)) e−0.6x2(t − 0.2),
(4.1)
where τ1 = 0.1, τ2 = 0.2, b1(t) = 3.5 + 0.5 sin(t), r1(t) = 1, a11(t) = 2.4, a12(t) = 3, d1(t) = 1.2 +
0.3 cos(t), b2(t) = 1.8+ 0.2 sin(t), r2(t) = 3, a21(t) = 1, a22(t) = 2, d2(t) = 1+ 0.2 cos(t).
One could easily see that
bL1e
−rM1 τ1
bM2 e
−rL2τ2
≈ 2.4731, a
M
12
aL22
= 1.5, a
M
11
aL21
= 2.4, d
M
1
dL2
= 1.875.
Clearly, condition (H1) is satisfied. From Theorems 3.1 and 3.2, it follows that species 2 is extinct while species 1 is
permanent and globally attractive on (x∗(t), y∗(t)), where (x∗(t), y∗(t)) is the unique 2pi-periodic positive solution of a
stage-structured single-species system.
Taking (ϕ1(θ), ϕ2(θ), ψ1(θ), ψ2(θ)) = (1.2, k1, 0.8, k2) and (1.8, k3, 0.5, k4), it follows from (1.8) that k1 ≈
0.3969, k2 ≈ 0.2349, k3 ≈ 0.5953, k4 ≈ 0.1468. Fig. 1 shows the dynamic behavior of system (4.1).
5. Conclusion
The conjecture of Maynard Smith [11], that each of two species produces a toxin for the other, motivates us to study a
two-species stage-structured periodic Lotka–Volterramodel with the effects of toxic substances. As pointed out in Section 1,
we assume that a mature individual produces a substance toxic to the other mature individual only when the other mature
individual is present, and the immature individual cannot be affected by the toxicant. We are not able to name specific
stage-structured species which release toxicants to each other, but ecosystems are very complicated and much of the inter-
specific interaction patterns amongst the varieties of species are still unknown. We believe that ecological evidence in
favour of Smith’s conjecture will be available. It seems to be quite unlikely that toxicant releasing species are limited to
the communities of algae and planktons only. In this paper, we derive a set of sufficient conditions which ensure that one of
the components is driven to extinction while the other is globally attractive. From condition (H1), we know that species 2
will become extinct, if a mature individual of species 1 releases toxicants stronger than the other. So we can conclude that
that toxic substances play an important role in the extinction of species. There are still many interesting and challenging
questions that need to be studied for system (1.6). For example, we did not discuss the almost periodic solution of system
(1.6). If we consider system (1.6) as a two-fish species, we can study the bionomic equilibrium and the optimal harvesting
policy of the autonomous system (1.6) which is commercially exploited. We leave those aspects for future investigations.
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(a) x1 and y1 . (b) x2 and y2 .
Fig. 1. Dynamic behavior of system (4.1) with initial conditions (ϕ1(θ), ϕ2(θ), ψ1(θ), ψ2(θ)) = (1.2, 0.3969, 0.8, 0.2349) and (1.8, 0.5953, 0.5, 0.1468)
respectively.
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