In the distributed function computation problem, dichotomy theorems, initiated by Han-Kobayashi, seek to classify functions by whether the rate regions for function computation improve on the Slepian-Wolf regions or not. In this paper, we develop a general approach to derive converse bounds on the distributed function computation problem. By using this approach, we derive an improved sufficient condition on the dichotomy theorem in the multiterminal distributed computing for the class of i.i.d. sources with positivity condition.
I. INTRODUCTION
The distributed function computing is one of the most basic but difficult problems in network information theory. In this problem, correlated sources are observed at L terminals, and separately encoded messages are sent to the decoder so that a function value of the sources can be computed at the decoder. A naive scheme to compute a function is to first reproduce the entire source at the decoder and then to compute the function value. Thus, it is apparent that the Slepian-Wolf (SW) region [11] is an inner bound on the achievable rate region for the function computing problem. However, since the entire source needs not be reproduced at the decoder, the SW region can be improved in general. Then, we are interested in under what conditions the SW region can be improved. For instance, it is well known that, when the number of terminals is two and the function to be computed is the modulo sum of the binary double symmetric source, the Körner-Marton (KM) coding improves upon the SW region [7] .
In [5] , Han-Kobayashi initiated the study of classifying symbol-wise functions by whether the SW region can be improved or not. 1 When the number of terminals is two, they completely characterized the condition of classification; the derived condition, termed "dichotomy theorem", only depends on the structure of functions, but it does not depend on the structure of sources in the following sense: if a given function satisfy the condition, then the achievable rate region of computing that function coincides with the SW region for any independent and identically distributed (i.i.d.) sources as long as the the positivity condition is satisfied. 2 They also studied the classification problem for more than two terminals, and derived a partial solution to the problem; however, the complete characterization remained as an open problem. 1 The symbol-wise function means that, for a given function on a single observation space, we compute the same copies of the function for a sequence of observations. 2 The positivity condition is the condition such that all symbols occur with positive probability. So far, the above mentioned results are for i.i.d. sources. In [8] , Kuzuoka-Watanabe introduced a class of sources termed "smooth sources". This class of sources includes i.i.d. sources with positivity condition as a special case; but it also includes sources with memory, such as Markov sources with positive transition matrices, and non-ergodic sources, such as mixtures of i.i.d. sources with positivity condition. Then, they considered the function classification problem for smooth sources and derived an alternative dichotomy theorem that is different from the one in [5] . More specifically, since the class of sources considered in [8] is broader than that considered in [5] , the condition on functions in [8] is more strict than that in [5] .
The main purpose of this paper is to develop a general approach for showing dichotomy theorems, in particular, the sufficiency part. 3 The proposed approach is general in the sense that it can be applied for sources that may not be i.i.d. and/or functions that may not be symbol-wise; and unlike the conventional approaches in multiterminal information theory, it does not rely on the single-letter characterization technique. As an application, for the case with more than two terminals, we derive a sufficient condition that strictly subsume the sufficient condition shown in [5] . Other applications can be found in the full version of this paper (see [12] ).
There are three main ingredients in our approach: i) informative structure, ii) conditional independence structure, and iii) recursion.
The first is the informative structure of functions. For the two-terminal distributed computing where the decoder has full side-information, a method to derive converse bounds was proposed in [9] . In that method, from the nature of distributed computing and the structure of the function to be computed, we identify information that is inevitably conveyed to the decoder. Then, we derive a bound in terms of the optimal rate needed to send that information. In [9] , in addition to recovering some of known results in [1] , [2] , [10] , the method was used to provide some novel results for the distributed computing with full side-information.
The second is the conditional independence (CI) structure of functions. The above mentioned proof method based on informative structure relies on the fact that the decoder has full side-information, and it does not apply to the case where all observations are encoded. However, when the function induces CI to the observed sources for some partition of the terminals, then we can virtually decouple the entire coding system into multiple coding systems where each decoder observe sources corresponding to parts of the partition as full side-information. Then, we can apply the proof method based on informative structure to each decoupled coding system.
It should be noted that the CI structure and its relaxation have been known as crucial for proving converse in multiterminal distributed computing or multiterminal rate-distortion problems (eg. [3] ). In fact, the CI structure is often used to facilitate single-letter characterization or application of the entropy power inequality. Although the CI structure plays a crucial role in our approach as well, the usage is different from the literature; as we mentioned above, the CI structure is used "operationally" to decouple the coding system into multiple parts.
The third is recursion. When we apply the above mentioned two ingredients to a given function, we can show that the function computation region of the given function is included in the function computation region of a "finer" function. If the finer function is tantamount to the identity function, then we can conclude that the function computation region of the original function coincides with the Slepian-Wolf region. However, even when the finer function is not the identity function, we can apply the same argument to that finer function to show that the function computation region of the finer function is included in the function computation region of a further finer function. By repeating this procedure recursively, we can eventually show that the function computation region of the original function coincides with the Slepian-Wolf region.
II. PROBLEM FORMULATION
Let (X 1 , . . . , X L ) = {(X n 1 , · · · , X n L )} ∞ n=1 be a general correlated source with finite alphabet X L = X 1 ×· · ·×X L ; the source is general in the sense of [6] (see also [4] ), i.e., it may have memory and may not be stationary nor ergodic. Without loss of generality, we assume
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Definition 1: For a given source X L and a sequence of functions f , a rate tuple R L = (R ℓ : ℓ ∈ L) is defined to be achievable if there exists a sequence {Φ n } ∞ n=1 of codes satisfying lim n→∞ P e (Φ n |f n ) = 0 and lim sup 
The achievable rate region for computing f , denoted by R(X L |f ), is the set of all achievable rate tuples. One of the most simple classes of functions is the class of symbol-wise functions defined as follows.
Definition 2 (Symbol-wise Function): For a given function f :
We sometimes denote f n instead of f n to emphasize that the symbol-wise function is n copies of f .
In order to compute functions, one approach is that all terminals send messages so that the decoder can reproduce the entire source, which is known as the Slepian-Wolf coding.
Definition 3 (SW Region): For a given source X L , the achievable rate region R(
In this paper, we shall develop an approach to characterize the function computation region R(X L |f ) for general sources. The function computation region can be sensitive to the support of distributions (cf. the comment at the end of [5, Sec. III]). To avoid such a complication, we consider the following class of smooth sources introduced in [8] .
The class of smooth sources is a natural generalization of i.i.d. sources with positivity condition studied in [5] , [1] , and enables us to study distributed computation for a variety of sources in a unified manner. Indeed, this class contains sources with memory, such as Markov sources with positive transition matrices, or non-ergodic sources, such as mixtures of i.i.d. sources with positivity condition; see [8] for the detail.
III. AN OVERVIEW OF THE APPROACH
In this section, we shall explain an overview of our approach for the special case of the two terminals and symbol-wise functions. In Section I, we have mentioned about the three ingredients of our approach; since the third one, recursion, is not needed in the two terminals case, we only explain the first two ingredients here. For concreteness, let us consider symbol-wise function given by Table I . In fact, the function computation region R(X L |f ) for this symbol-wise function coincides with the Slepian-Wolf region R SW (X L ) for any i.i.d. sources with positivity condition [5] . We shall explain a rough argument of an alternative proof of this fact.
Let us first consider the special case where X n 2 is observed at the decoder as full side-information. For this special case, the following approach to prove R 1 ≥ H(X 1 |X 2 ) was proposed in [9] . Let Φ n = (φ (1) n , ψ n ) be a code to compute f n with vanishing error probability ε n . Since message φ (1) n (X n 1 ) is encoded without knowing the realization of side-information X n 2 , if we input π b i (X n 2 ) to ψ n (φ (1) n (X n 1 ), ·) instead of X n 2 , then we expect it will output f n (X n 1 , π b i (X n 2 )) with high probability, where π b i shifts ith symbol of X n 2 by b, i.e., X 2,i → X 2,i +b (mod |X 2 |). In fact, by noting the smoothness of the source, i.e., the fact that the probability does not change drastically when one symbol is shifted, we can show
This implies that, via union bound, the decoder can reproduce the list
with vanishing error probability. Here, note that every rows in Table I are different. Thus, the decoder can distinguish X 1,i from the list. By doing this procedure for 1 ≤ i ≤ n, the decoder can reproduce the entire source X n 1 with vanishing error probability. This means that the rate R 1 must be as large as the Slepian-Wolf rate H(X 1 |X 2 ). A similar argument can be applied to prove R 2 ≥ H(X 2 |X 1 ) since every columns in Table I are different. This is the first ingredient, informative structure, i.e., the function has a structure that reveals information about X ℓ,i .
In order to consider the entire region R(X L |f ), we need the second ingredient, conditional independence structure. In the above argument to bound individual rates, a crucial step is to input π b i (X n 2 ) to ψ n (φ (1) n (X n 1 ), ·); this is possible because X n 2 is directly observed at the decoder in the system with full sideinformation. When we consider the entire region, the same argument cannot be used since the decoder only gets φ (1) n (X n 1 ) and φ (2) n (X n 2 ). In order to circumvent this problem, we note that the function in Table I induces conditional independence, i.e., the Markov chain X 1 −•− f (X 1 , X 2 ) −•− X 2 holds. In fact, it can be verified from the fact that either x 1 or x 2 is determined from f (x 1 , x 2 ). Because of this observation, once the decoder can reproduce V n = f n (X n 1 , X n 2 ) (with vanishing error probability), the decoder can generatesX n 1 andX n 2 via channels P n X1|V and P n X2|V so that (X n 1 ,X n 2 ) and (X n 1 , X n 2 ) have (approximately) the same joint distribution as (X n 1 , X n 2 ). By this argument, we can decouple the entire system into two virtual systems. Then, we can use the previous argument of the full side-information case, and show that the decoder can reproduce the entire sources X n 1 and X n 2 with vanishing error probability. This means that the function computation region R(X L |f ) must be included in the Slepian-Wolf region R SW (X L ).
In the above argument, the function being symbol-wise and the source being i.i.d. are not necessary. In fact, the argument goes thorough as long as the function reveals (partial) information about X ℓ,i and the function induces conditional independence for the given source. In the next section, we will introduce an approach to derive converse bounds on the multiterminal distributed computing by generalizing the above argument.
IV. GENERAL RESULT
For ℓ ∈ L, let X ℓ be a partition of X ℓ ; i.e., X ℓ = {C 1 , . . . , C t } is a set of nonempty subsets C i ⊆ X ℓ (i = 1, . . . , t) satisfying C i ∩ C j = ∅ (i ̸ = j) and X ℓ = ∪ C∈X ℓ C. We say that partition X ℓ is nontrivial if t ≥ 2. For each x ℓ ∈ X ℓ , the subset C ∈ X ℓ satisfying x ℓ ∈ C is uniquely determined and denoted by [x ℓ ] X ℓ . For a sequence x ℓ = (x ℓ,1 , . . . , x ℓ,n ) ∈ X n ℓ , we apply [·] X ℓ to each symbol, i.e.,
For a subset A ⊆ L, a symbol a A ∈ X A , a sequence x A ∈ X n A , and an index i ∈ [1 : n], let a A x
be the sequence such that elements x A,i of x A are replaced by a A .
In the following, we introduce a few structures of functions; we say that a sequence f = {f n } ∞ n=1 of functions has certain structure if f n has that structure for every n.
Definition 5 (Local Function): For a given tuple of partitions X L = (X ℓ : ℓ ∈ L), the symbol-wise function f n,X L :
is called local function.
Since a local function is a symbol-wise function, we sometimes just say local function f X L : X L → ∏ L ℓ=1 X ℓ . As is clear from the definition, ℓth component of local functions can be locally computable at ℓth terminal. For a sequence of local function f X L = {f n,X L } ∞ n=1 , the achievable rate region R(X L |f X L ) plays an important role. Note that R(X L |f X L ) = R SW (X L ) when all the partitions are the finest partitions, i.e., X ℓ = {{x ℓ } : x ℓ ∈ X ℓ } for every ℓ ∈ L. In the rest of the paper, we write X ℓ ≡ X ℓ when X ℓ is the finest partition.
The following class of functions is a multiterminal generalization of the function class introduced in [9] ; for the motivation of the definition, see [9, Sections III and IV] .
Definition 6 (Informative Function): For a subset A ⊆ L, let X A = (X ℓ : ℓ ∈ A) be a tuple of partitons. A function f n is said to be X A -informative if f n satisfies the following conditions:
1) For each i ∈ [1 : n], there exists a mapping ξ
2) For every x L ∈ X n L , every ℓ ∈ A, and any permutation σ on . . . , σ(x ℓ ) , . . . , x L ) = f n (x 1 , . . . , x ℓ , . . . , x L ) .
On the other hand, when only Condition 1 is satisfied, f n is said to be semi X A -informative. Next, we shall introduce the class of functions that induce conditional independence.
Definition 7 (Conditional Independence): For a given source X L and a nontrivial partition L of L, we say that f = {f n } ∞ n=1 induces (approximate) conditional independence for (X L , L) if there exists a sequence of random variables S = {S n } ∞ n=1 such that, for every n ≥ 1,
for every A ∈ L and Pr(γ n (Z n ) ̸ = S n ) ≤ µ n for some function γ n : Z n → S n with µ n → 0 as n → ∞. Note that whether conditional independence is induced or not depend on both functions and sources in general. When the source X L is independent across a partition L, then any function induces conditional independence for (X L , L) by taking S to be a constant. In latter sections, we will show some conditions of functions such that those functions induce conditional independence for (X L , L) for every sources in the class of i.i.d. sources or the class of smooth sources.
Finally, we shall introduce product functions.
Definition 8 (Product Function):
For given functions f 1 = {f 1,n } ∞ n=1 and f 2 = {f 2,n } ∞ n=1 , let us define the product function as follows:
, the achievable rate region is denoted by R(X L |f 1 , f 2 ). The product of multiple functions is defined similarly. Now, we are ready to state our main results. Theorem 1: For a given smooth source X L and a nontrivial partition L of L, suppose that f = {f n } ∞ n=1 induces conditional independence for (X L , L). Furthermore, for a given tuple X L = (X ℓ : ℓ ∈ L) of partitions, suppose that f is X A -informative for every A ∈ L, where X A = (X ℓ : ℓ ∈ A). Then, we have
where f X L is the local function defined by (1) for the tuple X L . On the other hand, if f is semi X A -informative for every A ∈ L, then we have
We can apply the latter claim ((4)) of Theorem 1 recursively to obtain the following corollaries.
Corollary 1 (Recursion): Let X L be a smooth source. For a given sequence of nontrivial partitions {L (i) } k i=1 of L and a given sequence of tuples of partitions {X
A -informative for every A ∈ L (i) .
Then, we have 
Theorem 1 is proved based on ideas described in Section III. Because of the lack of space, the proof is omitted; see [12] .
V. APPLICATION TO DICHOTOMY THEOREM WITH I.I.D. SOURCES
In [5] , Han-Kobayashi considered classification of functions for more than two terminals; let F iid SW be the set of all functions f such that the symbol-wise function induced by f satisfies R(X L |f ) = R SW (X L ) for any i.i.d. sources with positivity condition. They derived a necessary condition and sufficient conditions such that a given function belongs to F iid SW . In this section, as an application of the general results in Section IV, we derive a novel sufficient condition that strictly subsumes the sufficient conditions in [5] .
First, we shall review the necessary condition and the sufficient conditions derived in [5] . For that purpose, it is convenient to introduce some "geometrical" notation of functions.
Definition 9 (Projection): For f : X L → V and a subset A ⊆ L, we define projected function f A :
Definition 10 (Span): For f :
Essentially, spanf −1 (v) is the set of coordinates ℓ such that the value of x ℓ cannot be uniquely determined from v. Let us verify Definition 9 and Definition 10 with some examples.
Example 1: Let us consider three terminal function f (x 1 , x 2 , x 3 ), where values of (x 1 , x 2 , x 3 ) are ordered as in Fig. 1(a) . For the function in Fig. 1(b) , f {3} (0) = (0, 0, 3, 4) and f {3} (1) = (1, 2, 3, 2). For the same function, spanf −1 (1) = ∅ and spanf −1 (0) = {2}, respectively. Now, we are ready to review the conditions derived by Han and Kobayashi [5] , where we rephrase their conditions by using the notations introduced above. 
Proposition 3 ([5]; Sufficient Condition):
A function f : X L → V belongs to F iid SW if, in addition to Condition 2 in Proposition 2, the following condition holds:
For both the functions in Fig. 1(b) and (c), the necessary condition in Proposition 1 is satisfied. For the function in Fig. 1(b) , Condition 1 and Condition 2 in Proposition 2 are satisfied. Thus, it is included in F iid SW . For the function in Fig. 1(c) , Conditions 1' is satisfied, but Condition 2 is not satisfied. Thus, we cannot decide whether it is included in F iid SW or not from Propositions 2 nor 3. In fact, Propositions 2 and 3 are implied as special cases of Corollary 2. In order to leverage Corollary 2 in a full generality, let us rephrase conditional independence structure and informative structure in terms of the basis function f :
Theorem 2: For a given nontrivial partition L of L and tuple of partitions X L = (X ℓ : ℓ ∈ L), suppose that f : X L → V satisfies the following condition: 1) For every v ∈ V, the inverse image satisfies spanf −1 (v) ⊆ A for some A ∈ L. Then, for any i.i.d. source X L , the symbol-wise function f n induces conditional independence for (X L , L). On the other hand, suppose that f satisfies the following condition:
2) For every A ∈ L and every x A ,x A ∈ X A with [x A ] X A ̸ = [x A ] X A , the projected function satisfies
Then, the symbol-wise function f n is semi X A -informative for every A ∈ L. We can use Theorem 2 and Corollary 2 to verify if a given function f is included in F iid SW . More specifically, if a given function satisfies the two conditions in Theorem 2, then we can use Corollary 2 to show that that function is included in F iid SW . We will illustrate the utility of this approach for the function in Fig. 1(c) .
Example 2: Let us consider the function in Fig. 1(c 
is the sequence of symbol-wise functions that consists of the product of f and local function f X (1) L .
To prove that this function belongs to F iid SW , we need to use recursion of Corollary 2. In the recursion step, we shall show that the product function (f, f X (1) L ) belongs to F iid SW . Since X 1 is the trivial partition and X 2 and X 3 are the finest partition, (f, f X (1) L ) is equivalent to (f (x 1 , x 2 , x 3 ), x 2 , x 3 ); see Furthermore, for the finest partitions X
(2) i ≡ X i for i = 1, 2, 3, we can verify that (f, f X (1) L ) satisfies Condition 2 of Theorem 2. Thus, the function (f, f X (1) L ) belongs to F iid SW , which implies that f belongs to F iid SW .
