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ABSTRACT 
A method is established to convert results from finite geometries to error-correcting 
codes. Using this we can determine the dimension of a maximal self-orthogonal code 
and the number of self-orthogonal codes of any fixed dimension in a given space. 
These results are applied to the Golay (11,6) code over GF(3) giving five equivalent 
conditions for a code to be equivalent to the Golay code. One of these is that every 
perfect (11,6) code is equivalent to the Golay code. Analogous conditions are established 
for the codes equivalent to the extended Golay (12,6) code over GF(3). One of these is 
that every (12,6) code with minimum weight 6 is equivalent to the Golay code. The 
corresponding theorems for the Golay (23,12) code over GF(2) and the extended 
Golay (24,12) code over GF(2) are given. Since these results are easier to demonstrate 
than the results over GF(3), the method of proof here uses known facts about these 
codes. 
1. GEOMETRIC BACKGROUND AND TERMINOLOGY 
We regard a code as a subspace of a vector space over a finite field with 
a fixed orthonormal  basis. F rom this point  of  view we translate some 
theorems from finite geometries into error-correcting codes terminology. 
A finite geometry is a vector space V of  dimension over a finite field 
Fq on which is defined a non-degenerate, symmetric bi l inear form f.  
We assume that Fq is a field with q elements. Consider the situation where 
V has a fixed basis. We can regard expressions of  any two vectors x and y 
with respect to this basis as n-tuples, x ----- (xl ..... xn), y = (y l  ..... yn). 
We call the x~ the components of  x. I f  the basis is orthonormal ,  
fix, y) = ~ x~yi 9 
i= l  
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We say that x is orthogonal  to y i f f (x ,  y) = 0 and we call a subspace 
self-orthogonal if every two vectors (not necessarily distinct) are ortho-  
gonal. 
We regard an error correcting code as a subspace of  a finite geometry 
which has a fixed orthonormal  basis, and we want to consider some of the 
theorems of finite geometry in this context. 
When n is odd, there is essentially one type of geometry. When n is 
even, there are two distinct types of geometry, for one the dimension 
of  a maximal self-orthogonal subspace is n/2, for the other it is n/2 -- 1. 
THEOREM 1. Let  V be a f inite geometry over Fq o f  dimension n with 
an orthonormal basis. Let v be the dimension o f  a maximal  self-orthogonal 
subspace. Then for  n even, v = n/2 whenever (--1)~/2 is a square in Fq, 
and v = n/2 --  1 whenever ( - -1)  ~/z is not a square in Fq. In ease n is odd, 
v = (n - -  1)/2. 
PROOF: Consider the situation when n is even. It is known [1, Chapter I I I ]  
that there are two essentially different ypes of geometry of  dimension n. 
For  one of  these v = n/2 and the discriminant of  the space is ( - -1)  n/z. 
For  the other, v = n/2 - -  1 and the discriminant of  this type of geometry 
is (--1)"/~ times a fixed nonsquare in Fq. By the assumption of an ortho- 
normal  basis the discriminant of  V is a square in Fq and the result 
follows. 
F rom now on we assume that V isa  finite geometry of  dimension over 
a field Fq and that V has an orthonormal  basis. We will refer either to sub- 
spaces of  V or to codes. 
THEOREM 2. Let  cr~.k be the number of  se l f  orthogonal subspaces 
or codes in V. Let  ak = I-I~.'=x(q i - -  1). Then the fol lowing gives us ~n.k 
for  all possibilities. 
CASE I. I fn i sodd ,  
~..~ _- 1-i,L-0 ~ (q(.-1-~,) _ 1 ) ,  (n = 2v + 1). 
a/c 
CASE II. I f  n is even, q even, 
(q"-~ - -  1) F IL~ (q,-2, _ a) 
cr,,~ = , (n = 2v), k /> 2. 
ak 
CASE III. I f  n is even, q odd and (--1)n/2 is a square, 
(q,-k _ q,/2-k + q,/2 _ 1) I-[i~-~ (q,-2, _ 1) 
~rn,~= , (n=2v) ,  k ~  
ale 
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CASE IV. I f  n is even, q odd and (--1)n/2 is not a square, 
(q~-k + q./2-~ _ qn/2 --  1) [Ii= 1~-1 (q,~-2i --  1) 
~rn,k = , (n -~ 2v + 2). 
a/~ 
PROOF. Formulas for all these possibilities are in Pless [6] and in Segre [7] 
for q odd. These follow directly from those taking into consideration 
the fact that V is assumed to have an orthonormal basis. 
COROLLARY. CASE I. I f  n is odd, 
v--1 
cr,~,,v = I-[ (qv-' + 1), (n = 2v -}- 1). 
i~0 
CASE II. I f  n is even, q even, 
v--1 
~... = gl (qv-, + 0,  (n -- 20. 
i=1 
CASE III. I f  n is even, q odd, 
v--1 
an,~ = 2 I~ (q~-' + 1), (n = 2v). 
i=1 
CASE IV. I f  n is even, q odd, 
crn,~ 
v--1 
= [ I  (q~+l-i + 1), (n = 2v + 2). 
i=O 
An important concept in error-correcting codes is the weight of  a vector, 
i.e., the number of  non-zero components it has. The minimum weight 
of a code is the weight of  the non-null vector in it of smallest weight. 
The linear transformations on V which are of  interest from the point 
of view of error-correcting codes are those which preserve the weights of  
the vectors. These are the monomial transformations. The matrix with 
respect to the fixed basis of  a monomial transformation over GF(q) 
is a matrix with exactly one non-zero scalar in any row or column. Any 
matrix of  this form represents a monomial  transformation. Such a trans- 
formation can be viewed as a permutation of  the components of each 
vector possibly followed by multiplying one or more components by a 
non-zero scalar, it being understood that the same permutation and 
multiplication by scalar operates on each vector. Clearly monomial 
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transformations preserve orthogonality. Two codes in V are called 
equivalent if one is the transform of the other by a monomial transforma- 
tion. Two equivalent codes have the same error-correcting properties. 
The distance between two vectors is defined to be the number of 
coordinate positions in which they have unequal coordinates. A sphere 
of radius r about a vector x is defined to be the set of all vectors in the 
space at distance less than or equal to r from x. A set of points is called 
an exact r-covering of the space if (1) the spheres of radius r about each 
vector in the set are disjoint and (2) every vector in the space is in one 
of these spheres. I f  the set of points forms a linear subspace we will call 
it a perfect code (in other places this terminology is used for any exact 
covering, but we are here only concerned with linear subspaces). 
2. APPLICATIONS TO THE GOLAY (11,6) AND EXTENDED GOLAY (12,6) 
CODES OVER GF(3) 
In this section we apply the previous results to show that every perfect 
(11,6) code over GF(3) is equivalent to the Golay (11,6) code and that 
every (12,6) code with minimum weight 6 over GF(3) is equivalent to the 
extended Golay code. We will treat the (12,6) case first in each section. 
The proof that every (12,6) code over GF(3) whose minimum weight 
is 6 is equivalent to an extended Golay code will be broken up into two 
parts. The first part will show that every (12,6) code with minimum 
weight 6 is self-orthogonal. The second part will show that every self- 
orthogonal (12,6) code whose minimum weight is 6 is equivalent o an 
extended Golay code. Both proofs are combinatorial in nature. 
I f  the basis vectors of a code C over GF(3) are written as the rows 
of a matrix, then any code equivalent to C can be obtained by a permuta- 
tion of the columns of this matrix combined with multiplying some (or no) 
columns by minus one. Conversely such an operation on this matrix 
results in a basis of a code equivalent to C. 
LEMMA 1. Let C be a (12,6) code over GF(3) whose minimum weighj 
is 6. Then C is self-orthogonal. 
PROOF: Let C x denote the subspace of V consisting of all vectors 
orthogonal to C. We will show that C • is equivalent to a self-orthogonal 
code. Consider the matrix whose rows are a basis of C -L. There is some 
basis of C • such that permuting the columns of this matrix yields a matrix 
M of the form (I, A) where I is the 6 by 6 identity matrix and A is some 
6 by 6 matrix. The rows of this matrix form the basis of a code equivalent 
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to C • It can be seen that C has minimum weight 6 if and only if no five 
columns of M are dependent. We call the weight of a column of M the 
number of non-zero entries it has. Since no five columns of M are depen- 
dent it follows that (1) no column in A can have weight less than 5, (2) no 
two columns of weight 5 can have zero in the same position, and (3) no 
column can have weight 6. 
The condition that C • is self-orthogonal is equivalent o MM'  = 0 
where 0 is the 6 by 6 matrix all of whose entries are zero. Clearly MM'  = 0 
if and only if AA'  = - -L  Let ci, i = 1 ..... 6 denote the columns of A 
and let w(ci) denote the weight of  column c~. By (1) and (3), 
w(c~) = 5 ~ --1(3). Hence c~ 9 c~ = - - l (mod 3). Let A~ be the number of  
places in which columns i and j  have equal entries (both either q- 1 or --  1). 
By (2), 4 --  A~j is the number of places one of ci ,  cj has a -k 1 and the 
other has a - -  1. Since no five columns of M are dependent, w(c~ + ci) >~ 4 
and w(ci- -c~.)  ~>4. But w(c i+c~. )=2+Ai~ and w(c~- -c j )=  
2 q- (4 --  ;~j) = 6 --  A~.. Hence 2 + hij >~ 4 and 6 --  A~j ~> 4 so that 
A~j = 2. Now c~ 9 cj : hij --  (4 -- A~j) = 2hij -- 4 = 0, i =~ j. Therefore 
A'A  = -- I ,  and, since A is square, this shows that A is nonsingular 
and A '=- -A  -1. We then have the desired result that AA' : - - I .  
Hence C • is self-orthogonal and since its dimension is six, C • = C, 
so that C is self-orthogonal. 
The following is an analogous lemma for the (11,6) case. 
LEMMA 2. I f  C is a perfect (11,6) code over GF(3), then C A is a self- 
orthogonal code with minimum weight 6. 
PROOF: Since C is perfect and 
the spheres of  radius 2 about the points in C cover the space and are 
disjoint. Therefore C has minimum weight 5. We can find a basis of  a code 
equivalent o C • whose rows constitute a matrix M of the form (D, A) 
where D is a 5 by 5 diagonal matrix with non-zero entries on the diagonal, 
and A is a 5 by 6 matrix. The fact that C has minimum weight 5 means 
that no four columns of  M are dependent. The proof  in this case is 
somewhat different than in Lemma 1 since A is not square. Also it is 
more convenient to choose D to be a general diagonal matrix rather than 
the identity since this choice allows us to obtain a column of -k l 's  in A. 
Clearly C • is self-orthogonal if and only if MM'  = DD'  q- AA '  = O. 
Since DD'  = D ~ = I, C • is self-orthogonal if and only if AA'  = - -L  
The condition that no four columns of M are dependent implies that the 
220 PLESS 
weight of  any column of  A is greater than or equal to 4 and no two columns 
of  A have a zero in the same posit ion. Hence five columns of  A have 
weight 4 and one has weight 5. Since we have written M as (D, A) we can 
bring A into the fol lowing form by means of monomia l  transformations,  
X 0 X X 
A == (a~j) = X X 0 X i=  1 ..... 5, j=  0,. . . ,5,  
X X X 0 
X X X X 
where the x's are non-zero elements of  GF(3). Let c i ,  i = 0 ..... 5 denote 
the columns of A and let r i ,  i = 1,..., 5 denote the rows of A. Let A0j, 
j = 1 ..... 5 be the number of  places in which column c o and column c~ 
have equal entries. Let t i j  denote the number of places in which columns 
ci and cj have equal entries. As in the previous lemma we can show that 
A0~-=2, j=  I .... ,5  (1) 
and 
1 ~< 1~ ~< 2, i =/= j,  i, j = 1 ..... 5. (2) 
Statement (1) means that  each column of A except the first has two § l ,  
two - -  1, and one zero entry. 
Let p~j be the number of  places in which rows i and j  have equal entries. 
We will show that piJ = 2. It is sufficient o show that P12 = 2 since any 
two rows can be brought into the first two posit ions in a manner esulting 
in an equivalent code whose generator matrix is still in the form 
M = (D, A). Since 1 ~< P12 ~< 4, we have to exclude the possibil it ies 
that p12 = l, 3, or 4. I f  P12 ~> 3, there are i , j  where 3 ~< i , j  ~< 5 such 
that a2i = a2j = 1. I f k  is the row other than 1, 2, i, or j ,  then (1) implies 
aki = ak~ =- -1 .  Hence Ai~ = 3, contradict ing (2). Suppose Pl~ = 1. 
Then a2a = a24 = a25 = --1. Let a34 = a. Then (I) and (2) imply that 
a34=a45= asa=a and a35 =a43 =a54= - -a.  I f  a3~=a,  then 
t24 ~< 2 implies a52 = a. This contradicts (1) if a = 1. I f  a = --1,  then by 
(1) a42 = - -a  which makes 123 = 3 contradict ing (2). I f  a32 = - -a ,  then 
125 ~< 2 makes a42 = - -a ,  which contradicts (1) if a = --1. I f  a = 1, 
then (1) implies that a52 = a. This leads to t23 = 3 contradict ing (2) 
again. Hence pl~ = 2 and indeed pis = 2, i =/= j ,  1 ~< i, j ~< 5. Therefore, 
t ! 
r~'r~ =p i j - - (4 - -p i s )  =2P~j - -4= 0, i=/=j. Clearly r i ' r l  = - -1 
(rood 3) so that AA' = - -L  Hence C • is self-orthogonal. I t follows from 
this that the weight of  any vector in C • must be a mult iple of 3. Since the 
min imum weight in C is 5 and C • is contained in C, the minimum weight 
in C • is six. 
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LEMMA 3. Every self-orthogonal (12,6) code in a space V over GF(3) 
whose minimum weight is six is equivalent to an extended Golay code. 
PROOF: We show this by a counting argument. By Case III of the 
Corollary of Theorem 2we know that the number of self-orthogonal (12,6) 
codes in V over GF(3) is 29 • 5 x 7 x 41 • 61. By Theorem 3 from 
Assmus and Mattson [2] the group of monomial transformations sending 
the Golay (12,6) code onto itself is isomorphic to the direct product of the 
Mathieu group M12 with the group of two elements. The order of this 
group is 12 x 11 x 10 x 9 • 8 x 2. The group of all monomial trans- 
formations on our space of dimension 12 over GF(3) has order 212 x 12! 
The number of codes equivalent to the Golay (12,6) is the ratio of these 
two orders which is 215 x 32 x 5 x 7. Hence there are 29 x 5 x 7 • 41 
x 61 --215 x 32 x 5 x 7 self-orthogonal (12,6) codes which are not 
equivalent o the Golay (12,6) code. The lemma will be demonstrated 
when we exhibit 29 • 5 x 7 x 41 • 61 -- 215 x 32 • 5 x 7 self-ortho- 
gonal codes in Vwhose minimum weight is three. 
We consider two cases: 
CASE I. We count all the self-orthogonal (12,6) codes which are 
a direct product of three self-orthogonal (4,2) codes. The number of these is 
(I) (48) 
X ~ X ~ =29x 3X52X7X 11. 
CASE II. We count all the self-orthogonal codes ffhich contain 
four weight 3 vectors, no two of which have a common non-zero com- 
ponent. Let U be the four-dimensional subspace spanned by such a set 
of four vectors. There are 
(i (i -~x-x -x44  
such subspaces. Consider one such U. The dimension of U • is 8 and U ~ 
is the orthogonal sum of U and a non-singular four-dimensional subspace 
W. The number of self-orthogonal six-dimensional subspaces U is con- 
tained in is precisely the number of self-orthogonal two-dimensional 
subspaces in W, which is eight. It can be easily seen that the four vectors 
we started with and their negatives are the only weight three vectors 
possible in a self-orthogonal space which contains them. Hence different 
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U must have different six-dimensional self-orthogonal extensions. Thus 
the number of such codes is 
--~ X ~ X ~ X 44 X 8 =214 X 5 z X 7 X 11. 
Notice now that 2"•  5 x 7 x 41 x 61--215 • 32 x 5 x 7, the 
number of self-orthogonal (12,6) codes not equivalent to the Golay (12,6) 
code, equals 29 • 3 • 52 • 7 x 11 § x 52 x 7 x 11 = 29 x 53 • 
72 • 11. Hence all self-orthogonal codes of minimum weight six are 
equivalent o the Golay (12,6). This incidentally shows that all self- 
orthogonal codes with minimum weight three fall under either Case I 
or Case II. 
LEMMA 4. Every self-orthogonal (I 1,5) code over GF(3) whose minimum 
weight is six is equivalent to the orthogonal of a Golay code. 
PROOF: We consider our eleven-dimensional space V to be embedded 
in a twelve-dimensional space V by adding a twelfth coordinate on which 
all vectors in V are zero. We will show that the number of self-orthogonal 
(11,5) codes with minimum weight 3 is half the number of self-orthogonal 
(12,6) codes with minimim weight 3. Let C be a five-dimensional self- 
orthogonal code with minimum weight 3 contained in V. Let C • be the 
orthogonal of C in V. Then C • is the orthogonal sum of C and a non- 
singular two-dimensional space W. The number of self-orthogonal 
six-dimensional extensions of C equals the number of self-orthogonal 
one-dimensional subspaces in W which is 2 (by the formulas on p.146 
of [1], the number of self-orthogonal vectors in W is 4, hence the number 
of self-orthogonal one-dimensional subspaces is 2). Let 6"1 be a five- 
dimensional self-orthogonal subspace with minimum weight 3 contained 
in V and distinct from C, and let (C, w} and (C1, wl} be six-dimensional 
extensions of each code in V. Since five is the largest dimension a self- 
orthogonal subspace of V can have, neither w nor wl can be in V. This 
implies that (C, w) @ (C1, wl}, for if not, then we could write a c 6 C, 
C ~ C1 as c = el + ~wl so that wl would be in V. Thus distinct five- 
dimensional self-orthogonal subspaces in V have distinct six-dimensional 
self-orthogonal extensions in V. Since the weight of any self-orthogonal 
vector in V is a multiple of three, these extensions have minimum weight 
three if the original spaces had minimum weight three. Let C be a six- 
dimensional self-orthogonal code in V. As is known, 
dim[V q- 6'] + dim[V c~ C'] = dim V + dim C = 17. 
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Now dim[V n C] ~< 5 since V n C' is a self-orthogonal subspace of 11. 
Since d im[V+C]  ~<dim V= 12, we must have d imV~C- - - -  5. 
Since we know the form of all six-dimensional self-orthogonal codes with 
minimum weight 3 by the proof of Lemma 3, the five-dimensional code 
so obtained will have minimum weight 3 if the original six-dimensional 
code had minimum weight 3. Thus there must be twice as many self- 
orthogonal (12,6) codes with minimum weight 3 as there are self-orthogonal 
(11,5) codes with minimum weight 3. Hence the number of self-orthogonal 
(11,5) codes with minimum weight 3 is 28 • 5 a x 72 x 11. 
Using Case I, Corollary in Theorem I, we find that chl.5 ~ 28 x 5 x 7 
x 41 x 61. Theorem I in Assmus and Mattson [2] tells us that the group 
leaving the Golay code invariant is the direct product of the two-element 
group and the Mathieu group Mal. The order of this group is 
11 x 10 x 9 x 8 • 2 and the order of the group of monomial trans- 
formations is 211 • 11 ! We note that precisely the same group ofmonomial 
transformations leaves a code and its orthogonal invariant. As in the 
previous lemma the number of self-orthogonal (11,5) codes not equivalent 
to the orthogonal of the Golay (11,5) code is 
2 s x 5 x 7 x 41 • 61--214 x 32 x 5 x 7 = 28 x 5 ~ • 72 x 11. 
The lemma is demonstrated when we note that this is the number of 
self-orthogonal codes with minimum weight 3. 
We recall the definitions of a Steiner (p, q, r) system and the weight 
distribution of a code in order to state the following theorems. Let p, q, 
and r be integers and let X be a set of r objects. Also let p ~< q <~ r. 
A Steiner (p, q, r) system is a collection of subsets of X consisting of 
exactly q objects such that every subset of X o fp  objects is contained in 
T q exactly one of these subsets. There are (~)/(v) subsets in a Steiner (p, q, r) 
system. 
The weight distribution of a code is the number of vectors in the code 
of any given weight. 
THEOREM 3. Let C be a (12,6) code over GF(3). Then the followingfive 
statements are equivalent: 
(1) C has the same weight distribution as the extended Golay code. 
(2) The non-zero coordinate indices of the minimum weight vectors of C 
form a Steiner (5, 6, 12) system. 
(3) The minimum weight in C is 6. 
(4) C is self-orthogonal nd the minimum weight in C is 6. 
(5) C is equivalent to an extended Golay code. 
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PROOF: It is known (see, for example, [2]) that the number of vectors 
of weight 6 in C is 28 x 3 x l 1. Following the argument in Assmus and 
Mattson [2], we obtain 22 • 3 • 11 six element subsets from the non-zero 
coordinate indices of weight 6 vectors, since a vector and its negative 
have the same non-zero coordinate indices. No two vectors of weight 
six can have five non-zero coordinate indices in common since the sum 
or difference of these would be a vector of weight four or less. The number 
of five coordinate indices which are a subset of the non-zero coordinate 
indices of a minimum weight vector in C is 
(6) = 23 X 32x  11=(125) 2 2 • 3 x 1 1 x 5 
which is the total number of subsets of cardinality five. 
Clearly (2) implies (3). Lemma 1 proves that (3) implies (4). Lemma 3 
proves that (4) implies (5). Since equivalent codes have the same weight 
distribution, (5) implies (1). 
THEOREM 4. Let C be an (1 1,6) code over GF(3). Then the following five 
statements are equivalent: 
(I) C has the same weight distribution as the Golay code. 
(2) The non-zero coordinate indices of the minimum weight vectors of 
C form a Steiner (4, 5, 1 1) system. 
(3) C is perfect. 
(4) C -~ is self-orthogonal nd its minimum weight is 6. 
(5) C is equivalent to the Golay code. 
PROOF: The proof that (1) implies (2) is analogous to the one in 
Theorem 3 and uses only the number of minimum weight vectors in C. 
Since the minimum weight in C is 5, the spheres of radius 2 about each 
code vector are disjoint. Since there are 
vectors in these spheres, C is perfect. Hence (2) implies (3). Lemma 2 
shows that (3) implies (4) and since equivalence preserves orthogonality, 
Lemma 4 shows that (4) implies (5). Clearly (5) implies (1). 
3. THE GOLAY (23, 12) CODE OVER GF(2) 
We now give results corresponding to Theorems 3 and 4 for the Golay 
(23, 12) code over GF(2) and the extended Golay (24, 12) code over GF(2). 
These are much easier to prove than the results over GF(3) since Witt's 
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theorem [8] about the uniqueness of the Steiner (4, 7, 23) and (5, 8, 24) 
systems bridges the difficult sections. In particular, this theorem states 
that a Steiner (4, 7, 23) system ((5, 8, 24) system) is related to any other 
Steiner (4, 7, 23) system ((5, 8, 24) system) by a permutation of the set 
of 23 (24) elements ending the one system onto the other. This can be 
used in the GF(2) case to construct a linear transformation of the space 
sending the code containing the first Steiner system onto the code con- 
taining the other system. We cannot do this in the GF(3) case due to the 
presence of minus ones. For characteristic 2, two codes are equivalent 
if and only if one is the image of the other under a permutation of the 
coordinates. These are the monomial transformations in this case. 
THEOREM 5. Let C be a (23, 12) code over GF(2). Then the following 
five statements are equivalent: 
(1) C has the same weight distribution as the Golay code. 
(2) C is perfect. 
(3) The coordinate indices of the minimum weight vectors in C form a 
Steiner (4, 7, 23) system. 
(4) C is equivalent to the Golay code. 
(5) C -L is self-orthogonal nd its minimum weight is 8. 
PROOF: We have (1) implies (2) since C has minimum weight 7 and 
dimension 12. The proof in Paige [4, p. 16] shows that (2) implies (3). 
A basis of the Golay code consisting of minimum weight vectors is listed 
in Paige [4]. By Witt's theorem [8] there is a permutation of the 23 coor- 
dinate indices sending the Steiner system given by the minimum weight 
vectors in the Golay code onto the Steiner system corresponding to 
minimum weight vectors in C. This linear transformation sends one code 
onto the other since it must send a basis onto a basis. Hence (3) implies (4). 
Clearly (4) implies (5) since the facts in (5) are known for the Golay code. 
We now show that (5) implies (1). Since C -L is self-orthogonal, all its 
vectors have even weight and so the all one vector is orthogonal to C'.  
Hence C is the orthogonal sum of C" and the all one vector. Thus (7' 
consists of all the even weight vectors in C and 8 is the smallest even 
weight in C. So the minimum weight in C must be l, 3, 5, 7, or 8. We will 
show both that it is 7 and that its weight distribution is unique. Let A, 
denote the number of vectors of weight i in C'. 
Suppose first that C has minimum weight one. Since the minimum 
even weight in C is 8, C can have no vectors of weight 3 or 5 and only 
one vector of weight 1. Hence A~ = 1, A2o = Als = 0. Since A22 = 1 
and C • is self-orthogonal, we obtain A 8 = A14 and A10 = AI~. Since C 
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is the orthogonal  sum of C x and its weight one vector, C cannot contain 
any vector of  weight 7 and so Aln = 0. Using the MacWil l iams identities 
[3], we have A s = 561 and A10 = 462. Note now that, since C • is self- 
orthogonal,  the vectors of  weights 8 and 12 generate a subspace which 
must be 10-dimensional. Let B~ denote the number of  vectors of  weight 
one orthogonal  to this subspace. Solving the MacWil l iams equations [3] in 
this situation for As and A~3 we obtain A 8 = 125 + 27B1, A12 = 898 - -  27B1 
Since there is no integral Bx for which 125 + 27Bt ~ 561 (or 898 - -  27BI = 
462), C cannot have minimum weight one. 
Let B3 denote the number of  vectors of weight 3 in C and B 5 denote the 
number of  vectors of  weight 5 in C. The only possible non-zero Ai are 
As ,A lo ,A13,A14,A ln ,A ls ,  and A2o with B3 =A3s ,  Bs=Als .  We 
cannot have both Ba and B5 non-zero since the sum of a vector of  weight 3 
and a vector orthogonal  to it in C • cannot have weight 5. Hence we either 
have Als = 0 or A2o = 0. We consider the first six power moments [5] 
for these two situations. For  the case with Ba = A2o and A13 = 0, we have 
a determinant of  the form 
1 1 1 1 1 1 
8 10 12 14 16 20 
82 102 123 143 163 203 
83 103 123 142 163 203+3! .  25 
84 104 124 144 164 204+4!  9 23. 23 
85 105 125 145 165 20~- /24"3"53"11  
50.  
For  the case with B 5 ---- Als and A20 = 0, we have a determinant of  the 
form 
1 
8 
8 2 
8 3 
8 4 
8 5 
1 1 1 1 1 
10 12 14 16 18 
10 2 12 2 14 2 16 ~ 18 2 
10 3 12 3 14 a 16 3 18 3 
10 4 12 4 14 4 16 4 18 4 
10 5 12 5 14 ~ 16 5 18 5+2 6"5!  
va0. 
Note that these determinants can be evaluated by expanding along the 
last column and using known facts about Van der Monde determinants. 
Therefore, their non-zero value can be demonstrated. Hence in both 
cases we have a unique solution. Since the weight distr ibution of  the 
orthogonal  to the Golay code is a solution to either system, it must be the 
unique solution. We must also have A18 = A20 = 0 and the min imum 
weight in C is 7. 
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THEOREM 6. Let C be a (24, 12) code over GF(2). Then the following 
five statements are equivalent: 
(1) C has the same weight distribution as the Golay code. 
(2) The minimum weight in C is 8. 
(3) The coordinate indices of the minimum weight vectors in C .form 
a Steiner (5, 8, 24) system. 
(4) C is equivalent to the Golay code. 
(5) C is self-orthogonal nd its minimum weight is 8. 
PROOV: Clearly (1) implies (2). Cut a coordinate index off in such 
a fashion that the dimension of the truncated C, call it C, remains 12. 
Then C" is still a linear subspace, in fact it is a (23, 12) code with minimum 
weight either 7 or 8. Hence C" is perfect and by the previous theorem it is 
equivalent to the Golay (23, 12) code. From this we know that the vectors 
of weight 7 span C'. In particular each vector of weight 8 in C is a sum of an 
even number of vectors of weight 7. Since the minimum weight in C is 8, 
each vector of weight 7 in C comes from a vector of weight 8 in C with a 
one on its truncated coordinate. From this it follows that each vector of 
weight 8 in C arises from a vector of weight 8 in C with a zero on its 
truncated coordinate. We will now show that the coordinate indices of the 
minimum weight vectors in C form a Steiner (5, 8, 24) system. We know 
that C' is a perfect code, hence spheres of radius 3 about the vectors in C 
form an exact 3-covering of the 23-dimensional space. Each vector of 
weight 4 in the 23-dimensional space must be at distance 3 from exactly 
one vector of weight 7 in C. Hence every subset of 5 coordinate indices 
where one coordinate is the truncated one occurs among the coordinates 
of one and only one weight 8 vector in C. Every vector of weight 5 in the 
23-dimensional space must be at either distance 2 from a vector of weight 7 
in C or at distance 3 from a vector of weight 8 in C. Hence every subset 
of 5 coordinate indices where the indices are from 1 to 24 occurs among 
the coordinates of one and only one weight 8 vector in C. 
Since t3 has a basis of weight 7 vectors, C has a basis of weight 8 vectors. 
Hence Witt's theorem about the uniqueness of the Steiner (5, 8, 24) system 
shows that (3) implies (4). 
Clearly (4) implies (5). I f  we assume that C is self-orthogonal nd of 
minimum weight 8, then C can possibly have vectors of weights 8, 10, 
12, 14, and 16. Clearly the minimum weight in C • = C is 8. By the theorem 
in [5] we have a unique solution for the weight distribution of C. Since 
the weight distribution of the extended Golay (24, 12) code also satisfies 
these equations we see that (5) implies (1). 
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