Abstract-Manycore chips are widely employed in highperformance computing and large-scale data analysis. However, the design of high-performance manycore chips is dominated by power and thermal constraints. In this respect, voltage-frequency island (VFI) is a promising design paradigm to create scalable energy-efficient platforms. By dynamically tailoring the voltage and frequency of each island, we can further improve the energy savings within given performance constraints. Inspired by the recent success of imitation learning (IL) in many application domains and its significant advantages over reinforcement learning (RL), we propose the first architecture-independent IL-based methodology for dynamic VFI (DVFI) control in manycore systems. Due to its popularity in the EDA community, we consider an RL-based DVFI control methodology as a strong baseline. Our experimental results demonstrate that IL is able to obtain higher quality policies than RL (on average, 5% less energy with the same level of performance) with significantly less computation time and hardware area overheads (3.1X and 8.8X, respectively).
Imitation Learning for Dynamic VFI Control in Large-Scale Manycore Systems I. INTRODUCTION L ARGE-SCALE manycore chips are employed to solve many compute-and data-intensive applications. However, high-power consumption of these manycore chips is a critical concern for continued scaling. Indeed, higher system power not only raises the chip temperature and cooling costs, but also decreases chip reliability and performance. In order to deal with the continually expanding core count in manycore systems, voltage-frequency islands (VFIs) have emerged as an efficient and scalable power management strategy [1] , [2] . In such designs, effective VFI clustering techniques allow cores and network elements (routers and links) that behave similar to share the same voltage/frequency (V/F) values without significant performance penalties. Indeed, VFIs present a scalable power management strategy that can reduce the energy consumption and hardware overhead while maintaining a specified level of performance.
Naturally, with time-varying workloads, we can dynamically fine-tune the V/F levels of VFIs to further reduce the energy dissipation with minimal performance degradation; to this end, we consider dynamic voltage and frequency scaling (DVFS) techniques for VFIs. However, traditional DVFS techniques operate on a core-by-core basis and use core-level information (e.g., core utilization and communication) to tailor the V/F values of each individual core. In [3] , these traditional DVFS techniques were applied using the combined information from all cores within the VFI, i.e., the VFI's average core utilization and communication. However, simple averages may not capture the information required to accommodate every core, router, and link within a VFI, particularly for VFIs with large intra-VFI workload variance.
In this paper, we argue that for applications with highly varying workloads, machine learning (ML) methods are suitable to fine-tune the V/F levels within VFIs. For instance, we can naturally formulate the problem of creating dynamic VFI (DVFI) control policies in the framework of reinforcement learning (RL). RL methods learn policies to efficiently control a system via a trial-and-error approach, i.e., interacting with the system and observing the resulting costs. Indeed, prior work has routinely employed RL methods to create finegrained DVFS control policies [4] [5] [6] [7] . However, three major drawbacks of this approach exist as follows.
1) RL approaches do not scale for large-manycore systems: the computational complexity of learning high-quality control policies along with large hardware overheads to store the policy both increase with the system size. 2) RL ignores the rich structural dependencies between different parts of the system (e.g., between VFIs and their controllers).
3) It can be difficult to design a cost function that leads RL to the desired behavior [8] . In the last few years, imitation learning (IL) has emerged as a significantly better alternative to RL from both theoretical and practical perspectives [9] [10] [11] , [44] . Indeed, IL has been successfully employed in diverse application domains including natural language processing, computer vision, and robotics [12] [13] [14] . Motivated by the better scalability and performance of IL over RL, we explore IL for learning DVFI control policies. However, it is nontrivial to adapt IL for DVFI control due to the large size of the action space. First, IL requires an Oracle policy (teacher) to supervise the V/F tuning during the IL process. In traditional IL, the Oracle policy is provided as training data. Unfortunately, we do not have any training data for the DVFI control problem. Therefore, we propose a computationally efficient approach to construct high-quality Oracle control policies to determine the best joint V/F decision that optimizes the global objective for each system state. Subsequently, we define some features that adequately describe the system state and adapt advanced IL techniques [9] , [15] , [16] to learn robust DVFI control policies by mimicking the behavior of the Oracle policy. Second, we formulate the DVFI decision-making problem as a structured prediction task [17] , where the goal is to predict the best V/F assignment for all VFIs jointly by leveraging the structural relationships between different VFIs. To overcome the challenge of having a large combinatorial space of joint control actions, we propose the notion of pseudo-independent structured controllers to facilitate efficient learning and decision-making.
To summarize, in this paper, we propose a novel and scalable IL methodology to learn DVFI control policies for large-scale manycore systems that can optimize the overall energy dissipation subject to targeted performance constraints. We empirically demonstrate the effectiveness and scalability of IL over RL techniques for DVFI control. The main contributions of this paper are as follows.
1) First, we propose a scalable IL methodology for on-chip power management of large-manycore systems. To the best of our knowledge, this is the first attempt to utilize this promising ML technique for solving an important optimization problem in manycore system design. To efficiently drive the IL process, we provide a mechanism to construct a high-quality Oracle policy and propose pseudo-independent controllers that closely follow the Oracle policy. 2) Second, we adapt the state-of-the-art RL-based finegrained DVFS control methodology to the domain of DVFI control. We develop a cost function that evaluates an individual VFI's action on the full-system (FS) power and performance, a nontrivial extension of the DVFS counterpart for DVFI. 3) Third, we present an exhaustive performance evaluation to compare IL with RL and a previously proposed feedback controller [3] . Our results show that IL is able to achieve, on average, 5% and 10.5% system energy reduction dissipation over the RL and feedback DVFI policies, respectively. Importantly, to achieve energy dissipation within 5% of IL, the RL-based implementation requires 8.8X more area and 3.1X more computation time.
This paper is organized as follows. Section II discusses the prior work. In Section III, we formulate the problem of creating DVFI policies for energy-efficient manycore systems. Section IV details the feedback-and RL-based DVFI control methodologies utilized as the baseline DVFI controllers in this paper. Section V details our proposed IL methodology. Section VI provides an experimental analysis of the DVFI policies on a large manycore platform. Last, Section VII summarizing the salient contributions and future directions.
II. RELATED WORK The VFI paradigm has become the design of choice when attempting to minimize the energy consumption with small performance degradation and area overhead [18] , [19] . The design of a VFI-based system has been presented in [20] . However, most prior work considers only static V/F allocation, which is suboptimal in the presence of highly varying workloads [20] , [21] .
Workload variation can be exploited by dynamically adjusting the V/F of a VFI-based manycore system. DVFI control in a VFI has been demonstrated in prior work [22] , [23] , but the focus has been on the network-on-chip (NoC) and control of inter-VFI queue occupancy as opposed to a FS performance evaluation. Hardware-based control has been demonstrated in the context of application-specific systems [24] , but the focus was mainly on the inter-VFI queue without considering NoC-enabled systems. Howard et al. [25] have designed a chip with DVFS and fine-grained V/F domains; however, our target in this work is much coarser-grained VFIs. In [26] , by using heuristic-based DVFI approaches, the authors have demonstrated that moving to coarser-grained control (both in the number of V/F levels available and VFI size) does not significantly reduce the efficacy over single-core DVFS.
A feedback-loop VFI-controller design methodology that considers the time-varying nature of the workload has been proposed [27] . Similarly, mixed integer linear programming was employed for optimal V/F allocation of a VFI-enabled system [28] . However, this approach uses a randomized rounding-based heuristic and tries to solve multiple instances of a modified integer linear programming problem, resulting in slower speed.
The first work on FS DVFI has been presented in [3] , but relies purely on simplistic heuristics and high-level VFI information that may lead to suboptimal decisions for all cores in the VFI. This particular work [3] serves as the basis for our current platform and represents the baseline DVFI policy.
ML techniques have been recently used for systemlevel dynamic power management [7] , [29] , [30] . However, these works consider coarse-grained system-level DVFS that is not intended for multiple V/F domains and fine-grain (submillisecond) DVFS control. There have also been some investigations regarding ML-based core-level DVFS [4] , [5] . In these prior works, the authors mainly study per-core DVFS, but these ideas can be adapted to DVFI as well. For example, per-core RL in conjunction with global power budget reallocation has been proposed before [6] . However, these prior solutions have three main drawbacks.
1) Consider learning independent controllers that do not take into account the inherent dependencies between VFIs. In contrast, we learn controllers by leveraging the structural relationships between VFIs [17] . 2) Employ online RL algorithms, which require workload stationarity, suffer from (exponential) state explosion, and have weak theoretical guarantees for convergence to the optimal policy. In contrast, we develop a new approach based on IL that overcomes these deficiencies and comes with strong theoretical guarantees (i.e., highly accurate base predictor implies a very good DVFI con- Fig. 1 . Overview of the DVFI control policy creation and evaluation. We first profile the given applications to obtain detailed per-core computation and communication characteristics for each application. We use this information to generate application-specific VFI clusters (application characterization). Then, given a performance and power tradeoff objective, we can use the detailed application characteristics to determine the parameters for per-application DVFI policies offline (offline learning). These DVFI policies are then deployed on the application-specific VFI system, and the execution time and energy dissipation are evaluated for the full-execution of the application (DVFI policy evaluation).
trol performance) [9] . 3) Use look-up tables to store the learned control policy, which would have large hardware overhead for largemanycore chips, as targeted by our work. In comparison, we employ efficient representations of the learned control policies that have negligible hardware overhead. Taken together, we improve the state of the art by proposing a new dynamic V/F tuning methodology for VFI-partitioned systems based on IL to improve the energy dissipation of a manycore chip within a target execution time constraint.
III. PROBLEM FORMULATION
In this paper, we take advantage of the temporal variations in the application and the structural relationship between VFIs to create DVFI policies that dynamically tune the V/F of each VFI. Fig. 1 illustrates the design and evaluation process for the DVFI policies and the underlying VFI system. First, we profile each application to gather detailed core and communication statistics. Then, using this information, we create application-specific VFI clusters and DVFI policies offline. Finally, we evaluate the application-specific DVFI policy on the VFI system by running the application under consideration. In this paper, we study the ideal scenario, learning and evaluating DVFI policies based on the same application. This paper is important to benchmark the performance and scalability of RL and IL approaches, and to drive future work on online learning in the context of multiple applications.
A. Optimization Objective
Consider a manycore system with n cores. Without loss of generality, let us assume that there exist k VFIs. The DVFI control policy π, at each control epoch t (where N is the total number of epochs), takes the current system state s t and generates the V/F allocation for all k VFIs, that is
We then define the energy consumption using this policy as
where E w (t, π(s t )) is the energy consumption of the system for the control epoch t given the joint V/F allocation π(s t ). Similarly, we can define the execution time when using the DVFI policy π as
where T w (t, π(s t )) is the execution time of the system for the control epoch t given the joint V/F allocation π(s t ). Given a VFI-enabled manycore architecture, an application, and a maximum allowable performance penalty, we aim to create a DVFI control policy π * that minimizes the energy dissipation within the specified performance penalty, that is
where p is the user-specified maximum allowable performance penalty and π nom is the control policy that simply chooses the highest V/F for all VFIs during each control epoch.
B. Overhead Considerations
To achieve optimal energy-efficiency in the presence of dynamic workloads, the DVFI controllers must be able to quickly make decisions and adapt the V/F values accordingly. Therefore, in this paper, we consider developing a hardware DVFI controller for each VFI. By keeping the controllers in hardware and judiciously choosing the DVFI policy, we can keep the energy and area overhead small when compared to the overall energy savings due to DVFI control.
C. Static VFI Creation
For any DVFI-based system, the initial step is to cluster the cores with similar behavior so that all cores and their associated routers and links in a VFI can benefit from coordinated V/F tuning. In this respect, instructions per cycle (IPC) per core and traffic statistics are employed to capture the utilization and communication behavior of the cores, respectively.
In this paper, we follow the basic methodology from [3] and create static VFI clusters using the k-means clustering algorithm to minimize each VFI's intracluster variation in both time-varying IPC and traffic statistics. This makes these clusters ideal for applying the DVFI methodologies that we investigate. We note that although k-means clustering is used in this paper, any other clustering methodology that clusters based on the time-varying dynamics of core utilization and traffic statistics can be implemented instead. It should be noted that the physical configurations of the VFI clusters are fixed, and the term DVFI refers to dynamically tuning the V/F level of each cluster at run time.
IV. BASELINE DVFI CONTROL POLICIES
To evaluate the effectiveness of the proposed IL-based methodology, we consider two well-known baseline DVFI methods: 1) the feedback controller for DVFI from a recent work [3] as a representative of non-ML approaches and 2) RL-based techniques from DVFS-based power management strategies [4] , [31] adapted for DVFI control. In the following sections, we review the pertinent details of each of these baseline DVFI control methodologies.
A. Feedback Control Approach
In traditional single core/router DVFS heuristics, two application characteristics emerge as the prevailing features when determining V/F decisions: CPU utilization [32] and intertile communication [33] . In [3] , these techniques are combined to create a feedback control policy for DVFI systems, and Fig. 2 provides an overview of this control policy.
In order to maintain simplistic hardware, the feedback DVFI controller is designed to work with simple, intuitive inputs. Two key characteristics of the VFI's workload, VFI average core IPC and average inter-VFI communication are used as input features. To cope with diverse application characteristics and intra-VFI variability, we profile each application and introduce a bias that takes application-specific behavior into account. In this paper, we use this DVFI methodology from [3] as the baseline DVFI control policy.
1) Drawbacks and Challenges:
The feedback control policy described above is based on average VFI characteristics (i.e., VFI average core utilization and average inter-VFI link utilization). This technique may not accommodate every core and network element within the VFI, especially for VFIs with high intra-VFI workload variance. Although the introduced bias helps to alleviate this problem, this may not aid applications that change dramatically during run time.
2) ML as a Solution: By using ML, we are able to create data-driven models that leverage additional information as needed. Therefore, for both RL (Section IV-B) and IL (Section V) policies, we incorporate more information and use the following input feature set: the VFI average ( f 1 ) and maximum core IPC ( f 2 ); the VFI average ( f 3 ) and maximum inter-VFI communication ( f 4 ); and the VFI's previous V/F state ( f 5 ). These particular features are chosen in order to capture the average computation and communication patterns of the VFI ( f 1 and f 3 ), to account for variance of the computation and communication patterns within the VFI ( f 2 and f 4 ), and to use the contextual knowledge of the previous prediction ( f 5 ) to infer the best V/F for the VFI. Therefore, we propose to use RL and IL to learn more sophisticated DVFI control policies.
We emphasize that the ML-based methodologies used (i.e., RL and IL) to learn the DVFI control policies are performed off-line. Subsequently, the learned DVFI control policy is implemented on-chip to actuate the dynamic V/F control.
B. Reinforcement Learning Approach
Recently, RL techniques have been frequently used to learn efficient DVFS power management policies [4] , [6] , [31] . These RL methods learn how to control a system via a trial-and-error approach by interacting with the system and observing the resulting costs or reinforcements.
We formulate the RL problem in the framework of a Markov decision process (MDP). An MDP is defined by a set of states S, the possible states of the system; a set of control actions A, representing the V/F allocations for the VFIs; a Markovian transition function T that specifies the dynamics of the system; and the cost function C that assigns real numbers to state and action pairs, i.e., C(s, a) represents the immediate cost of taking an action a in state s.
Given an MDP, the goal of an RL algorithm is to return a policy π that minimizes the cumulative cost over a sequence of decision steps. Fig. 3 provides an overview of the RL approach used in this paper. The processes in Fig. 3 are described in the following sections.
1) Q-Learning:
In this paper, we adopt the popular RL algorithm Q-learning [34] to learn which action is optimal for each state. By exploring the state space and the resulting costs from particular actions, Q-learning attempts to learn a representation or policy π that is exploited to minimize the cost. At the core of the Q-learning algorithm is the Q-values that represent the learned value of taking an action from a particular state. After taking the action a t for state s t at time t, the Q value is updated as follows [34] :
where α t is the learning rate, C(s t , a t ) is the cost observed after performing a t in s t , and γ is the discount factor for expected future costs. Using these Q-values, we select actions with an -Greedy decision-making (explore/exploit) policy [34] to allow the Q-learner to explore the state-action space of the time, while exploiting the currently learned Q-values (1 − ) of the time.
In order to allow designer-specified tradeoffs between energy consumption and execution time, we adopt the generalized cost function from [31] 
where P(s, a) is the power of the system with state s and action a, T (s, a) is the execution time with state s and action a, and λ is a user-defined tradeoff parameter. Since we are mainly concerned with the tradeoffs between the different possible actions, we want P(s, a) to represent the relative power of taking action a with respect to all other actions when the system state is s. Therefore, we define P(s, a) as
where a V and a f are the voltage and frequency after taking action a, V nom and f nom are the nominal voltage and frequency, and m(V, f ) is a model representing the proportional relationship between the V/F values and power. This way, (8) captures the cost of an action with respect to all other actions.
Since it is difficult to determine the overall system execution time from any single VFI, we attempt to estimate the possible repercussions of each VFI's action on the system execution time. To this end, the relevant information is the maximum utilization (an indicator for possible computational bottlenecks, B comp ) and the level of inter-VFI traffic (an indicator for possible communication bottlenecks, B comm ). With this in mind, we define T (s, a) as
where φ is a parameter that trades off the computation and communication impact on T , (9) represents the chance for creating a computational bottleneck; the more VFI maximum utilization exceeds the reference utilization, the more likely an execution time penalty will occur. On the other hand, the second part of this equation represents the chance for creating a communication bottleneck; the lower the frequency, the greater the inter-VFI flit latency. Subsequently, a frequency-ratio-weighted flit count takes into account how many messages and how greatly these messages were affected by the action taken. We can then achieve various power-performance tradeoffs by sweeping the value of λ across a wide interval (7) . Intuitively, high values of λ will result in policies that favor (i.e., maximize) performance, while lower values of λ will favor (i.e., minimize) power. Existing work on applying RL to tradeoff speed and accuracy of structured prediction [8] follows a similar approach.
2) Drawbacks and Challenges: The main drawbacks of RL methodology are as follows.
1) RL methods do not scale for large-scale manycore systems. Since learning is done via trial-and-error, the learner needs to sufficiently explore the state space to learn high-quality control policies. Therefore, the computational complexity can be very high for large state spaces. Additionally, the hardware overhead to store the DVFI control policies scales with the state space and can become enormous without a function approximator. 2) It is hard to select the value for parameter λ in the cost function to achieve the desired power-performance tradeoff. Hence, we need multiple runs to tune the value of λ, which can be computationally expensive.
3) The RL method learns independent controllers that do not take into account the inherent dependencies between VFIs. Our proposed solution based on IL aims at mitigating these limitations of RL approaches.
V. IMITATION LEARNING APPROACH
We formulate and solve the problem of learning a DVFI controller in the framework of IL [15] , [16] . To the best of our knowledge, this is the first attempt to utilize this promising learning technique for solving an important optimization problem in multicore systems design. Fig. 4 provides an overview of the IL approach used in this paper. The processes in Fig. 4 are described in the following sections.
A. Overview of Imitation Learning
IL is considered to be an exponentially better framework than RL for learning sequential decision-making policies, but assumes the availability of a good Oracle (or expert) policy to drive the learning process [44, Sec. V]. At a very high level, the difference between IL and RL is the same as the difference between supervised learning and exploratory learning [10] , [11] . In the supervised setting, the learner is provided with the best action for a given state. In the exploratory setting, the learner only receives weak supervision in the form of immediate costs and needs to explore different actions at each state, observe the corresponding costs, and learn from past experiences to figure out the best action for a given state. From a complexity perspective, when it is possible to learn a good approximation of the expert, the amount of data and time required to learn an expert policy is polynomial (quadratic or less) in the time horizon (i.e., number of decision steps) [9] . However, near-optimal RL is intractable for large state spaces [10] , [11] . Our work targets large system sizes where the state space grows exponentially with the number of cores. Therefore, RL methods may not scale very well.
In traditional IL, expert demonstrations are provided as training data (e.g., demonstrations of a human expert driving a car), and the goal of the learner is to learn to imitate the behavior of an expert performing a task in a way that generalizes to similar tasks or situations. Typically, this is done by collecting a set of trajectories of the expert's behavior on a set of training tasks. Then, supervised learning is used to find a policy that can replicate the decisions made on those trajectories. Often the supervised learning problem corresponds to learning a classifier or regressor to map states to actions [9] , [15] , [16] .
B. Challenges of Imitation Learning for DVFI Control
For our DVFI control problem, the expert corresponds to an Oracle controller that provides the supervision on how to make good control decisions for V/F tuning. We list the two main challenges in applying the IL framework to learn DVFI control policies, and provide the corresponding solutions below.
1) Oracle Construction:
In traditional IL, expert demonstrations are used as the Oracle policy to provide supervision for the IL process. Unfortunately, we do not have any training data for the DVFI control problem. For VFI-enabled systems, we define the Oracle controller as the policy that allocates the best V/F levels for each VFI to minimize the overall power consumption subject to some performance constraints. The total number of candidate Oracle policies is (L k ) N , where N is the length of the system trajectory (number of time intervals or control epochs), k is the number of VFIs, and L is the number of V/F levels for each VFI. A naïve approach is to evaluate each candidate Oracle policy by running the application with the corresponding sequence of joint V/F allocations in terms of both energy-delay product (EDP) and execution time; and select the feasible (i.e., satisfies p% execution time penalty constraint) policy that has the lowest EDP. Clearly, the problem of computing an optimal Oracle policy that has the minimum EDP subject to a particular performance constraint (e.g., p% execution time penalty) is intractable due to the combinatorial space of V/F assignments for all VFIs along the system trajectory.
Since the learning process is offline, we access the future system states and perform a look-ahead search to find the best joint V/F allocation for all VFIs. This is accomplished by running the application with different V/F assignments to optimize the global performance (i.e., EDP of the system). To overcome the computational challenge and closely approximate optimality, our key insight is to perform local optimization followed by aggregation for global optimization.
First, we compute the optimal V/F (which minimizes EDP) for each VFI, at each control epoch, for m different execution time penalties (e.g., 0%, 5%, and 10% for m = 3). This gives us m different V/F assignments for each control epoch. Second, for every n control epochs, we compute the best V/F decisions by performing an exhaustive search over all possible combinations of local optima from the first step (m n ). Note that it is easy to find a small m that works well in practice, but both the quality and computation time of the Oracle depends on n.
To estimate the power and performance values under different V/F levels, we employ the power and performance model from [35] , which was shown to be very accurate with a root-mean-squared-percentage-error of only 4.37%. In our experiments, we found that beyond a small value of n (n = 15), the quality of the Oracle (evaluated using EDP) saturates. These results indicate that we can construct highquality Oracle policies in a computationally efficient manner, which is important for the effectiveness of our IL approach.
2) Fast and Accurate Decision-Making: In traditional IL, for any given state, the number of control actions is very small. This means learning and decision-making can be performed efficiently by leveraging standard supervised learning techniques (e.g., classifiers and regressors). Unfortunately, in the DVFI control problem, there are a large number of joint V/F actions for all VFIs, which poses significant scalability challenges for learning and decision-making.
We formulate the problem of DVFI control decision-making as a structured output prediction task [17] . This is the task of mapping from an input structured object (a graph with features on the nodes and edges) to an output structured object (a graph with labels on the nodes and edges). In DVFI control, the input graph contains a node for each VFI with edges defined based on the inter-VFI traffic density. The label for each node in the output graph represents the V/F allocation of the corresponding VFI. The edges in the graph correspond to the structural dependencies between different input and output variables. Fig. 5 illustrates the structured output prediction task corresponding to the DVFI control decision-making. It is important to note that the DVFI control policy learning problem is a significant generalization of the traditional classification problem (i.e., classification with exponential number of output classes).
A standard approach to structured prediction is to learn a function π for scoring a candidate output graph for each input graph [17] . Given such a scoring function π and a new input graph, the output computation involves solving the so-called Argmax inference problem, which is to find the highest scoring output graph for the corresponding input graph. Unfortunately, solving the Argmax inference problem is often intractable except for a few special cases, such as for input graphs in the form of a chain or tree with small width [17] . The main challenge for learning and decision-making for DVFI control is choosing the best V/F from the large space of all possible V/F assignments (L k , where k is the number of VFIs and L is the number of V/F levels for each VFI). This is particularly challenging for our DVFI control problem: we are trying to predict the joint V/F allocation for all VFIs to save energy, but if the computation for making the prediction consumes more energy than the energy saved, we do not gain anything. Therefore, we want a fast and accurate predictor whose energy overhead is very small when compared to the overall energy savings due to DVFI control.
To address the above-mentioned challenge, we learn pseudoindependent structured controllers to achieve efficiency without losing accuracy. Specifically, we learn kcontrollers, one controller for each VFI. These controllers are pseudoindependent in the sense that each controller predicts the V/F allocation for only a single VFI but has the context of previous predictions from all controllers and the structural dependence information of the other VFIs when making predictions. Intuitively, the different controllers are trying to help each other via the additional contextual information. We encode the structural dependencies for each VFI into features (Section IV-A2) that will be used by each controller to make its own V/F prediction.
C. Imitation Learning Methodology 1) Exact Imitation Algorithm:
Our goal is to learn a controller that closely follows the Oracle in terms of V/F allocation. Given an Oracle controller π * , we want to learn a controller π that minimizes the regret; in this paper, we define the regret of a controller π as
We reduce the problem of learning the controller to a series of simple regression problems. This reduction allows us to leverage powerful off-the-shelf regression learners. In the exact imitation training approach, we run the given application on the VFI-enabled system using the Oracle controller π * . Without loss of generality, let (s 1 , s 2 , . . . , s N ) correspond to the sequence of system states on the execution Algorithm 1 Pseudo-Code of DAgger trajectory, where given any integer t, t [1, N), s t +1 is obtained when the Oracle was used to make V/F assignments for each VFI at system state s t . For each state s t on the execution trajectory, we collect one regression training example (system input-output pairs) for each VFI controller: state s t features and the Oracle V/F allocation correspond to the input and output, respectively. For each controller, the set of aggregate imitation examples are divided into ten folds. We separate out three randomly selected folds for validation and use the remaining seven folds for training. These sets are then given to a regression learner [e.g., linear regression (LR) or regression trees (RTs)] to learn the controller.
Unlike standard supervised learning problems that assume independent and identically distributed (IID) input examples, our controller learning problem is non-IID because the next state s t +1 depends on the decision of the controller at the previous state s t . Therefore, controllers learned via exact imitation can be prone to error propagation: errors in the previous state may result in a next state that is very different from the distribution of states the learner has seen during the training, and contributes to more errors. To address the errorpropagation problem associated with exact imitation training, we employ an advanced IL approach called DAgger [9] as explained in the following section.
2) DAgger Algorithm: Algorithm 1 provides the pseudocode for learning the DVFI control policy with DAgger. The key idea behind DAgger is to generate additional training data so that the learner is able to learn from mistakes. DAgger is an iterative algorithm, where each iteration adds imitation data to an aggregated data set. The first iteration follows the exact imitation approach. After each iteration, we learn controllers π = (π 1 , π 2 , . . . , π k ) using the current aggregated data. Subsequent iterations run the given application on the VFI-based manycore system using the learned controller π to generate a trajectory of system states. At each decision along this trajectory, we add a new imitation example if the control decision of the learned controller π is different from the Oracle controller π * . Therefore, later iterations allow DAgger to learn from states visited by errors in the learned controller and correct its mistakes using the input from the Oracle controller π * . Fig. 6 illustrates the DAgger algorithm for learning DVFI control policies. This iterative learning approach comes with strong theoretical guarantees that can learn policies with very small regret (i.e., closely follow the Oracle) [9] . It is important to note that the sequence of policies learned during the DAgger iterations may not have a monotonic convergent behavior in general. The theoretical result only guarantees that there exists a policy with small regret among the sequence of policies [9] . Similar to the exact imitation algorithm, during each DAgger iteration, we divide the aggregate data set into tenfold. We separate out three randomly selected folds for validation and use the remaining seven folds for training. We select the best policy over all the iterations based on the performance on the validation data set.
VI. EXPERIMENTAL RESULTS
In this section, we first present the VFI-based platform and baseline configurations used in analyzing the DVFI control methodologies considered in this paper. Then, we discuss the design and relevant tradeoffs of each of the DVFI control policies outlined in Sections IV and V. Last, we provide a FS analysis in terms of execution time and energy dissipation using popular CMP workloads.
A. Experimental Setup
We employ GEM5 [36] , a full system simulator, to obtain detailed processor and network-level information. In all the experiments, we consider a system running Linux within the GEM5 platform in FS mode. Since running Linux in FS mode with Alpha cores is limited to a maximum of 64 cores, we use a 64-core system. The MOESI_CMP_directory memory setup [36] is used with private 64-KB L1 instruction and data caches, and a shared 8-MB (128 KB distributed per core) L2 cache. Four SPLASH-2 benchmarks: FFT, RADIX, LU, and WATER (WAT) [37] ; and four PARSEC benchmarks: CANNEAL (CAN), FLUIDANIMATE, DEDUP, and VIPS [38] are considered. The performance statistics generated by the GEM5 simulations are incorporated into McPAT to determine the power values [39] .
In this paper, we consider nominal range operation in the 28-nm technology node. Hence, the adopted DVFI strategy uses discrete V/F pairs that maintain a linear relationship. Eight V/F pairs are considered (in volts/GHz): 1/3, 0.95/2.75, 0.9/2.5, 0.85/2.23, 0.8/1.94, 0.75/1.64, 0.7/1.33, and 0.65/1.02. By using on-chip voltage regulators with fast transitions, latency penalties and energy overheads due to voltage transitions can be kept low. We estimate the energy overhead introduced by the regulators due to a voltage transition as
where η is the power efficiency of the regulator, C filter is the regulator filter capacitance, and V 1 and V 2 are the two voltage levels before and after the voltage transition [40] . Both the regulator switching energy and DVFI controller energy are taken into account when analyzing the overall system energy. We have also incorporated the synchronization delay associated with the mixed-clock/mixed-voltage (MCMV) first-input, first-ouputs (FIFOs) at the boundaries of each VFI into the simulations [41] . For each VFI, we have incorporated the energy overhead of: generating additional clock signals [42] assuming a traditional H-tree clock distribution using our target ST 28-nm technology, the voltage regulator's switching, and the MCMV FIFOs.
Any manycore platform requires a suitable NoC architecture as the communication backbone. We have already demonstrated the efficacy of an emerging wireless NoC (WiNoC) architecture in designing a VFI-based manycore system [3] , [20] . Hence, we consider the WiNoC as the communication backbone in this paper. It should be noted that instead of WiNoC, any other NoC architecture can be used for comparative performance evaluation of the DVFI policies.
B. VFI System and Baseline DVFI Configuration
In this paper, we consider four VFI clusters while imposing a minimum VFI cluster size of four cores [3] . By using the k-means algorithm, we cluster the cores to minimize each VFI's intracluster variation in the time-varying IPC and traffic statistics [3] . We reiterate that the analysis of VFI clustering methodologies lies beyond the scope of this paper and any clustering methodology could be used to similar effect. Table I shows the cluster size of each VFI. For instance, for the FLUID benchmark, VFI 1 has 40 cores, VFI 2 has 16 cores, and VFIs 3 and 4 have four cores.
An important parameter in the DVFI controller is the V/F switching period T SVF . In this paper, we ensure that the DVFI controller delay is less than 1% of T SVF so that the controller does not impose significant delay. Table II (Section VI-E1) presents the delay for all controllers considered in this paper, subsequently, we set the lower bound 1 μs ≤ T SVF . We sweep T SVF throughout the range 1 μs ≤ T SVF ≤ 1 ms and choose the value of T SVF that minimizes the EDP of the Oracle (Section V-B1) for each benchmark. The optimal values of T SVF were found to be between 21 and 227 μs. For each benchmark, we use the same T SVF for all the different DVFI techniques.
To ensure that the controller has up-to-date data when making its decisions, each core sends its traffic and IPC data at T SVF intervals. Due to the simplicity of the application statistics used, each core only sends traffic and IPC data to its respective DVFI controller. This core-to-controller traffic is insignificant when compared to the total amount of traffic traversing the system. In fact, we have measured that the total traffic generated to the DVFI controllers contribute less than 0.05% of the total traffic for all benchmarks considered. 
C. Reinforcement Learning Implementation
In order for the Q-learning algorithm to converge to a policy that satisfies the objectives, the parameters need to be carefully chosen. Similar to many other previous works on RL [31] , we choose to implement a decaying learning rate α as a function of the learning iteration number. Logically, we initially start with low confidence in our policy and want to learn or change the policy aggressively. Over time, our confidence in the current policy increases, allowing us to reduce α and the changes made through the Q-learning process. For the discount factor, we use a static value of γ = 0.9, placing a fairly high importance on future costs. We also utilize an = 0.1, for the -Greedy decision-making (explore/exploit) policy to allow the Q-learner to explore the state space 10% of the time while exploiting the current learned policy 90% of the time.
For the cost function, we need to choose m(V, f ), U ref , φ, and λ in order to achieve a policy that reflects our constraints and optimization objectives. In this paper, (8) captures the relationship between V/F values and power.
We use m(V, f ) ∝ V 2 f to simply capture the relative cost of taking various V/F decisions. Since both dynamic and total power are monotonically decreasing and convex with respect to voltage, this captures the relative cost associated with policy actions for changing V/F values. We choose U ref for each benchmark to be the average of the system's maximum core utilization (IPC) running at nominal V/F
where U c (n) is the utilization of core c during control interval n, N is the total number of control intervals for that benchmark. Intuitively, U ref is representative of the level at which we want to maintain the VFI maximum utilization in order to manage similar performance to the nominal case. To balance T 's [see (9) ] dependence on the potential computational and communication bottlenecks, we set φ j to be the ratio of computation to communication in the application for VFI j
where IPC i is the IPC for core i and Comm i is the communication messages per cycle for core i . Last, λ serves as our power/performance tradeoff parameter. We sweep λ to obtain a set of policies at different power/performance tradeoff points.
In Fig. 7 , as an example, we demonstrate how energy and execution time are traded off with different values of λ for two benchmarks, i.e., FFT and CAN. In this paper, we minimize the energy dissipation for a given limit on the performance penalty, which in this case is 5%. For our situation, λ = 100 and λ = 500 are suitable selections for FFT and CAN, respectively. We similarly choose λ for all other benchmarks. However, it should be noted that in CAN, if a higher performance penalty can be tolerated, λ = 10 is a much more desirable energy/performance tradeoff. This demonstrates the ease with which the cost function can be tuned with λ to allow easy tradeoff analysis.
In order to keep the representation simple, we implement the Q-learning policies in the form of state-action tables as done in prior work. Simply put, given an input VFI state (input features, Section IV-A2), the table will return a row of Q-values corresponding to the policy's evaluation of each action at that input VFI state. However, in order to use the table representation, the input state must be quantized from continuous values to discrete values. When determining the number of discrete levels or quantization granularity (QG) for the input features, two important factors must be considered: the quality of the resulting quantized policy and the overhead of implementing this policy. Due to the inherent loss of information related to quantizing the input features, low QG will make it harder to learn high-quality DVFI policies. On the other hand, increasing QG would result in quickly increasing table overhead resulting from state space explosion.
To evaluate the QG's effect on the quality of potential policies, we use an Oracle policy (we utilize the policy created for IL in Section V-B1) to learn a decision table based policy for each level of QG and compare their accuracy with respect to the Oracle. To evaluate the area overhead, we implement a Q-Learning Table for each level of QG, a lookup table  with enough entries (8-b) to accommodate all states possible (a function of the number of actions and quantization levels), and evaluate it using Synopsys Design Vision in ST 28-nm CMOS process. In Fig. 8 , we demonstrate the tradeoff between area overhead and quality of the policy (testing error) averaged over all eight benchmarks considered in this paper. After a QG value of six, the testing error starts to saturate while the overhead still increases rapidly. Consequently, we choose to implement the RL policy with QG of six.
D. Imitation Learning Implementation
In this section, we discuss the implementation details and evaluate the accuracy and efficiency of multiple IL-based DVFI control policies in terms of the prediction accuracy and the implementation overhead required for each decisionmaking module. First, we describe the creation of the Oracle that is to drive the learning of IL-based policies. Second, we discuss the various candidate regression models that we evaluate for DVFI controller representation. Third, we determine the prediction accuracy by comparing the outputs for each of the DVFI policies against the Oracle. Last, we demonstrate the utility of DAgger in improving the accuracy of the learned policies. 
1) Oracle Policy Implementation:
In order to allow the DVFI policy to save significant energy without large penalties, we use 5% for the allowable execution time penalty. As discussed in Section V-B1, the values of m (the number of local execution time penalties evaluated) and especially n (the number of control epochs over which an exhaustive search is performed), dictate the quality of the Oracle policy. In our experiments, we employed m = 3 (0%, 5%, 10% penalties) and found that beyond a small value of n, the quality of the Oracle saturates (shown in Fig. 9 ). We consider EDP as the relevant measure to evaluate the quality of the Oracle. These results indicate that we can efficiently construct high-quality Oracle controllers, which is important for the effectiveness of our IL approach. For our experiments, we create the Oracle policy using values n = 15 and m = 3.
2) Regression Learner: Our goal is to learn a function to predict the V/F of a VFI by examining its characteristics or features. We can employ any regression-learning algorithm, such as k nearest neighbor (k-NN), LR, support vector regression (SVR), and RT. However, due to performance, energy, and area overhead constraints of an on-chip environment, some regression learners are not suitable for DVFI control. For example, k-NN and nonlinear SVR-based predictors need large area for on-chip implementation (store subset of training examples), and cause large delay and consume more power due to high prediction time (distance/kernel computation for each of the stored training examples).
On the other hand, LR needs to store only one weight for each feature, and each control decision computation involves performing multiplications and additions; the number of such operations is linear in the number of features. RT can efficiently represent nonlinear functions in the form of trees and each control decision computation involves a linear number of comparisons with the depth of the tree.
In this paper, we explore RT and LR as the base regression learners to evaluate our IL-based DVFI control methodology. We employ Weka [43] , an open source ML toolkit to learn our LR and RT policies.
3) DVFI Accuracy With Exact-Imitation and Dagger: To evaluate the prediction accuracy of the controller, we compute the mean absolute percentage error (MAPE) across all DVFI decisions. In this paper, we consider the error as the difference between the controller's predicted voltage and the Oracle's voltage. In Fig. 10 , we show the MAPE and one standard deviation away from the mean (error bars) for each benchmark, as well as the average across all benchmarks (AVG) for both LR and RT policies. As we can see, both RT and LR policies closely follow the Oracle, with less than 10% error for all benchmarks considered with only one exception, LR with exact-IL on FFT. However, by applying the Dagger algorithm we are able to greatly reduce LR's MAPE for FFT. Also, as illustrated in Fig. 10 , RT outperforms LR in every benchmark (0.96% on average).
To overcome the deficiencies of exact imitation training, i.e., the error propagation problem, we implemented the DAgger algorithm. Training examples generated during exact imitation correspond to ideal conditions (considering all the past DVFI decisions to be correct). However, when we execute the learned policy, we cannot guarantee these conditions to hold. By using DAgger, we train the policies to recover from potential mistakes caused by the imperfect policy learned via exact imitation. We ran DAgger for five iterations and picked the best performing policy using a validation data set (we create this validation data set by dividing DAgger's aggregated data set into ten folds. We separate out three randomly selected folds for validation and use the remaining seven folds for training). We noticed that increasing the number of iterations did not have a noticeable improvement in the results.
In Fig. 10 , we demonstrate the MAPE for the DAgger-enabled ML policies. By using DAgger, both ML policies are able to more closely follow the Oracle compared to their exact-IL counterparts. Also, RT with DAgger outperforms LR with DAgger in every benchmark in MAPE (0.95% on average). Therefore, for the rest of this paper, we use DAgger-enabled RT as our IL policy.
E. Comparison of DVFI Policies
In this section, we provide a detailed comparison between the different DVFI policies described in this paper. We consider the cost of implementing each of these DVFI policies, their respective FS performance under the given constraints, and the maximum achievable quality of each of the policies.
1) Cost of Hardware Implementation:
The DVFI controllers are synthesized from an RTL-level design using an ST 28-nm CMOS process and Synopsys Design Vision. Also, the circuits have been designed targeting the worst case scenario, a VFI that contains the full system of 64-cores. Fig. 11 shows a high-level view of the DVFI controller structure. We use the same general structure for each DVFI policy: 1) the network interface receives policy parameter updates and core utilization/traffic information; 2) the register table holds the core utilization/traffic information; 3) the VFI statistics calculation module generates the necessary information for the DVFI policy (e.g., average and maximum utilization); 4) the counter module notifies the VFI statistics calculation module every T SVF cycles; and 5) the DVFI policy module uses the VFI statistics to generate the V/F decision to send to the regulator. The only differences between DVFI techniques is:1) the DVFI policy module and 2) the VFI statistics calculation module only generates the statistics needed by the particular DVFI technique. We present the area, delay, and energy per decision in Table II for the feedback control policy (feedback), three RL policies at varying levels of QG (RL-QG4, RL-QG6, RL-QG8), and the LR-and RT-based IL policies (IL-LR and IL-RT). By using Weka, all learned RT policies have a maximum depth of six. Therefore, the RT hardware is designed for a tree depth of six. It can be seen that the overhead for feedback and both IL policies are equally small; the feedback controller outperforms in area overhead due to using only two features (compared to five for RL and IL). RL on the other hand, even for the low granularity case (RL-QG4), requires much more energy and area than both feedback and IL policies. Also, for the RL and IL policies chosen in Sections VI-C and VI-D (RL-QG6 and IL-RT), IL is able to reduce the area overhead by 8.8x. The delay and energy/decision for all policies are small and do not present any significant overhead to implementing the DVFI control mechanism. However, it should be noted that IL-RT has the lowest delay and the IL-based policies take 3-40x less energy/decision than RL while remaining comparable to the feedback controller.
2) Computational Overhead: For both RL and IL, the different learning processes result in varying computational overheads to learn the corresponding DVFI policy. In Fig. 12 , we illustrate the computational overhead in terms of the time it takes to learn each respective policy, normalized to IL. We are able to learn IL policies 2.5-3.6× faster than RL policies. RL has to complete more iterations in order to converge to a good policy. On the other hand, due to its simplistic nature, the feedback control policy has negligible computational overhead when compared to both ML-based policies. However, this simplistic nature comes at the cost of achievable performance as demonstrated in the following section.
3) Full-System Performance Evaluation: In this section, we do a comparative FS analysis among the DVFI policies considered in this paper. We analyze the execution time (performance metric) and the FS energy dissipation on SPLASH-2 and PARSEC benchmarks.
In Fig. 13 , we show the execution time and energy dissipation figures of the feedback controller (FB), RL-QG6 (RL), and DAgger-enabled RT (IL) with respect to FB. We also include the average across all benchmarks (AVG).
In Fig. 13(a) , we can see that both ML-based policies are able to perform equally or slightly better than FB for the benchmarks considered. It is in the energy dissipation results where the ML-based policies demonstrate their strength in DVFI decision-making. It can be seen that the IL and RL DVFI policies are able to reduce the average energy dissipation of the FB DVFI policy by 9.5% and 4.8%, respectively. Due to the difficulties in learning good policies using RL, RL does not consistently beat the simplistic FB DVFI policy. For example, RL loses to FB for LU and performs exactly the same for WAT in energy dissipation. Significantly, IL is able to outperform all other policies in every benchmark considered.
4) Achievable Performance and the Pareto Frontier:
One important aspect of analyzing the DVFI control policies is their potential achievable performance. To help estimate this, we demonstrate the execution time and energy dissipation tradeoff in Fig. 14 for benchmarks FFT and FLUID as examples. Due to the nature of the RL tuning process (sweeping λ), a set of execution times and energy tradeoffs are already generated for each λ investigated. In order to give a clear picture, we also generate additional FB policies by varying the bias and additional IL policies at various performance penalties along the performance penalty range seen by the RL and FB sets. These policy sets outline the Pareto Frontier of each of the DVFI methodologies. It can be seen in Fig. 14 that, consistent with the results in Section VI-E3, IL is able to consistently outperform both RL and FB. IL is able to favorably shift the Pareto Frontier to the lower left, achieving lower energy at each performance penalty point. For the two examples in Fig. 14 , at the 5% performance penalty, IL reduces the energy dissipation over RL by 5.5% (FFT) and 3.1% (FLUID). Significantly, this gap widens if higher performance penalties are allowed. IL is able to reduce the energy dissipation over RL by 22.4% near the 15% performance penalty point for FFT and 28.7% near the 20% performance penalty point for FLUID. Also, consistent with the results in Section VI-E3, RL does not always outperform FB, with various points performing worse than FB. For example, in FFT [ Fig. 14(a) ], FB is able to outperform RL near the 15% performance penalty point.
To illustrate the relevant comparative performance between the two ML-based policies considered in this paper, we show the DVFI controller area overhead, computation time overhead to learn the DVFI control policy, and FS energy for a 5% allowable execution time penalty in Fig. 15 . Each FB and RL point represents a different benchmark normalized to the benchmark's respective IL performance. It can be seen that IL is able to outperform RL in FS energy at significantly less computational and area overhead. IL's computational overhead and FS energy advantages over RL were determined to be statistically significant through paired t-test.
We do acknowledge that FB may be desirable to some designers due to its computational and hardware overhead qualities. However, this computational overhead is incurred only once per application during the offline learning process and the hardware overhead of IL only accounts for 0.0229% of the chip area for a four-VFI, 400-mm 2 system. Due to the combined generally favorable qualities in incorporating more VFI information, hardware overhead, computational overhead, execution time, energy dissipation, and flexibility for incorporating desired power/performance tradeoff of IL over its DVFI brethren, we demonstrate that IL is a promising alternative to create efficient DVFI controllers.
VII. CONCLUSION
In VFI-based systems, it is difficult to incorporate all the information needed to make good control decisions. In VFI-based systems, V/F tuning decisions must intelligently select actions that confirm to the requirements of all elements of the VFI. When using simple heuristics, a tradeoff is required to either incorporate the information needed to make good decisions and incur large implementation overheads or choose a more simplistic representation that leads to a suboptimal policy. By using ML, we can find an appropriate middle ground in terms of complexity and quality. Although RL has been utilized to solve similar problems in the DVFS space, IL has been shown as a promising learning alternative.
In this paper, we have made the following contributions. 1) Introduced the paradigm of IL for dynamic V/F control in VFI-based manycore systems. 2) Extended the RL methodology to VFI platforms. 3) Using the IL and RL policies, in addition with a simple feedback control-based mechanism, we have conducted an extensive comparative performance analysis of various DVFI control strategies.
We have demonstrated that IL is able to consistently outperform all other DVFI policies by a significant margin. For instance, at 5% performance penalty, IL reduces the energy dissipation over RL by up to 11.5% (LU benchmark) and 5% on average. Significantly, this gap widens if higher performance penalties are allowed. At 15% performance penalty, IL reduces the energy dissipation over RL by 22.5% for FFT. Due to IL's consistent better performance, lower implementation and computational overheads, we conjecture that IL is an efficient, scalable, and robust methodology to learn DVFI policies for large-scale manycore systems.
In the future, we plan to extend this work to include thermal constraints when creating the Oracle and use temperature as an additional feature for the DVFI policies. We also plan to consider multi-application scenarios and how these DVFI policies can be transferred to other applications.
