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Summary
Power-efficiency and performance predictability in data centers have become
matters of concern to cloud service providers for maximizing their economic benefits.
Apart from increased power bills, carbon emissions and power supply limitations
that significantly affect their ability to support more tenants, drawbacks such as
unpredictable tenancy costs and performance concerns have deterred many potential
tenants from adopting cloud services. Thus, the success of service providers in
attracting and supporting more tenants relies on resource guarantees and power
efficiency. This thesis is devoted to investigating the problem of provisioning the
required resources for the specified duration of requests by selecting a set of servers
for mapping their Virtual Machines (VMs) and paths for their traffic so as to
maximize the acceptance rate while consuming as low power as possible.
We first study the problem for time-aware flow-based requests which requires
finding a server-pair with an associated path for the specified duration of each request
to map its source and destination VMs and route its traffic. Since this problem
which is a combination of routing and VM-placement problems, is computationally
prohibitive, we develop a fast and scalable heuristic algorithm based on the ratio of
the required bandwidth and duration of each request.
Second, we investigate the performance benefits of leveraging on VM-migration
by studying the problem with and without consideration of the VM-migration.
To consider the power overhead of migration, we propose server-migration and
switch-migration policies which augment the problem to migrate the already-placed
VMs between the powered-on servers only if their migration result in turning-off
at least one server and switch, respectively. We develop fast online heuristics that
v
Summary
allocate resources for requests, while considering their duration or/and bandwidth
demand. Using an adaptive threshold, we also develop migration algorithms
augmenting these heuristics.
Third, we study the problem for time-aware application graph-based requests
which characterize the application structure and communication pattern between
the components. We develop two algorithms which select servers and routes based
on: 1) our proposed goodness function and pre-computed candidate paths, and 2)
minimum power cost paths, respectively.
We then investigate how to exploit the flexibility in start-time with sliding
scheduled flow-based requests to improve data center power efficiency. The problem
requires provisioning of the required resources for the duration of requests by
choosing an appropriate start-time within their specified time-window, so as to
maximize the acceptance rate while consuming as low power as possible. Since this
problem which is a combination of VM-placement, scheduling and routing problems,
is computationally prohibitive, we develop a power-based flow scheduler.
We finally investigate the problem for sliding scheduled requests with
application-graph based resource abstraction. We develop fast online heuristics
that adopt power, acceptance and adaptive-spread based scheduling policies while
allocating the resources with the consideration of resources usage, request duration
and shutdown-time of the devices.
We consider a multi-component utilization-based power model to determine
the total power consumption of a data center according to the resource utilization
of the components (servers and switches). Using the power model, we formulate
each problem as an optimization problem that maximizes the acceptance rate
while consuming as low power as possible. We demonstrate the effectiveness
of our proposed algorithms through numerical results obtained from solving the
optimization problems or simulation results obtained for various scenarios.
vi
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Power-efficiency and performance predictability in data centers have
become matters of concern to cloud service providers for maximizing their
economic benefits [1–7]. Apart from increased power bills, carbon emissions and
power supply limitations that significantly affect their ability to support more
tenants [1–6], drawbacks such as unpredictable tenancy costs and performance
concerns have deterred many potential tenants from adopting cloud services [8–
12]. Thus, the success of service providers in attracting and supporting more
tenants relies on efficient resource allocation methods which not only accommodate
the maximum number of tenants with the lowest power consumption, but also
provide them performance guarantees. This thesis is devoted to investigating
power-efficient resource allocators capable of providing guarantees on bandwidth,
server (e.g., CPUs, RAM, and local disk) and time while maximizing the number of
accommodated tenants in data centers.
1.1 Background and Motivation
A data center is a pool of computing servers which are clustered together using
a three-tier hierarchical network to host applications and store data. To have a
scalable, fault-tolerant, and easily manageable architecture, data centers commonly
use a three-tier multi-rooted hierarchical topology which allows multi-path routing
as well as over-subscriptions between different tiers. The three-tier hierarchical
topology connects the switches in three layers (Core-Aggregation-Edge) reaching
from a layer of core routers at the root to a layer of servers in racks at the bottom.
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Traditionally, data centers use dedicated servers for running applications, which
lead to poor server utilization and high operational cost. This was improved by
emergence of the virtualization techniques, as they allow creating logically separated
entities called virtual machines (VMs) which can be placed on servers for running
applications. In current virtualized data centers, cloud providers often deploy server
virtualization technologies such as VMware [13] and Xen [14] to place multiple VMs
from different tenants into a single physical server. These technologies can provide
performance isolation between co-located VMs to improve application performance
and prevent interference attacks. Furthermore, they allow VM-migration which
gives providers the flexibility of moving VMs between different servers.
Data centers are growing exponentially not only in number but also in size to
accommodate the escalating tenants and application demands. With the growth
of data volumes and variety of Internet applications, the virtualized data centers
have become an efficient and promising infrastructure for supporting data storage,
and providing the platform for the deployment of different network services and
applications. With the emergence of cloud computing, service hosting in data centers
has become a multi billion dollar business that plays a critical role in the future
information technology industry.
The exponential growth in number and size of data centers for accommodating
the escalating tenants and cloud applications significantly increases the power
consumption in data centers. The power consumed by U.S. data centers in 2013
has reported around 91 billion kWh, and is expected to reach 140 billion kWh
by 2020 [15]. Beside the escalating power bills, the high carbon emissions and
power supply limitations are also increasing the concerns about data center power
consumption. Although the detailed power breakdown of a data center may
differ from site to site, the approximate percentage is commonly estimated as:
servers and cooling systems together (75-85%) and network (15-25%) [2, 3]. It
has also been observed that the high power consumption of today’s data centers
is manly due to low resource utilization of their non-energy proportional devices
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(servers and switches) [16, 17]. Motivated by above observations, researchers have
recently explored efficient power reduction techniques which consider the mutual
effect of server and network elements on power usage [1, 4–6]. This resulted in
the adoption of virtualization technology to consolidate multiple applications in
order to share the physical resources and in turn reduce the power. In fact, the
flexibility offered by these techniques such as VM-placement (mapping VMs to
servers), and VM-migration (moving VMs between servers) can be easily exploited
to improve data center power efficiency and utilization. Consolidating multiple VMs
reduces the number of active servers increasing their utilization and reducing power
consumption. Likewise, consolidating traffic into smaller number of switches can
improve utilization and power consumption of data centers.
Although consolidation and resource sharing have significantly improved
power efficiency of today’s multi-tenant data centers, they may result in network
performance degradation, and in turn providers’ revenue loss. This is because cloud
providers use only host-based virtualization technologies —without considering the
network— to realize separation and performance isolation between VMs co-located
on a server. Without providing bandwidth guarantees, network as the shared
resource which is used for interconnecting all servers, indistinguishably carries
traffic of all tenants. Since bandwidth is shared in a best-effort way, the available
bandwidth for tenants can significantly vary over time, depending on various factors
such as the network load, VM-placement, VM migration and resource usage of
other tenants [12]. Unavoidably, this high performance variability offered by the
cloud network to a tenant has several negative consequences for both tenants and
providers. In fact, variation in network performance due to best-effort bandwidth
sharing is a key obstacle for predictable application performance and tenancy
cost [10], productive application [11], cloud adoption and applicability [12], and
in turn, tenants’ satisfaction and data center efficiencies. For example, tenants
implicitly end up paying for the network traffic, as they pay based on the
occupation time of their VMs which is affected by network performance degradation,
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resulting unpredictable tenancy cost. Performance degradation on application/flow
completion time, due to data center resource constraint, also affects the revenue
of online search and retail service providers [18]. For example, every 100ms delay
costs Amazon 1% in sales while an extra 500ms causes up to 20% drop in Google’s
revenues [19]. As above limitations due to unpredicatable performance could be
overcome by providing resource guarantees on bandwidth, as well as memory and
CPU, researchers have proposed different resource abstractions, such as Hose [12,20],
Pipe [21, 22], TAG (Tenant Application Graph) [23], VC (Virtual Clusters), and
VOC (Virtual Oversubscribed Cluster) [24], which specify the required server and
bandwidth resources for a tenant.
Notwithstanding the validity and efficiency of these abstractions, there is
no time requirement associated with them and thus, they do not capture the
characteristics of time-sensitive applications. In practice, there are tenants whose
applications require a certain amount of resources within a specific time interval.
To illustrate, a client company may request different amounts of resources at
different times from providers, e.g., 1) between production centers and headquarters
during office hours, 2) between data centers during non-office hours when backup of
databases is performed, 3) within a data center after office hours for analyzing daily
data to be added to the daily summary, or 4) between data centers and external
clients after the closure of markets for transferring daily data to other branches in
different time zones. Also, data-parallel and data-dependent applications necessitate
a mechanism to allocate resources and schedule the execution order of tasks. Other
examples include applications in high energy physics, astrophysics, climate data and
computations that must be processed and delivered at a specified time. Applications
with time-aware request model require provisioning of resources for a specific
duration. Note that, the required time can be estimated by tenants based on the
performance requirements, the nature of applications, and the past history, if any.
However, tenants can submit new requests to specify their desirable changes (e.g.,
time extension or change in required resources). For such requests, the providers
4
1.2 Problem and Objectives
can give preference because the tenants are already holding the resources, and if the
guarantee cannot be provided, the tenants can still be allowed to continue with the
best effort service for the additional requested time or resources.
Time-awareness is an important feature in multi-tenant data center
environments, not only because it is viable for many practical applications, but
also because it is beneficial for both providers and tenants, as explained below.
The time-aware model enables tenants to request different amounts of resources
for various durations meeting different deadlines, and in turn improves the cloud
applicability. As the required server resources (e.g., CPUs, RAM, and local disk) and
network bandwidth can be reserved and hence guaranteed for the specified duration
of requests, providers can support different classes of applications by providing more
predictable tenancy cost and application performance. Time-awareness feature also
helps providers to allocate the resources in a more efficient way, so as to save power
while accommodating increased number of tenants, thus maximizing their economic
benefits. Moreover, this feature enables providers to come up with different pricing
plans based on the time factor. For example, they can consider providing some
price incentives for tenants who specify their requests with this model so as to
achieve the desired outcomes, such as maximum resource utilization and application
performance. Time-aware feature is also flexible to be used with any request
abstraction graph which specifies tenant’s resource requirements, since the model
takes an additional dimension of time into consideration.
1.2 Problem and Objectives
Motivated by the above discussion, this thesis mainly considers time- and
network-aware resource provisioning in the context of data center power-efficiency
and resource guarantees. Given a set of time-aware requests, each requiring a
certain amount of resources (server resources for VMs and bandwidth for their
communication) for a specified duration, we focus on the following five issues.
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• We first study the problem of using time-aware VM-placement and routing
with the objective of power efficiency and resource guarantees in data centers.
We consider time-aware requests with VM flow resource abstraction, where a
VM flow is a network traffic flow between a pair of VMs or superVMs (i.e.,
a group of VMs) which requires finding a server-pair and associated path
for mapping its source and destination VMs and routing its traffic1. Since
VM-placement directly affects the underlying network, the main challenge in
reducing power consumption is how to jointly optimize the placement of VMs
and routing of their traffic for saving energy. We investigate how to jointly
provision the required server and network resources for the specified duration
of requests by selecting an appropriate server-pair for mapping their source
and destination VMs as well as an associated path for routing their traffic, so
as to maximize the acceptance rate while consuming as low power as possible.
• We noticed that the bursty and unpredictable nature of data center traffic
causes network state to change dynamically over time, which in turn may affect
optimality of VM-placement and routing of the ongoing requests. We thus
study the problem of migration for time-aware VM flow placement and routing.
Noting that the power cost of live migration is not negligible and varies with
the network bandwidth and the VM size (memory content), we investigate
how to exploit the VM-migration feature to accommodate up-to-date network
states, while considering possible power saving.
• Noting the complex communication pattern between hundreds and even
thousands VMs of a real application that does not always follow
one-to-one VM communication model as in VM flow, we next explore the
problem of energy-efficient resource-guaranteed provisioning of time-aware
application-graph based requests. Considering a resource abstraction graph
which characterizes the application structure and communication pattern
1It can be noted that the term “VM flow” used in this thesis refers to flow resource abstraction,
not the framework and algorithm proposed in [4]
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between its components, we investigate how to jointly provision the required
server and network resources for the specified duration of application requests
by selecting an appropriate set of servers for mapping their VMs and paths
for their traffic, so as to maximize the number of accepted requests while
consuming as low power as possible.
• We note that fixed and immediate start-time are not mandatory for tenants
with sliding scheduled requests which require the provisioning of resources for a
specific duration within a certain time-window. We thus explore the problem of
energy-efficient resource-guaranteed provisioning of sliding-scheduled VM flow
requests. The main challenge is how to exploit the flexibility in start-times
by considering a joint problem of scheduling, VM-placement and routing of
sliding-scheduled VM flow request to improve data center resource utilization
and power efficiency. We investigate how to jointly provision server and
network resources for the required duration of VM flow requests by choosing
a proper start-time within their specified time-window and server-pair for
mapping their VMs and associated path for their traffic, so as to maximize
the number of accepted requests while using as low power as possible.
• Finally, we study the problem of energy-efficient resource-guaranteed
provisioning of sliding-scheduled requests with an application-graph based
resource abstraction. Considering a resource abstraction graph which
characterizes the application structure and communication pattern between
its components, we investigate a joint problem of scheduling, placement, and
routing of sliding scheduled applications for the objective of power efficiency
and resource guaranteed in data centers. Given that data center traffic
demonstrates fluctuating patterns, the main challenge is how to exploit the
flexibility in the start-time of sliding-scheduled application requests to jointly
optimize the scheduling, placement of VMs and routing of their traffic for




The main contributions of this thesis are summarized as follows.
• We studied the problem of time-aware VM flow placement and routing (TVPR)
with the objective of data center power efficiency and resource guarantees. We
proposed a multi-component utilization-based power model to determine the
total power consumption of data centers according to the resource utilization
of the components (servers and switches). Using the proposed power model, we
formulated TVPR as a mixed integer linear programming (MILP) optimization
problem that allocates the required server and network resources for the
specified duration of each request by selecting an appropriate server-pair with
an associated path for mapping its source and destination VMs and routing its
traffic, so as to maximize the number of accepted requests while consuming as
low power as possible. We showed TVPR is computationally prohibitive and
developed a fast and scalable heuristic algorithm. The proposed algorithm
uses a power-based auxiliary graph for the VM-placement and routing of each
request. We showed that the proposed algorithm is effective by comparing its
performance with the numerical results obtained by solving the MILP problem
using CPLEX for small data centers. We also demonstrated the effectiveness of
the proposed algorithm (up to two times gain) in terms of power consumption
and acceptance rate for large data centers through simulation results.
• We investigated the performance benefits of leveraging on VM-migration
by studying the TVPR problem with and without consideration of the
VM-migration. To consider the power overhead of migration, we proposed
server and switch migration policies which migrate the already-placed VMs
between the powered-on servers only if their migration result in turning-off
at least one server and switch, respectively. We augmented TVPR with
server (or switch) migration policy, denoted by TVPR-MSR (or TVPR-MSW)
problem to migrate the already-placed VMs between powered-on servers so as
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to turn-off as many servers (or switches) as possible and thus improve power
consumption and resource utilization. We developed an MILP optimization
problem formulation for each of TVPR-MSR and TVPR-MSW problems
which minimizes the rejection cost plus the total power usage defined by
a multi-component utilization-based power model. We extended our earlier
solution for the TVPR problem by developing four different algorithms which
consider requests in different orders based on either or both of their required
bandwidth and duration. Using an adaptive threshold, we developed MSR
and MSW migration algorithms which augment any of the above heuristics to
solve TVPR-MSR and TVPR-MSW problems, respectively. We demonstrated
the effectiveness of the proposed heuristics in terms of power saving (up to
10% improvement), acceptance ratio (up to 20% improvement), and migration
overhead (up to 97% reduction) using comprehensive simulation results. We
showed that augmenting the proposed migration algorithms improves power
consumption of all the proposed TVPR’s heuristics even under consideration
of relatively high migration power cost.
• We developed a Time-aware Tenant Application (TTA) request model
which enables tenants to request their application by specifying its resource
requirement graph associated with a certain duration. We addressed the
power-efficient resource-guaranteed VM placement and routing (PER-TTA)
problem for dynamically arriving TTA requests. Using a multi-component
utilization-based power model, we formulated the PER-TTA problem as
an MILP optimization to provision the required resources for the specified
duration of requests by selecting appropriate set of servers for placing their
VMs and paths for routing their traffic so as to accept the maximized
number of requests with lowest possible power consumption. We developed
a computationally-simple but effective algorithm called PER-TTAGD, where
VM-placement is based on an aggregate-goodness (GD) value associated
with each server while paths for VMs’ communication are chosen from
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the set of pre-computed candidate paths. We also extended our proposed
TVPR algorithm to develop another algorithm, called PER-TTAMPC, to
work with the TTA request model. Algorithm PER-TTAMPC can also
support the heterogeneous tenant application requests with many-to-many VM
communication model. We demonstrated the effectiveness of the proposed
algorithms in terms of power consumption (up to 40% improvement) and
acceptance ratio (up to 50% improvement) through comprehensive simulation
results. We showed that PER-TTAGD algorithm which has lower complexity
is effective in most scenarios, since the aggregate-goodness value captures the
impact of server selection on the routes and data center power usage.
• We addressed the power-efficient resource-guaranteed VM-placement and
routing problem for dynamically arriving sliding-scheduled VM flow requests.
We developed a sliding-scheduled tenant request model combined with VM
flow resource abstraction to enable requesting VM flow resources for a
specific duration within a certain time-window. Using the multi-component
utilization-based power model, we formulated an MILP optimization problem
which provisions the required resource of requests for their specified duration
by choosing an appropriate start-time within their specified time-window,
as well as server-pair with an associated path for their VM-placement and
routing, so as to maximize the acceptance rate while consuming as low power as
possible. We also developed a fast and scalable power based VM flow scheduler
that defers the requests to their latest possible time unless their resource
allocation do not power-on any additional device. Using comprehensive
simulation results with various traffic models, we demonstrated that the
proposed sliding scheduling model and algorithm are effective in meeting the
requirements of the requests while increasing the acceptance ratio (up to 20%
improvement) and data center power saving (up to 85% improvement).
• We addressed the power-efficient resource-guaranteed VM-placement and
routing problem for dynamically arriving sliding-scheduled requests with
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application graph based resource abstraction. We developed Sliding Scheduled
Tenant (SST) request model combined with application-aware resource
abstraction graph to enable tenants to specify their application resource
requirement for their required duration which can slide within their specified
time-window. We addressed the Sliding Scheduled Application Placement and
Routing (SSAPR) problem, which schedules the start-time of dynamically
arriving requests within their specified window while allocating the server and
network resources for their required duration, and therefore provides resource
guarantees. Using the multi-component utilization-based power model, we
formulated the SSAPR problem as an MILP optimization which minimizes the
cost of rejection plus the total power consumption. We developed three fast
and scalable application schedulers that adopt power, acceptance and adaptive
spread-based scheduling policies while allocating application resources by
considering resource usage, request duration and shutdown-time of the devices.
While the acceptance-based policy accepts and schedules the requests as soon
as their resources are available, the power-based policy defers the requests to
their latest possible time unless they do not power-on any additional device.
The adaptive spread-based policy uses an adaptive threshold to differentiate
the long requests from the short requests, while scheduling short requests at
the earliest possible slot and spreading long requests over the slots as even as
possible. We demonstrated the effectiveness of our proposed sliding scheduled
model and algorithms in terms of power (up to 46% improvement) and
acceptance rate (up to 40% improvement) through comprehensive simulation
results. Our study also showed that the proposed adaptive spread-based
scheduler which has the best performance and complexity among all the
proposed sliding scheduled algorithms, achieves performance very close to the




The remainder of this thesis is organized as follows.
Chapter 2 provides the necessary background information on our thesis work
and presents a review of related work.
Chapter 3 studies the TVPR problem with the objective of the power-efficiency
and resource guarantees in data centers. We first present our system model,
including the data center network model and the multi-component utilization-based
power model which are used by all the algorithms in this thesis. We then present the
time-aware VM flow request model. After defining the TVPR problem, we develop
an MILP optimization problem formulation and prove it to be NP-complete. We
then develop our proposed heuristic algorithm and carry out complexity analysis. We
finally conduct performance study to demonstrate the effectiveness of the proposed
algorithm in terms of power consumption and acceptance ratio 1) for a small data
center, by comparing its performance with the numerical results obtained by solving
the MILP problem, and 2) for large data centers through simulation results.
Chapter 4 studies the TVPR problem with the consideration of VM-migration.
We first present our proposed server-migration and switch-migration policies which
augment the TVPR to address TVPR-MSR and TVPR-MSW problems, respectively.
Using the multi-component utilization-based power model, the TVPR-MSR and
TVPR-MSW are formulated as MILP optimization problems which minimize the
cost of rejection plus the total power consumption. After explaining the four
proposed TVPR’s heuristics for placement and routing, we develop MSR and MSW
migration algorithms which augment any of these heuristics to solve TVPR-MSR
and TVPR-MSW problems, respectively. We finally conduct the performance study
to demonstrate the effectiveness of the proposed heuristics in terms of power saving,
acceptance ratio, and migration overhead using comprehensive simulation results.
Chapter 5 studies the PER-TTA problem. After defining the TTA request
model, we present the MILP problem formulation. We then explain our proposed
PER-TTAGD and PER-TTAMPC algorithms where the VM placement and routing
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of the first algorithm are based on the aggregate-goodness value of the servers and
pre-computed candidate paths, while the second algorithm chooses the servers and
routes based on minimum-power-cost paths. After carrying out the complexity
analysis of the proposed algorithms, we present useful insights and comprehensive
performance evaluations of the two proposed algorithms.
Chapter 6 investigates the power-efficient resource-guaranteed VM-placement
and routing problem for dynamically arriving sliding scheduled VM flow requests.
After presenting the request model and defining the problem, we develop an MILP
optimization problem formulation based on the multi-component utilization-based
power model which maximizes the number of accepted requests while consuming
as low power as possible. We then develop a fast and scalable power-based flow
scheduler. Finally, we conduct the performance study to show the effectiveness of
the proposed sliding-scheduled request model and algorithm in terms of power saving
and acceptance ratio through comprehensive simulation results.
Chapter 7 studies the SSAPR problem in the context of data center
power-efficiency and resource guarantees. After presenting the SST request model,
we formulate SSAPR problem as an MILP optimization problem that maximizes
the acceptance rate while consuming as low power as possible. We develop three
application schedulers based on power, acceptance and adaptive spread scheduling
policies and carry out their complexity analysis. We finally demonstrate the
effectiveness of the proposed algorithms in terms of power saving and acceptance
rate, 1) for small data centers, by comparing their performance with the numerical
results obtained from solving the optimization problem using CPLEX and 2) for
large data centers using comprehensive simulation results.
Chapter 8 concludes the thesis and discusses future research directions.
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Chapter 2
Background and Related Work
In this chapter, we first provide the necessary background information on
our thesis work by describing the characteristics of the current data centers such as
virtualization, traffic models and architecture. We then focus on presenting a review
of related studies in literature. To cover the most closely related works to this thesis,
we review the relevant literature in two main categories: the related works to data
center power efficiency, and the ones addressing guaranteed performance in data
centers.
2.1 Cloud Data Center
The emergence of cloud computing has offered tenants on-demand use of data
center resources. Instead of owning hardware and software infrastructure, tenants
simply can ask for their required amount of computing resources, and accordingly
pay based on their usage time in accordance with their resource demand. Upon
request, cloud service providers allocate the required resources for each individual
tenant from their data center. A data center is a pool of computing servers clustered
by communication networks, which can be shared among tenants for hosting their
applications. In recent years, cloud data centers are built to provide platforms for
a variety of applications that handle the core business and critical operational data
for companies. This has made service hosting in data centers a multi-billion dollar
business that plays a crucial role in the future information technology industry. With
the growth of data volumes and a variety of Internet applications, data centers
have become an efficient and promising infrastructure for diversified applications
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ranging from Internet facing applications such as web services, instant messaging
and gaming, to computation intensive applications such as indexing Web content,
data analysis and scientific computing. Data centers also increasingly provide
centralized control and management for applications which are critical to business
revenue such as on-line financial transaction processing, multimedia content delivery,
and computationally intensive workload. To accommodate the escalating user and
application demands, data centers are experiencing exponential growth not only
in numbers but also in size. Examples include Google, Yahoo, and Microsoft
which currently have hundreds of thousands of servers in their respective data
centers [25,26], where Google for instance had around 450,000 servers in 2006 [27,28].
It has also been observed that the number of servers are doubling every 14 months
at the Microsoft data centers [29]. As a result, data center is a key component
that needs to be carefully designed to meet the growing performance requirements.
Below, we explain the common characteristics of the current cloud data centers.
2.1.1 Virtualization
Virtualization has become a viable solution to the poor server utilization and
high operational cost of traditional data center where dedicated servers were used
for running applications. In fact, the technology refers to the partition of a physical
hardware into multiple logically isolated computational units, called VMs, which
can be dedicated to tenants for running their application. More presicely, the
rise of server virtualization technologies such as VMware [13] and Xen [14] has
enabled the placement of multiple VMs in one server, as well as their migration
between different servers [30], which can be exploited for different objectives such
as utilization. It can be noted that VM-placement and VM-migration refer to
the problem of finding a right set of servers with the purpose of mapping VMs
and moving VMs, respectively. As these technologies can provide performance
isolation between co-located VMs, multiple applications from different tenants can
be easily consolidated into a single physical server to improve operational cost and
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server utilization. In other words, the flexibility offered by the placement and
migration of VMs, which makes virtualization suitable for dynamic and efficient
server provisioning is the key differentiating factor of the virtualized data centers
from traditional ones.
2.1.2 Traffic Characteristics
Several works in the literature have conducted measurement studies on traffic
characteristics of different data centers. Irrespective of the type and size of data
centers, all studies concluded that the bursty and unpredictable nature of their traffic
cause the network state to change dynamically over time. Below, we summarize the
key findings of these studies.
The authors in [31] conducted a measurement-based study to analyze the traffic
patterns of commercial cloud services. The key observation of this measurement
study can be summarized as (1) VM pairs with relatively heavier traffic rate tend to
constantly exhibit the higher rate and conversely VM pairs with low traffic rate tend
to exhibit lower rate; (2) There is a low correlation between the average pairwise
traffic rate and the end-to-end cost; and (3) Traffic distribution for individual VMs
is highly uneven.
Using SNMP logs collected from 19 data centers, the authors in [32] studied
data center traffic characteristics at the packet level, between switches. The authors
found the preliminary evidence of ON-OFF traffic patterns, and reported traffic
distributions such as exponential, Weibull, and lognormal. In fact, their study
validated the bursty and unpredictable nature of data center traffic as in [33,34].
In [35], the authors conducted an empirical study of SNMP statistics from
10 different data centers, belonging to universities, enterprises and cloud data
centers. The key findings can be summarized as below. (1) Data centers provide
the platform for deployment of a wide variety of applications, ranging from data
intensive applications such as search indexing, MapReduce, data analysis and
scientific computing to Internet and customer facing applications such as web
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Figure 2.1: Data center network architecture [1].
services, file store, Line-of-Business applications, instant messaging, authentication
service, gaming and custom enterprise applications; (2) Irrespective of the type
and size, the utilization of links in all data centers vary significantly over the
time and are subject to time-of-day and day-of-week effects; (3) Application is
non-uniformly placed across racks, resulting in highly uneven communication pattern
in data centers; and (4) Losses occur at links with low average utilization instead
of persistently high utilized ones, which in turn implicates momentary bursts as the
main cause of loses within data centers.
2.1.3 Data Center Network Architecture
Today’s commercial data centers commonly use a three-tier hierarchical
topology [3,36]. As can be seen in Figure 2.1, a three-tier multi-rooted hierarchical
topology connects the switches in three layers (Core-Aggregation-Edge) reaching
from a layer of servers in racks (edge) at the bottom to a layer of core routers at the
top. A group of servers in a rack are connected to an edge layer switch, called ToR
(Top of Rack), which in turn is connected to two aggregation switches at the next
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layer. Every group of two aggregation switches which are connected to a group of
ToR switches form a module. Each aggregation switch is also connected to all core
switches in the next layer which in turn are attached to some front-end servers for
connecting to the external clients through Internet.
Recently, software defined networking (SDN) has provided flexibility for
operators by making a unified control over various resources such as routing
paths [4]. In fact, the emergence of programmable control plane in switches
through standardized interfaces such as Openflow [37] has enabled dynamic and
adaptive multi-path routing within a three-tier multi-rooted network topology. As
a common practice for reducing the data center cost, the topology also supports
over-subscriptions between different tiers of hierarchy. Over-subscription ratio as
a network metric is meant to indicate the maximum achievable bandwidth per
server when all communicate at the full capacity of their network interface. In
fact, the over-subscription limits the communication between the servers, while no
over-subscription (ratio of 1:1) allows all servers to potentially communicate with
the others at their full link capacity. For example, an over-subscription ratio of 4:1
means that only 25% of the bandwidth will be achievable for each server under the
high load. It can also be noted that moving up towards the core layer increases the
number of servers sharing the uplinks, and in turn raises the over-subscription.
For instance, considering the over-subscription ratio of ToR-to-aggregation and
aggregation-to-core as 2.4:1 and 1.5:1, respectively. With 1Gbps capacity set for
the link connecting a server and a ToR switch, the per server available bandwidth
under high load is limited to (1Gbps/2.4)/1.5 ≈ 277Mbps.
2.2 Power Efficiency in Data Centers
Despite the growing concern about high carbon emissions and power supply
limitations, the data center power consumption has been significantly increasing
[2, 3]. For example, the power consumed by U.S. data centers in 2013 has reported
around 91 billion kWh, which is equal to the annual output of 34 large 500-megawatt
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coal-fired power plants [15]. This power consumption is expected to reach 140 billion
kWh by 2020, which not only is equal to the annual output of 50 power plants, but
also results in total annual bills of thirteen billion dollars for American businesses as
well as emitting annually around 100 million metric tons of carbon pollution [38–40].
In a data center, there are typically three major power consumers: servers, cooling
systems and data center network. Although the detailed power breakdown of a
data center may differ from site to site, the approximate percentage is commonly
estimated as: servers and cooling systems together 75-85% and network 15-25% [7].
Motivated by this, researchers have addressed the data center power efficiency
problem from three different perspectives: Server-centric, Network-centric, and joint
server-network approaches. Despite a large number of adoptions for the first two,
to the best of our knowledge, only a few works adopted the joint network-server
approach to exploit virtualization technologies and programmable flow-based routing
for data center power efficiency objective [4–7]. It can be noted that our thesis
work differs from these proposals mainly in the consideration of a new dimension
“time-awareness”. In fact, these proposals which consider a joint VM-placement and
routing problem with the objective of data center power reduction, do not consider
the time dimension and thus cannot support time-sensitive application requests
which require resources within a specified time interval. Below, we explain some
leading works related to each perspective.
2.2.1 Server Centric Approaches
Considering servers as a major power consumer of data centers, the authors
in [41] conducted a measurement study on power consumption of different servers
to characterize their properties and power models. Their observation revealed
that each idle server consumes a fixed power to keep the memory, disks, and I/O
resources running, while an active server consumes an additional variable power in
proportion to its CPU utilization. They also observed that an idle server typically
consumed 60–70% of its power consumption in fully-utilized state, which has a
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direct relationship with the number of CPU cores in the server. Thus, in general,
an estimated power consumption of a server at any specific CPU utilization (U%)
can be determined as,
Powerserver = Poweridle + U × (Powermax − Poweridle) (2.1)
where Poweridle and Powermax denote the power consumed by the server at idle and
fully utilized states, respectively. Finally, the authors concluded that low resource
utilization of servers is the main cause of their high power usage in data centers.
Following the above observations, researchers have adopted the server
virtualization techniques such as VM-placement and VM-migration to consolidate
the VMs into the least number of servers and in turn reduce data center
power consumption by shutting down the idle servers. The majority of works
convert the VM-placement (finding the actual mapping of the VMs to servers)
to a bin-packing problem [42]. Considering the NP-hard nature of bin-packing
problem [43], these works typically modify original bin-packing approaches (e.g.,
Best-Fit, First-Fit, First-Fit Decreasing, etc.) to tightly pack the VMs into the
minimum number of servers and thus improve data center power efficiency and
resource utilization [44–48]. For example, the authors in [44] and [45] exploited
bin-packing approaches to propose power-aware VM-placement algorithms based on
ant colony optimization and simulated annealing theory, respectively. In addition to
VM-placement, the migration techniques which are used to move and transfer a VM
between servers have been also exploited by researchers to improve servers utilization
and in turn data center power consumption. EnaCloud [46] is a modified version of
the better-fit bin-packing algorithm which uses VM-migration for improving data
center power efficiency. The authors in [47] also used basic first-fit decreasing
bin-packing approach to propose a power-ware VM-placement algorithm called
pMapper. Different from EnaCloud [46] which disregards the cost of migration,
pMapper [47] takes the time and down-time of migration into the consideration.
Similarly, the authors in [48] not only dynamically migrate the VMs between servers
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to improve power efficiency, but also keep utilization of all servers between the
predefined upper and lower thresholds to ensure reliable QoS.
Liu et al. [49] investigated the key parameters that affect the performance and
energy cost of VM-migration. According to their study, the migration time and
network traffic mainly depend on the size of VM memory while the energy cost
of migration varies almost linearly with the network traffic. Similarly, the authors
in [50] obtained the conclusion that live migration costs energy, resources and time.
According to their observation, the energy cost of live migration is not negligible
and varies with the network bandwidth and the VM size (memory content). In fact,
the energy overhead of migration rises with an increment in the VM size and drops
with an increment in the available network bandwidth.
2.2.2 Network Centric Approaches
During the past years, the focus of data center cost efficiency has been moving
towards the network operational cost [16].
Mahadeven et al. in [51] proposed a benchmark model for the power
consumption of different switches and routers. According to their observations, the
power consumption of switches depends on the number and capacity of their ports,
chassis, and line-card. More precisely, the total power consumption of a switch
consists of constant (fixed) and variable values, where the fixed value is related to
power consumption of the chassis and each line-card, and the variable component
depends on the number, capacity and utilization of active ports. In fact, the power
consumption of a switch with numLineCards plugged-in line-cards can be determined
by the following linear power model,




numportsspeed i ∗ Powerspeed i,
where Powerchassis and PowerLineCards denote the power consumed by the switch’s
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chassis and an idle plugged-in line-card (without any active ports), respectively.
Considering confgs as the set of all possible line-speed configurations for each port,
numportsspeed i is the number of ports with speed i line-speed configuration, and
Powerspeed i determines the power consumption of each port running at line-speed
speed i, where speed i ∈ configs. Based on their observation, the authors obtained
the conclusion that high power consumption of today’s data center network is mainly
due to low resource utilization of their non-energy-proportional network devices
which provide a very limited set of knobs to control their power consumption.
In [16], Mahadeven et al. followed up their study with a concentration on how
to achieve energy efficiency from these non-energy proportional network devices.
They concluded their study by proposing three power-saving ideas: (1) link state
adaptation, where the line-speed configuration of each link is adjusted —typically
to either of disabled, 10 Mbps, 100 Mbps or 1 Gbps state— based on its actual
traffic rate; (2) network traffic consolidation, where traffic is consolidated into the
smaller number of link and switches to power off the idle devices; and (3) server
load consolidation, where loads are consolidated onto the least number of servers to
reduce the number of active links and switches.
CARPO [52] exploits network traffic consolidation techniques to dynamically
consolidate traffic flows into a small set of links and switches, and in turn power-off
unused network devices and save power. With similar objective, the authors in [53]
proposed an energy-aware routing model which routes all traffic into the least
number of network devices with subject to the given network throughput constraint.
Given the bursty and unpredictable nature of data center traffic, ElasticTree [54]
continuously adjusts the set of active switches and links to minimize the network
power usage by accommodating up-to-date network states. In fact, ElasticTree [54]
is an online network power manager which can dynamically power on/off the network
elements (switches and ports) to satisfy changing data center traffic loads.
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2.2.3 Joint Server-Network Approaches
Despite a large number of adoptions for the previous two approaches, to the
best of our knowledge, only a few works adopted the joint network-server approach
for the objective of data center power efficiency and resource utilization [4–7].
Mann et al. [4] formulate the VM placement and routing of VM flow requests as
an optimization problem which minimizes network power consumption. The authors
also proposed a greedy heuristic with one-to-one VM mapping assumption. In fact,
the proposed heuristic places one or a group of consolidated VMs on a particular
server, and migrates them only as groups. However, these assumptions may not be
held well in practice.
Different from the assumption made in [4] where at most one VM or a superVM
can be mapped to a server, VMPlanner [5] supports many-to-one mapping. The
basic idea of VMPlanner is to jointly optimize VM-placement and routing of VM
flow request so as to minimize the number of active network elements and thus save
power.
Similar to [4] and [5], Jin et al. [6] exploit programmable flow based routing
and VM migration by considering a static VM-placement and routing optimization
problem for VM flow requests. While the authors in [4] and [5] focus only on the
network power objective, the work in [6] minimizes both server and network power
consumption. Moreover, different from [4] and [5] which ignore the power consumed
due to VM-migration, [6] captures the migration power cost by restricting migration
destination servers to a small set as well as by migrating in the increasing order of
VM memory demand.
PowerNetS [7] is a power optimization strategy that exploits workload
correlation analysis to jointly minimize the server and network power consumption.
Different from [6], the design of PowerNetS is mainly based on the workload
correlations in server and traffic consolidations. Moreover, PowerNetS addresses
the migration overheads by restricting the migration source servers which differs
from the strategy proposed in [6]. In fact, PowerNetS restricts migration only to
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the VMs from the least utilized and overloaded servers.
2.3 Bandwidth Guarantee in Data Center
Despite the increasing number of cloud service providers, drawbacks such
as unpredictable tenancy costs and performance concerns have deterred many
potential tenants from adopting cloud services [24]. In today’s multi-tenant data
centers, the major cause of the performance issues is the network performance
variability [12, 24]. This is mainly because, cloud providers use only host based
virtualization technologies —without considering the network— to realize separation
and performance isolation between VMs co-located on a server. In fact, network
which interconnects all servers, shares the bandwidth among all tenants in the
best effort way. Therefore, the available bandwidth for tenants can significantly
vary over time, depending on the network load, VM-placement, VM migration and
resource usage of other tenants [12]. Unavoidably, this high performance variability
offered by the cloud network to a tenant has several negative consequences for both
tenants and providers. In fact, variation in network performance due to best-effort
bandwidth sharing is a key obstacle for predictable application performance and
tenancy cost [10], productive application [11], cloud adoption and applicability [12],
and in turn, tenants’ satisfaction and data center efficiencies. For example, tenants
implicitly end up paying for the network traffic, as they pay based on the occupation
time of their VMs which is affected by network performance degradation, resulting
unpredictable tenancy cost. Performance degradation on flow completion time, due
to data center resource constraint, also affects the revenue of online search and retail
service providers [18]. For example, every 100ms delay costs Amazon 1% in sales
while an extra 500ms causes up to 20% drop in Google’s revenues [19].
The growing need for predictable data centers and providing guaranteed
resources has recently motivated researchers to propose different resource
abstractions which enable tenants to specify their required server and network
resources [20–24,55,56]. Accordingly, providers assign each tenant a virtual network
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Figure 2.2: Hose anstraction.
where the requested server and network resources are guaranteed by appropriate
placement of the VMs and static enforcement of their bandwidth demand. The
proposed abstractions in the literature typically specify resource requirements of a
tenant’s application either as a virtual topology resembling the physical network
topology (e.g., Hose [20], VOC [24]), a matrix specifying bandwidth requirements
between pairs of VMs (e.g., Pipe [22]), or a graph following the application structure
(e.g., TAG [23]). Notwithstanding the validity and efficiency of these abstractions, it
can be noted that they do not consider the time aspect in their resource abstraction
model. Further, none of these works have addressed the power efficiency issues in
their data center resource allocation algorithms. The time and power awareness
features considered in this thesis work, are the key differentiating factors from other
works in the literature which provide guarantees on server and network resources.
More detailed explanation of the related works are presented below.
2.3.1 Hose Abstraction
The hose model used in [12, 20] expresses resource requirements of a tenant’s
application as a virtual topology which resembles the physical network topology. In
such a model, all VMs of a tenant are generally connected to a central virtual switch
by dedicated links (hose) with guaranteed bandwidth. For example, Figure 2.2
shows the hose abstraction for a tenant request with N number of VMs where each
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Figure 2.3: VOC abstraction.
demands B bandwidth. While the basic hose model well describes data-intensive
applications (e.g., MapReduce) which are characterized by all-to-all communication
patterns, it fails to accurately express the resource requirement of the applications
with complex communication patterns. To better match application requirements,
the authors in [12] consider a generalized hose model where VMs of a tenant
can have heterogeneous bandwidth demands. They mainly focused on developing
an efficient VM placement algorithm to address the challenges and complexities
resulted from demand heterogeneity. In general, the hose abstraction results in the
over-provisioned network and computational resources, since the communication
patterns of real applications do not follow the physical network topologies.
2.3.2 VOC Abstraction
The VOC abstraction enhances the hose model by organizing VMs into clusters,
each with a hose model guarantee [24]. Oktopus [24] proposed two virtual network
abstractions: VC and VOC. While the VC abstraction is in correspondence with
the hose model as in Figure 2.2, the VOC abstraction is based on the hierarchical
hose model shown in Figure 2.3. In fact, in addition to the total number of VMs
and per-VM bandwidth demand as in the hose model, the VOC abstraction requires
each tenant to specify an over-subscription factor, say O, and a cluster size, say S, to
represent a request with a tuple (N,B,O, S). As can be seen in Figure 2.3, clusters
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Figure 2.4: Pipe abstraction.
are connected by dedicating B×S
O
bandwidth per each cluster, interconnecting the S
number of VMs by hoses with B bandwidth.
Oktopus works only for tree-like physical network topologies, and its
implementation for other topologies is still an open question which can be counted
as its main limitation. In fact, as in the hose model, the VOC also results in
over-provisioned network and computational resources, since the communication
patterns of real applications do not follow the physical network topologies.
2.3.3 Pipe Abstraction
The pipe model used in [21,22] abstracts the resource requirements of a tenant’s
application as a matrix specifying bandwidth demand between pairs of VMs. For
example, Figure 2.4 depicts the pipe abstraction for a request with four VMs,
where matrix B specifies the bandwidth requirements between each pair of the VMs.
Given a tenant request abstracted based on the pipe model, the authors in [21, 22]
proposed SecondNet [21] and CloudNaas [22] that account for not only computation
and storage but also bandwidth requirements. In fact, VMs are placed on servers
such that the network links between the servers have enough capacity to support
their specified bandwidth requirement where the guaranteed bandwidth is typically
implemented by rate limiting or SDN approaches.
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Figure 2.5: TAG abstraction.
While the pipe model can precisely capture the application’s traffic needs, it has
some limitations as explained below. First, the complex communication patterns
between hundreds and even thousands of VMs of an application request, makes
the pipe abstraction difficult to be specified. Second, it does not capture other
performance characteristics such as time and latency that can be important to
tenants. Moreover, inability to continuously update each pipe for tracking their
time-varying demand likely requires the worst-case reservations of peak load for
each pipe [57].
2.3.4 Application-Aware Abstraction
The fourth type of the virtual network model is the application-aware tenant’s
resource abstraction such as TAG [23]. With such a model, the resource abstraction
graph characterizes the tenant’s application structure and communication pattern
between its components or tiers. More specifically, each vertex of the graph is an
application tier, which indicates a set of VMs with the same functionality, while
each directed edge represents the required bandwidth of the corresponding tiers for
their communication. As an illustration, Figure 2.5 shows a TAG abstraction for a
simple example application with two tiers, where the directed edge from Tier-1 to
Tier-2 is associated with a pair 〈B1, B2〉 to specify the egress and ingress bandwidth
requirement per VM of its source and destination tiers, respectively. The graph also
has a self edge to specify the per-VM required bandwidth for the traffic whose source
and destination are in the same tier (e.g., the traffic between database servers).
To better understand the model, Figure 2.6 depicts an alternative representation
28
2.4 Summary
Figure 2.6: Equivalent representation of TAG.
of the TAG model shown in Figure 2.5. As can be seen in Figure 2.6, the edge
connecting Tier-1 to Tier-2 in Figure 2.5 can be visualized as directed hoses with
bandwidth B1 connecting each VM in Tier-1 to a virtual trunk, which in turn is
connected through directional links with capacity B2 to each VM in Tier-2. In
other words, each directed edge which connects two tiers in the TAG model, can
be visualized as directed hoses between the VMs of the corresponding source and
destination tiers. Likewise, a self edge in the TAG model can be visualized as hose
models for all VMs of Tier-2. This is represented in Figure 2.6 by a bidirectional
link with capacity Bin2 which connects each VM in Tier-2 to a virtual switch.
Although the TAG model has overcome the shortcomings of aforementioned
proposed abstractions for network bandwidth provisioning (e.g., Hose, VOC and
Pipe), it ignores the time aspect and thus cannot support time-sensitive application
requests requiring resources with a specified time interval. Further, the resource
allocation algorithm proposed in [23] does not address the data center power
efficiency issue, which is a major concern of current cloud providers.
2.4 Summary
In this chapter we explained the basics of data centers, including the
architecture, traffic characteristics and common technologies. We gave an overview
of a typical data center, which supports virtualization technologies. We explained
the concepts like VM-placement and VM-migration which are the key differentiating
factors between virtualized and traditional data centers. We then summarized the
29
2.4 Summary
traffic characteristics of data centers by exploring the several measurement-based
studies in the literature. We next focused on the data center network architecture
and explained the common topologies and characteristics of the current data
center networks. More specifically, we explained three-tier multi-rooted hierarchical
topology commonly used in commercial data centers, which supports SDN,
over-subscription, and multi-path routing. We then emphasized on the importance
of providing power-efficiency and bandwidth guarantees in data centers, which lay
the foundation for appreciating the following chapters of this thesis. As there is no
previous work —to the best of our knowledge— which jointly addresses both power
efficiency and bandwidth guarantees in data centers, we separately discussed each
issue while reviewing the relevant research efforts which are closely related to the
contributions of this thesis. We first emphasized on the data center power efficiency
issues. After explaining data center power breakdown, we reviewed the related
works from three different perspectives: network-centric, server-centric or jointly.
We then discussed the importance of providing bandwidth guarantee for achieving
predictable data centers. We surveyed the related works which provide guarantee on
bandwidth, as well as memory and CPU. More specifically, we examined the resource
abstractions proposed in the literature which enable tenants to specify not only
server resources for their VMs, but also network bandwidth for their communication.
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Time-Aware VM flow Placement
and Routing
This chapter investigates the time-aware VM flow placement and routing
(TVPR) problem with the objective of the data center power-efficiency and resource
guarantees. The problem is to allocate the required server and network resources
for the specified duration of time-aware VM flow requests by selecting appropriate
server-pairs for mapping their source and destination VMs as well as an associated
path for routing their traffic, so as to maximize the acceptance with reduced power
consumption. We first explain our system model, including the data center network
model and the multi-component utilization-based power model which are used by
all the algorithms in this thesis. After defining the time-aware VM flow request
and the TVPR problem, we develop a mixed integer linear programming (MILP)
optimization problem formulation and prove it to be NP-complete. We then develop
a fast and scalable heuristic algorithm which uses a power-based auxiliary graph for
the VM-placement and routing of each request, and analyze its time-complexity. We
finally conduct performance study to demonstrate the effectiveness of the proposed
algorithm in terms of power consumption and acceptance ratio 1) for a small data
center, by comparing its performance with the numerical results obtained by solving
the MILP problem, and 2) for large data centers through simulation results. The
work presented in this chapter has been published in [1].
3.1 System Model
This section presents the system model, including data center network and
power model which are used in the rest of this thesis. First, we model the network
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Figure 3.1: Three-tier multi-rooted hierarchical topology.
topology of data center. We then propose a multi-component utilization-based
power model to determine the total data center power consumption according to
the resource utilization of its components (servers and switches).
3.1.1 Data Center Network Model
We consider a three-tier hierarchical topology commonly used in commercial
data centers [3, 36]. A three-tier multi-rooted hierarchical topology connects the
switches in three layers (Core-Aggregation-Edge) as shown in Figure 3.1. A group
of servers in a rack are connected to an edge layer switch, called ToR (Top of Rack),
which in turn is connected to two aggregation switches at the next layer. Every
group of two aggregation switches which are connected to a group of ToR switches
form a module. Each aggregation switch is connected to all core switches in the
next layer which in turn are attached to some front-end servers for connecting to
the external clients.
The three-tier multi-rooted topology allows multi-path routing as well as
over-subscriptions between different tiers. We note that SDN provides flexibility
for operators by making a unified control over various resources such as routing
paths [4]. In fact, the emergence of programmable control plane in switches through
standardized interfaces such as Openflow [37] has enabled dynamic and adaptive
multi-path routing within a three-tier multi-rooted network topology. Thus, we
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consider SDN-based data centers where the routing paths can be controlled.
We model a data center as a weighted directed graph G (V,E), where V and E
are sets of nodes and links in the network, respectively. In graph G, a directed link
〈o, p〉 ∈ E is associated with its bandwidth denoted by Bo,p, while a node v ∈ V is
either a server, switch or external client (external server). The node corresponding
to the external clients outside the data center is denoted as v∗. Let S and W be
the sets of servers and switches in the data center, respectively. As the number of
ports varies from one switch to another, we use nv to denote the number of ports in
switch v ∈ W. Further, the servers are assumed to have identical capacities. Here,
the resource capacity of a server v ∈ S, denoted by Cv, is defined as an abstract
measure of CPU, memory, and storage to quantify a server’s hardware capability.
3.1.2 Multi-component Utilization-based Power Model
We consider a multi-component utilization-based power model, which defines
the power consumption of a data center according to the resource utilization of its
servers and switches. It has been observed that the high power consumption of
today’s data centers is due to low resource utilization of their (server and switch)
devices [16, 17]. Motivated by this, we define the power consumption of a device
(server or switch) according to its resource utilization which is the fraction of
resources used by the VMs placed in a server and the fraction of ports that are
active in a switch. As a result, the total power consumption of device v (server
or switch) can be determined by a function denoted Pv(Uv) based on its power







, ∀v ∈ V (3.1)
where P0v and P
1
v denote the power consumption of device v (server or switch) in
the idle and fully-utilized states, respectively. Here, Uv ∈ [0, 1] defines the resource
utilization of device v which is either a server or switch. For a server device (v ∈ S),
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the idle power P0v is the power consumption in the idle state, while the latter term of
the sum determines the server power consumption due to its currently-placed VMs,
which depends on their number, type and the corresponding resource requirements.
For a switch (v ∈ W), the idle power P0v is the power consumed when there is
no traffic, while P1v is the power consumption of a switch when all of its ports
are fully-loaded. Further, Uv is the fraction of the ports that are active in switch
v. We note that the power consumption of a switch determined by the proposed
model depends on the fraction of its ports being active but is not proportional to
the traffic traversing through the links and switches, which is the case for today’s
non-energy-proportional commodity switches.
3.2 Request Model
In this section, we explain the time-aware VM flow request model, considered
in this chapter. The time-aware request model enables tenants to request their
required resources (server resources for VMs and network bandwidth for their
communication) for a specific duration. For example, a tenant may request a certain
amount of server resources and network bandwidth for a specific duration, (e.g.,
from 1 pm to 7 pm). It can be noted that the time-aware request model can be used
with any graph which abstracts tenant’s resource requirements. Here, we consider
the time-aware request model combined with a VM flow resource abstraction; a
network flow between two VMs which requires a server-pair for mapping its source
and destination VMs as well as an associated path for routing its traffic.
To support the time-aware problem, time is divided into T uniform time slices
(intervals), denoted as set T where t = 1, . . . , T determining tth time-slot. We
also define set M of M VMs, where the network traffic starts or ends at one of
the M VMs or external server v∗. We assume that each VM requires one unit of
server resources, where the amount of Cv units of resources is considered as the
capacity of server v ∈ S. We use a tuple (msrck ,mdstk , bk, τ Startk , τ Endk ) to represent
the kth time-aware VM flow request, which requires bandwidth of bk for duration
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[τ Startk , τ
End
k ] from source m
src
k ∈ M to destination mdstk ∈ M, where τ Startk , τ Endk ∈ T.
We consider two types of requests: internal and external. While the internal requests
carry traffic between servers within a data center, the external type refers to the
requests that communicate between VMs and external server. We use Kx and KI to
denote the sets of external and internal requests, respectively.
3.2.1 Benefits of Time-aware Model
The time-aware request model differs from other works mainly in the
consideration of a new “time” dimension. In other words, it allows tenants to request
their server and network resources for a certain duration. As explained in chapter 1,
the time-aware request model is not only viable for many practical applications,
but also beneficial for both providers and tenants. To better understand the model
and its benefits, we use the following example to illustrate the benefits gained from
time-awareness in terms of power saving.
For simplicity, we consider a data center with three switches and six
homogeneous servers (see Figure 3.2a). We also assume time-aware VM flow requests
where the source or destination VM of each request requires a half of the capacity
of a server. Suppose that at a given time instant t, there are k1 and k2 requests
which are already placed on S2→W2→S3 and S4→W3→S5 with their end-time t+4
and t+2, respectively (see Figures 3.2a and 3.2b). As can be seen in Figure 3.2c,
the S2, S3 and W2 devices are kept powered-on for the next four time-slots while
the shutdown-time of S4, S5 and W3 devices will be at time-slot t+2.
Suppose that a new request k3 which requires three time-slots arrives now (see
Figure 3.2b). Without knowing the end-time, S2→W2→S3 and S4→W3→S5 are
considered the same, as placement on either of them does not require turning-on
an additional server and switch at time-slot t. In such cases, request k3 might be
placed on S4→W3→S5, and hence keeps the W3, S4 and S5 devices powered-on
for an additional time-slot (see Figure 3.2d). On the other hand, as shown
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Figure 3.2: Benefits of time-aware model. (a) Data center state, hosting k1 and
k2. (b) Time parameters of requests. (c) System’s state after placement of k1 and
k2. (d) System’s state after placement of k3 with unknown time. (e) System’s state
after placement of k3 with time-awareness.
preferred to S4→W3→S5, as we know that it does not require turning additional
elements on for the entire duration of k3. Comparing Figures 3.2d and 3.2e, we
note that the new request without time-awareness feature will keep S4, S5 and W3
devices powered-on for an additional time-slot.
3.3 TVPR Problem
In this section, we define the TVPR problem. We then, formulate it as an
MILP optimization problem and prove it to be NP-complete.
3.3.1 Problem Definition
Consider a data center and a set K of K time-aware VM flow requests as
specified the previous sections. The TVPR problem is to provision the required
server and network resources for the entire duration of the requests by placing
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their source and destination VMs and routing their traffic so as to maximize the
number of accepted requests while consuming as low power as possible. Note that
VM-placement is a (multiple-to-one) mapping u : M→ S that specifies the mapping
of VM m ∈M to server v ∈ S. Also, the power consumption of each server or switch





and Uv are given.
3.3.2 Problem Formulation
To formulate the TVPR problem as an MILP problem, we consider
multi-commodity flow formulation, augmented by binary variables, which determine
the power state of the devices (nodes) and links for different time-slots. We define
the following variables:
• fki,v ∈ {0, 1}; binary variable which indicates whether source-VM (i = 0) or
destination-VM (i = 1) of request k ∈ K is placed on node v ∈ S ∪ {v∗}.
• lko,p ∈ {0, 1}; binary variable which indicates whether traffic of request k ∈ K
traverses link 〈o, p〉 ∈ E.
• Yto,p ∈ {0, 1}; binary variable which indicates whether link 〈o, p〉 ∈ E is
powered-on (active) during time-slot t ∈ T.
• Xtv ∈ {0, 1}; binary variable which indicates whether device v ∈ V is
powered-on (active) during time-slot t ∈ T.
• Zk ∈ {0, 1}; binary variable which indicates whether request k ∈ K is accepted.





, where parameter dtk indicates whether
request k ∈ K has traffic during time-slot t ∈ T.
Objective Function
The TVPR problem aims to maximize the number of accepted requests with
reduced power consumption. In other words, the problem is to minimize the number
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of rejected requests, while keeping power consumption as low as possible. In order
to meet this goal, the TVPR objective function can be defined as,
Minimize : C = ξCRej + CPower (3.2)
where CRej as defined by (3.3), determines the total number of the rejected requests,
ξ is the cost of a rejected request, and CPower as determined by (3.4), is the total
power consumed by all the powered-on server and switch devices due to the accepted
requests. Note that, the total rejection cost determined by ξCRej is considered to
minimize the number of rejected requests and equivalently maximize the acceptance
rate. Thus, the value of ξ is chosen to be a constant much larger than the maximum
power which can be consumed by an accepted request, so as to assign higher priority
to acceptance. To elaborate, we formulate CRej and CPower as below.
Considering K as the total number of requests, the number of rejected requests,
denoted as CRej, is determined by,




where Zk indicates the acceptance of request k ∈ K.
Considering the power consumption of device v as defined by (3.1), the value
of CPower can be determined by adding the power consumption of the active devices




































where the first term determines the total idle power consumption, while the next




Since the TVPR problem is a type of multi-commodity network flow problem,
it must satisfy the capacity constraint, flow conservation constraint and demand
satisfaction constraint [4, 54, 58], which are formulated by (3.5)-(3.7), respectively.
With capacity constraint (3.5), the total traffic traversing through each link does







o,p ≤ Bo,p, ∀t ∈ T, ∀〈o, p〉 ∈ E (3.5)
Flow conservation constraint (3.6) also guarantees that the total traffic belonging






lkp,v, ∀v ∈W, ∀k ∈ K (3.6)
As we assume unsplittable traffic routing, the demand satisfaction constraint (3.7)
ensures that if node v hosts the source-VM (or destination-VM) of request k ∈ K,










 ∀k ∈ K, ∀v ∈ S (3.7)
The internal requests whose traffic is transmitted inside the data center cannot reach
to the external node v∗. Either source or destination of the accepted external request







fk0,v, ∀k ∈ Kx
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The VM-placement constraints are given in (3.10)-(3.14). Constraint (3.10)
guarantees that each request has at most one source and one destination. With
(3.11)-(3.13) constraints, we also ensure that the source and destination of each
accepted request are mapped to two different servers. Moreover, in each time-slot,
constraint (3.14) guarantees that the number of the VMs placed on each server does
not exceed the server’s capacity.
∑
v∈S
fki,v ≤ 1, ∀k ∈ K, ∀i ∈ {0, 1} (3.10)∑
i=0,1


















i,v ≤ Cv, ∀t ∈ T, ∀v ∈ S ∪ {v∗} (3.14)
To calculate the total power consumed by all the powered-on servers and
switches, we define (3.15) to determine Yto,p and X
t
v decision variables, which indicate
the state (on/off) of link 〈o, p〉 ∈ E and device (server or switch) v ∈ V, respectively.
We also define (3.16) and (3.17) to determine the decision variable Zk which indicates
whether request k is accepted or not.
Xto ≥ dtk lko,p
Xtp ≥ dtk lko,p
Yto,p ≥ dtk lko,p






fki,v, ∀k ∈ K (3.16)
Zk ≥ fki,v, ∀k ∈ K, ∀v ∈ S, ∀i ∈ {0, 1} (3.17)
With constraint (3.15), if there is a request which uses link 〈o, p〉 ∈ E at time-slot
t ∈ T, the link and its associated end-nodes (o and p) are marked powered-on during
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the time-slot t. Also, the placement of the source and destination VMs of a request
is used by (3.16) and (3.17) constraints to determine the state of the request as
either accepted or rejected.
Considering the above formulations, the MILP optimization problem

















































i,s ∈ {0, 1}, ∀〈o, p〉 ∈ E, ∀v ∈ V,
∀t ∈ T, ∀k ∈ K, ∀s ∈ S ∪ {v∗}, i = 0, 1 (3.19)
and (3.5)-(3.17).
3.3.3 Complexity
In this subsection, we analyze the computational complexity of this optimization
problem and prove that it is NP-complete.
Theorem 3.3.1. The TVPR optimization problem for cloud data centers is
NP-complete.
Proof. We prove this theorem by using restriction techniques presented in [59].
According to this technique, for two given problems, problem-1 and problem-B, if
problem-B is shown to be a sub-problem of problem-1 and is a known NP-complete
problem, then problem-1 is proved as NP-complete problem. We consider a special
case of TVPR problem, where the number of time-slots is one. This problem as a
special case of the TVPR, is a combination of two problems, VM-placement and
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routing. Since, VM-placement sub-problem maps VMs of the requests to servers, it
affects the routing sub-problem. Therefore, the solution of the optimization problem
TVPR can be found by the following steps. We first enumerate all possible mapping
sets of VMs where each mapping set is one VM-placement candidate. Then, for
each VM-placement candidate, we consider a power-aware routing problem to find
its flow-assignment with minimum power consumption. Finally, among all such
candidates, we select the one with minimum power consumption. According to
the above process, for solving any kind of TVPR problem with any size, solving
the routing optimization problem is essential. More importantly, the routing
is a known NP-complete problem which has been proved by a reduction from
the multi-commodity flow problem [54, 59]. Therefore, based on the restriction
techniques, the TVPR problem is proved as NP-complete.
3.4 Algorithm TVPR
Since the TVPR problem is computationally prohibitive, in this section, we
develop a polynomial-time TVPR algorithm and analyze its time-complexity.
We divide the time into slots and process the requests sequentially at the end
of each time-slot. The TVPR algorithm determines VM-placement and routing of
the newly-arrived requests sequentially at the end of each time-slot, while using
a power-based auxiliary graph (explained in detail later in this section) to keep
track of data center power and utilization states over the time. At the end of each
time-slot, the TVPR algorithm processes all the newly-arrived requests in decreasing
order of the ratio of their required bandwidth (rate) to duration, termed as Highest
Normalized Rate First (HNRF) policy. The rationale behind this policy is to give
preference to those requests with higher bandwidth and shorter duration. Since
high bandwidth demands are prone to high rejection, giving more priority to those
requests can reduce the probability of their rejection due to capacity limitation.
This also increases the likelihood of assigning shorter path to them which results
in lower power consumption. It is also likely to increase the resource utilization as
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those requests occupy high proportion of their assigned path.
Given a set of newly-arrived requests and up-to-date power and utilization
states at time instant t, the algorithm follows the steps in Algorithm 1 to allocates
the required resource of each request.
Algorithm 1 Algorithm TVPR (KA,Kt,G ′)
Require: KA, Kt, G′ . KA is the set of accepted requests that are
still active;; Kt is the set of all newly-arrived requests in time-slot t;; G′ is up-to-date
power-based auxiliary graph;;
1: while ∃ k : (k ∈ KA) ∧ (τEndk = t) do . phase-I
2: KA ← KA\{k}
3: release resources held by k in G′
4: update the weight of affected links in G′
5: end while
6: Sort Kt in decreasing order of their bk/(τEndk − τStartk ) value . phase-II
7: for all k ∈ Kt do . phase-III
8: [status,G′]← VM-Placement-Routing(k,G′)
9: if status== FAIL then reject k
10: else
11: KA ← KA ∪ {k}
12: end if
13: end for
The TVPR algorithm works in three phases: release, ordering, and reservation,
as explained below. In phase-I, the algorithm releases the resources held by the active
requests which terminate in the current time-slot. This is done in lines 1-5 which
update not only set KA of active requests, but also the residual capacity of servers
and links as well as the weights of their respective links in the power-based auxiliary
graph G ′. The algorithm then proceeds to the second phase which determines the
processing order of all newly-arrived requests. In this phase, the TVPR algorithm
sequences the requests in decreasing order of the ratio of their required bandwidth
(rate) to duration, to follow the HNRF ordering policy. Finally in Phase-III,
the TVPR algorithm allocates resources for the sequenced newly-arrived requests.
To achieve this, the TVPR algorithm uses the VM-Placement-Routing function
(explained in detail later in this section) for each request to check the availability of
resources for placing its VMs and routing its traffic. For a given request, the function
uses a shortest weighted path selection algorithm on the up-to-date power-based
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auxiliary graph, to find a server-pair associated with a path which has the minimum
power cost with the sufficient residual capacity. If VM-Placement-Routing finds all
resources, the request is accepted and resources are assigned until the end of the
request’s duration; otherwise, the request is rejected.
3.4.1 Function VM-Placement-Routing
Recall that, for a given request, function VM-Placement-Routing selects servers
for placing the VMs and associated path for routing the traffic between the servers
with minimum power cost, if sufficient resources are available. For a given request
and up-to-date power-based auxiliary graph, VM-Placement-Routing carries out
the following steps (see Function 1). It first considers all server-pairs which have
sufficient residual capacity to be a potential candidate for placing the VMs of the
request. For each candidate server-pair, it uses a shortest weighted path algorithm
(e.g., Dijkstra’s) on the given up-to-date graph G ′ to find its associated path which
has sufficient resources with the minimum power cost. It then selects the server-pair
whose associated path has the lowest power cost among all possible candidates. It
can be noted that the paths with the minimum cost are prioritized based on the
latest release-time, and then the least residual capacity, which are considered to
Function 1 VM-Placement-Routing (k,G ′)
Require: k, G′ . k is the given request which needs to be satisfied;; G′ is power-based
auxiliary graph carrying up-to-date utilization and power states.
1: for all server-pairs with sufficient residual capacity to place source and destination
VMs of request k do
2: find its minimum cost path with sufficient resources
3: end for
4: if no path available then return [Fail,G′]
5: else Find server-pair with minimum power cost
6: if more than one path have the min power cost then
7: select the one with the latest release-time; then the least residual capacity
8: end if
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avoid powering-on additional elements in future time-slots, and to maximize the
resource utilization, respectively. Finally, it places the VMs and routes the traffic
of the request on the selected server-pair and path, and accordingly updates the
residual capacity of servers and links as well as the weights in the auxiliary graph
G ′. The request will be rejected if the function fails to find sufficient resources.
3.4.2 Power-based Auxiliary Graph G ′
The weighted power-based auxiliary graph G ′(V,E) represents the data center
network (see section 3.1.1), where the weight associated with each link is determined
based on the type and the current power-state of the link and its end-node devices.
The weight of a link connecting a server to a switch is the required cost for
powering-on the switch, the server and the link. Also, the weight of a link connecting
a switch to a server (or a switch) is the required cost for powering-on the link and the
server (or the end-node switch). It can be noted that if an element (server, switch
or link) is active (on), the required cost for powering-on the element is set as zero;
otherwise, the cost is equivalent to the idle power of the element. As acceptance
(or termination) of a request changes the residual capacity of servers and links in
its assigned (or released) path, and in turn may affect their power state (on/off),
it necessitates updating the weights of the respective links in auxiliary graph G ′, in
addition to the residual capacity of servers and links.
We use the following example to illustrate the power-based auxiliary graph
G ′. For simplicity, we consider a small data center with three switches and six
homogeneous servers, each with a capacity of one VM. Suppose that at a given time
instant t, there is an ongoing request with end-time t+4 which is already placed
on S2→W2→S3. Figure 3.3 shows the up-to-date auxiliary graph G ′ at time-slot t


















Figure 3.3: Illustration of the power-based auxiliary graph G ′.
3.4.3 Complexity
The time complexity of the TVPR algorithm in each time-slot depends on the
number of newly-arrived requests and the time complexity of the sorting algorithm
used in phase-II as well as of the shortest weighted path algorithm (e.g., Dijksta’s)
used in phase-III (see Algorithm 1). Using heap sort, the time-complexity of ordering
all the newly-arrived request is defined as,
O (|Kt| log |Kt|) (3.20)
where Kt is the set of all the newly-arrived requests in time-slot t ∈ T.




(|E|+ |V|) log |V|) (3.21)
where E and V are the set of links and nodes in the auxiliary graph G ′, respectively.
It can be noted that the TVPR algorithm finds the minimum weighted path for all
possible sources and destinations. Hence, for each request, the time complexity of
finding one-to-all paths for all the servers via a heap data structure is given by,
O
(|S| (|E|+ |V|) log |V|) (3.22)
where S is the set of all servers in the auxiliary graph G ′. Considering the number
of |Kt| newly-arrived requests in time-slot t ∈ T, the complexity of the TVPR
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(|E|+ |V|)|Kt||S| log |V|) (3.23)
3.5 Performance Study
We carry out performance evaluation in two stages. In stage-1 (section 3.5.2),
we solve the optimization problem for a small data center. For a fair comparison, we
also modified the algorithm developed in [4] to include the features of time-awareness
and bandwidth guarantees. We term this algorithm as Modified-VMflow. We divide
time into slots and process the requests at the end of each time-slot. At a given time
instant, say t, the Modified-VMflow scheme first releases the resources held by the
requests which terminate in t. It then invokes the VMflow algorithm proposed in [4]
to determine the VM-placement and routing of all newly-arrived requests. The
VMflow [4] first consolidates VMs and their traffic into VMsets. It then places
the consolidated VMs and routes their traffic through the same set of network
links to reduce the network power consumption.We compare the performance of our
proposed TVPR algorithm not only with the optimum results obtained by solving
the MILP for a small-scale problem, but also with the Modified-VMflow algorithm.
In stage-2 (section 3.5.3), we conduct the simulation study for large-scale problem
sizes by comparing the performance of our TVPR algorithm with Modified-VMflow
for large data centers.
3.5.1 Simulation Settings
In the simulations, we use a three-tier hierarchical topology shown in Figure 3.1.
For the input traffic, we use 3:1 ratio for the external and internal VM flow requests
as in [60]. Request arrival and request duration follow Poisson and exponential
distributions, respectively. The bandwidth (rate) required by each request follows
normal distribution with the mean value of 50% of egress/ingress bandwidth, where
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its standard deviation is set to 5% of its mean value. In addition, we consider
power values of network elements according to [54]. However, we scale down the
idle power, based on the size of the switches considered in our simulations, since
there is a relationship between the idle power and the size of the switch in terms
of the number of chassis, ports and linecards [16]. We evaluate the performance
of the TVPR heuristic based on the two metrics: average power per accepted
request in each time-slot, and average request acceptance percentage per time-slot
(Acceptance Rate). We carry out the experiments for a sufficiently long time to get
95% confidence interval. We plot the 95% confidence intervals in the figures, which
may not be visible in some figures as they are very small.
3.5.2 Optimization Results
This section evaluates the effectiveness of the TVPR algorithm with respect to
the Modified-VMflow algorithm as well as the numerical results obtained by solving
the MILP.
Since the TVPR optimization problem is computationally prohibitive, we
consider the problem at small scales. To consider the small-scale problem sizes, we
scale down the data center topology. We consider a three-tier hierarchical topology
shown in Figure 3.1 where the number of ToR, aggregation and core switches are 4,
4, 2, respectively. We also consider 2 servers per ToR switch where each server has
2 units of VM capacity. The capacity of each link is 1 Gbps. Power consumption
per active port of the ToR, aggregation and core switches is 0.87W, 0.9W and 0.9W,
respectively [16]. We set the power values for the switches based on the number of
their ports, chassis, and linecards. The switches have 4 ports and the idle power
of ToR, aggregation and core switches is 4W, 6.5W and 10.5W, respectively. The
power consumption of the server in idle and fully utilized states, respectively, is
170W and 220W and accordingly, power consumption per VM placed is 25W.
We use 64-bit IBM ILOG CPLEX [61] to solve the linear program. We
then evaluate the performance of our proposed TVPR algorithm with respect to
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Modified-VMflow and optimal results in the following scenario. We fix the total
number of the time-slots and vary the mean value of the number of requests per slot






















































Figure 3.5: Power per accepted request vs. load (Avg. No. of request per slot).
Figures 3.4 and 3.5 plot the effect of varying the load, where Figure 3.4 compares
results achieved by TVPR algorithm and Modified-VMflow with the optimal one in
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terms of average percentage of accepted requests per time-slot (acceptance rate), and
Figure 3.5 shows this comparison in terms of average power per accepted request. As
can be seen from these figures, our proposed TVPR algorithm achieves performance
very close to the optimum results while performing significantly better than the
Modified-VMflow algorithm.
3.5.3 TVPR Performance for Large Data Centers
In this section, we consider a large data center and compare the performance
of our proposed TVPR algorithm with Modified-VMfow. We consider a data center
with a three-tier hierarchical topology [36] where the number of ToR, aggregation
and core switches are 64, 16 and 8, respectively. The ToR, aggregation and core
switches, respectively, have 4, 16 and 16 ports, with idle power consumption of
6.5W, 15W and 41W, respectively. We consider 2 servers per ToR switch where
each server has 2 units of VM capacity. Power consumption of a server in idle and
fully utilized states is 170W and 220W, respectively, which results in 25W power
consumption per VM placed. We consider two scenarios.
We consider acceptance rate and power consumption as key performance
metrics. Our solutions try to achieve low power consumption while ensuring high
acceptance of requests. We note that low utilization of servers is likely to result in
low acceptance rate and high power consumption. Therefore, server utilization is
implicitly captured by the above two metrics. In support of this, we provide server
utilization data in Figure 3.8 corresponding to Figures 3.6 and 3.7.
In scenario 1, we vary the mean request arrival rate and fix the mean request
duration. Figures 3.6, 3.7 and 3.8 consider different average number of arrivals
per slot, where Figure 3.6 shows the average acceptance percentage per time-slot
(acceptance rate), Figure 3.7 shows the average power per accepted request, and
Figure 3.8 shows the average utilization per active server. As can be seen from
these figures, our proposed heuristic improves the server utilization and thus results
in higher acceptance rate and lower power consumption. This is because VMflow [4]
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Figure 3.7: Power per accepted request vs. Avg. No. of arrival per slot.
focuses only on the network power reduction, and more importantly ignores the
information regarding time. Different form our proposed heuristic, VMflow [4] also
assumes that a group of consolidated VMs (VMset) is not separated, and performs
their VM placement and routing only as a group. As opposed to VMflow [4],
the TVPR algorithm takes into consideration of both server and network power
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Figure 3.8: Utilization per powered-on server vs. Avg. No. of arrival per slot.
consumption, as well as the provided time information, which in turn helps TVPR
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Figure 3.9: Acceptance rate (%) vs. Avg. request duration (slots).
In scenario 2, we fix the mean request arrival rate and vary the mean request
duration. Figures 3.9 and 3.10 consider different average request duration where
Figure 3.9 shows the average acceptance percentage per time-slot (acceptance
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Figure 3.10: Power per accepted request vs. Avg. No. of request duration (slots).
rate), and Figure 3.10 depicts power per accepted request. As can be seen from
these figures, our proposed TVPR algorithm shows significant improvement when
compared to the Modified-VMflow algorithm.
From Figures 3.7 and 3.10, we observe that, when the load increases, the
power consumption per request decreases. This is because, additional requests
tend to use the already-powered-on devices. In other words, this demonstrates the
adaptation Least-Active-Most-Utilized policy; turning on as few devices as possible
while maximizing the utilization of each one. We also observe that, beyond a
certain load, the power remains constant because all the devices have been already
powered-on.
3.5.4 Summary of Results
Our observations are summarized below:
1. Compared to the Modified-VMflow algorithm, our proposed TVPR algorithm
results in up to two times gain in the acceptance rate and power consumption.
2. With respect to the optimum results obtained by solving the linear program,
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the TVPR algorithm results in up to 5% lower acceptance rate and
approximately 2% higher power consumption per accepted request.
3.6 Summary
In this chapter, we addressed the TVPR problem, where each tenant requests
a VM flow (a pair of VMs associated with the bandwidth required for their
communication) for a specific time-duration. We proposed a multi-component
utilization-based power model to determine the total power consumption of data
centers according to the resource utilization of the components (servers and
switches). We developed an MILP optimization problem formulation based on the
proposed power model and proved it to be NP-complete. The TVPR optimization
reserves resources for the entire duration of requests by finding the right set
of servers for mapping their VMs and paths for routing their traffic, so as to
accommodate the maximum number of requests with reduced power consumption.
Since the TVPR problem is computationally prohibitive, we developed a fast and
scalable TVPR heuristic algorithm which adopts HNRF ordering policy while using
a power-based auxiliary graph for the VM-placement and routing of time-aware
VM flow requests. We showed that the proposed TVPR algorithm is effective
by comparing its performance with the numerical results obtained by solving the
MILP problem using CPLEX for small data centers. We also demonstrated the
effectiveness of the proposed TVPR algorithm in terms of power consumption and
acceptance ratio for large data centers through simulation results.
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Chapter 4
Time-Aware VM flow Placement,
Routing and Migration
In the previous chapter, we addressed the TVPR problem without considering
VM-migration, and developed a heuristic algorithm (TVPR) based on HNRF policy.
This chapter investigates the performance benefits of leveraging on VM-migration by
studying the TVPR problem with and without consideration of the VM-migration.
After explaining the time-aware request model considered in this chapter, we propose
server-migration and switch-migration policies which augment the TVPR problem to
address TVPR-MSR and TVPR-MSW problems, respectively. We develop an MILP
optimization problem formulation for each of TVPR-MSR and TVPR-MSW problems
which minimizes the rejection cost plus the total power consumption determined by
the proposed multi-component utilization-based power model. We then extend the
solution proposed in the previous chapter for the TVPR problem by developing
four different TVPR heuristic algorithms which consider requests in different orders
based on bandwidth or/and duration. Using an adaptive threshold, we develop
MSR and MSW migration algorithms which augment the TVPR’s heuristics to solve
TVPR-MSR and TVPR-MSW problems, respectively. We finally demonstrate the
effectiveness of the proposed heuristics in terms of power saving, acceptance ratio,
and migration overhead using comprehensive simulation results. The work presented
in this chapter has been published in [62].
4.1 Request Model
This section explains the time-aware request model considered in this chapter.
Recall that, the time-aware request model enables tenants to request their
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required resources —server resources for VMs and network bandwidth for their
communication— for a certain time-duration. As we mentioned earlier, the
time-aware request model can be used with any graph which abstracts tenant’s
resource requirements. In this chapter, we consider the time-aware request model
combined with a flow-based tenant’s resource abstraction. In the flow-based tenant’s
resource abstraction, the resource abstraction graph is a network flow which requires
a server-pair for mapping its source and destination VMs as well as an associated
path for routing its traffic. More specifically, each vertex of the graph is a VM or a
superVM (i.e., a group of VMs) which has its required resource instance associated
with it, while the directed edge represents the bandwidth requirement from source
to destination VMs. It can be noted that requests here can specify VMs with
heterogeneous resource requirements. To support the resource heterogeneity, we
define set Ψ with four resource instances, “S” (small), “M” (medium), “L” (large), and
“XL” (extra large) which differ in their required amount of resources. Accordingly,
we consider a set of VMs with heterogeneous resource requirements, where each VM
required by a tenant specifies one of the above instances.
We divide the time into T uniform slots, denoted as T where T = {t|t =
1, . . . , T}. As the network traffic starts (or ends) at either a VM or external server
v∗, we define a set M of M VMs with heterogeneous resource requirements, where
a VM m ∈ M requested by tenants is specified by its resource instance ψm ∈ Ψ.







represent time-aware request k which requires bandwidth bk from source-VM ψ
0
k ∈ Ψ
to destination-VM ψ1k ∈ Ψ for the estimated required duration
[





τ Startk , τ
End
k ∈ T. We consider two types of external and internal requests, where the
external type refers to the requests that communicate between VMs and external
server while internal requests carry traffic between servers within a data center. We
use Kx and KI to denote the sets of external and internal requests, respectively.
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Figure 4.1: Parameters of time-aware flow-based request model. (a) Time
parameters. (b) Resource parameters.
4.2 TVPR with and without Migration
In this section, we first define the TVPR without migration as well as with
server-migration and switch-migration policies. We then formulate each problem as
an MILP optimization problem.
4.2.1 Problem Definition
Consider a network and a multi-component utilization-based power model as
defined in section 3.1, as well as a set K of K dynamically arriving time-aware
requests as specified in section 4.1. Recall that, the TVPR problem without
considering VM-migration, is to allocate the required resources (server resources
for VMs and network bandwidth for their communication) for the required duration
of the requests by choosing an appropriate set of server-pairs for mapping their
source and destination VMs as well as of the routes for their traffic, so as to
maximize the number of accepted requests while consuming as low power as
possible. For VM-migration, the TVPR problem is augmented by server-migration
(or switch migration) policy, denoted as TVPR-MSR (or TVPR-MSW), to migrate
the already-placed VMs between powered-on servers so as to turn-off as many
servers (or switches) as possible and thus improve power consumption and resource
utilization. These policies migrate the VMs between powered-on servers only if their
migrations result in turning off at least one server in server-migration and one switch
in switch-migration.
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Table 4.1: Notation
Binary variables
fk,ti,v indicating if source-VM/destination-VM (i=0/1) of request k ∈ K is placed on
server v ∈ S in time-slot t ∈ T
lk,to,p indicating if traffic of request k ∈ K traverses link 〈o, p〉 ∈ E in time-slot t ∈ T
Yto,p indicating if link 〈o, p〉 ∈ E is active in time-slot t ∈ T
Xtv indicating if node v ∈ V is active in time-slot t ∈ T
Zk indicating if request k ∈ K is accepted
µtk indicating if request k ∈ K is migrated in time-slot t ∈ T
λk,tv indicating if device v is powered-off in time-slot t and used by currently active
request k in time-slot t− 1
Parameter
dtk specifying if request k ∈ K has traffic during time-slot t ∈ T, where dtk ∈ {0, 1}
ψik specifying the required resources for source-VM (i=0) or destination-VM (i=1)
of request k ∈ K, where ψik ∈ Ψ
bk specifying the bandwidth requirement of request k ∈ K
Cv specifying the number of unit resources considered as the capacity of server v ∈ S
nv specifying the number of ports in switch v ∈W
4.2.2 TVPR Problem Formulation
We formulate the TVPR problem as an MILP optimization problem. We
consider a multi-commodity flow formulation, augmented by binary variables, which
indicate the on/off power state for the server and switch devices as well as the links
(switches’ ports) for different time-slots (see Table 4.1).
Objective Function
The TVPR problem aims to maximize the total number of accepted requests
while consuming as low power as possible. That is, the TVPR problem is to minimize
the total number of rejected requests, while keeping the total power consumption as
low as possible. To meet this goal, we formulate the objective function as,
Minimize : C = ξCRej + CPower (4.1)
where CRej as defined by K−∑k∈K Zk, is the total number of the rejected requests,
ξ is the cost of a rejected request, and CPower as determined by (4.2), is the total
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power consumed by all the powered-on server and switch devices due to the accepted
requests. Note that, the total rejection cost determined by ξCRej is considered to
minimize the number of rejected requests and equivalently maximize the acceptance
rate. Thus, the value of ξ is chosen to be a constant much larger than the maximum
power which can be consumed by an accepted request, so as to assign higher priority
to acceptance.
Considering Vt as the set of all powered-on server and switch devices during
time-slot t, the value of CPower (the total power consumed by all powered-on servers














where function Pv(Uv), as defined by (3.1), determines the power consumed by
device v (server or switch) based on its power usage in idle and fully-utilized states,
denoted by P0v and P
1
v, respectively. Note that for switch device v ∈W, P0v and P1v
determine the power consumed when there is no traffic, and when all of its ports are
fully-loaded, respectively. Recall that, Uv ∈ [0, 1] is the resource utilization of device
v which is either a server or switch. In fact, Uv is either the fraction of the ports
which are active in switch v or defined as the fraction of unit resources used by the
VMs placed on server v which depends on their number, type and the corresponding
resource requirements. Let nv denote the number of ports in switch v ∈W, and Cv






































where the first term determines the total idle power consumed by all powered-on
devices, and the next two terms are utilization-based power used by all powered-on
switches and servers, respectively.
59
4.2.2 TVPR Problem Formulation
Constraints
Since the TVPR problem is a multi-commodity network flow problem, it must
satisfy the capacity constraint, flow conservation constraint and demand satisfaction
constraint [4,54,58], which are formulated by (4.4)-(4.6), respectively. The capacity
constraint (4.4) ensures that the total amount of traffic traversing through each link
does not exceed its capacity. Also, in each time-slot t ∈ T, the flow conservation
constraint (4.5) ensures that the total number of incoming and outgoing links of a
switch v ∈ W traversed by a request k ∈ K are equal. As we assume unsplittable
traffic routing, in each time-slot t ∈ T, the demand satisfaction constraint (4.6)
ensures that if server v hosts the source-VM (or destination-VM) of a request k ∈ K,




















 ∀k ∈ K, ∀v ∈ S, ∀t ∈ T (4.6)
The internal requests whose traffic is transmitted inside the data center cannot reach
the external node v∗. Either source or destination of the accepted external request







fk,t0,v , ∀k ∈ Kx, ∀t ∈ T








fk,t1,v , ∀k ∈ Kx, ∀t ∈ T
0, ∀k ∈ KI, ∀t ∈ T
(4.8)
The VM-placement constraints are given in (4.9)-(4.14). Constraint (4.9) ensures
that VMs of an accepted request are placed only for its entire required duration.
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It also guarantees that source and destination VMs of a rejected request are not
placed for all time-slots. Constraint (4.10) ensures that each VM can be placed
in one server only. With constraints (4.11)-(4.13), we ensure that the source and
destination VMs of each accepted request are mapped onto two different hosts. Also,
in each time-slot, constraint (4.14) guarantees that the number of resource units used




fk,ti,v , ∀k ∈ K,∀t ∈ T,∀i = 0, 1 (4.9)
∑
v∈S
fk,ti,v ≤ dtk, ∀k ∈ K,∀t ∈ T,∀i = 0, 1 (4.10)∑
i=0,1


















i,v ≤ Cv, ∀t ∈ T,∀v ∈ S (4.14)
To calculate the total power consumed by all the powered-on servers and switches, we
define (4.15) to determine decision variables Yto,p and X
t
v, which indicate the on/off
power state of link 〈o, p〉 ∈ E and device v ∈ V, respectively. We also define (4.16)
to ensure that there is no VM-migration, and the host of source and destination











i,v , ∀t ∈ T,∀k ∈ K,∀v ∈ S, ∀i = 0, 1 (4.16)
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i,s ∈ {0, 1}, ∀〈o, p〉 ∈ E, ∀v ∈ V,
∀t ∈ T, ∀k ∈ K, ∀s ∈ S ∪ {v∗}, i = 0, 1 (4.18)
and (4.4)-(4.16).
4.2.3 TVPR-MSR Problem Formulation
Here, we develop an MILP optimization problem formulation for TVPR-MSR
which is TVPR with server-migration. To define the migration constraints, we
determine a binary variable λk,tv as in (4.20) and (4.23), which indicates if device
v is powered-off in time-slot t ∈ T and used by currently active request k ∈ K in
time-slot t−1. In other words, for request k ∈ K which is active in both t−1 and t,
λk,tv indicates whether a device v which is used by k in t−1 is powered-off in time-slot
t. Using λk,tv , we define (4.21)-(4.23) to ensure the server-migration policy, which
migrates only the VMs whose migration can turn off at least one server, without
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λk,tv ≥ µtk, ∀t ∈ T, ∀k ∈ K (4.21)
λk,tv ≤ µtk, ∀t ∈ T, ∀k ∈ K, ∀v ∈ S (4.22)
λk,tv ,µ
t
k ∈ {0, 1}, ∀t ∈ T, ∀k ∈ K, ∀v ∈ V (4.23)
(4.4)-(4.15) and (4.18).
4.2.4 TVPR-MSW Problem Formulation
Different from the TVPR-MSR problem, TVPR-MSW considers
switch-migration policy which migrates the VMs between powered-on servers
only if their migration results in turning-off at least one switch without turning on
a new device. To ensure the policy, we define constraints (4.25) and (4.26) and
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i,v − dt−1k fk,ti,v ≤ µtk,
∀k ∈ K, ∀t ∈ T, ∀v ∈ S ∪ {v∗}, ∀i = 0, 1 (4.25)∑
v∈W
λk,tv ≥ µtk, ∀t ∈ T, ∀k ∈ K (4.26)
(4.4)-(4.15), (4.18), (4.20), and (4.23).
4.3 Proposed TVPR’s Algorithms
In chapter 3, we have shown that the TVPR problem is computationally
prohibitive, and then developed a polynomial-time TVPR algorithm and analyzed
its time-complexity. In this section, we extend the solution proposed in section 3.4
to develop four different versions of the TVPR heuristic algorithm which differ
by the order in which the newly-arrived requests are sequenced. These TVPR’s
heuristics consider the requests in different orders based on either or both of
their required bandwidth and duration, as these two factors could affect power
consumption and acceptance rate. In fact, the availability and utilization of
resources in the current and upcoming time-slots are affected by the order in
which the requests of current time-slot are sequentially processed in terms of their
required bandwidth and duration, respectively. Therefore, we solve the TVPR
problem by developing four heuristics, called TVPR-SDF (Shortest-Duration First),
64
4.3.1 TVPR-SDF Heuristic
TVPR-LDF (Longest-Duration First), TVPR-HWRF (Highest Weighted Rate
First), and TVPR-HNRF (Highest Normalized Rate First) which use a power-based
auxiliary graph for the VM-placement and routing of each newly-arrived request.
Here, the TVPR is suffixed with different ordering policies to differentiate between
different versions of the TVPR algorithm. Note that the TVPR algorithm proposed
in section 3.4 which adopts HNRF ordering policy, is referred to as TVPR-HNRF.
Below, we briefly explain each of these TVPR’s algorithms and the rationale behind
their ordering policy.
4.3.1 TVPR-SDF Heuristic
At the end of each time-slot, TVPR-SDF heuristic determines VM-placement
and routing of all newly-arrived requests sequentially in the increasing order of
their duration, while using a power-based auxiliary graph (explained earlier in
section 3.4.2) to keep track of data center power and utilization states over the
time. The rationale behind giving preference to those requests with shorter duration
is that these requests terminate earlier, and make large bandwidth available sooner
for upcoming requests, resulting in higher acceptance rate. Below, we briefly recall
all the steps in the TVPR algorithm proposed in section 3.4 by explaining the
TVPR-SDF algorithm.
Given a set of newly-arrived requests and up-to-date power and utilization states
at time instant t, the algorithm decides and allocates the required resources for each
request through three phases: release, ordering, and reservation (see Algorithm 1).
In phase-I, the algorithm releases the resources held by the active requests which
terminate in the current time-slot. This is done in lines 1-5 which update not only
set KA of active requests, but also the residual capacity of servers and links as well
as the weights of their respective links in the power-based auxiliary graph G ′. The
algorithm then proceeds to the second phase which determines the processing order
of all newly-arrived requests. In this phase, the TVPR-SDF sequences the requests
in increasing order of their duration to follow the SDF ordering policy. Finally in
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Algorithm 1 TVPR-SDF (KA,Kt,G ′)
Require: KA, Kt, G′ . KA is the set of accepted requests that are
still active;; Kt is the set of all newly-arrived requests in time-slot t;; G′ is up-to-date
power-based auxiliary graph;;
1: while ∃ k : (k ∈ KA) ∧ (τEndk = t) do . phase-I
2: KA ← KA\{k}
3: release resources held by k in G′
4: update the weight of affected links in G′
5: end while
6: Sort Kt in increasing order of request duration . phase-II
7: for all k ∈ Kt do . phase-III
8: [status,G′]← VM-Placement-Routing(k,G′)
9: if status== FAIL then reject k
10: else
11: KA ← KA ∪ {k}
12: end if
13: end for
Phase-III, TVPR-SDF allocates resources for the sequenced newly-arrived requests.
To achieve this, TVPR-SDF uses function VM-Placement-Routing (explained earlier
in section 3.4.1) for each request to check the availability of resources for placing
its VMs and routing its traffic. For a given request, the function uses a shortest
weighted path selection algorithm on the up-to-date power-based auxiliary graph,
to find a server-pair associated with a path which has the minimum power cost with
the sufficient residual capacity. If VM-Placement-Routing finds all the resources,
the request is accepted and resources are assigned until the end of the request’s
duration; otherwise, the request is rejected.
To better understand the proposed heuristic, we use the following example to
illustrate the TVPR-SDF heuristic. For simplicity, we consider a small data center
with three switches and six homogeneous servers, each with a capacity of one VM.
Suppose that at a given time instant t, there is an ongoing request with end-time
t+4 which is already placed on S2→W2→S3. Figure 4.2a shows the auxiliary graph
G ′ of time-slot t where the power usage of a link, server, or switch is assumed to be
1 unit. Suppose that two requests, req-1 and req-2 arrive now with the requirements
of three and one slots, respectively. With TVPR-SDF heuristic, the requests are



































Figure 4.2: Illustration of the proposed TVPR’s heuristics. (a) G ′ at time-slot t. (b)
G ′; after placing req-1, req-2.
in the placement of req-2 on S4→W3→S5 with the cost of 5 units and then req-1 on
S1→W2→W1→W3→S6 with the cost of 7 units. Accordingly, the residual capacities
and weights in graph G ′ are updated after each placement (see Figure 4.2b).
4.3.2 TVPR-LDF Heuristic
As in TVPR-SDF, TVPR-LDF works in three phases: release, ordering, and
reservation. After releasing the resources held by the requests which are terminating,
TVPR-LDF allocates resources for a sequence of all resources which are ordered in
phase-II. TVPR-LDF and TVPR-SDF differ only in Phase-II where TVPR-LDF
sequences the requests based on LDF policy; the decreasing order of their duration.
The rationale behind giving preference to those requests with longer duration
is to increase the likelihood of using shorter paths for them. This is because the
allocated resources to requests cannot be changed within their existence (without
considering VM-migration). Thus, resource allocation of long requests plays a
dominant role in the total bandwidth and power usage. It might lead to allocating
longer paths to the requests with shorter duration. But this will not have significant
effect, as these paths will be released sooner. To make this clear, we use the
same example illustrated in section 4.3.1 for TVPR-SDF heuristic. As TVPR-LDF
sequences the requests in decreasing order of their duration, it first processes req-1
and then req-2. Thus, S4→W3→S5 and S1→W2→W1→W3→S6 are allocated to
req-1 and req-2 for three and one slots, respectively. Thus, with this sequence, it is




TVPR-HWRF considers the requests in the decreasing order of the product of
the bandwidth and duration. In other words, the requests are sequenced in terms
of their total required resources within their existence. As the difference between
TVPR-SDF and TVPR-HWRF is in their Phase-II, we only explain the reason for
considering the HWRF policy. The rationale behind giving priority to the requests
with more demands is to increase the likelihood of their acceptance as they are prone
to rejection. At the same time, it is likely to reduce the total power consumption
as they are using a high proportion of a short path for a long time. In short, in
addition to LDF, HWRF takes into consideration the required bandwidth of the
requests to balance very low acceptance rate and very high power saving achieved
by LDF policy.
4.3.4 TVPR-HNRF Heuristic
Recall that the TVPR-HNRF heuristic refers to the TVPR algorithm proposed
in section 3.4, which processes the requests in decreasing order of the ratio between
their required bandwidth (rate) and duration. Considering the difference between
TVPR-SDF and TVPR-HNRF which is in their Phase-II, we recall the rationale
behind using HNRF policy. As we mentioned earlier, satisfying short requests
(SDF policy) provides more opportunity for accepting future requests. However,
a short request with low bandwidth demand could result in low utilization and high
power consumption. To provide better balance between acceptance rate and power
consumption, in addition to the duration, we take the bandwidth requirements into
consideration. Since high bandwidth demands are prone to high rejection, giving
higher priority to those requests can reduce the probability of their rejection due
to capacity limitation. This also increases the likelihood of assigning shorter path
to them which results in lower power consumption. It is also likely to increase the





Considering server-migration and switch-migration policies, in this section, we
develop two migration algorithms, called MSR and MSW which augment any of
TVPR’s heuristics to solve TVPR-MSR and TVPR-MSW problem, respectively.
The proposed two constrained migration algorithms migrate the VMs between the
powered-on servers only if their migrations result in turning-off at least one server
and switch, respectively. To choose appropriate candidate VMs for migration, we
define an adaptive threshold based on the number and utilization of powered-on
devices. The key idea is to adaptively select the lowest utilized device within the
threshold so as to turn off the least power efficient device while migrating as few VM
units as possible. Intuitively, these algorithms are expected to perform well in most
scenarios, since adaptively powering-off an under-utilized device is highly likely to
save power which compensates for the migration power overhead.
4.4.1 Heuristic Algorithm for Server-migration Policy
The server-migration MSR algorithm considers an adaptive threshold which is
defined based on the number and utilization of powered-on servers, to choose an
appropriate set of VMs to migrate while accommodating up-to-date network states
(explained in detail later in this section). Algorithm MSR checks whether all VMs
whose host has the lowest utilization and within the threshold, can be migrated
without turning on a new device. If so, the algorithm turns off the server by
migrating the VMs and repeats the same steps while dynamically updating the
adaptive threshold. If it is not possible, it proceeds to the subsequent lowest utilized
server until none of the servers whose utilization is less than or equal to the threshold,
can be turned-off. Below, we explain the algorithm in more detail.
As can be seen in Algorithm 2, MSR first determines the adaptive threshold
T SR based on the current network state, as explained later in this section. Using
T SR, it determines all powered-on servers with their utilization within the threshold
T SR. They are then considered in the increasing order of their utilization as a
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Algorithm 2 MSR (G ′)
Require: G′ . G′ is power-based auxiliary graph carrying up-to-date utilization and
power states.
1: Determine the adaptive threshold T SR
2: SOn
<T SR = {v ∈ S| 0 < Uv ≤ T SR}
3: while SOn
<T SR do
4: v ← lowest utilized server in SOn
<T SR
5: SOn
<T SR ← SOn<T SR\{v}
6: [status,G′]←Mig-To-Off( v, G′)
7: if status== True then go to 1
8: end if
9: end while
sequence SOn≤T SR . The algorithm then uses function Mig-To-Off for a sequence
SOn≤T SR . For a given server v, the function checks the possibility of turning off
the server by migrating all the VMs without requiring to turn on a new device.
We note that powering-off a server changes the host and in turn the path of its
VMs. Therefore, it provides the opportunity of turning off a switch in addition to
the server. Once function successfully chooses a server to turn off, the algorithm
redefines the threshold T SR as well as sequence SOn≤T SR , and then repeats the same
procedure. This will continue until none of the candidate servers of sequence SOn≤T SR
can be powered-off.
Function Mig-To-Off
For a given device, function Mig-To-Off (see Function 1) checks whether the
resources are available for migrating all requests that currently use the device, to
other powered-on devices without turning-on a new device. If so, it migrates the
requests and turns the device off.
Given a device v and auxiliary graph G ′, function Mig-To-Off first constructs
graph GOn as a sub graph of G ′ which only contains its powered-on components,
except the given device v. It then considers set KM of all requests which are currently
using device v, and releases the resources held by them in graph GOn. Accordingly, in
auxiliary graph GOn, it updates weights of the respective links. It then uses function
VM-Placement-Routing (explained earlier in section 3.4.1) for each request of set
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Function 1 Mig-To-Off ( v, G ′)
Require: v, G′ . v is a candidate device for powering-off, G′ is power-based auxiliary
graph;;
1: Construct GOn
2: KM ← {k| if request k is currently using device v}
3: for all k ∈ KM do
4: release resources held by k in GOn
5: update the weight of affected links GOn
6: end for
7: remove node v from GOn
8: for all k ∈ KM do
9: [status,GOn]← VM-Placement-Routing(k,GOn)
10: if status== False then return [False,G′]
11: end if
12: end for
13: update residual capacities and weights of powered-on elements in G′ according to GOn
14: return [True,G′]
KM to check whether the powered-on devices have sufficient resources for placing its
VMs and routing their traffic. If VM-Placement-Routing finds the resources for all
requests in KM, resources are assigned and G ′ is updated according to GOn; otherwise,
function Mig-To-Off fails to migrate the requests and power off the given device v.
Adaptive Threshold
As we mentioned earlier, algorithm MSR determines an adaptive threshold based
on the number and mean utilization of all powered-on servers. Let SOn denote the
set of all powered-on servers and Uv define the utilization of server v as the fraction
of its resources which are used by its placed VMs. As meanv∈SOn Us determines the
average utilization per powered-on server, the average residual fraction of resources
per powered-on server is 1 − meanv∈SOn Uv. Therefore, the maximum number of










Considering that a server’s chance of being turned-off reduces with its utilization,
the adaptive threshold T SR can be defined as Uv, where v is the NSRth lowest utilized
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powered-on server.
4.4.2 Heuristic Algorithm for Switch-migration Policy
As in MSR, the switch-migration algorithm MSW uses an adaptive threshold to
choose an appropriate set of VMs. However, the threshold used here is defined based
on the number and utilization of powered-on switches instead of servers (explained
later in this section). While dynamically updating the adaptive threshold, MSW
determines a sequence WOn≤T SW of all powered-on switches with the utilization within
the threshold T SW, and orders them in increasing order of their utilization. It then
uses function Mig-To-Off (explained earlier) for the sequence WOn≤T SW . For a switch,
if the function finds available resources for satisfying all requests without using the
switch or turning on a new device, the switch is turned off and accordingly the
threshold and sequence WOn≤T SW will be updated. The procedure is repeated until
none of the powered-on switches in WOn≤T SW can be turned-off.
We now explain the adaptive threshold defined by MSW. Let WOn denote the
set of all powered-on switches and Uv define the utilization of switch v as the fraction
of its ports that are powered-on. The adaptive threshold T SW can be defined as Uv,
where v is the NSW
th lowest utilized powered-on switch. The number of candidate











We evaluate the effectiveness of our proposed algorithms using simulation
results. We demonstrate the effectiveness of augmenting MSR and MSW migration
algorithms not only with respect to the TVPR’s heuristics (without VM-migration),
but also over a benchmark algorithm called MEX. Algorithm MEX as explained below
is an exhaustive migration algorithm with on intelligence in the VM-migration,
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which is developed by us to demonstrate the efficiency of the proposed migration
algorithms.
4.5.1 MEX: Exhaustive Migration
As in MSR and MSW, MEX exploits VM-migration to accommodate up-to-date
network states and in turn improve the resource utilization. Different from server
and switch migration policies, we assume no intelligence in the VM-migration. More
specifically, MEX exhaustively migrates the VMs, hence does not consider power
cost of migration, as it does not necessarily turn off a device. The key idea of the
algorithm is to reallocate the resources for all the ongoing requests, in addition to
the newly-arrived requests. That is, in each time-slot, after replacing the VMs and
re-routing the traffic for each ongoing request, MEX allocates the resources for all the
newly-arrived requests. It can be noted that MEX can process the requests in either
of LDF, SDF, HNRF, HWRF ordering policies and result in different heuristics.
4.5.2 Simulation Settings
We consider a data center with a three-tier hierarchical topology [1, 36]. It
has 8 core switches and 16 modules, where each module has 2 aggregation, and
12 ToR switches. Each ToR has 2 ports connected to two aggregation switches in
the same module and 48 ports connecting 48 servers. Thus, the total number of
ToR switches and servers are 192 and 9216, respectively. As in [36], we set the
over-subscription ratio of ToR-to-aggregation and aggregation-to-core as 2.4:1 and
1.5:1, respectively. With 1Gbps capacity set for the link connecting a server and a
ToR switch, the capacity of the link connecting a ToR and an aggregation switch
and the link connecting an aggregation switch and a core switch is set to 10Gbps.
We assign 10 units of resources to each server.
For the power values, we follow the references [16, 51, 54], where a ToR,
aggregation, and core switch has the idle power usage of 76.4W, 133.5W, and 555W;
the maximum power usage of 102W, 175W, and 656W; and the power usage per
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active port of 0.87W, 0.9W, and 0.9W, respectively. It has been observed that a
server with two cores consumes 170W and 220W in the idle and fully utilized states,
respectively. Since these power values have direct relationship with the number of
its cores [16], we scale up the server’s power based on its resources considered in our
simulations. Accordingly, the power usage of a server with 10 units of resources in
idle and fully utilized states is 850W and 1100W, respectively.
In the literature, data center traffic characteristics at the packet level between
switches have been studied and traffic distributions such as exponential, weibull,
and lognormal have been reported [32, 35]. In our study, we consider time-aware
requests from the tenants, which are generated randomly, where their duration and
inter-arrival times are assumed to follow an exponential distribution. The source-VM
ψ0k and destination-VM ψ
1
k of each time-aware VM flow request is specified by its VM
type which are randomly selected from set Ψ. We support the resource heterogeneity
by defining Ψ = {“S”, “M”, “L”, “XL”} where a VM belonging to the “S”, “M ”,
“L”, and “XL” consumes 1, 2, 4, and 8 units of the server’s resources, respectively.
To support the traffic heterogeneity, we consider two kinds of requests, low-rate and
high-rate traffic, where the requests with high-rate traffic (hot proportion) form 30%
of the total requests [5]. The value of bk follows normal distribution where the range
is between 10-100 kbps, for the low-rate traffic and is between 1500-2500 kbps, for
the high-rate traffic [5].
4.5.3 Metrics
We use the following metrics for performance evaluation:
• Acceptance rate: We define acceptance rate as the percentage of requests that
are accepted by the algorithm.
• Power : This metric refers to the average power consumed by an accepted VM
resource unit per time-slot. We note that different requests require different
amount of server resources for VMs.
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• M-Power : This metric is similar to the metric ‘power’ but it includes the
migration power cost by an accepted VM unit per slot. We assume the
migration power cost of a VM unit is ζ times the average power usage per
VM unit in the time-slot. We calculate the M-Power for different values of ζ.
• Power Gain: To show the effectiveness of VM-migration in terms of power
consumption, we use this metric which is defined as the percentage of the
average power consumed by the VM unit per time slot that is reduced after
using VM-migration.
• Migration Overhead : The average percentage of VM units that are migrated
per time-slot.
• Power gain per migrated VM unit : To show the effectiveness of the
VM-migration in terms of power reduction as well as overhead, we consider
the average percentage of VM unit power consumption which is reduced by
migrating one VM unit.
4.5.4 Scenarios
We consider 1000 time-slots. We fix the mean arrival rate at 5000 requests per
slot and vary the mean request duration from 2 to 14 in steps of 2, while comparing
the performance of our proposed heuristics under the following scenarios.
Scenario-1: TVPR’s heuristics: In this scenario, we compare the
performance of TVPR-HNRF, TVPR-HWRF, TVPR-SDF and TVPR-LDF to
evaluate the impact of request processing order on acceptance rate and power. We
note that these algorithms do not consider migration.
Scenario-2: Migration heuristics: In this scenario, we compare the
performance of our proposed migration algorithms MSR and MSW with the
exhaustive migration algorithm MEX in terms of power gain, power gain per migrated
VM unit and migration overhead. We note that, different TVPR’s heuristics
augmented by migration algorithms result in similar observations. Moreover, MSR
75
4.5.5 Results and Discussion
implies both server and switch migrations, as powering-off a server results in
changing the host and also the path (explained earlier in section 4.4.1). Therefore,
we only present the results for SDF-MSR, SDF-MSW, SDF-MSW and omit the rest
of the results.
Scenario-3: Different ζ values: In this scenario, we compare the power
consumption before and after augmenting different migration algorithms, while
considering the power consumption due to migration operation as well. Recall
that, we assume the migration of a VM unit consumes ζ (fraction) of its power
consumption within one time-slot. For the same reason as Scenario 2, we only
present the results for comparing the SDF, SDF-MSR, SDF-MSW and SDF-MEX in
terms of M-Power while considering different values of ζ: 0, 0.2 and 1.
Scenario-4: MSR heuristics: In this scenario, we evaluate the impact
of MSR augmenting different TVPR’s heuristics by comparing the performance of
SDF-MSR, LDF-MSR, HNRF-MSR and HWRF-MSR in terms of power, power gain,
migration overhead and acceptance rate.
4.5.5 Results and Discussion
We wrote a discrete event simulator in Python to implement our proposed
algorithms. We carry out the experiments for sufficient number of times to get
small error bars representing the 95% confidence interval. We plot the error bars in
the figures, which may not be visible in some figures as they are very small.
Scenario-1: TVPR’s heuristics
Figure 4.3 plots the results of TVPR-SDF, TVPR-HNRF, TVPR-HWRF, and
TVPR-LDF heuristics while varying the average request durations with Figure 4.3a
showing the acceptance rate and Figure 4.3b showing the average power consumption
per accepted VM unit per slot.
Acceptance rate: We can observe from Figure 4.3a that although all TVPR’s
heuristics accept close to 100% of the requests at low loads, increasing the average
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Figure 4.3: Scenario-1. (a) Percentage of accepted requests. (b) Avg. power per
accepted VM unit per slot.
request durations (the load) decreases their acceptance rate in different slopes.
TVPR-SDF has the highest acceptance, followed by TVPR-HNRF, TVPR-HWRF,
and TVPR-LDF heuristics. This is because giving preference to the requests with
shorter duration is likely to accept more shorter requests which in turn increases the
frequency of acceptance by making large bandwidth available for future requests.
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Power: As can be seen in Figure 4.3b, TVPR-LDF, TVPR-HWRF,
TVPR-HNRF and TVPR-SDF, respectively, have the lowest to the highest average
power consumption per accepted VM unit per slot. This is because giving preference
to longer requests increases the likelihood of using shorter paths for them. We
also observe that increasing the average request durations (the load) decreases not
only the power usage of each heuristic but also the gap between them. This is
because additional requests tend to use the already powered-on devices. In other
words, this demonstrates the effectiveness of adopting Least-Active-Most-Utilized
policy. Also, beyond a certain load when the acceptance rate decreases, the power
consumed by different heuristics get closer, as all or most of the devices have already
been powered-on. Note that the performance of TVPR-HWRF and TVPR-HNRF
algorithms are in between that of TVPR-SDF and TVPR-LDF algorithms, as we
discussed in section 4.3.1.
Scenario-2: Migration heuristics
Figure 4.4 plots the performance of SDF-MSR, SDF-MSW and SDF-MEX
heuristics for different average request durations. Figures 4.4a-4.4d show the
migration overhead, the acceptance rate, the power gain and the average power
gain per migrated VM, respectively.
Migration overhead: As can be seen in Figure 4.4a, SDF-MSR and SDF-MSW
migrate significantly lower (up to 97%) percentage of VM units per time-slot than
SDF-MEX. This is because SDF-MSR (SDF-MSW) migrates only those VMs whose
migration does not power on a new device and turns off at least one server (switch),
avoiding exhaustive migration of the VMs as in SDF-MEX.
Acceptance rate: As can be seen in Figure 4.4b migration algorithms do
not improve the acceptance rate as they primarily focus on reducing the power
consumption.
Power gain: Figure 4.4c plots the percentage of power reduction achieved by
MSR, MSW and MEX augmenting TVPR-SDF algorithm for different average request
78












































































































Figure 4.4: Scenario-2. (a) Avg. percentage of VM units migrated per slot. (b)
Acceptance rate. (c) Power gain per VM unit per slot. (d) Avg. percentage of
power gain per migrated VM unit per slot.
duration. We can see that for the low loads when acceptance rate is close to
100%, increasing the load increases the power gain irrespective of the migration
policy. This is because as additional resources are still available and resources
are not fully utilized, increasing the load increases the number of VMs which can
potentially migrate and improve the power. Further, beyond a certain load when
the acceptance rate decreases, the power gain also reduces, as all or most of the
devices have been already powered-on with the high level of utilization. As we can
expect, MEX achieves the highest gain followed by MSR and MSW. This is because
MEX exhaustively migrates the VMs without considering the migration overhead and
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Figure 4.5: Scenario-3. (a) M-Power, ζ=0. (b) M-Power, ζ=0.2. (c) M-Power, ζ=1.
results in up to 20 times more migrated VM units than the other two algorithms,
as observed from Figure 4.4a.
Power gain per migrated VM: For a fair comparison, we also compare the three
migration algorithms in terms of the percentage of power saved by migrating one
VM unit as plotted in Figure 4.4d. We observe that migration of one VM unit by
MSR can achieve up to 40 times gain than MEX.
Scenario-3: Different ζ values
Figure 4.5 plots the results of SDF-MSR, SDF-MSW and SDF-MEX heuristics
while varying the average request durations for ζ values of 0, 0.2, and 1. While
Figure 4.5a considers zero cost for migration, Figure 4.5c considers relatively large
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value ζ = 1 which means migration of a VM unit consumes the same power as
it requires for the placement and routing. From Figure 4.5a we can observe that
increasing the load decreases the impact of migration on average power consumption
of VM unit per time-slot, as it reduces the chance of finding available resources for
migrating the VMs. This is because by increasing the load, additional requests
tend to use the already powered-on devices and beyond a certain load when
acceptance rate decreases, power remains constant as the system saturates and
the resource utilization increases. Although SDF-MEX results in the lowest power
consumption when the migration power cost is not included (see Figure 4.5a, where
ζ = 0), it has the highest power consumption by including the migration power cost
(Figures 4.5b and 4.5c). SDF-MSR and SDF-MSW consume less power than SDF
heuristic even for the relatively large value of ζ (see Figure 4.5c, where ζ = 1). In
other words, even by considering the power overhead of migration, MSR and MSW
still can yield power reduction. Obviously, as we can see in Figure 4.5b, for lower
values of ζ more power gain is achieved by the migration algorithms.
Scenario-4: MSR heuristics
Figure 4.6 plots the results of SDF-MSR, LDF-MSR, HNRF-MSR and
HWRF-MSR which are MSR augmenting different TVPR’s heuristics while varying
the average request durations. We observe that augmenting TVPR’s heuristics
with MSR does not affect their acceptance rate (see Figures 4.3a and 4.6a). From
Figure 4.6b we can see that using MSR with any TVPR’s heuristics results in
the same power consumption, while these heuristics result in different power
consumption when no migration is used as observed from Figure 4.3b. This can also
be observed from Figures 4.6c and 4.6d, where MSR augmented by SDF heuristic
achieves the highest gain with the highest migration overhead, followed by HNRF,
HWRF, and LDF. Algorithm SDF gives priority to shorter requests and is likely to
assign longer paths to the requests with longer duration. Such longer requests with
longer paths are more likely to migrate its VMs and improve the power consumption.
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Figure 4.6: Scenario-4. (a) Acceptance rate. (b) Avg. power per accepted VM unit
per slot. (c) Power gain per VM unit per slot. (d) Avg. percentage of VM units
migrated per slot.
On the other hand, LDF which gives preference to longer requests is likely to assign
shorter paths to the requests with longer duration which stay longer, and hence
decreases the probability of migration and improving the power consumption. It
can be noted that the gap between these heuristic decreases as the load increases.
This is because beyond a certain load, when the acceptance rate reduces and the
power remains constant, all or most of the devices have already been powered-on,
and hence migration is reduced as all devices are almost fully-utilized.
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4.5.6 Summary of Results
Our observations are summarized below:
1. Algorithm TVPR-LDF has the lowest power consumption and acceptance rate
followed by TVPR-HWRF, TVPR-HNRF and TVPR-SDF in that order.
2. Compared to the exhaustive migration algorithm, our proposed migration
algorithms result in up to 97% reduction in the migrated VM units while
achieving almost the same acceptance rate.
3. Augmenting our proposed migration algorithms improves the power
consumption of TVPR’s heuristics even under consideration of relatively high
migration power cost.
4. Although TVPR’s heuristics augmented by migration algorithms result in
almost the same power consumption, the SDF achieves the highest acceptance
rate followed by HNRF, HWRF, and LDF heuristics, while the LDF results in
the lowest migration overhead followed by HWRF, HNRF and SDF heuristics.
4.6 Summary
In this chapter, we studied the VM-placement and routing problem with
time-aware flow-based requests by addressing three different problems: TVPR,
TVPR-MSR, and TVPR-MSW. The problem without VM-migration, referred to
as TVPR, is to allocate the required server and network resources for the specified
duration of admitted requests by selecting appropriate server-pairs for mapping
their VMs as well as paths for their traffic, and thus provide resource guarantees.
For VM-migration, we augmented the TVPR problem with server-migration (or
switch-migration) policy, denoted as TVPR-MSR (or TVPR-MSW), to migrate
the already-placed VMs between powered-on servers so as to turn-off as many
servers (or switches) as possible and thus improve power consumption and resource
utilization. We developed an MILP optimization problem formulation for each
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of TVPR, TVPR-MSR, and TVPR-MSW problems which minimizes the rejection
cost plus the total power usage defined by multi-component utilization-based power
model. We solved the TVPR problem by developing four fast online heuristics:
TVPR-LDF, TVPR-HWRF, TVPR-HNRF and TVPR-SDF, that allocate resources
for requests, while considering their duration and bandwidth demand. Using an
adaptive threshold, we also developed MSR and MSW migration algorithms which
augment any of the above heuristics to solve TVPR-MSR and TVPR-MSW problems,
respectively. We demonstrated the effectiveness of the proposed heuristics in terms
of power saving, acceptance ratio, and migration overhead using comprehensive
simulation results. We showed that augmenting the proposed migration algorithms
improves power consumption of all the proposed TVPR’s heuristics even under





Noting the complex communication pattern between hundreds and even
thousands VMs of a real application that does not always have flow-based VM
communication model as in previous chapters, this chapter explores the problem
of energy-efficient resource-guaranteed provisioning of time-aware application-graph
based requests. We first present Time-aware Tenant Application (TTA) request
model which combines the time-aware request model with an application graph based
resource abstraction, characterizing the structure and communication pattern of
the tenant application. We then investigate the power-efficient resource-guaranteed
VM placement and routing problem for dynamically arriving TTA requests, called
PER-TTA. The problem is to allocate the specified resources for the entire duration
of each TTA request by selecting an appropriate set of servers for placing its
VMs as well as paths for routing their traffic, so as to maximize the number of
accepted requests with the lowest possible power consumption. Using the proposed
multi-component utilization-based power model, we formulate PER-TTA as an
MILP optimization problem. Since the PER-TTA problem is computationally
prohibitive, we develop two algorithms where the VM placement and routing
of the first algorithm are based on the aggregate-goodness value of servers and
pre-computed candidate paths, while the second algorithm chooses servers and
routes based on minimum power cost paths. After analyzing the time-complexity
of the proposed algorithms, we demonstrate their effectiveness in terms of power
saving and acceptance ratio through simulation results. The work presented in this




This section explains the time-aware request model considered in this chapter.
Recall that, the time-aware request model enables a tenant to express an application
request by specifying its resource requirement graph (server resources for VMs and
bandwidth for their communication) associated with its required time-duration.
As we mentioned earlier, time-aware request model can be used with any graph
which abstracts tenant’s resource requirements. In this chapter, we consider
Time-aware Tenant Application (TTA) which is time-aware request model combined
with the application-aware tenant’s resource abstractions such as TAG [23]. With
the application-aware tenant’s resource abstraction, the resource abstraction graph
characterizes the structure and communication pattern of the tenant application.
More specifically, each vertex of the graph is an application tier (set of VMs with
the same functionality) which has type and number of VMs associated with it, while
each edge represents per-VM bandwidth requirement between a pair of tiers.
We divide the time into T uniform slots, denoted as T where T =
{
t|t =
1, . . . , T
}
. To support the resource heterogeneity, we define set Ψ with four resource
instances, “S” (small), “M” (medium), “L” (large), and “XL” (extra large) which differ
in their required amount of resources. Accordingly, we consider a set of VMs with
heterogeneous resource requirements, where each VM required by a tenant specifies
one of the above instances. We define a set M of M heterogeneous VMs, since the
network traffic starts (or ends) at either a VM m ∈M or external server v∗. The kth




k ) where graph Gk(Hk, Ik) specifies
the resource requirements of the tenant application, while τ Startk and τ
End
k ∈ T specify
the start and end time of its estimated required duration
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As mentioned earlier, graph Gk(Hk, Ik) is an application-aware tenant’s resource
abstraction, where Hk is the set of application tiers, each is defined based on the
type and number of VMs, while set Ik contains all directed edges (tier-pair), each
specifying the bandwidth requirement between the corresponding tiers. Set Hk also
includes an additional tier η∗ corresponding to the external clients outside the data
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Figure 5.1: A 3-tiered Web application architecture.
center. Each tier η ∈ Hk is associated with the pair 〈ψηk , Nηk 〉 to specify its VM type,
denoted as ψηk ∈ Ψ and the number of instances for that type, denoted as Nηk . Also,
in set Ik, each directed edge ι = 〈ηsrc, ηdst〉 is associated with bιk which specifies the
bandwidth requirement per VM of its source-tier ηsrc ∈ Hk for sending traffic to a
VM of destination-tier ηdst ∈ Hk.
5.1.1 Example of TTA Model
We illustrate the TTA model using the following example. For simplicity,
we consider a Web application with a 3-tier application architecture (not to be
confused with 3-tier data center architecture), which is composed of the presentation,
business-logic and data tiers as shown in Figure 5.1. The presentation tier
implements the user interface which is displayed to the user on the client side within
their Web browsers. This tier consists of Web servers, such as Apache Server and
Microsoft Internet Information Server (IIS) which mainly handle user requests and
application presentation. The business-logic tier implements the core application
logic. This tier consists of Application servers, such as Apache Tomcat and Sun
Java System Application Server, which perform specialized application logic (e.g.,
sales analysis). The data tier handles database processing and data accessing. This
tier consists of database servers which store and retrieve a Web site’s information
(e.g., user accounts, catalogs to reports and customer orders). An example of these
servers which manage application data is a MySQL database.
Different functionalities place significantly different requirements of network and
computing resources on different tiers. Therefore, the application can be represented
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Figure 5.2: Communication model of the 3-tier application
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Figure 5.3: Parameters of TTA request model. (a) Time parameters. (b) Resource
parameters.
as a communication graph, where each tier contains a set of VMs with the same
functionality while a directed edge indicates the bandwidth requirement between
the corresponding tiers (see Figure 5.2). Further, a tier may have different resource
requirements under different types of workloads and applications. As an illustration,
an e-commerce website with “ordering” workload or a backup application stresses the
data tier. By contrast, the data analysis application or an e-commerce website with
“shopping” workload, where users mainly browse web pages and preview products,
mainly stresses the presentation and logic tiers.
Considering the above factors, the TTA model represents the above 3-tier Web
application according to Figure 5.3, where Figure 5.3a specifies the time parameters
(i.e., duration, start-time and end-time) while Figure 5.3b abstracts the application
resource requirements. As can be seen in Figure 5.3b, except the Web, App and DB
tiers, an additional tier η∗ is considered to model the external clients outside the
data center. Also, each tier η ∈ Hk is associated with a pair 〈ψηk , Nηk 〉 which specifies
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its VM type (ψηk ∈ Ψ) and the number of its instances (Nηk ). Further, each directed
edge (tier-pair) specifies the bandwidth requirement between the corresponding tiers.
For example, bιk, where ι = 〈App, DB〉, specifies the per-VM bandwidth requirement
of tier App for sending traffic to a VM in tier DB. The graph also has a self edge to
specify the required bandwidth for the traffic whose source and destination are in
the same tier (e.g., the traffic between database servers in Figure 5.2).
5.2 PER-TTA Problem
In this section, we first define the PER-TTA problem. We then, formulate it
as an MILP optimization problem.
5.2.1 Problem Definition
Consider a network and a multi-component utilization-based power model as
defined in section 3.1, as well as a set K of K dynamically arriving TTA requests as
specified in section 5.1. The PER-TTA problem is to provide the required resources
(server resources for VMs and bandwidth) for the specified duration of requests by
selecting an appropriate set of servers for placing their VMs as well as of the paths
for routing their traffic, so as to maximize the number of accepted requests while
consuming as low power as possible. Recall that VM placement is a (many-to-one)
mapping u : M → {S ∪ v∗} which specifies the mapping of VM m ∈ M to either
server v ∈ S or external server v∗. Furthermore, the power consumption of each
server or switch device, say v, is determined by function Pv(Uv) as defined by (3.1),
where P0v, P
1
v and Uv are given.
5.2.2 Problem Formulation
We formulate the PER-TTA problem as an MILP problem. We consider
a multi-commodity flow formulation, augmented with binary variables, which
determine the power state (on/off) of the server and switch devices as well as the
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links (switches’ ports) for different time-slots (see Table 5.1).
Table 5.1: Notation
Variables
fk,ηm,v indicating if VM m ∈ M is placed on server v ∈ S for tier η ∈ Hk in graph
Gk(Hk, Ik) of request k ∈ K
lk,ιo,p indicating how many VMs of tier η
src ∈ Hk in graph Gk(Hk, Ik) of request k
send their traffic of tier-pair ι = 〈ηsrc, ηdst〉 ∈ Ik through link 〈o, p〉 ∈ E
Yto,p indicating if link 〈o, p〉 ∈ E is active in time-slot t ∈ T
Xtv indicating if node (server or switch) v ∈ V is active in time-slot t ∈ T
Zk indicating if request k ∈ K is accepted
Parameter
dtk specifying if request k ∈ K has traffic during time-slot t ∈ T, where dtk ∈ {0, 1}
ψηk specifying the per-VM resource requirement (VM type) for tier η ∈ Hk in graph
Gk(Hk, Ik) of request k ∈ K, where ψηk ∈ Ψ
Nηk specifying the required number of instances for tier η ∈ Hk in graph Gk(Hk, Ik)
of request k ∈ K
bιk specifying the bandwidth requirement per VM of tier η
src ∈ Hk for sending
traffic to a VM in tier ηdst ∈ Hk , where ι = 〈ηsrc, ηdst〉
Objective Function
The PER-TTA problem maximizes the acceptance ratio (equivalently,
minimizing the rejection ratio), while keeping the total power consumption as low
as possible. To meet this goal, the objective function is given by:
Minimize : C = ξCRej + CPower (5.1)
where CRej as defined by K−∑k∈K Zk, is the total number of the rejected requests,
ξ is the cost of a rejected request, and CPower as determined by (5.2), is the total
power consumed by all the powered-on server and switch devices due to the accepted
requests. Note that, the total rejection cost determined by ξCRej is considered to
minimize the number of rejected requests and equivalently maximize the acceptance
rate. Thus, the value of ξ is chosen to be a constant much larger than the maximum




Considering Vt as the set of all powered-on server and switch devices during the
time-slot t, the value of CPower (the total power consumed by all powered-on servers














where function Pv(Uv), as defined by (3.1), determines the power used by device v
(server or switch) based on its power consumption in idle and fully-utilized states,
denoted by P0v and P
1
v, respectively. Note that for switch device v ∈W, P0v and P1v
determine the power consumed when there is no traffic, and when all of its ports are
fully-loaded, respectively. Recall that, Uv ∈ [0, 1] is the resource utilization of device
v which is either a server or switch. In fact, Uv is either the fraction of the ports
which are active in switch v or defined as the fraction of unit resources used by the
VMs placed on server v which depends on their number, type and the corresponding
resource requirements. Let nv denote the number of ports in switch v ∈W, and Cv








































where the first term determines the total idle power consumed by all powered-on
devices, and the next two terms are utilization-based power used by all powered-on
switches and servers, respectively.
Constraints
Since the PER-TTA problem is a kind of multi-commodity network flow
problem, it must satisfy the capacity constraint, flow conservation constraint and
demand satisfaction constraint [4, 54], which can be formulated by (5.4)-(5.6),
respectively. Recall that, for request k ∈ K with resource requirement graph
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Gk(Hk, Ik), bιk specifies the bandwidth requirement per VM of tier ηsrc ∈ Hk for
sending traffic to a VM in tier ηdst ∈ Hk. Also, lk,ιo,p, ι = 〈ηsrc, ηdst〉 is an integer
variable which indicates how many VMs of tier ηsrc ∈ Hk send their traffic belonging
to tier-pair ι ∈ Ik through link 〈o, p〉 ∈ E. The capacity constraint (5.4) ensures that
the total amount of traffic traversing through each link, does not exceed its capacity.
Also, for each switch v ∈W, the flow conservation constraint (5.5) ensures that its
total amount of incoming and outgoing traffic belonging to a tier-pair ι ∈ Ik in graph
Gk(Hk, Ik) of the request k are equal. For each tier-pair ι ∈ Ik in graph Gk(Hk, Ik)
of request k, the demand satisfaction constraint (5.6) ensures that the total amount
of traffic belonging to a tier-pair ι ∈ Ik which leaves servers is equal to the total






















lk,ιo,v, ∀k ∈ K, ∀ι ∈ Ik (5.6)
It is possible that VMs belonging to different tiers of an application are placed
on the same server [6]. This can be considered by defining lk,ιv,v, where 〈v, v〉 expresses
the link with the same source and destination server v. Therefore, for a tier-pair
ι = 〈ηsrc, ηdst〉, the variable lk,ιv,v determines the number of VMs in tier ηsrc which
are placed on the server v ∈ S and send their traffic to the VMs of tier ηdst which
are also placed on the same server v. Since we assume unsplittable routing, if a
source-VM placed on server v does not send its traffic to the VM hosted by the
same server v, its traffic traverses one of the server’s outgoing links. This can be










lk,ιv,p, ∀k ∈ K, ∀v ∈ S, ∀ι ∈ Ik (5.7)
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where ι = 〈ηsrc, ηdst〉. Recall that, for request k ∈ K with graph Gk(Hk, Ik), binary
variable fk,ηm,v indicates whether VM m ∈M is placed on server v ∈ S for tier η ∈ Hk.
Obviously, if none of the destination-VMs of a tier-pair ι = 〈ηsrc, ηdst〉 is placed on
server v ∈ S, no traffic belonging to ι is sent by its VM-sources to the server v. To






























∀k ∈ K, ∀v ∈ S,
∀ι = 〈ηsrc, ηdst〉 ∈ Ik
(5.8)
As can be seen in Table 5.1, binary variable Zk indicates the satisfaction of request
k ∈ K. For each request k ∈ K which is satisfied (Zk = 1), only VMs belonging to






k Zk, if η = η∗
0, Otherwise
∀k ∈ K, ∀η ∈ Hk (5.9)
where Nηk specifies the required number of instances for tier η ∈ Hk in graph
Gk(Hk, Ik) of request k ∈ K.
We define the VM-placement constraints in (5.10)-(5.12). Constraint (5.10)
ensures that each VM can be placed on maximum one server. Also, constraint (5.11)
ensures that a request k ∈ K is satisfied if and only if all VMs of the request are
placed. Recall that, dtk ∈ {0, 1} specifies if request k ∈ K has traffic during time-slot
t ∈ T, and ψηk ∈ Ψ denotes per-VM resource requirement (VM type) for tier η ∈ Hk.
In each time-slot, constraint (5.12) ensures that the number of the unit resources



























k ≤ Cv, ∀v ∈ S,∀t ∈ T (5.12)
Finally, to calculate the total power consumed by all powered-on servers and
switches, we determine decision variables Yto,p and X
t
v, which indicate the on/off
power state of link 〈o, p〉 ∈ E and device (server or switch) v ∈ V, respectively. For
each time-slot, (5.13) considers all links, and if link 〈o, p〉 ∈ E is used by any of
the requests during time-slot t, the power state of link 〈o, p〉 and its associated end





















o,p ≥ dtk lk,ιo,p

∀t ∈ T, ∀k ∈ K,
∀ 〈o, p〉 ∈ E,
∀ι = 〈ηsrc, ηdst〉 ∈ Ik
(5.13)




















































lk,ιo,p ∈ {1, 2...}, Yto,p, fk,ηm,v,Xtv,Zk ∈ {0, 1}, ∀v ∈ V, ∀m ∈M





As the PER-TTA problem is computationally prohibitive, we develop two
different algorithms, called PER-TTAGD and PER-TTAMPC and analyze their
time-complexity. We divide the time into slots and process the requests at the end of
each time-slot. The successful requests will begin their execution from the following
slot. The algorithms release the resources held by those requests, terminating in
the current time-slot, and reserve the VMs and network resources for the required
duration of each newly-accepted TTA request. The two proposed algorithms adopt
different policies to place VMs and route their traffic. While this policy is based
on the aggregate-goodness value of servers and pre-computed candidate paths for
PER-TTAGD, it is based on minimum power cost paths for PER-TTAMPC.
5.3.1 Algorithm PER-TTAGD
We develop a computationally-simple but effective and intelligent algorithm
called PER-TTAGD, where VM-placement is based on an aggregate-goodness
value associated with each server while paths for VMs’ communication are chosen
from the set of pre-computed candidate paths. The key idea is to associate an
aggregate-goodness value to each server based on the current state of the server
and its connected switches towards the core, so as to help intelligently choose
an appropriate set of servers which is likely to result in low power usage. To
avoid exhaustive searching of the paths (to reduce the time-complexity), we choose
the paths with sufficient resources from the set of pre-computed candidate paths.
Intuitively, this algorithm is expected to perform well in most scenarios, since the
aggregate-goodness value considers the dynamic state of servers’ resource utilization
and network traffic condition, and captures the impact of server selection on the
routes and data center power usage.
This algorithm allocates the required resources for a request by placing its
VMs based on an aggregate-goodness value associated with every server and routing
their traffic based on pre-computed candidate paths. The aggregate-goodness value
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captures the current state of the server and its connected switches towards the core,
to signify how good it is from the power consumption perspective, to host VMs
(explained in detail later in thi section).
At the end of each time-slot, the resources held by the requests which terminate
in the time-slot are released, and accordingly the aggregate-goodness value of the
affected servers are updated. We sequence all the newly-arrived requests in the
decreasing order of their time-duration. For each request, the tiers in the application
graph are processed sequentially in the decreasing order of their outgoing degree.
We then consider the outgoing edges of each tier one by one. For every source-VM
in a given edge (tier-pair), we choose a subset of server-pairs with the highest
aggregate-goodness value which can accommodate the source-VM and a VM in the
destination-tier. Among those server-pairs, we select the one which has a path with
sufficient capacity among a set of pre-computed candidate paths. This procedure
is repeated for other edges until all edges are mapped. If such a mapping is not
possible, the request is rejected. Below, we describe the algorithm in detail.
At time instant t, we are given KA, Kt, C, B, and A where KA is the set of
all accepted requests that are still active in the system (i.e., not terminated); Kt
is the set of all newly-arrived requests in time-slot t; Cv is the residual capacity of
server v ∈ S; Bo,p is the residual bandwidth capacity of link 〈o, p〉 ∈ E; and Av is
the current aggregate-goodness value of server v ∈ S (determined by (5.16) later in
this section).
Algorithm PER-TTAGD works in two phases: release and reservation phases
(see Algorithm 1). In phase-I, the algorithm releases the resources held by the
requests in KA which terminate in the current time-slot. This is done in lines 1-5
which update set KA of active requests as well as the residual capacity of servers and
links in C and B, respectively. Accordingly, the aggregate-goodness values for those
servers which are affected are updated in A. The algorithm then proceeds to the
reservation phase. In this phase, the VM and bandwidth resources are allocated by
using function G-SatisfactionGD, which considers the new requests in the decreasing
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Algorithm 1 PER-TTAGD (KA, Kt, C, B, A )
Require: KA, Kt, C, B, A . KA is the set of accepted requests that are still active;;
Kt is the set of all newly-arrived requests in time-slot t;; Cv is the residual capacity
of server v ∈ S;; Bo,p is the residual bandwidth capacity of link 〈o, p〉 ∈ E;; Av is the
current aggregate-goodness value of server v ∈ S;;
1: while ∃ k : (k ∈ KA) ∧ (τEndk = t) do . phase-I
2: KA ← KA\{k}
3: release the resources of all such requests k’s in C and B
4: update the aggregate-goodness value of servers in A
5: end while
6: while Kt 6= {} do . phase-II
7: k ← request with longest duration in Kt
8: Kt ← Kt\{k}
9: [ C, B, A, status] = G-SatisfactionGD (k, C, B, A)
10: if status== fail then reject k
11: else
12: KA ← KA ∪ {k}
13: end if
14: end while
order of their duration. The rationale behind giving preference to those requests
with longer duration is to increase the likelihood of using shorter paths. It is likely
that the use of shorter paths for those requests with longer duration can reduce the
total bandwidth consumption. This is likely to make large bandwidth available for
future requests, resulting in higher acceptance rate.
Function G-SatisfactionGD
Given a request, function G-SatisfactionGD checks the resource availability for
placing its VMs and routing their traffic. More specifically, for each tier in resource
abstraction graph Gk, it checks whether servers and paths are available for placing
its VMs and routing their outgoing traffic. If it can find all resources, the request
is accepted and resources are assigned until its end time τ Endk ; if not possible, the
request is rejected. It can be noted that, we give preference to the traffic from
the source-tier with higher outgoing degree to decrease the likelihood of request
rejection. This is because, this traffic is prone to high rejection due to the high
dependency of its source-tier.
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Function 1 G-SatisfactionGD (k, C, B, A)
Require: k, C, B, A . request k with resource abstraction graph Gk(Hk, Ik);; Cv is
the residual capacity of server v ∈ S;; Bo,p is the residual bandwidth capacity of link
〈o, p〉 ∈ E;; Av is the current aggregate-goodness value of server v ∈ S;;
1: [C′,B′,A′]← [C,B,A]
2: while Ik 6= {} do
3: ηmax ← a tier with maximum outgoing degree in Hk
4: while ∃ ι = 〈ηsrc, ηdst〉 : (ι ∈ Ik) ∧ (ηsrc = ηmax) do
5: for all msrc ∈ ηsrc do
6: [C′,B′,A′, status] ← RoutePlaceVMGD (C′,B′,A′,msrc, ηdst)
7: if status == fail then
8: return [C,B,A, fail] . reject the request
9: end if
10: end for
11: Ik ← Ik\{ι}
12: end while
13: end while
14: return [C′,B′,A′, success ] . accept the request




k ), C, B, and A, function G-Satisfaction
GD
carries out the following steps (see Function 1). It selects ηmax which is the tier
with the maximum outgoing degree in graph Gk. Then, for every outgoing edge
of tier ηmax, it uses function RoutePlaceVMGD for each VM of its source-tier ηmax,
to choose an appropriate server for its placement and path for its traffic. If the
placement and routing for all edges are successful, we proceed to the next tier;
otherwise, the request is rejected. It can be noted that, function G-SatisfactionGD
uses C′, B′, and A′ to temporarily keep track of updated residual capacity of server
and bandwidth and aggregate-goodness values. If all tiers have been successfully
considered, the function accepts the request k and confirms the updated server and
bandwidth residual capacity as well as aggregate-goodness values (line 14).
Function RoutePlaceVMGD
For a given source-VM and its destination-tier ηdst, function RoutePlaceVMGD
selects a server for placing the VM and a path for its traffic to a VM in
destination-tier ηdst. The server selection policy is based on its aggregate-goodness
value, while a path is chosen from the set of pre-computed candidate paths. Note
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that the set of candidate paths for a server-pair 〈vsrc, vdst〉 contains all shortest
paths from source-server vsrc to destination-server vdst which is predefined in
(RoutingTable)vsrc,vdst for each possible server-pair 〈vsrc, vdst〉. While the use of the
pre-computed candidate paths reduces the time-complexity of the algorithm, using
a goodness-based selection criteria (which captures the dynamic state of resource
utilization and network traffic condition) places the VMs on the servers which are
likely to result in low power usage. Below, we explain the function in more detail
(see Function 2).
Function 2 RoutePlaceVMGD (C′,B′,A′,msrc, ηdst)
Require: C′,B′,A′,msrc, ηdst . source-VM msrc;
destination-tier ηdst; C′,B′, and A′ denote server and bandwidth residual capacity;
and aggregate-goodness value, respectively.
1: if msrc is already placed then Ssrc ← { host of VM msrc}
2: else
3: Ssrc← {servers with sufficient residual capacity to host msrc}
4: end if
5: Sdst ← {vdst|vdst is host of VM m ∈ ηdst}∪{vdst|vdst has sufficient residual capacity
to host not yet placed VM m ∈ ηdst}
6:
⇀Ssrc ← {J servers with highest goodness value in Ssrc}
7: S
⇀dst ← {J servers with highest goodness value in Sdst}
8: for all {〈vsrc, vdst〉} : vsrc ∈ ⇀Ssrc ∧vdst ∈ S⇀dst do
9: if ∃ a path in RoutingTablevsrc,vdst : all its links have sufficient capacity in B′
then
10: place msrc on server vsrc
11: if @ VM m ∈ ηdst which is placed on server vdst then
12: select a VM m ∈ ηdst for being placed on server vsrc
13: end if
14: update the value of residual capacity for server vsrc and vdst and for bandwidth
of all links in selected path
15: update the aggregate-goodness value of servers in A′
16: return {C′,B′,A′, success}
17: end if
18: end for
19: return [C′,B′,A′, fail] . not found sufficient resources
For a given source-VM msrc and destination-tier ηdst, function
RoutePlaceVMGD finds possible candidate source- and destination-server sets,
denoted by Ssrc and Sdst, respectively. This is done in lines 1-5 where set Ssrc
contains all possible candidate servers for placing a given VM msrc while each
99
5.3.1 Algorithm PER-TTAGD
server in set Sdst is a possible candidate server for placing at least one VM of
destination-tier ηdst. It can be noted that a possible candidate server for an already
placed VM m is the VM’s host, and for VM m which has not been placed, it is any
server with sufficient capacity for hosting the VM. It then selects at most J servers
with the highest aggregate-goodness values from each set Ssrc and Sdst (lines 6-7).
The two new sets are denoted as S⇀dst and ⇀Ssrc. Note that the servers with the same
aggregate-goodness value are prioritized in decreasing order of their release-time, in
order to avoid powering-on devices in future. Next, it looks up the pre-computed
routing table (RoutingTable)vsrc,vdst for each candidate server-pair 〈vsrc, vdst〉,
where vsrc ∈ ⇀Ssrc and vdst ∈ S⇀dst (lines 8-18). If it finds a server-pair and its
associated path which has sufficient capacity to carry the traffic of VM msrc to a
VM of destination-tier ηdst, it updates the residual capacity and aggregate-goodness
values (lines 14-15); otherwise, it rejects the request in line 19.
Aggregate-Goodness Value
The aggregate-goodness value of a server, determined by (5.16), is based on
the goodness value of the server and its related data center components (rack
and module). The goodness value of a server measures how good the server is
to host a VM so as to highly likely find its communicating-VMs in its localized rack.
The goodness value of a rack measures how good it is to place a VM on a server
under the rack so as to highly likely find its communicating-VMs inside its localized
module. Note that, the goodness value of module component only measures how
good it is to place a VM on a server under the module without considering the
communicating-VMs. This is because all modules are connected to the same core
switches which are likely to balance traffic by sharing the same bandwidth. Below,
we define the aggregate-goodness value of a server v, denoted by Av, as well as
the goodness function G(v) for determining the goodness value of each data center
component v (server, rack and module).
Let the rack and the module containing node v be denoted by Rv and Mv,
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respectively. The aggregate-goodness value of server v is defined as a weighted
combination of G(v), G(Rv), and G(Mv), respectively, the value of goodness
function G for server v, its rack (Rv) and its module (Mv), as below,
Av = γ
serverG(v) + γrackG(Rv) + γ
moduleG(Mv) (5.16)
where γserver, γrack, and γmodule are weighted coefficients that define the impact
of the corresponding components (sever, rack and module) on the metric. Higher
γserver values favour the selection of highly-loaded servers in lightly-loaded racks.
Higher γrack values will favour racks with highly-loaded servers and low network
traffic activity within the rack. Higher γmodule values will prioritize selection of
highly-loaded modules. Taking into account that γserver + γrack + γmodule must be
equal to unity, we choose values γserver = 0.7, γrack = 0.2, and γmodule = 0.1 based
on the proportion of the servers and racks, modules in a data center, to provide a
good balance in the three-tier data center topology.
Since algorithm PER-TTAGD aims to consume as low power as possible, the
goodness value of each component v should reflect the effect of its selection on
the data center power usage, which depends on how much of the resources of the
component are utilized and how much of its traffic are localized. Therefore, the
goodness function G(v) of component v is defined as,
G(v) = Guti(v)Gloc(v) (5.17)
where Guti(v) as specified by (5.18), determines the goodness value of component
v based on its resource utilization, and Gloc(v) as defined by (5.23), determines the
goodness value of component v based on likelihood of its traffic locality. Function





for all server s under
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{v}, if v is a server
{s ∈ S | Rs is v}, if v is a rack
{s ∈ S | Ms is v}, if v is a module
(5.19)
Xvms : fraction of VM used in server s (5.20)




;x ∈ [0, 1], α1, α2 > 0 (5.22)











which is the average fraction of computational and network resources used in the
server. It can be noted that, I(x;α1, α2) is a regularized incomplete beta function
(or regularized beta function for short) which is defined by (5.22) in terms of the
incomplete beta function B(x;α1, α2) and the complete beta function B(α1, α2), for
0 ≤ x ≤ 1, and shape parameters α1, α2 > 0 [64].
The rationale for using function I(x;α1, α2) is to accurately reflect the impact of
selecting a component on data center power consumption according to its resource
utilization. From the perspective of power saving, the priority of selecting a
component increases with the utilization of its servers, according to its power
consumption pattern. This is because the main cause for high energy consumption
of current data centers is the low utilization of their non-energy proportional
components [17,65]. As a result, we require a monotonically non-decreasing function
which can also be compatible with different power consumption patterns, ranging
























Figure 5.4: Regularized incomplete beta function I(x;α1, α2).
to use function I(x;α1, α2) as it can easily model different power consumption
patterns by adjusting its shape parameters α1 and α2 (see Figure 5.4). In other
words, its shape parameters distinguish the function from other monotonically
increasing functions, as they can be accordingly adjusted to define the best-fit
function following the server power consumption pattern. For example, I(x;α1, α2)
where α1 = 1, α2 = 3 models power consumption of non-energy proportional servers
while I(x;α1, α2) with α1 = α2 = 0.5 fits well for energy-proportional servers.
As mentioned earlier, besides the resource utilization, the goodness value of
a component also depends on the likelihood of having localized traffic which is
measured by function Gloc(v). More specifically, if component v is a server, this
function measures how good is to place a VM on the server v based on the likelihood
of finding its communicating-VMs under its localized rack. If component v is a rack,
the function signifies how good is to place a VM on a server under the rack v based on
likelihood of finding its communicating-VMs under its localized module. Therefore,






1− I(XbwRv ;α1, α2), if v is server
1− I(XbwMv ;α1, α2), if v is rack
1, if v is module
(5.23)
For each server or rack component v, Gloc(v) is determined by 1−I(x;α1, α2), where
x ∈ [0, 1] is the average fraction of bandwidth used in uplinks, from the rack Rv
of the server component v, denoted by XbwRv and from the module Mv of the rack
component v, denoted by X bwMv . The function 1− I(x;α1, α2) gives higher priority to
the components with less-utilized upper layer switches. This is due to the fact that
the more localized the traffic are, the shorter the path traversed, which results in
lower power consumption. This also ensures availability of more bandwidth which
is likely to increase the acceptance rate. It can be noted that the value of Gloc(v) is
considered to be one for a module component, because, as stated earlier all modules
are connected to the same core switches and share the same bandwidth.
5.3.2 Algorithm PER-TTAMPC
The key idea of algorithm PER-TTAMPC is to directly consider power and
utilization state in a form of auxiliary graph, instead of aggregate-goodness value and
pre-computed candidate paths. Similar to algorithm PER-TTAGD, PER-TTAMPC
works in two phases: release and reservation phases. At the end of each time-slot,
after releasing the resources held by the requests which terminate in the current
time-slot, PER-TTAMPC considers all newly-arrived requests one by one and
allocates the required resources of each request. However, the VM placement and
path selection of PER-TTAMPC is exhaustively based on Minimum Power Cost
(MPC) paths instead of an aggregate-goodness value and pre-computed candidate
paths as in PER-TTAGD. Therefore, algorithm PER-TTAMPC requires a different
function for VM-placement and routing in the reservation phase, which in turn
necessitates different updates in its release phase. For a given KA, Kt, C, B, and
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power-based auxiliary graph G ′ (explained earlier in section 3.4.2), the algorithm
does the following steps (see Algorithm 2).
Algorithm 2 PER-TTAMPC (KA, Kt, C, B, G ′)
Require: KA, Kt, C, B, G′ . KA is the set of accepted
requests that are still active;; Kt is the set of all newly-arrived requests in time-slot
t;; Cv is the residual capacity of server v ∈ S;; Bo,p is residual bandwidth capacity of
link 〈o, p〉 ∈ E;; G′ denotes power-based auxiliary graph;;
1: while ∃ k : (k ∈ KA) ∧ (τEndk = t) do . phase-I
2: KA ← KA\{k}
3: release the resources of all such requests k’s in C and B
4: update the weight of affected links in G′
5: end while
6: while Kt 6= {} do . phase-II
7: k ← request with longest duration in Kt
8: Kt ← Kt\{k}
9: [C, B, G′, status]← G-SatisfactionMPC(k, C, B, G′)
10: if status== fail then reject k
11: else
12: KA ← KA ∪ {k}
13: end if
14: end while
Function 3 G-SatisfactionMPC (k, C, B,G ′)
Require: k, C, B, G′ . request k with resource abstraction graph Gk(Hk, Ik);; Cv is
the residual capacity of server v ∈ S;; Bo,p is the residual bandwidth capacity of link
〈o, p〉 ∈ E;; G′ denotes power-based auxiliary graph;;
1: [C′,B′,G′′]← [C,B,G′];
2: while Ik 6= {} do
3: ηmax ← a tier with maximum outgoing degree in Hk
4: while ∃ ι = 〈ηsrc, ηdst〉 : (ι ∈ Ik) ∧ (ηsrc = ηmax) do
5: for all msrc ∈ ηsrc do
6: [C′,B′,G′′, status]← RoutePlaceVMMPC (C′,B′,G′′,msrc, ηdst)
7: if status == fail then
8: return [C,B,G′, fail] . reject the request
9: end if
10: end for
11: Ik ← Ik\{ι}
12: end while
13: end while
14: return [C′,B′,G′′, success ] . accept the request
In phase-I, the algorithm releases the resources held by the requests in KA which
terminate in the current time-slot and updates the active request set KA, the residual
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capacity of servers and links in C and B, respectively. Accordingly, the affected
weights in the power-based auxiliary graph G ′ are updated. In phase-II, it considers
newly-arrived requests in the decreasing order of their required duration and uses
function G-SatisfactionMPC to allocate the required resources. Given a request, the
function checks the availability of resources for placing its VMs and routing their
traffic (see Function 3). However, the placement of a VM and routing of its traffic
are based on MPC policy which is done by function RouteP laceVMMPC . More
specifically, RouteP laceVMMPC uses the shortest weighted path selection algorithm
on the power-based auxiliary graph to place VMs of given request and route their
traffic (see Function 4). Below, we explain function RoutePlaceVMMPC which is the
key differentiating part of algorithm PER-TTAMPC from PER-TTAGD.
Function RoutePlaceVMMPC
Recall, for a given source-VM and its destination-tier ηdst, function
RoutePlaceVMMPC selects a server for placing the VM as well as a path for routing
its traffic to a VM of destination-tier ηdst. To achieve this, RoutePlaceVMMPC
selects a server-pair and its associated path which has the minimum power cost on
the current auxiliary graph G ′′. Below, we explain the function in more detail.
As can be seen in Function 4, RoutePlaceVMMPC considers all VMs of the given
destination-tier ηdst as the possible destination-VMs for a given source-VM msrc.
Then, it finds possible candidate source- and destination-server sets, respectively,
denoted by Ssrc and Sdst (lines 2-6). Set Ssrc contains all possible candidate servers
for placing a given VM msrc while each server in set Sdst is a possible candidate
server for placing at least one VM of destination-tier ηdst. It can be noted that, a
possible candidate server for an already-placed VM m is the VM’s host; however,
if VM m has not been placed, its possible candidate server set contains any server
which has sufficient capacity to host the VM. Then, for each candidate server-pair
〈vsrc, vdst〉, where vsrc ∈ Ssrc and vdst ∈ Sdst, it uses a shortest weighted path
selection algorithm (e.g., Dijkstra’s) on the power-based auxiliary graph G ′′ to find
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Function 4 RoutePlaceVMMPC(C′,B′,G ′′,msrc, ηdst)
Require: C′,B′,G′′,msrc, ηdst . source-VM msrc; destination-tier ηdst; C′,B′, and
G′′ denote server and bandwidth residual capacity; and power-based auxiliary graph,
respectively.
1: Shortest-Path = [];; Min-Cost =∞;;
2: if msrc is already placed then Ssrc ← { host of VM msrc}
3: else
4: Ssrc← {servers with sufficient residual capacity to host msrc}
5: end if
6: Sdst ← {vdst|vdst is host of VM m ∈ ηdst}∪{vdst|vdst has sufficient residual capacity
to host not yet placed VM m ∈ ηdst}
7: for all {〈vsrc, vdst〉} : (vsrc ∈ Ssrc) ∧ (vdst ∈ Sdst) do
8: if ∃ a path from vsrc to vdst on G′′ with sufficient capacity in B′ then
9: [Path, Cost] = Weighted-Shortest-path(vsrc, vdst,G′′)
10: if Cost ≤ Min-Cost then
11: Shortest-Path ← Path;; Min-Cost ← Cost;;




16: if Shortest-Path then
17: place msrc on Source
18: if @ VM m ∈ ηdst which is placed on Destination then
19: select a VM m ∈ ηdst for being placed on Destination
20: end if
21: update the residual capacity of Source and Destination servers and all links in
Shortest-Path
22: update the affected weights in G′′
23: return {C′,B′,G′′, success}
24: else
25: return [C′,B′,G′′, fail] . not found sufficient resources
26: end if
its associated minimum power cost path which has sufficient resources for traffic of
VM msrc (lines 7-15). If there are paths with sufficient capacity to carry the traffic
of VM msrc to a VM of destination-tier ηdst, it chooses the one with minimum cost
and updates the residual capacity of servers and links and accordingly the weights
in the auxiliary graph G ′′ (lines 16-23); otherwise, it rejects the request (line 25).
Remark: Paths with the minimum cost are prioritized based on the latest
release-time, and then the least residual capacity. In other words, after the cost
criterion, the latest release-time followed by the least least residual capacity are
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respectively considered as the second and third selection criteria. This is because,
prioritizing with the latest release time avoids powering-on elements in future
time-slots, while the last selection criterion maximizes the resource utilization.
5.3.3 Complexity
In each time-slot, the computation time of PER-TTAGD and PER-TTAMPC
algorithms depend on the number of newly-arrived requests, the resource abstraction
graph of each request (Gk) and the server and path selection policy in their
corresponding RoutePlaceVMGD and RoutePlaceVMMPC functions.
Recall, for a given source-VM, function RoutePlaceVMGD selects servers based
on their aggregate-goodness value and paths from a set of pre-computed candidate
paths (see section 5.3.1). The function looks up the routing table of all possible
server-pairs, combined from servers in the source and the destination server-sets.
Therefore, the time-complexity of function RoutePlaceVMGD for placing a VM and
routing its traffic is O (λ1λ2), where λ1 and λ2 respectively denote the maximum
number of the server-pairs and the candidate paths of a server-pair which may be
explored for placing a given VM and routing its traffic. Let Mk denote the set of the
VMs belonging to request k. The time-complexity for the VM placement and routing
of a request with one-to-one VM communication model is O (λ1λ2|Mk|). Note that,
VM placement and routing for a request with many-to-many VM communication
model requires a time-complexity of O
(
λ2|Mk| (λ1 + |Hk| − 1)
)
, since a VM may
communicate with VMs in more than one tier (at most |Hk| number of tiers) which
results in additional path selection. Taking into consideration of the small numbers
of tiers which exist in the resource requirement graph of each request and are often
bound by a small constant, the value of |Hk| − 1 is negligible. More importantly,
λ1 is a constant equal to J
2, since each candidate source and destination server sets
has at most J servers. Note that, J is a control parameter which is set to 10 in our
simulation. Considering a real large-scale data center in [36], the routing table of the
server-pair where the source and destination servers belong to two different modules,
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has the maximum number of candidate paths which is equal to 2 × 8 × 32 × 12.
Considering λ as a constant equal to λ1 × λ2, the time-complexity of PER-TTAGD







where Kt is the set of newly-arrived requests in time-slot t ∈ T.
As mentioned before, for placing a VM and routing its traffic, function
RoutePlaceVMMPC uses the shortest weighted path selection algorithm like
Dijkstra’s for all possible source and destination server-pairs (see section 5.3.2).
The time-complexity for finding one-to-all paths by using heap data structure is
O
(
(|E|+ |V|) log |V|) where E and V are the set of links and nodes in its power-based
auxiliary graph G ′(V,E). As a result, VM placement and routing requires a
time-complexity of O
(|Mk||S| (|E|+ |V|) log |V|) for a request with one-to-one VM
communication model and accordingly O
(|Mk| (|S|+ |Hk| − 1) (|E|+ |V|) log |V|)
for the one with many-to-many VM communication. However, as explained before,
|Hk|−1 is often bound by a small value when compared to |S| which is the number of
the servers in auxiliary graph G ′. Therefore, the time-complexity of PER-TTAMPC
in each time-slot can be defined as,
O
(|Kt||Mk||S|(|E|+ |V|) log |V|) (5.25)
Comparing (5.24) and (5.25), we note that the time-complexity of PER-TTAGD is
much smaller than of PER-TTAMPC.
5.4 Performance Study
In this section, we evaluate the effectiveness of our proposed PER-TTAGD
and PER-TTAMPC algorithms through simulation results. To the best of our
knowledge, there is no previous work which considers both time- and network-aware
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VM-placement for a data center’s power reduction objective. It can be noted
that Chapter 3 compared the performance of a special case of the PER-TTAMPC
algorithm with optimal results as well as the modified version of VMflow
algorithm proposed in [4] where time-awareness is combined with VM flow resource
requirement graph (special case of TTA request). Given that our evaluation in
Chapter 3 has shown the efficiency of the time-aware model and PER-TTAMPC
algorithm in terms of (a) consuming less power per accepted request and (b)
accepting more tenant requests we use the general PER-TTAMPC algorithm for
comparison.
5.4.1 Simulation Settings
We consider a data center with a three-tier hierarchical topology [1,36] as shown
in Figure 3.1. It has 8 core-switches and 16 modules, where each module has 2
aggregation switches, and 12 ToR. Each ToR switch has 2 ports connected to two
aggregation switches in the same module and 48 ports connecting 48 servers. Thus,
the total number of ToR and servers are 192 and 9216, respectively. We set the
over-subscription ratio of ToR-to-aggregation and aggregation-to-core as 2.4:1 and
1.5:1, respectively as in [36]. With 1Gbps capacity set for the link connecting a server
and a ToR switch, the capacity of the link connecting a ToR and an aggregation
switch and the link connecting an aggregation switch and a core switch is set to
10Gbps. The servers are assumed to have identical capacities as considered in [66].
Thus, as mentioned in section 3.1.1, resource capacity of a server is defined as an
abstract measure of CPU, memory, and storage to quantify a server’s hardware
capability. Here, we assign 10 units of resources to each server.
To set the power values, we follow the references [16, 51, 54], where a ToR,
aggregation, and core switch has the idle power usage of 76.4W, 133.5W, and 555W;
the maximum power usage of 102W, 175W, and 656W; and the power consumption
per active port of 0.87W, 0.9W, and 0.9W, respectively. It has been observed that a
server with two cores consumes 170W and 220W in the idle and fully utilized states,
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respectively. Since these power values have direct relationship with the number of
its cores [16], we scale up the server’s power based on its resources considered in our
simulations. Accordingly, power usage of a server with 10 units of resources in idle
and fully utilized states is 850W and 1100W, respectively.
For the input traffic, TTA requests are generated randomly, where their
duration and inter-arrival times follow an exponential distribution as in [1, 11, 67].
Each TTA request also has a randomly generated resource requirement graph Gk,
as tenant applications can have a diverse range of communication patterns ranging
from star and mesh to linear and ring [68]. Since the number of tiers in the resource
requirement graph is likely to be small [68], we consider the resource requirement
graph Gk with three different sizes 2, 4, and 8. Followed by real cloud providers
such as Amazon and Google which provide a small finite set of instances [66, 69],
we support the resource heterogeneity by defining Ψ = {“S”, “M”, “L”, “XL”} where
a VM belonging to the “S”, “M”, “L”, and “XL” consumes 1, 2, 4, and 8 units
of the server’s resources, respectively. Recall, in resource abstraction graph Gk,
each tier-pair ι = 〈ηsrc, ηdst〉 is associated with bιk to specify per-VM bandwidth
requirement from source-tier ηsrc to destination-tier ηdst. To support the traffic
heterogeneity, we consider two kinds of requests, low-rate and high-rate traffic,
where the requests with high-rate traffic (hot proportion) form 30% of the total
requests [5, 54]. The value of bιk follows a normal distribution where the range is
between 10-100 kbps, for the requests with low-rate traffic and is between 1500-2500
kbps, for the requests with high-rate traffic as in [5].
5.4.2 Scenarios
We consider the following scenarios for the study which differ in one or more of
the following terms:
• Request order: The number of tiers in the resource requirement graph. For
example, the TTA request depicted in Figure 5.3 has order 3, as the 3-tier
Web application consists of the Web, App and DB tiers. It can be noted that
111
5.4.2 Scenarios
tier η∗ does not count for the request order, as it is considered to model
the external clients outside the data center. Here, the order of a request is
assumed to be either 2, 4, or 8. These settings are justified by workloads such
as bing [68], hpcloud [70], and a synthetic workload. As an illustration, the
bing workload consists of a set of isolated linked services (tenant application
graph)1 with various sizes and communication patterns where each service can
be considered as a tier in the resource requirement graph.
• Hom/Het request order: The request order may vary from one request to
another under the heterogeneous (Het) request order. On the other hand, all
requests belonging to the homogeneous (Hom) request order have the same
order.
• Request density: The request density is defined based on the probability
of having edge in the resource requirement graph of the request. Here, the
probability is assumed be either 0.25, 0.5, or 0.75 denote “Low”, “Medium”,
and “High” density, respectively.
• Goodness function G: In PER-TTAGD algorithm, the goodness function
G can be characterized by either of I(x;α1, α2) or I
′(x;α1, α2) = 1−I(x;α1, α2)
functions where α1, α2 are shape parameters which can be chosen among five
different cases: a) α1 = α2 = 0.5; b) α1 = 5, α2 = 1; c) α1 = 1, α2 = 3; d) α1 =
2, α2 = 2; and e) α1 = 2, α2 = 5. Below, we explain the rationale behind
considering these different functions and shape parameters. As discussed
in section 5.3.1, we propose a specific function I(x;α1, α2) to characterize
the goodness function G, as it can accurately model power consumption of
a component in terms of its resource utilization. If the goodness function
does not correctly model the power consumption pattern, the performance
is likely to degrade. To verify this, we also consider another function
1As stated in [68], although the bing workload is a set of connected services, this single connected
component falls into many disconnected components when the common management/logging
services and their traffic are removed.
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I′(x;α1, α2) = 1 − I(x;α1, α2), which oppositely assigns the higher priority to
powered-off and under utilized components. Therefore, the goodness function
G can be characterized by either of I′(x;α1, α2) or I(x;α1, α2). Recall that, the
possibility of adjusting α1 and α2 shape parameters allows I(x;α1, α2) to be
applicable for different components with different power consumption patterns.
To show the efficiency of PER-TTAGD algorithm under different situations,
we consider function I(x;α1, α2) with the five different aforementioned shape
parameters to model different power consumption patterns ranging from
non-energy proportional to energy-proportional patterns.
We consider a total number of 1000 time-slots and a mean arrival rate of 100
requests per time-slot which is a mixture of requests with high-rate and low-rate
traffic in the 30:70 proportion. We compare the performance of PER-TTAGD and
PER-TTAMPC algorithms in terms of two metrics: 1) request acceptance rate and
2) average power consumed per accepted request per time-slot, while varying the
mean request duration for scenarios 1-17 (see Table 5.2).
5.4.3 Simulator
We wrote a discrete event simulator in Python that implements the two
proposed PER-TTAGD and PER-TTAMPC algorithms to deploy TTA request
models. A random number of TTA requests are generated while their duration and
inter-arrival times follow the distributions as in section 5.4.1. Each simulation step
represents a progress in time by one slot. After releasing the resources held by those
requests which terminate in the current time-slot, the VMs and network resources
are reserved for the entire duration of each newly-accepted TTA request. These
steps are repeated for a given number of time-slots. The simulator tracks metrics,
such as the request acceptance rate, which are used to compare the performance
of two proposed algorithms. We carry out the experiments for sufficient number of
times to get small error bars representing the 95% confidence interval.
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Table 5.2: Scenarios 1-17
No. Density Hom/Het order Goodness function G
characterized by
1 Hom, order 2
2 Low Hom, order 4
3 Hom, order 8
4 Hom, order 2
5 Medium Hom, order 4
6 Hom, order 8 I(x; 2, 2)
7 Hom, order 2
8 High Hom, order 4




13 Het I(x; 0.5, 0.5)
14 High I(x; 5, 1)
15 I(x; 1, 3)
16 I(x; 2, 5)
17 I′(x; 2, 2)
5.4.4 Results
We fix the mean request arrival rate at 100 and vary the mean request duration
from 1 to 32 in multiples of 2. We plot the error bars in the figures, which may
not be visible in some figures as they are very small. Figures 5.5, 5.6, 5.7 and 5.8
plot the results of PER-TTAMPC and PER-TTAGD algorithms for the scenario 1-3,
4-6, 7-9, and 10-12, respectively. For each scenario, these figures vary the average
request durations where Figures 5.5a, 5.6a, 5.7a, and 5.8a show the average power per
accepted request per slot, and Figures 5.5b, 5.6b, 5.7b and 5.8b show the acceptance
rate.
Scenario 1-12
From Figures 5.5a, 5.6a, 5.7a, and 5.8a, we can observe that increasing the
average request durations (the load) decreases the power consumption per request,
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Figure 5.5: Performance of PER-TTAGD and PER-TTAMPC for different Hom
request orders with “Low” density, and I(x; 2, 2). (a) Power per accepted request per
slot. (b) Acceptance rate.
additional requests tend to use the already-powered-on devices. In other words, this
demonstrates the effectiveness of adopting Least-Active-Most-Utilized policy. We
also observe that beyond a certain load the power remains constant because all or
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Figure 5.6: Performance of PER-TTAGD and PER-TTAMPC for different Hom
request orders with “Medium” density, and I(x; 2, 2). (a) Power per accepted request
per slot. (b) Acceptance rate.
Scenario 1, 4, and 7
As can be seen in Figures 5.5a and 5.5b, for scenario 1 (Hom request
order 2 with “Low” density), although algorithm PER-TTAMPC results in slightly
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Figure 5.7: Performance of PER-TTAGD and PER-TTAMPC for different Hom
request orders with “High” density, and I(x; 2, 2). (a) Power per accepted request
per slot. (b) Acceptance rate.
the same acceptance rate while PER-TTAMPC has much higher time-complexity.
This is because the small order and low dependency of tiers in a request with
“Low” density, make the routing function more significant than VM placement.





























































Figure 5.8: Performance of PER-TTAGD and PER-TTAMPC for different request
densities of Het request order, and I(x; 2, 2). (a) Power per accepted request per
slot. (b) Acceptance rate.
selection approach, results in lower power consumption by sending traffic through
the powered-on components, even though it does not consider utilization factor and
the likelihood of placement for communicating-VM (traffic locality).
For scenario 4 and 7, PER-TTAGD results in lower power consumption when
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compared with PER-TTAMPC (see Figures 5.6a and 5.7a). This is because
increasing the density of request increases the dependency between tiers and, in turn,
requires more intelligent VM placement which considers the likelihood of placement
for communicating-VMs (likelihood of traffic locality). Therefore, PER-TTAGD
results in lower power consumption while having the same acceptance rate as
PER-TTAMPC (see Figures 5.6b and 5.7b).
Scenario 2-3/5-6/8-9
As can be seen in Figures 5.5, 5.6 and 5.7 (request order 4 and 8), PER-TTAGD
results in higher acceptance rate compared with PER-TTAMPC, irrespective of
the load. It can also be observed that the power consumption of PER-TTAGD
is higher than of PER-TTAMPC during the lower load. However, increasing
the load improves its power consumption resulting in lower power consumption
compared with PER-TTAMPC. This is because different from PER-TTAGD, the
path selection of algorithm PER-TTAMPC does not consider utilization factor and
the likelihood of placement for communicating-VMs (traffic locality). Therefore,
algorithm PER-TTAMPC might not find a path with sufficient resource for the
already placed VM-pairs, which is result of its lower acceptance rate compared with
PER-TTAGD. Considering high acceptance rate of PER-TTAGD, increasing the
load helps to increase the utilization of the already powered-on devices, resulting in
reduction of its power consumption.
Scenario 1-3/4-6/7-9
Obviously, increasing the order of requests with the fixed density decreases the
acceptance rate and increases the power consumption for both PER-TTAMPC and
PER-TTAGD algorithms (see Figures 5.5, 5.6 and 5.7). It can be noted that VM
placement plays a more significant role for the requests with higher order, since
increasing the number of tiers increases the dependency between VMs of a request,
making the VM placement more complex. Therefore, PER-TTAGD which captures
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the utilization factor of each component as well as the likelihood of traffic locality
can place VMs on more appropriate servers, resulting in higher acceptance rate
compared to PER-TTAMPC (see Figures 5.5b, 5.6b and 5.7b).
Scenario 2,5,8/3,6,9/10-12
From Figures 5.5b, 5.6b, 5.7b and 5.8b, we can observe that increasing the
request density from “Low” to “High” reduces the gap between the acceptance rate
of two algorithms by reducing the acceptance rate of PER-TTAGD and increasing
the acceptance rate of PER-TTAMPC. Recall that given a request, both algorithms
do the VM placement and routing of all its tiers where the selection order is based
on the decreasing order of their outgoing degree. Considering this policy, the tiers
of the requests with “Low” density will be selected one after another for placing
their VMs, while the selection of a tier in a request with “High” density places more
communicating-VMs, since high dependency implies more communicating-VMs. As
a result, this policy helps PER-TTAMPC to choose more appropriate servers for
placing the VMs of a request with “High” density, since it places VMs of different
tiers and then finds their path. Moreover, increasing request density decreases
the acceptance rate of PER-TTAGD, since “High” density requests require more
resources in comparison with “Low” density ones. From Figure 5.8a, we can observe
that power consumption of both algorithms is slightly increased by increasing the
request density. Also, as can be seen in Figure 5.8a, for “Low” request density,
the power consumption of PER-TTAGD is slightly higher than of PER-TTAMPC.
However, for the higher request densities, increasing the load improves the power
consumption of PER-TTAGD, resulting in lower power consumption compared to
PER-TTAMPC.
Scenario 12-17
To characterize the goodness function G, we propose to use a specific function



































































Figure 5.9: Performance of PER-TTAGD for different goodness functions under Het
request order with “High” density. (a) Power per accepted request per slot. (b)
Acceptance rate.
its resources increases its energy consumption. To show the advantage of this
function, we consider monotonically decreasing function I′(x;α1, α2) defined by
1 − I(x;α1, α2). For “High” density requests with the Het order, we evaluate
the impact of I(x;α1, α2) and I
′(x;α1, α2) on the acceptance rate and power
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consumption of algorithm PER-TTAGD. As can be seen in Figures 5.9a and 5.9b,
using I′(x;α1, α2) increases the power consumption of algorithm PER-TTAGD,
with the same acceptance rate. This is because, in contrast to I′(x;α1, α2),
function I(x;α1, α2) assigns higher selection priority to a higher utilized component.
Hence, it accurately reflects the impact of selecting a component on data center
power consumption according to its resource utilization, leading to lower power
consumption.
As mentioned earlier, the goodness function characterized by I(x;α1, α2), allows
us to adjust the values of the shape parameters α1, α2 in order to define the best-fit
function following the server power consumption pattern. Considering “High”
density requests with the Het order, we evaluate the impact of using five different
shape parameters on the performance of algorithm PER-TTAGD when the goodness
function is characterized by I(x;α1, α2). As can be seen in Figures 5.9a and 5.9b, for
different α1 and α2 in the goodness function which is characterized by I(x;α1, α2), the
PER-TTAGD algorithm shows the same trend in terms of power consumption and
acceptance rate. This is because, possibility of adjusting α1 and α2 shape parameters
allows I(x;α1, α2) to be applicable for different components with different power
consumption patterns ranging from non-energy proportional to energy-proportional
patterns. In other words, I(x;α1, α2) assigns higher priority to the higher utilized
components and thus accurately models power consumption of a component in terms
of its resource utilization.
5.4.5 Summary of Results
Our observations are summarized below:
1. In general, algorithm PER-TTAGD has equal or higher acceptance rate
compared with algorithm PER-TTAMPC. More specifically, in case of the
small Hom request order, both algorithms result in the same acceptance
rate, while increasing the request order influences the acceptance of algorithm
PER-TTAMPC more than PER-TTAGD algorithm.
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2. When compared to PER-TTAGD, algorithm PER-TTAMPC consumes less
power for the small request order with “Low” request density, while
PER-TTAGD has higher performance for the higher request density or order.
More specifically, under the same acceptance rate, the PER-TTAMPC consumes
less power for the “Low” request density, while the PER-TTAGD has lower
power consumption for the higher request density.
3. In order to achieve high power saving, the goodness function should be
characterized by the function which closely follows the power consumption
pattern of the component.
4. Algorithm PER-TTAGD can achieve similar performance for the components
with different power consumption patterns, ranging from non-energy
proportional to energy-proportional.
5.5 Summary
In this chapter, we developed TTA request model which enables tenants to
associate time-duration with their application graph based resource abstraction. We
addressed the PER-TTA problem which reserves the resources for the entire duration
of each TTA request by selecting an appropriate set of servers for placing its VMs
as well as paths for routing their traffic, and therefore provides resource guarantees.
Using the multi-component utilization-based power model, we developed an MILP
optimization problem formulation for the PER-TTA problem which maximizes
the number of accepted TTA requests while consuming as low power as possible.
Since this optimization problem is computationally prohibitive, we developed a
computationally-simple but effective and intelligent algorithm called PER-TTAGD,
where VM-placement is based on an aggregate-goodness value associated with each
server while paths for VMs’ communication are chosen from the set of pre-computed
candidate paths. We also develop PER-TTAMPC algorithm which constructs a
power-based auxiliary graph to choose servers and routes based on MPC paths
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instead of aggregate-goodness values and pre-computed paths as in PER-TTAGD.
We demonstrated the effectiveness of the proposed algorithms in terms of power
consumption and acceptance ratio through comprehensive simulation results. We
showed that PER-TTAGD algorithm which has lower complexity is effective in most
scenarios, since the aggregate-goodness value captures the impact of server selection
on the routes and data center power usage.
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Chapter 6
VM flow Scheduling, Placement
and Routing
The previous chapters considered time-aware requests with fixed and
immediate start-time which may not be mandatory for tenants with sliding scheduled
requests requiring the provisioning of resources for a specific duration within a
certain time-window. Motivated by this, this chapter explores the problem of
power-efficient resource-guaranteed VM-placement and routing for dynamically
arriving sliding scheduled VM flow requests. The problem is to provision the
resources for the required duration of requests by choosing an appropriate start-time
within their specified time-window as well as a server-pair with an associated
path for placing their VMs and routing their traffic. Using the multi-component
utilization-based power model, we formulate the problem as an MILP optimization
which maximizes the number of accepted requests with the lowest possible power
consumption. Noting that the problem (which is a joint VM-placement, scheduling
and routing problem) is computationally prohibitive, we develop a fast and scalable
heuristic algorithm which not only schedules the VM flow requests but also
reserves their resources using power-based auxiliary graph. We finally demonstrate
the effectiveness of the proposed sliding-scheduling request model as well as the
power-based flow scheduler in terms of power saving and acceptance ratio through
comprehensive simulation results. This work has been published in [71].
6.1 Request Model
In this section, we first explain the sliding-scheduled VM flow request model
considered in this chapter, and then use an example to illustrate its benefits in terms
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of both power saving and acceptance rate.
We propose Sliding Scheduled Tenant (SST) request model to take additional
dimension of time and scheduling into consideration. The SST request model allows
tenants to request their resources for a specific duration which can slide within
a certain time-window. In fact, the model enables tenants to not only request
server resources for VMs and network bandwidth for their communication, but also
their required duration within a specified time-window. For example, a tenant may
request server and network resources for two hours, which can slide within a certain
requested time-window, (e.g., from 4pm to 9pm). It can be noted that, the SST
request model can be used with any graph which abstracts the tenants’ resource
requirement. In this chapter, we combine SST request model with a flow-based
tenant’s resource abstraction, and term it as SST-VMflow request model. Recall
that, the flow-based tenant’s resource abstraction graph is a network flow between
a pair of VMs which requires a server-pair for mapping its source and destination
VMs as well as an associated path for routing its traffic. More specifically, each
vertex of the graph is a VM or a superVM (i.e., a group of VMs) which has its
required resource instance associated with it, while the directed edge represents
the bandwidth requirement from source to destination VMs. It can be noted that
requests here can have VMs with heterogeneous resource requirements. To support
the resource heterogeneity, we define set Ψ with four resource instances, “S” (small),
“M” (medium), “L” (large), and “XL” (extra large) which differ in their required
amount of resources. Accordingly, we consider a set of VMs with heterogeneous
resource requirements, where each VM required by a tenant specifies one of the
above instances.
We divide time into T uniform slots, denoted as T where T = {t|t = 1, . . . , T}.
As the network traffic starts (or ends) at either a VM or external server v∗, we
define a set M of M VMs with heterogeneous resource requirements, where a VM
m ∈M requested by tenants is specified by its resource instance ψm ∈ Ψ. As can be
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Figure 6.1: Parameters of SST-VM-Flow request model. (a) Time parameters. (b)
Resource parameters.
SST-VM-Flow request k arriving at time-slot tAk which requires bandwidth bk from
source-VM ψ0k to destination-VM ψ
1
k for the duration d¯k which can slide within a








k ∈ T. Let ωlk denote the latest possible
start-time (LPST) of request k which is given by ωek − d¯k. We use ∆k = {ωsk, ..., ωlk}
to denote the set of all possible start-times of request k.
6.1.1 Benefits of Sliding-Scheduling Model
The SST request model differs from other works mainly in the consideration
of a new “scheduling” dimension. In other words, it allows tenants to specify
a time-window larger than the required duration of their request which gives
flexibility for providers to choose the start-time of the request in a more efficient
way. As mentioned in chapter 1, the SST model is not only viable for many
practical applications, but also beneficial for both providers and tenants. To
better understand the model and its benefits, we illustrate the benefits gained
from sliding-scheduling in terms of power saving and number of accepted requests
compared with time-aware request model (immediate and fixed start-time) using
the following example.
For simplicity, we consider a small data center with three switches and four
homogeneous servers where a source or destination VM of each SST-VM-Flow
request requires half the capacity of a server (see Figure 6.2). At a given time instant
t, there are two requests (1 and 2) already scheduled with their end-time t+1 and
t+3, respectively. We first illustrate the benefit in terms of power saving. Suppose
that a new request requiring two slots arrives now. As can be seen in Figure 6.2a,
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(a) (b)
Figure 6.2: Benefits of SST request model. (a) With no sliding scheduling. (b) With
sliding scheduling
without SST model, accepting the new request requires turning-on switch w1, server
s1 and s2, since it requires immediate reservation for duration of two time-slots. On
the other hand, as shown in Figure 6.2b where the SST request requires two slots
within [t, t+3], the provider can defer the start-time to the slot t+1 when request
1 is terminated. Therefore, instead of turning-on new devices, the new request can
reuse the resources which were occupied by request 1 before its termination. We
now illustrate the benefit in terms of acceptance rate. Suppose that there are no
free resources at time instant t. In this case, without SST model, the new request
will be rejected. On the other hand, with the sliding scheduling, the start-time of
the new SST request can be deferred until sufficient resources are available.
6.2 Power-Efficient Resource-guaranteed
VM-Placement and Routing Problem
In this section, we first define the problem of Power-Efficient
Resource-guaranteed VM-placement and Routing of SST-VM-Flow requests,
called PER-SST-VMflow. We then, formulate it as an MILP optimization problem.
6.2.1 Problem Definition
Consider a set K of K dynamically arriving SST-VM-Flow requests as specified
in section 6.1, as well as a network and a multi-component utilization-based
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power model as defined in section 3.1. The PER-SST-VM-Flow problem requires
provisioning of the server and network resources for the required duration of requests
by choosing an appropriate start-time within their specified time-window, as well as
a server-pair with an associated path for placing their VMs and routing their traffic,
so as to maximize the number of accepted requests while consuming as low power
as possible. Note that VM-placement is a (multiple-to-one) mapping u : M → S
that specifies the mapping of VM m ∈ M to server v ∈ S. Furthermore, the power
consumption of each server or switch device, say v, is determined by function Pv(Uv)
as defined by (3.1), where P0v, P
1
v and Uv are given. It can be noted that the set
K is union of the external and internal request sets, which are denoted by Kx and
KI , respectively. External requests refer to the requests that communicate between
VMs and external server while internal requests carry traffic between servers within
a data center.
6.2.2 Problem Formulation
To formulate the PER-SST-VM-Flow problem as an MILP problem, we consider
multi-commodity flow formulation, augmented by binary variables, which determine
the power state of the nodes and edges for different time-slots (see Table 6.1).
Table 6.1: Notation
Binary variables
fk,ti,v indicating if source-VM/destination-VM (i=0/1) of request k ∈ K is placed on
server v ∈ S in time-slot t ∈ T
lk,to,p indicating if traffic of request k ∈ K traverses link 〈o, p〉 ∈ E in time-slot t ∈ T
Yto,p indicating if link 〈o, p〉 ∈ E is active in time-slot t ∈ T
Xtv indicating if node v ∈ V is active in time-slot t ∈ T
Zk indicating if request k ∈ K is accepted
τ tk indicating if t ∈ T is the start-time of request k ∈ K
Parameter
d¯k specifying the required number of slots for duration of request k ∈ K
∆k specifying set of all possible start-times of request k; {ωsk, ..., ωlk}
ψik specifying the required resources for source-VM (i=0) or destination-VM (i=1)
of request k ∈ K, where ψik ∈ Ψ




The PER-SST-VM-Flow problem maximizes the total number of accepted
requests while keeping the total power consumption as low as possible. In other
words, the problem is to minimize the total number of rejected requests with the
lowest possible power consumption. To meet this goal, the objective function can
be formulated as,
Minimize : C = ξCRej + CPower (6.1)
where CRej as defined by K−∑k∈K Zk, is the total number of the rejected requests,
ξ is the cost of a rejected request, and CPower as determined by (6.3), is the total
power consumed by all the powered-on server and switch devices due to the accepted
requests. Note that, the total rejection cost determined by ξCRej is considered to
minimize the number of rejected requests and equivalently maximize the acceptance
rate. Thus, the value of ξ is chosen to be a constant much larger than the maximum
power which can be consumed by an accepted request, so as to assign higher priority
to acceptance.
Considering Vt as the set of all powered-on server and switch devices during
time-slot t, the value of CPower (the total power consumed by all powered-on servers














where the power usage of device v is determined by (3.1). Recall that, (3.1)
determines the power consumed by device v (server or switch) based on its power
consumption in idle and fully-utilized states, denoted by P0v and P
1
v, respectively.
For switch v ∈ W, P0v and P1v determine the power consumed by the switch when
there is no traffic, and when all of its ports are fully-loaded, respectively. Moreover,
Uv ∈ [0, 1] determines the resource utilization of device v, as either the fraction of
the ports which are active in switch v or the unit resources which are used by the
VMs placed on server v. Let nv denote the number of ports in switch v ∈ W, and
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where the first term determines the total idle power consumption, while the next
two terms are utilization-based power of the switches and servers, respectively.
Constraints
Since PER-SST-VM-Flow problem is a kind of multi-commodity network flow
problem, it must satisfy the capacity constraints, flow conservation and demand




















 ∀k ∈ K, ∀v ∈ S, ∀t ∈ T (6.6)
The internal requests whose traffic is transmitted inside the data center cannot reach
to the external node v∗. Either source or destination of the accepted external request







fk,t0,v , ∀k ∈ Kx, ∀t ∈ T








fk,t1,v , ∀k ∈ Kx, ∀t ∈ T




We define the VM-placement constraints in (6.9)-(6.13). Constraints
(6.9)-(6.12) ensure that the source and the destination VMs of the accepted request
are mapped to the two different hosts. Also, in each time-slot, constraint (6.13)
ensures that the number of the unit resources used by the VMs assigned to each
server does not exceed the capacity of the server.
∑
v∈S
fk,ti,v ≤ 1, ∀k ∈ K, ∀i ∈ {0, 1}, ∀t ∈ T (6.9)∑
i=0,1


















i,v ≤ Cv, ∀t ∈ T, ∀v ∈ S (6.13)
The scheduling constraints are given in (6.14)-(6.17). Constraint (6.15) ensures
that each accepted request k ∈ K has d¯k consecutive time-slots within its given
time-window. Moreover, each accepted request k ∈ K has only one start-time which
must be selected from ∆k, and can be specified by (6.15)-(6.17) constraints.
τ tk ≤ fk,t+j0,v∗ +
∑
v∈S
fk,t+j0,v , ∀j ∈ {0, ..., d¯k-1}, ∀t ∈ T, ∀k ∈ K (6.14)∑
t∈T\∆k
τ tk = 0, ∀k ∈ K (6.15)
∑
t∈∆k







fk,t0,v), k ∈ K (6.17)
It can be noted that (6.16) and (6.17) constraints determine the decision variable Zk
to indicate if request k ∈ K is accepted. We also define constraint (6.18) to determine
decision variables Yto,p and X
t
v which indicate state (on/off) of link 〈o, p〉 ∈ E and
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 ∀k ∈ K, ∀t ∈ T, ∀ 〈o, p〉 ∈ E (6.18)























































k,∈ {0, 1}, ∀〈o, p〉 ∈ E, ∀v ∈ V,
∀t ∈ T, ∀k ∈ K, ∀s ∈ S ∪ {v∗}, i = 0, 1 (6.20)
and (6.4)-(6.18).
6.3 Algorithm SS-LPST
Considering PER-SST-VM-Flow as a joint problem of scheduling,
VM-placement, and routing, where the VM-placement and scheduling sub-problems
are known NP-hard problems [1, 4, 5, 72], PER-SST-VM-Flow problem is
computationally prohibitive. Since a resource allocator should be fast to handle
tenants’ dynamic requests, this section develops a polynomial-time power-based
flow scheduler called SS-LPST and analyzes its time-complexity. We divide the
time into slots and associate each with a weighted power-based auxiliary graph
(explained earlier in section 3.4.2) which keeps track of the states of data center
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power and capacity. We determine start-time, VM-placement and routing of all
newly-arrived requests at the end of each slot, while considering the data center
states in the current and subsequent slots.
The SS-LPST algorithm schedules the requests in the increasing order of their
latest possible start time, so as to turn-on as few devices as possible but with the
highest possible resource utilization. The key idea is to give priority to those critical
requests that need to start in immediate future. To avoid turning-on many devices,
we schedule the requests at their latest possible time unless they do not power-on
any additional device. Intuitively, this algorithm is expected to perform well in
most scenarios, since giving preference to those requests with earlier LPST is likely
to reduce their rejection likelihood. At the same time, accepting among powering-on
devices increases their resource utilization which is likely to avoid turning-on many
devices. Below, we explain the SS-LPST algorithm in more details.
At the end of each time-slot, SS-LPST algorithm schedules all the newly-arrived
requests in the increasing order of their ωlk, so as to turn-on as few devices as possible
but with the highest possible resource utilization. The rationale behind prioritizing
those critical requests that need to start in immediate future is to reduce the rejection
likelihood of the requests with earlier ωlk and low flexibility, as they are prone to high
rejection. In each time-slot, we first try to schedule the requests with ωlk equal to the
current time-slot even if they turn-on new devices, since it is their last opportunity
to be started. We then satisfy the remaining requests only if they do not require
turning-on a new device in the the current time-slot which is considered to avoid
turning-on many devices while improving the resource utilization of the time-slot.
Given a set of newly-arrived requests at time instant t and up-to-date
power-based auxiliary graph of each slot, the SS-LPST algorithm carries out the
following steps iteratively with each iteration i corresponding to time t+i (see
Algorithm 1). In iteration i, it first applies Flow-Satisfaction function to all the
unscheduled requests whose ωlk is the current slot t+i. If it can allocate resources
for the required duration, the request is accepted and scheduled at time t+i, if not
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possible, the request is rejected. We define a graph GOnt+i as a sub graph of Gt+i
which only contains its powered-on components. The algorithm considers all the
remaining unscheduled requests in the increasing order of their ωlk while applying
Flow-Satisfaction function (explained later in this section) to schedule requests
which can be satisfied on Gk = {GOnt+i ,Gt+i+1, ...,Gt+i+d¯k}. In other words, it tries to
satisfy all the requests which do not turn-on any new devices in slot t+i. It then
proceeds with next iteration with the remaining unscheduled requests.
6.3.1 Function Flow-Satisfaction
Given a request k with duration d¯k and a set Gk of d¯k auxiliary graphs,
Flow-Satisfaction function follows the steps in Function 1 to check the availability
of resources for all d¯k number of slots on their given corresponding auxiliary graph.
If it can find resources, the resources are assigned and the corresponding auxiliary
graphs are updated. Below, we explain the function in more detail.
For each auxiliary graph in set Gk, Flow-Satisfaction function applies a shortest
Algorithm 1 SS-LPST (Kt, [G ′t′ ]1×T )
Require: Kt, [G′t′ ]1×T . Kt is a set of the newly-arrived requests at time-slot t;; G′t′ is
up-to-date power-based auxiliary graph of slot t′ ∈ T;;
1: i ← 0;
2: while Kt 6= ∅ do
3: for all k ∈ {k|k ∈ Kt & ωlk = t+i} do . Urgent requests
4: Gk = {Gt+i, ...,Gt+i+d¯k-1};
5: Kt ← Kt \ k;
6: [acc set,Gk]← Flow-Satisfaction (k,Gk)
7: end for
8: Construct GOnt+i
9: for all k ∈ Kt in the increasing order of ωlk do
10: Gk = {GOnt+i ,Gt+i+1, ...,Gt+i+d¯k-1}
11: [acc set,Gk]← Flow-Satisfaction (k,Gk)
12: if k ∈ acc set then
13: Kt ← Kt \ k . accept request k
14: end if
15: end for




Function 1 Flow-Satisfaction (k, Gk)
Require: k, Gk . k is
the given request which needs to be satisfied;; Gk is the set d¯k power-based auxiliary
graph carrying up-to-date utilization and power states for duration of request k.
1: GTempk ← Gk
2: for all GTemp ∈ GTempk do
3: for all possible pairs of servers in GTemp do
4: find min cost path with sufficient resources
5: end for












weighted path algorithm (e.g., Dijkstra’s) to its server-pairs which are possible
candidates for VM-placement of request k to find their associated path which has
the minimum power cost with sufficient resources. The function then places the VMs
and routes the traffic of the given request k on the server-pair and its associated
path which has the minimum cost among all possible candidates. If it finds the
servers for VM-placement and routes for traffic on all d¯k given auxiliary graphs, it
will assign the resources and accordingly update all the given auxiliary graphs.
6.3.2 Complexity
The time complexity of SS-LPST algorithm in each time-slot depends on the
number of newly-arrived requests, the duration and LPST of each request as well
as the time complexity of the shortest weighted path algorithm (e.g., Dijksta’s).
The time complexity of finding one-to-all paths for all servers via a heap data
structure is O
(|S| (|E|+ |V|) log |V|) where E, V and S are the set of links, nodes
and servers in the auxiliary graph Gt, respectively. Considering request k with
duration d¯k, the time-complexity of allocating the resources for the entire duration
of the request is given by O
(
d¯k|S| (|E|+ |V|) log |V|
)
. Since algorithm SS-LPST may
defer the decision for a request to the next subsequent time-slot, the scheduling and
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resource allocation of each request, in the worst-case will be checked for all the
possible start-times of the request, which results in O
(|∆k|d¯k|S| (|E|+ |V|) log |V|)
time-complexity. Considering the number of |Kt| newly-arrived requests in time-slot
t ∈ T, the complexity of the SS-LPST algorithm in each time-slot is given by,
O
(|Kt||∆k|d¯k|S| (|E|+ |V|) log |V|) (6.21)
6.4 Performance Study
In this section, we evaluate the effectiveness of our proposed sliding-scheduling
model and algorithm through simulation results. To the best of our knowledge, there
is no previous work which considers joint of scheduling, VM-placement and routing
problems. Given that scheduling is the main focus of this chapter, we demonstrate
the effectiveness of our proposed sliding-scheduling model and algorithm with respect
to a benchmark algorithm called FS, which is based on the fixed start-time model.
In fact, FS as explained in Section 6.4.2 is a fixed start-time VM-placement and
routing algorithm without scheduling, which is developed by us to demonstrate the
efficiency of the sliding scheduled model and algorithms.
6.4.1 Simulation Settings
We consider a data center with a three-tier hierarchical topology [1,36]. It has 8
core-switches and 16 modules, where each module has 2 aggregation-switches, and 12
ToR-switches. Each ToR-switch has 2 ports connected to two aggregation-switches
in the same module, and 48 ports connecting 48 servers. Therefore, the total
number of ToR-switches and servers is 192 and 9216, respectively. We set the
over-subscription ratio of ToR-to-aggregation and aggregation-to-core equal to 2.4:1
and 1.5:1, respectively as in [36]. With 1Gbps capacity set for the link connecting
a server and a ToR-switch, the capacity of ToR-Agg and Agg-Core links is set to
10Gbps. We assign 10 units of resources to each server.
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To set the power values, we follow the reference [16], where each ToR,
aggregation, and core switch has the idle power usage of 76.4W, 133.5W, and 555W;
the maximum power usage of 102W, 175W, and 656W; and the power consumption
per active port of 0.87W, 0.9W, and 0.9W, respectively. It has been observed that a
server with two cores consumes 170W and 220W in the idle and fully utilized states,
respectively. Since these power values have direct relationship with the number of
its cores [16], we scale up the server’s power based on its resources considered in our
simulations. Accordingly, power consumption of a server with 10 units of resources
in idle and fully utilized states is 850W and 1100W, respectively.
For the input traffic, SST requests are generated randomly, where their duration
and inter-arrival times follow exponential distribution. The source-VM ψ0k and
destination-VM ψ1k of each SST-VM-Flow is specified by its VM type which are
randomly selected from set Ψ. We support the resource heterogeneity by defining
Ψ = {“S”, “M”, “L”, “XL”} where a VM belonging to the “S”, “M”, “L”, and “XL”
consumes 1, 2, 4, and 8 units of the server’s resources, respectively. To support
the traffic heterogeneity, we consider two kinds of requests, low-rate and high-rate
traffic, where the requests with high-rate traffic (hot proportion) form 30% of the
total requests [5]. The value of rk follows normal distribution where the range is
between 10-100 kbps, for the low-rate traffic and is between 1500-2500 kbps, for the
high-rate traffic [5].
6.4.2 Scenarios
Considering window-offset (time difference between the request arrival and
window start-time of SST request), we define two variants of our SS-LPST algorithm,
called SS-A (Sliding Scheduled-Advance) and SS-I (Sliding Scheduled-Immediate),
by combining SS-LPST with none-zero window-offset SST request (see Figure 6.3a)
and with zero window-offset SST request (see Figure 6.3b). To demonstrate the
effectiveness of our model and algorithm, we compare SS-A and SS-I with their
corresponding baseline algorithms based on the fixed start-time model, called FS-A
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(Fixed Start-time-Advance) and FS-I (Fixed Start-time-Immediate), respectively
(see Figure 6.3). We define control parameter α as the ratio of the request duration
to the time-window length and β as the ratio of the window-offset to the request
duration. In fact, α denotes the tightness of requests. Considering α = 1 where
SS-A becomes FS-A and SS-I becomes FS-I, we choose the value of α from set
A = {0.1, 0.2, ..., 0.9} in our studying. It can also be noted that β is used to
determine the earliness of requests with respect to their duration. Considering
β = 0 where SS-A becomes SS-I and FS-A becomes FS-I, we choose the value of β
from set B = {0.25, 0.5, 0.75, ..., 1.75} in our studying.
We consider 1000 time-slots and compare the performance of SS-A, SS-I, FS-A,
and FS-I in terms of two metrics:1) acceptance rate and 2) average power consumed
per accepted request per time-slot, under the following scenarios.
Scenario-1: We vary the mean request arrival rate per slot and fix the mean
request duration at 2 slots, while α and β are uniformly selected from set A and B,
respectively.
Scenario-2: We fix the mean arrival rate at 5000 requests per slot and vary the








































Figure 6.3: Variants of sliding scheduled and fixed start-time requests. (a) SS-A.






























































Figure 6.4: Scenario-1. (a) Power per accepted request per slot. (b) Acceptance
rate.
Scenario-3: For all β ∈ B, we fix mean arrival rate and the mean request
duration at 5000 requests per slot and 6 slots, respectively, while uniformly selecting
α from set A.
Scenario-4: For all α ∈ A, we fix mean arrival rate and the mean request






























































Figure 6.5: Scenario-2. (a) Power per accepted request per slot. (b) Acceptance
rate.
β from set B.
6.4.3 Results
We carry out experiments several times each with a sufficiently long time
to get a small 95% confidence interval and plot the error bars in the figures.
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Figures 6.4, 6.5, 6.6 and 6.7 plot the results for the scenario 1, 2, 3, and 4,
respectively, where Figures 6.4a, 6.5a, 6.6a, and 6.7a show the average power per
accepted request, and Figures 6.4b, 6.5b, 6.6b and 6.7b show the percentage of
accepted requests (acceptance rate). As can be seen in these figures, our sliding
scheduled model results in higher acceptance rate and lower power consumption
compared to the fixed start-time model.
From Figures 6.4a and 6.5a, we observe that increasing the load decreases
the power consumption per request. This is because, additional requests tend to
use the already powered-on devices. In other words, this demonstrates the use of
Least-Active-Most-Utilized policy. We also observe that, beyond a certain load the
acceptance rate reduces and the power remains constant because all the devices
have already been powered-on. From the perspective of the acceptance rate, the
use of time-window plays a dominant role when requests stay for shorter duration,
since the changes in the state of system are frequent (Figure 6.4b). On the other
hand, window-offset plays a dominant role when requests stay longer, since there is
not much change in the system (Figure 6.5b). This is because, telling in advance
provides more opportunity to capture the state of system with lower arrival rate and
longer duration and thus, accept more requests. On the other hand, high frequency
of changes in the system with higher arrival rate and shorter duration will reduce the
impact of having window-offset, since these changes can be captured by time-window
instead of window-offset.
As can be seen in Figures 6.6a and 6.6b, increasing the value of β significantly
improves the performance of FS-A compared to FS-I while resulting in marginal
improvement in performance of SS-A in comparison with SS-I. This is because
increasing the window-offset can play a dominant role in increasing the flexibility
for the requests with fixed start-time. It is obvious that changing β does not affect
the power consumption and acceptance rate of SS-I and FS-I, where the difference
between their performance comes from the use of time-window. From Figure 6.7, we































































Figure 6.6: Scenario-3. (a) Power per accepted request per slot. (b) Acceptance
rate.
algorithms with fixed start-time, remains almost the same by changing tightness α
and in turn time-window length, since the gap comes from their none-zero and
zero window-offset. Moreover, decreasing the request tightness α increases the
time-window length and in turn results in increased gap between the performance
of SS-A and FS-A as well as of SS-I and FS-I. This is because, the smaller the
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Figure 6.7: Scenario-4. (a) Power per accepted request per slot. (b) Acceptance
rate.
time-window length is, the more dominant role the window-offset plays.
6.4.4 Summary of Results
Our observations are summarized below:
1. Compared to the fixed start-time model, our proposed sliding scheduling model
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and algorithm results in higher acceptance rate (up to 20%) and lower power
consumption (up to 85%).
2. Increasing the offset-window significantly improves the performance of FS-A
compared to FS-I while resulting in marginal improvement in performance of
SS-A with respect to SS-I.
3. Decreasing the request tightness increases the time-window length and in turn
improves the performance of SS-A when compared to FS-A as well as the
performance of SS-I when compared to FS-I.
6.5 Conclusion
In this chapter, we developed SST-VM-Flow request model which enables
tenants to request their VM flow resources for a specific duration within a certain
time-window. We then addressed PER-SST-VM-Flow problem, which requires
provisioning of the specified VM flow resources for the required duration of
SST-VM-Flow requests by choosing an appropriate start-time within their specified
time-window, as well as server-pair with associated path for their VM-placement and
routing, so as to maximize the number of accepted requests with the lowest possible
power consumption. We developed an MILP optimization problem formulation
based on the multi-component utilization-based power model. Since the problem
is computationally prohibitive, we developed a fast and scalable power-based flow
scheduler which schedules the VM flow requests while reserving their resources using
power-based auxiliary graph. We demonstrated the effectiveness of the proposed
sliding scheduling model and algorithm in terms of power and acceptance ratio





Noting the complex communication pattern between hundreds and
even thousands VMs of a real application that does not always have VM
flow resource abstraction as explained earlier, this chapter combines the sliding
scheduled request model with application-graph-based resource abstraction which
characterizes the structure and communication pattern of the tenant application.
We investigate the problem of Sliding Scheduled Application Placement and Routing
(SSAPR) in the context of data center power-efficiency and resource guarantees.
SSAPR as a joint of scheduling, placement and routing problems, selects the
start-time of requests within their specified time-window to reserve both server
and network resources for their required duration, and thus provides resource
guarantees. Using the multi-component utilization-based power model, we formulate
SSAPR as an optimization problem that maximizes the acceptance rate while
consuming as low power as possible. We develop fast online heuristics that adopt
power, acceptance and adaptive spread-based scheduling policies while allocating
applications’ resources with the consideration of their duration and shutdown-time
of the devices. We demonstrate the effectiveness of the proposed algorithms in
terms of power saving and acceptance rate, 1) for small data centers, by comparing
their performance with the numerical results obtained from solving the optimization
problem using CPLEX and 2) for large data centers using comprehensive simulation




This section explains the Sliding Scheduled Tenant (SST) request model,
considered in this chapter. Recall that, the SST request model allows tenants to
specify not only the required server resources for VMs and bandwidth for their
communication, but also time requirements of their application requests. In other
words, the model enables tenants to request their application resource requirement
graph for a certain duration within a specific time-window which is at least as long
as the duration. As mentioned earlier, the SST request model can be used with any
graph which abstracts resource requirements of a tenant application. In this chapter,
we consider the SST request model combined with the application-aware tenant’s
resource abstraction such as TAG [23]. With the application-aware tenant’s resource
abstraction, the resource abstraction graph characterizes the tenant’s application
structure while capturing the communication pattern between its components or
tiers (we use the two terms interchangeably to indicate the set of VMs with the
same functionality). More specifically, each vertex of the graph is an application
tier which has the type and number of VMs associated with it, while each directed
edge represents the egress and ingress bandwidth requirement per VM of its source
and destination tiers which are required for their communication.
We divide time into T uniform slots, denoted as T where T = {1, ..., T}. To
support the resource heterogeneity, we consider set Ψ of different resource instances
which differ in their required amount of resources. Accordingly, we have a set
of VMs with heterogeneous resource requirements, where each VM required by a
tenant specifies one of the instances in Ψ. We define a set M of M VMs with
heterogeneous resource requirements, as the network traffic starts and ends at a






k ]) to represent an SST application
request k arriving at tAk which requires resource graph Gk(Hk, Ik) for d¯k duration








k∈T. Let ωlk denote the latest possible
start-time of request k which is given by ωek− d¯k. We use ∆k = {ωsk, ..., ωlk} to denote




























Figure 7.1: SST request k. (a) Gk(Hk, Ik): a 3-tier application resource requirement
graph. (b) Time requirements: tAk arrival-time; ω
s




request model for a simple 3-tier tenant application i.e., web application with the
presentation, business-logic and data tiers.
As mentioned earlier, graph Gk(Hk, Ik) is an application-aware tenant’s resource
abstraction, where Hk is the set of application tiers, each is defined based on the
type and number of VMs, while set Ik contains all directed edges (tier-pair), each
specifying the bandwidth requirement between the corresponding tiers. Precisely,
each tier η ∈ Hk is associated with a pair 〈ψηk , Nηk 〉 to specify its VM type, denoted as
ψηk ∈ Ψ and the number of instances for that type, denoted as Nηk (see Figure 7.1a).
Also, each directed edge ι ∈ Ik is associated with a pair 〈b+k,ι, b−k,ι〉 which specifies
the egress and ingress bandwidth requirement per VM of its source and destination
tiers, respectively. As can be seen in Figure 7.1a, each VM in tier-1, for example,
requires bandwidth b+k,12 for sending traffic to VMs in tier-2 while b
−
k,12 is the per-VM
bandwidth requirement of tier-2 for receiving traffic from VMs in tier-1. It can be
noted that, associating each edge with both egress and ingress instead of a single
bandwidth requirement is useful, as the number of VMs may vary from one tier to
another in the same application. In that case, the aggregate bandwidth requirement




k· b−k,ι), since the total egress
and ingress traffic of the edge cannot be different.
7.2 SSAPR Problem
In this section, we first define the SSAPR problem. We then, formulate it as




Consider a network and a multi-component utilization-based power model as
defined in section 3.1, as well as a set K of K dynamically arriving SST requests as
specified in section 7.1. The SSAPR problem is to allocate the required resources
(server for VMs and bandwidth for their communication) for the entire duration of
requests by choosing appropriate start-time within their specified time-window, and
set of servers for mapping their VMs as well as of paths for routing their traffic,
so as to maximize the number of accepted requests while consuming as low power
as possible. It can be noted that the power consumption of each server or switch





and Uv are given.
Table 7.1: Notation
Variables
f t,vk,η indicating how many VMs from tier η ∈ Hk of request k ∈ K are placed on
server v ∈ S in time-slot t ∈ T
lt,k,ιo,p indicating if the traffic belonging to edge ι ∈ Ik of request k ∈ K traverses link
〈o, p〉 ∈ E in slot t ∈ T
Yto,p indicating if link 〈o, p〉 ∈ E is powered-on in slot t ∈ T
Xtv indicating if device v ∈ V is powered-on in slot t ∈ T
Zk indicating if request k ∈ K is accepted
τ tk indicating if t ∈ T is the start-time of request k ∈ K
Πηk,r indicating if the VMs from tier η ∈ Hk of request k ∈ K are placed under the
ToR switch r ∈ R
Parameter
d¯k required number of slots for duration of request k
∆k set of all possible start-times of request k; {ωsk, ..., ωlk}
Nηk required number of instances for tier η ∈ Hk in graph Gk(Hk, Ik) of request k ∈K
ψηk per-VM resource requirement (VM type) for tier η ∈ Hk in graph Gk(Hk, Ik) of
request k ∈ K, where ψηk ∈Ψ
7.2.2 Problem Formulation
We formulate the SSAPR problem as an MILP optimization problem. We
consider a multi-commodity flow formulation, augmented by binary variables, which
149
7.2.2 Problem Formulation
indicate the on/off power state for the server and switch devices as well as the links
(switches’ ports) for different time-slots (see Table 7.1).
Objective Function
The SSAPR problem aims to maximize the total number of accepted requests
while consuming as low power as possible. In other words, the problem is to minimize
the total number of rejected requests, while keeping the total power consumption as
low as possible. To meet this goal, we formulate the objective function as,
Minimize : C = ξCRej + CPower (7.1)
where CRej as defined by K−∑k∈K Zk, is the total number of the rejected requests,
ξ is the cost of a rejected request, and CPower as determined by (7.2), is the total
power consumed by all the powered-on server and switch devices due to the accepted
requests. Note that, the total rejection cost determined by ξCRej is considered to
minimize the number of rejected requests and equivalently maximize the acceptance
rate. Thus, the value of ξ is chosen to be a constant much larger than the maximum
power which can be consumed by an accepted request, so as to assign higher priority
to acceptance.
Considering Vt as the set of all the powered-on server and switch devices during
time-slot t, the value of CPower (the total power consumed by all the powered-on














where the power consumption of a device v is determined by (3.1). Recall that,
P0v and P
1
v denote the power consumption of device v (server or switch) in idle
and fully-utilized states, respectively. Moreover, Uv ∈ [0, 1] determines the resource
utilization of device v, as either the fraction of the ports which are active in switch
v or the unit resources which are used by the VMs placed on server v. Let nv denote
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the number of ports in switch v ∈ W, and Cv be the resource capacity of a server




































where the first term determines the total idle power consumed by all the powered-on
devices, and the next two terms are utilization-based power used by all the
powered-on switches and servers, respectively.
Constraints
Since SSAPR is joint problem of scheduling, VM-placement and routing, it
requires several constraints, as explained below. As a multi-commodity network
flow problem, it must satisfy the capacity constraint, flow conservation constraint
and demand satisfaction constraint. The capacity constraint ensures that the total
amount of traffic traversing through each link does not exceed its capacity and can























where src(ι) and dst(ι) denote the source and destination tier of edge ι ∈ Ik,
respectively. Recall that, b¯k,ι is the aggregate bandwidth requirement of a tier-pair
ι ∈ Ik, while b+k,ι and b−k,ι specify the per-VM egress and ingress bandwidth demand
of its source and destination tiers, respectively.
As we assume unsplittable traffic routing, in each slot t ∈ T, the demand
satisfaction constraint (7.5) ensures that if server s hosts any VM from source-tier
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(or destination-tier) of an edge ι ∈ Ik, one of its outgoing (or incoming) links is
traversed by the edge. Constraint (7.6) also guarantees that traffic ι traverses none




lt,k,ιs,p ≥ f t,sk,src(ι)/N src(ι)k∑
p:〈p,s〉∈E
lt,k,ιp,s ≥ f t,sk,dst(ι)/Ndst(ι)k

∀t ∈ T, ∀ι ∈ Ik




lt,k,ιs,p ≤ f t,sk,src(ι)∑
p:〈p,s〉∈E
lt,k,ιp,s ≤ f t,sk,dst(ι)

∀t ∈ T,∀ι ∈ Ik
∀k ∈ K,∀s ∈ S
(7.6)
Clearly, the traffic of a tier-pair ι ∈ Ik whose source and destination VMs are
placed under the same ToR is transmitted inside the ToR and does not reach
upper layer of data center. On the other hand, if a ToR hosts only source-VMs
(or destination-VMs) of a tier-pair ι, its traffic must traverse one of the outgoing
(or incoming) links of the ToR towards (or from) aggregation layer. Considering R
as a subset of W which includes all ToR switches, these can be ensured by,
∑
p∈W:〈r,p〉∈E
lt,k,ιr,p ≥ Πsrc(ι)k,r −Πdst(ι)k,r∑
p∈W:〈p,r〉∈E
lt,k,ιp,r ≥ Πdst(ι)k,r −Πsrc(ι)k,r

∀t ∈ T,∀ι ∈ Ik




lt,k,ιr,p ≤ (Πsrc(ι)k,r −Πdst(ι)k,r + 1)/2∑
p∈W:〈p,r〉∈E
lt,k,ιp,r ≤ (Πdst(ι)k,r −Πsrc(ι)k,r + 1)/2

∀t ∈ T,∀ι ∈ Ik
∀k ∈ K,∀r ∈ R
(7.8)
Also, in each time-slot t ∈ T, the total number of incoming and outgoing links of a
switch v ∈W \R which traversed by traffic of a tier-pair ι ∈ Hk must be equal, and






lt,k,ιp,o , ∀ι ∈ Ik, ∀k ∈ K, ∀p ∈W \ R, ∀t ∈ T (7.9)
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The VM-placement constraints are given in (7.10)-(7.14). Constraint (7.10) ensures
that VMs from each tier of an accepted request are placed only for its entire required
duration. It also guarantees that VMs of a rejected request are not placed for
any slot. Constraint (7.11) ensures that the VM-placement of an accepted request
remains the same for its entire duration. To limit the network load, the VMs of
the same tier (VMs with the same functionality) are preferred to be placed under
the same ToR, which is ensured by constraints (7.12)-(7.13). Also, in each slot,
constraint (7.14) guarantees that the number of resource units used by VMs assigned














f t+j,sk,η , ∀η ∈ Hk,∀k ∈ K,∀t ∈ T,∀s ∈ S (7.11)
∑
s∈S:〈s,r〉∈E
f t,sk,η ≤ NηkΠηk,r, ∀t ∈ T,∀η ∈ Hk, ∀k ∈ K,∀r ∈ R (7.12)∑
r∈R






k,η ≤ Cs, ∀t ∈ T, ∀s ∈ S (7.14)
The traffic belongs to each tier-pair of an accepted request should traverse the same






lt+j,k,ιo,p , ∀ι ∈ Ik, ∀k ∈ K, ∀t ∈ T, ∀ 〈o, p〉 ∈ E (7.15)
Each accepted request k ∈ K has only one start-time which must be selected from
∆k, and can be specified by,
∑
t∈∆k





τ tk = 0, ∀k ∈ K (7.17)
To calculate the total power used by all the powered-on servers and switches,
in (7.18), we determine decision variables Yto,p and X
t
v, which indicate the on/off





∀t ∈ T, ∀ 〈o, p〉 ∈ E
∀k ∈ K, ∀ι ∈ Ik
(7.18)
















































f t,sk,η ∈ {0, 1, ...}, Yto,p, lt,k,ιo,p ,Xtv,Zk, τ tk,Πηk,r ∈ {0, 1},
∀〈o, p〉 ∈ E, ∀v ∈ V,∀r ∈ R,∀t ∈ T
∀k ∈ K, ∀s ∈ S, ∀η ∈ Hk, ∀ι ∈ Ik (7.20)
and (7.4)-(7.18).
7.3 Proposed Algorithms
Since SSAPR is computationally prohibitive, in this section, we develop
polynomial-time heuristic algorithms and analyze their time-complexity. We divide
the time into slots and associate each with a power-based auxiliary graph (see
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section 3.1.1) which keeps track of the states of data center power and capacity.
We determine start-time, VM-placement and routing of all newly-arrived requests
at the end of each slot, while considering the data center states in the current and
subsequent slots. We develop three algorithms based on AS (Adaptive-Spread),
AD (Acceptance-Defer), and PD (Power-Defer) scheduling policies, while allocating
application resources from the lowest possible data center layer under consideration
of its duration and shutdown-time of devices.
7.3.1 AS Scheduler
At the end of each slot, the AS algorithm considers an adaptive threshold
based on the number and duration of all newly-arrived requests, to arrange them
into sequence of long and short requests in decreasing order of their tightness; the
ratio of their duration to time-window length. The algorithm determines start-time,
VM-placement and routing of the sequenced requests, while scheduling the shorter
ones at the earliest possible slot and spreading the longer requests over the slots
as evenly as possible. The rationale for adaptively spreading the requests is to
avoid reserving long-path for the requests with longer duration, and thus improve
the power efficiency and bandwidth usage. Also, the earlier acceptance of shorter
requests is meant to increase the acceptance rate and improve the utilization of near
future slots. This is because, their early termination makes their resources available
sooner and thus reduces the likelihood of rejecting potential upcoming requests.
Given the up-to-date state of the data center over the time and a set
of newly-arrived requests at time instant t, algorithm AS follows the steps in
Algorithm 1 to schedule resource allocation of each request. The algorithm uses
the mean duration of the newly-arrived requests as a threshold value to classify
them into the long and short groups (see line 1). Given that likelihood of rejecting
a request increases with its tightness, in line 2, it sequences all the long and short
requests in decreasing order of their tightness. The algorithm then determines the
start-time, placement and routing of long and short requests by the following steps.
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Function 1 AS (Kt, [Gt′ ]1×T )
Input: Kt, [Gt′ ]1×T . Kt is a set of the newly-arrived requests at time-slot t;; Gt′ is
up-to-date power-based auxiliary graph of slot t′ ∈ T;;
1: T = meank∈Kt d¯k; . adaptive threshold
2: Kt decreasingly ordered by request tightness θk, k ∈ Kt
3: for all k ∈ Kt do
4: if d¯k < T then . if k is a short request
5: candidate slots← ∆k; . ∆k ={ωsk, ..., ωlk}
6: else . if k is a long request
7: µ =∞;; σ =∞
8: for all i ∈ ∆k do
9: µi = average active request in [i, i+ d¯k) slots;;
10: σi = std. active request in [i, i+ d¯k) slots;;
11: if (µi < µ) or (µi = µ ∧ σi < σ) then




16: for all τ ∈ candidate slots do
17: G∗ ← aggregator [Gτ ,Gτ+1, ...,Gτ+d¯k-1]
18: if App-Place-Route (k,G∗) then
19: ∀j ∈ {0, ..., d¯k-1}, Update graph Gτ+j
20: go to 3 . proceeds with next request
21: end if
22: end for
23: reject k . no feasible start-time found
24: end for
The algorithm first defines candidate start-times of each request according to
its type, required duration, and specified time-window which is done in lines 4-15.
For the short requests, these candidates are considered as ∆k which includes each
potential start-time of a request (see line 5). On the other hand, for the requests
with longer duration, it nominates the earliest slot in ∆k, whose d¯k subsequent
slots have the minimum average number of active requests with the minimum
standard deviation (see lines 6-15). The algorithm then invokes aggregator and
App-Place-Route functions to check feasibility of each candidate start-time, say τ ,
of a request through lines 16-22 as explained below.
By using function aggregator, in line 17, the algorithm constructs a single
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Figure 7.2: Illustration of AS. (a) Gt showing state at slot t with one existing request.
(b) Gt+1 showing state at slot t+1 with two existing requests.
the data center for the entire duration of the request if it were at slot τ to start (see
section 7.3.1). It then applies function App-Place-Route on the constructed graph G∗
for the request to check the availability of resources for placing its VMs and routing
their traffic (see section 7.3.1). For a given request and graph, App-Place-Route
finds a set of servers and paths under the lowest possible layer of the graph which
have the minimum power-cost with sufficient residual capacity. If the function finds
the resources, the request is accepted and the required resources are reserved for
the specified duration of the request from slot τ (lines 18-21). If not possible, the
algorithm proceeds with the next candidate start-time until it checks feasibility of
all candidates, and then rejects the request.
We use the following example to illustrate algorithm AS. For simplicity, we
consider a small data center with three switches (W1,W2,W3) and six servers S1
through S6 as shown in Figure 7.2. We also assume requests with VM flow resource
abstraction whose source or destination VM requires the entire capacity of a server.
Suppose that at a time instant t, there are two already scheduled requests with their
placement S2→W2→S3 and S4→W3→S5 on {Gt,Gt+1} and {Gt+1}, respectively.
The state at time t and t+1 are shown in Figures 7.2a and 7.2b, respectively.
Let req-1 and req-2 be two newly-arrived requests which require one slot and
two slots within two and four slots, respectively. That is, ∆req-1={t, t+1} and
∆req-2={t, t+1, t+2}. By using their average duration as the threshold (T =1.5),
req-1 and req-2 are categorized as short and long requests, respectively. Among all
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slots in ∆req-2, the algorithm nominates t+2 for the start-time of req-2, as its two
subsequent slots have the minimum average number of active requests (µt+2=0). The
algorithm uses function aggregator to combine Gt+2 and Gt+3 as G∗. By invoking
function App-Place-Route on the combined graph G∗, the algorithm reserves path
S2→W2→S3 on {Gt+2,Gt+3} for req-2. The algorithm then proceeds with short
request req-1. Among all the candidate start-times in ∆req-1, the AS algorithm
schedules req-1 at the earliest possible slot by reserving S4→W3→S5 on Gt.
Function aggregator
This function combines a given sequence of power-based auxiliary graphs to
create a weighted graph G∗ which captures the residual capacity and power states
of all input graphs at different slots for the request duration. Let power-based
auxiliary graph Gt represent the state of the data center corresponding to time-slot
t (see section 3.1.1), where the weight associated with an element (server, switch
or link) specifies its power-state (on/off) at t. Given a sequence Gτ , ...,Gτ+d¯k-1 of d¯k
graphs, the function constructs a new weighted graph G∗ where its nodes and links
are the intersection of input graphs. Also, the resource capacity of a server or a link
in graph G∗ is considered as its least residual capacity among all input graphs. The
function also associates each element (server, switch or link) of the graph with a cost
to capture the power consumption of the element in case of its selection. To achieve
this, it determines the cost of an element which corresponds to the fraction of time
that a particular element is powered-off in the given time sequence. For example,
the power-cost of a server which is active for only one out of four slots is considered
as 0.75, since its selection keeps the server powered-on for additional three slots.
Function App-Place-Route
For a given request, the function places its VMs and routes their traffic under
the lowest possible data center layer by finding a set of server and paths which
have the minimum power-cost with sufficient resources. The rationale behind giving
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preference to the lowest layer with the lowest power-cost is to increase the likelihood
of using shorter paths while avoiding the chance of extending the shutdown-time of
devices as much as possible. This also improves the acceptance by increasing the
bandwidth availability of the higher layer with higher over-subscription.
Function 1 App-Place-Route (k,G∗ )
Input: k, G∗ . k is a given request;; G∗ is combined weighted graph carrying residual
capacity and power-costs;; Rw⊂R includes ToRs of R under aggregation w.
1: G← G∗;; Sort R increasingly by power-cost
2: if ∃r ∈ R : ∀η ∈ Hk map rack(r, η) then
3: ∀η ∈ Hk, Place[η]= r, update G
4: return {Place} . all tiers in Hk are placed
5: end if
6: for all w ∈ set aggregations ordered by power-cost do
7: for all η ∈ Hk do
8: if ∃ r ∈ Rw : map rack(r, η) then Place[η]= r;; update G
9: else G← G∗ go to 6 . check next aggregation
10: end if
11: end for
12: return {Place} . all η ∈ Hk are placed
13: end for
14: L = all links connecting an aggregation w and ToR r;
15: for all η ∈ Hk do
16: if ∃〈r, w〉 ∈ L : (map rack(r, η) ∧Br,w is enough) then
17: Place[η]= r;; update G;
18: else return {}
19: end if
20: end for
21: if find routes(Place) then return {Place} else return {}
22: end if
As can be seen in Function 1, for a given request k and combined weighted
graph G∗, function App-Place-Route checks the availability of resources under each
data center layer in bottom-up sequence (e.g., ToR, aggregation, and core), until
either it allocates the resources or rejects the request after checking all layers. Below,
we explain the function in more detail.
The function first tries to map request k under the lowest power-cost ToR whose
servers have enough residual capacity for placing all VMs of the request. This is done
in lines 1-5 by invoking function map rack for each ToR in R, to check the possibility
of placing all tiers of request k under the ToR. For a given ToR (say r) and tier (say
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η), map rack checks Sr, the servers under r, to allocate the server and bandwidth
resources required by each VM of η while tightly packing the resources. If no ToR
has sufficient resources to place all tiers of request k, the function proceeds with the
second data center layer to sequentially check the availability of resources under all
aggregation switches in increasing order of their power-cost. For each aggregation
switch, the function sequentially maps the tiers of request k to its lowest power-cost
ToR which has enough resources available (see lines 6-13). If it fails to find an
aggregation with enough capacity, it proceeds with the last layer.
Finally the function checks the availability of resources under different
aggregation switches (lines 14-22), as follows. For each tier of request k, it examines
all the links connecting a ToR and an aggregation switch. The function checks the
resource availability of each link for routing the aggregate bandwidth of selected tier
(say η) as well as of its ToR for reserving per-VM server and bandwidth resources of
η. If it fails to allocate the resources required by η, it rejects request k; otherwise, it
proceeds with the subsequent tier of the request until it places all tiers of k. Once all
tiers are placed, the function finds a path for each edge ι ∈ Ik of the request whose
source and destination tiers are placed under the different aggregation switches.
It can be noted that, for the core layer, the links are sequenced in increasing
order of their aggregation ingress-to-egress bandwidth ratio, whilst those with the
equal ratio are ordered by their ToR power-cost. The tiers of requests are considered
in increasing order of their aggregate bandwidth requirement. The rationale for
giving such preferences is to decrease the likelihood of rejecting a request due
to network resource limitation. This is because the chance of finding available
bandwidth towards the core increases for the aggregations with lower ratio, which
have enough resources available under the aggregation. On the other hand, selecting
the tiers in increasing order of their aggregate required bandwidth is meant to
increase the chance of finding their bandwidth available under the aggregation switch
while using as less network resources as possible on the higher over-subscribed layer.
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Complexity Analysis for Algorithm AS
The worst-case time complexity of the AS algorithm for a request, say k, can
be dominated by App-Place-Route, aggregator or finding its candidate start-times
which depends on its type, duration, resource abstraction graph and time-window.
Since the algorithm classifies the requests into short and long request groups, we
analyze them separately. As can be seen in Algorithm 1, the App-Place-Route and
aggregator functions are called just once for a long request, and O(|∆k|) times for
a short request, where ∆k is the set of all possible candidate start-times for request
k. On the other hand, each long request requires an additional time complexity of
O(d¯k|∆k|) for finding its candidate start-times. The time complexity of both the
groups can be dominated by App-Place-Route and aggregator which are presented
below. Considering that function aggregator combines a sequence of d¯k auxiliary
graphs belonging to the entire duration of each request, its computational-time
is given by O(d¯k|E|), where E is the set of links in an auxiliary graph. The
running time of App-Place-Route is dominated by function map rack, which is called
O(|Hk||R|) times to check the availability of the resources under each ToR in R for
all tiers of request k in Hk. As function map rack places VMs of the given tier,
its complexity is given by O(|Sr| log |Sr|) where Sr is the set of all servers under
rack r. Given that each rack has the same number of servers, the complexity
of function App-Place-Route is defined by O(|Hk||S| log |Sr|). Considering the
computational time of the two functions, the time complexity of a short request
is given by O(|∆k|(d¯k|E| + |Hk||S| log |Sr|)) while that of a long request is given by
O(d¯k|∆k|+ d¯k|E|+ |Hk||S| log |Sr|).
7.3.2 AD Scheduler
Given a set of newly-arrived requests at time instant t, algorithm AD accepts
each request as soon as its resources are available, while sequencing all newly-arrived
requests in decreasing order of their duration. The rationale behind giving preference
to those requests with longer duration is to increase the likelihood of using shorter
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paths for them. This is because the allocated resources to requests cannot be
changed within their existence. Therefore, resource allocation for long requests
plays a dominant role in the total bandwidth usage and power consumption.
Algorithm 2 AD (Kt, [Gt′ ]1×T )
Input: Kt, [Gt′ ]1×T . Kt is a set of the newly-arrived requests at time-slot t;; Gt′ is
up-to-date power-based auxiliary graph of slot t′ ∈ T;;
1: Sort Kt in decreasing order of request duration
2: for all k ∈ Kt do
3: for all τ ∈ ∆k do
4: G∗ ← aggregator [Gτ ,Gτ+1, ...,Gτ+d¯k-1]
5: if App-Place-Route (k,G∗) then





Algorithm AD sequentially determines the start-time, placement and routing
of the requests in decreasing order of their duration while considering the same
strategy as adopted by AS for short requests. As can be seen in Algorithm 2,
for each request, AD first invokes aggregator and App-Place-Route functions to
check the possibility of scheduling the request at its earliest possible start-time. In
other words, the algorithm checks the availability of resources from the start of the
request time-window to place its VMs and route their traffic for its required duration.
If the required resources are available, the request is scheduled and the resources
are allocated for its entire duration; otherwise, it proceeds with the next earliest
candidate start-time. This procedure is repeated for each possible start-times in ∆k.
If no feasible start-time is found, the request is rejected. As an illustration consider
the same example used in section 7.3.1 for the AS algorithm. Since algorithm AD
accepts requests at their earliest possible candidate start-times, req-2 and req-1 are
scheduled at slot t and their resources are reserved for two and one slots, respectively.
Thus, S1→W2→W1→W3→S6 and S4→W3→S5 are allocated to req-2 and req-1 on
{Gt,Gt+1} and {Gt}, respectively.
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Complexity Analysis for Algorithm AD
The worst-case time complexity of algorithm AD for each request is
O(|∆k|(d¯k|E| + |Hk||S| log |Sr|)) the same as a short request, as in AS algorithm
(defined in section 7.3.1). However, the actual number of candidate start-times that
need to be explored for a request (upper bounded by |∆k|) is brought down by AD,
specially for a long request. This is because the AD algorithm schedules a request
at the earliest possible slot. Besides, processing the requests in decreasing order of
their duration increases the chance of searching less number of candidate start-times
for the longer requests.
7.3.3 PD Scheduler
Different from AD, algorithm PD may defer the starting-time of a newly-arrived
request even if its required resources are available. In other words, the PD algorithm
schedules each request at its latest possible start-time, say ωlk, unless it doesn’t
require powering-on any additional device at its start-time. To prioritize those
critical requests that need to start in immediate, algorithm PD sequentially processes
all newly-arrived requests in the increasing order of their ωlk. It can be noted that
requests with the same ωlk are sequenced in decreasing order of their duration. The
rationale is to reduce the rejection likelihood of the requests with earlier ωlk and low
flexibility, as they are prone to high rejection.
Given a set of newly-arrived requests at time instant t and up-to-date
power-based auxiliary graph of each slot, the algorithm carries out the following
steps iteratively with each iteration i corresponding to slot t+i (see Algorithm 3).
In iteration i, it first considers the unscheduled requests whose ωlk is the current slot
t+i. The algorithm then invokes aggregator and App-Place-Route functions to check
the possibility of scheduling each request at t+i. If the resources are available, the
request is accepted and its resources are reserved for its required duration starting
from t+i; otherwise, the request is rejected. Let graph GOnt+i denote a sub graph of
Gt+i which only contains its powered-on components. The algorithm then considers
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Algorithm 3 PD (Kt, [Gt′ ]1×T )
Input: Kt, [Gt′ ]1×T . Kt is a set of the newly-arrived requests at time-slot t;; Gt′ is
up-to-date power-based auxiliary graph of slot t′ ∈ T;;
1: i← 0
2: while Kt do
3: while ∃ k : (k ∈ Kt) ∧ (ωlk = t+ i) do
4: Kt ← Kt \ {k}
5: G∗ ← aggregator [Gt+i,Gt+i+1, ...,Gt+i+d¯k-1]
6: if App-Place-Route(k,G∗) then
7: ∀j ∈ {0, ..., d¯k-1}, Update Gt+i+j
8: else reject k
9: end if
10: end while
11: Sort Kt in increasing order of their ωlk
12: for all k ∈ Kt do
13: Construct GOnt+i
14: G∗ ← aggregator [GOnt+i ,Gt+i+1, ...,Gt+i+d¯k-1]
15: if App-Place-Route(k,G∗) then
16: Kt←Kt \ {k}; ∀j ∈ {0, ..., d¯k-1}, Update Gt+i+j
17: end if
18: end for
19: i← i+ 1
20: end while
all the remaining unscheduled requests in the increasing order of their ωlk, while
applying function App-Place-Route to schedule requests which can be satisfied on
G∗; the combined graph of GOnt+i ,Gt+i+1, ...,Gt+i+d¯k-1 construed by function aggregator.
In other words, it tries to satisfy those requests which do not turn-on any new device
in slot t+i. It then proceeds with next iteration with the remaining unscheduled
requests.
To illustrate, we again use the same example explained in section 7.3.1 for the
AS algorithm. At i=0, since none of the requests can be scheduled at t+i without
powering-on additional devices, algorithm PD proceeds to the next iteration. In
i=1, the algorithm first schedules req-1 whose ωlreq-1=t+1, and thus allocates path
S1→W2→W1→W3→S6 to req-1 on Gt+1. By continuing the same steps, in iteration
i=2, the algorithm schedules req-2 at ωlreq-2=t+2. Thus, S4→W3→S5 is allocated to
req-2 for two slots on {Gt+2,Gt+3}.
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Complexity Analysis for Algorithm PD
The worst-case time complexity of algorithm PD for each request is
O(|∆k|(d¯k|E| + |Hk||S| log |Sr|)), as in the AD algorithm (see section 7.3.2). It
can be noted that different from the AD algorithm which schedules requests at
the earliest possible slot, the PD algorithm defers the start-time of a request to
its latest possible time unless it does not power-on any additional device. Hence,
compared to algorithm AD, the PD algorithm is likely to explore more number of
candidate start-times for scheduling and resource allocation of a request. In fact,
the actual number of candidate start-times that need to be explored by PD for a
request, say k, is close to the worst-case which is |∆k|.
7.4 Performance Study
We carry out performance evaluation in two stages. In stage-1
(sections 7.4.1–7.4.4), we conduct the simulation study for large-scale problem
sizes, and in stage-2 (section 7.4.5), we present the optimum results obtained by
solving the MILP for a small-scale problem. We not only study the performance
of our scheduling policies, but also compare them with an algorithm called FX.
Algorithm FX as explained below is a fixed start-time application placement and
routing algorithm without scheduling, which is developed by us to demonstrate the
efficiency of the sliding scheduled model and algorithms. As in sliding scheduled
algorithms, FX exploits time feature to efficiently allocate the required resource
of an application request, and thus improves power usage and acceptance rate. It
differs from the sliding scheduled algorithms, as there is no flexibility in selecting the
start-time of each application request. Precisely, given the duration and start-time
of a request, algorithm FX checks the feasibility of finding its VM-placement and
routing, and thus does not consider the scheduling part, as each request has a known
fixed start-time. For a fair comparison, we adopt the same application placement
and routing policy as in AS, AD, and PD algorithms. The key idea is to place
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the VMs and route their traffic under the lowest possible layer of data center while
avoiding the chance of extending the shutdown-time of devices as much as possible.
In fact, in each time-slot, after arranging all the newly-arrived requests in decreasing
order of their duration, FX invokes function aggregator (see section 7.3.1) and then
App-Place-Route (see section 7.3.1) to check the feasibility for VM-placement and
routing of each request.
7.4.1 Simulation Settings
We consider a data center with a three-tier hierarchical topology [1,36]. There
are 4 core switches and 4 modules, where each module has 2 aggregation and 6 ToR
switches. Each ToR switch has 2 ports connected to two aggregation switches in the
same module and 48 ports connecting 48 servers. Therefore, the total number of
ToR switches and servers are 24 and 1152, respectively. We set the over-subscription
ratio of ToR-to-aggregation and aggregation-to-core as 2.4:1 and 1.5:1, respectively
as in [36]. With 1Gbps capacity set for the link connecting a server and a ToR
switch, the capacity of the link connecting a ToR and an aggregation switches and
the link connecting an aggregation and a core switches is set to 10Gbps. We assign
12 units of resources to each server.
Using the power values and benchmark model presented in [51], the power
values of the switches in our simulation are set based on the number and capacity
of their ports, chassis, and linecard where each ToR, aggregation, and core switch
has the idle power usage of 296W, 133.5W, and 555W; the maximum power usage
of 355W, 395W, and 915W; and the power consumption per active port of 0.87W,
34.9W, and 71.2W, respectively. It has been observed that a server with two cores
consumes 170W and 220W in the idle and fully utilized states, respectively. Since
these power values have direct relationship with the number of its cores [16], we
scale up the server’s power based on its resources considered in our simulations.
Accordingly, the power usage of a server with 12 units of resources in idle and fully
utilized states is 1020W and 1320W, respectively.
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All values pertaining to input requests are generated randomly. The
distribution for the request inter-arrival times is either exponential or Weibull,
depending on the scenarios (see section 7.4.3). While the duration of requests
follows lognormal distribution, their tightness value defined as the ratio of their
duration and time-window, are uniformly selected from Θ={0.1, 0.2, ..., 0.9}. The
randomly generated tightness value (say, θk) and duration are used to compute the
time-window of requests. For each request, the total number of VMs is generated
randomly from range [150 − 225] and divided uniformly between its tiers. While
the number of tiers per request varies for different scenarios (explained later), the
type of each tier is randomly selected from a sequence Ψ. We support the resource
heterogeneity by defining Ψ with five different instances e.g., small to extra extra
large where a VM belonging to these instances consumes 1 to 5 units of server
resources, respectively. The per-VM aggregate bandwidth demand of 250Mbps (on
an average) is uniformly distributed among the edges of each tier, where the degree
of connectivity of a tier in an application graph depends on the scenario considered.
7.4.2 Metrics
We use the following metrics for performance evaluation:
1. Acceptance rate: We define this metric as the percentage of requests that are
accepted by the algorithm.
2. Power : This metric refers to the average power consumption of an accepted
request.
3. Power Gain: This shows the effectiveness of the sliding scheduled scheme
in terms of power usage; defined as the percentage reduction in power
consumption of a request that is achieved by AS in comparison with FX.
4. Acceptance Gain: The percentage increase of AS acceptance with respect to





We consider six scenarios for the study, each differing in one or more of the
following:
• Traffic volatility defined as the degree of variation in duration of requests; high,
medium and low volatility are quantified by a lognormal standard deviation
of 1, 0.75, and 0.5 for the duration of requests, respectively.
• Traffic burstiness controlled by the Weibull shape parameter of request
inter-arrival times which reduces with an increase in the value of the shape
parameter. Here, non-bursty, semi-bursty and bursty traffic are characterized
by the Weibull shape parameter of 1, 0.75, and 0.5, denoted by Weib(1),
Weib(0.75), and Weib(0.5), respectively. As Weibull with shape parameter of
1 is equivalent to an exponential distribution, in our study we use these two
terms interchangeably.
• The size of request’s resource requirement graph, defined in terms of the
number of tiers and edges in Gk.
Scenario-1: Highly-volatile bursty traffic. In this scenario, we compare
the performance of AS, AD, PD and FX to evaluate the effectiveness of the sliding
scheduled model and algorithms with highly-volatile bursty traffic. As tenant
applications can have a diverse range of communication patterns ranging from star
and mesh to linear and ring [74], requests are uniformly selected from all possible
resource requirement graphs with 4 tiers.
Scenario-2: Low-volatile bursty traffic. This scenario is similar to
scenario-1, except that the traffic volatility is now decreased to low; achieved by
changing the lognormal standard deviation of request duration to 0.5.
Scenario-3: Highly-volatile non-bursty traffic. Here, the traffic is
assumed to be non-bursty where the inter-arrival time of requests follows an
exponential distribution. This is obtained by modifying only traffic burstiness of
Scenario-1.
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Scenario-4: Impact of traffic burstiness. Observing the efficiency of AS
performance over AD and PD in previous scenarios, here we analyse the performance
of AS and FX under highly-volatile non-bursty, semi-bursty and bursty traffic.
Scenario-5: Impact of traffic volatility. To show the effect of traffic
volatility on the effectiveness of the sliding scheduled model, we compare the
performance gain of algorithm AS with respect to FX under the low, medium and
high volatile bursty traffic conditions.
Scenario-6: Impact of Gk size. Unlike the previous scenarios which
considered randomly-connected graphs, this scenario compares the performance
of AS and FX algorithms under three different resource requirement graph sizes:
4-dense, 8-dense, and 8-sparse. In each type, the first term indicates the number of
tiers while the latter shows the graph size in terms of the number of edges. While the
traffic is assumed to be bursty with high volatility, the sparse and dense connectivity
are characterized by star and complete graph, respectively.
7.4.4 Results and Discussion
Here, we present and discuss the results for the different scenarios. We wrote
a discrete event simulator in Python to implement all the algorithms. We vary the
mean request arrival rate per slot from 2 to 10 in steps of 1, while the mean duration
of a request is set as 1 time-slot. In an experiment, 1000 time-slots are used and
sufficient number of experiments were carried out to get small error bars with 95%
confidence intervals for each mean value. All figures here plot the mean values and
error bars obtained from simulation runs where the error bars may not be visible in
some figures as they are very small.
Scenario-1: Highly-volatile bursty traffic.
Figure 7.3 plots the results of AS, AD, PD, and FX under highly-volatile bursty
traffic while varying the request arrival rate with Figure 7.3a showing the acceptance
rate and Figure 7.3b showing the power usage per accepted request.
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Figure 7.3: Scenario-1. (a) Acceptance rate. (b) Power.
We can observe from Figure 7.3a that although all heuristics accept close to
100% of the requests at low loads, increasing the request arrival rate decreases the
acceptance in different slopes. The AS algorithm has the highest acceptance rate,
followed by AD, PD, and FX algorithms, as the sliding scheduling algorithms can
exploit the flexibility in start-time of SST requests to accommodate more requests.
It can be noted that the AS algorithm spreads the longer requests instead of
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immediate acceptance as in algorithm AD, and thus it could increase the chance of
accepting more near-future requests, resulting in the higher acceptance rate compare
to AD algorithm. We can also observe that the AD algorithm accommodates more
requests than PD which aims for acceptance without powering-on additional devices.
This is because, resource unavailability may cause the rejection of a request whose
scheduling is deferred by algorithm PD due to powering on additional devices.
As can be seen in Figure 7.3b, with the low load bursty traffic when additional
resources are still available, the AD algorithm consumes lower power than algorithm
PD. This is because, by scheduling requests at their earliest possible start-time,
algorithm AD increases their chance of being simultaneously active and sharing
some resources. Conversely, request deferment in algorithm PD is likely to turn on
additional devices due to the lower availability of powered-on resources in the low
load. As the load increases, the chance of accepting a request through powered-on
devices increases. In fact, the high load increases the chance of sharing resources
with request deferment, and in turn decreases the power consumption of the PD
algorithm. As algorithm AD schedules the requests at the earliest possible time, it
misses the chance of sharing resources during the high load, and thus consuming
higher power compared to the PD algorithm. It can be noted that the AS algorithm
results in the lowest power consumption during the low and high load, as it balances
AD and PD strategies by accepting the shorter requests at their earliest possible
start-time and spreading the longer ones as even as possible.
Scenario-2: Low-volatile bursty traffic.
Figure 7.4 plots the results of AS, AD, PD, and FX algorithms as in scenario-1,
but under low traffic volatility. Similar to scenario-1, algorithm AS has the highest
acceptance rate and lowest power consumption. Comparing Figures 7.3 and 7.4,
scenario-2 improves the performance of each algorithm, as equality in duration of
requests under low traffic volatility increases the predictability in scenario-2. From
these figures, we can also observe the detrimental effect of lower traffic volatility
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Figure 7.4: Scenario-2. (a) Acceptance rate. (b) Power.
on the performance gap between AS and PD algorithms, particularly during low
loads. This is because the difference between the duration of requests in high
traffic volatility increases the chance of accepting a request with powered-on devices.
Conversely, the low traffic volatility in scenario-2 reduces the performance gap of
AD and AS with respect to scenario-1. This is due to the similarity in duration of
requests under low traffic volatility, which results in similar termination times where
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Figure 7.5: Scenario-3. (a) Acceptance rate. (b) Power.
algorithm AD schedules the request at the earliest possible time.
Scenario-3: Highly-volatile non-bursty traffic.
Figure 7.5 plots the results of AS, AD, PD, and FX heuristics as in scenario-1,
but under non-bursty traffic. Similar to scenario-1, the AS algorithm results in
the highest acceptance rate with the lowest power consumption. As can be seen
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in Figures 7.3 and 7.5, decreasing the traffic burstiness degrades the performance
of all algorithms. This is because, a time-slot with bursty arrivals provides more
information which in turn can be exploited for more efficient resource planning.
We also note that the traffic burstiness has the least impact on the performance
of algorithm AS, while significantly affecting the power consumption of AD and
acceptance rate of PD. This is because the availability of additional information
under bursty traffic can significantly help AD and PD algorithms to improve their
second objective; power for AD which accepts requests as soon as possible and,
acceptance rate for PD which defers for aiming at lower power consumption.
Scenario-4: Impact of traffic burstiness.
Figure 7.6 compares the performance of the AS and FX algorithms for
highly-volatile non-bursty, semi-bursty and bursty traffic with Figure 7.6a showing
acceptance rate and Figure 7.6b plotting the power. As can be seen in Figure 7.6, the
acceptance rate and power usage of both FX and AS improve with traffic burstiness.
The higher number of requests in bursty traffic provides more information which can
be exploited by the algorithms. From Figure 7.6, we can also observe more significant
degradation in performance of FX compared to AS when traffic becomes non-bursty.
We investigated this through a comparison of the performance gain achieved by AS
with respect to FX under different traffic burstiness. The gain achieved by algorithm
AS compared to FX increases when traffic becomes less bursty. This is because the
reduced information due to a small number of arrivals degrades the performance of
FX while algorithm AS exploits the flexibility in start-time of requests to improve
its performance, particularly for high load.
Scenario-5: impact of traffic volatility.
Figure 7.7 shows the gain achieved by algorithm AS compared to FX while
varying the mean request arrival rate for low, medium and high volatile bursty
traffic. As can be seen in Figures 7.7a and 7.7b, the gain increases with the load
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Figure 7.6: Scenario-4. (a) Acceptance rate. (b) Power.
irrespective of traffic volatility level. This is because algorithm AS can exploit the
flexibility in start-time of requests to accommodate the increased number of requests
while reducing the power consumption. From these figures, we can also observe
higher performance gain by AS compared to FX when traffic volatility increases.
This is because, with high diversity in duration of requests under highly-volatile
traffic, the AS algorithm has higher chance of accommodating requests by sliding
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Figure 7.7: Scenario-5. (a) Acceptance Gain. (b) Power Gain.
their start-time. Similarly, spreading longer requests as even as possible plays a
dominant role when requests have very different durations.
Scenario-6: impact of Gk size.
Figure 7.8 compares the performance of AS and FX algorithms under different
resource requirement graph sizes. As can be seen in Figures 7.8a and 7.8b, algorithm
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Figure 7.8: Scenario-6. (a) Acceptance rate. (b) Power.
AS results in better performance compared to FX, irrespective of the graph size.
These figures also demonstrate the robustness of algorithm AS, as increasing the
number of tiers does not affect its acceptance rate and power consumption. It can
be noted that reducing the graph density improves the power and acceptance rate
for both the algorithms, as it reduces the total bandwidth required by each request.
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Table 7.2: Comparison of AS and optimum results in terms of power consumption
No. req Optimal (W) AS (W) diff (%)
5 336960 336988 0.008
6 372490 372951 0.123
7 420125 420414 0.068
8 451772 452411 0.141
9 483408 484230 0.169
10 552243 553507 0.228
7.4.5 Comparison with Optimal Results
This section evaluates the effectiveness of the proposed AS algorithm, by
comparing it with the numerical results obtained by solving the MILP. We use
64-bit IBM ILOG CPLEX [61] to solve the linear program.
Since SSAPR optimization problem is computationally prohibitive, we consider
the problem at small scales. To consider the small-scale problem sizes, we scale
down the topology explained in section 7.4.1 where the number of servers, ToR,
aggregation and core switches are 576, 12, 2, and 1, respectively. With the same
over-subscription ratios as in section 7.4.1, the capacity of the links connecting server
and ToR, ToR and aggregation, as well as aggregation and core are set to 1Gbps,
10Gbps, 80Gbps, respectively. Each ToR, aggregation, and core switch has the idle
power usage of 296W, 459.5W, and 1131W; the maximum power usage of 355W,
639W, and 1467W; and the power consumption per active port of 0.87W, 17.7W,
and 240W, respectively. Each request has 80 VMs with 4 tiers which are connected
randomly. We set the length of the time-window of each request to two times of its
duration, where the duration is randomly chosen from the range [1−3] slots.
For different number of requests given as input with values ranging from 5 to 10,
we compare the results of algorithm AS with optimum results in terms of acceptance
rate and total power consumed by all the requests. As can be seen in Table 7.2,
algorithm AS well-approximates the linear program, as the power consumed by
algorithm AS is at most 0.5% higher than the optimum, while both result in 100%
acceptance rate.
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7.4.6 Summary of Results
Our observations are summarized below:
1. Algorithm AS has the highest acceptance rate and lowest power consumption
among all the algorithms.
2. The performance of algorithm AS improves with burstiness and reduced traffic
volatility.
3. Compared to algorithm FX, algorithm AS results in up to 40% and 46% gain
in the acceptance rate and power consumption, respectively.
4. The performance of algorithm AS improves with the decreasing density in Gk
while remains almost the same with the changes in number of tiers.
5. The AS algorithm results in the same acceptance rate and up to 0.5% higher
power consumption compared to the optimum results obtained by solving the
linear program.
7.5 Summary
In this chapter, we developed a general SST request model which enables
tenants to specify both time and resource requirements of their applications by
requesting an application-graph-based resource abstraction for a specific duration
within a certain time-window. We addressed the SSAPR problem which schedules
the start-time of dynamically arriving SST application requests within their specified
time-window while allocating the server and network resources for their required
duration, and therefore provides resource guarantees. We then formulated the
SSAPR problem as an MILP optimization problem which minimizes the cost of
rejection plus the total power consumption determined by the multi-component
utilization-based power model. As the problem is computationally prohibitive, we
developed fast and scalable online heuristics: PD, AD and AS, that respectively
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adopt power, acceptance and adaptive spread-based scheduling policies while
allocating application resources by considering current resources usage, request
duration and shutdown-time of the devices. While the acceptance-based policy
accepts and schedules the requests as soon as their resources are available, the
power-based policy defers the requests to their latest possible time unless they
do not power-on any additional device. The adaptive spread-based policy uses an
adaptive threshold to differentiate the long requests from the short, while scheduling
short requests at the earliest possible slot and spreading long requests over the
slots as even as possible. We demonstrated the effectiveness of our proposed
sliding scheduled model and algorithms in terms of power saving and acceptance
rate through comprehensive simulation results with various traffic models. We
showed that the proposed SST model and algorithms are effective in meeting the
request requirements while increasing the acceptance rate and data center power
saving. Our study also revealed that algorithm AS which has the best performance
and complexity among all the proposed sliding scheduled algorithms, achieves
performance very close to the optimum results.
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Chapter 8
Conclusion and Future Work
Power-efficiency and performance predictability in data centers have become
matters of concern to cloud service providers for maximizing their economic benefits.
In this thesis, we have devoted our research efforts to investigate the problem of
guaranteed resource provisioning in the context of data center power-efficiency for
time-aware tenant requests. In this chapter, we highlight the main contributions
made in this thesis and suggest areas that merit future research.
8.1 Conclusion
Given a set of time-aware requests, each requiring a certain amount of resources
(server resources for VMs and bandwidth for their communication) for a specified
duration, this thesis carried out five research works to address the problem of
time-aware VM-placement and routing in the context of data center power-efficiency
and resource guarantees. We developed different power-efficient resource allocators
capable of providing resource guarantees which enable providers to maximize
the number of accommodated tenants in their data centers. In summary, the
proposed approaches enable providers to accommodate different type of time aware
tenant requests and in turn can be selected by providers based on their operating
environment, tenants desire and etc. As an illustration, providers can deploy the
algorithms proposed in Chapter 3, 4 or 6 for tenant requests with flow resource
abstraction. While the algorithms proposed in Chapter 3 and 4 are recommended
for the requests with fixed and immediate start-time, the solution developed in
Chapter 6 support the sliding-scheduled requests. On the other hands, tenants who
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know the structure of their applications are expected to specify their required server
and bandwidth resources using an application-aware resource abstraction graph. In
such case, the providers can use the algorithms proposed in Chapter 5 and 7 for
tenant requests with fixed and flexible start-time, respectively.
We first studied the problem using time-aware VM flow placement and routing
with the objective of data center power efficiency and resource guarantees. The
problem named TVPR is to allocate the required server and network resources for
the specified duration of each VM flow request by selecting an appropriate server-pair
for placing its source and destination VMs as well as an associated path for routing
its traffic. We showed TVPR is computationally prohibitive and developed a fast
and scalable heuristic algorithm which uses a power-based auxiliary graph for the
VM-placement and routing of each time-aware VM flow request.
We then investigated the performance benefits of leveraging on VM-migration
by studying the TVPR problem with and without consideration of the
VM-migration. We augmented TVPR with server-migration (or switch-migration)
policy to migrate the already-placed VMs between powered-on servers so as
to turn-off as many servers (or switches) as possible and thus improve power
consumption and resource utilization. We extended our earlier solution for the
TVPR problem by developing four different algorithms which consider requests in
different orders based on either or both of their required bandwidth and duration.
Using an adaptive threshold, we also developed server and switch migration
algorithms which augment any of the TVPR’s heuristics to solve the TVPR problem
augmented by the server and switch migration policies, respectively.
Noting the complex communication pattern between hundreds and even
thousands VMs of a real application that does not always follow one-to-one
VM communication model as in VMflow, we next addressed the power-efficient
resource-guaranteed VM-placement and routing problem for dynamically arriving
time-aware application-graph based requests. We developed two algorithms
where the VM placement and routing of the first algorithm are based on the
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aggregate-goodness value of servers and pre-computed candidate paths, while the
second algorithm chooses servers and routes based on minimum power cost paths.
We note that fixed and immediate start-time are not mandatory for tenants with
sliding scheduled requests which require the provisioning of resources for a specific
duration within a certain time-window. We thus addressed the power-efficient
resource-guaranteed VM-placement and routing problem for dynamically arriving
sliding-scheduled VM flow requests. The problem is to provision the required
resource of requests for their specified duration by choosing an appropriate start-time
within their specified time-window, as well as server-pair with an associated path
for their VM-placement and routing. We developed a fast and scalable power based
VM flow scheduler that defers the requests to their latest possible time unless their
resource allocation do not power-on any additional device.
Finally, we studied the problem of energy-efficient resource-guaranteed
provisioning of sliding-scheduled requests with application-graph based resource
abstraction. We addressed the sliding-scheduled application placement and routing
problem, which determines the start-time of dynamically arriving requests within
their specified window while allocating the server and network resources for their
required duration, and therefore provides resource guarantees. We developed
three fast and scalable application schedulers that adopt power, acceptance and
adaptive spread-based scheduling policies while allocating application resources by
considering resource usage, request duration and shutdown-time of the devices.
We considered a multi-component utilization-based power model to determine
the total power consumption of data centers according to the resource utilization
of the components (servers and switches). Using the proposed power model,
we formulated each of the above problems as an MILP optimization problem
which accommodates the maximized number of requests with lowest possible power
consumption. We demonstrated the effectiveness of our proposed algorithms through
numerical results obtained from solving the optimization problems or simulation




We highlight future work directions which we deem important and worthy of
further investigations by extending the results presented in this thesis.
In this thesis, we assumed that each tenant specifies the required duration
as well as a resource requirement graph which abstracts the server resources for
VMs and network bandwidth for their communication. Notwithstanding its validity
in theory, these assumptions may not be always held well. In practice, these are
tenants who do not know the structure and bandwidth demands of their applications.
In fact, the requirements of data center hosted applications may not be always
known in advance as in theoretical assumptions. Considering the fact that these
requirements can be estimated based on the performance requirements, the nature
of applications and the past history, learning approaches can be used for estimating
these requirements which in turn can be used by our proposed resource allocator
algorithms for reducing data center power consumption.
Pricing is another interesting research direction which is not explicitly
considered in our proposed energy efficiency schemes. As tenants’ estimated required
time and resources depends also on the cost they incur, another logical step can
be to tie up the time-aware model with pricing, in particular, with differential
pricing. This is because, the time-awareness feature enables tenants to request
different amounts of resources for various durations meeting different deadlines. The
flexibility in start-time with the sliding scheduled model can be also beneficial for
improving data center resource utilization and power efficiency. As demonstrated in
this thesis, the flexibility in start-time allows providers to allocate the resources in a
more efficient way, so as to accommodate the increased number of tenants with lower
power consumption. Therefore, the time-aware model enables providers to come up
with different pricing plans based on the time factor. In other words, the lower power
consumption can allow providers to offer tenants the lower tenancy cost, where the
increased number of accommodated tenants maximizes their economic benefits. The
flexibility in start-time with the sliding scheduled model can also bring a new pricing
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model. In other words, the lower tenancy cost can be offered to tenants who specify
a larger time-window, while the guaranteed performance and tenancy cost are given
to those requesting for the dedicated resources for a certain duration. For example,
providers can consider different price classes according to the request tightness; the
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