Abstract-A novel method of human presence detection using passive millimeter-wave (MMW) sensors is presented. The method focuses on detecting a standing human from a moving platform in a cluttered outdoor environment using MMW radiometry, which has not been attempted before.
I. INTRODUCTION
A SENSOR'S ability to detect human presence is desirable in cases where the use of a person is impractical, expensive, or dangerous. Detection of a moving person has been accomplished successfully using microwave Doppler radar and ultrasonic transducers [1] . There are also a number of solutions for detecting a nonmoving person in an indoor environment; however, in an outdoor environment, detection of a nonmoving person becomes difficult. For instance, infrared (IR) devices work well in indoor and nighttime environments due to a strong thermal contrast between a person and the background. However, in daylight, outdoor thermal contrast in the IR band is not as strong in many cases because many objects radiate as well as humans at IR frequencies [2] , [3] . The detection method presented in this paper utilizes the millimeter-wave (MMW) band where a person's contrast with background objects is different than at IR. Many objects in cluttered environments, such as metals, have a much lower emissivity than humans in the MMW band and thus appear much cooler, making detection of a person easier to implement [4] . In addition, most garment materials are effectively transparent at millimeter wavelengths, whereas IR wavelengths suffer transmission attenuation of greater than 20 dB [5] . Research by the authors has demonstrated the feasibility of using passive MMW radiometers in the total power and correlation mode for the detection of a standing human in an outdoor environment [6] . 
II. BACKGROUND
A novel approach used in the detection method presented here is the use of a correlation mode to detect human presence. The correlation radiometer or correlation interferometer has been widely used in radio astronomy [7] - [10] and earth remote sensing [11] - [13] because greater angular resolutions can be achieved.
To achieve large effective apertures, radio astronomy arrays correlate the outputs of the individual receivers. The voltage outputs contain a component of noise from the receiver circuitry and a component due to the source radiation and are given by , where indicates the receiver channel. Following multiplication, the output voltage is given by (1) The noise components in the receiver circuitries are statistically independent, thus with sufficient time averaging, the first three terms of (1) tend to zero, yielding (2) Thus the ideal interferometer with infinite integration time responds only to coherent sources of radiation.
Inherent in the correlation process is the response to self-luminous objects, which are sources of coherent radiation. A selfluminous object, such as a human, radiates isotropically from points on its surface, and thus, radiation received by the interferometer will be correlated. However, other objects in a cluttered environment tend to reflect and scatter radiation, producing radiation with a lower level of coherence between the two receivers. Therefore, a correlation radiometer with sufficient averaging time should respond well to humans, while responses from other sources should be minimal.
A. Human MMW Radiation
The spectral radiance 1 of a radiating body is the fundamental quantity detected by the MMW system. At the human body temperature of K and a frequency of GHz Planck's blackbody radiation law can be approximated by the Rayleigh-Jeans law. The radiation from a greybody is found by including the emissivity of the body, defined by , where is the radiometric brightness temperature, which is the temperature that a blackbody must be to produce the 
If the effective aperture of the transmitter is , the power received by an antenna of effective aperture is given by (5) where is the distance between the radiating source and the receiving antenna and the 1/2 term results from the antennas responding to only one component of polarization.
To analyze the best case scenario, the human body is assumed to be an omni-directional radiator. The emissivity of a human in the -band is approximately 0.65 [4] , and the surface area of the skin facing the radiometer is 0.9 m [14] . Given a narrow bandwidth of MHz, the received power for a receiving antenna with a circular aperture of 15.24-cm diameter can be found in terms of distance by W
At a range of 15 m, the received power is 90.7 dBm. The power given by (6) gives an estimate of the gain that will be needed to detect human radiation.
III. DESIGN OF THE PRESENCE DETECTION SYSTEM The hardware front-end of the detection system consists of two independent superheterodyne receivers with antennas separated by a baseline of 58.42 cm. The block diagram of the system is given in Fig. 1 . One receiver will be discussed here, all figures apply to the second. The receiver is a lower sideband receiver with RF center frequency GHz, local oscillator (LO) frequency GHz, and IF center frequency GHz. The antenna is a Gaussian optical lens antenna with a diameter of 15.24 cm, a half-power beamwidth of 3.8 and a gain of 32.7 dBi. Following the antenna is a flexible coaxial cable with a loss of 0.15 dB, which is connected to the RF low-noise amplifier (LNA), which has a gain of 32 dB and noise figure of 3.2 dB. The pre-detection bandwidth MHz is set by the RF bandpass filter (BPF), which follows the LNA. The output of the BPF is mixed down to the IF where another BPF is located with a bandwidth of 500 MHz centered on . The IF LNA following the IF BPF provides 63 dB of gain. The LNA output is split; one output is sent to a detector diode, which produces the total power response, the other is combined with the output of the second receiver through a mixer, providing the multiplication part of the correlation. The three voltage signals are sent to a baseband circuit, which provides additional amplification of 50 dB, as well as low-pass filtering (LPF). The LPFs provide the post-detection bandwidth of Hz for the total power channels and kHz for the correlation signal. The LPF provides the integration of the correlation process. The system sensitivity is approximately 500 mK for each total power mode and approximately 270 mK for the correlation mode [6] .
A. Response of the Total Power Receiver
The input power to the receiver system is a combination of the antenna noise power and the system noise power [11] ( 7) where (8) is the system noise temperature comprised of the antenna noise temperature and receiver noise temperature ; is the system bandwidth. The noise power at the output of the IF amplifier is given by (9) where is the system gain. Assuming that the output power of the IF amplifier is across a 1-resistor gives the IF voltage (10) Following the IF amplifier is a detector diode with a power sensitivity given by V W . The average value of the diode voltage output is given by (11) The output of the diode is passed through an LPF, which is equivalent to averaging over a time interval , where is the filter bandwidth. The dc output voltage is then given by (12) where is the loss of the LPF. The output voltage of the total power radiometer is directly proportional to the input power , given in terms of the antenna temperature by (7) and (8) .
is measured in the laboratory [7] , [11] , while is related to the brightness temperature of the scene through (13) where the antenna noise power is given by (5) . Thus, the output voltage of the total power receiver is directly related to the temperature of the observed scene.
In practice, the output voltage of the filter is often in the range of microvolts and must be further amplified. The system uses op-amp baseband amplifiers, which provide an additional 50 dB of gain just prior to the LPFs. Since the signals being boosted are so low in voltage, there is often a small dc bias that must be subtracted out to keep the amplified signal within the limits of the op-amp and filter power rails. This is accomplished with an op-amp differencing amplifier, which subtracts a variable voltage from the amplified signal. Thus, the total power output is given by (14) where , , and the baseband amplifier gain has been included in .
B. Response of the Correlation Receiver 2
The point source response of the correlation radiometer was shown in [6] . For an extended source whose center is located at , as seen in Fig. 2 , an element of solid angle at position contributes a component of power given by (15) 2 This development is based on [9] . where is the antenna effective area and is the incident spectral radiance (dropping the subscript). With equal responses on each antenna, the response of the correlator is proportional to and the fringe term (16) where is the combined frequency response of the two receivers and (17) is the geometric time delay between the signal reception on the two receivers where is the magnitude of the antenna baseline vector and is the angle off broadside. The argument of the fringe term can be expressed as (18) where is the antenna baseline vector measured in wavelengths. The phase delay between the receivers is given by the first term of (18) and can be expressed as , where and are the individual receiver phase delays. The complex visibility function is defined as (19) where is the normalized antenna pattern, which is given by , where is the antenna collecting area in the direction . The visibility is dependent on the modified radiance . In practical systems, the receiver bandwidth is typically narrow enough that the spectral radiance is approximately constant. Typically the antenna pattern also varies negligibly over the system bandwidth, thus the visibility can be considered a constant over frequency. The receiver response can then be written as (20) The frequency detected by the antenna is . Designating receiver 2 as the phase reference, the signal reaching the antenna on receiver 1 undergoes a geometrical time delay of and, thus, a phase delay of (21) where is the LO phase. The signal reaching receiver 2, being the delay reference, does not undergo a geometrical time delay, thus the phase delay is given by the LO phase . The correlator output is then given by (22) The system gain factor, defined as (23) accounts for the angular envelope (or fringe washing function) of the response due to the system bandwidth. Thus, the general response of the lower sideband correlation receiver including phase effects is given by (24) where is the system phase error and is a combination of the LO and component phase delays. The visibility as defined by (19) has a Fourier transform relationship with the radiance, and thus an inverse Fourier transform of (24) results in a quantity proportional to the real part of the observed brightness.
There are three voltage outputs from the -band system, two total power responses (TP1 and TP2) given by (14) and one correlation response given by (24). The total power responses are directly proportional to the brightness temperature of the observed scene. Plotted against time these voltages are composed of a series of peaks and troughs whose width and height are dependent on the size of the distributed object being viewed. The correlation response, after short-time Fourier transform (STFT), produces a signal, which, taken at a specific frequency, is composed of peaks whose width and height are dependent on the object being viewed. In addition, the correlation response is dependent on the level of coherence of the two received signals.
The nature of these responses motivated the use of a detection method which focused on analysis of the signal peaks, the initial stages of which was described in [6] . Section IV discusses the final results and drawbacks of that method and introduces a new Bayesian detection method.
IV. TARGET CLASSIFICATION AND EXPERIMENTAL RESULTS
The MMW sensor system is mounted to a rotating platter atop an all-terrain research robot. The sensors continually scan the surroundings as the platter rotates atop the moving platform. In addition to the -band receivers, a -band total power receiver (TP3) was added for information in a separate band of the MMW spectrum. The center frequency of TP3 is 94 GHz, the pre-detection bandwidth is 1.5 GHz, and the post-detection bandwidth is 200 Hz. A triangulation laser range finder was also added to give range information. The analog signals are passed to a Texas Instruments Incorporated MSP430 mixed signal microcontroller, which sends the digital data to an OQO computer, which is a small form factor PC chosen for its compact size of 3 in 5.6 in 1 in. Following an experiment (see Fig. 3 ), the data are offloaded and processed offline in MATLAB.
A. Heuristic Classification
Target classification was initially accomplished using a heuristic formulation described in [6] . In this classifier, the total power signals, given by (14) , are analyzed for peak statistics including peak width, height, and temporal correlation of peaks between sensors. From these peak statistics, peak windows are formed, as seen in Fig. 4 , which serve to filter out responses from nonhumans. In addition, the correlation signal, given by (24), is processed by STFT to convert the data into a quantity proportional to the scene brightness temperature, and peak statistics are analyzed for this spectral correlation signal as well. A scan map is then formed from the spectral correlation. Fig. 5 shows the scan map resulting from the experiment setup of Fig. 3 . The scan map shows the filtered spectral correlation on a rotation-by-rotation basis; e.g., a response seen at 90 is directly to the right of the moving platform. In this experiment, one person is standing to the right of the platform as it passes by, producing the track seen on the right side of the graph.
The result shown in Fig. 5 is an intermediate step in the detection processing. The final detection map is formed by correlating the peak windows and the orthogonal ranging mode (laser range finder). Through each rotation vectors are formed of equal length containing total power, spectral correlation, laser range data, and shaft angle data. An -grid is formed by combining angle data from the shaft encoder and range data from the laser range finder. The vector data points coinciding with each laser hit are correlated with the vector points of the peak windowed arrays and each pixel on the -grid is summed with the value of each peak window at that pixel. In each rotation, pixels corresponding to laser range hits are summed with the value of the corresponding peak window and then normalized, resulting in the detection confidence. The result of applying this process is shown in Fig. 6 ; a human is standing at (5 m, 12 m) and it can be seen that there is a strong detection at this point.
The heuristic classifier showed promising results similar to Fig. 6 in most experiments. However, after optimizing the code, the processing time was on average nearly 400% slower than real time and could not be expected to work in a real-world implementation. Moreover, the heuristic approach lacks any statistical formulation in which a reasonable estimate of probabilities of detection and false alarm can be quantified.
To overcome the limiting factor of processing time, a Bayesian formulation was implemented. Bayesian formulations are often simple constructs, which by their nature are not computationally expensive to run.
B. Naïve Bayesian Classification
The classifier discussed here represents the first attempt to replace the heuristic classifier and is based on a rudimentary naïve Bayesian formulation using only the three total power signals given by (14) . In addition, rather than analyzing peaks statistics of the signals, only threshold detection is implemented. The correlation signal and peak statistics were excluded in order to create a simple Bayesian classifier to compare to the heuristic classifier. Future implementations will include the correlation signal.
The naïve Bayesian classifier is a simple probabilistic classifier, which depends on a number of inputs, or features, which are assumed to be independent (hence, the name naïve). While it is not usually true that all the features are independent of each other, naïve Bayesian classifiers typically produce better than expected results in real-world situations [15] .
Given an array of features the probability of a given data point being above the detection threshold (detection) is . Using Bayes' rule yields (25) and the probability of the point being below the threshold (no detection) is (26) Since ,
The features for the current implementation include only the three total power signals:
. Under the feature independence assumption,
A positive detection occurs when (29) The prior probabilities and cannot be accurately defined since they are highly dependent on the situation in which the system is being used. As such it is assumed that each outcome is equally likely to occur for the general case; i.e., . The feature probabilities were experimentally determined using threshold detection. A voltage threshold of 0.0175 V was chosen for each total power channel, resulting in the probabilities of detection and false alarm for the individual sensors shown in Table I .
Similar to the heuristic formulation, a vector is formed containing the probability of detection determined by (29) for each point in every rotation. Laser range data is correlated to these probabilities and an -map is formed. At each rotation, pixels corresponding to laser range hits have added to their values the probability determined by (29) and are normalized; the result of an experiment similar to Fig. 3 is seen in Fig. 7 , where a detection is at (9 m, 9 m).
The detection map resulting from the rudimentary naïve Bayesian classifier of Fig. 7 is clearly comparable to the heuristic formulation depicted in Fig. 6 . In addition, the processing time of the naïve Bayesian classifier runs on average nearly 15% faster than real time, which is a great improvement over the heuristic formulation and can be applied to real-world situations. Another benefit of the Bayesian approach that has been seen in experimental outcomes is improved range; the heuristic approach was limited by a maximum range of approximately 7.6 m, whereas the current Bayesian formulation detects out to approximately 10.6 m.
It should be noted that the naïve Bayesian formulation described above uses only the three individual total power outputs as features, whereas the heuristic approach used a total of 11 features, including the three total power signals, correlation signal, and correlations between each of those signals. Thus, the Bayesian formulation achieves better results than the heuristic Fig. 8 . Detection map using log-likelihood naïve Bayesian formulation. A detection of a person is seen at (9 m, 9 m), whereas other objects seen have a negative detection confidence, indicating a nonhuman. approach using close to 20% of the processing time and less than one-third of the number of features.
An alternative naïve Bayesian formulation classifies the feature vectors using the natural logarithm of the ratio of and and is called the log-likelihood ratio or Bayes factor formulation. Taking the ratio of (25) and (26) and using Baye's rule yields The Bayes factor formulation has the effect of classifying nonhumans by assigning a negative detection confidence to nonhuman detections. The detection map is initialized as a matrix of zeros and as the algorithm runs, pixel values are increased or decreased based on the log-likelihood ratio. Thus, laser hits that occur on low probability objects have a lower log-likelihood ratio than areas where no determination has been made. In general, this has the effect of improving the signal-to-noise ratio of the final map, though this has not yet been quantified. Fig. 8 shows the data from Fig. 7 run through the log-likelihood naïve Bayesian classifier. Nonhuman objects are indicated by the areas of negative detection confidence.
C. Comparison of Classification Techniques
The classifier results shown in Figs. 6-8 are compared by averaging the detection confidence over the areas of positive detection (location of the person) and false positive (all other locations) with a minimum detection confidence threshold of 50%. There were no missed detections in the data shown. In addition, for the Bayes factor classifier, the average of the negative detection confidence of nonhuman detections in Fig. 8 is computed with a threshold of 50%; this is the confidence of correctly classifying a detection as nonhuman. These averages are summarized in Table II . The Bayesian classifiers achieve comparable positive detection measures to the heuristic classifier while achieving lower false positive measures. The Bayes factor classifier demonstrates a lower measure of positive detection, although it is beneficial for its ability to classify nonhumans. Table II also summarizes the benefits of the Bayesian classifier over the heuristic classifier described earlier.
V. CONCLUSION
A novel method of detecting a standing human in a cluttered outdoor environment using passive MMW technology has been presented. This type of detection has not been specifically focused on in other research and as such the presented method provides a means of overcoming a previously unsolved security issue.
The theoretical responses of the two detection modes were presented. These responses motivated the design of the detection system and the methods of target classification were then presented afterward.
A classification method with real-time potential based on a naïve Bayesian formulation has been introduced in rudimentary form and been shown to produce results comparable to a computationally expensive heuristic approach. The Bayesian classifier currently only implements the total power modes of the MMW system and produces results comparable to the heuristic method. Future research will include the correlation mode, as well as peak statistics in the Bayesian formulation. It is anticipated that detection confidence will increase with these data included.
