Questions about a graph's connected components are answered by studying appropriate powers of a special "adjacency matrix" constructed with entries in a commutative algebra whose generators are idempotent. The approach is then applied to the Erdös-Rényi model of sequences of random graphs. Developed herein is a method of encoding the relevant information from graph processes into a "second quantization" operator and using tools of quantum probability and infinite-dimensional analysis to derive formulas that reveal the exact values of quantities that otherwise can only be approximated. In particular, the expected size of a maximal connected component, the probability of existence of a component of particular size, and the expected number of spanning trees in a random graph are obtained.
Introduction
The evolution of random graphs has been studied in some detail. The first works in this area are attributed to Erdös and Rényi [9] , [10] , [11] . Definition 1.1. Let n be a positive integer, let V = {1, 2, . . . , n}, and define Ω = n 2 . A graph process on V is a sequence (G t ) Ω 0 = (V, E t ) Ω 0 such that each G t is a graph on V with t edges, and
LetĜ denote the probability space formed by the set of all Ω! graph processes with equal probability defined for all. It is well-known that any graph process is a Markov chain whose states are graphs on V . Example 1.2. Graphs G 0 through G 11 of a graph process on ten vertices are pictured in Figure 1 . Note that G 11 is the first connected graph of the sequence. The idempotent-adjacency matrix approach is then extended to graph processes by creating a second quantization space of graph processes. All possible graph processes are encoded in one operator, and information about the connected components contained in the N th graph of the sequence is revealed by considering powers of this operator.
The method of second quantization is well-known to physicists and goes back to the original work of Berezin [2] .
Quantum probabilistic approaches to graph theory are also not new. Hashimoto, Hora, and Obata [14] used the method of quantum decomposition to obtain central limit theorems for growing sequences of graphs. Other applications of quantum probabilistic techniques to graph theory include the work of Obata [16] and Accardi, et al. [1] .
Historically, the graph-theoretic work done by quantum probabilists has dealt with specific graphs whose relationship to problems of mathematical physics are understood. In contrast, the philosophy of the current authors is that the tools of quantum probability can be applied to more general graph-theoretic problems.
In earlier work, the current authors defined nilpotent adjacency matrices and applied them to the study of cycles in random graphs [19] , [20] . A similar approach based on a commutative algebra whose generators {ς i } satisfy ς i 2 = 1 has been used to formulate random walks on the hypercube [21] .
Algebraic Preliminaries
Definition 1.3. Let V be a finite set with n > 0 elements. Let I V be the associative algebra generated by commuting idempotents {ε {i} : i ∈ V } along with the unit scalar ε ∅ = 1 ∈ R. In particular, for i, j ∈ V , the generators satisfy ε {i} ε {j} = ε {j} ε {i} , and (1.1)
For simplicity of notation, linear basis elements will be indexed by subsets of the power set 2 V ; i.e.,
4. An easy realization is the algebra generated by canonical projections onto orthogonal hyperplanes in R n . For example, consider the collection {ε i } 1≤i≤n defined by
Note that any element x ∈ I V has canonical expansion of the form where
|i|.
(1.6)
Hence, the degree of x is the size of a maximal multi-index in the canonical expansion of x. For example, deg 1
Remark 1.5. Letting n = |V |, it is worth noting that the idempotent-generated algebra I V can be constructed within the 2n-particle fermion creator/annihilator algebra. [19] Definition 1.6. Let {ε {i} : i ∈ V } denote the idempotent generators of I V . Associated with any finite graph G = (V, E) on n vertices is a column idempotentadjacency matrix a defined by
Further, define the notation a † to be the matrix transpose of a.
Defining the diagonal matrix ∆ by ∆ ii = ε {i} , the column idempotentadjacency matrix a associated with a finite graph satisfies a = (A + I)∆, (1.8) where A denotes the usual adjacency matrix of the graph. The addition of the identity matrix I is necessary to account for any isolated vertices in the graph. For any column idempotent-adjacency matrix a, the transpose a † satisfies 10) where A denotes the usual adjacency matrix of the graph. For this reason, a † will be referred to as a row idempotent-adjacency matrix. For each positive integer n, the collection of n × n matrices over I V constitutes a unital * -algebra A with the usual matrix identity and involution a * = a † . Within this * -algebra, the column idempotent-adjacency matrix (A+I)∆ generates a multiplicative semigroup with right identity ∆. This semigroup is defined by
Likewise, within this * -algebra, the row idempotent-adjacency matrix ∆(A+ I) generates a multiplicative semigroup with left identity ∆. This semigroup is defined by
The results in the remainder of the paper hold for either choice of idempotentadjacency matrix. Without loss of generality, fix G = G r or G = G c throughout the remainder of the paper.
For each positive integer i, define the mapping δ i : G → R by
Define the mapping τ : G → R by
It is now the case that τ (∆) = 1, and τ (a * a) ≥ 0 for all a ∈ G. Moreover, τ is linear in the sense that for a 1 , a 2 ∈ G,
In light of these considerations, τ is considered a state on G, making the pair (G, τ ) an algebraic probability space. Analogously, each mapping δ i is also a state on G.
Connected Components
Proposition 2.1. Let G be a simple graph on n vertices {v 1 , . . . , v n }, let a denote an idempotent-adjacency matrix for G, and let
Proof. A straightforward inductive argument shows that for any positive integer k the matrix entry (a k ) ij corresponds to the collection of k-walks from the i th vertex to the j th vertex in the graph. By definition of the adjacency matrix, all vertices included in such a walk are contained in the same connected component of the graph. By construction of the idempotent-adjacency matrix, the degree of (a k ) ij reveals the maximum number of distinct vertices contained in any k-walk from v i to v j . Finally, in any graph on n vertices, the maximum length of a walk on distinct vertices is n − 1.
By Proposition 2.1, an idempotent-adjacency matrix of a graph on n vertices is a quantum random variable whose (n − 1) th moment in the state δ i is the size of the maximal component containing the graph's i th vertex. As a corollary, summing the reciprocals of the n th moments over the states δ i gives the number of connected components in the graph.
Corollary 2.2. Let G be a simple graph on n vertices, let a denote an associated idempotent-adjacency matrix, and let C denote the number of connected components of G. Then,
Proof. Note that by construction of the idempotent-adjacency matrix,
Observe also that for any connected component of size k, the size of the component appears k times in the sum (once for each vertex of the component). The result then follows from Proposition 2.1.
Example 2.3. Consider the graph of Figure 2 . Direct computation shows the degree of the trace to be 7, corresponding to the maximal connected component consisting of vertex set {v 4 
In Figure 3 , the diagonal entries of the matrix's 22 nd power are examined. For each 1 ≤ i ≤ 12, the entry (a 22 ) ii reveals all components (and sub-components) containing the i th vertex. 
Proof. An inductive argument shows that the diagonal entries of a 2n−2 are sums of idempotents representing closed walks of length 2n − 2 on the graph. Because the graph contains n vertices, the maximal connected component of G will be covered by a closed walk of length 2n − 2 or less. All components can be covered by closed walks of length equal to 2n − 2 by the inclusion of a loop based at each vertex in the definition of the idempotent-adjacency matrix.
By Proposition 2.4, an idempotent-adjacency matrix of a graph on n vertices is a quantum random variable whose (2n − 2) th moment in the state τ corresponds to the maximal size of the graph's connected components.
Usually, the unique largest component of a graph is called the giant component [7] . In a graph on n vertices, any connected component of order greater than n/2 is the unique largest component. Hence, a sufficient condition is established for a given component to be the giant component.
For the remainder of the paper, the giant component is defined as follows. When considering (k, d)-components, it quickly becomes apparent that the existing idempotent-adjacency matrix construction is inadequate. To address this, it is necessary to label edges as well as vertices with idempotents. Definition 2.8. Let V be a finite set with n > 0 elements. Let I V ×V be the associative algebra generated by commuting idempotents
(k, d)-components
To simplify notation, linear basis elements will be indexed by subsets of the power set 2 V ×V ; i.e., 
One now defines the degree operator of
|i|, max
Further, for nonnegative integers m and , the m, -degree projection is defined by
Define G e to be the multiplicative semigroup generated by edge-labeled idempotent-adjacency matrices. For each positive integer i, define the mapping δ 
(2.12)
Corollary 2.11. Let G be a simple graph on n vertices, letâ denote the associated edge-labeled idempotent-adjacency matrix, and let C(k, d) denote the number of
In particular, when G is a simple graph on n vertices with associated edgelabeled idempotent-adjacency matrixâ,
where T (k) is the number of k-vertex tree components of G. An immediate result is the following corollary.
Corollary 2.12. When G is a simple graph on n vertices with associated edgelabeled idempotent-adjacency matrixâ,
n k=1 1 k n i=1 χ (i) k,−1 (â n−1 ) = T,(2.
15)
where T is the number of tree components of G.
Remark 2.13. The tree components of G correspond to the points of intersection between the line {(x, x, x − 1) ∈ R 3 } and the set
obtained as i ranges from 1 to n.
Proposition 2.14. Letâ denote the edge-labeled idempotent-adjacency matrix of a simple graph G = (V, E) on n vertices, and define the linear subspace
S T ⊂ I V ⊗ I V ×V by S T = span B,(2.
16)
where
Then, the spanning trees of G are in one-to-one correspondence with the elements of B. Moreover, their edge sets are uniquely determined by elements of B.
Proof. By construction of the edge-labeled idempotent-adjacency matrix, nonzero terms of tr(â 2n−2 ) n,n−1 correspond to connected components on n vertices and n − 1 edges, i.e., spanning trees. The subsets i and j indexing ε i ⊗ γ j in these terms specify the vertices and edges contained in the spanning tree, respectively. Distinct blades in I V ×V correspond to distinct edge sets, and thus distinct spanning trees. Let {c (k, ) : (k, ) ∈ V × V } ⊂ R denote a collection of costs associated with the edges in G = (V, E). Define the mapping : B → R by 
The corresponding minimum cost spanning trees are determined by
Definition 2.17. Let N V ×V denote the associative algebra generated by commuting nilpotents
To simplify notation, linear basis elements will be indexed by subsets of the power set 2 V ×V ; i.e.,
Remark 2.18. The authors have used algebras generated by commuting nilpotents to treat a number of problems related to enumerating cycles and selfavoiding walks in graphs (cf. [19] , [20] ). Now define the mapping Ψ : 
In other words, D s is equal to the degree of exp tΨ(B) as a polynomial in t.
Proof. The proposition is a corollary of Proposition 2.14. By the nilpotent properties of N V ×V , straightforward induction reveals that for each > 0,
Thus, the multivectors associated with pairwise-edge-disjoint -tuples of spanning trees are recovered with multiplicity ! from the th power. The multiplicity factor is removed by considering the power series expansion of the exponential, and the highest power of t appearing in this expansion reveals the size of a maximal pairwise-edge-disjoint collection.
Second Quantization of Graph Processes
With tools in hand, graph processes can now be formulated as sequences in the algebraic probability space (G, τ ). Associated with any graph process (G t ) Ω 0 is a corresponding sequence of idempotent-adjacency matrices, (a t ) Ω 0 . This sequence is a quantum stochastic process associated with (G t )
Define the set S = {(a t ) Ω 0 } of all quantum stochastic processes associated with graph processes on n vertices. Then, (S, τ ) is an algebraic probability space.
Lemma 3.1. On the space of quantum stochastic processes associated with graph processes on n > 1 vertices, define the random variable
Then, the time step k at which a giant component first emerges in the corresponding graph sequence is given by
Proof. Begin by noting that the value k 0 corresponds to the first value of k for which χ k (ω) = 1. It then follows from the identity
The method of second quantization refers to the extension of operatortheoretic models of single-particle systems to systems of arbitrarily many particles. In quantum probability theory, a single particle can be represented in a Hilbert space H. In order to work with a system of arbitrarily many particles, an infinite-dimensional Hilbert space is constructed. For example, the Hilbert
⊗n is referred to as the free Fock space over H. The n th direct summand is the n-particle subspace (cf. [18] ). Second quantization associates the Hilbert space with the corresponding Fock space. Operators on the finite-dimensional subspaces are extended to operators on the Fock space.
Borrowing the notion of creation operators from quantum probability, we can think of graphs on n vertices as systems of some number of particles between 0 and Ω. At each step of the process, an edge is "created" between a randomly chosen pair of non-adjacent vertices. Hence, the N th graph of the process (G t ) Ω 0 will correspond to an N -particle system. This system can be in any one of Ω N states, depending on which edges are present. The goal now is to create a single operator that encodes all possible graph processes on n vertices. For fixed n > 0, consider the vertex set V = {1, 2, . . . , n}. For each 1 ≤ i ≤ Ω, let a i denote the idempotent-adjacency matrix associated with G = (V, E) where |E| = 1. In other words, the collection {a i } represents all idempotent-adjacency matrices of one-edge subgraphs of the complete graph K n .
Define
By construction, Γ 1 encodes all one-step graph processes on n vertices. Let
The operator Γ 2 now encodes all 2-step graph processes on n vertices. As the construction continues, it becomes apparent that Γ N is the tensor product of Ω N idempotent-adjacency matrices.
In particular, the sequence {Γ N } is defined via the recurrence
By construction, Γ N has the form
where each m is the idempotent-adjacency matrix of a multi-graph on n vertices having N edges. In particular, those m associated with simple graphs represent N th steps of graph processes.
For any x ∈ I V ⊗ I V ×V , define the scalar sum functional by
Note that when m is the edge-labeled idempotent-adjacency matrix of a simple graph G on n vertices and N edges, tr(m † m) = 2N + n. This is because the edge between each adjacent pair of vertices appears with multiplicity two, and each vertex is self-adjacent by construction of the matrix.
Define the operator on G by
Then extend the operator via
The purpose of the operator N is to "sieve out" the edge-labeled idempotentadjacency matrices not associated with simple graphs. The non-identity components of N (Γ N ) are idempotent-adjacency matrices representing the N th steps of graph processes. All graph processes on n vertices are represented by this single tensor product. For simplification, the following notation will be adopted: Next, define
exp(µ(m )). (3.14)
Finally, define the mapping τ by 
Proof. Because each edge is chosen from those remaining with equal probability p i at each step i of the graph process, any N -edge graph G N occurs with equal probability. In particular, the N edges are appended independently and in any order, so the probability of each graph 
Proof. As in the proof of Proposition 3.2, the denominator represents the number of N -edge graphs. Here, the numerator ln ν M ((Γ N ) 2n−2 ) represents the number of N -edge graphs containing a maximal component of size M .
The following corollary is an immediate consequence of the preceding results using simple inclusion-exclusion. 
(3.20)
By considering a second quantization using edge-labeled idempotent-adjacency matrices, it becomes possible to compute the expected number of (k, d)-components of the N th graph of the process. In particular, the expected number of spanning trees of G N can be computed.
By considering edge-labeled idempotent-adjacency matrices {â i } in place of the matrices {a i } used to construct Γ N , the second quantization operator Υ N is analogously defined.
That is, The operator Υ N is of the form
where eachm is the edge-labeled idempotent-adjacency matrix of a multi-graph on n vertices having N edges. In particular, thosem associated with simple graphs represent N th steps of graph processes. The operatorΥ N is now defined bŷ Υ N = (Υ N ), (3.24) where is defined as in (3.11) . The following proposition follows from Proposition 2.14 and the construction of the second quantization operator. 
Conclusion
This paper represents one step toward a comprehensive study of graph processes and algorithms using tools of algebraic probability.
