This paper is concerned with the oscillatory behavior of a certain class of third-order nonlinear variable delay neutral functional dynamic equations,
Introduction
Consider a third-order nonlinear variable delay dynamic equation
r(t)φ a(t)y (t) + P(t)F φ x δ(t) = , t ∈ T, t ≥ t  , (.) where y(t) = x(t) + B(t)g(x(τ (t))), φ(u)
= |u| λ- u, λ ≥ . Throughout this article, we assume that:
(H  ): T is an arbitrary time scale with sup T = +∞, and t  ∈ T with t  > , we define the time scale We recall that a solution x(t) of equation (.) is said to be oscillatory on [t  , +∞) T if it is neither eventually positive nor eventually negative; otherwise, the solution is said to be nonoscillatory. Equation (.) is said to be oscillatory if all of its solutions are oscillatory. Our attention is restricted to those solutions x(t) of (.) where x(t) is not eventually identically zero.
interval [t  , +∞) T by [t  , +∞) T = [t  , +∞) ∩ T. r(t), a(t), B(t), P(t) ∈ C rd (T, R), i.e., r(t), a(t), B(t), P(t) : T → R are rd-continuous functions. g(u), F(u) : R → R are continuous functions with ug(u) >  (u = ) and uF(u) >  (u = ). (H  ): τ (t), δ(t) : T → T are delay functions with τ (t) ≤ t, lim t→+∞ τ (t) = +∞ and δ(t) ≤ t, lim t→+∞ δ(t) = +∞. (H  ):  ≤ B(t) ≤ , P(t) > , r(t) >  and r (t) ≥ , a(t) >  and a (t) ≥ . (H 
Note that if λ = , r(t) ≡ , a(t) ≡ , F(u) = u, B(t) ≡ , δ(t) = t in equation (.), then (.) is simplified to the equation
x (t) + P(t)x(t) = , t ∈ T, t ≥ t  . (  .  ) In equation (.), if r(t) ≡ , a(t) ≡ , F(u) = u, B(t)
≡  and λ is the ratio of positive odd integers, then (.) is simplified to the Emden-Fowler type equation
In equation (.), if λ = , a(t) ≡ , F(u) = u γ (where γ is the ratio of positive odd integers), then (.) is simplified to the equation
And it is easy to see that (.) can be transformed into the third-order nonlinear delay dynamic equations
Equations of this type arise in a number of important applications such as problems in biological population dynamics, in neural network, in quantum theory, in computer science and in control theory. Hence, it is important and useful to study the oscillatory properties of solutions of equation (.). Recently, there has been an increasing interest in studying the oscillatory behavior of first and second-order dynamic equations on time scales (see [-] 
In [], the author discussed oscillatory criteria of equation (.) under the conditions a (t) ≤  and 
and obtained the result that every solution of equation (.) oscillates or converges to zero. Obviously, the results in [-] are inapplicable for the following differential equation
Therefore, this topic is fairly new for dynamic equations on time scales. The purpose of this article is to obtain new oscillation criteria for the oscillation of (.), these criteria can improve the restriction of the conditions for the equation, which promote some existing results. We should note that many of our results of this article are new for the corresponding third-order nonlinear differential and difference equations. In fact, the obtained results extend, unify and correlate many of the existing results in the literature.
Preliminaries
We shall employ the following lemmas.
Lemma . []
Suppose that x(t) is delta-differentiable and eventually positive or eventually negative, then
Then, for every k ∈ (, ), there exists a constant 
Lemma . Let x(t) be an eventually position solution of equation (.). Then there exists
Proof Since x(t) is an eventually position solution of (.), then there exists
Hence, r(t)φ([a(t)y (t)] ) is decreasing and, therefore, eventually of one sign, so [a(t) × y (t)] is either eventually positive or eventually negative. We assert that [a(t)y (t)] >  for all t ∈ [t  , +∞) T . Assume that [a(t)y (t)] <  eventually, then there exists
t  ∈ [t  , +∞) T , such that [a(t  )y (t  )] < . Then for all t ∈ [t  , +∞) T , we obtain r(t)φ a(t)y (t) ≤ r(t  )φ a(t  )y (t  ) = -M < , (.) where M = -r(t  )φ([a(t  )y (t  )] ) = r(t  )|[a(t  )y (t  )] | λ- {-[a(t  )y (t  )] } > . By (.), we obtain -a(t)y (t) λ ≥ M r(t) , namely, a(t)y (t) ≤ -M /λ  [r(t)] /λ .
Integrating this inequality from
which contradicts with y(t) > . So, [a(t)y (t)] > , this implies that y (t) >  or y (t) < . This completes the proof.
Lemma . Assume that x(t) is a solution of equation (.), which satisfies the case
Proof Since x(t) is a solution of equation (.), which satisfies the case (ii) in Lemma ., i.e.,
In view of y (t) < , similarly, we can get
Integrating the above inequality from t  to t (t ∈ [t  , +∞) T ), we obtain 
, where p >  and
Main results
In this section, we establish some sufficient conditions which guarantee that every solution x(t) of (.) either oscillates on [t  , +∞) T or converges as t → +∞.
Theorem . If there exists a function
where
Proof Suppose that equation (.) has a nonoscillatory solution x(t) on [t  , +∞) T . We may assume without loss of generality that x(t) >  and
Then, by Lemma ., we see that x(t) satisfies either case (i) or case (ii).
If case (i) in Lemma . holds, then in view of x(t) ≤ y(t), we have
i.e.,
x(t) ≥  -βB(t) y(t). (.)
Now define the function V (t) by
In view of (.) and (.), we obtain for t ∈ [t  , +∞) T ,
Now, let u(t) = a(t)y (t), then from (i) in Lemma ., we have u(t) > , u (t) > . In view of that r(t) a(t)y (t) = r(t)u (t) = r (t)u σ (t) + r(t)u (t) < 
and r (t) ≥ , it is not difficult to see that u (t) < . Therefore, by Lemma ., ∀k ∈ (, ),
for all t ∈ [t  , +∞) T , this implies that
Using (.), (.), and (.) in (.), we find
V (t) ≤ ϕ (t) ϕ(t) V (t) -ϕ σ (t) × LP(t)[ -βB(δ(t))] λ (y(δ(t))) λ (a(σ (t))y (σ (t))) λ + λ
(kδ(t)) λ r(t)[(a(t)y (t)) ]
On the other hand, let
a(s)y (s) s = a(t)y(t) -a(t  )y(t  ) -t t  a (s)y(σ (s)) s, we get a(t)y(t) ≥
In view of (.), we then obtain
Therefore, by (.) and (.),
for all t ∈ [T  , +∞) T . Using the above inequality in (.), we obtain for all t ∈ [T  , +∞) T ,
In Lemma ., we let
From Lemma ., we then obtain
Using the above inequality in (.), we find
Taking limsup on both sides of the above inequality as t → +∞, we obtain a contradiction to condition (.). http://www.advancesindifferenceequations.com/content/2013/1/178
If case (ii) in Lemma . holds, then by Lemma ., we have lim t→+∞ x(t) = . This completes the proof.
Remark . From Theorem ., we can obtain different conditions for oscillation of all solutions of (.) with different choices of ϕ(t). For example, ϕ(t) = M (where M is a constant) or ϕ(t) = t (k = /). Then we have the following results respectively. 
for all s ∈ [T  , +∞) T . Multiplying both sides of the above inequality by (t -s) m , and integrating with respect to s from T  to t (t ≥ T  ), we can obtain
s http://www.advancesindifferenceequations.com/content/2013/1/178
Now, in Lemma ., we let
Taking the limit superior as t → +∞ in the above inequality, we find
contradicting (.). This completes the proof.
Remark . From Theorem ., we can obtain different conditions for oscillation of all solutions of (.) with different choices of ϕ(t). For example, ϕ(t) = M (where M is a constant) or ϕ(t) = t (k = /), then we have the following results, respectively. 
Corollary . If there exists a constant m
≥ , such that lim sup t→+∞  t m t T  (t -s) m P(s)[ -βB(δ(s))] λ [h  (δ(s), t  )] λ [σ (s)a(δ(s))] λ s < +∞(t -s) m L[ -βB(δ(s))] λ [h  (δ(s), t  )] λ [σ (s)a(δ(s))] λ σ (s)P(s) - r(s)[ σ (s) δ(s) ] λ  (λ + ) λ+ s λ s = +∞ for some constant T  ≥ t  ,
Theorem . If there exist functions ϕ(t) ∈ C
 rd (T, (, +∞)), ξ (t) ∈ C rd (T, R) and a con- stant m ≥ , such that lim sup t→+∞  t m t T  (t -s) m ϕ(s)r(s) ϕ (s) ϕ(s) λ+ σ (s) δ(s) λ  s < +∞, (.) lim sup t→+∞  t m t u (t -s) m Lϕ σ (s) P(s) (s) - ϕ(s)r(s) k λ  (λ + ) λ+ ϕ (s) ϕ(s) λ+ σ (s) δ(s) λ  s ≥ ξ (u), u ≥ T  , (  .   ) +∞ T  δ λ (s) [r(s)ϕ(s)] /λ σ λ (s) ξ (s) λ+ λ s = +∞ (.) for some constant T  ≥ t  , where ξ + (t) = max{ξ (t), }, (s) is defined as in Theorem .,
