Abstract-We provide a simplified form of Primal Augmented Lagrange Multiplier algorithm. We intend to fill the gap in the steps involved in the mathematical derivations of the algorithm so that an insight into the algorithm is made. The experiment is focused to show the reconstruction done using this algorithm.
I.INTRODUCTION
Compressive Sensing (CS) is one of the hot topics in the area of signal processing   1, 2,3 . The conventional way to sample the signals follows the Shannon's theorem, i.e., the sampling rate must be at least twice the maximum frequency present in the signal (Nyquist rate) [4] . For practical signals using CS, the sampling or sensing goes against the Nyquist rate. Consider the sensing matrix, A () The proximity between the two bases can be defined through mutual-coherence which can be defined as the maximal inner product between columns from two bases. [5, 6] . The CS theory says that the signal can be recovered from very few samples or measurements. This is made true based on two principles: sparsity and incoherence.
Sparsity: a signal is said to be sparse if it is represented using much less number of sample coefficients without loss of information. The advantage is that sparsity gives fast calculation. CS exploits the fact that the natural signals are sparse in nature when expressed using proper basis [5, 6] .
Incoherence: we can understand mutualcoherence between the measurement basis and sparsity basis as incoherence is higher, the number of measurements required will be smaller [7] . A conventional solution is using the linear least square method which increases the computational time. [8] .
A. Underdetermined Linear System:
The above mentioned problem can be solved through optimization method using 0 l -minimization. Since (7) is in quadratic form, we can approximate it by first two terms of Taylor series. So the PALM algorithm in 3 steps is,
Primal
Augmented Lagrangian Multiplier algorithm is tested on three different images of size 256x256 pixels. Then Gaussian, Salt & pepper and Speckle noises with varying percentage of intensities are added onto these images and reconstruct the image using PALM algorithm. PSNR, RMSE and execution time are calculated in each experiment and reported in the tables Table1 and Table2.
In the case of first two images, PSNR is less and RMSE is more for original image. But in the case of
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third image, when we add 20% Gaussian noise, it shows good recovery.
IV. CONCLUSION
We have presented a simple mathematical derivation for Primal Augmented Lagrangian Multiplier method which is considered as one of the best compressive sensing algorithms. PALM can be used for reconstructing various signals with varying noise intensities. Experiments show that this algorithm gives very good reconstruction result. 
