Abstract. We consider the semi-supervised multi-class classification problem of learning from sparse labelled and abundant unlabelled training data. To address this problem, existing semi-supervised deep learning methods often rely on the up-to-date "network-in-training" to formulate the semi-supervised learning objective. This ignores both the discriminative feature representation and the model inference uncertainty revealed by the network in the preceding learning iterations, referred to as the memory of model learning. In this work, we propose a novel Memory-Assisted Deep Neural Network (MA-DNN) capable of exploiting the memory of model learning to enable semi-supervised learning. Specifically, we introduce a memory mechanism into the network training process as an assimilation-accommodation interaction between the network and an external memory module. Experiments demonstrate the advantages of the proposed MA-DNN model over the state-of-the-art semisupervised deep learning methods on three image classification benchmark datasets: SVHN, CIFAR10, and CIFAR100.
Introduction
Semi-supervised learning (SSL) aims to boost the model performance by utilising the large amount of unlabelled data when only a limited amount of labelled data is available [4, 37] . It is motivated that unlabelled data are available at large scale but labelled data are scarce due to high labelling costs. This learning scheme is useful and beneficial for many applications such as image search [6] , web-page classification [2] , document retrieval [21] , genomics [29] , and so forth. In the SSL literature, the most straightforward SSL algorithm is self-training where the target model is incrementally trained by additional self-labelled data given by the model's own predictions with high confidence [21, 2, 25] . This method is prone to error propagation in model learning due to wrong predictions of high confidence. Other common methods include Transductive SVM [10, 3] and graphbased methods [39, 1] , which, however, are likely to suffer from poor scalability to large-scale unlabelled data due to inefficient optimisation.
Recently, neural network based SSL methods [23, 35, 15, 12, 30, 24, 19, 26, 16, 9 , 32] start to dominate the progress due to the powerful representation-learning ability of deep neural networks. Most of these methods typically utilise the upto-date in-training network to formulate the additional unsupervised penalty so Fig. 1 . Illustration of the memory-assisted semi-supervised deep learning framework that integrates a deep CNN with an external memory module trained concurrently. The memory module assimilates the incoming training data on-the-fly and generates an additional unsupervised memory loss to guide the network learning along with the standard supervised classification loss.
as to enable semi-supervised learning. We consider that this kind of deep SSL scheme is sub-optimal provided that the memorising capacity of deep networks is often incomplete and insufficiently compartmentalised to represent knowledge accrued in the past learning iterations [34] . To effectively leverage such knowledge, we introduce a memory mechanism into the deep network training process to enable semi-supervised learning from small-sized labelled and large-sized unlabelled training data. In spirit of the Piaget's theory on human's ability of continual learning [7] , we aim to design a SSL scheme that permits the deep model to additionally learn from its memory (assimilation) and adjust itself to fit optimally the incoming training data (accommodation) in an incremental manner. To this end, we formulate a novel memory-assisted semi-supervised deep learning framework: Memory-Assisted Deep Neural Network (MA-DNN) as illustrated in Fig. 1 . MA-DNN is characterised by an assimilation-accommodation interaction between the network and an external memory module.
The key to our framework design is two-aspect: (1) the class-level discriminative feature representation and the network inference uncertainty are gradually accumulated in an external memory module; (2) this memorised information is utilised to assimilate the newly incoming image samples on-the-fly and generate an informative unsupervised memory loss to guide the network learning jointly with the supervised classification loss.
Our contribution is two-fold: (1) We propose to exploit the memory of model learning to enable semi-supervised deep learning from the sparse labelled and abundant unlabelled training data, whilst fully adopting the existing endto-end training process. This is in contrast to most existing deep SSL methods that typically ignore the memory of model learning. (2) We formulate a novel Memory-Assisted Deep Neural Network (MA-DNN) characterised by a memory mechanism. We introduce an unsupervised memory loss compatible with the standard supervised classification loss to enable semi-supervised learning. Extensive comparative experiments demonstrate the advantages of our proposed MA-DNN model over a wide variety of state-of-the-art semi-supervised deep learning methods.
Related Works
Semi-supervised deep learning has recently gained increasing attraction due to the strong generalisation power of deep neural networks [35, 15, 12, 30, 24, 19, 14] . A common strategy is to train the deep neural networks by simultaneously optimising a standard supervised classification loss on labelled samples along with an additional unsupervised loss term imposed on either unlabelled data [15, 27, 5] or both labelled and unlabelled data [35, 24, 19, 14] . These additional loss terms are considered as unsupervised supervision signals, since ground-truth label is not necessarily required to derive the loss values. For example, Lee [15] utilises the cross-entropy loss computed on the pseudo labels (the classes with the maximum predicted probability given by the up-to-date network) of unlabelled samples as an additional supervision signal. Rasmus et al. [24] adopt the reconstruction loss between one clean forward propagation and one stochasticallycorrupted forward propagation derived for the same sample. Miyato et al. [19] define the distributional smoothness against local random perturbation as an unsupervised penalty. Laine et al. [14] introduce an unsupervised L 2 loss to penalise the inconsistency between the network predictions and the temporally ensembled network predictions. Overall, the rationale of these SSL algorithms is to regularise the network by enforcing smooth and consistent classification boundaries that are robust to random perturbation [24, 19] ; or to enrich the supervision signals by exploiting the knowledge learned by the network, such as using the pseudo labels [15] or the temporally ensembled predictions [14] .
Whilst sharing the generic spirit of introducing an unsupervised penalty, our method is unique in a number of fundamental ways: (i) Exploiting the memory of model learning: Instead of relying on the incomplete knowledge of a single up-todate network to derive the additional loss [15] , we employ a memory module to derive a memory loss based on the cumulative class-level feature representation and model inference uncertainty aggregated all through the preceding training iterations. (ii) Low computational cost: By utilising the memory mechanism, only one network forward propagation is required to compute the additional loss term for training the network, as opposed to more than one forward propagations required by other models [24, 19] . (iii) Low consumption of memory footprint: Instead of storing all the predictions of all training samples in a large mapped file [14] , our online updated memory module consumes very limited memory footprint, therefore potentially more scalable to training data of larger scale.
Neural networks with memory are recently introduced to enable more powerful learning and reasoning ability for addressing several challenging tasks, such as question answering [34, 31, 18] and one-shot learning [28, 11] . Augmenting a network with an external memory component is attractive due to its flexible capability of storing, abstracting and organising the past knowledge into a structural and addressable form. As earlier works, Weston et al. [34] propose Memory Networks, which integrate inference components with a memory component that can be read and written to remember supporting facts from the past for question answering. Kaiser et al. [11] propose a life-long memory module to record network activations of rare events for one-shot learning. Our work is conceptu-ally inspired by these works, but it is the first attempt to explore the memory mechanism in semi-supervised deep learning. Besides the basic storage functionality, our memory module induces an assimilation-accommodation interaction to exploit the memory of model learning and generate an informative unsupervised memory loss that permits semi-supervised learning.
Memory-Assisted Deep Neural Network
We consider semi-supervised deep learning in the context of multi-class image classification. In this context, we have access to a limited amount of labelled image samples
, where n u ≫ n l . Each unlabelled image is assumed to belong to one of the same K object categories (classes) Y = {y i } K i as the labelled data, while their ground-truth labels are not available for training. The key objective of SSL is to enhance the model performance by learning from the labelled image data D L and the additional unlabelled image data D U simultaneously. To that end, we formulate a memory-assisted semi-supervised deep learning framework that integrates a deep neural network with a memory module, We call this Memory-Assisted Deep Neural Network (MA-DNN). During training, given (a) sparse labelled and abundant unlabelled training data, mini-batches of labelled/unlabelled data are feed-forward into (b) the deep CNN to obtain the up-to-date feature representation x and probabilistic prediction p for each sample. Given (c) the updated memory module, memory assimilation induces another multi-class predictionp (Eq. (4)) for each sample via key addressing and value reading. In accommodation, a memory loss Lm (Eq. (7)) is computed fromp and employed as an additional supervision signal to guide the network learning jointly with the supervised classification loss. At test time, the memory module is no longer needed, so it does not affect the deployment efficiency.
Approach Overview
The overall design of our MA-DNN architecture is depicted in Fig. 2 . The proposed MA-DNN contains three parts: (1) A deep neural network (Section 3.2); (2) A memory module designed to record the memory of model learning (Section 3.3); and (3) An assimilation-accommodation interaction mechanism introduced for effectively exploiting the memory to facilitate the network optimisation in semi-supervised learning (Section 3.4).
Conventional Deep Neural Network
The proposed framework aims to work with existing standard deep neural networks. We select the Convolutional Neural Network (CNN) in this work due to its powerful representation-learning capability for imagery data. To train a CNN for image classification, the supervised cross-entropy loss function is usually adopted. During training, given any training sample I, we feed-forward it through the up-to-date deep network to obtain a feature vector x and a multiclass probabilistic prediction vector p over all classes. Specifically, we predict the j-th class posterior probability of the labelled image sample I i as
where x i refers to the embedded deep feature representation of I i extracted by the deep CNN, and W j is the j-th class prediction function parameter. The cross-entropy loss on I i against the ground-truth class label k is computed as
Obviously, the cross-entropy loss function is restricted to learn from the labelled samples alone. To take advantage of the unlabelled training samples, a straightforward way is to utilise the predicted labels given by the up-to-date model in training. This, however, may be error-prone and unreliable given immature label estimations particularly at the beginning of model training. This presents a catch-22 problem. We overcome this problem by introducing a memory module into the network training process to progressively estimate more reliable predictions on the unlabelled data.
Memory Module
To take advantage of the memorisable information generated in model learning, it is necessary for us to introduce a memory module. We consider two types of memory experienced by the network-in-training: (1) the class-level feature representation, and (2) the model inference uncertainty.
To manage these memorisable information, we construct the memory module in a key-value structure [18] . The memory module consists of multiple slots with each slot storing a symbolic pair of (key, value). In particular, the key embedding is the dynamically updated feature representation of each class in the feature space. Utilising an univocal representation per class is based on the assumption that deep feature embeddings of each class can be gradually learned to distribute around its cluster centroid in the feature space [33] . Based on this assumption, the global feature distribution of all classes is represented by their cluster centroids in the feature space, whilst these cluster centroids are cumulatively updated as the key embeddings in a batch-wise manner. On the other hand, the value embedding records the similarly updated multi-class probabilistic prediction w.r.t. each class. Hence, each value embedding is the accumulated network predictions of samples from the same class that encodes the overall model inference uncertainty at the class level.
To represent the incrementally evolving feature space and the up-to-date overall model inference uncertainty, memory update is performed every iteration to accommodate the most recent updates of the network. We only utilise the labelled data for memory update, provided that unlabelled samples have uncertainty in class assignment and hence potentially induce the risk of error propagation. Formally, suppose there exist n j labelled image samples {I i } from the j-th class (j ∈ {1, · · · , K}) with their feature vectors and probabilistic predictions as {(x i , p i )} nj i , the j-th memory slot (k j , v j ) is cumulatively updated over all the training iterations as follows.
where η denotes the learning rate (set to η = 0.5 in our experiments). The value embedding v j is normalised to ensure its probability distribution nature. Along the training process, as the gradients (∇k j , ∇v j ) progressively get smaller, the key and value embeddings will become more reliable to reflect the underlying feature structures and multi-class distributions. To begin the training process without imposing prior knowledge, we initialise all the key and value embeddings to 0 and 1 K · 1 (a uniform probabilistic distribution over K classes), respectively. This indicates the memorised information is fully discovered by the network during training, without any specific assumption on the problem settings, therefore potentially applicable to different semi-supervised image classification tasks.
The Assimilation-Accomodation Interaction
Given the updated memory of model learning, we further employ it to enable semi-supervised deep learning. This is achieved by introducing an assimilationaccomodation interaction mechanism with two operations executed every training iteration: (1) Memory Assimilation: Compute the memory prediction for each training sample by key addressing and value reading; (2) Accommodation:
Compute the memory loss to formulate the final semi-supervised learning objective. We present the details of these operations in the following.
(1) Memory Assimilation. Given the forward propagated image representation x and network prediction p of the image I, memory assimilation induces another multi-class probabilistic predictionp based on the updated memory. We obtain this by key addressing and value reading [18] . Specifically, key addressing is to compute the addressing probability w(m i |I), i.e., the probabilistic assignment to each memory slot m i = (k i , v i ), i ∈ {1, · · · , K}, based on pairwise similarity w.r.t. each key embedding. In essence, w(m i |I) is the cluster assignment in the feature space. Given the addressing probabilities over all K memory slots, value reading is then applied to compute the memory prediction p by taking a weighted sum of all the value embeddings as follows.
According to label availability, we adopt two addressing strategies. The first is position-based addressing applied to labelled training samples. Formally, suppose the training sample I is labelled as the k-th class, the addressing probability is attained based on the position k as
The second is content-based addressing applied to unlabelled image samples. This strategy computes the addressing probability based on the pairwise similarity between the image sample I and the key embeddings k i as
where x is the extracted feature vector of I and dist() denotes the Euclidean distance. Eq. (6) can be considered as a form of label propagation [38] based on the cluster assumption [35, 36] , in the sense that the probability mass is distributed according to proximity to each cluster centroid in the feature space. That is, probabilistic assignment is computed based on cluster membership.
(2) Accommodation. This operation provides the deep network with a memory loss to formulate the final semi-supervised learning objective such that the network can learn additionally from the unlabelled data. Specifically, we introduce a memory loss on each training sample x as follows.
where H() refers to the entropy measure; max() is the maximum function that returns the maximal value of the input vector; D KL () is the Kullback-Leibler (KL) divergence. Both H() and D KL () can be computed without ground-truth labels and thus applicable to semi-supervised learning. The two loss terms in Eq. (7) are named as the Model Entropy (ME) loss and the Memory-Network Divergence (MND) loss, as explained below.
(i) The Model Entropy (ME) loss term H(p) is formally computed as
which quantifies the amount of information encoded inp. From the informationtheoretic perspective, the entropy reflects the overall model inference uncertainty.
A high entropy on a labelled image sample indicates thatp is an ambiguous multimodal probability distribution, which corresponds to the retrieved value embedding of a specific class. This indicates that the network cannot well distinguish between this class and the other classes, which is resulted from assigning inconsistent probabilistic predictions to image samples within the same class.
On the other hand, a high entropy on an unlabelled sample suggests the severe class distribution overlap between different classes in the feature space. This is because the unlabelled sample cannot be assigned to a certain class with high probability. Therefore, minimising the model entropy H is equivalent to reducing class distribution overlap in the feature space and penalising inconsistent network predictions at the class level, which is essentially motivated by the entropy minimisation principle [8] .
(ii) The Memory-Network Divergence (MND) loss term D KL (p||p) is computed between the network prediction p and the memory predictionp as follows.
D KL (p||p) is a non-negative penalty that measures the discrepancy between two distributions: p andp. It represents the additional information encoded in p compared top in information theory. Minimising this KL divergence prevents the network prediction from overly deviating from the probabilistic distribution derived from the memory module. When D KL (p||p) → 0, it indicates the network predictions match well with its memory predictions. Additionally, we also impose a dynamic weight: max(p), the maximum probability value ofp, to discount the importance of D KL () when given an ambiguous memory prediction, i.e., a multimodal probability distribution. Hence, p is encouraged to match witĥ p particularly whenp corresponds to a confident memory prediction, i.e., a peaked probability distribution, where the peak corresponds to the assignment to a certain class with high probability. The final semi-supervised learning objective function is formulated by merging Eq. (7) and Eq. (2) as follows.
where λ is a hyper-parameter that is set to 1 to ensure equivalent importance of two loss terms during training.
Model Training
The proposed MA-DNN is trained by standard Stochastic Gradient Descent algorithm in an end-to-end manner. The algorithmic overview of model training is summarised in Algorithm 1. (2)). Memory assimilation (Eq. (4)) and accommodation (Eq. (7)). Network update by back-propagation (Eq. (10)). end for
Experiments
We validate the effectiveness of MA-DNN on three widely adopted image classification benchmark datasets, with comparison to other state-of-the-art methods in Section 4.2 and ablation studies in Section 4.2.
Evaluation on Semi-Supervised Classification Benchmarks
Datasets. To evaluate our proposed MA-DNN, we select three widely adopted image classification benchmark datasets as detailed in the following.
(1) SVHN [20] : A Street View House Numbers dataset including 10 classes (0∼9) of coloured digit images from Google Street View. The classification task is to recognise the central digit of each image. We use the format-2 version that provides cropped images sized at 32×32, and the standard 73,257/26,032 training/test data split.
(2) CIFAR10 [13] : A natural images dataset containing 50,000/10,000 training/test image samples from 10 object classes. Each class has 6,000 images with size 32×32. (3) CIFAR100 [13] : A dataset (with same image size as CIFAR10) containing 50,000/10,000 training/test images from 100 more fine-grained classes with subtle inter-class visual discrepancy. Experimental Protocol. Following the standard semi-supervised classification protocol [12, 24, 30, 19] , we randomly divide the training data into a small labelled set and a large unlabelled set. The number of labelled training images is 1,000/4,000/10,000 on SVHN/CIFAR10/CIFAR100 respectively, with the remaining 72,257/46,000/40,000 images as unlabelled training data. We adopt the common classification error rate as model performance measure, and report the average error rate over 10 random data splits. Implementation Details. We adopt the same 10-layers CNN architecture as [14] . More implementation details are given in the supplementary material.
Comparison with State-of-the-art Methods. In Table 1 , we compare our model to 11 state-of-the-art competitive methods with their reported results on SVHN, CIFAR10 and CIFAR100. Among all these methods, Mean Teacher is the only one that slightly outperforms our MA-DNN on the digit classification task. On the natural image classification tasks, our MA-DNN surpasses the best alternative (Temporal Ensembling) with a margin of 0.25%(12.16-11.91) and 2.83%(37.34-34.51) on CIFAR10 and CIFAR100 respectively. This indicates the performance superiority of the proposed MA-DNN in semi-supervised deep learning among various competitive semi-supervised learning algorithms. Additionally, it can also be observed that MA-DNN outperforms more significantly on the more challenging dataset CIFAR100 with more fine-grained semantic structures among more classes. This suggests that the memory loss derived from the memory of model learning can enhance more fine-grained class discrimination and separation to facilitate better semi-supervised learning. Therefore, MA-DNN is potentially more scalable than the other competitors on the image classification tasks that involve a larger number of classes.
Computational Costs. The per-batch distance computation complexity induced by memory assimilation and memory update is O N u K and O N l respectively, where K is the number of memory slots, N l , N u are the numbers of labelled and unlabelled samples in each mini-batch. For computational efficiency, all the memory operations are implemented as simple matrix manipulation on GPU with single floating point precision. Overall, MA-DNN is computationally efficient in a number of ways: (i) Only one network forward propagation is required to compute the additional supervision signal, as opposed to more than one forward propagations required by Γ -model, VAT, Π-model and Mean-Teacher.
(ii) The consumption of memory footprint is limited. The memory size of the memory module in MA-DNN is only proportional to the number of classes; while Temporal Ensembling requires to store the predictions of all samples in a large mapped file with a memory size proportional to the number of training samples.
(iii) Unlike generative models including DGM, CatGAN, ADGM, SDGM, Imp-GAN, and ALI, our MA-DNN does not need to generate additional synthetic images during training, therefore resulting in more efficient model training.
Ablation Studies and Further Analysis
Effect of the Memory Loss. We evaluate the individual contribution of two loss terms in the memory loss formulation (Eq. (7)): (1) the Model Entropy (ME) (Eq. (8)), and (2) the Memory-Network Divergence (MND) (Eq. (9)). We measure the impact of each loss term by the performance drop when removing it from the memory loss formulation. Table 2 shows the evaluation results with comparison to the full memory loss formulation. We have the following observations: (i) Both loss terms bring positive effects to boost the model performance. The classification error rates increase when either of the two loss terms is eliminated.
(ii) The MND term effectively enhances the model performance. Eliminating the MND term causes performance drop of 2.54%(6.75-4.21), 5.50%(17.41-11.91), 7.39%(41.90-34.51) on SVHN, CIFAR10, and CIFAR100 respectively. This indicates the effectiveness of encouraging the network predictions to be consistent with reliable memory predictions derived from the memory of model learning.
(iii) The ME term is also effective. Eliminating the ME term causes performance drop of 0.38%(4.59-4.21), 0.72 %(12.63-11.91), 5.42%(39.93-34.51) on SVHN, CI-FAR10, and CIFAR100 respectively. This suggests the benefit of penalising class distribution overlap and enhancing class separation, especially when the amount of classes increase -more classes are harder to be separated. Overall, the evaluation in Table 2 demonstrates the complementary joint benefits of the two loss terms to improve the model performance in semi-supervised deep learning. Labelled Training Sample Size. We evaluate the robustness of MA-DNN over varying numbers of labelled training samples. We conduct this evaluation on SVHN by varying the number of labelled samples from 73,257 (all training samples are labelled) to 250. As comparison, we adopt the supervised counterpart CNN-Supervised trained only using the same labelled data without the Fig. 4 . Visualisation on the evolution of key embeddings (denoted as the black dots) and the multi-class data distribution (denoted as dots in colours) of (a) labelled data, (b) unlabelled data, (c) test data from CIFAR10 in the feature space during training. Data projection in 2-D space is attained by tSNE [17] based on the feature representation extracted on the same sets of data using the CNN at different training stages. memory module. Fig. 3 shows that as the size of labelled data decreases, the model performance of CNN-Supervised drops from 61.18% (given 73,257 labelled samples) to 2.89% (given 250 labelled samples), with a total performance drop of 58.29% in error rate. In contrast, the performance of MA-DNN degrades only by 5.94% (8.83-2.89 ). This indicates the proposed MA-DNN can effectively leverage additional unlabelled data to boost the model performance when both small-sized labelled and large-sized unlabelled training data are provided. Evolution of the Memory Module. As aforementioned, the two types of class-level memorisable information recorded in the memory module is (1) the class-level feature representation (key embeddings), and (2) the model inference uncertainty (value embeddings). To understand how the memory module is updated during training, we visualise the evolution of the key embeddings and value embeddings in Fig. 4 , 5 and qualitatively analyse their effects as below. Effect of the Key Embeddings. As Fig. 4 shows, the key embeddings (denoted as the black dots) are essentially updated as the cluster centroids to capture the global manifold structure in the feature space. In particular, we have the following observations: (i) Fig. 4(a) shows that although the key embeddings are initialised as 0 without imposing prior knowledge, they are consistently updated to capture the underlying global manifold structure of the labelled data in the projected 2-D feature space, as seen at the 50/250 th epochs.
(ii) Fig. 4(b) shows that there is severe class distribution overlap of the unlabelled data initially; however, such class distribution overlap tends to be gradually mitigated as the model is trained. (iii) Fig. 4(c) shows that the key embeddings also roughly capture the global manifold structure of the unseen test data, even though the network is not optimised to fit towards the test data distribution. Overall, these observations are in line with our motivation of recording the accumulatively updated cluster centroids as the key embeddings for deriving the probabilistic assignment on unlabelled samples based on the cluster assumption. Moreover, the evolution of unlabelled data distribution in Fig. 4(b) also qualitatively suggests that our memory loss serves to penalise the class distribution overlap and render the class decision boundaries to lie in the low density region. Note that the 2-D tSNE visualisation of high-dimensional data may not perfectly reflect the underlying structure of how classes are separated in the feature space. Effect of the Value Embeddings. As Fig. 5 shows, the value embeddings essentially record the model inference uncertainty at the class level. At the initial training stages, the value embeddings reflect much higher inference uncertainty (multimodal distribution with higher entropy), but progressively reflect much lower inference uncertainty (peaked distribution with lower entropy) as the model is progressively trained. In fact, when removing the value embeddings, the probabilistic assignment on unlabelled samples can become particularly unreliable at the earlier training stages, which even leads to performance drops of 0.69/1.94/2.78% on SVHN/CIFAR10/CIFAR100 as verified in our experiments. Hence, the value embeddings can serve to reflect the class separation in the label space, and be utilised to smooth the probabilistic assignment with model inference uncertainty for deriving more reliable memory predictions. Evolution of Memory Predictions. We visualise the evolution of memory predictions on the unlabelled samples from CIFAR10 at different training stages in Fig. 6 . It can be observed that the memory predictions are progressively improving from more uncertain (ambiguous) to more confident on the unlabelled training samples. This not only demonstrates the good convergence property of the MA-DNN, but also indicates how the memory loss takes effect in model learning -(1) penalising class distribution overlap when given uncertain memory predictions at the earlier training stages while (2) encouraging the network predictions to be consistent with confident memory predictions, such that the unlabelled data is fitted optimally towards the underlying manifold structure.
Conclusions
In this work, we present a novel Memory-Assisted Deep Neural Network (MA-DNN) to enable semi-supervised deep learning on sparsely labelled and abundant unlabelled training data. The MA-DNN is established on the idea of exploiting the memory of model learning to more reliably and effectively learn from the unlabelled training data. In particular, we formulate a novel assimilationaccommodation interaction between the network and an external memory module capable of facilitating more effective semi-supervised deep learning by imposing a memory loss derived from the incrementally updated memory module. Extensive comparative evaluations on three semi-supervised image classification benchmark datasets validate the advantages of the proposed MA-DNN over a wide range of state-of-the-art methods. We also provide detailed ablation studies and further analysis to give insights on the model design and performance gains. 
