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LAPLACE APPROXIMATION FOR ROUGH DIFFERENTIAL
EQUATION DRIVEN BY FRACTIONAL BROWNIAN MOTION
By Yuzuru Inahama
Nagoya University
We consider a rough differential equation indexed by a small pa-
rameter ε > 0. When the rough differential equation is driven by frac-
tional Brownian motion with Hurst parameter H (1/4 <H < 1/2),
we prove the Laplace-type asymptotics for the solution as the param-
eter ε tends to zero.
1. Introduction. The rough path theory was invented by T. Lyons in [30]
and summarized in a book [29] with Z. Qian. See also [16, 27, 31]. Roughly
speaking, a rough path is a path coupled with its iterated integrals. T. Lyons
generalized the line integral of one-form along a path to the one along a
rough path. This is a pathwise integral theory and no probability measure is
involved. In a natural way, an ordinary differential equation (ODE) is gener-
alized. This is called a rough differential equation (RDE) in this paper. The
corresponding Itoˆ map is not only everywhere defined, but is also locally
Lipschitz continuous with respect to the topology of geometric rough path
space (Lyons’ continuity theorem). If a Wiener-like measure is given on the
geometric rough path space or, in other words, if a Brownian rough path
is mapped by the Itoˆ map, then the solution of the corresponding stochas-
tic differential equation (SDE) of Stratonovich-type is recovered via rough
paths. In order to investigate the Brownian motion, one only needs the dou-
ble integral (i.e., the second level path) as well as the path itself (i.e., the
first level path). In short, we can obtain the solution of an SDE as the im-
age of a continuous map. This is basically impossible in the framework of
the usual stochastic calculus. Recall that, in the usual stochastic calculus,
stochastic integrals and SDEs are defined by the martingale integration the-
ory, which is quite probabilistic by definition. Therefore, those objects have
no pathwise meaning.
Received September 2009; revised June 2011.
AMS 2000 subject classifications. 60G22, 60F99, 60H10.
Key words and phrases. Rough path theory, Laplace approximation, fractional Brown-
ian motion.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2013, Vol. 41, No. 1, 170–205. This reprint differs from the original in pagination
and typographic detail.
1
2 Y. INAHAMA
Brownian motion and Brownian rough path are most important and were
studied extensively. There may be other stochastic processes (i.e., probability
measures on the usual path space), however, which can be lifted to proba-
bility measures on the geometric rough path space. The most typical exam-
ple is the d-dimensional fractional Brownian motion (fBM) (wHt )0≤t≤1 =
(wH,1t , . . . ,w
H,d
t )0≤t≤1 with Hurst parameter H ∈ (1/4,1/2] (see Coutin–
Qian [10]). Recall that, when H = 1/2, it is the Brownian motion. It is
worth noting that, if H ∈ (1/4,1/3], the third level path plays a role, un-
like the Brownian motion case. The Schilder-type large deviation for the
lift of scaled fBM was proved by Millet and Sanz-Sole [32]. Combined with
Lyons’ continuity theorem and the contraction principle, this fact implies
that the solution of an RDE driven by the lift of scaled fBM also satisfies
large deviation.
According to [8, 9], there are several types of path integrals along fBM,
namely, (1) deterministic or pathwise integral, (2) integral with generalized
covariation, (3) the divergence operator in the sense of the Malliavin calcu-
lus, and (4) White noise approach. Clearly, the rough path approach belongs
to the first category.
More precisely, we consider the following RDE: for ε > 0,
dY εt = σ(Y
ε
t )εdW
H
t + β(ε,Y
ε
t )dt, Y
ε
0 = 0.(1.1)
Here, WH is the fractional Brownian rough path (fBRP), that is, the lift of
fBM wH and σ ∈C∞b (Rn,Mat(n,d)) and β ∈C∞b ([0,1]×Rn,Rn). Note that
C∞b denotes the set of bounded smooth functions with bounded derivatives.
The main purpose of this paper is to prove the Laplace approximation
for (the first level path of) Y ε as εց 0. The precise statement is in Theo-
rem 2.1 below. Apparently, in none of the integrals (1)–(4) has the Laplace
approximation been proved for the solution of SDE (or RDE) driven by the
scaled fBM. Note that it is the precise asymptotics of the large deviation.
In this paper, we will prove it in the framework of the rough path theory for
H ∈ (1/4,1/2). [The case H > 1/2 is not so interesting from a viewpoint of
rough path analysis. Our method does not work for the case H ≤ 1/4 since
the relation for the Young integral 1/p + 1/q > 1 in equation (4.2) below
fails to hold.]
The history of this kind of problem is long. A partial list could be as
follows. First, Azencott [4] showed this kind of asymptotics for finite dimen-
sional SDEs, which is followed by Ben Arous [7]. There are similar results
for infinite dimensional SDEs (e.g., Albeverio–Ro¨ckle–Steblovskaya [3]) as
well as SPDEs (e.g., Rovira–Tindel [35]). In the framework of the Malli-
avin calculus, there are deep results on the asymptotics of the generalized
expectation of generalized Wiener functionals (Takanobu–Watanabe [36],
Kusuoka–Stroock [25, 26], Kusuoka–Osajima [24]) which have applications
to the asymptotics for the heat kernels on Riemannian manifolds.
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In the framework of the rough path theory, Aida studied this problem
for finite dimensional Brownian rough paths and gave a new proof for the
results in [4, 7]. The same problem for infinite dimensional Brownian rough
paths was studied in [18, 20], which has an application to Brownian motion
over loop groups.
The organization of this paper is as follows: In Section 2 we give a precise
statement of our main result. In Section 3 we review the rough path theory
and fractional Brownian rough path. In Section 4 we prove the Hilbert–
Schmidt property of the Hessian of the Itoˆ map restricted on the Cameron–
Martin space HH of fBM. For those who understand the proof of Laplace
approximation for Brownian rough path as in [2, 18, 20], this is the most
difficult part, because the Cameron–Martin space of fBM is not understood
very well. However, thanks to Friz–Victoir’s result (Proposition 3.4), such
Cameron–Martin paths are Young integrable and, therefore, the Hessian
is computable. In Section 5 we give a probabilistic representation of (the
stochastic extension of) the Hessian. In Section 6 we give a proof of the
main theorem. In Section 7 we consider the Laplace approximation for an
RDE, which involves a fractional order term of ε > 0. This has an application
to the short time asymptotics of integral quantities of the solution of a fixed
RDE driven by fBM. (Similar problems were studied in [5, 34]).
Remark 1.1. All the results in this paper hold for the case H = 1/2,
too, with trivial modifications. The only reason we do not treat the case
H = 1/2 (i.e., the usual Brownian case) is because those results are already
well known in that case.
2. Statement of main result.
2.1. Assumption and main result. In this section we state our main re-
sults in this paper. Throughout this paper, the time interval is [0,1] ex-
cept otherwise stated. Let 1/4 < H < 1/2 and let HH be the Cameron–
Martin subspace of the d-dimensional fBM (wHt )0≤t≤1. By Friz–Victoir’s
result, which will be explained in Proposition 3.4 below, k ∈HH is of finite
q-variation for any (H + 1/2)−1 < q < 2. Hence, the following ODE makes
sense in the q-variational setting in the sense of the Young integration:
dyt = σ(yt)dkt + β(0, yt)dt, y0 = 0.
Note that y is again of finite q-variation and we will write y =Ψ(k).
Now we set the following assumptions. In short, we assume that there
is only one point that attains the minimum of FΛ and the Hessian at the
point is nondegenerate. These are typical assumptions for Laplace’s method
of this kind. The space of continuous paths in Rn with finite p′-variation
starting at 0 is denoted by Cp
′-var
0 (R
n). Note that the self-adjoint operator
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A in the fourth assumption turns out to be Hilbert–Schmidt in Theorem 4.1
below.
(H1): F andG are real-valued bounded continuous functions on Cp
′-var
0 (R
n)
for some p′ > 1/H .
(H2): The function FΛ := F ◦ Ψ + ‖ · ‖2HH/2 attains its minimum at a
unique point γ ∈HH . We will write φ0 =Ψ(γ).
(H3): F and G are m + 3 and m + 1 times Fre´chet differentiable on a
neighborhood U(φ0) of φ0 ∈ Cp′-var0 (Rn), respectively. Moreover, there are
positive constants M1,M2, . . . such that
|∇jF (η)〈z, . . . , z〉| ≤Mj‖z‖jp′-var (j = 1, . . . ,m+3),
|∇jG(η)〈z, . . . , z〉| ≤Mj‖z‖jp′-var (j = 1, . . . ,m+1)
hold for any η ∈ U(φ0) and z ∈Cp′-var0 (Rn).
(H4): At the point γ ∈HH , the bounded self-adjoint operator A on HH ,
which corresponds to the Hessian ∇2(F ◦ Ψ)(γ)|HH×HH , is strictly larger
than −IdHH (in the form sense).
Under these assumptions, the following Laplace-type asymptotics hold.
Explicitly, the constant c = ∇F (φ0)〈θ1〉, where θ1 will be given in (6.4)
below. [Below, Y ε,1 = (Y ε)1 denotes the first level path of Y ε.]
Theorem 2.1. Let the coefficients σ :Rn → Mat(n,d) and β : [0,1] ×
Rn→Rn be C∞b . Then, under Assumptions (H1)–(H4), we have the follow-
ing asymptotic expansion as εց 0: there are real constants c and α0, α1, . . .
such that
E[G(Y ε,1) exp(−F (Y ε,1)/ε2)]
= exp(−FΛ(γ)/ε2) exp(−c/ε) · (α0 +α1ε+ · · ·+αmεm +O(εm+1))
for any m≥ 0.
Remark 2.2. The only reason for the boundedness assumption for σ
and b is for safety. It is an important and difficult problem whether Lyons’
continuity theorem holds for unbounded coefficients under a mild growth
condition. (One of such attempts can be found in [17]). If we have such
an extension of the continuity theorem, then Theorem 2.1 could easily be
generalized because localization around γ is crucially used in the proof (see
Section 6 below).
2.2. A heuristic “proof”. Some readers who are not familiar with Laplace-
type asymptotics may find the argument in this paper too complicated. So,
in this subsection, we try to help them get a bird’s eye view of the proof
of the main theorem. The argument in this subsection is very heuristic and
has no rigorous meaning.
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In this subsection, we denote a generic (rough) path by w (instead of wH
or WH) and assume for simplicity that G ≡ 1 and β is independent of ε
so that Y ε =Ψ(εw) holds at least formally. As physicists often do, we will
write the law of fBM µH heuristically as µH(dw) = Z−1 exp(−|w|2HH/2)Dw,
where Dw is the nonexistent “Lebesgue measure” and Z is a “normalizing
constant.”
In this case, we study the following quantity:∫
exp
(
−F (Ψ(εw))
ε2
)
µH(dw)
(2.1)
=
1
Z
∫
exp
(
−F ◦Ψ(εw) + |εw|
2
HH/2
ε2
)
Dw.
Note that the functional FΛ in (H2) appears on the right-hand side above.
It achieves the minimum at γ. So, as in the calculus for freshmen, one can
easily imagine that (1/2)×Hessian at w= γ plays a very important role.
Let us continue. By shifting w 7→ w + (γ/ε), the right-hand side of (2.1)
is equal to
1
Z
∫
exp
(
−F ◦Ψ(εw+ γ) + |εw+ γ|
2
HH/2
ε2
)
Dw
=
1
Z
∫
exp
[
− 1
ε2
{
FΛ(γ) + ε · 0 + ε
2
2
(〈Aw,w〉+ |w|2HH ) +O(ε3)
}]
Dw
(2.2)
= e−FΛ(Λ)/ε
2
∫
exp
[
−〈Aw,w〉
2
+O(ε)
]
µH(dw)
∼ e−FΛ(Λ)/ε2
∫
exp
[
−〈Aw,w〉
2
]
µH(dw) as εց 0.
Note that what we did is the Taylor expansion of F ◦Ψ at w= γ. Here, the
first order term vanishes, because γ is a stationary point. When the Taylor
expansion as above is done, some kind of localization is usually necessary. In
this case, however, we can localize around γ, thanks to the large deviation
principle.
As we have seen, the Taylor expansion of F ◦Ψ plays a central role. Since
we assumed Fre´chet differentiability of F around φ0 = Ψ(γ), the key point
is the Taylor expansion of the Itoˆ map w 7→ Ψ(w) around γ. This part is
rather hard, but was already proved in the author’s previous paper [19]. See
Theorem 3.2 below, which is a special case of the result in [19].
To make this argument rigorous, we also need integrability of
exp(−〈A•,•〉/2) with respect to µH . If A is Hilbert–Schmidt and A>−Id
in the form sense, this is integrable and its expectation is written in terms of
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the Carleman–Fredholm determinant det2(Id+A). See Lemma 5.4 and Re-
mark 5.5. Therefore, it is important to prove the Hilbert–Schmidt property
of A. (Precisely, the quadratic form 〈A•,•〉 must be replaced by its stochastic
extension, i.e., the element of the second order Wiener chaos corresponding
to the Hilbert–Schmidt operator A.)
3. A review of fractional Brownian rough paths. In this section we recall
that d-dimensional fBM (wHt )0≤t≤1 with Hurst parameter H ∈ (1/4,1/2)
can be lifted as a random variable on the geometric rough path space
GΩp(R
d) for 1/H < p < [1/H]+1 (Coutin–Qian [10] or Section 4.5 of Lyons–
Qian [29]). When H ∈ (1/4,1/3], not only the first and the second level
paths, but also the third level paths play a role.
3.1. Geometric rough paths, Lyons’ continuity theorem and Taylor expan-
sion of Itoˆ maps. In this subsection we recall definitions of geometric rough
paths, and a rough differential equation (RDE) and Lyons’ continuity the-
orem for the Itoˆ map. We also review (stochastic) Taylor expansion for Itoˆ
maps around a “nice” path, which was shown in [19]. It plays a crucial role
in the proof of the Laplace asymptotic expansion. Note that no probability
measure is involved in this subsection. No new results are presented in this
subsection.
Before introducing the rough path space, let us first introduce some path
spaces in the usual sense and the norms on them. Let V be a real Banach
space. Throughout this paper, we assume dimV <∞ and the time interval
is [0,1]. In almost all applications in later sections, either V =Rd or V =
Mat(n,d) (the space of n× d matrices). Let
C =C([0,1],V) = {k : [0,1]→V|continuous}
be the space of V-valued continuous functions with the usual sup-norm. For
p≥ 1, Cp-var is the set of k ∈C such that
‖k‖p-var;= |k0|+
(
sup
P
n∑
i=1
|kti − kti−1 |p
)1/p
<∞,
where P runs over all the finite partition of [0,1]. If p, q ≥ 1 with 1/p+1/q >
1 and k ∈ Cq-var(L(V,W)) and l ∈ Cp-var(V) with l0 = 0, then the Young
integral ∫ t
s
ku dlu := lim|P|ց0
N∑
i=1
kti−1(lti − lti−1)
is well-defined. Here, L(V,W) is the set of linear maps from V toW and P =
{s = t0 < t1 < · · ·< tN = t} is a partition of [s, t]. Moreover, t 7→
∫ t
0 ku dlu ∈
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Rn is of finite p-variation and ‖∫ ·0 ku dlu‖p-var ≤ const · ‖k‖q-var‖l‖p-var. More
precisely, if there is a control function ω such that |kt− ks| ≤ ω(s, t)1/q, |lt−
ls| ≤ ω(s, t)1/p, then∣∣∣∣
∫ t
s
kudlu − ks(lt − ls)
∣∣∣∣≤ const · ω(s, t)1/p+1/q.
In particular, if l˜ ∈ Cp-var(V) and k˜ ∈ Cq-var(W) with 1/p + 1/q > 1, then∫ t
s k˜u ⊗ dl˜u is well-defined.
Next we introduce the Besov space W δ,p for p > 1 and 0 < δ < 1. For a
measurable function k : [0,1]→V , set
‖k‖W δ,p = ‖k‖Lp +
(∫∫
[0,1]2
|kt − ks|p
|t− s|1+δp dsdt
)1/p
.(3.1)
The Besov space W δ,p is the totality of k’s such that ‖k‖W δ,p <∞. When
1/p < δ, this Banach space is continuously imbedded in C and basically we
only consider such a case. The subspace of functions which start at 0 (i.e.,
k0 = 0) is denoted by C0, C
α-hldr
0 , etc. When we need to specify the range
of functions, we write Cp-var(V), W δ,p0 (V), etc. (The domain is always [0,1]
and, hence, is usually omitted.)
Now we introduce the geometric rough path space. Let p≥ 1 for a while.
(In later sections, however, only the case 2< p < 4 will be considered.) Set
△= {(s, t)|0≤ s≤ t≤ 1}. The p-variation norm of a continuous map A form
△ to a real finite dimensional Banach space V is defined by
‖A‖p-var =
(
sup
P
n∑
i=1
|Ati−1,ti |pV
)1/p
,
where P runs over all the finite partition of [0,1]. A continuous map
X = (1,X1,X2, . . . ,X [p]) :△→ T [p](V) =R⊕V ⊕V⊗2 · · · ⊕ V⊗[p]
is said to be a V-valued rough path of roughness p if it satisfies the following
conditions:
(a): For any s ≤ u ≤ t, Xs,t = Xs,u ⊗Xu,t, where ⊗ denotes the tensor
operation in the truncated tensor algebra T [p](V). In other words, Xjs,t =∑j
i=0X
i
s,u⊗Xj−iu,t for all 1≤ j ≤ [p]. This is called Chen’s identity.
(b): For all 1≤ j ≤ [p], ‖Xj‖p/j-var <∞.
We usually omit the 0th component 1 and simply writeX = (X1, . . . ,X [p]).
The first level path of X is naturally regarded as an element in Cp-var0 (V)
by t 7→X10,t. [We will abuse the notation to write X1 ∈Cp-var0 (V), e.g.] The
set of all the V-valued rough paths of roughness p is denoted by Ωp(V).
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With the distance dp(X,Y ) =
∑[p]
i=1 ‖Xj −Y j‖p/j-var, it becomes a complete
metric space.
A V-valued finite variational path x ∈ C1-var0 (V) is naturally lifted as an
element of Ωp(V) by the following iterated Stieltjes integral:
Xjs,t =
∫
s≤t1≤···≤tj≤t
dxt1 ⊗ dxt2 ⊗ · · · ⊗ dxtj .(3.2)
We say X is the smooth rough path lying above x. It is well known that the
injection x 7→X ∈Ωp(V) is continuous with respect to the 1-variation norm.
The space of geometric rough path GΩp(V) is the closure of C1-var0 (V) with
respect to dp. Since V is separable, GΩp(V) is a complete separable metric
space.
Let us recall some properties of the q-variational path for 1 ≤ q < 2.
For the facts presented below, see Section 3.3.2 in Lyons–Qian [29] or Ina-
hama [19], for example. Since k ∈Cq-var0 (V) is Young integrable with respect
to itself, the iterated integral in (3.2) is still well-defined and k can be lifted
to an element K ∈ GΩp(V) if p ≥ 2. This injection Cq-var0 (V) →֒GΩp(V) is
continuous.
For any m= 1,2, . . . and any k ∈C0(V), the mth dyadic piecewise linear
approximation k(m) is defined by
k(m)t = k(l−1)/2m+2m(kl/2m−k(l−1)/2m)(t−(l−1)/2m) if t ∈
[
l− 1
2m
,
l
2m
]
.
If k is of q-variation (q ≥ 1), then k(m) converges to k in (q + ε)-variation
norm for any ε > 0. It implies that, if p≥ 2 and k ∈Cq-var0 (V) for 1≤ q < 2,
then K(m) converges to K in GΩp(V).
Suppose that if p≥ 2,1≤ q < 2, and 1/p+1/q > 1, then the shift
(X,k) ∈GΩp(V)×Cq-var0 (V) 7→X +K ∈GΩp(V)
is well-defined by the Young integral and this map is continuous. Similarly,
(X,k) ∈GΩp(V)×Cq-var0 (W) 7→ (X,K) ∈GΩp(V ⊕W)
is well-defined and continuous. These facts are well known. (See Section 9-4
in Friz and Victoir’s book [16], e.g.) Note that the notation “X +K” above
may be somewhat misleading since the geometric rough path space is not
an additive group.
Let V andW be two finite dimensional real Banach spaces and let σ :W→
L(V,W) with some regularity condition, which will be specified later. We
consider the following differential equation in the rough path sense (rough
differential equation or RDE):
dYt = σ(Yt)dXt, Y0 = y0 ∈W.(3.3)
When there is a unique solution Y for given X , it is denoted by Y =Φ(X)
and the map Φ :GΩp(V)→GΩp(W) is called the Itoˆ map.
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The following is called Lyons’ continuity theorem (or universal limit the-
orem) and is most important in the rough path theory. (See Section 6.3,
Lyons–Qian [29]. For a proof of continuity when the coefficient σ also varies,
see Inahama [19], e.g.)
Theorem 3.1. (i) Let p ≥ 2 and assume that σ ∈ C [p]+1b (V,W). Then,
for given X ∈GΩp(V) and an initial value y0 ∈W, there is a unique solution
Y ∈GΩp(W) of RDE (3.3). Moreover, there is a constant CM > 0 for M > 0
such that, if
|y0| ≤M,
[p]∑
j=1
‖Xj‖p/j-var ≤M,
[p]+1∑
j=0
sup
y∈W
‖∇jσ(y)‖ ≤M,
then
∑[p]
j=1 ‖Y j‖p/j-var ≤CM .
(ii) Keep the same assumption as above. Assume that Xl→X in GΩp(V)
and yl0→ y0 inW as l→∞. Assume further that σl, σ ∈C [p]+1b (V,W) satisfy
that
sup
l≥1
[p]+1∑
j=0
sup
y∈W
‖∇jσl(y)‖ ≤M
for some constant M > 0 and
lim
l→∞
[p]+1∑
j=0
sup
|y|W≤N
‖∇jσl(y)−∇jσ(y)‖= 0
for each fixed N > 0. Then, Yl→ Y in GΩp(W), where Yl is the solution of
RDE (3.3) corresponding to (Xl, y
l
0, σl).
In this paper we consider the following RDE indexed by small parameter
ε > 0. Let σ ∈ C∞b (Rn,Mat(n,d)) and β ∈ C∞b ([0,1] ×Rn,Rn). For fixed
ε ∈ [0,1], consider
dY εt = σ(Y
ε
t )εdXt + β(ε,Y
ε
t )dt, Y
ε
0 = 0.(3.4)
[This is the same RDE as in (1.1)]. If we define σˆε :R
n,Mat(n,d+ 1) by
σˆε(y)x
′ = σ(y)x+ β(ε, y)xd+1, x′ = (x,xd+1) ∈Rd ⊕R,
then Y ε = Φˆε(εX,λ). Here, λt = t and Φˆε :GΩp(R
d+1)→ GΩp(Rn) is the
Itoˆ map which corresponds to σˆε. Note that σˆε converges to σˆε′ in the sense
of Theorem 3.1(ii) as ε→ ε′.
Now we consider the (stochastic) Taylor expansion around γ ∈Cq-var0 (Rd)
with 1/p+1/q > 1. Consider Φˆε(εX + γ,λ) or, equivalently, the solution of
the following RDE:
dY˜ εt = σ(Y˜
ε
t )(εdXt + dγt) + β(ε, Y˜
ε
t )dt, Y˜
ε
0 = 0.(3.5)
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We will write φ(ε) = (Y˜ ε)1 (the first level path). Note that Φˆ0(γ,λ) is lying
above φ0 =Ψ(γ) ∈Cq-var0 (Rn) which is defined by
dφ0t = σ(φ
0
t )dγt + β(0, φ
0
t )dt, φ
0
0 = 0.(3.6)
In the following theorem, we consider the asymptotic expansion of φ(ε)−
φ0. By formally operating (m!)−1(d/dε)m|ε=0 on both sides of (3.5), we get
an RDE for the mth term φm (see [19] for detail). Note that φm depends
on X,γ (although γ is basically fixed in this paper), but independent of ε.
(The superscript m does not denote the level of the path φm. Here we only
consider the usual paths or the first level paths.)
In what follows, we will use the following notation; for a geometric rough
path X of roughness p,
ξ(X) = ‖X1‖p-var + ‖X2‖1/2p/2-var + · · ·+ ‖X [p]‖
1/[p]
p/[p]-var.(3.7)
Theorem 3.2. Let p≥ 2, 1≤ q < 2 with 1/p+1/q > 1 and let the nota-
tion be as above. Then, for any m= 1,2, . . . , we have the following expansion:
φ(ε) = φ0 + εφ1 + · · ·+ εmφm +Rm+1ε .
The maps (X,γ) ∈GΩp(Rd)×Cq-var0 (Rd) 7→ φk,Rm+1ε ∈Cp-var0 (Rn) are con-
tinuous (0≤ k ≤m). Moreover, the following estimates (a), (b) hold:
(a) For any r1 > 0, there exists C1 > 0 which depends only on r1 such
that, if ‖γ‖q-var ≤ r1, then ‖φk‖p-var ≤C1(1 + ξ(X))k holds.
(b) For any r2, r3 > 0, there exists C2 > 0 which depends only on r2, r3
such that, if ‖γ‖q-var ≤ r2 and ξ(εX) ≤ r3, then ‖Rm+1ε ‖p-var ≤ C2(ε +
ξ(εX))m+1 holds.
3.2. Fractional Brownian rough paths. First we introduce fractional Brow-
nian motion (fBM for short) of Hurst parameter H . There are several books
and surveys on fBM (see [8, 9, 33], e.g.). In this paper we only consider the
case 1/4 < H < 1/2. A real-valued continuous stochastic process (wHt )t≥0
starting at 0 is said to a fBM of Hurst parameter H if it is a centered
Gaussian process with
E[wHt w
H
s ] =
1
2 [t
2H + s2H − |t− s|2H ] (s, t≥ 0).
This process has stationary increments E[(wHt −wHs )2] = |t− s|2H (s, t≥ 0),
and self-similarity, that is, for any c > 0, (c−HwHct )t≥0 and (wHt )t≥0 have
the same law. Note that (w
1/2
t )t≥0 is the standard Brownian motion. For
d≥ 1, a d-dimensional fBM is defined by (wH,1t , . . . ,wH,dt )t≥0, where wH,i (i=
1, . . . , d) are independent one-dimensional fBM’s. Its law µH is a probability
measure on C0(R
d). [Actually, it is a probability measure on Cp-var0 (R
d) for
p > 1/H .]
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Let H ∈ (1/4,1/2). We denote by wH(m) the mth dyadic piecewise linear
approximation of wH , that is, piecewise linear approximation associated with
the partition {j2−m|0 ≤ j ≤ 2m}. The existence of a fractional Brownian
rough path (fBRP for short) was shown by Coutin–Qian [10] as an almost
sure limit of WH(m) as m→∞, where WH(m) is the smooth rough path
lying above wH(m) ∈C1-var0 (Rd). More precisely, they proved
E
[ ∞∑
m=1
‖WH(m+ 1)j −WH(m)j‖p/j-var
]
<∞ (1≤ j ≤ [p]).
In particular, WH(m) converges to WH in the L1-sense, too. When 1/3<
H < 1/2, [p] = 2 and when 1/4<H ≤ 1/3, [p] = 3.
Now we prove a theorem of Fernique-type for fBRP for later use. We give
a direct proof here for readers’ convenience by using a useful estimate in
Millet and Sanz-Sole [32]. (The case H = 1/2 is shown in [18], e.g.) It should
be noted, however, that (i) this proposition is included in Theorems 15.22
and 15.42, [16] and (ii) Friz and Oberhauser [12] recently showed this kind of
integrability for a wider class of Gaussian rough paths, by using isoperimetric
inequality.
Proposition 3.3. Let 1/4<H < 1/2 andWH be a d-dimensional fBRP
as above.
(1) Then, there exists a positive constant c such that
E[exp(cξ(WH)2)] =
∫
GΩp(Rd)
exp(cξ(X)2)PH(dX)<∞,
where ξ is given in (3.7) and PH denotes the law of WH .
(2) For any r > 0 and 1≤ j ≤ [p], limm→∞E[‖WH(m)j −WH,j‖rp/j-var] = 0.
Proof. In this proof, c1, c2, . . . are positive constants which may change
from line to line. For a rough path X of roughness p and γ > p− 1, set
Dj,p(X,Y ) =
( ∞∑
n=1
nγ
2n∑
l=1
|Xj(l−1)/2n ,l/2n − Y j(l−1)/2n,l/2n |p/j
)j/p
(1≤ j ≤ [p]).
When Y = 0, we write Dj,p(X) =Dj,p(X,Y ) for simplicity. From Section 4.1
in Lyons–Qian [29], the following estimates hold:
‖X1 − Y 1‖pp-var ≤ c1D1,p(X,Y )p
‖X2 − Y 2‖p/2p/2-var
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≤ c1[D2,p(X,Y )p/2 +D1,p(X,Y )p/2(D1,p(X)p +D1,p(Y )p)1/2]
‖X3 − Y 3‖p/3p/3-var(3.8)
≤ c1[D3,p(X,Y )p/3 +D2,p(X,Y )p/3(D1,p(X)p +D1,p(Y )p)1/3
+D1,p(X,Y )
p/3(D2,p(X)
p/2 +D2,p(Y )
p/2)2/3
+D1,p(X,Y )
p/3(D1,p(X)
p +D1,p(Y )
p)2/3].
Proposition 2 in [32] states that there is a sequence {am} of positive
numbers converging to 0 such that, for any r > p,
E[Dj,p(W
H(m),WH)r]1/r ≤ amrj/2
holds. For simplicity, set Fm =Dj,p(W
H(m),WH)2/j . Then, from the above
inequality,
P(N <Fm)≤N−NE[FNm ]≤ cN2 aNm
for N = 4,5, . . . . Therefore,
E[ecFm]≤
∞∑
N=0
ec(N+1)P(N <Fm ≤N +1)
≤ (ec + · · ·+ c4c) + ec
∞∑
N=4
ecNP(N <Fm)
≤ (ec + · · ·+ c4c) + ec
∞∑
N=4
exp[N(c+ log c2 − log am)].
For given c > 0, there exists m0 such that m ≥ m0 implies c + log c2 −
log am < 0. Thus, we obtain
sup
m≥m0
E[ecFm]≤ sup
m≥m0
E[exp(cDj,p(W
H(m),WH)2/j)]<∞.
On the other hand, it is easy to see that, for each fixedm0, there is a constant
c′(m0) > 0 such that Dj,p(WH(m0))1/j ≤ c′(m0)‖wH‖∞. Hence, the usual
Fernique theorem for Gaussian measures applies and Dj,p(W
H(m0))
1/j is
square exponentially integrable. Using (3.8) and the triangle inequality for
Dj,p, we prove (1). In a similar way, we see that
sup
m≥1
E[Dj,p(W
H(m))r]<∞, sup
m≥1
E[‖WH(m)j‖rp/j-var]<∞.
This implies (2). 
Let HH be the Cameron–Martin subspace of fBM [i.e., k ∈C0(Rd) is an
element of HH if and only if µH and µH(· + k) are mutually absolutely
continuous]. When H = 1/2, it is easy to see k ∈H1/2 is of finite 1-variation.
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But, when H ∈ (1/4,1,2), does k ∈HH have a similar nice property in terms
of variation norm? The following theorem answers this question. As a result,
HH is continuously (and compactly) embedded in GΩp(Rd) for p≥ 2.
Proposition 3.4 (Friz–Victoir [13]).
(i) Let 0 < δ < 1 and p ≥ 1 such that α = δ − 1/p > 0 and set q = 1/δ.
Then, we have a continuous embedding
W δ,p ⊂Cq-var, W δ,p ⊂Cα-hldr.
More precisely, for h ∈W δ,p,
ω(s, t) = ‖h‖q
W δ,p ;[s,t]
(t− s)αq, 0≤ s≤ t≤ 1
becomes a control function in the sense of Lyons–Qian [29], page 16, and h
is controlled by a constant multiple of ω [i.e., |ht − hs| ≤ const× ω(s, t)1/q].
(ii) Let the Hurst parameter H ∈ (0,1/2). If 1/2 < δ < H + 1/2, then
HH ⋐ W δ,20 (compact embedding). Therefore, for any α ∈ (0,H) and q ∈
((H +1/2)−1,2),
HH ⋐Cα-hldr0 , HH ⋐Cq-var0 .
We give a theorem of a Cameron–Martin type for fBRP WH . (For BRP,
see [18], e.g.) Let 1/4<H < 1/2 and 1/H < p< [1/H]+1. Then, fBRP WH
exists on GΩp(R
d) and its law is a probability measure on GΩp(R
d). By
Proposition 3.4, there exists 1 ≤ q < 2 such that HH ⋐ Cq-var0 ⊂ GΩp(Rd)
and 1/p+ 1/q > 1. Hence, the shift X 7→X +K for k ∈HH is well-defined
in GΩp(R
d), where K is the lift of k as usual.
Proposition 3.5. Let ε > 0 and let PHε be the law of εW
H . Then, for
any k ∈HH , PHε and PHε (·+K) are mutually absolutely continuous and, for
any bounded Borel function f on GΩp(R
d),∫
GΩp(Rd)
f(X +K)PHε (dX)
=
∫
GΩp(Rd)
f(X) exp
(
1
ε2
〈k,X1〉 − 1
2ε2
‖k‖2HH
)
P
H
ε (dX).
Here, 〈k,X1〉 is the measurable linear functional associated with k ∈HH =
(HH)∗ for the fBM t 7→X10,t (i.e., the element of the first Wiener chaos of
the fBM X1 associated with k).
Proof. Since WH(m)→WH in GΩp(Rd) and k(m)→ k in q-variation
norm as m→∞, respectively, WH + K = limm→∞[WH(m) +K(m)]. On
the other hand, WH(m) + K(m) is the lift of wH(m) + k(m) = (wH +
k)(m). Hence, the problem reduces to the usual Cameron–Martin theorem
for fBM wH . 
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In the end of this subsection we give a Schilder-type large deviation princi-
ple for the law of εWH as εց 0. This was shown by Millet and Sanz-Sole [32]
(and by Friz–Victoir [13, 14]).
Proposition 3.6. Let PHε be the law of εW
H as above (1/4 < H <
1/2). As before, 1/H < p < [1/H] + 1 and GΩp(R
d) is equipped with the p-
variation metric. Then, as εց 0, {PHε }ε>0 satisfies a large deviation prin-
ciple with a good rate function I, which is given by
I(X) =
{
1
2‖k‖2HH (if X is lying above k ∈HH),
∞ (otherwise).
4. Hilbert–Schmidt property of Hessian. In this section we consider the
Itoˆ map restricted on the Cameron–Martin space HH of the fBM with Hurst
parameter H ∈ (1/4,1/2) and prove that its Hessian is a symmetric Hilbert–
Schmidt bilinear form.
Throughout this section we set β0(y) = β(0, y) for simplicity. Consider the
following RDE:
dYt = σ(Yt)dXt + β0(Yt)dt, Y0 = 0.(4.1)
The Itoˆ map X ∈ GΩp(Rd) 7→ Φˆ0(X,λ) = Y ∈ GΩp(Rn) restricted on the
Cameron–Martin spaceHH of fBM is denoted by Ψ, that is, Ψ(k) = Φˆ0(K,λ)
for k ∈ HH . Here, K is a geometric rough path lying above k and λt = t.
(Since k is of finite q-variation for some q < 2, as we will see below, this is
well-defined. Regularity of k ∈ HH in a p-variational setting is studied by
Friz–Victoir [13]. Fortunately, h is of finite q-variation for some q < 2 and,
hence, the Young integral is possible.)
The aim of this section is to prove the following theorem. Let F and p′
be as in Assumption (H1).
Theorem 4.1. ∇2(F ◦Ψ)(γ)〈·, ·〉 is a symmetric Hilbert–Schmidt bilin-
ear form on HH for any γ ∈HH .
Remark 4.2. The reader may find arguments in this section a little bit
messy. So, we give a brief summary here. The most difficult part in proving
the above theorem is to show that the bilinear functional
(f, k) ∈HH ×HH 7→
∫ ·
0
fu⊗ dku ∈Cp-var0 (Rd ⊗Rd)
is “Hilbert–Schmidt.” To compute the Hilbert–Schmidt norm, we need a
simple orthonormal basis. However, we do not know a good basis of HH .
Therefore, we first imbed HH into a larger Hilbert space Lδ,2real, since it has
a very simple orthonormal basis of cosine functions, and then prove the
Hilbert–Schmidt property for the norm of Lδ,2real. [See (4.2) below for the
definition of p and δ = 1/q.]
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Note that
∇2(F ◦Ψ)(γ)〈f, k〉=∇F (Ψ(γ))〈∇2Ψ(γ)〈f, k〉〉
+∇2F (Ψ(γ))〈∇Ψ(γ)〈f〉,∇Ψ(γ)〈k〉〉.
ODEs for ∇Ψ(γ)〈k〉 and ∇2Ψ(γ)〈f, k〉 will be given in (4.5)–(4.7) below.
Now we set conditions on parameters. First we have the Hurst parameter
H ∈ (1/4,1/2). Then, we can choose p and q = δ−1 such that
1
p′
∨ 1
[1/H] + 1
<
1
p
<H,
3
4
<
1
q
<H +
1
2
,
(4.2)
1
p
+
1
q
> 1,
1
q
− 1
p
>
1
2
.
For example, 1/p=H−2ε and 1/q =H+1/2− ε for sufficiently small ε > 0
satisfy (4.2). Indeed,
1
p
+
1
q
= 1+ 2
(
H − 1
4
)
− 3ε, 1
q
− 1
p
=
1
2
+ ε.
For this p and q = δ−1, the fBM with the Hurst parameter H can be lifted
to GΩp(R
d) and its Cameron–Martin space HH satisfies Proposition 3.4
above. In particular, the Young integral of k ∈HH with respect to itself is
possible since q < 2. The shift and the pairing of X ∈GΩp(Rd) by k ∈HH
can be defined since 1/p+1/q > 1. In what follows we always assume (4.2).
The Banach space W δ,p is defined by (3.1). In Adams [1], its original
definition is given by a kind of real interpolation (precisely, the trace space
of J. L. Lions, see paragraph 7.35, [1]) of W 1,p and W 0,p = Lp. Those are
equivalent Banach spaces (paragraph 7.48, [1]). On the other hand, Lδ,p is
defined by the complex interpolation of (the complexification of) W 1,p and
W 0,p = Lp, that is, Lδ,p = [W 1,p,Lp]1−δ . If p = 2, Lδ,2 and (the complexifi-
cation of) W δ,2 are equivalent Hilbert spaces (not unitarily equivalent, see
paragraph 7.59, [1]). As a result , Lδ,2real and W
δ,2 are equivalent real Hilbert
spaces, where Lδ,2real is the subspace of R
d-valued functions in Lδ,2.
Theorem 4.3. The following functions of t ∈ [0,1] form an orthonormal
basis of Lδ,2real and of L
δ,2 = Lδ,2real ⊗C:
{1 · ei|1≤ i≤ d} ∪
{ √
2
(1 + n2)δ/2
cos(nπt)ei
∣∣∣n≥ 1,1≤ i≤ d}.
Here, {e1, . . . ,ed} is the canonical orthonormal basis of Rd.
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Proof. It is sufficient to prove the case d= 1. Note that
W 1,2 =
{
f = c0 +
∞∑
n=1
cn
√
2cos(nπt)
∣∣∣cn ∈C, ∞∑
n=0
(1 + n2)|cn|2 <∞
}
and ‖f‖2W 1,2 =
∑∞
n=0(1 + n
2)|cn|2. Similarly,
L2 =
{
f = c0 +
∞∑
n=1
cn
√
2cos(nπt)
∣∣∣cn ∈C, ∞∑
n=0
|cn|2 <∞
}
and ‖f‖2L2 =
∑∞
n=0 |cn|2. Therefore, W 1,2 and L2 are unitarily isometric to
l
(1)
2 and l
(0)
2 = l2, respectively, where
l
(δ)
2 =
{
c= (cn)n=0,1,2,... ∈C∞
∣∣∣‖c‖2
l
(δ)
2
=
∞∑
n=0
(1 + n2)δ|cn|2
}
(δ ∈R).
Thus, the problem is reduced to the complex interpolation of two Hilbert
spaces of sequences. A simple calculation shows that [l
(1)
2 , l2]1−δ = l
(δ)
2 . This
implies
Lδ,2 =
{
f = c0 +
∞∑
n=1
cn
√
2cos(nπx)
∣∣∣cn ∈C, ∞∑
n=0
(1 + n2)δ|cn|2 <∞
}
with ‖f‖2
Lδ,2
=
∑∞
n=0(1 + n
2)δ |cn|2, which ends the proof. 
We compute the p-variation norm of cosine functions. The following lemma
is taken from Nate Eldredge’s unpublished manuscripts [11]. Before stating
it, we introduce some definitions. Let x be a one-dimensional continuous
path with x0 = 0. We say that s ∈ [0,1] is a forward maximum (or for-
ward minimum) if xs = maxx|[s,1] (or xs =minx|[s,1], resp.). Suppose x is
piecewise monotone with local extrema {0 = s0 < s1 < s2 < · · · < sn = 1}.
(For simplicity, we assume s0, s2, . . . are local minima and s1, s3, . . . are lo-
cal maxima. The reverse case is easily dealt with by just replacing x with
−x.) If s2, s4, . . . are not only local minima but also forward minima, and
s1, s3, . . . are not only local maxima but also forward maxima, then we say
x is jog-free. (Note that x0 is not required to be a forward extremum.)
Proposition 4.4. Let p≥ 1. (i) If a one-dimensional continuous path
x with x0 = 0 is jog-free with extrema {0 = s0 < s1 < s2 < · · ·< sn = 1}, then
‖x‖p-var =
(
n∑
i=1
|xsi − xsi−1 |p
)1/p
.
(ii) In particular, the p-variation norm of cn(t) = cos(nπt)− 1 is given
by ‖cn‖p-var = 2n1/p.
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Proof. (ii) is immediate from (i). We show (i). For a continuous path
y and a partition P = {0 = t0 < t1 < t2 < · · · < tn = 1}, we set Vp,P(y) =
(
∑n
i=1 |yti − yti−1 |p)1/p. Then, ‖y‖p-var = supP Vp,P(y). First, note that if y
is monotone increasing (or decreasing) on [ti−1, ti+1], then it is easy to see
that Vp,P\{ti}(y)≥ Vp,P(y). In other words, intermediate points in monotone
intervals should not be included.
Let x be jog-free with extrema Q = {0 = s0 < s1 < s2 < · · ·< sn = 1} as
in the statement of (i) and let P = {0 = t0 < t1 < t2 < · · · < tn = 1} be a
partition which does not include all the sj ’s. We will show below that there
exists an sj such that Vp,P∪{sj}(x)≥ Vp,P(x).
Let sj be the first extremum not contained in P . (For simplicity, we
assume it is local and forward maximum.) Let ti be the last element of P
less than sj . Then, sj−1 ≤ ti ≤ sj ≤ ti+1. Since x is increasing on [sj−1, sj]
and xsj is forward maximum,
xsj − xti ≥ xti+1 − xti , xsj − xti+1 ≥ xti − xti+1 ,
which yields that |xsj − xti |p + |xsj − xti+1 |p ≥ |xti+1 − xti |p. Therefore,
Vp,P∪{sj}(x)≥ Vp,P(x).
For any ε > 0, there exists P such that Vp,P(x) ≥ ‖x‖p-var − ε. First by
adding all the sj ’s, then by removing all the intermediate points (i.e., ti’s
which are not one of sj ’s), we get Vp,Q(x)≥ ‖x‖p-var − ε. Letting εց 0, we
complete the proof of (i). 
Now we calculate the Hessian of Ψ, which is defined in (4.1). For q < 2,
ODE like (4.1) is well-defined in the q-variation sense, thanks to the Young
integral. The continuity of Ψ is well known. Smoothness of the Itoˆ map in
the q(< 2)-variation setting is studied in Li–Lyons [28]. The explicit form
of the derivatives are obtained in a similar way to the case of (stochastic)
Taylor expansion.
Let q ∈ [1,2) for a while and fix γ ∈Cq-var0 . Then φ0 =Ψ(γ) is also of finite
q-variation, which takes values in Rn. Set
dΩt =∇σ(φ0t )〈·, dγt〉+∇β0(φ0t )〈·〉dt.
Then, Ω is an End(Rn)-valued path of finite q-variation. Next, consider the
following End(Rn)-valued ODE in the q-variation sense:
dMt = dΩt ·Mt, M0 = Idn.(4.3)
Its inverse satisfies a similar ODE:
dM−1t =−M−1t · dΩt, M−10 = Idn,(4.4)
although the coefficients of these ODEs are not bounded, thanks to their spe-
cial forms, to a unique solution [For this kind of equation with unbounded
coefficients, existence of a local solution and uniqueness are easier. The prob-
lem is existence of a global solution. If M is a local solution of (4.3) and
a ∈ GL(n,R), then Ma is a local solution to (4.3) with a initial condition
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M0 = a. This fact, combined with existence of a local solution, implies ex-
istence of a global solution.] The map γ 7→M in the q-variational setting is
locally Lipschitz continuous. (In this paper, however, γ is always fixed and,
hence, so are Ω and M .) If γ is controlled by a control function ω, then M
and M−1 are controlled by ωˆ(s, t) = C(ω(s, t) + (t− s)), where C > 0 is a
constant which depends on q and ω(0,1). A rigorous proof for this paragraph
can be found in [19], for instance.
Set χ(k) = (∇Ψ)(γ)〈k〉 for simplicity. This is a continuous path of finite
q-variation, if k is of finite q-variation. Then, it satisfies an Rn-valued ODE:
dχt −∇σ(φ0t )〈χt, dγt〉 −∇β0(φ0t )〈χt〉dt= σ(φ0t )dkt, χ0 = 0.(4.5)
From this, we can obtain an explicit expression as follows:
χ(k)t = (∇Ψ)(γ)〈k〉t =Mt
∫ t
0
M−1s σ(φ
0
s)dks.(4.6)
Note that the right-hand side is a Young integral and k 7→ χ(k) extends to
a continuous map from Cp-var0 (R
d) to Cp-var0 (R
n).
In a similar way, ψt =∇2Ψ(γ)〈k, k〉t satisfies the following ODE:
dψt −∇σ(φ0t )〈ψt, dγt〉 −∇β0(φ0t )〈ψt〉dt
= 2∇σ(φ0t )〈χ(k)t, dkt〉+∇2σ(φ0t )〈χ(k)t, χ(k)t, dγt〉(4.7)
+∇2β0(φ0t )〈χ(k)t, χ(k)t〉dt, ψ0 = 0.
From this and by polarization, we see that
∇2Ψ(γ)〈f, k〉t
=Mt
∫ t
0
M−1s {∇σ(φ0s)〈χ(f)s, dks〉+∇σ(φ0s)〈χ(k)s, dfs〉}
+Mt
∫ t
0
M−1s {∇2σ(φ0t )〈χ(f)s, χ(k)s, dγs〉(4.8)
+∇2β0(φ0s)〈χ(f)s, χ(k)s〉ds}
=: V1(f, k)t + V2(f, k)t.
It is obvious that
(f, k) ∈Cq-var0 (Rd)×Cq-var0 (Rd) 7→ ∇2Ψ(γ)〈f, k〉 ∈Cq-var0 (Rn)
is a symmetric bounded bilinear functional.
Note that χ(k) and ψ(k, k)/2 are similar to φ1 and φ2, respectively, when
X = k. Indeed, they are the first and the second term in the Taylor expansion
for Φˆ0(εX + γ,λ). [See (6.3) and (6.5) below and compare.] Therefore, k 7→
χ(k), ψ(k, k) extend to continuous maps from GΩp(R
d) to Cp-var0 (R
n). We
will write χ(X), ψ(X,X) for X ∈GΩp(Rd).
Lemma 4.5. Let 1/4<H < 1/2 and choose p and q as in (4.2) Then, for
any bounded linear functional α ∈ Cp-var0 (Rn)∗, the symmetric bounded bi-
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linear form α◦V2〈·, ·〉 on the Cameron–Martin space HH is of trace class. In
particular, if p′ ≥ p, ∇F (φ0)◦V2 is of trace class for a Fre´chet differentiable
function F :Cp
′-var
0 (R
n)→R. Moreover, α◦V2 extends to a bounded bilinear
form on Cp-var0 (R
d). A similar fact holds for ∇2F (φ0)〈χ(·), χ(·)〉, too.
Proof. Since t 7→Mt and t 7→M−1t σ(φ0t ) are of finite q-variation, the
map h 7→ χ(h) extends to a bounded linear map from Cp-var0 (Rd) to Cp-var0 (Rn),
thanks to the Young integral. By using the Young integral again, we see
that (h,k) 7→ V2(h,k) extends to a bounded bilinear map from Cp-var0 (Rd)×
Cp-var0 (R
d) to Cq-var0 (R
n)⊂C0(Rd).
On the other hand, µH (the law of the fBM with the Hurst parameter
H) is supported in Cp-var0 (R
d). In other words, (X ,HH , µH) is an abstract
Wiener space, where X is the closure of HH with respect to the p-variation
norm. [According to Jain and Monrad [21], pages 47–48, Cp-var0 (R
d) is not
separable and, consequently, HH cannot be dense in Cp-var0 (Rd). So, we
use X instead of Cp-var0 (Rd), because an abstract Wiener space must be
separable by definition.]
Therefore, α ◦V2 is a bounded bilinear form on an abstract Wiener space.
By Goodman’s theorem (Theorem 4.6, Kuo [23]), its restriction on the
Cameron–Martin space is of trace class. 
Now we compute V1.
Lemma 4.6. Let 1/4<H < 1/2 and choose p and q as in (4.2). Then,
for any bounded linear functional α ∈ Cp-var0 (Rn)∗, the symmetric bounded
bilinear form α◦V1〈·, ·〉 on the Cameron–Martin space HH is Hilbert–Schmidt.
In particular, if p′ ≥ p, ∇F (φ0) ◦V1 is Hilbert–Schmidt for a Fre´chet differ-
entiable function F :Cp
′-var
0 (R
n)→R. Moreover, if αl is weak* convergent
to α as l→∞ in Cp-var0 (Rn)∗, then αl ◦ V1 converges to α ◦ V1 as l→∞ in
the Hilbert–Schmidt norm.
The rest of this section is devoted to proving this lemma. An integration
by parts yields that
V1〈f, k〉=R1〈f, k〉+R1〈k, f〉 − (R2〈f, k〉+R2〈k, f〉),
where, from (4.6),
R1〈f, k〉t =Mt
∫ t
0
M−1s ∇σ(φ0s)〈σ(φ0s)fs, dks〉,
R2〈f, k〉t =Mt
∫ t
0
M−1s ∇σ(φ0s)
〈
Ms
∫ s
0
d[M−1u σ(φ
0
u)]fu, dks
〉
.
Lemma 4.7. Let R2 be as above and α ∈Cp-var0 (Rn)∗. Then, as a bilinear
form on HH , α ◦R2 is of trace class. Moreover, if αl is weak* convergent to
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α as l→∞ in Cp-var0 (Rn)∗, then αl ◦R2 converges to α ◦R2 as l→∞ in
the Hilbert–Schmidt norm.
Proof. We use the Young integral. Since u 7→M−1u σ(φ0u) is of finite
q-variation, we see that∥∥∥∥
∫ ·
0
d[M−1u σ(φ
0
u)]fu
∥∥∥∥
q-var
≤ c1‖M−1· σ(φ0· )‖q-var‖f‖p-var ≤ c2‖f‖p-var.
Similarly, since s 7→M−1s ∇σ(φ0s),Ms are of finite q-variation,∥∥∥∥M·
∫ ·
0
M−1s ∇σ(φ0s)
〈
Ms
∫ s
0
d[M−1u σ(φ
0
u)]fu, dks
〉∥∥∥∥
p-var
(4.9)
≤ c3‖f‖p-var‖k‖p-var.
Thus, (f, k) 7→R2〈f, k〉 is a bounded bilinear map from Cp-var0 (Rd)×Cp-var0 (Rd)
to Cp-var0 (R
n)⊂C0(Rn). In particular, α ◦R2 is a bounded bilinear form on
Cp-var0 (R
n). Again, by Goodman’s theorem (Theorem 4.6, [23]), its restric-
tion on the Cameron–Martin space is of trace class.
Now we prove the convergence. Note that (4.9) still holds even when f
or k do not start at 0. Consider the following continuous inclusions (see
Proposition 3.4. Below, all the function space is Rd-valued):
HH →֒W δ,20 ∼= Lδ,20,real →֒ Lδ,2real →֒Cq-var →֒Cp-var,
where δ = 1/q and ∼= denotes isomorphism (but not unitary) of Hilbert
spaces. Let us first consider R2|Lδ,2real×Lδ,2real . We will show that, for an ONB
{fk}k=1,2,... of Lδ,2real, it holds that
∑∞
k,j=1 ‖R2〈fk, fj〉‖2p-var <∞. As in Theo-
rem 4.3, we set f0,i(t) = 1 ·ei and fm,i(t) = (1+m2)−δ/2
√
2cos(mπt)ei (m=
1,2, . . .). By Proposition 4.4,
‖fm,i‖p-var ≤ (1 +m2)−δ/2
√
2(1 + 2m1/p)≤ c
(
1
1 +m
)1/q−1/p
for some constant c > 0. From this and (4.9),
d∑
i,i′=1
∞∑
m,m′=0
‖R2〈fm,i, fm′,i′〉‖2p-var
≤ c
d∑
i,i′=1
∞∑
m,m′=0
‖fm,i‖2p-var‖fm′,i′‖2p-var
≤ c
∞∑
m=0
(
1
1 +m
)2(1/q−1/p) ∞∑
m′=0
(
1
1 +m′
)2(1/q−1/p)
<∞,
LAPLACE APPROXIMATION FOR RDE DRIVEN BY FBM 21
because 1/q − 1/p > 1/2. Here, the constant c > 0 may change from line to
line.
By the Banach–Steinhaus theorem, ‖αl−α‖Cp-var,∗ ≤ c for some constant
c > 0. Hence,
|(αl −α) ◦R2〈fm,i, fm′,i′〉|2 ≤ c2‖R2〈fm,i, fm′,i′〉‖2p-var.
By the dominated convergence theorem, ‖αk ◦R2 − α ◦R2‖HS−Lδ,2real → 0 as
k→∞. (The norm denotes the Hilbert–Schmidt norm.) This implies that
‖αl ◦R2 −α ◦R2‖HS−HH ≤ ‖ι‖op‖ι∗‖op‖αl ◦R2 − α ◦R2‖HS−Lδ,2real → 0
as l→∞, where ι :HH →֒ Lδ,2real denotes the inclusion. 
Lemma 4.8. Let R1 be as above and α ∈Cp-var0 (Rn)∗. Then, as a bilinear
form on HH , α ◦R1 is Hilbert–Schmidt. Moreover, if αl is weak* convergent
to α as l→∞ in Cp-var0 (Rn)∗, then αl ◦R1 converges to α ◦R1 as l→∞ in
the Hilbert–Schmidt norm.
Proof. The proof is similar to the one for Lemma 4.7. It is sufficient
to show that
d∑
i,i′=1
∞∑
m,m′=0
‖R1〈fm,i, fm′,i′〉‖2p-var <∞.(4.10)
In this proof, c > 0 is a constant which may change from line to line.
It is easy to see that, if m 6=m′,
√
2cos(mπt)d[
√
2cos(m′πt)] =−2m′π cos(mπt) sin(m′πt)dt
=−m′π{sin((m′ +m)πt) + sin((m′ −m)πt)}dt
=m′d
[
cos((m′ +m)πt)
m′ +m
+
cos((m′ −m)πt)
m′ −m
]
,
and that, if m=m′,
√
2cos(mπt)d[
√
2cos(mπt)] = d[cos(2mπt)]/2.
In the following, fix i, i′. First, we consider the case m=m′:
R1〈fm,i, fm,i′〉t
=Mt
∫ t
0
M−1s ∇σ(φ0s)〈σ(φ0s)ei,ei′〉
√
2
cos(mπs)
(1 +m2)1/2q
d
[√
2 cos(mπs)
(1 +m2)1/2q
]
=
1/2
(1 +m2)1/q
Mt
∫ t
0
M−1s ∇σ(φ0s)〈σ(φ0s)ei,ei′〉 d[cos(2mπs)].
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By the Young integral and Proposition 4.4, we see that
‖R1〈fm,i, fm,i′〉‖2p-var ≤
c
(1 +m2)2/q
‖ cos(2mπ·)− 1‖2p-var
≤ cm
2/p
(1 +m2)2/q
≤ c
(1 +m)4/q−2/p
.
Since 4/q − 2/p > 1,
∞∑
m=0
‖R1〈fm,i, fm,i′〉‖2p-var <∞.(4.11)
Next we consider the case m 6=m′:
R1〈fm,i, fm′,i′〉t
=Mt
∫ t
0
M−1s ∇σ(φ0s)〈σ(φ0s)ei,ei′〉
√
2
cos(mπs)
(1 +m2)1/2q
d
[√
2cos(m′πs)
(1 +m′2)1/2q
]
=
m′
(1 +m2)1/2q(1 +m′2)1/2q(m′ +m)
×Mt
∫ t
0
M−1s ∇σ(φ0s)〈σ(φ0s)ei,ei′〉d[cos((m′ +m)πs)]
+
m′
(1 +m2)1/2q(1 +m′2)1/2q(m′ −m)
×Mt
∫ t
0
M−1s ∇σ(φ0s)〈σ(φ0s)ei,ei′〉d[cos((m′ −m)πs)]
=: Rˆi,i
′
1 (m,m
′)t + Rˆ
i,i′
2 (m,m
′)t.
By using the estimate for the Young integral again, we see that
‖Rˆi,i′1 〈fm,i, fm,i′〉‖2p-var
≤ cm
′2
(1 +m2)1/q(1 +m′2)1/q|m′ +m|2 ‖cos((m
′ +m)π·)− 1‖2p-var
≤ cm
′2|m′ +m|2/p
(1 +m2)1/q(1 +m′2)1/q|m′ +m|2
≤ c|(m
′ +m)−m|2(1−1/q)
(1 + |m|)2/q|m′ +m|2(1−1/p)
≤ c
(1 + |m|)2/q(1 + |m′ +m|)2(1/q−1/p)
+
c
(1 + |m|)4(1/q−1/2)(1 + |m′ +m|)2(1−1/p) .
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It is easy to see that 2/q > 1 and 2(1− 1/p) > 1 hold. From (4.2), 2(1/q −
1/p)> 1 and 4(1/q−1/2) > 1. (The condition 1/q > 3/4 is used here.) There-
fore, ∑
0≤m,m′<∞,m6=m′
‖Rˆi,i′1 〈fm,i, fm,i′〉‖2p-var
≤ c
∑
m,m′∈Z
(
1
(1 + |m|)2/q(1 + |m′ +m|)2(1/q−1/p)
+
1
(1 + |m|)4(1/q−1/2)(1 + |m′ +m|)2(1−1/p)
)
(4.12)
= c
∑
m∈Z
1
(1 + |m|)2/q
(∑
m′∈Z
1
(1 + |m′ +m|)2(1/q−1/p)
)
+ c
∑
m∈Z
1
(1 + |m|)4(1/q−1/2)
(∑
m′∈Z
1
(1 + |m′ +m|)2(1−1/p)
)
<∞.
In the same way as above,∑
0≤m,m′<∞,m6=m′
‖Rˆi,i′2 〈fm,i, fm,i′〉‖2p-var <∞.(4.13)
From (4.11), (4.12) and (4.13), we have (4.10), which completes the proof. 
5. A probabilistic representation of Hessian. Throughout this section
we assume (4.2). Let (X ,HH , µH) be the abstract Wiener space for the fBM
as in the previous section. Here, X is the closure of the Cameron–Martin
space HH in Cp-var0 (Rd). A generic element of X is denoted by wH . Under
µH , (wHt )0≤t≤1 is the canonical realization of d-dimensional fBM.
Any 〈k, ·〉 ∈ (HH)∗ extends to a measurable linear functional on X , which
is denoted by 〈k,wH〉 with a slight abuse of notation. It satisfies∫
X
e
√−1〈k,wH〉µH(dwH) = e‖k‖
2
HH
/2
.
For a cylinder function F (wH) = f(〈k1,wH〉, . . . , 〈km,wH〉), where f :Rm→
R is a bounded smooth function with bounded derivatives, we set
DkF (w
H) =
m∑
j=1
∂jf(〈k1, b〉, . . . , 〈km, b〉)(kj , k)HH , k ∈HH ,
and
DF (wH) =
m∑
j=1
∂jf(〈k1,wH〉, . . . , 〈km,wH〉)kj .
Note that DF is an HH -valued function.
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Let Cn = Cn(µH)(n = 0,1,2, . . .) be the nth Wiener chaos of wH . It is
well known that Cn are mutually orthogonal and L2(µH) =
⊕∞
n=0 Cn. For
example, C0 = {constants} and C1 = {〈k, ·〉|k ∈ HH}. The second Wiener
chaos C2 is unitarily isometric with the space of symmetric Hilbert–Schmidt
operators (or symmetric Hilbert–Schmidt bilinear forms) HH ⊗symHH in a
natural way.
Lemma 5.1. Let V1 be as in (4.8) and consider V1(w
H(m),wH(m))t,
where wH(m) denotes the mth dyadic polygonal approximation of wH . Then,
for k, kˆ ∈HH ,
1
2DkV1(w
H(m),wH(m))t = V1(k(m),w
H (m))t,
1
2DkˆDkV1(w
H(m),wH(m))t = V1(k(m), kˆ(m))t.
Moreover, as m→∞, the right-hand sides of the above equations converge to
V1(k,w
H)t and V1(k, kˆ)t
almost surely and in L2(µH). [Note that the above quantities are well-defined
since wH is of finite p-variation and k, kˆ is of finite q-variation with 1/p+
1/q > 1. Since k, kˆ are of finite (q− ε)-variation for sufficiently small ε > 0,
k(m), kˆ(m) converge to k, kˆ in q-variation norm, resp.]
Proof. On [(l−1)/2m, l/2m], dwH(m)t = 2n(wHl/2m−wH(l−1)/2m)dt. There-
fore,
Dkdw
H(m)t = 2
nDk(w
H
l/2m−wH(l−1)/2m)dt= 2n(kl/2m−k(l−1)/2m)dt= dk(m)t.
From this, we see that
Dkχ(w
H(m))t =Mt
∫ t
0
M−1s σ(φ
0
s)Dk dw
H(m)s
=Mt
∫ t
0
M−1s σ(φ
0
s)dk(m)s = χ(k(m))t.
Since ‖k(m) − k‖q-var as m→∞ and k 7→ χ(k) is bounded linear from
Cq-var0 (R
d) to Cq-var0 (R
d), ‖χ(k(m))− χ(k)‖q-var as m→∞. [Note that, for
sufficiently small ε > 0, k ∈C(q−ε)-var0 still holds.] In a similar way,
1
2
DkV1(w
H(m),wH(m))t
=Mt
∫ t
0
M−1s {∇σ(φ0s)〈Dkχ(wH(m))s, dwH(m)s〉
+∇σ(φ0s)〈χ(wH (m))s,Dk dwH(m)s〉}
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=Mt
∫ t
0
M−1s {∇σ(φ0s)〈χ(k(m))s, dwH(m)s〉
+∇σ(φ0s)〈χ(wH(m))s, dk(m)s〉}
= V1(k(m),w
H (m))t.
Since ‖wH(m)−wH‖p-var→ 0 as m→∞ almost surely and in Lr for any r >
0 (see [32]), (1/2)DkV2(w
H(m),wH(m))t→ V1(k,wH)t almost surely and in
L2. Finally,
(1/2)DkˆDkV2(w
H(m),wH(m))t = V1(k(m), kˆ(m))t,
which is nonrandom and clearly converges to V1(k, kˆ)t as m→∞. 
Proposition 5.2. Let V1 be as in (4.8) and consider V1(w
H(m),wH (m))it.
Here, i stands for the ith component (1 ≤ i ≤ n). Then, for each fixed t,
V1(w
H(m),wH(m))it converges almost surely and in L
2(µH) as m→∞.
More precisely,
lim
m→∞V1(w
H(m),wH(m))it =Θ
i
t +Λ
i
t.
Here, Θit is an element in C2 which corresponds to the symmetric Hilbert–
Schmidt bilinear form V1(•,•)it and t 7→Λit := limm→∞E[V1(wH(m),wH(m))it]
is of finite p-variation.
Proof. First note that V1(x,x) has a rough path representation. Re-
call the (stochastic) Taylor expansion of the Itoˆ map (4.1) around γ. Then,
V1(x,x) was essentially calculated in computation for the second Taylor
term. There is a continuous map V ′ :GΩp(Rd) → GΩp(Rn) such that
V1(x,x) = V
′(X)1 for all x ∈ Cq-var0 (Rd). Here, the superscript means the
first level path and X ∈GΩp(Rd) is the lift of x. Moreover, since the inte-
gral that defines V1 or V
′ in (4.8) is of second order, V ′ has the following
property: there exists a constant c > 0 such that, for all X,Y ∈GΩp(Rd),
‖V ′(X)1‖p-var ≤ c(1 + ξ(X)2),
‖V ′(X)1 − V ′(Y )1‖p-var ≤ c(1 + ξ(X)c)
[p]∑
j=1
‖Xj − Y j‖p/j-var.
Here, ξ(X) =
∑[p]
j=1 ‖Xj‖1/jp/j-var. From this, a.s.-convergence of V1(wH(m),
wH(m)) = V ′(wH(m)))1 to V ′(WH))1 is obvious.
It is shown in [10] that E[‖WH(m)j −WH,j‖p/j-var]→ 0 as m→∞. From
Proposition 3.3, supmE[‖WH(m)j‖rp/j-var]<∞ for any r > 0 and 1≤ j ≤ [p].
Then, we easily see from these and Ho¨lder’s inequality that
E[‖V ′(WH(m))1 − V ′(WH)1‖2p-var]→ 0 as m→∞.
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This implies the L2-convergence. Since V ′(WH) = limm→∞ V1(wH(m),
wH(m)) is a Cp-var0 (R
n)-valued random variable,
‖E[V ′(WH)1]‖p-var ≤E[‖V ′(WH)1‖p-var]<∞,
which shows that Λ is of finite p-variation.
By Lemma 5.1 and the closability of the derivative operator D in L2(µH),
1
2DkV
′(WH)1,it = V1(k,w
H )it,
1
2DkˆDkV
′(WH)1,it = V1(k, kˆ)
i
t,
where the superscript i denotes the ith component of Rn. These equality im-
ply that V ′(WH)1,it −E[V ′(WH)1,it ] is in C2, which corresponds to V1(•,•)it.

Lemma 5.3. Let p′ > p and F :Cp
′-var
0 (R
n) be a Fre´chet differentiable
function. Let
Θt = lim
m→∞V1(w
H(m),wH (m))t −E
[
lim
m→∞V1(w
H(m),wH(m))t
]
be as in Proposition 5.2. Then, ∇F (φ0)〈Θ〉 ∈ C2(µH) which corresponds to
the symmetric Hilbert–Schmidt bilinear form ∇F (φ0)◦V1 =∇F (φ0)〈V1(•,•)〉
on HH .
Proof. Denote by gK the element of C2(µH) which corresponds to a
symmetric Hilbert–Schmidt bilinear form (or, equivalently, operator) K and
set
M := {α ∈Cp-var0 (Rn)∗|α〈Θ(w)〉= gα◦V1(w) a.a. w (µH)}.
Obviously, M is a linear subspace. Moreover, from Lemma 4.6, M is closed
under weak*-limit. By Lemma 5.2, the evaluation map evit (t ∈ [0,1],1≤ i≤
n) defined by evit〈y〉= yit is in M . Denote by πm :Cp-var0 (Rn)→Cp-var0 (Rn)
the projection defined by π(m)y = y(m), where y(m) is the mth dyadic
piecewise linear approximation of y ∈Cp-var0 (Rn). Note that ∇F (φ0)〈π(m)y〉
can be written as a linear combination of yik/2m (1 ≤ k ≤ 2m,1 ≤ i ≤ n).
Hence, ∇F (φ0) ◦ π(m) ∈M . Since p′ > p, y(m)→ y in p′-variation norm.
This implies that ∇F (φ0) ◦ π(m)→∇F (φ0) in the weak*-topology. Hence,
∇F (φ0) ∈M . 
Let A1 be a self-adjoint Hilbert–Schmidt operator on HH which corre-
sponds to
∇F (φ0)〈V1(•,•)〉.
Then, A−A1 is a self-adjoint Hilbert–Schmidt operator on HH which cor-
responds to
∇F (φ0)〈V2(•,•)〉+∇2F (φ0)〈χ(•), χ(•)〉.
Obviously, this bilinear form extends to one on Cp-var0 (R
d) and, hence, is
of trace class by Goodman’s theorem. See (4.8) for the definition of V1, V2.
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Combining these all, we see that
k ∈HH 7→ 〈Ak,k〉HH =∇F (φ0)〈ψ(k, k)〉+∇2F (φ0)〈χ(k), χ(k)〉
extends to a continuous map on GΩp(R
d) and we denote it by 〈AX,X〉 for
X ∈GΩp(Rd).
Lemma 5.4. Let α≥ 1 be such that IdHH +αA is strictly positive in the
form sense. Then,∫
X
exp
(
−α
2
〈AWH ,WH〉
)
µH(dwH )
=
∫
GΩp(Rd)
exp
(
−α
2
〈AX,X〉
)
P
H(dX)<∞.
In particular, e−〈A•,•〉/2 is in Lr(GΩp(Rd),PH) for some r > 1.
Proof. As a functional of wH , 〈(A−A1)WH ,WH〉 is a sum of Tr(A−
A1) and the second order Wiener chaos corresponding to A − A1. From
Proposition 5.2 and Lemma 5.3, 〈AWH ,WH〉 is a sum of a constant Tr(A−
A1) +∇F (φ0)〈Λ〉 and the second order Wiener chaos corresponding to A
(which is denoted by ΞA below). It is well known (see Remark 5.5 below)
that
E[e−αΞA/2] = det
2
(IdHH +αA)
−1/2,
where det2 stands for the Carleman–Fredholm determinant. 
Remark 5.5. Let (Xˆ , Hˆ, µˆ) be any abstract Wiener space. For a sym-
metric Hilbert–Schmidt operator Aˆ : Hˆ→ Hˆ , we denote by Ξˆ the correspond-
ing element in the second Wiener chaos Cˆ2. If Aˆ > −Id in the form sense,
then
E[e−Ξˆ/2] = det
2
(Id + Aˆ)−1/2
(
:=
∞∏
j=1
{(1 + λj)e−λj}−1/2
)
.(5.1)
Here, {λj}j=1,2,... are eigenvalues of Aˆ.
This fact is well known. For the reader’s convenience, however, we give a
simple (and somewhat heuristic) proof below. Suppose Xˆ = Hˆ =Rl and µˆ is
the standard normal distribution. Let Aˆ be such that 〈Aˆξ, η〉=∑lj=1λjξjηj ,
(ξ, η ∈Rl). We assume that λj >−1 for all j. In this case, Ξˆ is given by the
following Hermite polynomial: Ξˆ(u) =
∑l
j=1 λj(u
2
j −1) (u ∈Rl). This clearly
corresponds to Aˆ because (1/2)DξDηΞˆ(u) = 〈Aˆξ, η〉. (Recall that this is the
way we identified symmetric Hilbert–Schmidt operators with elements of
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second Wiener chaos in the previous argument.) A simple calculation shows
that
E[e−Ξˆ/2] =
∫
Rl
e−Ξˆ(u)/2
l∏
j=1
1√
2π
e−u
2
j/2 duj
=
l∏
j=1
1√
2π
∫
Rl
exp
(
λj − (1 + λj)u2j
2
)
duj =
l∏
j=1
{(1 + λj)e−λj}−1/2.
We can easily do a similar computation in the case of (R∞, l2, µ∞), where
µ∞ denotes the countable product of the one-dimensional standard normal
distribution. The general case reduces to the case of R∞, after Aˆ is diago-
nalized.
Another method to verify (5.1) is to use an explicit formula for the charac-
teristic function of the quadratic Wiener functional, which has been studied
extensively. Let B : Hˆ→ Hˆ be any symmetric Hilbert–Schmidt operator and
let ΞB be the corresponding element in the second Wiener chaos Cˆ2. Then,
we have∫
Xˆ
exp((ζ/2)ΞB)dµˆ= det
2
(Id−ζB)−1/2 for any ζ ∈C with |ζ|< 1/‖B‖op.
For example, see Janson [22], page 78, or Taniguchi [37], page 13. The for-
mula (5.1) immediately follows from this.
6. Proof of Laplace approximation.
6.1. Large deviation for the law of Y ε as εց 0. In this section we prove
the main theorem (Theorem 2.1). Let Y ε be a solution of RDE (3.4). The
law of (Y ε)1 = Y ε,1 is the probability measure on Cp-var0 (R
n) for any p >
1/H . Then, by Theorem 3.1 and Proposition 3.6 we can use the contraction
principle to see that the law of {Y ε,1}ε>0 satisfies large deviation as εց 0.
The good rate function is given as follows:
I(y) =
{
inf{‖k‖2HH/2|y = Φˆ0(k,λ)1} (if y = Φˆ0(k,λ)1 for some k ∈HH),
∞ (otherwise).
Here, Φˆε is the Itoˆ map corresponding to RDE (3.4) and λt = t. For a
bounded continuous function F on Cp-var0 (R
n), it holds that
lim
εց0
ε2 logE[exp(−F (Y ε,1)/ε2)] =− inf{F (y) + I(y)|y ∈Cp-var0 (Rn)}.
Now, let us consider Laplace’s method, that is, the precise asymptotic
behavior of the following integral:
E[exp(−F (Y ε,1)/ε2)] =
∫
GΩp(Rd)
exp(−F (Φˆε(εX,λ)1)/ε2)PH(dX)
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=
∫
GΩp(Rd)
exp(−F (Φˆε(X,λ)1)/ε2)PHε (dX)
as εց 0 under Assumptions (H1)–(H4).
Let γ ∈HH ⊂GΩp(Rd) be the unique element at which F (Φˆ0(·, λ)) + ‖ ·
‖2HH/2 attains minimum (FΛ(γ) =: a) as in (H2). By a well-known argument,
for any neighborhood of O ⊂GΩp(Rd) of γ, there exist positive constants
δ,C such that∫
Oc
exp(−F (Φˆε(X,λ)1)/ε2)PHε (dX)≤Ce−(a+δ)/ε
2
, ε ∈ (0,1].
This decays very fast and does not contribute to the asymptotic expansion.
6.2. Computation of α0. In this subsection we compute the first term
α0 in the asymptotic expansion when G ≡ 1 (constant) and show α0 > 0.
To do so, we need the (stochastic) Taylor expansion (Theorem 3.2) up to
order m= 2. Once this is done, expansion up to higher order terms can be
obtained rather easily.
For ρ > 0, set Uρ = {X ∈ GΩp(Rd)|ξ(X) < ρ}, where ξ is given in (3.7).
Then, taking O = γ +Uρ, we see from the theorem of the Cameron–Martin
type (Proposition 3.5) that∫
γ+Uρ
exp(−F (Φˆε(X,λ)1)/ε2)PHε (dX)
=
∫
Uρ
exp(−F (Φˆε(X + γ,λ)1)/ε2)
(6.1)
× exp
(
− 1
ε2
〈γ,X1〉 − 1
2ε2
‖γ‖2HH
)
P
H
ε (dX)
=
∫
{ξ(εX)<ρ}
exp
(
−F (φ
(ε))
ε2
− 1
ε
〈γ,X1〉 − 1
2ε2
‖γ‖2HH
)
P
H(dX).
As we will see, 〈γ, ·〉 extends to a continuous linear functional on Cp-var0 (Rd)
and, in particular, everywhere defined.
For sufficiently small ρ (i.e., ρ≤ ρ0 for some ρ0), φ(ε) is in the neighbor-
hood of φ0 as in Assumption (H3). So, from the Taylor expansion for F ,
F (φ(ε)) = F (φ0) +∇F (φ0)〈φ(ε) − φ0〉+ 1
2
∇2F (φ0)〈φ(ε) − φ0, φ(ε) − φ0〉
+
1
6
∫ 1
0
dθ∇3F (θφ(ε)+ (1− θ)φ0)〈φ(ε) − φ0, φ(ε) − φ0, φ(ε) − φ0〉
= F (φ0) +∇F (φ0)〈εφ1 + ε2φ2〉+ 1
2
∇2F (φ0)〈εφ1, εφ1〉+Q3ε.
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Here, the remainder term Q3ε satisfies the following estimates: there exists a
positive constant C =C(ρ0) such that
|Q3ε| ≤C(ε+ ξ(εX))3 on the set {ξ(εX)< ρ0}.(6.2)
Note that C is independent of the choice of ρ (ρ≤ ρ0).
Now we compute the shoulder of exp on the right-hand side of (6.1).
Terms of order −2 are computed as follows:
− 1
ε2
(
F (φ0) +
1
2
‖γ‖2HH
)
=− a
ε2
.
Since k ∈HH 7→ F (Φ0(k,λ)) + ‖k‖2HH/2 takes its minimum at k = γ, we
see that
〈k, γ〉HH +∇F (φ0)〈χ(k)〉= 0,
where χ(k) is given by (4.5) or (4.6). By (4.6) and the Young integral, k 7→
∇F (φ0)〈χ(k)〉 extends to a continuous linear map from Cp-var0 (Rd) and so
does 〈γ, ·〉HH . Hence, the measurable linear functional (i.e., the first Wiener
chaos) associated with γ is this continuous extension.
An ODE for φ1 = φ1(k) = φ1(k, γ) is as follows [k ∈Cq-var0 (Rd)]:
dφ1t −∇σ(φ0t )〈φ1t , dγt〉 −∇yβ(0, φ0t )〈φ1t 〉dt
(6.3)
= σ(φ0t )dkt +∇εβ(0, φ0t )dt, φ10 = 0.
Note that both φ1 and χ extend to a continuous map from GΩp(R
d). The
difference θ1t := φ
1
t (X) − χt(X) is independent of X (i.e., nonrandom), of
finite q-variation, and satisfies
dθ1t −∇σ(φ0t )〈θ1t , dγt〉 −∇yβ(0, φ0t )〈θ1t 〉dt
(6.4)
=∇εβ(0, φ0t )dt, θ10 = 0.
Or, equivalently, θ1t =Mt
∫ t
0 M
−1
s ∇εβ(0, φ0s)ds. Consequently, terms of order
−1 are computed as follows:
−1
ε
(∇F (φ0)〈φ1〉+ 〈γ,X1〉) =−∇F (φ
0)〈θ1〉
ε
.
Now we compute terms of order 0. The second term φ2 = φ2(k) = φ2(k, γ)
in the expansion in Theorem 3.2 satisfies the following ODE (see [19], e.g.):
dφ2t −∇σ(φ0t )〈φ2t , dγt〉 −∇yβ(0, φ0t )〈φ2t 〉dt
=∇σ(φ0t )〈φ1t , dkt〉+ 12∇2σ(φ0t )〈φ1t , φ1t , dγt〉
(6.5)
+ 12∇2yβ(φ0t )〈φ1t , φ1t 〉dt
+∇y∇εβ(φ0t )〈φ1t 〉dt+ 12∇2εβ(0, φ0t )dt, φ20 = 0.
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Let χ and ψ be as in (4.5) and (4.7), respectively. By the same argument
for (stochastic) Taylor expansion (Theorem 3.2), those extend to continuous
maps from GΩp(R
d) and we write χ(X) and ψ(X) = ψ(X,X). If we set
θ2(k) := φ2(k)−ψ(k)/2, then θ2 satisfies the following ODE:
dθ2t −∇σ(φ0t )〈θ2t , dγt〉 −∇yβ(0, φ0t )〈θ2t 〉dt
=∇σ(φ0t )〈θ1t , dkt〉+ 12∇2σ(φ0t )〈θ1t , θ1t , dγt〉+∇2σ(φ0t )〈θ1t , χt, dγt〉
(6.6)
+ 12∇2yβ(φ0t )〈θ1t , θ1t 〉dt+∇2yβ(φ0t )〈θ1t , χt〉dt
+∇y∇εβ(φ0t )〈θ1t + χt〉dt+ 12∇2εβ(0, φ0t )dt, θ20 = 0.
Or, equivalently,
θ2t =Mt
∫ t
0
M−1s
(
∇σ(φ0s)〈θ1s , dks〉+
1
2
∇2σ(φ0s)〈θ1s , θ1t , dγs〉
+∇2σ(φ0s)〈θ1s , χs, dγs〉
+
1
2
∇2yβ(φ0s)〈θ1s , θ1s〉ds+∇2yβ(φ0s)〈θ1s , χt〉ds
+∇y∇εβ(φ0s)〈θ1t + χs〉ds+
1
2
∇2εβ(0, φ0s)ds
)
.
This is just a Young integral and k 7→ θ2(k) extends to a continuous map
from Cp-var0 (R
d) or from GΩp(R
d) to Cp-var0 (R
n). Moreover, θ2 is of first
order, that is, for some constant C > 0, ‖θ2(X)‖p-var ≤ C(1 + ξ(X)) holds
for any X ∈GΩp(Rd). In particular, by the Fernique-type theorem (Propo-
sition 3.3), (a constant multiple of) θ2 is exponentially integrable.
Hence, terms of order 0 on the shoulder of exp on the right-hand side of
(6.1) are as follows:
∇F (φ0)〈φ2〉+ 12∇2F (φ0)〈φ1, φ1〉
= 12 [∇F (φ0)〈ψ〉+∇2F (φ0)〈χ,χ〉] +∇F (φ0)〈θ2〉(6.7)
+ 12∇2F (φ0)〈θ1, θ1〉+∇2F (φ0)〈θ1, χ〉.
Note that the last three terms on the right-hand side are dominated by
C(1 + ξ(X)) and that the first term is 〈AX,X〉/2 as in Lemma 5.4. By
Proposition 3.3 and Lemma 5.4,
exp(−∇F (φ0)〈φ2〉 − 12∇2F (φ0)〈φ1, φ1〉) ∈Lr(GΩp(Rd),PH)
for some r > 1.
If ρ > 0 is chosen sufficiently small, then exp[2Cρ(1+ξ(X))2] ∈Lr′(GΩp(Rd),
P
H) for the conjugate exponent r′, that is, 1/r+1/r′ = 1. (We determine ρ,
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here.) We easily see that, if ε≤ ρ,
1{ξ(εX)<ρ} exp(−∇F (φ0)〈φ2〉 − 12∇2F (φ0)〈φ1, φ1〉) exp(−ε−2Q3ε)
(6.8)
≤ exp(−∇F (φ0)〈φ2〉 − 12∇2F (φ0)〈φ1, φ1〉) exp[2Cρ(1 + ξ(X))2].
The right-hand side is integrable and independent of ε. So, we may use the
dominated convergence theorem to obtain that
lim
εց0
∫
{ξ(εX)<ρ}
exp
(
−∇F (φ0)〈φ2〉 − 1
2
∇2F (φ0)〈φ1, φ1〉 − 1
ε2
Q3ε
)
P
H(dX)
=
∫
GΩp(Rd)
exp
(
−∇F (φ0)〈φ2〉 − 1
2
∇2F (φ0)〈φ1, φ1〉
)
P
H(dX).
By Lemma 5.4, the right-hand side exists. Thus, we have computed (the
asymptotics of) (6.1) up to α0.
6.3. Asymptotic expansion up to any order. In this subsection we obtain
the Laplace asymptotic expansion up to any order. Since this is routine once
α0 is obtained, we only give a sketch of the proof.
By combining the (stochastic) Taylor expansions for F,G and φ(ε), we get
F (φ(ε))−F (φ0)∼ εη1 + · · ·+ εnηn +Qn+1ε as εց 0,
G(φ(ε))−G(φ0)∼ εηˆ1 + · · ·+ εnηˆn + Qˆn+1ε as εց 0.
Here, the remainder terms Qn+1ε , Qˆ
n+1
ε satisfy similar estimates to (6.2).
From this we see that∫
γ+Uρ
G(Φˆε(X,λ)
1) exp(−F (Φˆε(X,λ)1)/ε2)PHε (dX)
= e−a/ε
2
e−∇F (φ
0)〈θ1〉/ε
(6.9)
×
∫
{ξ(εX)<ρ}
G(φ(ε)) exp
(
−∇F (φ0)〈φ2〉 − 1
2
∇2F (φ0)〈φ1, φ1〉
)
× exp(−Q3ε/ε2)PH(dX)
can easily be expanded. Note that∣∣∣∣eu −
(
1 +
u
1!
+ · · ·+ u
n−1
(n− 1)!
)∣∣∣∣≤ e|u||u|nn! (with u=−Q3ε/ε2)
and that Q3ε = ε
3η3 + · · · + εnηn + Qn+1ε . Thus, we have shown the main
theorem (Theorem 2.1).
7. Fractional order case: with an application to short time expansion. In
this section we consider an RDE, which involves a fractional order term of ε.
As a result, a fractional order term of ε appears in the asymptotic expansion.
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By time change, this has an application to the short time problems for the
solutions of the RDE driven by fBRP.
First we see the scale invariance of fBRP. It is well known that, for
0 < c ≤ 1, (c−HwHct )0≤t≤1 and wH have the same law. A similar fact holds
for the law of fBRP WH = (WHs,t)0≤s≤t≤1. This is not so obvious from the
scale invariance of fBM wH , since fBRP WH is constructed via the dyadic
partition of [0,1].
Proposition 7.1. Let H ∈ (1/4,1/2) and 0 < c ≤ 1. Then, (c−H ×
WHcs,ct)0≤s≤t≤1 and WH have the same law.
Proof. (i) Baudoin and Coutin showed this statement in [6].
(ii) Friz and Victoir [15] showed the following: If a sequence of partitions
of [0,1] whose mesh tending to zero satisfies a condition called “nested,”
then the lift of wH via this sequence gives the same WH again. Combining
this result with the scaling property of wH , we can easily see the Proposition
holds at least for c ∈Q. For c /∈Q, just take a limit. 
Let H ∈ (1/4,1/3) ∪ (1/3,1/2). For simplicity, we consider the following
RDE:
dY εt = σ(Y
ε
t )εdXt + ε
1/H βˆ(Y εt )dt, Y
ε
0 = 0.(7.1)
Here, σ is as in Theorem 2.1, but we assume that a C∞b -function βˆ :R
n→Rn
and the drift term is of this special form in this case. Set β(ε, y) = ε1/H βˆ(y).
We also consider the following RDE, which is independent of ε:
dVt = σ(Vt)dXt + βˆ(Vt)dt, V0 = 0.(7.2)
Basically, when we introduce randomness, we always set X =WH in (7.1)
and (7.2). Then, by the scale invariance of WH (see Proposition 7.1 below),
(Vε1/Hs,ε1/Ht)0≤s≤t≤1 and (Y
ε
s,t)0≤s≤t≤1 have the same law. In particular, for
each fixed T ∈ (0,1], the Rn-valued random variables V 10,T and (Y T
H
)10,1
have the same law. Therefore, the short time asymptotics for V 10,t is related
to the small asymptotics of (Y ε)1.
Let us fix some notation for fractional order expansions. For
M =
{
n1+
n2
H
∣∣∣n1, n2 = 0,1,2, . . .
}
,
let 0 = κ0 < κ1 < κ2 < · · · be all elements of M in increasing order. More
concretely, leading terms are as follows:
(κ0, κ1, κ2, . . .)
=
(
0,1,2,
1
H
,3,1 +
1
H
,4,2 +
1
H
,5∧ 2
H
, . . .
)
if H ∈ (1/3,1/2),
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(7.3)
(κ0, κ1, κ2, . . .)
=
(
0,1,2,3,
1
H
,4,1 +
1
H
,5, . . . ,
)
if H ∈ (1/4,1/3).
As in the previous sections, we write Y ε = Φˆε(εX), Y˜
ε = Φˆε(εX+γ), and
φε = (Y˜ ε)1 for the solution of (7.1). By slightly modifying Theorem 3.2, we
can prove the (stochastic) Taylor expansion (around γ) for
φ(ε) = φ0 + εκ1φκ1 + εκ2φκ2 + · · ·+ εκmφκm +Rκm+1ε .
In this case, φ0 satisfies the following ODE (in q-variation sense):
dφ0t = σ(φ
0
t )dγt, φ
0
0 = 0.(7.4)
Remark 7.2. Although (d/dε)m|ε=0 does not operate on the right-hand
side of the following (formal) ODE,
dφ
(ε)
t = σ(φ
(ε)
t )d(εXt + γ) + ε
1/H βˆ(φ
(ε)
t )dt, Y˜
ε
0 = 0,(7.5)
the proof of expansion in [19], which is similar to Azencott’s argument in [4],
does not use the ε-derivative and can be easily modified to our case.
Roughly and formally speaking, the proof goes as follows. First, combine
φ(ε) − φ0 = εκ1φκ1 + · · ·+ εκmφκm + · · ·
and the Taylor expansion of σ and βˆ around φ0t . Next, pick up the terms of
order αm(m= 1,2, . . .). Then, we obtain a very simple ODE of first order for
φκm recursively. This, in turn, can be used to rigorously define φκm . In the
end, we prove growth of the remainder term is of an expected order. (This
part is nontrivial and requires much computation.) Note that this method
can be used both in integer order and in fractional order cases.
In the same way as in the previous sections, we have the following modi-
fication of the main theorem (Theorem 2.1).
Theorem 7.3. Let the coefficients σ :Rn→Mat(n,d) and βˆ :Rn→Rn
be C∞b and consider the RDE (7.1) with X =W
H , where H ∈ (1/4,1/3) ∪
(1/3,1/2). For simplicity, assume (H1)–(H4) for any order m. Then, we
have the following asymptotic expansion as εց 0: there are real constants c
and ακ0(= α0), ακ1 , ακ2 , . . . such that
E[G(Y ε,1) exp(−F (Y ε,1)/ε2)]
= exp(−FΛ(γ)/ε2) exp(−c/ε) · (ακ0 +ακ1εκ1 + · · ·+ακmεκm +O(εκm+1))
for any m≥ 0.
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Remark 7.4. It is important to note that, in (7.3), indices up to degree
two (i.e., κ0, κ1, κ2) are the same as in the previous sections. The most
difficult part of the proof of Theorem 2.1 is obtaining α0 [or checking that
α0 ∈ (0,∞) when G≡ 1], in which the (stochastic) Taylor expansion of φ(ε)
up to φ2 is used (see Section 6.2). Therefore, the proof in Section 6.2 holds
true without modification in this case, too. Higher order terms are different
in the fractional order case. But, the argument in Section 6.3 is simple
anyway and can easily be modified. Thus, we can prove Theorem 7.3 without
much difficulty.
As a corollary, we have the following short time expansion. In the follow-
ing, ev1 denotes the evaluation map at time 1, that is, ev1(x) = x1 for an
Rn-valued path x.
Corollary 7.5. Let the coefficients σ :Rn →Mat(n,d) and βˆ :Rn →
Rn be C∞b and consider the RDE (7.2) above with X =W
H , where H ∈
(1/4,1/3)∪ (1/3,1/2). Let f and g be real-valued C∞b -functions on Rn such
that F := f ◦ ev1 and G := g ◦ ev1 satisfy Assumptions (H1)–(H4). Then, we
have the following asymptotic expansion as tց 0: there are real constants c
and αˆκ0(= αˆ0), αˆκ1 , αˆκ2 , . . . such that
E[g(V 10,t) exp(−f(V 10,t)/t2H)]
= exp(−FΛ(γ)/t2H ) exp(−c/tH)
× (αˆκ0 + αˆκ1tκ1H + · · ·+ αˆκmtκmH +O(tκm+1H))
for any m≥ 0.
Remark 7.6. Very roughly speaking, in [5, 34], they studied the sort
time asymptotics of the following quantity under mild assumptions:
E[g(V 10,t)].
If f is identically zero in Corollary 7.5, then it is the same short time prob-
lems studied in [5, 34], at least formally. (It does not seem to the author
that either [5, 34] or the Corollary 7.5 implies the other.)
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