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GENERALIZED GROUP DETERMINANT GIVES A NECESSARY AND
SUFFICIENT CONDITION FOR A SUBSET OF A FINITE GROUP TO BE A
SUBGROUP
NAOYA YAMAGUCHI AND YUKA YAMAGUCHI
Abstract. We generalize the concept of group determinant and prove a necessary and sufficient novel
condition for a subset to be a subgroup. This development is based on the group determinant work by
Edward Formanek, David Sibley, and Richard Mansfield, where they show that two groups with the
same group determinant are isomorphic. The derived condition leads to a generalization of this result.
1. Introduction
We generalize the concept of group determinant and prove a necessary and sufficient novel condition
for a subset to be a subgroup. The study on group determinant by Edward Formanek, David Sibley,
and Richard Mansfield shows that two groups with the same group determinant are isomorphic, and we
generalize this result.
Let G be a finite group. Group determinant Θ(G) of G was defined by Julius Wilhelm Richard
Dedekind (see, e.g., [9, p. 150], [16, p. 224]). Ferdinand Georg Frobenius created the character theory of
groups by studying the irreducible factorization of the group determinant (see, [5], [6]). For the history
on this theory, see, e.g., [3], [9], [10], [11], [13], and [16]. On the group determinant, which has played a
very important role in the history of mathematics, Edward Formanek and David Sibley gave the following
theorem in 1991.
Theorem 1.1 (Special case of [4, Theorem 5]). Let G and H be finite groups, K be a field whose
characteristic does not divide |G|, and ϕ : G→ H be a bijection such that ϕ(e) = e′, where e and e′ are
the unit elements of G and H , respectively. Suppose that ϕˆ(Θ(G)) = Θ(H). Then, map ϕ is either a
group isomorphism or a group anti-isomorphism. In any case, G is isomorphic to H , since any group is
anti-isomorphic to itself.
This theorem shows that two groups with the same group determinant are isomorphic. Shortly af-
terwards, Richard Mansfield gave a method to calculate a group multiplication table using the group
determinant [14]. Hence, Formanek, Sibley, and Mansfield showed that a group determinant determines
the group. We extend their result by generalizing the concept of group determinant.
First, we introduce the generalized group determinant. Let S be a subset of G, xs with s ∈ S be
independent commuting variables, and xg = 0 for g ∈ G \ S. In addition, let K be a field and K[xs] be
the polynomial ring in [xs] over K, where [xs] = {xs | s ∈ S}. We define a generalized group determinant
of G to S in [xs] as
ΘG(S; [xs]) := det
(
xgh−1
)
g,h∈G
∈ K[xs].
If S = G, then we have ΘG(S; [xs]) = Θ(G).
Let |A| be the cardinality of set A. The main result of this paper is the following theorem, which
asserts that the generalized group determinant gives a necessary and sufficient condition for a subset
of a finite group to be a subgroup. Note that if ϕ : T → S is a bijection, then ϕ induces C-algebra
isomorphism
ϕˆ : C {xt | t ∈ T } ∋ xt 7→ xϕ(t) ∈ C {xs | s ∈ S} ,
where xt and xs are independent commuting variables.
Theorem 1.2 (see Theorem 3.1 for proof). Let G be a finite group, e be the unit element of G, and S
be a subset of G such that e ∈ S and |S| divides |G|. Then, S is a group if and only if there exist a group
H and a bijective map ϕ : H → S such that ϕ(e′) = e and
ΘG(S; [xs]) = ϕˆ
(
Θ(H)
|G|
|H|
)
,
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where e′ is the unit element of H .
The following theorem gives additional information on S and ϕ satisfying the condition of Theorem 1.2
Theorem 1.3 (see Theorem 4.1 for proof). Let G be a finite group, e be the unit element of G, and
S be a subset of G such that e ∈ S and |S| divides |G|. If there exist a group H and a bijective map
ϕ : H → S such that ϕ(e′) = e and
ΘG(S; [xs]) = ϕˆ
(
Θ(H)
|G|
|H|
)
,
where e′ is the unit element of H , then S is group isomorphic to H and ϕ is either a group isomorphism
or a group anti-isomorphism.
Theorem 1.3 contains the case where K = C of Theorem 1.1.
The remainder of this paper is organized as follows. In Section 2, we define and provide examples of the
generalized group determinant. We conclude that the generalized group determinant is a generalization
of the group determinant. In Section 3, using the generalized group determinant, we give a necessary
and sufficient condition for a subset of a finite group to be a subgroup, which is main result of this paper.
Finally, we give additional information on subsets satisfying the necessary and sufficient condition in
Section 4.
2. Generalized group determinant
In this section, we generalize the group determinant and give examples of this generalized group
determinant. In the next section, we use the generalized group determinant to provide a necessary and
sufficient condition for a subset of a finite group to be a subgroup.
Let G be a finite group, S be a subset of G, xs with s ∈ S be independent commuting variables, and
xg = 0 for g ∈ G \ S. In addition, let Mat(m,A) be the set of all m×m matrices with elements in a set
A and |B| be the cardinality of set B. We define a matrix MG(S; [xs]) as
MG(S; [xs]) :=
(
xgh−1
)
g,h∈G
∈ Mat(|G|, [xs]),
where [xs] = {xs | s ∈ S}.
Let K be a field and K[xs] be the polynomial ring in [xs] over K.
Definition 2.1. We define a generalized group determinant of G to S in [xs] as
ΘG(S; [xs]) := detMG(S; [xs]) ∈ K[xs].
For conciseness, when S = G, we write ΘG(S; [xs]) as Θ(G; [xs]) or simply Θ(G).
Polynomial Θ(G) is called the group determinant of G (see, e.g., [2, p. 366], [5, p. 38], [9, p. 142], [12,
p. 299], [16, p. 224], [17, p. 7]). It follows from the above definition that ΘG(S; [xs]) is a homogeneous
polynomial of degree |G| in [xs].
In general, matrixMG(S; [xs]) is covariant under a change of numbering to the elements of G. However,
generalized group determinant ΘG(S; [xs]) is invariant. We illustrate the generalized group determinant
in the following example.
Example 2.2. Let G = Z/3Z =
{
1, 2, 3
}
be a group. For conciseness, we write xi as xi for any
i ∈ {1, 2, 3}. If S = G, we have
Θ(G) = det
x3 x2 x1x1 x3 x2
x2 x1 x3
 = x31 + x32 + x33 − x1x2x3.
If S =
{
3
}
, we have
ΘG(S; [xs]) = det
x3 0 00 x3 0
0 0 x3
 = x33.
When S = G, matrix MG(S; [xs]) is called the group matrix of G (see, e.g., [2, p. 366], [7, p. 276],
[8, p. 4], [12, p. 299]). Below, we assume that K = C. The group matrix is a matrix form of element
α :=
∑
g∈G xgg in the group algebra CG, where we assume that xg is a complex number for any g ∈ G.
That is, map L : CG→ Mat(|G|,C) given by α 7→MG(S; [xs]) is a ring homomorphism. In particular, L
is the regular representation of G (see, e.g., [9, p. 143, p. 161], [18, p. 16]).
33. Necessary and sufficient condition for a subset of a finite group to be a subgroup
In this section, using the generalized group determinant, we give a necessary and sufficient condition
for a subset of a finite group to be a subgroup.
The following theorem gives the necessary and sufficient condition. Note that if ϕ : T → S is a bijective
map, then ϕ induces a C-algebra isomorphism
ϕˆ : C {xt | t ∈ T } ∋ xt 7→ xϕ(t) ∈ C {xs | s ∈ S} ,
where xt and xs are independent commuting variables.
Theorem 3.1 (Theorem 1.2). Let G be a finite group, e be the unit element of G, and S be a subset of
G such that e ∈ S and |S| divides |G|. S is a group if and only if there exist a group H and a bijective
map ϕ : H → S such that ϕ(e′) = e and
ΘG(S; [xs]) = ϕˆ
(
Θ(H)
|G|
|H|
)
= Θ
(
H ;
{
xϕ(h) | h ∈ H
}) |G|
|H| ,
where e′ is the unit element of H .
First, we give a necessary condition for a subset of a finite group to be a subgroup.
Lemma 3.2. If S is a subgroup of G, then
ΘG(S; [xs]) = Θ(S)
|G|
|S| .
Proof. Let l = |G|/|S| and S\G = {Sg′1, Sg
′
2, . . . , Sg
′
l} be a right coset of S in G. We put gi = spg
′
q ∈ G,
where i = |S|(q − 1) + p for 1 ≤ p ≤ |S| and 1 ≤ q ≤ l. Then, we have
ΘG(S; [xs]) = det {diag(MS(S; [xs]),MS(S; [xs]), . . . ,MS(S; [xs]))} = Θ(S)
|G|
|S| .

Let e be the unit element of G. To give a sufficient condition for a subset of a finite group to be a
subgroup, we use the following lemma, which is known in terms of the monomials of group determinants.
Lemma 3.3 ([14, Lemmas 1–3]). Let n = |G|. The following hold:
(1) if monomial xa1xa2 · · ·xan occurs in Θ(G), ai can be ordered such that their product is e;
(2) if ab = e, monomial xn−2e xaxb occurs in Θ(G);
(3) if abc = e, monomial xn−3e xaxbxc occurs in Θ(G);
(4) if none of a, b, c is e and monomial xn−3e xaxbxc occurs in Θ(G), the coefficient of the monomial
is (i) n/3 if a = b = c; (ii) n if two of a, b, c are equal; (iii) n if no two of them are equal and
ab 6= ba; (iv) 2n if no two of them are equal and ab = ba. (Note that if abc = e, then ab = ba if
and only if a, b and c are commutative.)
There is a mistake in the last sentence of the proof of [14, Lemma 3]. It says that the coefficient of
xn−3e xaxbxc is n or 2n, but the coefficient is n/3 when a = b = c. The following is a proof of (4) from
Lemma 3.3.
Proof. If a = b = c, a3 = e from (1) of Lemma 3.3. This implies that G has subgroup S =
{
e, a, a2
}
.
Therefore, from Lemma 3.2, we have
ΘG(S; [xs]) = Θ(S)
|G|
|S| =
(
x3e + x
3
a + x
3
a2 − xexaxa2
)n
3 .
From this, case (i) is proved since the coefficients of xn−3e x
3
a in Θ(G) and ΘG(S; [xs]) are equal. For any
gi ∈ G with i = 1, 2, . . . , n, there is only one pair (gj , gk) of elements ofG such that (gig
−1
j , gjg
−1
k , gkg
−1
i ) =
(a, b, c). If a, b, and c have the relation as in cases (ii) or (iii), any permutation σ ∈ Sn giving the desired
monomial (i.e., satisfying
∏n
i=1 xgig−1σ(i)
= xn−3e xaxbxc) must be σ = (i j k). This proves cases (ii) and
(iii). If no two of a, b, and c are equal and ab = ba, any permutation σ ∈ Sn giving the desired monomial
must be σ = (i j k) or (i j k′), where gk′ = gig
−1
k gj. This proves case (iv). 
From (1) and (4) of Lemma 3.3, we obtain the following corollary.
Corollary 3.4. Let n = |G|. The following hold:
(1) if monomial xa1xa2 · · ·xan occurs in ΘG(S; [xs]), ai can be ordered such that their product is e;
(2) if none of a, b, c is e and monomial xn−3e xaxbxc occurs in ΘG(S; [xs]), the coefficient of the
monomial is (i) n/3 if a = b = c; (ii) n if two of a, b, c are equal; (iii) n if no two of them are
equal and ab 6= ba; (iv) 2n if no two of them are equal and ab = ba.
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We now give a sufficient condition for a subset of a finite group to be a subgroup.
Lemma 3.5. Let S be a subset of G such that e ∈ S and |S| divides |G|. If there exist a group H and
a bijection ϕ : H → S such that ϕ(e′) = e and
ΘG(S; [xs]) = ϕˆ
(
Θ(H)
|G|
|H|
)
= Θ
(
H ;
{
xϕ(h) | h ∈ H
}) |G|
|H| ,
where e′ is the unit element of H , then S is a group.
Proof. For all s, s′ ∈ S, we show that s−1 ∈ S and ss′ ∈ S. Let h = ϕ−1(s) and h′ = ϕ−1(s′).
First, we prove s−1 ∈ S. From (2) of Lemma 3.3, monomials x
|H|
e′ and x
|H|−2
e′ xhxh−1 occur in Θ(H).
Hence, monomial x
|G|−2
e′ xhxh−1 occurs in Θ(H)
|G|
|H| . Applying ϕˆ to this monomial, we find that monomial
x
|G|−2
e xsxϕ(h−1) occurs in ΘG(S; [xs]). Therefore, from (1) of Corollary 3.4, we have s
−1 = ϕ(h−1) ∈ S.
Next, we prove ss′ ∈ S under the assumption that s 6= e and s′ 6= e (because it is obvious for s = e or
s′ = e). If s 6= e and s′ 6= e, then h 6= e and h′ 6= e. Note that if (ss′)−1 ∈ S, then ss′ ∈ S from the above
result. From (3) of Lemma 3.3, monomials x
|H|
e′ , x
|H|−3
e′ xhxh′x(hh′)−1 and x
|H|−3
e′ xhxh′x(h′h)−1 occur in
Θ(H). Hence, monomials x
|G|−3
e′ xhxh′x(hh′)−1 and x
|G|−3
e′ xhxh′x(h′h)−1 occur in Θ(H)
|G|
|H| . Applying ϕˆ
to these monomials, we find that monomials x
|G|−3
e xsxs′xϕ((hh′)−1) and x
|G|−3
e xsxs′xϕ((h′h)−1) occur in
ΘG(S; [xs]). We classify the relation between h and h
′ into the four following cases:
(1) hh′ 6= h′h;
(2) h = h′;
(3) hh′ = h′h, h 6= h′ and either h or h′ is equal to (hh′)−1;
(4) hh′ = h′h and no two of h, h′, (hh′)−1 are equal.
If case (1) holds, then, from (1) of Corollary 3.4, we have (ss′)−1 = ϕ((hh′)−1) ∈ S or (ss′)−1 =
ϕ((h′h)−1) ∈ S. If case (2) holds, then, from (1) of Corollary 3.4, we have (ss′)−1 = ϕ((hh)−1) ∈ S. If
case (3) holds, then, from (1) of Corollary 3.4, we have s2s′ = e or s(s′)2 = e. Hence, ss′ = s−1 ∈ S
or ss′ = s′−1 ∈ S. If case (4) holds, then, from (4) of Lemma 3.3, the coefficient of monomial
x
|H|−3
e′ xhxh′x(hh′)−1 in Θ(H) is 2|H |. Therefore, the coefficient of monomial x
|G|−3
e′ xhxhx(hh)−1 in
Θ(H)
|G|
|H| is 2|H |× |G||H| = 2|G|. From this, the coefficient of monomial x
|G|−3
e xsxs′xϕ((hh′)−1) in ΘG(S; [xs])
is 2|G|. Hence, from (2) of Corollary 3.4, we have ss′ = s′s, and from (1) of Corollary 3.4, we have
(ss′)−1 = ϕ((hh′)−1) ∈ S. 
4. Additional information on the main theorem
The following theorem gives additional information on S and ϕ satisfying the condition of Theorem 3.1.
Theorem 4.1 (Theorem 1.3). Let G be a finite group, e be the unit element of G, and S be a subset of
G such that e ∈ S and |S| divides |G|. If there exist a group H and a bijective map ϕ : H → S such that
ϕ(e′) = e and
ΘG(S; [xs]) = ϕˆ
(
Θ(H)
|G|
|H|
)
= Θ
(
H ;
{
xϕ(h) | h ∈ H
}) |G|
|H| ,
where e′ is the unit element of H , then ϕ is either a group isomorphism or a group anti-isomorphism,
and S is group isomorphic to H .
Let U (R) be the units of a ring R. To prove Theorem 4.1, we use the following theorem and lemma.
Theorem 4.2 ([8, Theorem 6]). Let G and H be finite groups and ψ : G→ H be a bijection that induces
a vector space isomorphism ψ˜ : CG→ CH . Then the following are equivalent:
(1) map ψ : G→ H is an isomorphism or an anti-isomorphism;
(2) ψ˜ (U (CG)) = U (CH) and ψ(e) = e′,
where e and e′ are the unit elements of G and H , respectively.
Lemma 4.3. We regard variable xg as a complex number for any g ∈ G. Then, element
∑
g∈G xgg is
invertible in CG if and only if Θ(G; {xg | g ∈ G}) is invertible in C.
Let α :=
∑
g∈G xgg in the group algebra CG, where we assume that xg is a complex number for any
g ∈ G. Then, as mentioned at the end of Section 2, map L : CG→ Mat(|G|,C) given by α 7→MG(S; [xs])
is the regular representation from CG to Mat(|G|,C). Therefore, since the group algebra CG is isomorphic
as a C-algebra to a direct product of matrix algebras over C (see, e.g., [15, Theorem 5.5.6]), element α is
invertible in CG if and only if detα 6= 0. Hence, we have Lemma 4.3.
The following is a proof of Theorem 4.1.
5Proof. From Lemma 3.5, S is a group. Hence, from Lemma 3.2, we have Θ(S)
|G|
|S| = ΘG(S; [xs]) =
ϕˆ
(
Θ(H)
|G|
|H|
)
= Θ
(
H ;
{
xϕ(h) | h ∈ H
}) |G|
|H| . We regard variable xs as a complex number for any s ∈ S.
Then, we have
(1) Θ(S) 6= 0 if and only if Θ
(
H ;
{
xϕ(h) | h ∈ H
})
6= 0.
In addition, from Lemma 4.3, we have
(2) Θ(S) 6= 0 if and only if
∑
s∈S xss is invertible;
(3) Θ
(
H ;
{
xϕ(h) | h ∈ H
})
6= 0 if and only if
∑
h∈H xϕ(h)h is invertible.
From (1)–(3),
∑
s∈S xss is invertible if and only if
∑
h∈H xϕ(h)h is invertible. On the other hand, we have
ϕ˜−1
(∑
s∈S
xss
)
=
∑
s∈S
xsϕ
−1(s) =
∑
h∈H
xϕ(h)h,
where ϕ˜−1 is a C-linear map induced by ϕ−1. Therefore, we have ϕ˜−1(U(CS)) = U(CH). From Theo-
rem 4.2, ϕ is a group isomorphism or a group anti-isomorphism, and S is group isomorphic to H . 
Theorem 4.1 contains the case where K = C of the following theorem.
Theorem 4.4 (Special case of [4, Theorem 5]). Let G and H be finite groups, K be a field whose
characteristic does not divide |G|, and ϕ : G→ H be a bijection such that ϕ(e) = e′, where e and e′ are
the unit elements of G and H , respectively. Suppose that ϕˆ (Θ(G; {xg | g ∈ G})) = Θ(H ; {xh | h ∈ H}).
Then, map ϕ is either a group isomorphism or a group anti-isomorphism. In any case, G is isomorphic
to H , since any group is anti-isomorphic to itself.
We give another proof of Lemma 4.3. Below, we assume that rings have a multiplicative unit. For any
rings R and R′, we call a map f : R → R′ satisfying f (U(R)) = U(R′) an invertibility preserving map
(see, e.g., [19, Definition 3.4], [20]). Note that, invertibility preserving maps are usually defined for linear
maps on K-algebras (see, e.g., [1]).
To show that det ◦ L is an invertibility preserving map, we recall the definition of the Study-type
determinant and its property.
Let R be a ring and X = (xij)1≤i,j≤m ∈ Mat(m,R). We express the determinant of X from Mat(m,R)
to R as
DetRMat(m,R) (X) =
∑
σ∈Sm
sgn(σ)xσ(1) 1xσ(2) 2 · · ·xσ(m)m,
where Sm is the symmetric group on {1, 2, . . . ,m}.
Definition 4.5 ([19, Definition 6.1]). Let B be a commutative ring, A be a ring that is a free right
B-module, and L be a left regular representation from Mat(m,A) to Mat(r,Mat(m,B)). We define
Study-type determinant SdetBMat(m,A) : Mat(m,A)→ B as
SdetBMat(m,A) := Det
B
Mat(mr,B) ◦ι ◦ L,
where ι is the inclusion map from Mat(r,Mat(m,B)) to Mat(mr,B).
The Study-type determinant has the following property.
Lemma 4.6 ([19, (2) of Lemma 6.2]). Element α is invertible in Mat(m,A) if and only if SdetBMat(m,A)(α)
is invertible in B. That is, the Study-type determinant is an invertibility preserving map.
Let B = C, A = CG, and m = 1 in Definition 4.5. Then, SdetBMat(m,A) = det ◦ L. Hence, from
Lemma 4.6, map det ◦ L is an invertibility preserving map. Therefore, Lemma 4.3 holds.
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