Weighted median filtering
In the main manuscript, the weighted median is introduced as a method to reduce noise from continuous signals. Alternative approaches like kernel based method or Gaussian processes are also applicable. However, we found that the weighted median filter obtain good results in the targeted application. In this section, we will first repeat the definition of the weighted median from the main manuscript. Afterwards, the weighted median is discussed based on simulation studies and real data, and limitations are pointed out.
The weighted median for n ordered numbers x 1 , . . . , x n and positive weights w i , i = 1, . . . , n with w i = 1 is the element x j such that j−1 k=1 w k ≤ 1 2 and n k=j+1 w j ≤ 1 2 .
(1)
Now, suppose we observe a signal X(t i ) ∈ R, e.g. the HR, at n time points t i ∈ R + with t i < t i+1 , i = 1, . . . , n. Then, the weighted medianX(t i ) is defined as the weighted median of κ ∈ N neighboring signals where κ is a smoothing parameter that is manually chosen. For simplicity, κ is assumed to be an even number so thatX(t i ) is the weighted median of X(t i− κ 2 ), . . . , X(t i−1 ), X(t i ), X(t i+1 ), . . . , X(t i+ κ 2 ) .
With the application in mind, we suggest to model the weights w i by a mixture of a signal quality indicator for each X(t i ) and the distance |t i − t k | of each neighboring signal X(t k ) to the center X(t i ). The weights can be defined by w i := 1 2 w
is the weight for the signal quality and w
(2) i is the weight for the distance
with ω j = |δ M − δ j + ρ|, δ j = |t i − t j |, δ M = max k∈J δ k and ρ ∈ R + is a weight for the signal with the largest time distance in the window J, e.g. ρ = 1 δM . If ρ = 0 the weight would be 0.
Simulation study
For the simulation study we define a periodical and continuous signal. Let us assume, we want to generate N = 1000 simulations. Then, the observed response signal y i (t), i = 1, . . . , N at time points t is defined by
where U (0, 1) is the standard univariate distribution, N (0, σ 2 ) is the Normal distribution with standard deviation σ = λ(1 + 1 2 s i ) and λ, α ∈ R + . The parameter λ is a scaling factor for the noise level. In (4), the first part of the equation, i.e. 2 sin( 1 α t), defines a periodical sinus-signal where α describes the wave length and 1 α the frequency. The second part 1 40 s i t adds a linear trend to the periodical sinus signal given a slope parameter s i ∼ U (0, 1). In addition, the true response signal is defined bẙ
i.e. similar to (4) but without noise. For each simulation i ∈ {1, . . . , N }, we have generated randomly the slope parameter s i ∼ U (0, 1) and Gaussian noise by ε i (t) ∼ N (0, (1 + λ( 1 2 s i )) 2 ). The signals were sampled at each 2nd second in the time interval of [0, 480] seconds, i.e. at t ∈ T = {0, 2, 4, 6, . . . , 480}. Each observed signal was median filtered by different levels of smoothing, i.e. for different selections of κ in (2), namely κ ∈ {2, 10, 30, 60, 90, 120}. Let us denote the median filtered signal byỹ i (t). Finally, the difference between the Table 2 . Numerical performance of the weighted median. Reported are mean and standard deviation for 1000 replications given the noise level λ = 2 for different choices of the smoothing parameter κ and the signal frequency 1 α .
true signalẙ i (t) and median filtered signalỹ i (t) was calculated by the L 2 -norm that is Table 1 and Table 2 reports the mean and standard deviation of the L 2 -norm given λ = 1 and λ = 2 in (4). The selection of κ = 2 corresponds to almost no smoothing as only the two neighboring signal records are taken into account in (2), i.e. the weighted median is based on the records y(t i−1 ), y(t i ), y(t i+1 ) in the above definition. Further, we can observe that for a very low frequency signal, e.g. for α = 90, the results are looking very stable for κ = 30, 60, 90, 120. However, we also observe that with decreasing wave length α (i.e. with increasing signal frequency) the L 2 -norm is increasing for large smoothing parameters κ = 60, 90, 120. Based on these results, a smoothing parameter of κ = 30 seems to be a fair trade-off between removing noise and outliers from the signal and to prevent over-smoothing. Figure 1 visualizes results from a single simulation for a selected parameter set-up of Table 1 and Table 2 Similar to the tables, a smoothing parameter of κ = 10 seems to be too low but maybe justifiable whereas κ = 60 leads to a over-smoothing particularly if α = 16, i.e. for a signal with high frequency. A selection of κ = 30 seems to be a good trade-off in the depicted cases.
In our application of state intensity regression to monitored health data, we suggest to use the weighted median as a pre-processing step in case the signal that is reflecting the health status is continuous. If the signal is continuous and not categorical, removing noise and outliers is leading to more robust state transitions. This becomes clearer in Section 1.2. We would like to point out that categorization should be based on medical reasons as discussed in Section 3.2 of the main manuscript.
Comparison of weighted median filtered instantaneous heart rates from the Safer Birth study
In this section we study the performance of the weighted median filter based on the real data that is analyzed in the main manuscript, namely the instantaneous heart rates (HRs) of newborns from Safer Birth. The HR is a response signal and reflects the health status of a newborn. For the sake of convenience, we have selected four different HR records of newborns, visualized in Figure 2, 3, 4 and 5. The signal quality indicator was not taken into account, i.e. the weights in (1) are solely based on the distance as defined in (3). The records of the instantaneous HR are depicted by small green circles. In addition, the weighted median filtered HR is overlaid (the blue solid line) for six different smoothing parameters κ = 2, 10, 30, 60, 90, 120 where κ = 30 correspond to the choice in the main manuscript. Because the true underlying signal is unknown, we can not quantify a suitable choice of the smoothing parameter κ based on a distance measure. Nevertheless, we can observe that a selection of κ = 2 results in a very noisy signal in all four examples. Also, κ = 10 looks too conservative in terms of smoothing, in particular in Figure 5 , whereas κ = 30 looks like a good trade-off between noise removal and avoiding over-smoothing. Further, we can clearly see an over-smoothing for κ = 120, in particular in Figure 4 and 5.
The influence of the weighted median on the number of state transition in the Safer Birth study
In this section, we study another interesting question: How does the weighted median influence the number of HR state transitions in the resuscitation data of newborns?
In order to answer this question, we have chosen the smoothing parameter κ = 2, 10, 30, 60, 90 and 120 and calculated the number the number of individuals in each state, i.e. in each HR category, at a time point t ∈ [0, 15] min. In addition, we calculated the cumulative number of state transitions until time t ∈ [0, 15] min. Remember, we have categorized the HR in four categories 0−60, 60−120, 120−180, > 180 bpm where 120 − 180 bpm is assumed to be the normal range of the HR of a newborn (see Section 2 in the main manuscript). The data set included in total 1111 records that were eligible for the analysis as described in Section 4 of the main manuscript. Figure 6 shows the number of individuals in each state, i.e. in each HR category, at a time point t ∈ [0, 15] min. In total, we do not observe a large difference between the number of individuals in each state for different smoothing parameter κ. However, we observe that for smaller κ the curves are more noisy, i.e. there are more state transitions up and down due to the noise or outliers but in average the total number of individuals in each state keeps stable. This is getting more visible in Figure 7 that depicts the cumulative number of state transitions during t ∈ [0, 15] min. The cumulative number of state transitions is decreasing constantly for increasing smoothing parameter κ. This is reasonable if we for example study Figures 2, 3, 4 and 5. For very small smoothing parameter, e.g. κ = 2, we do not remove noise and outliers, resulting in a very fluctuating signal leading to high number of state transitions. In case of over-smoothing, e.g. κ = 120, existing characteristics in the HR progression might be smoothed out, see Figure 5 .
Study of the effect of the weighted median filter on the state intensity regression
In this section, we study the effect of the weighted median filter on the estimates of the state intensity regression parameters given different smoothing parameters. For this purpose, we have run the same pre-processing but with different smoothing parameters κ (namely κ = 10, 30, 60, 90) for the continuous newborn HR signals from the Safer Birth study. Afterwards, the HR signals were categorized and the state intensities were analyzed given a fixed set of covariates. The following set of covariates were included: Given this set, we compare the results from the state intensity regression for the state transition 60 − 120 to 120 − 180. Figure 8 shows the estimated time-dependent integrated regression parameters with approximated 95% confidence intervals (dashed lines) given a time-history length of 40 sec. For the sake of convenience, we have not depicted the estimates for Sex, BW and Time since LST. The plots of the time-dependent integrated regression parameters are not identical for different choices of κ. This is reasonable as a different choice of κ has a strong influence on the cumulative number of state transitions, see Figure 7 . Thus, the set of individuals that are at risk at a given time point t is changing and therewith also the estimated integrated regression parameters. However, the timedependent integrated regression parameters are looking fairly stable. Thus we can argue that in average the estimates are fairly robust against different choices of the smoothing parameter. The main difference can be observed on the y-axes because the scale is decreasing for all estimates with increasing smoothing parameter κ. This can again be explained by the decreasing number of state transition for larger smoothing parameter κ as depicted in Figure 7 . . Impact of different choices of κ for the weighted median filter on the estimated integrated regression parameters with approximated 95% confidence intervals (dashed lines) for the state transition (60 − 120) → (120 − 180) given a time history length of 40.
