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ABSTRACT
Computational investigations of structural, chemical, and deformation behavior in high-entropy
alloys (HEAs), which possess notable mechanical strength, have been limited due to the absence
of applicable force fields. First by employing Lennard-Jones (LJ) type potential, we explore the
atomic origins of the structural phase transformations (PTs) in AlxCrCoFeNi multi-principal ele-
ment alloys (MPEAs) using classical molecular dynamics (MD) simulations. We report that the
amorphous phase exists above the melting temperatures of the participating elements when the
concentration of Al ≤ 20 %, while for Al > 20 %, a gradual molten-amorphous phase transition
is noted. To extend investigations for mechanical properties, we propose a set of intermolecular
potential parameters for a quinary Al-Cr-Co-Fe-Ni alloy, using the available ternary Embedded
Atom Method and Lennard-Jones potential in classical molecular-dynamics simulations. The sim-
ulation results are validated by a comparison to first-principles Korringa-Kohn-Rostoker (KKR) -
Coherent Potential Approximation (CPA) [KKR-CPA] calculations for the HEA structural proper-
ties (lattice constants and bulk moduli), relative stability, pair probabilities and high-temperature
short-range ordering. The simulation (MD)-derived properties are in quantitative agreement with
KKR-CPA calculations (first-principles) and experiments. We study AlxCrCoFeNi for Al rang-
ing from 0 ≤ x ≤ 2 mole fraction, and find that the HEA shows large chemical clustering over
a wide temperature range for x < 0.5. At various temperatures high-strain compression pro-
motes atomistic rearrangements in Al0.1CrCoFeNi, resulting in a clustering-to-ordering transition
that is absent for tensile loading. Large fluctuations under stress, at higher temperatures, are at-
tributed to the thermo-plastic instability in Al0.1CrCoFeNi. With the proposed EAM-LJ potential
parameters, we then analyze the dislocation dynamics in the FCC Al0.1CrCoFeNi HEA. During
plastic deformation, we find that dislocation nucleation and mobility plays a pivotal role in initially
triggering twin boundaries followed by the generation of intrinsic and extrinsic stacking faults in
xvi
the alloy. At room temperature, we find dislocation annihilation contributes to the shear resis-
tance of the alloy effecting a serration laden plastic flow of stress as uniaxial strain is increased.
Designing advanced materials for high-temperature applications is a challenging problem. Tra-
ditionally superalloys, especially Ni-based, have been the to-go materials whenever strength, and
oxidation/corrosion resistance is required in applications ranging across gas turbines to engines.
Refractory elements have a high melting point and are ideal candidates to design refractory based
MPEAs. We utilized classical Hume-Rothery rules, like Valence Electron Concentration (VEC),
size-effect δ, alongside density functional theory predicted global stability parameter like formation
enthalpy and thermodynamic linear response predicted local stability criteria like short-range order
(SRO) to explore the 5D design space in a holistic manner for a quinary refractory MPEA. Our
investigation revealed the specific design regimes ideal for enhanced electronic stability alongside
desired mechanical strength for a novel refractory alloy series based on Mo-W-Ta-Ti-Zr. Findings
suggest that the elastic strength of predicted alloy, composition having greater content of Mo and
W (at. %), surpasses current commercial high-temperature alloy (Ti-Zr-Mo). Transport properties
of refractory MPEAs are also investigated as a potential new class of high-performance thermoelec-
tric material. Investigations in XTaMoW MPEAs (X=Ti, V, Nb, Zr) revealed dispersion effects
and critical doping concentration that helps in tuning the figure-of-merit (ZT) by a factor of 6 at
1250 K. Further investigations in refractory MPEAs revealed twinning-induced pseudoelasticity in
(MoW )0.85(TaT i)7.5Zr7.5. Atomistic insights through structural analysis and role of temperature
was carried out in this work. Materials for actuators and bio-medical stents are some of the possible
application areas for the predicted pseudoelastic MPEA. We design a robust computational frame-
work that couples the metaheuristic cuckoo search technique with classical molecular dynamics
simulations to explore the structure-composition phase space of multicomponent alloys. Thereby
the predictive scheme explores a vast materials landscape and accelerates the elemental selection
for discovery of novel multicomponent alloys. Structural design of MPEAs is generally based on
brute-force Monte-Carlo (MC) techniques which are often computationally demanding and less reli-
able. We proposed a novel exploratory technique to numerically design initial lattice structures for
xvii
MPEAs for quantum or atomistic calculations that maintains desired cubic symmetry, at required
compositions at a fraction of the computational requirements of current algorithms/frameworks.
Structural design of BCC alloy systems from binary to quinay were successfully performed and
verified with two different density functional approaches.
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CHAPTER 1. INTRODUCTION
“The highest education is that which does not merely give us information but makes our life in
harmony with all existence” – Rabindranath Tagore
Historically, human race has also found means of improvising. As with evolution of humans,
our materials that we use everyday have also evolved. From stone age to iron ,and now to the age
of nanostructured materials designed for specific applications. Metals have traditionally been used
for different applications ∼ manufacturing, automobile, construction, weapons etc. With limits of
traditional materials being reached, we soon started using “Alloys” to improve desired properties
like strength. In the new age, nickel/cobalt based superalloys have increasingly being used for high
temperature applications like propulsion systems of gas turbines, aircraft or naval vessels. With
technology pushing limits of these superalloys, there is a need to soon find next generation materials
that can be designed/optimized for different applications. This would require materials to have
properties like high strength, resistance to oxidation/corrosion, thermal properties etc.
1.1 Concept of a Multi-principal Element Alloy (MPEA)
A uniform mixture of substances in solid form is referred as a “Solid solution”. Solid solutions
often consist of two or more types of atoms or molecules that share a crystal lattice, as in steel
that is essentially a solid solution of iron and carbon. Prof. Cantor has been involved in the study
of equiatomic multicomponent alloys as early as 1981, where experimental investigations of a 20
component alloy was carried out. An extension of this investigation later, revealed that only one
composition of Co20Cr20Fe20Mn20Ni20 in atomic %, exists as a single FCC phase, implying the
mix of elements or their alloying resulted in a solid solution [1, 2]. Prof. Yeh began his research
on multi-principal elements alloys (MPEAs) around the year 1995. Improved oxidation and wear
2
resistance for the MPEAs were reported in the year 2004, [3] , whereas related theories, about many
exciting properties were discussed subsequently. Thus the year 2004 could be marked as the birth
of the field of MPEA, making it a relatively young field with a potential to create “Materials for
the future” .
A n-component solid solution, where the i th component exhibits a mole fraction Xi, has its ideal





where R is the gas constant = 8.314 J/K/mol.
In literature, there exists two definitions of MPEAs [4]:
(i). The one based on composition is, “ Alloys containing at least five principal elements, each with
an atomic % between 5 and 35 %”. Any minor phase is less than 5 %.
nmajor ≥ 5, 5% ≤ Xi ≤ 35%, and nminor ≥ 0, Xj ≤ 5% (1.2)
where nmajor and nminor are the number of major and minor elements respectively. The major
(i) and minor (j ) element have atomic % as Xi and Xj , respectively.
(ii). While one definition reads, “ Alloys having configurational entropies at a random state larger
than 1.5R.” In this, it does not matter whether they exists as a singe phase or multiphase at room
temperature.
∆Sconf ≥ 1.5R (1.3)
From this definition, MPEAs have received its more fancy acronym “High-entropy alloys (HEAs)”.
In literature MPEAs are also referred as Complex Concentrated Alloys (CCAs), or Concentrated
Solid Solutions (CSSs) or simple multicomponent alloys. The above are mere guidelines and not
strict definitions for MPEAs/HEAs. However, it is noteworthy that the stress is on having high
mixing entropy that is said to enhance the formation of a disordered solid solution over formation of
any ordered intermetallic compound. Traditional alloys, where ∆Sconf ≤ 1.5R are thus considered
Low-entropy alloys. Table 1.1 lists ideal configuration entropy (∆Sconf ) as a function of number of
elements (n) for equiatomic MPEAs [4].
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Table 1.1: Ideal configuration entropies expressed in R, for equiatomic alloys with increasing number
of elements (n), using the relation ∆Sconf = R ln n.
n 1 2 3 4 5 6 7 8 9 10
∆Sconf 0 0.69 1.1 1.39 1.61 1.79 1.95 2.08 2.2 2.3
Often, an operational definition for HEAs is a solid solution phase stabilized by the higher
configurational entropy that increases with increasing temperature. With increasing the number of
alloying elements (N), it should be noted, however, that the entropy increases as N ln N, whereas
interacting pairs that may drive chemical order increase as N2; so at low temperatures any favorable
ordering enthalpy could overcome the slower increasing entropy - a point often not given its due
consideration.
1.2 Features of MPEAs: Four Core Effects
MPEAs are said to inherit/posses four distinct features termed as the “Four core effects of
HEAs” [5], which could account for some of their excellent mechanical, structural or thermal prop-
erties as reported in literature:
(a). High-entropy effect for thermodynamics.
(b). Sluggish diffusion effect for kinetics.
(c). Severe lattice distortion effect for structure.
(d). Cocktail effect for properties.
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High-entropy effect is said to enhance the formation of solution phases and influences/ drives
to achieve a simple microstructure. It also effects the strength and ductility of the solution phases,
as a result of solution hardening. Sluggish diffusion can influence the microstructure and control
properties for better performance. The result of different atom size/kinds in the matrix of the solid
solution phase in the HEA, results in the severe lattice distortion effect. Cocktail effect is the overall
contribution of grain size/distribution/morphology, phase boundaries along with the influence on
properties from each phase in the MPEA.
1.3 Applications of MPEAs
The field of MPEAs/HEAs offers development of novel alloys/materials, as explorations in the
interior regions of the multi-principal element phase diagrams are now a reality. This new idea
of exploring the expansive realm of “hyper-dimensional complex composition space” can lead to
materials having improved performance over all existing conventional materials/alloys/superalloys.
The compositional complexity does not automatically imply microstructural complexity as a
result of the high mixing entropy. The concept of HEAs has shown merit with the production of
several single or multi-phase experimental alloy compositions with face center cubic (FCC or A1 )
and/or body center cubic (BCC or A2 ) and/or hexagonal close packed (HCP or A3 ) crystal struc-
tures having exceptional high strength, ductility and improved resistance to oxidation/corrosion.
MPEAs have attracted increasing attention, especially as structural materials, due to their remark-
able mechanical strength, ductility and enhanced resistance to corrosion/oxidation and fatigue at
ambient and elevated temperatures [3, 6, 7, 8, 9]. A MPEA exceeding fracture toughness values
of conventional metals/alloys as reported by Gludovatz et al. [10], are evidence of the fact that
MPEAs are ideal candidates for exploring next-generation fracture-resistance materials.
For almost all HEAs for which mechanical properties have been reported are mostly based on
the CoCrFeNi 3d-transition elemental framework to which additional elements such as Al [3, 5, 11],
Cu [3, 5, 6], Mn[6], Mo[7], and/or Ti, [6, 12] have been added.
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Investigations in off-stoichiometric ratios or non-equimolar compositions in multi-principal el-
ement alloys can also lead to enhanced properties, as found by Li et al. [13], where a dual-phase
high-entropy alloy is reported. The decrease in phase stability of the Fe80−xMnxCo10Cr10 (x in at
%) HEA as a result of change in composition, promoted dual-phase and transformation-induced-
plasticity (TRIP). Thus, resulting in enhanced strength alongside increase in ductility, a feature
which is often counteracting in nature.
The high mixing entropy concept of HEAs are also currently being explored to investigate and
design: [14]
(a). high-entropy refractory alloys (HERAs)
(b). high-entropy superalloys (HESAs)
(c). high-entropy ceramics (HECs)/ high-entropy carbides (HEACs)/ high-entropy oxides (HEAOs)/
high-entropy nitrides (HEANs)
(d). high-entropy bulk metallic glasses (HEBMGs).
1.4 Challenges in Analysis of MPEAs
The assumption that the total entropy of disordered solid solution is dominated by the ideal
configurational entropy SSS,ideal, is often an over statement. For an ideal solid solution, the en-
thalpy (HSS,ideal) is considered 0. However, since most binary solutions are sub-regular solutions,
MPEAs/HEAs should also show identical behavior, where HSS 6= 0, in the Gibbs energy relation
(GSS = HSS−T (SSS)), and the atomic distribution is non-random. Hence to define the configura-
tional entropy SSS , a simple model like that for an ideal solid solution ∼∆Sconf = −R
∑n
i=1XilnXi
does not exist. A table (Table 1.2) summarizing enthalpy and entropy features of ideal, regular
and sub-regular solutions adapted from Miracle and Senkov [15] is presented below:
The total molar entropy of phase (Ø), SØ is a sum of contribution from ideal, configurational,
vibrational, electronic and magnetic entropies. The total molar entropies expressed as difference of
the solid solution (SS) and inter-metallic (IM) phases is SSS−IM = SSS − SIM .
Thus there can be significant contributions from the the excess entropy terms to the total entropy
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Table 1.2: Types of solid solutions.
Type HSS SSS Atomic distribution Curve Frequency
Ideal 0 −R
∑n
i=1XilnXi Random Symmetric Uncommon (∼ 4%)
Regular 6= 0 −R
∑n
i=1XilnXi ∼Random Symmetric Uncommon (∼11%)
Sub-regular 6= 0 No simple model Non-Random Asymmetric Uncommon (∼ 85%)
during the competition between the phases. As no single term, among ∼ HSS , SSS , HIM , SSS has
consistent domination, analyzing phase selection in MPEAs is rather complex and challenging.
Investigations in MPEAs/HEAs/CCA are mostly limited to experimental analysis while ex-
ploring the structure-composition-property relationships. First-principles density functional theory
(DFT) calculations are increasingly being used to predict structure-composition relationship us-
ing the Korringa-Kohn-Rostoker (KKR) or the Exact-Muffin-Tin-Orbital (EMTO) approach. The
plane-wave analysis is limited as it requires knowing the exact coordinates for the different types
of atoms sitting in the lattice of the MPEA. This itself is a daunting task as it requires ground
state structure explorations to predict the most stable structure. Molecular dynamics (MD) ap-
proach simulates the behavior of explicit particles, including atoms, ions, and also many complex
materials.The particle interactions are defined using relatively simple analytical potential energy
functions. Through these functions we then compute forces, torques and integrate Newtons equa-
tions. The advantage over first-principles DFT method would be that here we are able to simulate
millions of particles. With the absence of potential energy functions, the MD studies for MPEAs
has been limited in literature.
1.5 Thesis Overview
As the field of MPEAs is rather novel, there exists no specific thermodynamic/computational
models that can be used to assess structure, properties, phase selection, let alone properties like me-
chanical, electrical, or transport. With experiments and computationally demanding first-principles
DFT calculations being the sole tool for analysis. The research on this area has been limited and
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Figure 1.1: An overview of the different analysis carried out in the present work.
at a slow pace. The objective of the present work is to accelerate understanding of such multi-
component alloys by employing holistic design approaches, utilizing combinatorial assimilated po-
tentials in large-scale atomistic simulations and designing heuristic optimization-simulation frame-
works to link structure-composition-property design landscape.
[Ch.2] Investigating the role of Al in Al containing HEAs: We investigate PTs in
AlxCrCoFeNi using classical molecular dynamics (MD) simulations. The choice of the interatomic
potential parameters is validated by comparing simulation predictions against available experi-
mental densities for different AlxCrCoFeNi alloys and analytical estimates. Our results show that
the effect of cooling rates is negligible for PT in the quinary HEA. A temperature induced PT
is observed for transforming the molten to intermediate amorphous phases and subsequently the
amorphous to a crystalline state. The role of increasing Al content in nucleating the child phase
at a relatively lower crystallization temperature is described from the variation of energy with
temperature during the quenching process. The molten to amorphous PT initiates through the
8
nucleation of the final child phase in the parent molten phase when the temperature approaches ∼
2,800 K. The type of nucleation varies with Al concentration in AlxCrCoFeNi: for x = 10 and 20,
the A1 phase is initiated, while for Al ≥ 30 % , an amorphous (or solidified molten) phase exists
in the HEA. The common neighbor analysis confirms the preferred A1 (FCC) phase for the lower
Al content, while at higher Al fractions, a definite crystalline structure (an FCC or BCC phase)
remains undetermined for the HEA.
[Ch.3] Establishing a robust potential for MD analysis: In this report, we establish a
force-field for a quinary Al-Cr-Co-Fe-Ni alloy and validate it by comparing structural properties,
relative stability, and pair probabilities with first-principles calculations and limited experimental
results. After the validation, we employ the new potential to investigate the large-scale deformation
characteristics of Al0.1CrCoFeNi using atomistic MD simulations. Thus, we address the absence
of well-developed force-field functions for multi-principal element alloys and provide the EAM-LJ
parameters to define the self- and cross-interactions of the participating elements in the alloy. In
Al0.1CrCoFeNi, the electronic-structure-based linear-response calculations predict clustering driven
by Al-Ni pair correlations (forcing Al-Al and Ni-Ni clustering behavior). The MD simulations are
in agreement with the clustering trend as given by the large clustering domains of like pairs domi-
nated by Al-Al. Although an increase in temperature reduces the clustering strength of like pairs,
Al-Al correlations still dominate. The HEA shows a clustering-to-ordering transition under com-
pressive loading, which is attributed to atomistic rearrangements at high strains. Corresponding
pair correlations further corroborates the ordering behavior in the strained alloy. This investiga-
tion provides further motivation for the experimental exploration of high-temperature compressive
thermo-plastic instability in Al0.1CrCoFeNi.
[Ch.4] Extending the force-field to analyze dislocations during deformation in MPEAs:
We investigate the deformation mechanism of a single phase face-centered cubic multi-principal ele-
ment alloy, Al0.1CrCoFeNi, uniaxial tensile loading employing classical molecular dynamics compu-
tations. The simulated structure and potential model is validated from the pair-correlation function
computed over all atom pairs. While our predictions for structure density and Youngs modulus
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concur with available experimental reports, the insignificant strain hardening effects derived from
the simulations relative to the measurements in the literature are attributed to the use of high
deformation rate, limited computing time, and finite-size restrictions of the MD model. The dis-
location analysis reveals that upon straining the material, deformation mechanism is initiated by
twinning. The latter is gradually replaced by intrinsic and extrinsic stacking faults as dislocations
nucleate. The localized atomic shear strain shows weak preference for shear band formation with in-
creased tensile loading. The presence of Shockley 1/6 <112> partial dislocations from dissociation
of perfect dislocation reduce the dislocation hardening in the HEA. Plastic deformation destroys
dislocations at room temperature, although the dislocation density increases at higher temperature
improving the strain hardening. Finally, the serrations observed in the stress-strain behavior at
300 K are attributed to the coupled effect of dislocation annihilation and negligible local atomic
shear strains. These findings contribute understanding of defect nucleation and mobility mecha-
nisms in concentrated solid solutions. Finally, we conclude that more efficient dislocation models
are required to accurately characterize experimental dislocation features in HEAs. Nevertheless,
our simulations offer valuable insights on defect nucleation and evolution, which are experimentally
difficult to accomplish by tensile loading analysis and are computationally unfeasible using first
principle calculations.
[Ch.5] Holistic design approach to establish a high-strength refractory MPEA:
Nickel-based superalloys and near-equiatomic high-entropy alloys containing Molybdenum are known
for higher temperature strength and corrosion resistance. They are the choice of materials in high-
temperature applications. With advancement in technology we need to push the operating temper-
atures of Gas Turbines, Rocket Engines and Propulsion systems to save cost, as efficiency improves.
Thus new advance materials are the need of the hour. Complex solid-solution alloys offer a huge
design space to tune for optimal properties at slightly reduced entropy. Refractory elements with
their higher melting points (usually above 1200 ◦C) offer a selection of elements to choose from
while designing the MPEA for high-temperature application. For refractory Mo-W-Ta-Ti-Zr, we
showcase KKR electronic-structure methods via the coherent-potential approximation to identify
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alloys over 5-dimensional design space with improved mechanical properties and necessary global
(formation enthalpy) and local (short-range order) stability. Deformation is modeled with classi-
cal molecular dynamic simulations, validated from our first-principles data. We predict complex
solid-solution alloys of improved stability with greatly enhanced modulus of elasticity (3× at 300
K) over near-equiatomic cases, as validated experimentally, and with higher moduli above 500 K
over commercial alloys (2.3× at 2000 K). We also show that optimal complex solid-solution alloys
are not described well by classical potentials due to critical electronic effects.
[Ch.6] Dispersion engineering refractory MPEAs to enhance thermoelectric per-
formance: Transport properties of refractory high-entropy alloys (HEAs) are investigated as a
potential new class of high-performance thermoelectric materials. A high-temperature thermoelec-
tric with a low thermoelectric figure of merit (ZT ) converts similar energy to a low-temperature,
high-ZT material, offering potential for designing refractory materials for high-temperature ap-
plications. Employing density functional theory, we assess the influence of alloying on electronic
and transport properties, exemplified for refractory XTaMoW HEAs (X=Ti, V, Nb, Zr), where
Zr increases ZT over other elements. However, by dispersion engineering via controlled doping
(0-5% Nb for Zr), we found a factor 6 enhancement to ZT (∼0.55) at 1250 K for 1.5% Nb over the
undoped case.
[Ch.7] Twinning-induced pseudoelastic behavior of (MoW )0.85(Zr(TaT i))0.15: An in-
vestigation of the deformation mechanisms using classical molecular simulations in complex solid
solution BCC (MoW)85(TaTi)7.5Zr7.5 alloy under tensile-compressive loading is carried out. The
atomistic model reveals temperature dependent pseudoelastic behavior aided by twinning during
loading-unloading cycle. The pseudoelastic behavior is found to be independent of loading di-
rections with identical cyclic deformation characteristics during uniaxial loading. A variation in
temperature from 77 to 1500 K enhanced elastic strain recovery in the BCC solid solution. We
provide a critical first-hand evidence of pseudoelastic behavior in (MoW)85(TaTi)7.5Zr7.5. Materials
with pseudoelasticity have diverse applications including in biomedical fields. Prior to this work,
11
limited solid solutions of BCC single and quaternary elemental systems in single crystal form have
shown pseudoelastic behavior at low temperatures and high strain rates.
[Ch.8] Simulation-Optimization framework to explore efficiently the composition-
property design space in MPEAs: We develop and implement a combined cuckoo search and
molecular dynamics based the design framework to optimize the composition of multicomponent
alloys for the desired structural property, such as high tensile strength. The metaheuristic simula-
tion algorithm is sufficiently robust to be not confined by local optimum solutions and predict the
global maxima/minima. We employ the technique to examine the variation of mechanical strength
under high strain-rate deformation in binary, ternary, and quinary multicomponent alloys. The
results of the computational scheme reveal the correlation between the concentration of a single
element (design variable) and ultimate tensile strength (objective function) that are qualitatively
in agreement with earlier experimental measurements. The proposed technique accelerates the se-
lection and composition of elements for a multicomponent alloy system with desired structures and
properties, overcoming the limitations of trial-and-error strategies for exploring the vast materials
landscape for such complex structures.
[Ch.9] Extending the Cuckoo Search (CS) framework to design structures with
desired randomness (short-range-order, SRO) [Super-cell based random approximate
structures: SCRAPS]: We introduce a metaheuristic Cuckoo search (CS) based hybrid approach,
specially tailored for multicomponent solid solution alloys. The power of algorithm lies in the ability
to divide global and local convergence efficiently between CS and Monte-Carlo search. This make
hybrid CS fast and efficient along with keeping it away from local minima traps. Currently, search of
multicomponent alloy system is restricted by the huge design space. To that end, we use hybrid-CS
to generate supercell based random approximate structure (SCRAPS). We exemplify the SCRAPS
by designing multi-component alloy systems using short-range order parameter as one of metrics.
SCRAPS provides reasonable disorder structure needed in the first-principles/atomistic modeling of
phase, structural, and/or mechanical behavior. For validation, we use SCRAPS generated supercells
to study phase stability (formation energy) and phonon stability of Cu3Zn, TaW and TaWMo alloys.
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[Ch.10] Role of optimization & machine learning: The need for advanced materials has
led to the development of complex solid solution alloys. These materials have shown exceptional
properties like strength, toughness, ductility, electrical and electronic properties. Current inves-
tigations of such material systems are restricted by expensive experiments and computationally
demanding first-principles simulations. Atomistic simulations can provide reasonable insights on
properties in such material systems. However, the issue of designing robust potentials still exists.
A machine learning based potential can be a suitable alternative that propels investigations into
such materials and provides required insights on properties. In the present work, we explore vox-
elization and deep neural networks to design robust machine learning based potentials for complex
solid solution alloys. Our results highlight the role of voxel resolution and provide insights into the
two bounding box methodologies implemented.
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CHAPTER 2. CRYSTALLIZATION KINETICS IN AlxCrCoFeNi MPEAs
We explore the atomic origins of the structural phase transformations (PTs) in AlxCrCoFeNi
multi-principal element alloy (MPEA) using classical molecular dynamics (MD) simulations. Our
investigation critically reveals the role of Al content in triggering such diffusive transformations
from a molten to a crystalline phase (for lower Al concentrations) or from molten to amorphous
transitions (for Al fractions above the equiatomic alloy composition). Structural pair-correlation
functions employed to provide atomistic evidence and mechanisms for the PTs show that the molten
to amorphous PT initiates through the nucleation of a final child phase in the parent molten phase.
Our structure predictions, although differ from earlier experimental observations, are confirmed by
the predictions from common-neighbor analysis.
2.1 Structural Characteristics of Al Containing MPEAs
Multi-principal element alloys (MPEAs), are concentrated solid solutions consisting of five or
more metals in approximately equiatomic ratios.[1, 2, 3, 4, 5, 6, 7] MPEAs possess remarkable
mechanical and structural properties [8, 9, 10, 11, 12], due to the high configurational entropy that
contributes to the enhanced phase stability with increasing number of constituent elements and
temperature.[13, 14, 15] Computational investigations of rapidly solidified structures composed of
Ni, Al, Cu, Co, Ti, V, Zn, Zr show that the disorder in molten, amorphous or crystalline states of
the MPEA increases, as expected, with increasing number of elements [16]. Atomistic simulations
of the growth of AlCoCrCuFeNi MPEA thin film on Si predict an A2 to A1 phase transition at
different annealing temperatures [17]. Previous reports have demonstrated the effect of the rela-
tively larger atomic size of Al on the structure of MPEAs containing it [18, 19, 20, 21, 22, 23, 24]
For instance, the strong tendency of Al and Cr to form compounds in the equiatomic AlCrCoFeNi
Aayush Sharma, Sanket A. Deshmukh, Peter K. Liaw and Ganesh Balasubramanian, Crystallization kinetics in
AlxCrCoFeNi (0 ≤ x ≤ 40) high-entropy alloys, Scripta Materialia (2017) 141:54-57
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MPEA triggers the B2 phase, instead of the A2 phase in solid solutions [25] Both experimental
and computational evidences suggest that for AlxCoCrFeNi MPEA, 10 < x (atomic %), an A1
(face centered-cubic (FCC)) to A2 (body-centered-cubic (BCC)) phase transition occurs with an
intermediate duplex (A1 + A2 ) phase [23, 25, 26]. However, experiments are limited in describing
atomistic mechanisms and reproducing visual representations underlying such transitions. Here, we
use classical molecular dynamics (MD) simulations to examine the atomic origins of phase trans-
formation (PT) in AlxCrCoFeNi MPEA, and determine the nucleation criteria. Specifically, we
investigate the role of Al atom during such phase transitions in the MPEA using the atomic trajec-
tories to construct the structural pair-correlation function g(r), and interrogating the total energy
variations with temperature, and common neighbor analysis.Our results reveal that diffusion in-
duces temperature-driven transitions from the molten to A1 phase via an intermediate amorphous
structure. The amorphous phase exists above the melting temperatures of the participating ele-
ments when the concentration of Al ≤ 20 %, while for Al > 20 %, a gradual molten-amorphous
phase transition is noted where the A2 or B2 phase do not develop as previously reported in
experiments[25, 26]
2.2 Molecular Dynamics using Classical Lennard-Jones (LJ) Potential
The highly parallelized LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)
simulation package [27] is employed for all our computations, while the visual analysis and post-
processing of molecular trajectories are performed with VMD (Visual Molecular Dynamics) [28]
and OVITO [29]. An FCC lattice of 5.6 nm × 5.6 nm × 5.6 nm composed of randomly distributed
Al, Cr, Co, Fe and Ni atoms, as shown in Fig. 2.1, is constructed. The relative fractions of
the different elements in the MPEA samples investigated are listed in Table 2.2. We vary the Al
content of the different simulated materials to induce phase transitions. The cuboidal simulation
cell contains 32,000 atoms with periodic boundary conditions imposed in all the directions. The
intermolecular interactions are described using the classical Lennard-Jones (LJ) pair-potentials with
the parameters extracted from the literature, as detailed in Table 2.1[17, 30, 31]. We qualitatively
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validate the LJ force-field parameters (Table 2.3) by comparing experimental [32], analytical (using
the rule of mixtures) [33], and simulated densities for the different MPEAs. A maximum deviation
of ∼ 11 % from our predictions is noted for the Al30CrCoFeNi alloy, motivating us to use the
simplified force field to provide qualitatively reliable predictions of PTs in AlxCrCoFeNi MPEAs in
lieu of more accurate, but computationally demanding and time intensive, multibody intermolecular
potential functions.
Table 2.1: Lennard-Jones (LJ) potential parameters are listed (depth of the potential well, ε, and
the distance parameter, σ) for the different elements considered in the MD simulation of the MPEA.
The Lorentz-Berthelot mixing rule is employed to describe the cross interactions between any two
dissimilar species, i and j, which yields εij = (εiεj)











Al FCC 4.05 27 0.392 2.620
Cr BCC 2.88 51 0.502 2.336
Co HCP 2.50 59 0.510 2.306
Fe BCC 2.86 56 0.527 2.321
Ni FCC 2.50 57 0.520 2.282
Table 2.2: Elemental (atomic %) compositions of Al, Cr, Co, Fe and Ni that constitute the MPEA
samples in our investigation. Al varies between 0 to 40 %, while the other elements are in near
equiatomic concentrations.
MPEA Al Cr Co Fe Ni
CrCoFeNi - 25 25 25 25
Al10CrCoFeNi 10.10 21.92 21.80 22.94 23.22
Al20CrCoFeNi 20 20 20 20 20
Al30CrCoFeNi 29.86 17.60 17.41 17.25 17.85
Al40CrCoFeNi 39.85 15.18 14.99 14.70 15.26
The energy minimization of the structures, carried out using the steepest descent algorithm with
the energy tolerance of 10−15 and force tolerance of 10−15 (eV/Å) results in geometrically optimized
configurations for randomly distributed elements in the AlxCrCoFeNi MPEA. Next, this structure
is initialized at 5,000 K under an isothermal-isobaric (NPT) ensemble at a pressure of 0 MPa for 90
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Figure 2.1: The elements Al, Cr, Co, Fe, and Ni, constituting the MPEA, are randomly distributed
in an FCC lattice to form the various AlxCrCoFeNi alloy samples. The elemental concentrations
are listed in Table 2.2. The various colors represent the different elements: Al in red, Ni in green,
Cr in orange, Fe in blue, and Co in yellow.
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picoseconds (ps). Although the initial temperature exceeds that of vaporization of the constituent
elements, such a high temperature eliminates artifacts associated with the crystallization of the
alloy into a solidified lattice form upon quenching. Subsequently, we rapidly quench the alloy to
300 K at cooling rates of 0.783 K/ps and 0.450 K/ps, respectively. The structure is allowed to relax
for an additional 90 ps. The quenched MPEA is further equilibrated under the NPT and NVT
(canonical) ensembles, successively for 1,000 ps and 2,000 ps, respectively. The pressure (0 MPa),
and temperature (300 K) constraints are imposed by the Nosé-Hoover barostat and thermostat with
coupling times for both set at 1 ps. Finally, the entire structure is allowed to equilibrate for 1,000
ps under the microcanonical ensemble (NVE). A time step of 0.001 ps is maintained throughout all
our simulations. We analyze pair-correlations from the generated molecular trajectories to reveal
crystallization kinetics, and atomistic preference of the different elements in the MPEA.
Table 2.3: Densities for different MPEA samples, AlxCrCoFeNi (0 ≤ x ≤ 40), as derived from









CrCoFeNi 8.3428 8.1823 8.01
Al10CrCoFeNi 7.1878 7.3409 7.27
Al20CrCoFeNi 7.0133 6.7243 7.22
Al30CrCoFeNi 6.4002 6.0815 5.72
2.3 Atomistic Evidence of the Role of Al in Triggering Phase Transition
Our results describe the temperature induced diffusive PT where Al content governs the phase
transitions from molten to amorphous to A1 phases. The evolution of total energy per atom as
a function of temperature during cooling, and crystallization is presented in Fig. 2.2. A distinct
energy shift that occurs for Al concentrations between 0 - 20 atomic % identifies the initial tempera-
ture for initiating crystallization (Tcry). The predicted trends for crystallization/melting initiation
(Fig.2.5) are found to be higher than experimental measurements of the investigated alloys since
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Figure 2.2: The effect of increasing Al content on the crystallization temperature in different
MPEAs is presented through a temperature variation of total energy per atom. At higher Al
contents, for 30 or 40 atomic %, the transformation is gradual denoting a molten-to-amorphous
transition, while at lower Al concentrations or 10 or 20 atomic %, a molten-to-crystalline (FCC)
phase transformation is noted, similar to what is expected in the absence of Al in the MPEA.
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Figure 2.3: The structural pair correlations, g(r), for the various MPEAs investigated at different
temperatures show that nucleation of the FCC (or the A1 ) phase from the molten phase occurs
for (a) Al10CrCoFeNi and (b) Al20CrCoFeNi alloys at temperatures below 2,650 K. For higher Al
contents, as in (c) Al30CrCoFeNi, the splitting of the second peak typical of an amorphous phase,
represents a molten-to-amorphous phase transition below 2,650 K.
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Figure 2.4: Variation in the cooling rate (quenching rate) has negligible effects on the PT in
AlxCrCoFeNi alloy. Here, a cooling rate of 0.450 K/ps has an identical phase-nucleation tempera-
ture, as compared to results from a different cooling rate of 0.783 K/ps.
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Figure 2.5: Cooling and heating of the (a) Al20CoCrFeNi and (b) Al30CoCrFeNi MPEA shows
elevated melting and recrystallization temperatures as compared to experimental observations.
This observation is attributed to pure and defect-free crystal lattice, finite quenching rate and size
effects in MD simulations along with limitations of the Lennard-Jones (LJ) pair-potential being
employed to describe atomic interactions.
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we employ an ideal defect-free crystal lattice along with the pair-wise LJ potential to describe
interactions between the atoms in the alloy. Also, given the finite size restrictions of the simulated
structure, an accurate crystallization/melting temperature cannot be effectively predicted. A di-
rect comparison with experimental observations will require the development of precise multi-body
potentials dedicated for the simulations of specific alloys, that is beyond the scope of the present
investigation. We find that with increase in Al content, decreases. Since sluggish diffusion is con-
sidered to be inherent to MPEAs [34, 35], the decrease in is attributed to the Al atoms affecting the
child or product phase nucleation at a lower temperature (∼ 2,600 K) in Al10CrCoFeNi than at a
higher temperature of ∼ 2,800 K, as in the CrCoFeNi alloy. With a decrease in, the amount of heat
removed from the molten phase to crystallize the structure increases. Thus, in a quinary alloy we
predict an increased amount of heat removal from the parent (molten) phase as it crystallizes in the
lattice. The temperature variation of the energy per atom demonstrates the driving characteristic
of Al in AlxCrCoFeNi in influencing the formation of the child phase (a crystalline or amorphous
structure) from the parent phase (molten) during the cooling process.
We employ the structure pair-correlation function, g(r), to examine the temperature induced
structural PT. g(r) describes the distribution of an alloy element in the neighborhood of a reference
element constituting the MPEA. Here, the mean g(r) of all possible pairs are considered to describe
the PT for the quenching rate of 0.783 K/ps. The two cooling rates employed in our simulations
show that the g(r) distributions are similar (see Fig. 2.4), and no effect of the cooling rate is observed
for the metastable states. As illustrated in Fig. 2.3, a molten phase exists at a temperature of 2,650
K, below which we observe the first trace of nucleation of the A1 phase in the primary molten phase
for Al10CrCoFeNi and Al20CrCoFeNi (Figs. 2.3(a) and (b)). In Al30CrCoFeNi (Fig. 2.3(c)), the Al
content is considerably greater, relative to Cr, Co, Fe, Ni, and hence there is no onset of crystalline
phase nucleation in the molten / melt phase like Al10CrCoFeNi or Al20CrCoFeNi. Upon nucleation,
the A1 phase transition drives the molten phase to an intermediate amorphous structure, and a
complete PT of the molten to A1 transition does not occur. A molten-to-amorphous transition
is noted, as the sample approaches room temperature (300 K). Nevertheless, the molten - A2
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phase transition, as is reported in experiments [26], is not achieved in our atomistic computations
that cannot overcome the energy barrier for such transitions in bulk MPEAs due to limitations of
simulated length, and time scales.
Among the constituent elements of the MPEA considered, Al has the lowest melting point (≈
930 K). Figure 2.2 highlights that an increase in Al content substantially lowers the of the MPEA,
facilitating a molten-to-amorphous PT as we crystallize the MPEA but we do not attain the re-
ported A2 (or B2 ) phase for Al > 20 % [23, 25, 26]. Hence, the melting limit of Al controls
the energy barrier for the molten-amorphous PT in the AlxCrCoFeNi nano-crystal, provided that
defects and grain-boundary effects are suppressed in the lattice. For Al ≤ 20 % , a molten to
intermediate amorphous PT results from the internal energy of the molten phase overcoming an
energy barrier to initiate nucleation for the crystalline phase (A1 ). The distinct shift in energy
(kJ/mol) with temperature (K) suggests this PT to be of first-order (Fig. 2.2). Again, the amor-
phous to crystalline PT occurs progressively with decreasing temperature from 2,180 K to 300 K in
AlxCrCoFeNi MPEA (x = 10, 20), where the A1 is the preferred phase (Figs. 2.3 a and b). On the
other hand, the quinary Al30CrCoFeNi transforms into an amorphous or solidified molten-like phase
(Fig. 2.3 c). We employ the common neighbor analysis (CNA) [36, 37] modifier of the OVITO
package to visualize the local structural environment in the different MPEAs. The adaptive CNA
with variable cut-offs automatically determines the threshold radius for phase identification of the
atoms in the multicomponent environment of the MPEA lattice [38]. The results presented in Table
2.4 show that at lower Al concentrations (0 - 20 atomic % ) atoms in the MPEA predominantly
favor the A1 phase. With increase in Al content, CNA fails to characterize the MPEA into either
the FCC or BCC lattice types, indicating that the atoms favor an amorphous type coordination in
the AlxCrCoFeNi alloy.
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Table 2.4: Common neighbor analysis for the different quenched MPEAs reveal that A1 (an FCC
phase) is the preferred phase at low Al concentrations (0 - 20 atomic %), in agreement with previous
experiments [26]. Here, the higher the numerical value, the greater the preferred coordination
(FCC, BCC or other type). As the first neighbor distances of FCC and HCP phases are identical,
we differentiate only between FCC and BCC forms. An increase in Al above 20 % strongly triggers
an amorphous phase, but the experimentally reported A2 (BCC), B2 or even the duplex (A1 +A2 )
phases [23, 25, 26] are not realized in our computational investigations of the ideal AlxCrCoFeNi
MPEA lattices.
MPEA FCC BCC Other
CrCoFeNi 100 0 0
Al10CrCoFeNi 75.7 1.6 22.7
Al20CrCoFeNi 64.8 1.4 33.7
Al30CrCoFeNi 0.3 0 99.6
Al40CrCoFeNi 0 0 100
2.4 Summary
We investigate PTs in AlxCrCoFeNi using classical molecular dynamics (MD) simulations. The
choice of the interatomic potential parameters is validated by comparing simulation predictions
against available experimental densities for different AlxCrCoFeNi alloys and analytical estimates.
Our results show that the effect of cooling rates is negligible for PT in the quinary MPEA. A tem-
perature induced PT is observed for transforming the molten to intermediate amorphous phases
and subsequently the amorphous to a crystalline state. The role of increasing Al content in nucleat-
ing the child phase at a relatively lower crystallization temperature is described from the variation
of energy with temperature during the quenching process. The molten to amorphous PT initiates
through the nucleation of the final child phase in the parent molten phase when the temperature
approaches ∼ 2,800 K. The type of nucleation varies with Al concentration in AlxCrCoFeNi: for x
= 10 and 20, the A1 phase is initiated, while for Al ≥ 30 % , an amorphous (or solidified molten)
phase exists in the MPEA. The common neighbor analysis confirms the preferred A1 (FCC) phase
for the lower Al content, while at higher Al fractions, a definite crystalline structure (an FCC or
BCC phase) remains undetermined for the MPEA.
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CHAPTER 3. STRUCTURAL-MECHANICAL PROPERTIES OF AN
Al0.1CrCoFeNi MPEA
Computational investigations of structural, chemical, and deformation behavior in multi-principal
element alloys (MPEAs), which possess notable mechanical strength, have been limited due to the
absence of applicable force fields. To extend investigations, we propose a set of intermolecular
potential parameters for a quinary Al-Cr-Co-Fe-Ni alloy, using the available ternary Embedded
Atom Method and Lennard-Jones potential in classical molecular-dynamics simulations. The sim-
ulation results are validated by a comparison to first-principles Korringa-Kohn-Rostoker (KKR) -
Coherent Potential Approximation (CPA) [KKR-CPA] calculations for the MPEA structural prop-
erties (lattice constants and bulk moduli), relative stability, pair probabilities and high-temperature
short-range ordering. The simulation (MD)-derived properties are in quantitative agreement with
KKR-CPA calculations (first-principles) and experiments. We study AlxCrCoFeNi for Al ranging
from 0 ≤ x ≤ 2 mole fraction, and find that the MPEA shows large chemical clustering over a
wide temperature range for x < 0.5. At various temperatures high-strain compression promotes
atomistic rearrangements in Al0.1CrCoFeNi, resulting in a clustering-to-ordering transition that is
absent for tensile loading. Large fluctuations under stress, at higher temperatures, are attributed
to the thermo-plastic instability in Al0.1CrCoFeNi.
3.1 Molecular Dynamics (MD) Analysis for MPEAs: Missing Link – A
Reasonable Potential
Multi-principal element alloys (MPEAs) are solid solutions[1, 2, 3, 4, 5, 6, 7, 8] consisting of
five or more metallic elements in approximately equimolar ratios with elemental compositions typ-
Aayush Sharma, Prashant Singh, Duane D. Johnson, Peter K. Liaw, and Ganesh Balasubramanian, Atomistic
clustering-ordering and high-strain deformation of an Al0.1CrCoFeNi high-entropy alloy, Scientific Reports (2016)
6:21028.
Note: In this work, the MD study is my contribution.
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ically between 5-35 atomic percent (at.%). They have attracted increasing attention, especially as
structural materials, due to their remarkable mechanical strength and resistance to oxidation and
fatigue at ambient and elevated temperatures [3, 4, 5, 9, 10]. The compositional complexity does
not automatically imply microstructural complexity due to the high mixing entropy. Often, an
operational definition for MPEAs is a solid solution phase stabilized by the higher configurational
entropy that increases with increasing temperature. With increasing the number of alloying ele-
ments (N), it should be noted, however, that the entropy increases as N ln N whereas interacting
pairs that may drive chemical order increase as N2; so at low temperatures any favorable ordering
enthalpy could overcome the slower increasing entropy a point often not given its due importance.
Thus, investigations of the MPEA structural, chemical, and relative stability properties arising from
the unique composition-structure relationship are alone intriguing, and deformation properties in
particular have an important engineering role.
The deformation process in MPEAs for quasi-static loading at low strain rates (10−2 to 10−4
s−1) reveals the contributions of slip and twinning mechanisms [11, 12, 13, 14, 15]. The deformation
behavior at high-strain rates (< 102 s−1), even for conventional alloys undergoing dynamic loading,
is complex due to the localized strain accumulating along the adiabatic shear bands [16, 17]. High-
strain rates in a crystalline lattice can lead to amorphization in the shear band that arise during
deformation [18], as shown by the formation of amorphous and nano-crystalline structures in the
Fe-Ni-Cr alloy. Knowledge of high-strain deformation is particularly important for applications
where strain rates higher than ∼ 102 s−1 are encountered [16, 17, 18, 19, 20, 21, 22], such as high-
temperature mechanical strength of lightweight armor materials, blast impact of debris on aircraft
composite panels, satellites and spacecraft, as well as high-speed machining, all potentially relevant
opportunities for employing MPEAs. While research on MPEAs is rapidly gaining interest,
(1) the related literature on theoretical investigations is sparse and
(2) experimental investigations are expensive and resource intensive.
Additionally, because atomic arrangements in the alloy crystal significantly contribute to the mate-
rial phase and deformation mechanics, we employ a combination of the computationally demanding
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Figure 3.1: Atomistic representation of the multi-principal element alloy for different elements on
lattice. Elements (Al, Cr, Co, Fe, and Ni) are combined in a FCC lattice to form the Al0.1CrCoFeNi
alloy. Quenching of Al0.1CrCoFeNi causes the high -T solid-solution disordered phase to shift to
the phase-separated regions of (Al, Cr, Co, Fe, and Ni) at T = 300 K, as shown in (v).
first-principles calculations and classical molecular-dynamics (MD) simulations to explore the high-
strain deformation in a model MPEA.
Classical MD simulations are unable to provide quantitatively accurate predictions of mechanical
deformation for these multi-element alloys due to the lack of robust intermolecular potentials.
Thus, earlier efforts in the literature have primarily resorted to computationally expensive and
system-size-limiting, first-principles calculations, which are restricted in scope for understanding
the deformation dynamics due to very large system size. New potentials would enable a classical
treatment of such alloys and allow us to examine much larger material domains consisting of several
thousands of atoms.
Here, we derive relevant force-field parameters for a model quinary Al0.1CrCoFeNi MPEA shown
in Fig. 3.1, using available ternary Embedded Atom Method (EAM) and Lennard-Jones (LJ) po-
tentials. Structural properties (e.g., lattice constant, a0, and bulk modulus,B) are calculated for
our model MPEA using MD simulations; we then validate our force-field potentials by the compari-
son with available experiments and new first-principles Korringa-Kohn-Rostoker (KKR) - Coherent
Potential Approximation (CPA) electronic-structure predictions. Besides structural properties, the
KKR-CPA directly predicts the global and local relative stability of phases in MPEA, the Warren-
Cowley short-range order (SRO) in the most stable, high-temperature solid-solution phase, as well
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as the underlying electronic origin for the chemical clustering or ordering behavior pair by pair.
Subsequently, our new force-field potential is utilized for calculating properties of Al0.1CrCoFeNi, in
particular, the pair correlation function [g(|r|) or gα−β] that helps identify ordering and clustering
mechanisms. The role of temperature and quenching rates on the clustering-ordering characteristics
in Al0.1CrCoFeNi are also investigated. Finally, the stress-strain analysis is performed under two
different loading conditions (tension and compression) across a range of temperatures varying from
cryogenic (77 K), room temperature (300 K), and at an elevated temperature (700 and 1,000 K).
Our results show that clustering dominates over ordering tendencies in the Al0.1CrCoFeNi. How-
ever, high-strain compression can induce a clustering-to-ordering transition in these multi-element
materials.
3.2 Establishing the EAM-LJ Potential
3.2.1 First-principles Approach: Predict Structural Properties, Validate MD Poten-
tial
We investigate the phase stability of the solid-solution phase of the metallic AlxCrCoFeNi al-
loys (x = 0.0 2.0 mole-fraction) using the Korringa-Kohn-Rostoker (KKR) Greens function method
in combination with the screened Coherent Potential Approximation (CPA)[23, 24]. The scalar-
relativistic approximation is used for the valence electrons (no spin-orbit terms). The exchange-
correlation functional used are the von Barth-Hedin [25] local density approximation (LDA) as pa-
rameterized by Moruzzi, Janak, and Williams [26], and generalized gradient approximation (GGA)
by Perdew-Burke-Ernzerhof revised for solids (PBEsol) [27]. A variational definition [28], of the
potential zero (v0) is utilized to yield the kinetic energies and dispersion that approach those of
full-potential methods [28, 29]. Potentials, charge densities, and total energies are obtained, using a
complex-energy Gauss-Legendre semicircular contour with 24 points, and Brillioun-zone integration
use a special k-point method [30], with a 20 20 20 mesh. Charge self-consistency is accelerated using
the modified Broyden’s second method convergence technique [31]. Electronic properties and total
energies are evaluated using the Voronoi polyhedra (VP) integration [32] for spherically-averaged
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radial functions in the site-centered, spherical-harmonic (YL) basis, where L = (l, m) is a composite
angular quantum number referring to orbital (l) and spin (m). With Lmax =3, we include s-, p-,
d-, and f-symmetries in the basis. To account for the thermal expansion at the finite temperature
from phonons on the lattice constant and bulk modulus, we include the zero-point energy via the
Grüniesen model [26].
Thermodynamic linear-response: The KKR-CPA grand potential (or free energy) is analyti-
cally expanded to second-order in compositional fluctuations for an arbitrary N-component alloy.
The first-order terms vanish identically in a homogeneously-random (reference) state, whereas the
second-order term gives the symmetric thermodynamic functional [33] (k;T), quantifying chemical
interchange energies and being analytically related to the atomic short-range order, SRO [33, 34].
The KKR-CPA potentials, charge densities, and scattering matrices for a given solid solution are
used to evaluate the linear-response expressions. (k;T) includes all electronic structure, charge
screening and transfer [33], and it is no more costly to evaluate a binary alloy as it is a MPEA.
Hence, the SRO (cluster or ordering) and its origin are related directly to the electronic structure,
and provide insight into the competing, effects, such as band-filling, atomic-size, Fermi-surface nest-
ing, and charge-transfer. Notably, at fixed composition, assuming site charges vary little with SRO,
Pettifor’s force theorem is applicable and then only the band-energy variations for (k;T) survive
[35, 36], and double-counting and exchange-correlation terms vanish [33], simplifying the linear-
response expressions. (k;T) is evaluated on a logarithmic frequency mesh containing all Matsubara
poles, such that the response functions can be interpolated to the correct poles, i.e., temperature
[37, 38, 39]. (k;T) is weakly temperature dependent from a Fermi factor, while (k) strongly depends
on temperature as the point entropy is analytically included, and as such it diverges at the spinodal
temperature Tsp for a specific maximum wavevector [32]. (k;T) is formulated in a “host” picture
for the computational expediency. Then it is converted to an off-diagonal representation for the
ease of comparison to experiment.[26] The eigenvectors of the (k;T) chemical stability matrix just
above Tsp reveal the ordering/clustering instability reflected in the SRO.
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3.2.2 Molecular-Dynamics (MD) Simulations: Predict Mechanical Behavior, Clus-
tering/Ordering Trends
The highly-parallelized Large-scale Atomistic Molecular Massively Parallelized Simulator [40]
(LAMMPS) package is used for MD, while the visual analysis and post-processing of molecular
trajectories is performed with Visual Molecular Dynamics [41] (VMD). The MD simulations for
investigating the structure of the Al0.1CrCoFeNi MPEA [42, 43] have previously employed LJ poten-
tials that cannot offer reliable predictions for such multi-component systems. Here, we assimilate
the EAM/alloy potential parameters for Al, Co, Fe and Ni from the EAM database [44, 45] to
model the elemental cross and self-interactions. Also, the cross interactions of Ni-Cr and Fe-Cr
and the self-interactions of Cr-Cr are described with the EAM/alloy potential [44]. Only the Al-Cr
and Co-Cr cross interactions are modeled, using the Lennard-Jones (LJ) potential [42, 43, 44],
due to the lack of the available EAM/alloy parameters for these interactions. The details of the
functional forms of these atomic interactions are available in the literature [40, 45, 46]. We employ












Here, σ is the distance where Vij(σ) = 0, and ε is the well depth of the LJ potential. The
parameters for σ and ε considered in the present work are discussed in Table 3.1. These LJ
parameters have been previously employed for different MD studies [43, 47]. The Lorentz-Berthelot
mixing rule is used to describe the cross interactions between Al-Cr and Co-Cr, such that for species,
i and j, we have εij = (εiεj)
1/2 and σij = (σi + σj)/2. We note that there is < 2 % deviation in the
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cohesive energy and negligible change in the system density with the variation in the cut-off radius
for all the cross-interactions (Al-Cr and Cr-Co) described by the LJ-parameters in this work. Thus,
we employ a cut-off radius of rcut−off = 10 Å in all our MD simulations to obtain accurate results
in a reasonable amount of computational time.
A FCC crystal lattice of 2.5 nm × 2.5 nm × 2.5 nm composed of randomly-distributed Al, Cr,
Co, Fe and Ni atoms, shown in Fig. 3.1, is constructed with the elemental composition as described
in Table 3.2.
Table 3.2: Elemental composition of different elements in Al0.1CrCoFeNi.
Percent Al Cr Co Fe Ni
Atomic 2 25 24 25 24
Mole 0.1 0.23 0.22 0.23 0.22
The simulation cell contains 62,500 atoms and periodic boundary conditions are imposed in
all directions. Energy minimization is carried out, using the steepest descent algorithm, with
the energy and force tolerance set to 1050 units, to obtain the geometrically-optimized lattice
configuration for the randomly-arranged Al0.1CrCoFeNi. The optimized structure is initialized at
2,200 K under an isothermal-isobaric (NPT) ensemble at a pressure of 0 MPa for 90 picoseconds
(ps) to melt the alloy using equilibrium MD simulations. This step is followed by rapid quenching
of the alloy under the NPT ensemble at 0 MPa with two different cooling rates of 21.11 K/ps and
5.42 K/ps, respectively, to reach the desired temperatures between 77 K and 1,500 K. We employ
the Nosé-Hoover thermostat and barostat, each with a coupling time of 1 ps. Next, the structure
is allowed to equilibrate for further 90 ps. A time step of 0.001 ps is maintained in all our MD
simulations.
As shown in Fig. 3.2 [a-b], we observe no significant change in g(r) for different atomic pairs
with varying quenching rates at a fixed temperature (300 K). Thus, for all simulations, in the
present investigation a quench rate of 21.11 K/ps is maintained. The quenched MPEA is, then,
further equilibrated under the NPT and NVT (canonical) ensembles successively. The pressure and
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Figure 3.2: Effect of quenching rate on MD analysis of Al0.1CrCoFeNi. Pair correlations of Al with
(Cr, Co, Fe, and Ni) as obtained at two different quenching rates (a) 21.11 K/ps and (b) 5.42 K/ps
for Al0.1CrCoFeNi. No significant differences are predicted in the pair correlations for the different
quenching rates. The pair correlations reveal strong tendencies for Al clustering.
temperature constraints each with the coupling time of 0.001 ps are imposed by the Nosé-Hoover
thermostat and barostat, for a total time of 1 ns, followed by the NVT ensemble, for further 2 ns.
Finally, the entire system is simulated in the absence of thermodynamic constraints for further 1 ns
under the NVE (microcanonical) ensemble to ensure that we obtain an equilibrated structure. Next,
tensile and compressive loading of the alloy are performed independently at desired temperatures.
The simulation cell is deformed in the x-direction of <100> with a strain rate of 1010 s−1, for
the engineering strain of 0.9%, while lateral boundaries are controlled using the NPT equations
of motion to zero pressure. Higher strain rates, ∼ 1010 s−1, are chosen to provide predictions
within reasonable computational wall-clock times due to length and time scale limitations in MD
simulations. This trend restricts the use of experimentally-realizable high strain rates, ∼ 102 s−1.
Nevertheless, deformation characteristics observed in our investigation are representative of those
observed for experimentally-applied high strain rates. The atomic structures are analyzed from the
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Figure 3.3: Phase stability of Al0.1CrCoFeNi (0 < x ≤ 2.0) from first-principles calculations. Phase
stability of the A1 (FCC) phase relative to A2 (BCC) phase for Al0.1CrCoFeNi (x = 0.0 - 2.0, x in
mole fraction) as calculated within the KKR-CPA-VP approach. The free energies of A1 and A2
phases are shown by solid-squares (magenta) and solid-circles (red), respectively. The formation
of the A1 phase is more favorable than A2 phase for x ≤ 0.5. A common tangent line (red) to
free-energy curves show Al mole-fraction region ( 0.5≤x≤1.25) over which mixed phase (A1 +A2 )
exists.
molecular trajectories by pair correlations of different elements in the neighborhood of the chosen
species.
3.3 Findings from the Investigation: Clustering-Ordering, Deformation
The response of atoms to cluster or order in alloys offers deep insights to the microstructural
behavior. This trend is particularly important for multi-component alloys, because the ordering
can drive the system to various microstructural states, such as crystalline or intermetallic solids,
from the disordered FCC (A1 ), BCC (A2 ), or HCP (A3 ) conditions. In AlxCrCoFeNi, the Al
content can influence the final structural configuration [6, 42, 48, 49, 50, 51] due to the larger atom
size, compared to other constituents, which considerably changes the lattice ordering. When the
mole fraction of Al < 0.3, a single-phase A1 is observed, and a single-phase A2 is found for Al >
1.17, while a two-phase (A1 + A2 ) for 0.3 ≤ Al ≤ 1.17 is reported [48, 50]. Using the methods
and approximations for accurate estimates of the formation enthalpy and relative energy of A1 and
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Figure 3.4: Short-range order and inter-change energies for Al0.1CrCoFeNi. Warren-Cowley short-
range order [(k), upper-panel] and chemical interchange-energies [(k;T), lower panel] are presented
along high-symmetry directions of the FCC Brillouin zone (-X-W-K-L-) for Al0.1CrCoFeNi. The
clustering instability at =(000) is driven by Al-Ni pairs in (k= ), and reflected in (k).
A2 phases [52] the first-principles KKR-CPA results in Fig.3.3 for Al of 0 < x < 2 mole fractions
predict a similar global stability found in the experiment, i.e., A1 for x < 0.5, A1 +A2 for 0.5 ≤
Al ≤ 1.25, and A2 for Al > 1.25. While the A1 phase is more stable than A2 for smaller x, the
positive formation enthalpies of A1 andA2 phases imply that clustering is expected in the MPEA.
Our findings are in agreement with experimental observations [48] and semi-empirical CALPHAD
calculations [53]. Hence, for subsequent simulations we consider only the A1 AlxCrCoFeNi with
x = 0.10. In our MD calculations, Al0.1CrCoFeNi is quenched from the melt phase, starting at
2,200 K. This arrangement ensures that the solid solution alloy formed at 300 K is through the
high temperature melt phase at 2,200 K, as the experimental [48] melting temperature reported
for CrCoFeNi and Al0.3CrCoFeNi are around 1,690 K and 1,655 K respectively.
We also calculate the Warren-Cowley short-range order (SRO) parameters (k), for all - pairs
and for selected alloy compositions, with focus on Al0.1CrCoFeNi, using the thermodynamic linear-
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response based on the KKR-CPA method and its charge self-consistent potentials and densities.
This fundamental approach identifies uniquely the chemical modes driving SRO through the chem-
ical interchange energies, (k;T) the thermodynamic cost to swap and atom types at two distinct
sites, as reflected in the Fourier wave-vector k. When (k;T) > 0 has a maximum at a particular k
= k0 for a specific - pair, it defines the unstable chemical mode and the dominant pair correlations
(k0=0 indicates clustering, i.e., long wavelength order, and k00 dictates finite-wavelength ordering
with the k0 periodicity). While multiple pairs can have a peak at k0, a typical one will be dominant
and other pairs will show correlations due to probability sum rules [52]. As shown in Fig. 3.4, the
Al-Ni pair in (k;T) possesses the strongest interchange-energy fluctuations at a long-wavelength
given by k = [000] (a -point for A1 lattice). These energies are manifested in the observable (k)
through the Al-Ni pair with a peak at k = [000] (i.e., Al-Al or Ni-Ni pairs clusters in real space),
and a weak Al-Cr nearest-neighbor ordering at k = [001] (X-point). The diverging Al-Ni pair of
(k=[000]) at the spinodal temperature (Tsp) indicates the absolute instability of the alloy that
forces clustering in Al0.1CrCoFeNi, manifest in the Al-Al and Ni-Ni pairs, for example, and that
can be compared to MD simulations from new force fields. The calculated spinodal temperature,
Tsp = 840 K, shows good agreement with the experimentally-observed transition temperature of
813 - 823 K for AlxCrCoFeNi, 0 ≤ x ≤ 0.3. 24
Table 3.3: Structural properties of AlxCrCoFeNi, x = 0.1, 1.0 and 1.5 (or 2, 20, and 30 % Al, respec-
tively). Comparing a0 (in Å) and B (in Mbar) from first-principles and classical MD simulations
with the available experimental results. The GGA-c result includes zero-point energy correction
from phonons via the Grüniesen model [26]. We also calculate the phase energy difference, A2 -A1
(in mRy), using EAM-LJ potential, which shows the qualitative agreement with first-principles
calculations (see Fig. 3.3).
%Al Structure KKR-CPA MD Expt.
LDA GGA-c EAM-LJ
a0 B a0 B a0 B A1 -A1 a0 B
2 FCC 3.45 2.58 5.57 1.58 3.55 1.67 +11.84 3.57 1.50
20 FCC 3.51 2.08 3.63 1.77 3.70 1.84 -0.44 3.61 1.80
BCC 2.80 2.31 2.83 2.21 3.00 3.70 -0.44 2.88 –
30 BCC 2.82 1.55 2.86 1.57 2.95 2.10 -0.59 2.89 1.35
42
The variation of the cohesive energies (eV/atom) with the lattice constant (in Å) is calculated
at 0 K, shown in Fig. 3.5, and compares first-principles and MD predictions with experiments. We
predict the lattice parameter (a0) from KKR-CPA as 3.45 Å through local density approximation
(LDA), 3.51 Å from the generalized gradient approximation (GGA), and 3.57 Å from the GGA
corrected (GGA-c) for thermal expansion from zero-point phonon contributions from Grüniesen
theory, which is in agreement with room-temperature measurements (3.57 Å) [54]. The MD sim-
ulations find 3.55 Å at 0 K, in reasonable agreement with KKR and experiment. KKR-CPA also
yield improved structural properties (e.g., lattice constant, ’a0’, and bulk modulus, B) using GGA-
c, i.e., a0 = 3.57 Å and B = 1.58 MPa at 300 K. MD simulations [55, 56] finds B by evaluating the
curvature of the energy curve (Fig. 3.5) at a0 (3.55 Å). For the validation of the proposed EAM-
LJ force-field, before analyzing structural and deformation behavior in Al0.1CrCoFeNi, a detailed
quantitative comparison for a0 and B for AlxCrCoFeNi at x = 0.1, 1.0 and 1.5 mole fraction are
given in Table 3.3.
Structural pair correlation, g(r), in the real-space, as shown in Fig. 3.6 [a-e], are derived from
the MD simulations by histograms to identify (un)favorable neighboring atomic pairs constituting
the alloy to predict the chemical mechanism (clustering or ordering) in Al0.1CrCoFeNi. We observe
the strong affinity between the like pairs, i.e., Al-Al, Cr-Cr, Co-Co, Fe-Fe, and Ni-Ni. While the Al-
Al pair correlation dominates all the like pairs, no significant contribution is noted from unlike pairs
except Al-Cr [Fig. 3.6a]. The strong affinity of like pairs reveals clustering in Al0.1CrCoFeNi, in
qualitatively good agreement with linear-response results (Figs. 3 and 5). In Fig. 3.7, we illustrate
pair probabilities calculated from the linear-response (first-principles) and force-field (MD) up to
the 10th shell in the real-space. The probability of finding unlike pairs at neighboring sites decreases
with increasing shell size. The difference in Al-Ni probability is attributed to the fact that the size
effect which includes local site displacements are not included in the (k;T) calculations.
From MD simulations, the Al-Al pair correlations and trends at 500 K, 700 K, and 1,000 K in
Fig. 3.6 are similar to the pair correlations found at 300 K. There is a marginal increase in the peak,
g(r), of the Al-Al pairs in Fig. 3.8 while going from 300 to 500 K, which is attributed to an initial
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Figure 3.5: Energy vs. lattice parameter from MD simulations. Cohesive energies (diamonds in red)
are shown as a function of lattice parameter calculated from MD simulations for Al0.1CrCoFeNi.
Equilibrium lattice parameters from first-principles (3.57 Å from GGA-c, and 3.45 Å from LDA)
and MD (3.55 Å) calculations are in good agreement with experiment at room temperature (3.57
Å) [54].
increase in the size of the Al-Al cluster size. However, as a temperature rise induces disorder in
the atomistic rearrangement, this correlation decreases above 500 K in the simulated MPEA. The
engineering stress versus engineering strain curves for Al0.1CrCoFeNi under dynamic compression
and tension loading at different temperatures from 77 K to 1,000 K are illustrated in Fig. 3.9[a-b]
respectively. For compressive loading, a peak flow stress of ∼ 125 (×102) MPa is recorded at 77 and
300 K, while it is ∼ 90 (×102) MPa at 700 and 1,000 K. Above the flow stress, the thermo-plastic
instability in the shear band causes thermal softening that dominates the stress-strain regime till
an engineering strain of 0.6 %.
Thermal softening is more profound at elevated temperatures (700 K and above), as evident
by the drastic drop in the flow stress at lower temperatures (77 K and 300 K). A consistent
flow stress is observed until strain hardening. Strain hardening at various temperatures occurs at
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Figure 3.6: Pair correlation functions for Al0.1CrCoFeNi at 300 K. The pair correlations of like
pairs (e.g., Al-Al) dominate over unlike pairs (e.g., Al-Cr) in the Al0.1CrCoFeNi at 300 K after
a total simulation time (equilibration) of 4,000 ps, which indicates strong affinity among the like
pairs for phase separation.
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Figure 3.7: Real-space occupation probabilities. Pair probabilities in Al0.1CrCoFeNiup to 10
th
shell at 300 K (quenched from 2,200 K) from the new force-field (histogram), which are compared
with probabilities from the KKR-CPA linear response (red symbols) evaluated at 15 % above the
calculated spinodal (clustering) temperature of 840 K.
approximately similar strains and beyond it the flow stress abruptly increases. The stress-strain
curves for compressive loading show a marked evidence of strain hardening. The wide spectrum of
thermo-plastic instability fluctuations at elevated temperatures is dissimilar to the instability found
in shear bands of alloys under compressive loading conditions. In the case of tensile deformation
[Fig. 3.9b], beyond the ultimate tensile stress (or critical flow stress) of ∼ 75 (×102) MPa, a plastic
flow occurs across the temperature range considered (77 K to 1,000 K). No strain hardening is
observed under tensile deformation. Under compressive loading the clustering to ordering transition
occurs with the increase in unlike pair correlations (e.g., Al-Co, Al-Cr) and decrease in like pair
correlations (e.g., Al-Al), Fig. 3.10.
This prediction suggests that the quenched Al0.1CrCoFeNi evolves from a phase-separated to
an ordered phase. However, for the corresponding tensile strain case, the clustering phase still
dominates, as it induces a plastic flow condition, similar to a wire-drawing process. Thus, the
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Figure 3.8: Absolute peak strength of Al-Al pair-correlations at varying temperatures in
Al0.1CrCoFeNi. Peak g(r) increases initially from 300 K to 500 K, but drops above 500 K due
to the reduced affinity among the like pairs.
transition to ordering state among the different elements of the Al0.1CrCoFeNi is possible only
for the high compressive strain condition. At higher temperatures, we find large fluctuations
in stress due to compressive loading. This thermo-plastic instability in Al0.1CrCoFeNi leads to
shear-induced disordering similar to the structural changes arising in bulk metallic glasses (BMGs)
[57, 58]. Literature also suggests that mechanical alloying and shock compression of the Fe-Cu alloy
system results in the A1 -A2 transformation [59]. Compression at the high-strain rate (1010 s−1) in
our investigation is identical to an shock compression treatment [59]. The structural transformation
of the A2 Fe into A3 /A1 Fe phases under uniaxial compression has been observed in an earlier
MD simulation [60]. Thus, the results of mechanical alloying and shock compression are essentially
in accord with those from high-strain rate quenching and compression analysis, as presented here
for Al0.1CrCoFeNi.
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Figure 3.9: Engineering stress versus engineering strain for Al0.1CrCoFeNi at a strain rate of 10
10
s−1, (y-axis scale (×102)MPa). Stress under (a) compressive and (b) tensile load conditions at
various temperatures cryogenic (77 K), room temperature (300 K), and higher (700 K and 1,000
K). The tensile stressstrain diagram (b) shows only plastic deformation after the critical flow stress
around 75 (×102) MPa for different temperatures, while the compressive stress-strain curve (a)
shows the thermo-plastic instability leading to extended strain softening till a strain of 0.6 %,
followed by strain hardening.
3.4 Summary
In this report, we establish a force-field for a quinary Al-Cr-Co-Fe-Ni alloy and validate it
by comparing structural properties, relative stability, and pair probabilities with first-principles
calculations and limited experimental results. After the validation, we employ the new potential
to investigate the large-scale deformation characteristics of Al0.1CrCoFeNi using atomistic MD
simulations. Thus, we address the absence of well-developed force-field functions for multi-principal
element alloys and provide the EAM-LJ parameters to define the self- and cross-interactions of the
participating elements in the alloy.
In Al0.1CrCoFeNi, the electronic-structure-based linear-response calculations predict clustering
driven by Al-Ni pair correlations (forcing Al-Al and Ni-Ni clustering behavior). The MD simula-
tions are in agreement with the clustering trend as given by the large clustering domains of like
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Figure 3.10: Pair correlation functions with uniaxial compression at a strain rate of 1010 s−1 for
Al0.1CrCoFeNi at 300 K. Pair correlations of Al-Co, Al-Cr, and Al-Ni show the relatively strong
tendency of ordering which is a result of high strain deformation.
pairs dominated by Al-Al. Although an increase in temperature reduces the clustering strength
of like pairs, Al-Al correlations still dominate. The MPEA shows a clustering-to-ordering transi-
tion under compressive loading, which is attributed to atomistic rearrangements at high strains.
Corresponding pair correlations further corroborates the ordering behavior in the strained alloy.
This investigation provides further motivation for the experimental exploration of high-temperature
compressive thermo-plastic instability in Al0.1CrCoFeNi.
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[54] Á. Vida. Preparation and investigation of high entropy alloys. Master’s thesis, Eötvös Loránd
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CHAPTER 4. DISLOCATION DYNAMICS IN Al0.1CoCrFeNi MPEA
The deformation mechanisms in a single phase face-entered cubic multi-principal element alloy,
Al0.1CoCrFeNi, under tensile loading are investigated using classical molecular simulations. Our
atomistic model employed for quasi-statically straining the alloy is validated against the predictions
of lattice structure, pair-correlations and material density. The Youngs modulus determined from
the linear stress-strain profile in the elastic regime concurs with previous experimental reports.
During plastic deformation, we find that dislocation nucleation and mobility plays a pivotal role
in initially triggering twin boundaries followed by the generation of intrinsic and extrinsic stacking
faults in the alloy. At room temperature, we find dislocation annihilation contributes to the shear
resistance of the alloy effecting a serration laden plastic flow of stress as uniaxial strain is increased.
4.1 Dislocations in FCC MPEAs
Multi-principal element alloys (MPEAs) a.k.a. concentrated solid solution alloys typically con-
tain five metallic elements, often in equimolar ratios [1, 2, 3, 4]. The notable mechanical and
structural properties[5, 6, 7] of MPEAs is attributed to the high configurational entropy, which
contributes to the enhanced phase stability with increasing number of constituent elements and
temperature. In the widely researched AlxCoCrFeNi MPEAs[5, 8, 9],a low Al content (x<0.45) has
shown to favor a single phase face-centered cubic (FCC) lattice, while higher Al fraction promotes a
body-centered cubic (BCC) phase [8, 10]. Prior investigations suggest that grain refinement through
friction stir processing in Al0.1CoCrFeNi significantly improves strength and ductility [11, 12]. Al-
though understanding dislocation dynamics in MPEAs is crucial to describe the elastic and plastic
deformation mechanisms in MPEAs, the related literature are limited. A high Peierls stress and ex-
tended strain field reduces mobility of the dislocations increasing strength in AlxCoCrFeNi MPEAs
Aayush Sharma, and Ganesh Balasubramanian, Dislocation dynamics in Al0.1CoCrFeNi high-entropy alloy under
tensile loading Intermetallics (2017) 91:31-34
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with high Al concentration [13]. On the other hand, in MPEAs with low Al content, the plastic de-
formation mechanism reveals dislocation slip at low strains and twinning at room temperature [14].
We employ atomistic simulations to investigate Al0.1CoCrFeNi under quasi-static tensile loading
(finite strain in small increments) and reveal the elastic and plastic deformation mechanisms in the
MPEA, difficult to realize from physical experiments. Diffraction experiments are limited in fully
characterizing dislocations that are identified by a contrast criterion using the scalar product of the
reciprocal lattice vector and the Burgers vector [15]. Our results illustrate the correlation between
dislocations and plastic deformation, and show that the latter enhances dislocation density (ρd) at
elevated temperatures, but significant stress-drops are observed at room temperature.
4.2 Computational Details
A cuboidal simulation domain is constructed by random distribution of Al, Cr, Co, Fe and Ni
atoms in a FCC lattice (Fig. 4.1) of (2.5a × 2.5a × 2.5a) nm3, where the lattice constant, a =
0.357 nm [15, 16]. The mole fractions of the different elements are Al = 0.1, Cr = 0.23, Co =
0.22, Fe = 0.23 and Ni = 0.22, constituting a total of 62,500 atoms. Periodic boundary conditions
are imposed in all the directions. The intermolecular interactions are described using the hybrid
Embedded Atomic Method (EAM) Lennard-Jones (LJ) potential as implemented and validated
in our previous work [16]. We employ the extensively parallelized Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) simulation package [17], for all our computations, while
the post-processing of molecular trajectories through Common Neighbor Analysis (CNA) [18], and
Dislocation Analysis (DXA) [19] are performed with the Open Visualization Tool (OVITO) 20
[20]. The energy minimization of the structure carried out using the conjugate gradient algorithm
with energy tolerance of 10−15 and force tolerance of 10−15 (eV/Å) results in a geometrically
optimized configuration for the Al0.1CoCrFeNi MPEA. Next, this structure is initialized at 3000 K
under an isothermal-isobaric (NPT) ensemble at a pressure of 0 MPa for 90 picoseconds (ps). We
rapidly quench the alloy to 300 K at cooling rates of 0.45 K/ps, and the structure is equilibrated
for an additional 90 ps. The quenched MPEA is further simulated under the NPT and NVT
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(canonical) ensembles, successively for 10 ps and 20 ps, respectively. The pressure (0 MPa), and
temperature (300 K) constraints are imposed by the Nosé-Hoover barostat and thermostat with
coupling times for both set at 1 ps. Finally, the structure is equilibrated for 10 ps under the
microcanonical ensemble (NVE) to complete the quenching process. A time step of 0.001 ps is
maintained throughout all our simulations. A quasi-static uniaxial loading in the <100> direction
is applied to analyze the tensile deformation mechanisms. At each loading step, we expand the
simulation box at a rate of 0.01 ps−1, and the strain expressed on the sample is true strain.
Subsequently, the deformed alloy is equilibrated under NPT and NVE ensembles for 90 and 50 ps,
respectively, after each loading step.
Figure 4.1: (a) Local structural coordination revealed through Common Neighbor Analysis (CNA)
in the Al0.1CoCrFeNi MPEA. (b) The structural pair-correlation function, g(r), representing the
mean distribution of all atom pairs in the MPEA at 300 K illustrates a trend that is a typical
signature of an FCC phase.
4.3 Dislocation Features during Tensile Deformation in Al0.1CoCrFeNi MPEA
The results from the CNA on the undeformed alloy are presented in Fig. 4.1(a). We find
that the FCC (32%) and disordered coordination (45.6%) are the major crystalline phases in the
alloy. The other phases are present in relatively weak proportions: BCC is 11.6%, while hexagonal
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close packed (HCP) is ∼ 10.8%. The finite quenching process in our simulations limits the growth
of a pure FCC phase, and the occurrence of FCC together with minor disordered phases/defects
concur with experimental observations [15]. Nonetheless, the structural pair-correlation function,
g(r), obtained from the mean of all atom pairs and illustrated in Fig. 4.1(b) reproduces the
signature of a typical FCC type lattice (strong coordination represented by the peaks at specific
distances between the nearest neighbors) that are consistent with prior theoretical calculations and
characterization [10, 11, 15]. Hence, our choice of the MD lattice structure and potential models
are validated, facilitating a predictive analyses of the deformation mechanisms in Al0.1CrCoFeNi
MPEA that have been limited to experimental investigations only [11, 12, 14, 15, 21, 22]. CNA
also reveals information on the presence of twin boundaries (TBs), intrinsic (ISF) and extrinsic
stacking fault (ESF) for the unstrained alloy at 300 K. As observed from local configuration of
the equilibrated crystal, we note that a single layer composed of hexagonal close packed (HCP)
atoms denotes a TB, two adjacent HCP layers signify an ISF, while two HCP layers together with
a set of FCC atoms represent an ESF [23]. These structural features are crucial to examine the
deformation mechanisms, as described later.
Table 4.1: Density (ρ) and Youngs modulus (E) predictions from molecular simulations of the




ρ (kg/m3) 7950 8018
E (GPa) 203 199
The variation of true stress as a function of true stain for temperature ranging from 300 -
1500 K is shown in Fig. 4.2. The elastic stress-strain limit is found to occur till ∼ 2% strain,
beyond which instability drives yielding followed by plastic deformation. Table 4.1 lists the Youngs
modulus (E) at 300 K derived from the slope of the linear part of the stress-strain curve in Fig.
4.2. Our predictions of E<100> ≈ 199 GPa and density ≈ 8018 kg/m3 for the Al0.1CrCoFeNi
MPEA are in excellent agreement with reported experimental values of 203 GPa and 7950 kg/m3,
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Figure 4.2: Quasi-static tensile loading of the Al0.1CrCoFeNi MPEA reproduces a linear elastic
behavior till ∼ 2% strain for a 300 1500 K temperature range. During plastic deformation at
300 K we note negligible strain hardening (increase in stress with loading), which is marginally
enhanced as temperature increases. The Youngs modulus (E) derived from the slope of linear
regime of the stress-strain curve representing the elastic deformation is 199 GPa at 300 K and 164
GPa at 1500 K.
respectively [21]. It is worth mentioning that with change in loading direction <010> or <001>,
the maximum deviation in E is less than 15 %, E<100> ≈ 199 GPa, E<010> ≈ 225 GPa, and
E<001> ≈ 228 GPa. We also note from Fig. 4.2 that the ability of the alloy to be strain hardened
is limited at room temperature and marginally increases at raised values. In contrast, experimental
observations show an elevated hardening for similar MPEAs, as reported for Al0.3CoCrFeNi at 300
K [24]. We conjecture that the defects and dislocations residing in the alloy significantly contribute
to the plastic deformation, and their mobility is discussed below by an analysis of the dislocation
density (ρd). An increase in temperature causes yield strength to decrease, as explained later from
the variation of dislocation density with strain, in concurrence with experimental observations for
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the single (FCC) phase MPEAs such as CoCrFeMnNi [25], and Al0.1CrCoFeNi [15]. The relatively
high quasi-static loading rate 0.01 ps−1 due to the timescale limitations of MD, the single crystal
structure and the extreme purity of the sample, leads to considerably higher yield stress (in GPa)
as compared against experimental measurements (limited to few hundred MPa).
Figure 4.3: Predictions for the atomistic coordination (top panel), shear strain (middle panel) and
different dislocation types (bottom panel) that occur during the tensile quasi-static loading of the
MPEA at 300 K are shown.
We investigate the local structural coordination, atomic shear strain due to the tensile defor-
mation and dislocations for 10 %, 30 % and 50 % tensile strains at 300 K are presented in Fig.
4.3. CNA of the local crystal conformations in the top panel of Fig. 4.3 suggests that an increase
in strain (loading) promotes twinning as the initial deformation mechanism that arises essentially
due to dislocations. The twinning, which can be accounted for by the a/6 <121> Shockley par-
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tial dislocations created through dissociation of a/2 <110> perfect dislocations, often reduces the
hardening due to the perfect dislocations. The occurrences of ISF and ESF represent instances of
dislocation nucleation. The local atomistic strain (middle panel) reveals the existence of weak local
shear bands. The latter are representative of atoms that have undergone high-localized deformation
due to enhanced strain. The nucleation sites of the shear bands are identical to the regions of the
disordered atoms as observed from top panel of Fig. 4.3. At an elevated temperature (1500 K), we
record a higher localized shear strain than the corresponding value at 300 K. The result is presented
in Fig. 4.4. This result implies a stronger resistance to shear localization for the Al0.1CrCoFeNi
MPEA at room temperature (300 K) relative to that at elevated temperatures, identical to earlier
experimental observations [26]. The bottom panel in Fig. 4.3 illustrates the different dislocations
observed during the tensile loading of the alloy. We find that the Shockley 1/6 <112> dislocation
dominates all other dislocation types. Experimental reports in the literature corroborate that in
the single phase Al0.1CrCoFeNi MPEA, nucleation and annihilation of stacking faults on 111 slip
planes is due to the movement of Shockley partial dislocations at the early onset of deformation.15
Hence, the presence of partial dislocations (Shockley 1/6 <112>) in the MPEA accommodates
the strain during the deformation and reduces the dislocation storage in lieu of negligible strain
hardening. This observation implies that with a large presence of Shockley partial dislocations,
the ability to enhance the MPEA strength with an increase in strain, i.e., strain hardening, during
plastic deformation is severely constrained. Further, the succeeding analysis of the dislocation den-
sity evolution exemplifies the competition between dislocation storage and dislocation annihilation
in Al0.1CrCoFeNi MPEA.
The variation of dislocation density (ρd) with strain at two different temperatures, 300 K and
1500 K), is shown in Fig. 4.5., ρd=DL/V, where DL is the total dislocation line length and V the
volume of the simulation cell, represents the number of dislocations in a given cell volume of the
alloy. ρd initiates from ∼ 2.15 x 1017 m−2 for the 300 K case and ∼ 1.5 x 1017 m−2 at 1500 K,
suggesting that with heating there is enhanced dislocation motion causing a decrease in dislocation
density (ρd) as dislocation annihilation occurs. With increased loading at the room temperature,
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Figure 4.4: Predictions for the atomistic coordination (top panel), shear strain (middle panel) and
different dislocation types (bottom panel) that occur during the tensile quasi-static loading of the
MPEA at 1500 K are shown. Compared to the 300 K case, we find a marked increase in dislocations
and atomic localized shear strain with increased loading (external tensile strain).
reduces significantly till ∼ 45% strain, beyond which it again increases. On the contrary, increasing
strain at 1500 K shows an initial decrease in until ∼ 0.1 strain, a subsequent rise till the simulated
domain extends by ∼ 30%, and a constant for further expansion of the alloy. Thus, we find that the
plastic deformation annihilates dislocations in the MPEA at 300 K, while at higher temperatures
dislocation density increases leading to strain hardening, observed in Fig. 4.2, because of the
confined motion of dislocations and reduced inter dislocation distances.
Our results are in line with experimental investigations affirming that enhanced dislocation
motion with rise in temperature reduces yield strength.15 Plastic deformation at elevated tempera-
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Figure 4.5: Dislocation density (ρd), defined as the ratio of the total dislocation line length and the
cell volume, is shown for the Al0.1CrCoFeNi MPEA at room temperature (300 K) as well as at a
higher temperature (1500 K).
tures leads to an increase in ; however, we find only marginal strain hardening in the Al0.1CrCoFeNi
MPEA (Fig. 4.2) which is a limitation of the present model due to finite-size, time-scale and high
quasi-static deformation loading rate employed in the MD environment. The frequent stress drops
and rises at 300 K as compared to evolution at the higher temperature, bears resemblance to ser-
rations (stress-jerks or stress rise/fall) that are observed experimentally [22, 24, 27]. We assert
that the localized atomic shear strain evolution (Fig. 4.3, middle panel) describing weak shearing
of atoms in FCC structured AlxCrCoFeNi (x<0.45), together with the effect of dislocation anni-
hilation (Fig. 4.5) results in serrations driven plastic flow like behavior at 300 K. The absence of
serration effects in our predictions at high temperatures, that were previously reported in experi-
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ments, is attributed to simulations constraints of using single crystal purity, finite time-scale and
high loading rate (0.01 ps−1) relative to experiments.
4.4 Summary
In summary, we investigate the deformation mechanism of a single phase face-centered cubic
multi-principal element alloy, Al0.1CrCoFeNi, uniaxial tensile loading employing classical molecular
dynamics computations. The simulated structure and potential model is validated from the pair-
correlation function computed over all atom pairs. While our predictions for structure density
and Youngs modulus concur with available experimental reports, the insignificant strain hardening
effects derived from the simulations relative to the measurements in the literature are attributed
to the use of high deformation rate, limited computing time, and finite-size restrictions of the MD
model. The dislocation analysis reveals that upon straining the material, deformation mechanism
is initiated by twinning. The latter is gradually replaced by intrinsic and extrinsic stacking faults
as dislocations nucleate. The localized atomic shear strain shows weak preference for shear band
formation with increased tensile loading. The presence of Shockley 1/6 <112> partial dislocations
from dissociation of perfect dislocation reduce the dislocation hardening in the MPEA. Plastic
deformation destroys dislocations at room temperature, although the dislocation density increases
at higher temperature improving the strain hardening. Finally, the serrations observed in the
stress-strain behavior at 300 K are attributed to the coupled effect of dislocation annihilation and
negligible local atomic shear strains. These findings contribute understanding of defect nucleation
and mobility mechanisms in concentrated solid solutions [28, 29]. Finally, we conclude that more
efficient dislocation models are required to accurately characterize experimental dislocation features
in MPEAs. Nevertheless, our simulations offer valuable insights on defect nucleation and evolution,
which are experimentally difficult to accomplish by tensile loading analysis and are computationally
unfeasible using first principle calculations.
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CHAPTER 5. DESIGN OF HIGH-STRENGTH REFRACTORY MPEAs
Nickel-based superalloys and near-equiatomic high-entropy alloys containing Molybdenum are
known for higher temperature strength and corrosion resistance. Yet, complex solid-solution alloys
offer a huge design space to tune for optimal properties at slightly reduced entropy. For refrac-
tory Mo-W-Ta-Ti-Zr, we showcase KKR electronic-structure methods via the coherent-potential
approximation to identify alloys over 5-dimensional design space with improved mechanical proper-
ties and necessary global (formation enthalpy) and local (short-range order) stability. Deformation
is modeled with classical molecular dynamic simulations, validated from our first-principles data.
We predict complex solid-solution alloys of improved stability with greatly enhanced modulus of
elasticity (3× at 300 K) over near-equiatomic cases, as validated experimentally, and with higher
moduli above 500 K over commercial alloys (2.3× at 2000 K). We also show that optimal complex
solid-solution alloys are not described well by classical potentials due to critical electronic effects.
5.1 Need for High-Temperature Alloys
Nickel-based superalloys exhibit high-temperature strength, toughness, and oxidation resistance
in harsh environments.[1] Improving existing single-crystal alloys is unlikely as melting is near
1350◦C, and, heat treatment lowers this to ∼1270◦C. In high-speed turbines, melting reduces be-
low 1250◦C at the zone between the bond coat (e.g., NiAl) and the single-crystal blade.[2] As
such, the engine efficiency and thrust-to-weight ratio can be improved by a guided search for new
materials. High-entropy alloys based on refractory elements may achieve higher temperature oper-
ation with superior creep strength.[3] Typical refractory high-entropy alloys exhibit a yield strength
of 500-700 MPa at 1200◦C, surpassing Ni-based superalloys.[4] Indeed, at elevated temperatures
Prashant Singh, Aayush Sharma, A. V. Smirnov, P. K. Ray, Ganesh Balasubramanian, Duane D. Johnson, Design
of high-strength refractory complex solid solution, npj Computational Materials (2018) 4(1):16.
Note: In this work, the initial elemental selection, atomistic potential assimilation/validation, deformation analysis
is my contribution.
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Mo-based alloys show good thermal (higher conductivities with lower strains[5]) and mechanical
(machinability)[6] properties, making them promising candidates.
Almost all high-entropy alloys for which mechanical properties have been reported are based on
Cr-Fe-Co-Ni with other elements added, e.g., Al,[7] Mn,[8] Mo,[9] and Ti.[10] CoCrFeNi exhibits
very high compression strength at 300 K, often exceeding 1500 MPa. Strains in as-cast condition
do not often exceed 5−7%, albeit a few exhibit 25−33%.[10, 11] Annealing does improve ductility of
as-cast alloys.[11] As with conventional alloys, a rapid decrease in strength (i.e., Young’s modulus,
E) occurs above 0.6 of the melting temperature Tm, and the strength of alloys approaches 100 MPa
at 1273 K.[7]
High-entropy alloys consist of N(≥5) elements in near equiatomic compositions (cα ∼ 1/N),
giving maximal point (mixing) entropy (Spt = −
∑N
α=1 cα ln cα
max−−→ lnN), that may better form
solid solutions due to a compromise between the large Spt and a formation (mixing) energy ∆Eform
that is not too positive (strongly clustering) nor too negative (strongly ordering).[7] As for binary
solid solutions, Hume-Rothery’s rules[12] for atomic size difference (δ), crystal structure, valence
electron concentration (VEC), and electronegativity difference (∆χ) play a similar role in high-
entropy alloy formation. The production of several single or multi-phase alloys with face-centered
cubic (FCC or A1), body-centered cubic (BCC or A2), hexagonal close-packed (HCP or A3), or
cubic diamond (A4) structures exhibiting enhanced high-temperature strength, ductility, fracture
and creep resistance to corrosion,[7, 8, 9, 10, 13, 14] and thermal stability[15] validates the concept
of HEAs.[7] MoWVNbTa, e.g., with a density of 12.2 g/cm3, has a reported usable strength up to
1873 K.[4]
Nonetheless, from an alloy design perspective, complex solid-solution alloys (CSAs) offer a
huge design space to tune properties, especially considering the strong effects alloying has on
electronic properties (“band” filling, hybridization, Fermi-surface nesting, ...), phase stability, and
structure. The CSAs comprised of whole composition (Gibbs) space, however, high-entropy alloys
are a subset of it. Optimized CSAs offer a slightly reduced entropy with a single-phase region, or
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two-phase region for enhanced mechanical properties, existing in a desired operational temperature
range.[16, 17, 18]
Here we narrow the design of high-strength, refractory (Mo-W)-Ta-(Ti-Zr) alloys via KKR
electronic-structure methods within density-functional theory (DFT) using the coherent-potential
approximation (CPA) to handle chemical disorder and thermodynamic averaging.[16, 17, 18, 19]
The well-established KKR-CPA predicts structural properties [e.g., Young’s (E) or bulk modulus
(B)], and phase stability (∆Eform vs. {cα}), as well as short-range order (SRO) via thermodynamic
linear response,[18, 20, 21, 22, 23] a method, in particular, which revealed the origin for Hume-
Rothery’s size-effect rule.[21, 24] Notably, global stability (∆Eform) and local instability (SRO)
should be jointly assessed: While segregation is expected for ∆Eform > 0, SRO can be segregating
from local compositional instabilities even if ∆Eform < 0. To predict mechanical behavior (e.g.,
E) versus temperature (T) rapidly, we performed extensive molecular dynamics (MD) simulations
based on semi-empirical potentials, validated in part by first-principles results (and also highlighting
limitations of such methods). The tuned and proposed refractory quinary alloys and their properties
are placed in context to Hume-Rothery-type design targets and compared to experiments.
5.2 Hume-Rothery Design Targets:
High-entropy alloys contain elements with cα ∼ 35–12 at.% (N=3-8). Trial-and-error has led to
alloys with simple crystal structures, and a few with extraordinary properties,[25] e.g., formability
using size disparate elements for confusion by design.[26] For CSAs design of phase stability and
of electronic and mechanical behavior, targets for DFT-based KKR-CPA are limited by extending
Hume-Rothery[12] criteria:
1. Size: Solute and host atomic radii (in elemental solid) must differ by < 15%.[12, 21] For CSAs, with
r̄ =
∑N
i=1 ciri, size limit in terms of standard deviation is sensible:







2. Lattice: Similar crystal structures for solute and host.
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3. VEC: Large solubility when solute and host have the same VEC. A metal dissolves one of higher
(lower) valency to a greater (lesser) extent.
4. χ’s: If ∆χ is too great, metals tend to form intermetallic compounds, not solid solutions.
5. ∆Eform: For -11 ≤ ∆Eform ≤ +5 mRy CSAs stabilized in usable T’s.
A few comments are warranted. In #1, the 6-6.8% achieves 15%-rule for CSAs with ∼50% con-
fidence level, an inequality also found empirically.[27, 28] Extending #3 via electronic density of
states concepts, A2 forms for 4<VEC<6 as stability increases when bonding d-states fill, and is
maximal when half-filled (VEC≈6); antibonding states fill with VEC>6 (above a pseudogap, see
results) and stability decreases. Indeed, A2 CSAs are observed when VEC is 5±1.[29] For 6.8≤
VEC ≤ 8 other phases compete, e.g., FeCr has VEC=7 (like Mn) and constituent’s structure are
both A2, yet the CSA is unstable to the σ-phase, as often appears.[27] Again, from band filling,
A1 becomes more stable for VEC>8.[30] CSAs are indeed observed to form within these rules.[31]
∆Eform lower limit in #5 is set by −TaSpt, where annealing temperature (needed for kinetics) is
Ta ∼ 0.55Tm(∼1000–1650 K for refractories); upper limit is set such that miscibility gap TMGc < Ta
(where 158 K∼1 mRy). For δ > 5%, CSAs with ∆Eform > 5 mRy form complex phases, but tend to
form metastable metallic glasses for ∆Eform < −11 mRy.[32] Considering binaries and supercells,
these limits for CSA formation are supported.[33]
As we have shown, transition temperatures from α (CSA) to β (ordered or segregated) phases
are well estimated from calculated ∆Eform’s:[34, 35] For segregating CSAs (∆Eform >0), T
MG
c ≈






form > 0, the order-disorder
transition is Todc ≈ ∆E
α→β
form.[35] Notably, #4 also reveals if vibrations are important, as vibrational
entropy in binaries correlates as ∆Svib =−∆χ/3 (±0.06∆χ).[36] Thus, we may quickly estimate










, which reproduces measured trends
without phonon calculations.[34] These estimates are within 5-10%.[34, 35]
As a predictive guide, we use KKR-CPA results to tune (∆Eform, δ, VEC, and ∆χ) versus {cα}
to find (Mo−W)-Ta− (Ti−Zr) alloys in 5D space with better stability and mechanical properties.
Results identify the stability of competing phases, possible multiphase regions, electronic properties,
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Figure 5.1: (Top) Calculated formation energies (∆Eform) for TaxW1−x agree well with measured
values. (Bottom) For Mox(WTaTiZr)1−x, (∆Eform) versus x showing relative stability of A1, A2,
and A3 phases. While A2 is most favored, positive ∆Eform indicates segregation tendency, so
∆Eform ≈0 stabilizes the A2 phase.
and practical design limits. We use the above criteria to restrict search space for mechanical
simulations.
Here, via the KKR-CPA, we search all CSAs without restrictions on {cα}, or the need for
large supercells, as A1,A2 (A3) have only 1 (2) atoms per cell. In this quinary, atomic size of Zr
(1.60 Å) is largest, followed by Ti, Ta, and W, Mo (1.46, 1.43, and 1.37, 1.36 Å), where bandwidths
(inversely related to atomic size) and alloy hybridization determine the effect of size.[21] For χ
(or ∆χ’s), reflecting solubility and vibrational entropy,[34, 36] (W,Mo) have largest χ (2.36, 2.16),
followed by (Ti, Ta, Zr) with (1.54, 1.50, 1.33). From ∆χ (Mo, W) would have the largest solubility
(mixing) range, while %Zr is smaller based on δ. Larger %W increases ‘E’ for engineering needs,
but increases weight, and %Zr reduces Ti content while positively impacting flow stress.[37]
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5.3 Results
5.3.1 Design & Assessment:
First, we exemplify in Fig. 5.1, top-panel, our accuracy for ∆Eform vs. x in Ta1−xWx, which
agrees well with measured values (within 5%), and ordering enthalpies are low (<310 K) compared
to melting. Also, we show results for specific ordered cells, which are compared to and agree well
with other reliable band-structure methods [e.g., VASP pseudo-potential [38] and full-potential
linear-augmented plane-wave (FLAPW) [39]]. For Mox(WTaTiZr)1−x in Fig. 5.1 (bottom-panel),
we find that A2 is favored over A1 or A3, and that increasing %Mo (larger x) helps stabilize A2. So,
in this work, we focus on A2-phase of (Mo-W)-Ta-(Ti-Zr) alloy. For x≥0.4 A4 phase competes with
A2, and Frank-Kasper phases, like C15-Mo2(Ti-Zr), may be anticipated. Usually elements from
group IIA/IVA of the periodic table, e.g., Al/Si, are added to stabilize or change, e.g., oxidation
resistance. However, we find that adding Al stabilizes A2-phase up to 20%Mo, and similar behavior
of Al-addition has been seen in other alloys too.[19] On the other hand, Si-addition comes out to
be energetically less favorable than Al-addition.
High-Throughput Assessments: For (Mo-W)-Ta-(Ti-Zr) results are most easily presented in a
cut through 5D {cα} space to visualize with only two parameters (x, y) along lines or planes
(Fig. 5.2), changing {cα} in obvious ways. For fast screening of (Mo-W)-Ta-(Ti-Zr) 5D com-
position design space, we used an estimate for lattice constant to perform “high-throughput”
[40, 41, 42, 43, 44, 45, 46] calculations to discover the best alloys in terms of phase-stability
and/or mechanical behavior. Specifically, we estimated alloy lattice constants via Vegard’s rule,
which is the concentration-weighted sum of volume optimized elemental lattice constants in the








, where i=1, 5 and X= Mo, W, Ta, Ti, Zr.
The estimated lattice constants are within 1-3% with respect to the optimized lattice constants for
all considered compositions. To down-select regions of interest, we perform the calculation over the
entire design space and chose increments in {cα} every 5% to sweep whole 5D space, see Fig. 5.2.
For selected alloys, we perform full lattice-optimization to determine ∆Eform and B, and detail the
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Figure 5.2: ∆Eform and B (inset) vs. (x, y) for (MoW)xTay(TiZr)1−x−y, a cut through 5D {cα}
space containing equiatomic composition (C1), and plotted with vertical (dashed) lines of con-
stant VEC (4-6) and contours of constant δ (1-6). Besides global stability (∆Eform), alloys exhibit
local instability (SRO) to segregation (triangles) or ordering (circles). DFT results are every 5%
and interpolated. Maximal B is near C7-10 with 300 GPa, where ∆Eform ∼ 0 and segregation is
lost (Fig. 5.3).
electronic-structure (dispersion and density of states), and the thermodynamic short-range order
(incipient ordering) for alloy design.
Assessment & Validation:
We now assess CSAs that best satisfy design criteria, and local stability.
Along with other targets, KKR-CPA ∆Eform vs. {cα} for (Mo-W)xTay(Ti − Zr)1−x−y are
shown in Fig. 5.2.
Clearly, ∆Eform for equiatomic case is too positive (+12.7 mRy), and decomposition is expected
(with TMGc =1244 K from estimates in Hume-Rothery section). Our calculated SRO also indicates
phase decomposition at spinodal Tsp=1240 K, agreeing with T
MG
c , in the near-equiatomic and
Ti-Zr-rich alloys (see Fig. 5.3). This predicted segregation is corroborated by our X-ray diffraction
experiments, Fig. 5.4(a), that indicate presence of two (major/minor) phases. The phases were
indexed as a disordered A2 phase with Im3̄m space group, and a minor phase of Fd3̄m space
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Figure 5.3: For three alloys in Fig. 5.2, SRO correlations (top) αµν(k;1.15Tsp and (bottom) energies
S
(2)
µν (k;1.15Tsp plotted along high-symmetry lines in the Brillouin zone: (left) C1 (x=2/5, y=x/2)
with αT iZr(Γ) clustering with Tsp=1240 K; (middle) C6 (x=4/5,y = 1/10) with αZrMo(Γ) clustering
with Tsp=500 K; and (right) C7 (x = 4/5, y = 1/8) with αT iMo(k0) with incommensurate ordering
|k0| = 0.7|N − H| with Tsp=298 K. For C1 [C6], Ti-Zr [Zr-Mo] pairs dominate correlations, but
clustering is driven by S
(2)
ZrMo(Γ). In C7, Ti-Mo dominate correlations, but Ti-Mo and Ta-W drive
ordering.
group. The A2 lattice parameter was measured as 3.1713 Å (std. dev: 0.0002 Å). Figure 5.4(b)
shows the SEM micrograph of the alloy with a two-phase alloy evident. The major phase (A2)
is Mo, W and Ta rich, with small amounts of Ti and Zr incorporated in it. Given the higher
melting temperatures of Mo, W and Ta, the major phase is likely to be the primary solidifying
phase during the final step of casting. As this phase forms during casting, Ti and Zr are rejected
into the surrounding liquid, which subsequently freezes. Hence, the minor phase is Ti and Zr rich
and incorporates small amounts of the refractory metals.
To visualize key alloying effects for these CSAs, we plot in Fig. 5.5 the electronic dispersion
and projected total density of states (TDOS), referenced to each alloy’s Fermi energy, EF . With
disorder, dispersion exhibits broadening in E and k, showing that k is a “good” (on the scale of the
Brillouin zone) but not an exact quantum number (as for zero-width, ordered bands); the width
dk ∼ l−1e (le is the electron scattering length) and gives rise to increased residual resistivity, as may
be calculated.[47]
Guided by such details, we can improve CSA properties. The equiatomic alloy has a TDOS
with EF not yet in the pseudogap between bonding and antibonding states (top Fig. 5.5), so this
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Figure 5.4: (a) X-Ray diffraction pattern from the equiatomic alloy; (b) Backscattered SEM of
the equiatomic alloy − the brighter contrast is the (Mo,W,Ta)-based solid solution, while the
darker phase is the (Ti,Zr)-rich phase. The scale bar is 300 µm. Composition in major-phase
(Im − 3m) of Mo/W/Ta/Ti/Zr is 22.96 (1.79)/33.63 (2.57)/28.31(0.44)/11.19 (1.79)/3.90 (0.52);
and composition in minor-phase (Fd(−3)m) of Mo/W/Ta/Ti/Zr is 8.44 (0.82)/0.89 (0.15)/3.06
(0.22)/32.61 (0.35)/55.00 (0.87). Phase compositions, as determined using EDS. Compositions are
provided in at.%. Standard deviations are provided in parentheses.
alloy does not satisfy the design criteria. The VEC (the average electrons per atom outside the
closed shells of the component atoms) is a dominant factor in controlling the phase stability of the
alloys. The electronic states present on/near the EF are chemically most active, which affect the
chemical property of the alloy, i.e., more states at EF destabilizes the alloy. This means, for such
cases, adding or removing electron we can manipulate the electronic properties very quickly. By
integrating states from EF to the pseudogap for the equiatomic case, 0.2 electrons are needed to
fill bonding states and improved stability. More at.%Mo-W (VEC=6) adds electrons, moving EF
up (Fig. 5.5), and ∆Eform reduces to stabilize CSAs (Fig. 5.2).
Adding small %Ta helps in altering states near EF : the flat bands near Γ in Fig. 5.5 are moves
from EF for C7, lowering ∆Eform. We show in Fig. 5.3 that the SRO changes from clustering in
C6 to ordering in C7, while ∆Eform∼0. Here, ∆Eform reduces quickly for MoW with a small %Ta
and %TiZr, while bulk modulus (B) increases quickly (inset Fig. 5.2). Notably, the dispersion of
A2-metals is canonical when scaled by bandwidth (inverse atomic size), and so the behavior of the
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alloy dispersion is fairly generic and predominantly determined by relative composition and size,
hybridization, and band filling.
To promote oxide-scale formation for protection, and light-weighting, Al is often added. In
Fig. 5.5, 5%Al added at the expense of Ta to C6 (whose ∆Eform=+0.70 mRy) increases disorder
broadening (from Al sp-d hybridization) and causes d-state around Γ (predominantly TiZr) to again
straddle at EF . This Fermi surface feature energetically destabilizes the alloy making ∆Eform much
more positive (+6.8 mRy, with TMGc =828 K), which is also visible in SRO showing strong clustering
behavior at Tsp=780 K. The most significant Al-Mo pair suggest that Al will segregate to surfaces
due its faster kinetics, as needed for oxide formation, i.e., adding Al at the expense of Ta or TiZr
decreases VEC and drops EF into localized d-states, reduces stability; so a balance must be struck
by keeping some Ta and TiZr and making VEC high enough to be near ∆Eform ∼ 0 but with
a large B (Fig. 5.2). Unlike in other systems, Al is not generically a good A2 stabilizer, as it
leads to larger electron scattering for reduced stability, increased resistivity, and decreased thermal
transport, see [Singh2015] and references therein.
5.3.2 Chemical SRO:
From KKR-CPA linear response (see Methods), we predict (Fig. 5.3) Warren-Cowley SRO
(or atomic pair correlations) αµν(k;T ), whose largest peak at wavevector k0 reveals the unstable
(Fourier) modes to ordering, or clustering at Γ=(000). As an alloying guide, SRO identifies pairs
driving the instability, and predicts the spinodal Tsp, where α
−1
µν (k0;Tsp=0 signifying the absolute







µν = 0 for no SRO, and α < 0 (α > 0) indicates ordering (clustering) with bounds of
−[min(cµ, cν ]2cµcν)−1 ≤ αi 6=jµν ≤ 1.
Near-equiatomic alloys in Fig. 5.3 have maximal SRO peaks in αµν(k0 = Γ;T > Tsp) signaling
spinodal (infinite wavelength) decomposition in specified pairs at Tsp of 1240 K for C1, and at 500
K for C6. This 60% drop in Tsp is unsurprising given that ∆Eform reduces with Mo-W and Ta
addition (Fig. 5.2). For C7, where ∆Eform has become slightly negative due to movement of bands
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Figure 5.5: For C1, C6, C7 in Fig. 5.2, the electronic dispersion along Brillouin Zone high-symmetry
lines, and the projected total density of states (TDOS). Effects of Al doping is also shown (bottom).
By tuning {cα} to add electrons, shift dispersion, or change disorder, the pseudogap is reached near
EF (0), better stabilizing the alloy and altering segregation.
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present at Γ away from EF , a weak incommensurate (long-period) ordering is found with SRO peak
(Fig. 5.3) at 70% along N–H at k0 = (0.85, 0.15, 0). This SRO arises from Fermi-surface nesting,[48]
with contributions at a radius of |k0| ∼ 0.86, as confirmed along Γ]-H (Fig. 5.3). [SRO is B2 type
if it peaks at k0 = H = {100}, commensurate with A2 lattice.] For theory and detailed examples,
see [Singh2015] and [Sharma2016]. We also find that 5%Al addition to the C6 alloy instigates a
clustering instability. The Al-Mo pair drives spinodal decomposition at Tsp of 780 K, which shows
the tendency of Al to phase separate from Mo, an indication that Al’s clustering tendency might be
helpful in promoting stable oxide-layer at high temperatures. These results indicate that alloying
may improve oxidation behavior, just as for Fe-Cr with a narrow window for chromia formation.
Clearly, KKR-CPA methods address profound electronic and alloying effects not possible from
effective potentials, or methods that approximate disorder by ordered configurations.
5.3.3 Deformation Analysis:
Mechanical properties in CSAs have been studied at macro- and microscopic levels,[49, 50] but
deformation analysis is key to establish high-T structural candidates. We perform quasi-static
uniaxial loading via MD simulations (see Methods) by deforming an ideal single-crystal alloy in
small but finite steps and equilibrating after each step. For equiatomic case, < 100 > compression
(Fig. 5.6a) reveals a smooth stress-strain curve signaling simple plastic flow. In contrast, C3
(0.425at.%Mo) ideal crystal has stress drops and strain-hardening triggered by< 111 > dislocations;
a stress drop at 0.065 strain marks the initiation of dislocation with A2 Burgers vector, b =
1
2 < 111 >, from 77–2000 K.
Snapshots of the evolution show that dislocations (edge and screw type) triggered these in-
stabilities (Fig. 5.6b). The defect mobility is affected by local distortions caused by the different
sizes and modulus of the solutes. The rise and drop in stress with increasing strain in the ideal
crystal corresponds to the defect evolution where new dislocations occur after every major stress
drop followed by strain-hardening due to dislocation interactions and drag. An investigation of the
local structural environment (Fig. 5.6b) reveals deviation from perfect A2, as yielding occurs for
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Figure 5.6: (a, bottom) Simulated stress-strain for uniaxial quasi-static compression at 300 K
on ideal crystals for equiatomic C1 alloy, which exhibits simple plastic flow, and for C4 alloy,
where stress drops arise from dislocation motion and annihilation. (a, top) Stress-strain versus T
from 77 to 1100 K for C4 alloy. (b) C4 strained elastically to 0.065 (b-1, blue), then, at yield,
shear-bands appear (b-2, black) accompanied by dislocations. At high strain-rates (∼0.3), stronger
edge (red) and screw (blue) components are found (b-4) with Burgers vector (green). (c) For
(non)equiatomic alloys, E vs T from classical MD [diamonds], KKR-CPA results [squares, extended
to 600 K via Grüniesen theory, then extrapolated (dotted lines)], and measurements (Expt) for W,
Mo, commercial TZM,[3] and C1 alloy (present experiments). (d) For validation in A2 MozW1−z,
measured (black symbols) and KKR-CPA results (blue lines and circles) for B, E (GPa), lattice
constant a (Å), and density ρ (Mg/m3), with Poisson ratio (ν) from MD. Predictions are also shown
for quinary (MozW1−z)0.85Ta0.10(TiZr)0.05 (red lines and squares), where C10 (z=0.5) response is
similar to C4 in Fig.5.6c. Design region: Region around quinary z=0.05 (denoted C1̄0, at Mo-rich
end of a line perpendicular to plane at C10 in Fig. 5.2) shows enhanced E (above Mo) and better
T-dependent slope (Fig. 5.6c) from a favorable Poisson effect (green area in Fig. 5.6d). Above 500
K, C1̄0 has larger, less T-dependent E than TZM (2.3× at 2000 K).
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300 K. Shear bands (black) are promoted, denoting deformed regions with higher compression. At
very high strain the interplay between edge and screw dislocations can be visualized via the band
dynamics (Fig. 5.6b-4).
For engineering, Young’s modulus E =3(1-2ν)B is pertinent, so Poisson’s ratio ν is also key.
Small-deformation MD simulations determined E and ν at 300 K, and E vs. T was found from
the elastic stress-strain curve (Fig. 5.6a). The KKR-CPA energy versus a (A2 lattice constants) at
{cα} determines the equilibrium a0, ∆Eform, and B (Fig. 5.6d), all used in Fig. 5.2. We compare
temperature dependence of E, in Fig. 5.6c, calculated from MD, KKR-CPA (using Grüniesen
approximation at low T), and experiments for commercial Mo-rich TZM alloy,[3] which again
validate theory results. As MD is performed on ideal crystals, an “ideal” yield strength is obtained,
with a qualitative relative change versus temperature.
To confirm our predicted E in equiatomic C1, we performed indentation on samples prepared
by arc-melting (see Methods), in Fig. 5.6(c), and show that value from measurement 104±12 GPa
at 300 K compared very well to our predictions 115 GPa from KKR-CPA and 120 GPa from
MD. As B changes slowly for binary Mo-W (Fig. 5.6d), the Poisson effect (variation of ν) controls
strength, which requires W- or Mo-rich alloys for larger E values (Fig. 5.6d). Similarly, for quinary
(MozW1−z)0.85Ta0.10(TiZr)0.05, we find that C10 (z = 0.50) has strength similar to C4 (Fig. 5.6c).
Whereas we predict a region around C1̄0 (z = 0.05, highlighted in Fig. 5.6d, which is perpendicular
to plane in Fig. 5.2 at C10) that shows both enhanced stability and E (Fig. 5.6c). For these CSAs,
we find 3× larger E than high-entropy alloys at 300 K, and alloys like C1̄0 have a much larger, less
temperature-dependent modulus (Fig. 5.6c) above 500 K (2.3× at 2000 K) over existing commercial
TZM alloys, and lie midway between pure Mo and W, unlike TZM alloys.
Finally, one notable point, albeit not surprising, the classical MD simulations fail to represent
properly the alloys that crossover from ∆Eform positive to negative (e.g., C4-to-C7 or C3-to-C10) in
which electronic dispersion (not addressed by semi-empirical potentials) is controlling the materials
physics. Hence, we plot only C1̄0 KKR-CPA values in Fig. 5.6c, as MD values of E vs. T for C10
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KKR electronic-structure is used with the coherent-potential approximation (CPA) to handle chemical
disorder; [16, 17] screened CPA addresses Friedel screening from charge-correlations.[17] Scalar-relativistic
effects are included (no spin-orbit). Generalized gradient approximation to exchange-correlation was included
through use of libXC libraries.[51] CSAs require only 1-atom (2-atom) cells for A1, A2 (A3). Brillouin zone
(BZ) integrations were performed with Monkhorst Pack k-point method,[52] with 12× 12× 12(6) for A1,A2
(A3) meshes. We used 300 k -points in the irreducible-BZ to visualize dispersion along symmetry lines.
Each scatterer’s radii were defined by neutral “atoms-in-cell”, with interstitial divided proportionally to
each scatterer, to improve radial density representation near saddle-points in the electronic density.[53, 54]
We chose Lmax=3 spherical-harmonic basis to include s, p, d and f-orbital symmetries. Shallow core states
were included in the valence in all calculations. A variational potential zero v0 was used to yield kinetic
energies nearing those of full-potential methods.[? ] For self-consistent densities, complex-energy contour
integration[55] used 20-point Gauss-Legendre semicircular contour.
5.4.2 Chemical SRO:
From KKR-CPA linear-response, we calculate SRO parameters, αµν(k;T), for µ-ν pairs,[18, 19] as de-
tailed elsewhere.[20, 21, 22, 23, 49] Dominant pairs driving SRO are identified from pair-interchange energies,
S
(i,j)
µν (T ), or curvature (concentration 2nd-variation) of the KKR-CPA grand potential, yielding energy cost
for concomitant fluctuations of ciµ, c
j
ν at atomic sites i, j. S
(2)
µν (k;T ) reveals the unstable (Fourier) modes
with ordering wavevector k0 (or clustering at (000)), identifies the origin for phase transitions, and dic-
tates the SRO: α−1µν (k;T ) = [cµ(δµν−cν)]−1[(δµνc−1µ +c−1N )− (kBT )−1S
(2)
µν (k;T )]. The spinodal temperature,




or Todc [18, 19, 56] For N>2, pairs driving ordering (clustering) will not necessarily be the same pairs that
peak in the SRO due to the matrix inversion that relates them (Fig. 5.3).
5.4.3 MD Simulations:
Deformation is evaluated using Large-scale Atomistic/Molecular Massively Parallel Simulator (LAMMPS)
package. [57] The KKR-CPA structural parameters are used to validate potentials for finite-T modeling. The
force-field parameters for the quinary are established from available ternary EAM potentials.[58] We verified
similar hybrid potential parameter combinatorial technique for high-entropy alloy, like Al10CrCoFeNi.[19]
In A2 lattice, with dimensions (30×30×30 a (54,000 atoms), we distributed 5 elements via composition to
form (Mo-W)-Ta-(Ti-Zr) solid solutions. Initially the lattice was melted at 4,000 K for 90 ps, followed by
a quench to 300 K within 10 ns. Uniaxial deformation was performed after equilibrating and relaxing the
structure at high strain.
5.4.4 Synthesis & Characterization:
The equiatomic MoWTaTiZr was synthesized by arc-melting pellets of elemental powder blends (Alfa
Aesar, purity ≥ 99.9%) in an ultra-high purity argon atmosphere on water-cooled copper hearth. Powders
were used to reduce the large macro-segregation that occurs during casting when using elemental chips. With
the significant difference in melting temperatures (3695 K for W vs. 1941 K for Ti) a three-step melting
process was adopted. Step 1: W and Ta powders were mixed thoroughly in a SPEX 8000 mill, and pressed
using a Carver hydraulic press; and the pellet was then arc-melted. Step 2: elemental blends of Mo, Ti and
Zr were similarly mixed, pressed and arc-melted. Step 3: both arc-melted buttons were re-melted together
for a total of four times to ensure better homogeneity.
Phase analyses were carried out using a Philips PANalytical X-Ray Diffractometer (XRD), in a Bragg-
Brentano geometry using Cu-Kα radiation. Microstructure and phase compositions were analyzed using a
FEI Helios NanoLab G3UC Scanning Electron Microscope (SEM), equipped with Oxford Energy Dispersive
Spectroscopy (EDS) system. Accelerating voltages of 10-15 kV were employed for imaging and compositional
analyses. Compositions were measured at 7 different locations for each phase, with the average composition
and X-ray diffraction shown in Fig. 5.4. The diffraction pattern indicated the presence of two phases, indexed
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as a bcc (A2) phase with lattice parameter 3.1713(2) Å and a minor phase with Fd3̄m space group, like for
B32 (NaTl prototype) or C15 (MgCu2 prototype) structures, with lattice constant 7.6148(9) Å.
5.4.5 Nanoindentation:
Nanoindentation utilized a tribo-indenter HYSITRON TI-900 with a Berkovich (3µm) tip. The indenter
control module applies a trapezoidal load on the sample for 10 s, followed by 5 s rest, and unloads in 10 s. To
calibrate the sample measurements, which also determines the best applied load and optimum contact depth,
the alloy was scanned (15 measurements) on an arbitrarily chosen sample location to optimize for force vs.
displacement. For a minimum of 200nm of contact depth, a 6000µN load was found to suffice. With these
set, we indented the alloy at 30 manually chosen locations to measure the sample’s elastic response; for the
equiatomic case, the mean values were: Young’s modulus of 103.73±11.49 GPa, hardness of 4.6±0.34 GPa,
and contact depth of 231.18± 8.74 nm.
5.5 Summary
From a design perspective, in general, alloys in complex solid-solution alloys have superior
properties over near-equiatomic alloys (so-called high-entropy alloys), although the design space
becomes enormous. Using a first-principles KKR-CPA, we predicted the relative phase stability,
dispersion, short-range order (i.e., incipient long-range order, including Tc) and its electronic origin,
and mechanical properties over all compositions as a design guide. Using electronic alloy design
concepts and criteria, we identified higher strength refractory (Mo-W)-Ta-(Ti-Zr) alloys from ma-
terials physics and engineering perspectives. Temperature-dependent deformation (most relevant
the elastic behavior) in selected set of alloys was modeled using classical MD simulations, validated
from first-principles data; we also identified failures in classical potentials that arose from dispersion
effects.
Based on our calculation, we designed a Mo-rich region of improved stability with enhanced
Young’s moduli over high-entropy alloys, as we confirmed experimentally, and an improved temperature-
dependence above 500 K (2.3× at 2000 K) over existing commercial alloys. Our electronic-structure
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approaches and analysis of alloying and stability (formation energies, dispersion, short-range order-
ing) highlights how instructive these details are in guiding design. The techniques are quite general
for assessing any arbitrary complex solid-solution alloys, where alloying and non-trivial electronic
effects play a key role. The exact elemental compositions for all the MPEAs discussed in the present
work is listed in the Table 5.1.
Table 5.1: Elemental compositions (in at. %) of the different refractory MPEAs
Compositions Mo (%) W (%) Ta (%) Ti (%) Zr (%)
C1 20 20 20 20 20
C2 35 35 10 10 10
C3 42.5 42.5 5 5 5
C3 42.5 42.5 3.75 3.75 7.5
C4 45 45 5 2.5 2.5
C5 50 50 0 0 0
C6 40 40 10 5 5
C7 40 40 12.5 3.75 3.75
C8 40 40 5 7.5 7.5
C9 40 40 20 0 0
C10 42.5 42.5 10 2.5 2.5
C10 80.75 4.25 10 2.5 2.5
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CHAPTER 6. TRANSPORT PROPERTIES OF REFRACTORY MPEAs
Transport properties of refractory high-entropy alloys (HEAs) are investigated as a potential
new class of high-performance thermoelectric materials. A high-temperature thermoelectric with
a low thermoelectric figure of merit (ZT ) converts similar energy to a low-temperature, high-ZT
material, offering potential for designing refractory materials for high-temperature applications.
Employing density functional theory, we assess the influence of alloying on electronic and transport
properties, exemplified for refractory XTaMoW HEAs (X=Ti, V, Nb, Zr), where Zr increases ZT
over other elements. However, by dispersion engineering via controlled doping (0-5% Nb for Zr),
we found a factor 6 enhancement to ZT (∼0.55) at 1250 K for 1.5% Nb over the undoped case.
6.1 Thermoelectric Materials for High Temperatures
For efficient waste-heat recovery, thermoelectric (TE) systems remain interesting partly due to
reports on the transport properties of nanostructured materials.[1, 2] While semiconductors domi-
nate interest, a gap exists in exploring TEs for high-temperature (HT) applications.[3] High-entropy
alloys (HEAs),[4, 5] developed mainly for remarkable mechanical properties,[6, 7] potentially may
be tuned for functional applications for T > 1000 K,[8] where p-block/Heusler alloys degrade
rapidly.[9, 10] With three dominant (fcc, bcc, hcp) solid-solution phases,[11] refractory HEAs met-
als have flat electronic dispersion and enhanced density of states (DOS) near the Fermi energy (EF )
that may be controlled by selective alloying,[5, 12] and contribute to increased Seebeck coefficient
(S) and electrical conductivity (σ), while altering the electronic (κe) and phonon (κph) thermal
conductivities. With transport mechanisms in refractory HEAs not well understood nor widely
Aayush Sharma, Prashant Singh, Ganesh Balasubramanian, Duane D. Johnson, Dispersion-engineered high-
entropy alloys as high-temperature thermoelectrics, To be submitted
Note: In this work, the transport property analysis of the alloys using first-principles is my contribution.
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reported, revealing the effects of alloying and its control on transport behavior are thus of timely
and profound interest to enable HT applications.[5, 8, 12, 13, 14]






which is largely controlled by doping or alloying.[15] A higher ZT requires maximizing S and σ
(and operational temperature T ) while concurrently minimizing ‘κe + κph’ (κtot). Thus, phonons
must experience their neighborhood as a “glass” (i.e., small κph), while electrons must experience
it as a “crystal” (i.e., large σ).
For impact, it is notable that, even with a lower ZT , high-temperature (refractory HEA) TEs
can convert a similar amount of energy to that of a low-temperature, higher ZT counterpart, so
they hold promise for large-scale industrial waste-heat recovery.[8, 16]
To enhance efficiency further, one must maximize the device ZT over a large ∆T≡Th − Tc. This
imposes an additional requirement that the TE compatibility factor
s = (
√
(1 + ZT )± 1)(ST )−1, (6.2)
(‘+/−’ for cooling/power generation) needs to be within about a factor of 2 across different
∆T ’s.[17] In addition, the maximum energy-conversion efficiency of TE materials is estimated as
(although only valid for small ∆T )
ηmax = ηCar
√
1 + ZT − 1√




which is a fraction of Carnot value [ηCar = (Th − Tc)T−1h ] that no heat engine can exceed. Th and Tc
are device hot and cold side temperatures, respectively, with an average operational T ≈ 12(Th+Tc).
As is clear, ZT , Th and Tc mainly dictate efficiency factors.
Here, we show that ZT can be significantly enhanced over a large ∆T by substitutional doping
and altering charge and energy carriers,[18] if the dopant does not change the scattering, electronic,
or phonon structure significantly. Following this, for XTaMoW (X=Ti, V, Nb and Zr), we tune
the chemical potential (µ = EF ) to the edge of a flat electronic d-band by substitutional doping to
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Figure 6.1: (Color online) (a) KKR-CPA Eform versus X (Ti, V, Nb, Zr) for fcc, bcc, hcp XTaMoW,
with bcc lowest. (b) Eform from KKR-CPA (1-atom/cell) and VASP (64-atom/cell) agree. And,
for 5%Nb doping in ZrTaMoW, stability relative to ZrTaMoW is increased: I=(Zr20Nb5)TaMoW,
II=Zr(Ta20Nb5)MoW, and III=ZrTaMo(W20Nb5).[5, 11]
adjust the valence electron count (VEC). The dispersion engineering by doping, which also controls
the material’s electronic and atomic structure, allows us to manipulate σ, S, and κtot to achieve
high ZT .
To assess phase stability and dispersion in solid-solution HEAs, we use the screened coherent-
potential approximation (CPA) that addresses Friedel screening in disordered alloys.[19] The CPA
is implemented in an all-electron Korringa−Kohn−Rostoker (KKR) Green’s function electronic-
structure code. [19, 20, 21] A modified special quasi-random structure (mSQS) is used to mimic
occupational disorder in a supercell by establishing site occupancies based on local atomic pair-
correlations being approximately zero.[22] An equimolar body-centered-cubic mSQS was generated
using ATAT code,[11, 23, 24] which consisted of 64-atom cell. Chiefly, we use Vienna ab-initio
simulation package (VASP) [25, 26] with BoltzTrap [27] to do the thermoelectric calculations in
the mSQS cell.
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Figure 6.2: (Color online) For XTaMoW, calculated coefficients vs. Kelvin: (a) Seebeck coefficient;
(b) electrical conductivity; (c) Hall coefficient; (d) electronic thermal conductivity; (e) electronic
heat capacity; (f) carrier concentration per unit cell; (g) phonon thermal conductivity (only for
X=Zr); and (h) thermoelectric figure of merit ZT .
6.2 Results & Discussions: Figure of Merit
Formation enthalpies ∆Eform for XTaMoW HEAs from total-energy calculations are given in
Fig. 6.1. VASP (64-atom/cell) values agree with those from KKR-CPA (1-atom/cell). Among fcc,
bcc, and hcp phases, bcc is the lowest-energy state, assumed the ground state. For XTaMoW,
we find that Ti, V, Nb, and Zr additions are, in that order, increasingly less stable, but all fall
in the stability range[5, 11] (−11 < ∆Eform < 5 mRy) where bcc HEAs can be stable at rel-
evant temperatures. In Fig. 6.1(b), the energy stability is enhanced relative to ZrTaMoW for
the substitutionally doped non-equiatomic alloys (I, II, III), where Nb is added at the expense of
Zr/Ta/W. For all these alloys, the atomic size-mismatch δ falls in the range 0 ≤ δ ≤ 6.5% to avoid
segregation.[4, 5, 11] As is well known, the size-mismatch arises from differences in d bandwidths
of the alloying elements,[28] and the KKR-CPA accounts directly for δ and the chemical disorder
broadening of states near EF that affects transport.
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The temperature dependence of the different transport properties of XTaMoW are illustrated in
Fig. 6.2. The TE properties are extremely chemical potential (µ) dependent and also related to the
number of charge carriers. While experimental reports in the literature do not explicitly quantify
µ, we choose µ = EF . In Fig. 6.2(a), S is positive over the entire temperature range (∆T ) for V
and Zr alloying, implying that holes are the dominant charge carriers. In contrast, S for Ti and
Nb alloying remains negative at all temperatures, which signifies electron driven charge transport.
Amongst all, ZrTaMoW shows highest S at all temperatures, increasing from 0.15 µV/K at 300
K, and saturating at ∼75 µV/K near 2000 K. A rise in temperature enhances the hole density in
ZrTaMoW, effectively increasing S.
Conductivity σ in alloys is directly proportional to the density of the charge carriers, which
remains relatively constant with increasing temperatures for all the alloys (Fig. 6.2(f)). Similar
trends are found for σ calculated at µ = EF (Fig. 6.2(b)) with the exception of ZrTaMoW, where
σ increases from 1.5 (Ω.ms)−1 at 208 K to 2 (Ω.ms)−1 at 2000 K. Substitutional doping with
Zr instead of V, Nb or Ti, reduces the carrier mobility and hence τ due to an increased scatter-
ing rate. The observed effect is attributed to the relatively larger atomic-radius and the lower
electronegativity of Zr (1.33) compared to Ta (1.5), Mo (2.16), or W (2.36).
Analyzing the Hall effect is instrumental in understanding the role of kinetic parameters to
the electron transport, such as carrier concentration (n). For ZrTaMoW, in Fig. 6.2(c), the Hall
coefficient RH increases with temperature and exhibits a broad maxima from 900 −1600 K. The
slight drop in RH from 1.95 × 10−9 m3/C at 1450 K to 1.85 × 10−9 m3/C at 2000 K is observed due
to activation of the charge carriers. The linear increase from 50−900 K indicates the presence of only
one type of carrier. On the other hand, the nonlinear variation of RH with increasing temperatures
from 750−2000 K for VTaMoW suggests the involvement of both electrons and holes.[29] Likewise,
the increased κe in Fig. 6.2(d) from 0.19 − 16.2 × 1016 W (K ·m · s)−1 for ZrTaMoW implies the
strong reduction in the energy transported by the charge carriers (b). The larger differences in the
electronegativity of Zr with Ta/Mo/W enhances the scattering. This causes the electron transport
to be significantly localized, i.e., carrier density can be partially controlled by the choice of the
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substitution, as shown in Fig. 6.2(f). The ‘n’ mostly remains T-independent for ZrTaMoW, i.e., (in
units of 103 e/unit-cell) 611.9 at 50 K, 591.3 at 200 K, and 615.6 at 650 K. In contrast, NbTaMoW
shows strong T-dependence from 250 to 2000 K, where ‘n’ changes from 960 to 1169 in the same
units. Surprisingly, the RH of the NbTaMoW does not reveal any T-dependence, implying absence
of any scattering mechanism, as reflected in weakly T-dependent σ, which changes from 0.39 at 50
K to 0.29 at 200 K in units of 1021(Ω ·m · s)−1.
In metals, κ decreases with increase in temperature (Eucken’s law) due to: (i) transfer of free
electrons, and (ii) lattice vibrations. As metallic alloys have an abundance of free electrons and
rather insignificant contribution from lattice vibrations that are predominantly localized, electrons
are the primary energy carriers. However, with increase in temperature, lattice vibrations impede
the motion of free electrons and reduce κ.[30]
The reduction of κph, important for a high ZT of a TE material, can be achieved through:
(a) the scattering of phonons at atomic length scales through rattling atoms, vacancies, impuri-
ties, interstitials, or substitutional atoms; (b) the concept of “phonon-glass electron-crystal”, i.e.,
phonons are scattered by complexity or disorder in the crystal structure, while electrons move
freely as in an “electronic crystal”; and (c) through interfaces, e.g., mesoscale grain and phase
boundaries.[9, 31, 32, 33] In Fig. 6.2(g), the temperature variation from 50−2000 K of κph for
ZrTaMoW shows drastic change from 1.6 to 0.78 W.K−1.m−1. From Fig. 6.2(b) and (d), we can
qualitatively say that the Zr-doped substitutional alloys exhibit enhanced carrier scattering due to
the intrinsic chemical disorder and δ.
The chemical complexity (configurational entropy and disorder broadening) and atomic size
differences in alloys leads to lattice distortions. The enhanced phonon scattering enhances the
high-temperature energy stability and effectively reduces κph.[34, 35] This collectively, as shown
ZT in Fig. 6.2(h) for XTaMoW, enhances the figure of merit at least by factor of two (∼0.15) at
2000 K with respect to X=Ti, V, and Nb. Thus, the intrinsically low lattice κph of HEAs over a
wide ∆T supports their potential as TE materials.
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Figure 6.3: (Color online) For XTaMoW (left-panel) Bloch spectral functions (dispersion) along
high-symmetry direction in k-space, and (right-panel) density of states (in states-(Ry-atom)−1) vs.
energy (in Ry). Fermi energy EF is horizontal line at 0. Alloying and chemical disorder is reflected
by shifting and broadening of dispersion in energy. ZrTaMoW has significant broadening, especially
in d-states at EF around Γ, which are otherwise filled (V, Nb) or unfilled (Ti).
101
Chemical disorder is a key feature of concentrated solid solution alloys. The phase stability
(Fig 6.1), and BSF (6.3, & 6.4) plots systematically show that the controlling factors (i.e., ones
dictating the physical properties) strongly depend on the type and amount of alloying elements
comprising the HEAs. We also discuss that above properties do not necessarily correlate with
the number of elements. On the other hand, the chemical entropy does depend on the number of
elements, so the effect of alloying on the electronic structure is a key. Thus, an analysis of the
chemical disorder on the electronic structure is essential to detail the temperature correlations of
the transport properties.
It is worth noting that the properties of solid solution alloys measured by experiments are
configurationally averaged. We use KKR-CPA to calculate configurationally averaged BSF and
DOS, and discuss both in light of chemical disorder and δ. The BSF of XTaMoW HEAs, in
Fig. 6.3, are similar and well-defined on the scale of the BZ. However, in some places the BSF’s are
more broadened in k due to chemical disorder, as seen for Zr especially, where there is significant
broadening near EF around Γ. The significantly large d band-width in ZrTaMoW near EF relative
to V/Nb/Ti-TaMoW leads to much stronger electron scattering, consequently, a shorter electron
mean free path (FMFP). The disorder broadening (∆k) in the wavevector at EF is proportional to
the inverse of the EMFP,[36] which decreases with ∆k (depends on species size). So in ZrTaMoW
both chemical disorder and larger δ (related to the bandwidth difference between elements) further
reduce the EMFP. In Fig. 6.2(c), the high RH for ZrTaMoW validates the reduced mobility of the
charge carriers due to enhanced disorder broadening. As a result, we expect a significantly reduced
energy dissipation through the electronic subsystem, e.g., (a) high Seeback coefficient, as well as
variations of (g) κph and (h) ZT as seen in Fig. 6.2. Based on electronic-structure analysis, a large
S can be achieved at high carrier concentrations utilizing a large peak in the BSF/DOS near EF .
Moreover, in Fig. 6.2, high S and σ further confirms this insight.
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Figure 6.4: (Color online) For (a) (ZrxNb25−x)(TaMoW)75 and (b) (ZrxTa50−x)(MoW)50, Bloch
spectral function (in Ry) along Γ − H in BCC Brillouin zone. Vertical (red) line shows shift of
band-edge vs. Zr% that tunes chemical potential EF .
6.3 Improving Thermoelectric Property of Refractory MPEAs through
Dispersion Engineering
To further improve the TE properties, modification in the density of states have also been
attempted. A common understanding of large S in electronic structure comes from the high density
of states (at EF ) and high effective mass.[9] We show, in Fig. 6.3, that a little change in chemical
compositions can significantly affect the TE behavior of ZrTaMoW. Tuning density of states of
ZrTaMoW at EF , in particular, has led to fruitful outcome based on controlled substitution of Nb
at the expense of Zr. ‘Nb’ destabilizes the band-structure by pushing localized unfilled d−bands to
the edge of EF , which consequently enhances the ZT . The increase in ZT is attributed to the high
value of S that comes from the high effective mass due to the presence of large number of flat bands
at N − Γ − H in BSF, see Fig. 6.3. However, high effective band mass will unfortunately result
into a very low mobility, but in isotropic materials the effect of the band mass on S and mobility
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cancels. Such materials are left with the low inertial mass (≈ the band mass in an isotropic metals)
along the transport direction, which improves the thermoelectric behavior.
From the above analysis, we can immediately suggest means to improve the alloy stability of
XTaMoW, X=Ti, V, Nb, Zr. As shown by formation energy (Fig 6.1), ZrTaMoW is the least stable
on the relative energy scale. The lower relative energy stability of ZrTaMoW compared to Ti, V
and Nb arises because Zr has fewer filled bonding states along with a flat d-state present at EF
(Fig. 6.3; a state that is basically filled for V and Nb). To tune the stability of ZrTaMoW further,
we substitutionally dope Nb at the expense of Zr in (ZrxNb25−x)TaMoW that enhances stability
by lowering the formation energy. We vary the Zr composition in Fig. 6.4 in steps of 5% to 15-25
at.%. The ratio of Zr:Nb controls the position of the flat d-states. To quantify, in Fig. 6.4, we
plot BSF for (ZrxNb25−x)TaMoW, and (ZrxTa50−x)(MoW)50 along Γ-H in the BCC Brillouin zone
for x=15, 20, and 25 at.% Zr. Clearly, in Fig. 6.3, the ZrTaMoW shows large disorder broadening
due to enhanced scattering coming from Zr−4d present at the edge of EF , as shown in Fig. 6.1.
We observe significant improvement in energy stability (from ∼4 mRy → ∼1.5 mRy). In Fig. 6.4,
physically negligible changes in disorder broadening in (Zr20Nb5)TaMoW means, we can still main-
tain the EMFP criteria of ZrTaMoW that helps achieving higher S, and consequently higher ZT .
In a compelling example, substituting Nb at the expense of Zr in ZrTaMoW shifts the edge of the
d (mainly Zr) dispersion to EF . This alignment is so important that replacing ∼1.5 at.% (∼3 at.%)
Nb for Zr gives more than 10-fold (6-fold) increase in device efficiency compared to ZrTaMoW,
and enhances the ∆T from 600 − 2000 K. Across a large ∆T , the electrical current required for
highest-efficiency operation changes as the materials properties change with temperature. For ideal
Carnot engine, optimal efficiency (ηmax) can be 25%. In practical cases, ηmax is 5% at ZT = 1 for
hot (Th = 400K) and cold (Tc = 300K). In Fig. 6.5, with conditions of ZT ∼ 0.6 (Th = 1250K;
Tc = 1000K), the optimal efficiency is 2.5%, reaching 3.7% if we can achieve ZT = 1.
104
Figure 6.5: (Color online) For Zr25−x−yNbxTa25+y(MoW)50, ZT increases greatly (compared to
undoped A(x=0; y=0) alloy) for B(x=1.5), C(x=3) and D(x=4.5), where B is 10× over A at
1250 K. A behavior not obtained for quaternary (x=0) case changing just Zr%, see E(y=1.5) and
F(y=3).
6.4 Summary
To conclude, we have examined a set of refractory-based HEAs XTaMoW, X=Ti, V, Nb, Zr for
phase stability and thermoelectric properties from 0− 2000 K. For ZrTaMoW, the figure of merit
ZT increases with temperature and attains ZT ≈ 0.15 near 2000 K. From dispersion-engineering,
we could tune S and σ to enhance ZT up to ∼0.6 at 1250 K (a factor of ∼10) by 1-5 at.% Nb
doping in place of Zr. Our results indicate a means to design new high-performance refractory-
based bulk thermoelectric materials for high-temperature applications, such as waste-heat recovery,
by alloying appropriate combinations of substitutional elements. This analysis also provides a
cautionary message that high sensitivity of S to carrier density could easily deteriorate the TE
performance by under- or over-doping.
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CHAPTER 7. TWINNING-INDUCED PSEUDOELASTIC BEHAVIOR IN
REFRACTORY MPEAs
An investigation of the deformation mechanisms using classical molecular simulations in complex
solid solution BCC (MoW)85(TaTi)7.5Zr7.5 alloy under tensile-compressive loading is carried out.
The atomistic model reveals temperature dependent pseudoelastic behavior aided by twinning
during loading-unloading cycle. The pseudoelastic behavior is found to be independent of loading
directions with identical cyclic deformation characteristics during uniaxial loading. A variation in
temperature from 77 to 1500 K enhanced elastic strain recovery in the BCC solid solution. We
provide a critical first-hand evidence of pseudoelastic behavior in (MoW)85(TaTi)7.5Zr7.5. Materials
with pseudoelasticity have diverse applications including in biomedical fields. Prior to this work,
limited solid solutions of BCC single and quaternary elemental systems in single crystal form have
shown pseudoelastic behavior at low temperatures and high strain rates.
7.1 Pseudoelasticlity in Alloys
Martensitic transformations (MTs) are first order diffusionless transformations which are ob-
served in ferroelectric and ferromagnetic alloys and play the central role in exhibiting the pseudoe-
lasticity or superelasticity in shape memory alloys.[1] In many previous studies the nature of the
MTs,[2, 3] showcasing pseudoelasticity have been investigated.[4] Under mechanical load and re-
duction in temperature, the austenite (parent phase) transforms into a martensite (product phase),
which consists of complex microstructures such as twinned martensite, wedges, twins within twins
etc.[5, 6] When the load is removed and the temperature is increased, the martensite transforms
back into the parent phase and the initial shape is recovered. Such special transformations are
responsible for the pseudoelasticity in alloys.[7] However, pinning of the austenite-martensite and
Aayush Sharma, Valery I. Levitas, Prashant Singh, Anup Basak, Ganesh Balasubramanian, and Duane D.
Johnson, Twinning-induced pseudoelastic behavior of (MoW )0.85(Zr(TaT i))0.15, To be submitted
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martensite-martensite interfaces by dislocations or other crystal defects often gives rise to irre-
versible martensitic transformations that may inhibit complete pseudoelasticity.[6, 7]
Recently, a lot of attention has been on identifying pseudoelastic alloys, due to their diverse
application especially as actuation devices and bio-compatible stents.[8] Getting away with the
toxicity issue in some of existing pseudoelastic materials, e.g., Ni-Ti, poses a challenge to the
biomedical industry.[9, 10] All being said, the complex microstructures of these pseudoelastic alloys
make it difficult to experimentally characterize the reversible stress-induced deformation products.
To discover an alternate non-toxic alloy, we perform extensive research on novel refractory based
Mo-W-Ta-Ti-Zr high entropy alloys (HEAs)[11] series. HEAs have been in focus due to their
remarkable mechanical behavior, structural strength, resistance to fatigue, oxidation, corrosion,
and wear,[12, 13, 14] with a potential view of employing these materials in systems ranging across
defense equipment, naval architecture, and high temperature applications.[12, 15]
Our recent investigation on novel refractory Mo-W-Ta-Ti-Zr complex solid solution alloy (CSA)
revealed interesting electronic and mechanical characteristics, alongside global and local stability.[15,
16] While sweeping through 5-dimensional composition space, we zeroed on one such composition,
(MoW)85(TaTi)7.5Zr7.5 (MWTTZ), which exhibits pseudoelastic deformation under applied strain.
The understanding of the control mechanism, along with revealing the twinning process in MWTTZ
alloy makes an interesting case study.
With large scale atomistic simulations we reveal twinning and detwinning phenomena on ac-
count of loading and unloading the MWTTZ alloy. Similar nature of loading-unloading hysteresis
originating from tuning process has been found in nanocrystalline tungsten (W).[17] In these mate-
rials, twin boundaries act as effective barriers to dislocation slip, which in turn increases the yield
strength and ductility. Previously such behavior have been limited to couple of refractory based
quaternary alloys,[18, 19] however, we do not find any reported quinary (five component) alloys
with pseudoelastic behavior. The deformation modes for the quaternary (Ti-Nb-Ta-Zr) were found
to be dependent on composition and varied between slip and twinning modes.[18, 19] MWTTZ
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is the first quinary based CSA, which portrays great promise for biomedical applications, as it is
bio-compatible and shows desired characteristics of pseudoelastic deformation.
7.2 Computational Details
A cuboidal simulation domain is constructed by random distribution of Mo, Ta, W, Ti and Zr
atoms in a BCC lattice (Fig. 7.1) of (95.9014 × 95.9014 × 95.9014) Å3, with a lattice constant of,
a0 = 3.19 Å.[15] The mole fractions of the different elements constitutes a total of 54000 atoms.
Periodic boundary conditions are imposed in all the directions. The intermolecular interactions are
described using the assimilated Embedded Atomic Method (EAM),[20] and validated previously.[16]
We employ the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) simulation
package,[21] for calculations. For visualization, the common neighbor analysis (CNA)[22] is used
in “OVITO” the Open Visualization Tool.[23]
The energy minimization of the structure carried out using the conjugate gradient algorithm
with energy tolerance of 10−15 and force tolerance of 10−15 (eV/Å) results in a geometrically
optimized configuration for the MWZTT HEA. The structure is initialized at 4000 K under an
isothermal-isobaric (NPT) ensemble at a pressure of 0 MPa for 90 picoseconds (ps). The alloy is
rapidly quenched from 4000 K to different temperatures (300 to 1500 K) in 10 ns, and the structure
is equilibrated for an additional 90 ps.
The quenched HEA is further simulated under the NPT and NVT (canonical) ensembles, suc-
cessively for 10 ps and 20 ps, respectively. The pressure (0 MPa), and temperature constraints
are imposed by the Nosé-Hoover barostat and thermostat with coupling times for both set at 1
ps. Finally, the structure is equilibrated for 10 ps under the microcanonical ensemble (NVE) to
complete the quenching process. A time step of 0.001 ps is maintained throughout all our simula-
tions. A quasi-static uniaxial loading-unloading in the <100> direction is applied to analyze the
deformation mechanisms. At each loading step, we expand the simulation box (in the <100> di-
rection) at a rate of 0.01 ps−1, while the lateral boundaries are controlled using the NPT equations
of motion to zero pressure. The strain expressed on the sample is the true strain. Subsequently,
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Figure 7.1: Representation of (a) Pure tungsten (W) and (b) quinary (MoW)85(TaTi)7.5Zr7.5
(MWTTZ) alloy. Common neighbor analysis (CNA) reveals a body-centered cubic (BCC) co-
ordination among the 54,000 atoms for both pure W and MWTTZ alloy. Different elements are
visualized through different colors: Mo=green, W=red, Ta=yellow , Ti=black, Zr=blue .
the deformed alloy is equilibrated under NPT and NVE ensembles for 90 and 50 ps, respectively,
after each loading step.
For any alloy, analyzing the phase stability is an important criteria. Based on empirical rules
(valence electron composition (4 < V EC < 6) and size-effect(≤6.6%) and mixing (formation)
energy calculated from first-principles ( 1 mRy; range=-15 mRy to 5 mRy) shows that MWTTZ
HEA is energetically stable, and will form a complex solid solution. Throughout our calculations,
we consider solid solution phase of the MWTTZ.
In Fig. 7.1, the crystal lattice of (a) pure tungsten (W), and (b) quinary MWTTZ is shown.
The common neighbor analysis (CNA) performed on the undeformed MWTTZ alloy reveals a body
centered cubic (BCC) coordination, identical to that of pure tungsten.
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Alongside phase stability we also investigate the alloy’s (MWTT) mechanical stability, based
on standard criteria:[24]
B > 0; C ′ > 0; C44 > 0; (7.1)








where C11, C12, and C44 are three independent elastic constants in cubic crystals which relate all
six components of the stress (’σ’) tensor with six components of the strain (’ε’) tensor.[24] These
constants are usually derived from the total energy calculations representing the single crystal
elastic properties. We found that the MWTTZ alloy satisfies the criterion’s for both (a) phase and
(b) mechanical stability.
To capture the correct values of the elastic constants and relevant parameters of MWTTZ, we
considered the small displacement method in our calculations.[25] We found a large drop in C11 is
drastic from 395 GPa at 77 K to 336 GPa at 1100 K, however, C12 and C44 show slight increase from
179→191 GPa and 123 →130 GPa, respectively, with increase in temperature. In a physical sense,
C11 shows reduction in longitudinal elastic behavior, whereas C12 and C44 show slow increase in off
diagonal and elastic shear characteristic of MWTTZ, respectively, with temperature. A longitudinal
strain produces a change in volume without a change in shape and related to pressure, which reflects
a larger change in C11. In contrast, a transverse strain or shearing causes a change in shape without
a change in volume. So, C12 and C44 are less sensitive to pressure than C11. The shear modulus
(Eq. 7.2) drops from 108 GPa at 77 K to 60.5 GPa at 1100 K, which clearly comes from reduction
in longitudinal elastic constant C11.
7.3 Evidence for Twinning and Role of Temperature
We perform quasi-static tensile loading and unloading (compression) on the MWTTZ alloy to
investigate the behavior of the alloy under external strain. Uniaxial loading is widely used to reveal
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Figure 7.2: (a) We show hysteresis found in (MoW)85(TaTi)7.5Zr7.5 (MWTTZ) during quasistatic
loading/unloading at 300K; (b) step wise atomic scale picture of twinning (loading) and detwinning
(unloading); and (c) shows the first set of twins, the cut of (111) clearly shows the twin-plane while
the twin-direction is 〈112〉. In (a), MWTTZ shows the twin formation at 0.065 strain, which on
further strain hardening gives rise to cross twins (T19). Compression (unloading cycle), associated
with rise in the stress, leads to detwinning (C1 to C11) .
the deformation characteristics of a material. We present one such deformation curve in Figure
7.2 at 300 K. MWTTZ follows elastic limit till 0.02 strain value with stress of 6.16 GPa. Beyond
which, instability drives MWTTZ away from the elastic regime. As stress piles up, twinning is
observed in the crystalline lattice (T10 in Fig.7.2). The first major stress drop is observed at T10
showing deviation from the perfect BCC coordination. At T10, with a major stress drop, twinning
relieves the stress. The findings are also observed while CNA mapping. The CNA analysis in
the present study helps us to track the nucleation of twins, its growth, as well as detwinning in a
loading-unloading cycle. Along with a first set of twins, we also observe a set of cross-twins in the
MWTTZ alloy (T19 inset Fig.7.2).
To analyze the effect of thermal fluctuation effect on the pseudoelasticity observed in MWTTZ
complex solid solution alloy, we perform loading-unloading deformation at different temperatures
between 77 to 1500 K. With an increase in temperature, Fig. 7.3, we are able to control the
overlapping regions during loading and the unloading cycle. This implies that temperature can be
115
Figure 7.3: We plot temperature dependent pseudoelastic behavior observed in
(MoW)0.85(Zr(TaTi))0.15 (MWTTZ) at (a) 77 K, (b) 300 K, (c) 700 K, and (d) 1100 K.
The MWTTZ shows extreme thermal sensitivity. A large hysteresis found at 77 K slowly decreases
with increase in temperature, and disappears at very high-temperatures (>1100 K).
an essential control parameter for the pseudoelastic trend observed in the MWTTZ alloy. Tungsten
(W) single crystals are known to exhibit deformation twins at negative temperatures (T < 0◦C).
It is also suggested that an increase in the purity would facilitate the twinning process.[26] In our
MD analysis, we observe twinning during tensile loading for both pure tungsten, and the quinary
MWTTZ alloys.
While investigating the evolution of shear strain for MWTTZ, in Fig.7.4, we show twins along
the (111) plane. Without load, as anticipated, atoms experience zero shear (Fig.7.4a), with further
increase in uniaxial loading (<100> (x)) twins appear (Fig.7.4b; T9). The thickness of twinning
layers is about 3 atomic layers which marginally increases to 4 atomic layers at T17 (Fig.7.4c). Any
increase in quasistatic (<100>) load beyond this, we find formation of additional cross-twins for the
MWTTZ HEA. The thickness of both the original and the cross-twins is found to be approximately
equal (3 atomic layers). The features of twins, cross-twins and reverse twinning or detwinning was
reproducible for uniaxial loading in any of the three directions: <100> or <010> or <001>. For
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Figure 7.4: We show variation of shear strain during (tensile) loading cycle along[111]. (a) T1
(b) T9 (c) T17 and (d) T19 represents the quasi-static loading steps at different strains. We find
growth of thickness of the twin layers from 3 atomic layers (T9), to around 4 atomic layers (T17).
Further strain hardening leads to the formation of cross-twinning. We find the magnitude of stress
required for initial twin nucleation is higher than that of its propagation.
clarity, we have specifically discussed the <100> case. It is also worth mentioning within the strain
limits (small strain regime) considered in the present study, biaxial loading (<110> or <101> or
<011>) of the quinary MWTTZ alloy did not yield evidence of twinning and detwinning features.
7.4 Summary
To conclude, we have employed atomistic simulations and found pseudoelastic behavior in
MWTTZ HEA. Our investigation reveals formation of twins and detwinning phenomena during
loading-unloading (tension-compression) cycle, and the effect lasts within a wide range of tempera-
ture 77 K to 1500 K. We show that the pseudoelastic behavior can also be controlled by temperature,
which has many possible applications as actuators in devices and even bio-medical implants. As
bio-medical application usually requires reasonable elastic strength and cyclic deformation char-
acteristics, MWTTZ can be very useful. Experimental validation for the proposed pseudoelastic
behavior in MWTTZ would require a sample of extreme purity.
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CHAPTER 8. CUCKOO SEARCHING OPTIMAL COMPOSITION OF
MULTICOMPONENT ELEMENT ALLOYS BY MOLECULAR
SIMULATIONS
A robust computational design framework that couples the metaheuristic cuckoo search tech-
nique with classical molecular dynamics simulations is employed to optimize the composition of
multicomponent alloys for increased tensile strength. Model binary, ternary, and quinary multi-
principal element alloys are chosen as test beds to predict the influence of atomic concentration of
one constituent element (design variable) on the ultimate tensile strength (objective function) of
the material. The design solutions that correlate the elemental atomic fraction to strength over a
number of computational search cycles are in qualitative agreement with earlier experiments. The
predictive scheme explores a vast materials landscape and accelerates the elemental selection for
discovery of novel multicomponent alloys.
8.1 Introduction-Need for Optimization
Multi-principal element alloys (MPEAs), a subset of multicomponent alloys, are typically con-
centrated solid solutions composed of five or more principal elements, each occupying between 5 - 35
atomic % [1, 2, 3]. The different MPEA compositions that have been explored over the last decade
show unique micro/nanostructures and adjustable mechanical properties [4, 5, 6, 7]. While the theo-
ries explaining the strengthening mechanisms are still in the early stages of development, few design
strategies have been proposed for optimizing elemental concentrations to achieve targeted phase and
material properties [8, 9, 10]. Some of these approaches include combinatorial material synthesis,
numerical schemes using ab-initio and molecular simulations, thermodynamics based calculation
of phase diagrams, finite element modeling, and the Taguchi method[11, 12, 13, 14, 15, 16, 17].
Aayush Sharma, Rahul Singh, Peter K. Liaw and Ganesh Balasubramanian, Cuckoo searching optimal composition
of multicomponent alloys by molecular simulations, Scripta Materialia (2017), 130:292-296.
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The conventional methods, which involve characterization of microstructures followed by dynamic
measurement of the material properties, for discovering novel multicomponent alloys are time and
resource intensive. The advantage of a computational framework, on the other hand, lies in the
vastness of the parameter space available for examination, not possible otherwise using only ther-
modynamic phase analyses or high throughput synthesis. Thus, to design novel multicomponent
alloys with optimal material compositions for desired microstructures and properties, we present a
simulation-driven paradigm that integrates a metaheuristic optimization technique with atomistic
computations, and offers recommendations in agreement with established experimental results.
8.2 Cuckoo-Search (CS) Evolutionary Algorithm
Metaheuristic algorithms enable a nature-inspired generalized optimization scheme to rapidly
derive approximate solutions for intractable or gradient free problems [18, 19, 20]. Genetic Algo-
rithm (GA) and Particle Swarm Optimization (PSO) are the most popular evolutionary algorithms
with several applications in manufacturing, quality control, production, and design [21, 22, 23, 24,
25, 26, 27, 28, 29]. However, the effectiveness of a recent technique called cuckoo search (CS) for
multi-modal design applications [30, 31, 32], and its superiority in benchmark comparisons [33, 34]
against PSO and GA makes it an intelligent choice for designing multi-element MPEAs. CS is a
search method that imitates obligate brood parasitism of some female cuckoo species specializing
in mimicking the color and pattern of few chosen host birds. The parasitic cuckoo often chooses
a nest where the host has just laid its own eggs so that when the first cuckoo chick hatches, it
evicts the host eggs out of the nest to increase its own food share. Specifically, from an optimiza-
tion standpoint, CS (i) guarantees global convergence, (ii) has local and global search capabilities
controlled via a switching parameter (pa), and (iii) uses Lévy flights rather than standard random
walks to scan the design space more efficiently than the simple Gaussian process [32, 35].
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8.2.1 Design of CS-MD Framework, Features & Validation
We integrate the CS mathematical framework with an atomistic simulation tool, molecular
dynamics (MD) in this case, to optimize the elemental composition for a set of model quinary alloy
with targeted properties. Since analysis using phase diagrams require extensive thermodynamic
data and computationally expensive ab-initio calculations are limited to systems of a few hundred
atoms only, MD simulations are chosen as the scientific probe. We construct, verify, and implement
a CS-MD coupled computational design framework and demonstrate its performance to tailor the
quinary AlCrCoFeNi alloy composition for increasing the tensile strength.
The CS optimization procedure is based on the algorithm proposed by Yang and Deb [33]. The
CS implementation considers that each egg in a nest represents a solution governed by the following
three idealized rules:
1. At a time, each cuckoo lays one egg and dumps it in a randomly-chosen nest.
2. Only the best nest with highest quality eggs is carried over to the next generation.
3. The probability that the host bird discovers the cuckoo egg is pa ε (0, 1) for a fixed number of
available host nests. If/when discovered, the host bird can either get rid of the cuckoo egg or build
a completely new nest.
Cuckoo search possesses the advantage of a balanced combination of both the local-random
walk and the global-exploratory random walk. The switching parameter, pa, controls the selection
between these two walks. A local random walk is represented as,
xt+1i = x
t
i + αs⊗H(pa − ε)⊗ (xtj − xtk) = 0 (8.1)
where, ε = random number, H(u) = Heaviside function, s = step-size, xti & x
t
k = two different
solutions selected randomly by random permutation, ⊗ = entry wise product.
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A global random walk or Levy Flights is represented as,
xt+1i = x
t











, (s >> s0 >> 0) (8.3)
and α=0, is the step size scaling factor related to the scale of the problem. We verify the CS
optimization code by analyzing its performance by two standard tests, the 6-hump Camel back and
the Ackley function, similar to the original algorithm [31, 33].
The convergence rate in CS optimization has been often found to be least dependent on the
choice of key parameters like number of nests (n) and switching parameter (pa) [32,36]. Our initial
trials on test function like Ackley and 6-hump Camel back, revealed 0.2 to be an appropriate
choice for most scenarios at different values of n (5 to 100). This approach ensured local search to
consume around 1/5th of the total time, meriting suitable exploration of the global design space
within reasonable computing times. Thus, for all simulations of the multi-component alloys under
CS-MD framework, we use a value of pa equal 0.2. An efficient heuristic optimization framework
ensures that the system is not trapped within any local optimum in the design/objective function
landscape. CS optimization includes both the local-random walk and the global-exploratory random
walk with Lvy flights. Thus, a guaranteed global convergence is an intrinsic feature and a unique
advantage of the CS framework [30-33]. We believe that a comparison of computational times
between CS and just the local search would suggest that since the local search explorations could
be stuck in local optimum, they will consume more computational resources/time (although we
did not run independent simulations). In relation to this, CS would certainly be more efficient in
exploring desired maxima/minima at both local and global search gradients [31, 33].
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Figure 8.1: Cuckoo search (CS) and the implemented CS-MD algorithm: (a) Flowchart describing
the steps in a standard CS optimization algorithm; (b) The proposed CS-MD framework for the
design of multicomponent alloys.
8.2.2 CS in Exploring Structure-Composition Design Space of Multicomponent Al-
loys
The modified CS algorithm implemented here is shown in Fig. 8.1a, which is adapted from a
generalized description of the standard CS technique [33]. The CS-MD framework, illustrated in
Fig. 8.1b, involves optimizing user-declared design variables, such as the elemental concentration in
the alloy for the desired property, the ultimate tensile strength in this case. Each cycle (generation)
of CS involves comparing different solutions (nests) to retain the best candidate while replacing all
unfavorable solutions with newer alternatives predicted via the global and local exploratory walks
in the design space. This strategy ensures that all possible solutions are explored, and we overcome
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the barriers imposed by the local maxima/minima to arrive at globally- optimum results. For every
cycle, only the alloy with the elemental concentration that yields the maximum ultimate tensile
strength is retained amongst all the available solutions, referred as the best nest/solution (g∗).
The CS-MD framework is tested for robustness by varying input concentrations from 2.5 % to
97.5 %, in increments of 2.5 %. A single MD-output file was used as the output for all concentra-
tions. The code provided the correct elemental concentrations (input) and calculated the maximum
strength as equivalent for all cases tested. The implementation of multiple input parameters in this
framework is a natural extension of this predictive scheme.
8.2.3 Computational Details-MD
All the atomistic simulations of the binary, ternary subsets, and the quinary alloy are performed
with LAMMPS [36]. In a 2.0 x 2.0 x 2.0 nm FCC lattice, elements (Al-Cr-Co-Fe-Ni) were randomly
arranged to form the alloy system of 32,000 atoms, having periodic boundary conditions imposed
in all directions. Energy minimization is carried out, using the conjugate gradient algorithm with
energy and force tolerance set to 10−15 units. First initialization at 2,200 K under an isothermal-
isobaric (NPT) ensemble at a pressure of 0 MPa for 90 picoseconds (ps) to melt the alloy using
equilibrium MD simulations. This step is followed by rapid quenching of the alloy under the NPT
ensemble at 0 MPa with a cooling rate of 0.0038 K/ps to reach 300 K. We employ the Nosé-
Hoover thermostat and barostat, each with a coupling time of 1 ps. Next, the structure is allowed
to equilibrate for another 90 ps. A time step of 0.001 ps is maintained throughout all our MD
simulations.
The quenched alloy is, then, further equilibrated under the NPT and NVT (canonical) ensembles
successively. The pressure and temperature constraints each with the coupling time of 1 ps are
imposed by the Nosé-Hoover thermostat and barostat, for a total time of 90 ps, followed by the NVT
ensemble, for further 90 ps. Finally, the entire system is simulated in the absence of thermodynamic
constraints for further 90 ps under the NVE (microcanonical) ensemble to ensure that we obtain
an equilibrated structure. Next, tensile loading of the alloy is performed independently at 300 K.
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The simulation cell is deformed in the x-direction of <100> with a strain-rate of 1010 s−1, for the
engineering strain of 0.9 % , while lateral boundaries are controlled using the NPT equations of
motion to zero pressure. We employ the 12-6 Lennard-Jones potential with the functional details
described in our earlier work [37]. The different parameters for the force field, as employed in
previous MD simulations [38, 39], are presented previously in Ch. 2 (Table 2.1). Each alloy
examined under the CS framework underwent the structure preparation (melting, quick quenching
and equilibration), followed by high strain deformation, as described elsewhere in details [37].
8.3 Results & Discussion: Optimized Explorations of Structure-Composition
Design Space
The predictive capability of the CS-MD optimization framework for multicomponent alloys is
first verified for a binary Al-Fe alloy, followed by ternary and quinary combinations. The selected
optimization parameters for the binary, ternary, and quinary alloys are listed in Table 8.1 together
with the upper and lower limits of the design variable for each material. For the binary case, the Al
elemental % (atomic) is chosen to be the design variable, while the objective function is to increase
the ultimate tensile strength (UTS) for the alloy. UTS is the maximum stress that a material can
sustain within specific strain limits, which in this investigation is 0 to 90 % strain at a specified
strain rate of 1010 s−1. The choice of the extremely-high strain rate, which is difficult to realize in
typical experiments, is required to derive demonstrative predictions from MD simulations within
reasonable wall times.
The design space shown in Figs. 8.2 a, c, and e has the elemental % (atomic) of the design
variable in the z-axis varying with the number of iterations and number of nests presented along
the y and the x directions, respectively. The numbers of nests denote the number of solutions
considered. The total number of evaluations of the objective function is the product of the number
of nests and number of iterations. The predictive landscape in Figs. 8.2 a, c and e represent the
exploratory walks performed by the different nest/solutions (= 20) of the CS algorithm. Here, the
same colored histograms represent the variation in the design parameter (atomic concentration)
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Figure 8.2: Design-space-exploration map [panels - (a), (c), and (e)], and design variable (concen-
tration) and objective function (UTS) variation with each cycle of CS [panels (b), (d), and (f)], for
the different multicomponent alloys binary Al-Fe, ternary Fe-Ni-Cr, and quinary Al-Cr-Co-Fe-Ni
examined in the CS-MD optimization framework. [40]
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values with each iteration of the CS cycle. The fluctuations in the histograms during the different
iterations indicate that the algorithm is employing different design values to arrive at a global
optimum and achieve the desired objective function of the increased strength in the alloy. While
the local search consumes about 1/5th of the total search time, the rest is required for the global
search when using a switching parameter of pa = 0.2. In each iteration, the complete exploration
of the design variable by the different cuckoo nests analyzes the favorable Al elemental % (atomic)
that increases the strength of the binary AlxFe alloy.
The CS-MD results (Figs. 8.2 a and 2b) suggest that as Al % reduces the strength of the
binary (Al-Fe) alloy increases from 4,000 MPa for 20 % Al to a final value of 5,000 MPa for 9 %
Al in 100 objective function evaluations. Each objective function evaluation involves a complete
MD computational analysis, where for a particular composition, a nanoscopic structure of the alloy
is simulated by quenching from 2,200 K to 300 K, followed by the uniform tensile deformation in
the <100> direction. The low Fe solubility in Al promotes several stable and metastable phases
that often lead to the formation of a hard and brittle intermetallic with the reduced formability in
rapidly-quenched Al alloys [41, 42, 43]. The predictions of the CS-MD approach for the high strain
deformation of AlxFe alloys shows reasonable agreement with the literature, where an increase in
Fe % promotes higher tensile strength in quenched alloys [44, 45, 46, 47, 48].







(at.%) Pa # Nests # Cycles
Binary: AlFe Al 99 1 0.2 20 10
Ternary: FeNiCr Fe 90 10 0.2 20 10
Quinary: AlCrCoFeNi Al 99 1 0.2 20 6
The ternary Fe-Ni-Cr alloy with the design variable as the atomic % of Fe is next employed as
a test bed for the material-optimization method. Figure 8.2c shows the design-space extent when
the different cuckoos explore possible nests/solutions over the different cycles. The variations of
the design parameter and objective function with each cycle of CS are shown in Fig. 8.2d that
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shows an increase in the strength of the Fe-Ni-Cr alloy with the increase in the Fe content. Within
200 objective function evaluations, the algorithm is able to predict the Fe content (at. %) that
effectively raises the strength in the ternary alloy by ∼ 4 %. An increase in Fe content in alloys
(binary and ternary) promotes the formation of intermetallic phases that enhance strength (tensile)
in the modified alloy [42, 44, 45, 49, 50, 51].
We extend our optimization analysis to quinary alloy compositions constituted of the Al-Cr-
Co-Fe-Ni elements. The Al content is the design variable, and the objective is to examine trends
for the design variable that could result in a higher strength of the quinary alloy. Predictions
from the design framework in 120 objective function evaluations across 6 cycles of CS runs suggest
that the strength (UTS) of the quinary alloy can increase by ∼ 35 %. Figure 8.2f illustrates the
evolution of UTS as a function of Al at. % over the computed cycles. We find that reducing
Al concentration from 10 % to 1 % at the expense of increasing Fe fraction in our quinary alloy,
contributes to increasing the strength of the multicomponent alloy system. The trends observed
from our design framework are in good agreement with experimental measurements [40], that show
an increase in UTS from 620 MPa to 635 MPa at 298 K for a decrease in Al % from 6.4 to 2.2 at.-%
for the AlxCrCoFeNi MPEA. We conjecture that Al promotes the clustering transition [37], and
as its concentration reduces while that of Fe increases, the strength of the multicomponent alloy
increases. Our predictions, which contradict the increase of strength and hardness with increasing
Al content in single phase solid solutions (near equiatomic MPEAs) [52], suggest that for the
optimized compositions intermetallic, multi-phase or possibly amorphous structures are promoted
in multicomponent alloys, see Fig. 8.3. It is also important to clarify that the different multi-
component alloy systems considered in the investigation are defect-free [53, 54], and we report
values (UTS) that are in the realm of ideal-strength [53, 55, 56, 57]. However, in actual materials
dislocations, twinning, stacking faults, and microstructural defects, to name a few, significantly
contribute to strength characteristics.
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Figure 8.3: Pair correlation function of quenched equiatomic AlCrCoFeNi and
Al0.01Cr0.25Co0.19Fe0.45Ni0.1 (shifted vertically to aid illustration) multicomponent alloys at
300 K from MD simulations. The equiatomic quinary shows a FCC or A1 phase while the higher
Fe content quinary (atomic fraction, Fe: 0.45) shows deviation towards an intermetallic phase.
Stronger peak strengths are observed in the higher Fe content alloy, as opposed to the equiatomic
AlCrCoFeNi alloy case. Ultimate tensile strength (UTS) after uniaxial deformation is found to be
higher in Al0.01Cr0.25Co0.19Fe0.45Ni0.1 (UTS: 41,184.1 MPa) relative to equiatomic AlCrCoFeNi
(UTS: 22,280.5 MPa). Hence, the CS-MD predictions capture the role of Fe content in driving




In summary, we develop and implement a combined cuckoo search and molecular dynamics
based the design framework to optimize the composition of multicomponent alloys for the desired
structural property, such as high tensile strength. The metaheuristic simulation algorithm is suffi-
ciently robust to be not confined by local optimum solutions and predict the global maxima/minima.
We employ the technique to examine the variation of mechanical strength under high strain-rate
deformation in binary, ternary, and quinary multicomponent alloys. The results of the computa-
tional scheme reveal the correlation between the concentration of a single element (design variable)
and ultimate tensile strength (objective function) that are qualitatively in agreement with earlier
experimental measurements. The proposed technique accelerates the selection and composition of
elements for a multicomponent alloy system with desired structures and properties, overcoming the
limitations of trial-and-error strategies for exploring the vast materials landscape for such complex
structures.
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CHAPTER 9. SUPER-CELL BASED RANDOM APPROXIMATE
STRUCTURES: SCRAPS
We introduce a metaheuristic Cuckoo search (CS) based hybrid approach, specially tailored
for multicomponent solid solution alloys. The power of algorithm lies in the ability to divide
global and local convergence efficiently between CS and Monte-Carlo search. This make hybrid
CS fast and efficient along with keeping it away from local minima traps. Currently, search of
multicomponent alloy system is restricted by a huge design space. To that end, we use hybrid-CS
to generate supercell based random approximate structure (SCRAPS). We exemplify the SCRAPS
by designing multicomponent alloy systems using short-range order parameter as one of metrics.
SCRAPS provides reasonable disorder structure needed in the first-principles/atomistic modeling of
phase, structural, and/or mechanical behavior. For validation, we use SCRAPS generated supercells
to study phase stability (formation energy) and phonon stability of Cu3Zn, TaW and TaWMo alloys.
9.1 A Hybrid CS Framework to Design MPEA Structures
Cuckoo search (CS) is one of the latest nature-inspired metaheuristic algorithm, which is based
on the brood parasitism of some cuckoo species.[1, 2] Inspired by the recent success of CS,[3, 4,
5, 6] we propose a hybrid Cuckoo search algorithm potentially far more efficient than particle
swarm optimization and genetic algorithms. Hybrid CS employs a combination of global and local
explorations (through Monte Carlo (MC) search) to explore the large multimodal design space
of any problem. The selection of the best nest at every iteration/cycle ensures that the solution
ultimately converges to the optimality. On the other hand, the diversification via randomization
avoids the solutions getting trapped at the basins of the local optima.
Rahul Singh, Aayush Sharma, Prashant Singh, Ganesh Balasubramanian, Duane D. Johnson, Super-Cell based
Random Approximate Structures: SCRAPS , To be submitted
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Structural models needed in calculation of properties of substitutional random alloys are usually
constructed by randomly occupying each of the sites of a periodic cell.[7] We extend our hybrid
CS framework to design effective substitutional random alloys, which can be easily used in first-
principles or atomistic modeling packages. In a traditional Metropolis based MC simulation,[7]
potential energies serves as the criterion for acceptance or rejection of a trial move. For random-
ization purpose, we use short-range order parameter to perform the local search. The SRO for a








here, PAB is defined as the probability of finding a B atom when atom A occupies the central
site. cA and cB are defined as the atomic composition of A and B atoms, respectively. For a
distribution to be truly random in any alloy, SRO=αAB = 0. Positive SRO (maximum=1) is
indicative for a preference for like atoms, while negative SRO suggests a preference for unlike
atoms. Thus, if the structure is random, all αAB will tend towards zero while for any long-range
ordered structure, αAB will oscillate in a predictable manner through the coordination shells. The
extension of SRO to multicomponent alloys is straightforward.[9] Combining above randomization
criteria with CS algorithm (CS + MC), we expect a faster convergence and effective design space
exploration over a simple brute force MC approach. The proposed hybrid approach would mimic
a heuristic exploration of the structure with desired SRO.
In this work, we show that it is possible to design “Super-Cell based Random Approximate
Structures” (SCRAPS) that mimic random structures far better than other standard techniques.[10,
11] SCRAPS will felicitate a “high-throughput” approach for alloy design, which will dramatically
increase efficiency and reduce the cost required to discover and optimize new high performance
metallic materials. The work is arranged as follows. In Section II & III, we introduce the algorithm
and examples on model systems. We validate the algorithm using model ternary, quaternary and
quinary alloy systems. The approach is formulated in such a way that explains the improvement
over existing methods.[10, 11, 12, 13] Section IV describes the application of SCRAPS to the
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study of the electronic and phonon stability of Cu3Au, TaW and TaWMo alloy systems using the
first-principles formalism.
9.2 Algorithm: Merging MC with CS
Cuckoo search (CS) is a metaheuristic nature-inspired optimization scheme that is capable of
arriving at approximate solutions for intractable or gradient-free problems. Proposed by Yang and
Deb,[2] it is based on the brood parasitism of some female cuckoo species that specialize in mim-
icking the color and pattern of few chosen host species. The three idealized rules in a standard
CS algorithm are: (i) Each cuckoo lays one egg and dumps it in a randomly chosen nest, (ii) The
nest with highest quality egg survives and is forwarded to the next generation, (iii) The host bird
can discover the cuckoo egg with a probability (pa) ε (0,1). Once discovered it can either dump
the nest or get rid of the cuckoo egg. The advantage of the CS algorithm is: (a) it guarantees
global convergence, (b) employs local as well as global search capabilities controlled by a switching
parameter, and (c) often uses Levy flights rather than standard random walks to scan the design
space efficiently than a simple Gaussian process.[2, 5] A successful design framework employing CS
and molecular dynamics (MD) to explore the composition-property design landscape in multicom-
ponent alloy systems was proposed in our earlier work.[6]
Table 9.1: Comparison of objective function evaluations between the original Cuckoo Search and
the hybrid Cuckoo Search. The data has been presented in the form mean± standard deviation.
The d represents the dimension of the input parameters.
Functions/Algorithms CS[2] Hybrid-CS
Michalewicz (d = 16) 3221 ± 519 1700 ± 1371
Rosenbrock (d = 16) 5293 ± 1937 2312 ± 502
Schwefel (d = 128) 8829 ± 625 4231 ± 431
Ackley (d = 128) 4936 ± 903 2172 ± 516
Rastrigin’s 10935 ± 3775 4128 ± 964
Griewank’s 10912 ± 4050 5052 ± 673
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We extend our earlier formulation on CS to design a hybrid algorithm that can efficiently explore
atomic position filling in crystal sites of Face-centered-cubic (FCC), Body-centered cubic (BCC)
or Hexagonal-close packed (HCP) lattices to optimize the short-range order (SRO) in alloys. By
optimizing the SRO, we can design truly random disordered and partially ordered solid solution
structures on which density functional theory (DFT) or atomistic computations can be carried out.
The traditional local search in CS algorithm (Algorithm 1) is replaced by a Monte-Carlo (MC)
scheme while global search effectively utilizes the CS approach of multiple nest explorations.
Input: Fix input and identify optimization variables
Output: Optimized solution
Create different nests i.e. solutions
while iteration < Maximum number do
Choose a nest randomly
if Fold < Fnew then
replace nest with the new cuckoo
Fraction of pa worse nests are discarded and new ones are built
Keep the best solutions or nests with the best results
Rank the solutions and find the current best
Return the best solutions
Algorithm 1 Cuckoo Search Algorithm
The hybrid Cuckoo-Search-Monte-Carlo or CS-MC approach is thus able to reap benefits of tra-
ditional MC scheme (local exploration) alongside modern CS algorithm (global exploration). The
comparison of the proposed hybrid CS-MC (Algorithm 2) with the CS algorithm is presented in
Table 9.1 and the compared value is the number of objective function computations done to reach
the optimum. It is clear using the hybrid framework reduces the number of objective function com-
putations by an order of 2. While the potential application of this proposed hybrid architecture
(MC + CS) is endless from material design paradigms, to traditional optimization problems in
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manufacturing, commerce, financial and other fields, we restrict the discussion in the present work
to SRO optimization in alloys.
Input : Lattice Parameters and Concentrations
Output: A quasi-random structure
while iteration < Global maximum do
Create a number of nests
Randomly distribute the atoms in the nests
Choose a fraction of top nests and discard the rest.
foreach nests ∈ top nests do
while iteration < Local maximum do
Randomly choose two atoms in the lattice
Calculate the energy of the switch
if Fold < Fnew then
Perform the switch
else
Calculate δ = exp(−(Fold − Fnew)
Randomly select a number between 0 and 1
if random number <exp(−(Fold − Fnew)/T ) then
Perform the switch
Here, T = −max(δF )/ ln p0, p0 is user defined.
Discard a fraction of worst nests
Rank the solutions and find the current best
Return the best solutions
Algorithm 2 Hybrid Algorithm
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Figure 9.1: Simulation experiments representing (a) Failure of Monte-Carlo algorithm to reach a
global optimum in all the instances and gets stuck in a local minima and (b) Successful exploration
by Hybrid Cuckoo Search that reaches global optimum in all the instances.
9.3 Results and Discussion
In the present work, we initially compare a generalized Monte-Carlo (MC) with the proposed
hybrid Cuckoo Search-Monte Carlo (CS-MC) algorithm. We consider an equiatomic ternary (A-
B-C) 54 atom Body-Centered-Cubic (BCC) system as a test-bed. For both the algorithms, we
start the simulation from random configuration states multiple times to remove discrepancies and
compare performance in reaching the global minimum, i.e. short-range-order (SRO). A decaying
error (Fig. 9.1, y-axis) portrays the system is nearing the disordered state. Figure 9.1 shows the
results from 5 different simulation runs, for both the standard Monte-Carlo (MC)(Fig. 9.1a) and
the proposed hybrid (CS-MC) algorithm run (Fig. 9.1b). As observed from Fig. 9.1(a), the MC
simulation run shows a probability less than 0.25, (0.2 to be precise) to achieve truly disordered
state. As opposed to this, the CS-MC simulation run has a probability of 1, albeit each run reaches
the global minimum (perfect disordered crystal lattice for the ternary) at different iteration step.
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Figure 9.1 clearly depicts the unique advantage of the hybrid CS-MC framework over traditional
MC to reach the system’s global optimum (maxima/minima).
Table 9.2: The short-range order parameters obtained for model ternary (ABC), quaternary
(ABCD), and quinary (ABCDE) systems, respectively, using hybrid CS approach.
Pairs A-B A-C B-C A-D B-D C-D A-E B-E C-E D-E
ABC 1st shell 0.0 0.0 0.0
(54 atoms) 2nd shell 0.0 0.0 0.0
3rd shell 0.0
ABCD 1st shell 0.0 0.0 0.0 0.0 0.0 0.0
(128 atoms) 2nd shell 0.0 0.0 0.0 0.0 0.0 0.0
3rd shell 0.0 0.0 0.01 -0.01 0.01 -0.01
ABCDE 1st shell 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
(250 atoms) 2nd shell 0.0 -0.017 -0.017 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3rd shell 0.0 0.008 0.008 -0.016 0.0 0.0 0.0 -0.008 0.0 0.0
In addition, to its ability to design truly disordered lattices for the multicomponent alloys, we
can specifically calculate the local SRO values of the different shells (1st, 2nd, 3rd and so on).
Table 9.2 presents the results for three systems: ABC (ternary), ABCD (quaternary), and ABCDE
(quinary). We optimize the structures with a target value of SRO equal to 0, and the respective
SRO for the different shells in different systems is presented in Table 9.2. As inferred for binary and
ternary, the algorithm reaches the optimum value of SRO (=0) for the first three shells. This shows
that the binary and ternary systems have been designed as completely disordered systems through
the proposed CS-MC framework. Moving from ternary to quaternary and quinary, increases the
complexity and the number of atoms in the systems. A comparison of the number of atoms and
the possible configurations for the different systems (binary to quinary) is presented below:
• ABC ⇒ 54C18 × 36C18 ≈ 1022
• ABCD ⇒ 128C32 × 96C32 × 64C32 ≈ 1073
• ABCDE ⇒ 250C50 × 200C50 × 150C50 × 100C50 ≈ 10169
It is clear that the number of computations required to design lattice structures for multicom-
ponent quarternary and quinary systems is extremely large and traditional MC based algorithms
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Figure 9.2: Distribution of Short range order values for ternary(ABC), quaternary (ABCD) and
quinary (ABCDE) systems. The three columns give the distribution in the first three shells sur-
rounding any atom, where first column plots the first shell and similar shown for the other two
shells.
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are not efficient enough. An advantage of CS based MC is that despite the extremely high number
of combinations, we are able to reach the global optimum at a fraction of the computational time
required for traditional approaches (MC-based). The SRO for the first two shells in quarternary
and quinary systems were designed as perfect zero for all the pair of atoms using CS-MC approach.
However, the SRO value for the third shell were low finite values.
Figure 9.2 represents the distribution of SRO values in the three different shells of a ternary,
quarternary and quinary systems. We perform the Normality test[14, 15] based on the null hypoth-
esis to determine whether the distribution is Gaussian or not. The values obtained for our three
test systems (Ternary, Quaternary, Quinary) are as shown in Table 9.3. If we put the threshold
to be 0.01, then p-value of every distribution is greater than the threshold, except the distribution
of second nearest-neighbor (NN) in the quinary system. This proves that the alternate hypothesis
is false and the distribution may be a Gaussian trend. We can confirm from the visual inspection
that the distribution obtained is a bell-shaped curve, which is a near Gaussian like distribution.
Traditional methodologies like MC or SQS approaches do not always satisfy this criterion.
Table 9.3: p-Values of the Null Hypothesis test for the three systems.
Ternary Quaternary Quinary
First NN 0.068 0.038 0.039
Second NN 0.08 0.038 0.00234
Third NN 0.18 0.124 0.056
Ideally, the perfect disorder or randomness in a system is achieved when the SRO value is
exactly equals zero. However, in finite systems, which is an approximation to the bulk, the values
of SRO are bounded by some constraints. These constraints decide the range of the SRO that can
be achieved in a discrete system. The range including the minimum and maximum value of SRO
can be calculated using discrete algebra for a finite system. For example, a cubic system with finite
dimensions, a× b× c, the expression for SRO can be reduced to:
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Figure 9.3: Variation of short-range order (SRO) values with each global iteration. SRO values are
shown for each in a quinary system for the first three shells. The limitations in terms of maximum














where, nA is the number of A atoms in the system, g(AB) is the number of AB pairs in the
system, cB is the concentration in the system, P (B|A) is the conditional probability of species B



















δ(r − ri + rj)/(cAcBρ) (9.4)
where cA(cB) is the molar-fraction of the alloy component A(B). In a finite system, g(AB) can
only take integer values, however we can also get fractional values as shown in from Equation 9.4.
So discrete system imposes this constraint in which the only possible attainable values of g(AB) are
integers and different from the optimum values required that can be decimal numbers. Therefore,
SRO in a finite system can only attain certain values due to the restrictions put in because of the
integral behavior of g(AB).
Consider a BCC system with cell parameters : 3×3×5 and consider the system to be quinary
and equiatomic. Details for this system are,
• Total number of atoms, N = 90
• Number of atoms for each species, (A, B, C, D, E) = 90/5 = 18
• Dimensions of the cell = 3 x 3 x 5
Using Equation 9.4, we can calculate the radial distribution function for the two species in the first
shell is :
g(r)AB = (nA × PB × nNN ) = 18×
1
5
× 8 = 28.8
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where nA are the number of species A in the system, PB is the probability of species and nNN is the
total number of atoms in the neighbor shell. Similarly, we can calculate the value of g(r) for other
atom species. Since the value of g(r) can only take integer values, the optimum possibilities for
g(r) in a discrete system are bg(r)c and dg(r)e. Thus, the values possible for the above mentioned
system are bg(r)c = 28 and dg(r)e = 29. The minimum value of SRO depends on the value of g(r)
and the allowed integer values of g(r). The optimum SRO obtained for the above system with this
constraint is :
• SROg(r)=28 = [nA −
g(AB)
nshellcB
]/nA = [18− 280.2×8 ]/18 = 0.0277
• SROg(r)=29 = [nA −
g(AB)
nshellcB
]/nA = [18− 290.2×8 ]/18 = −0.00694
The following table (Table 9.4) shows the values of g(r) and SRO for the second and third
neighboring shell. The SRO values possible in a finite cubic system are limited by the integer
Table 9.4: Limitations of optimum values possible in a discrete system. The first column represents
the optimum value of g(r) to get a perfect disordered system (SRO = 0). The second and third
column shows the minimum positive and maximum negative values possible in a 3×3×5 quinary
system.
g(r)AB SRObg(r)ABc SROdg(r)ABe
First NN 28.8 0.0277 -0.00694
Second NN 21.6 0.0277 -0.0185
Third NN 43.2 0.0046 -0.0185
values possible in a discrete system. For example, as shown above for a first shell of a BCC system,
it is impossible to obtain SRO values between -0.00694 and 0.0277. Hence, there is a limit to the
minimum values achieved for Short range order in a finite cell. However, the values are very small
and can be ignored for a real random systems.
The results from a simulation of a 3 x 3 x 5 shell are presented in Figure 9.3. The red line shows
the minimum possible positive value and the blue line shows the maximum negative value. Every
value in the figure is outside the these limits. Most of the values have reached either of these possi-
bilities. As proven, these values represent the optimum values that are possible in a discrete system.
150
9.4 Application
Since CSAs comprise of many millions of combinations in design space, we need a fast and
inexpensive method to construct optimal size unit cell for fast assessment of alloy properties. We
use SCRAPS to mimic and design random disorder cells, which maintains the symmetry of the
crystal unlike other methods.[10] We exemplify and validate the method on (a) binary Cu3Au, (b)
binary TaW, and (c) ternary TaWMo. We use Vienna ab-initio simulation package (VASP)[16, 17]
with a pseudo-potential and a projected-augmented-wave (PAW) basis.[18] For all cases, we use
Perdew-Burke-Ernzerhof (PBE) [19] exchange correlation function. The Monkhorst-Pack k-mesh
grid is used for Brillouin zone integration.[20]
9.4.1 FCC Cu3Zn
Multicomponent systems forming a random solid solution at high temperature may transform to
an ordered single phase upon lowering the temperature. These ordering transformations may have
sizable effects on the basic properties of alloys, such as, phase stability and structural properties.
To show the extent of influence, we use SCRAPS to design a disorder and two partially ordered
supercells with targeted SRO. We adopt 108 atom cell for random binary Cu3Au alloy. We use
experimentally known SRO parameters up to four nearest neighbors to bias the search away from
global minima and in the direction of a predefined SRO values. For optimization, we adopted the
hybrid CS, and optimal SRO parameters are given in Table 9.5, which are independent of lattice
parameters.
Table 9.5: We show comparison of short-range order (SRO) parameters for Cu3Au from experiments
[21] and hybrid-Cuckoo search. We consider SRO up to the four nearest neighbors.
NN high-T Expt. CS Expt. CS
450C 405C
1 0.0033 -0.218 -0.218 -0.195 -0.193
2 0.0 +0.286 +0.292 +0.215 +0.209
3 0.0021 -0.012 -0.012 +0.003 +0.004
4 0.031 +0.122 +0.127 +0.077 +0.078
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For comparison, we employ first-principles based KKR-CPA [22] and VASP methods to calculate
the equilibrium lattice constants (a), total energies (Etotal) and corresponding formation energies
(Ef ) using SCRAPS cell. We use 300 eV cut-off energy for the electronic wave functions and a
Monkhorst-Pack k-mesh of 5×5×5. All the structures are fully relaxed until the energy converges
to within 10−7 eV and the forces on each atom is less than 0.001 eV/Å. The calculated equilibrium
lattice constants from VASP (KKR-CPA) for disordered (high temperature) and partially ordered
(at 450 and 405 ) phases are 3.823 (3.765) Å and 3.8156 (3.755)Å, respectively. Our calculations
matches quite well with the experimentally known lattice constants of disordered (3.7426 Å) and
partially-order (3.749 Å) cases.[23] The calculated lattice constant Cu3Au from KKR-CPA and
VASP shows 0.03% and 1.8% mismatch with experiments.[24] However, similar to experiments, the
trend in lattice parameter increases, and bulk modulus decreases with increasing level of disorder.
In Fig. 9.4, we plot the relative formation energies for three cases obtained using VASP and KKR-
CPA. The trend in energy stability also matches with experiments. The difference in energies from
KKR-CPA and VASP is attributed to the difference of basis set and deviation of equilibrium lattice
constant form the experiments.
9.4.2 Phase and Phonon Stability of BCC TaW and TaWMo
For equiatomic binary TaW (16 atom/cell) and ternary TaWMo (54 atom/cell) alloy, we per-
form full geometry optimization on SCRAPS cell using a Monkhorst-Pack k-mesh of 10×10×10
and 7×7×7, respectively, until the energy converges reaches to 10−7 eV and the forces on each
atom is less than 10−7 eV/Å. All structures are relaxed to very small forces, to capture the ef-
fect of any static displacements that may be present in a real system. The phonon calculations
have been performed at the theoretical equilibrium ‘a’ and apply the small displacement method
using PHONOPY interfaced with VASP.[25] The force constant matrices for TaW and TaWMo are
constructed by applying 48 and 324 displacements, respectively, along 3−Cartesian axes, each of
amplitude 0.04Å. We calculate a, Ef and phonon dispersion of solid solution phases of BCC TaW
[26] and TaWMo using VASP. The predicted equilibrium ‘a’ = 3.225Å and Ef=-70.7 meV of TaW
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Figure 9.4: Absolute (left-panel) and Relative (right-panel) change of the formation energy of
Cu3Au as a function of decreasing degree of disorder calculated using VASP (black-line) and KKR-
CPA (red-line). We use SCRAPS generated random 108 atom/unit cell for lattice constant and
energy calculation.
are in good agreement with experimental ‘a’ = 3.23 Å and Ef = -73.44 meV.[26, 27] Interestingly,
both VASP and experimental ‘a’ and Ef matches quite well with KKR-CPA calculations.[28] This
again validates the fact that we could get good disorder cell with SCRAPS. Similarly, we add Mo to
binary TaW to test the phase stability and structural stability. The calculated equilibrium ‘a’ and
Ef of ternary-TaWMo 54 atom cell (3×3×3) is 9.608 Å and -104 meV, respectively. The negative
Ef shows the phase stability of the TaWMo.[29]
We discuss the phonon stability of TaW and TaWMo. We add Mo to TaW in order to find
out the impact of additional element on the phonon broadening. Figure 9.5 shows the calculated
phonon dispersion (left) and the configuration averaged phonon DOS (right) of TaW(top) and
TaWMo(bottom). The long−wavelength limit (region close to Γ) is unaffected, i.e., no broadening
is visible, and the spectral function is sharply peaked. This long-wavelength behavior is a conse-
quence of the Rayleigh law (∼ ω4) for impurity scattering.[30] For the frequency region above ∼ 3.5
THz, the broadening turns out to be very strong for TaWMo compared to TaW, reaching widths
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Figure 9.5: (Color online) We show phonon stability calculated on 16- and 54- atom SCRAPS cell
for binary-TaW and ternary-TaWMo, respectively. We plot phonon dispersion along Γ-H-N-Γ-P-H
in BCC Brillouin zone.
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of up to a few THz. Clearly, the TaWMo (bottom) spectra appears to be larger compared to the
TaW at the H−point. Our calculated phonon dispersion and DOS of TaW agree remarkably well
with experiments.[31]
9.5 Summary
In this work, we have proposed a novel hybrid Cuckoo Search (CS) algorithm. The algorithm
uses Cuckoo Search for global exploration and Monte-Carlo (MC) for local exploration of the design
space in multicomponent structures. The disordered structures through our hybrid CS maintain
cubic symmetry while ensuring finite lower bound values are reached for the SRO (for disordered
solid solutions), ensuring a faster convergence. The results show the superior exploration capabil-
ities of the algorithm over traditional methods (brute-force Monte-Carlo (MC)). Furthermore, it
has a high convergence rate and can reach a pseudo-optimum even for high dimensional systems (N
≥ 5) at a reasonable computing time. The computational explorations, either through quantum or
atomistic simulations, of the design space in multicomponent alloys can be significantly propelled
by the use of the proposed algorithm.
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CHAPTER 10. THE ROAD AHEAD
The need for advanced materials has led to the development of complex, multi-component
alloys or solid-solution alloys. These materials have shown exceptional properties like strength,
toughness, ductility, electrical and electronic properties. Current development of such material
systems are hindered by expensive experiments and computationally demanding first-principles
simulations. Atomistic simulations can provide reasonable insights on properties in such material
systems. However, the issue of designing robust potentials still exists. In the proposed work, we
explore a deep convolutional neural-network based approach to develop the atomistic potential
for such complex alloys to investigate materials for insights into controlling properties. We create
a voxel representation of the atomic configuration of a cell and design a 3D convolutional neural
network to learn the interaction of the atoms. Our results would highlight the performance of the 3D
convolutional neural network and its efficacy in machine-learning the atomistic potential. We also
explore the role of voxel resolution and provide insights into the two bounding box methodologies
implemented for voxelization.
10.1 Optimization & Machine learning: Design of Potential Energy Surface
Interatomic potential, force field or potential-energy surface (PES) refers to the analytic ex-
pression that provides a direct functional relation between the atomic configuration and energy.
Analytic potentials provide a much simpler direct relation between the structure and its energy in
closed form. They can be calculated many orders of magnitude faster, but they are usually derived
by introducing physical approximations. These potentials necessarily represent a compromise be-
tween efficiency and accuracy, as the essential features of the atomic interactions are still reasonably
described. In molecular dynamics (MD),[1] we utilize analytical functions such as embedded atom
model (EAM),[2] to represent self and cross interactions of different atomic species. With several
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Figure 10.1: Approach to establish the potential energy surface(PES) starting from:- 1. Ab-initio
molecular dynamics (AIMD), 2. and 3. Extracting features using deep learning techniques like
Convolutional Neural Networks (CNN) alongside a data simplification/preparation step known as
voxelization 4. Using predicted PES properties like Phonons spectra and other atomistic properties
can easily be evaluated.
novel HEAs/CSSAs possible with the idea of multicomponent alloys, the challenge is now to come
up with approximate functional expressions for these systems. Using MD, we can explore atomic
scale properties (mechanical properties, deformation, dislocation, phase-transition behavior, etc.)
at a fraction of the computational time compared to DFT based techniques.[3]
Potential based on Machine learning (ML) techniques combine advantages of DFT (accuracy)
with MD (efficiency). In principle, a ML potential extends ML techniques to construct a direct
functional relation between the atomic configuration and its energy.[4] Some of the features of a
good ML potential include: (a) faster evaluation for large MD or Monte Carlo (MC) simulations,
(b) general applicability to all possible atomic interactions within a system of different atomic
species, (c) accuracy close to underlying first-principles data, and (d) development using consistent
set of electronic structure data.[4, 5, 6]
Structural descriptors are required to essentially convert atomic scale information, like inter-
atomic distances, bond angles, charges, etc., from DFT type calculations to form inputs for the ML
Rahul Singh, Aayush Sharma, Onur Bingol, Aditya Balu, Ganesh Balasubramanian, Duane D. Johnson, Soumik
Sarkar, 3D Deep Learning with voxelized atomic configurations for modeling atomistic potentials in complex solid-
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method. These structural descriptors play a central role in the construction of PES.[4, 7] Apart
from PES construction they also provide information on structure-property relationships, which
are critical information for novel HEAs/CSSAs. From the start, the work on HEAs has mostly
relied on experiments and DFT type analysis. However, with demand on novel high performance
materials, the exploration of CSSAs/HEAs has to be supported with large scale MD simulations.
The main aim of this work would be to develop a ML based potential to highlight the performance
of deep neural networks and the advantage of ML in developing efficient and accurate PES (or
interatomic potential) through which atomic scale properties can be assessed for CSSAs/HEAs.
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