Deconvolution in Random Effects Models via Normal Mixtures by Litton, Nathaniel A.
DECONVOLUTION IN RANDOM EFFECTS MODELS VIA
NORMAL MIXTURES
A Dissertation
by
NATHANIEL A. LITTON
Submitted to the Office of Graduate Studies of
Texas A&M University
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
August 2009
Major Subject: Statistics
DECONVOLUTION IN RANDOM EFFECTS MODELS VIA
NORMAL MIXTURES
A Dissertation
by
NATHANIEL A. LITTON
Submitted to the Office of Graduate Studies of
Texas A&M University
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Approved by:
Chair of Committee, Jeffrey D. Hart
Committee Members, Richard DeBlassie
Michael Sherman
Clifford Spiegelman
Head of Department, Simon Sheather
August 2009
Major Subject: Statistics
iii
ABSTRACT
Deconvolution in Random Effects Models via
Normal Mixtures. (August 2009)
Nathaniel A. Litton, B.S., Cornell University;
M.S., Texas A&M University
Chair of Advisory Committee: Dr. Jeffrey D. Hart
This dissertation describes a minimum distance method for density estimation
when the variable of interest is not directly observed. It is assumed that the underlying
target density can be well approximated by a mixture of normals. The method
compares a density estimate of observable data with a density of the observable data
induced from assuming the target density can be written as a mixture of normals. The
goal is to choose the parameters in the normal mixture that minimize the distance
between the density estimate of the observable data and the induced density from the
model. The method is applied to the deconvolution problem to estimate the density
of Xi when the variable Yi = Xi + Zi, i = 1, . . . , n, is observed, and the density of Zi
is known. Additionally, it is applied to a location random effects model to estimate
the density of Zij when the observable quantities are p data sets of size n given by
Xij = αi+γZij , i = 1, . . . , p, j = 1, . . . , n, where the densities of αi and Zij are both
unknown.
The performance of the minimum distance approach in the measurement error
model is compared with the deconvoluting kernel density estimator of Stefanski and
Carroll (1990). In the location random effects model, the minimum distance estimator
is compared with the explicit characteristic function inversion method from Hall and
Yao (2003). In both models, the methods are compared using simulated and real data
sets. In the simulations, performance is evaluated using an integrated squared error
iv
criterion. Results indicate that the minimum distance methodology is comparable to
the deconvoluting kernel density estimator and outperforms the explicit characteristic
function inversion method.
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1CHAPTER I
INTRODUCTION
There is extensive literature devoted to density and distribution function estima-
tion in the case where the variable of interest is not directly observed. While there are
a number of popular problems encountered in the literature, density estimation for
two classes of problems is of primary interest in this dissertation: the measurement
error model and a location random effects model, both of which are defined later.
In this dissertation, estimation is performed using a minimum distance method-
ology. An early result on minimum distance dates back to Wolfowitz (1957), who
develops a minimum distance method for finding strongly consistent estimators. He
considers a stochastic structure where the distribution function of an observed process
depends on a distribution function of random variables and a vector of unknown pa-
rameters. Then, the minimum distance method provides a way, at least in principle,
to obtain strongly consistent estimators of the unknown parameters and distribution
function of random variables. This holds provided that the system is identifiable, and
a continuity assumption is satisfied. While the methodology proposed by Wolfowitz
applies to estimating distribution functions, it motivates a minimum distance pro-
cedure that can be used for density estimation to estimate the target density fX in
the measurement error model and the error density fZ in the location random effects
model.
The journal model is Journal of the American Statistical Association.
21.1 Deconvolution in Measurement Error Model
The first problem is the classic deconvolution problem, which arises when con-
sidering a basic measurement error model where knowledge of the underlying target
density is desired. For this model, consider a random variable Xi, i = 1, . . . , p, with
an unknown probability density fX and a random variable Zi, i = 1, . . . , p, with a
known probability density fZ . The random variable of interest is Xi, the random
noise variable is Zi, and the observable quantity is the contaminated data
Yi = Xi + Zi, i = 1, . . . , n (1.1)
having density fY . Without loss of generality, the random noise variable Zi is assumed
to have mean 0. The goal is to deduce the probability density of Xi based on the
contaminated sample observations and the known error distribution.
The deconvolution problem has been studied in a variety of contexts. Many of
the methods rely on a Fourier inversion method, which can be problematic when the
characteristic function corresponding to fZ , denoted by ψZ , is near 0. This happens
because the estimator of fX relies on the ratio of the Fourier transforms of fY and
fZ , which is related to the well known result that deconvolution is more difficult for
smoother error densities. Specific contributions to the deconvolution literature are
discussed in the following sections.
1.1.1 Density Function Estimation
Perhaps the most widely studied kernel-type deconvolution method for density
estimation is the deconvoluting kernel density estimator proposed by Stefanski and
3Carroll (1990). The estimator is defined as
fˆX(x) =
1
2pi
∫ ∞
−∞
exp{−itx}ψK(λt)ψˆ(t)
ψZ(t)
dt,
where K is a kernel, and λ is the smoothing parameter. This estimator is natural in
that it is obtained by explicitly solving for the characteristic function of the unknown
density and performing Fourier inversion to obtain an estimate of the target density.
Here it is assumed that the characteristic function of Z is nonvanishing everywhere.
The estimator is shown to be consistent for a continuous and bounded target density
under mild conditions. For normal errors, a cross-validation approximation to the
integrated squared error (ISE) is derived so that the bandwidth can be computed
as the zero of this equation. Lastly, the authors show that the best possible rates
of convergence for fˆX in terms of the integrated mean squared error (IMSE) are
(log n)−2, (logn)−1, and n−4/9 when the error densities are normal, Cauchy, and
Laplace, respectively.
Liu and Taylor (1989) propose a kernel-type estimator that is similar to the
deconvoluting kernel density estimator of Stefanski and Carroll (1990). For a kernel
K, the estimator is
fˆMn(x) =
1
2npi
n∑
j=1
Re
∫ Mn
−Mn
exp{it(Yj − x)}ψK(thn)
ψZ(t)
dt
for sequencesMn and hn. Using several assumptions similar to Stefanski and Carroll
such as a nonvanishing characteristic function of Z, strong uniform consistency of
the estimator is shown. The authors are able to derive exact expressions for the bias
and variance of the estimator under the assumption of a symmetric error density and
kernel function. However, since the general forms of the exact bias and variance are
complicated, an upper bound for the mean squared error (MSE) is derived. As a
practical choice of Mn, the value that minimizes the upper bound on the MSE is
4recommended.
Devroye (1989) constructs an estimator of the target density in the deconvolution
problem satisfying
lim
n→∞
E
∫
|fn − f | = 0.
The proposed estimator is defined as
fn(x) =
 0 if |x| ≥ T1
2pi
Re
∫
R−Ar
exp{−itx}ψK(th)ψˆ(t)
ψZ (t)
dt if |x| < T ,
where T is a tail parameter, h is a smoothing parameter, and r is a noise-control
parameter. Other than the truncation at T and integration over R−Ar, the estimator
is similar to those of Stefanski and Carroll (1990) and Liu and Taylor (1989).
While the previous papers construct estimators for the target density, Carroll
and Hall (2004) propose both a kernel and orthogonal series low order approxima-
tion to the density of interest. The motivation for this is due to the extremely slow
optimal rates of convergence for an estimator of fX . They note that because of this,
the density fX is not estimable for practical purposes. Thus, the proposed estima-
tor does not estimate fX, but rather an approximation to fX that only depends on
easily computed averages. The regression setting is also considered since these same
methods apply to constructing accurate low order approximations to the underlying
function in nonparametric regression with errors in the explanatory variables. Numer-
ical properties are investigated for both approximations in the regression and density
estimation settings.
In the classic deconvolution problem, the distribution of X is assumed to be
known so as to insure identifiability of the target density. However, Diggle and Hall
(1993) assume that in addition to observing the data contaminated by error, another
set of data from the error distribution is also observed. That is, independent random
5samples are observed from densities fX and fZ . The authors introduce a damping
factor d to define their nonparametric estimator for fX as
fˆX(x) =
1
2pi
∫ ∞
−∞
exp{−itx}d(t) ψˆY (t)
ψˆZ(t)
dt,
where ψˆY and ψˆZ denote the empirical characteristic functions. The asymptotic MISE
of the estimator is derived for the special case when the damping factor is defined as
d(t) = I(−p,p)(t). This is then used as the basis for an ad hoc data-driven approach
to select a value of p for the truncated estimator.
1.1.2 Bandwidth Selection
Several bandwidth selection methods are commonly used for the deconvoluting
kernel density estimator. Hesse (1999) proposes a bandwidth selection method for
the deconvoluting kernel density estimator when the error distribution is ordinary
smooth. The bandwidth is selected to minimize an estimate of the ISE. As a practical
consideration, the continuous optimization problem of solving for the bandwidth is
replaced by a version discretized over an appropriate interval. The deconvoluting
kernel density estimator using the proposed bandwidth is shown to be asymptotically
optimal for both ISE and MISE.
Delaigle and Gijbels (2004) perform a simulation study comparing several band-
width selection methods when using the deconvoluting kernel density estimator of
Stefanski and Carroll (1990). An expression for the asymptotic dominating term
of the mean integrated squared error (AMISE) forms the basis for several band-
width selectors. The two plug-in type estimators for the bandwidth that are investi-
gated select the bandwidth by minimizing the expression for AMISE(h) with respect
to h. However, the expression for AMISE(h) depends on the unknown quantity
R(f ′′X ) =
∫
(f ′′X(x))
2dx, and so it must be estimated. The first method for doing this
6is to assume that fX is a normal density. A problem with this is that the estimator
for R(f ′′X ) is not consistent, and thus the selected bandwidth will not be consistent
for the bandwidth hMISE that minimizes MISE. The other plug-in type method relies
on computing the rth derivative of the deconvoluting kernel density estimator. In
the simulation study, these two methods are compared with a cross-validation and
bootstrap bandwidth selector. Results indicate that the plug-in bandwidth selector
which makes use of the rth derivative of the deconvoluting kernel estimator and the
bootstrap bandwidth selector outperform the cross validation method.
1.1.3 Distribution Function Estimation
In line with the mixture approach of this dissertation, Cordy and Thomas (1997)
discuss distribution function estimation in the deconvolution problem when the target
distribution can be represented as a mixture of known distributions. Instead of con-
sidering the case for a general error distribution, the primary interest is in a normal
error with known variance σ2/ni. An EM algorithm is suggested for estimating the
mixing proportions of the component distributions. While the authors suggest using
normal mixture components with common variance for simplicity, they remark that
the actual shape of the component distribution is relatively unimportant. Further-
more, there are two methods for constructing large sample confidence intervals for
FX(x) at a fixed value of x. The first is based on a normal approximation to FˆX(x),
while the second approximates the distribution of the likelihood ratio statistic using
a chi-square distribution.
Hall and Lahiri (2008) investigate the problem of distribution function estima-
tion in addition to moment and quantile estimation in deconvolution. For example,
a natural moment estimator of the target distribution is to base the estimator on
empirical moments of the observed data and known theoretical moments of the error
7distribution. Many convergence results are derived for the various estimators. It
is shown that
√
n consistency is possible when the error distribution is particularly
“rough” in the sense that the tails of the error characteristic function converge to 0
very slowly. An analogous convergence result is shown for moment estimators. An
interesting result that is unexplored by previous investigators is that the distribution
function converges at an uneven rate. In other words, the rate of convergence for the
distribution function of zero-centered data can be an order of magnitude slower at
the origin than in the region {x : |x| > x0}, for each fixed x0 > 0.
1.1.4 Optimality Results
An early optimality result is proven by Carroll and Hall (1988), who investigate
the optimal rates of convergence in the deconvolution problem for any nonparametric
estimator of the unknown target density. The intrinsic difficulty in deconvolving a
density is apparent by the very slow optimal rates of convergence. For example, it is
shown that when the error distribution is normal, the fastest rate of convergence is
(log n)−k/2, where the target density fX has k bounded derivatives. The optimal rates
of convergence when the errors are gamma with shape parameter α > 0 and Laplace
distributions are n−k/(2k+2α+1) and n−k/(2k+5), respectively. The deconvoluting kernel
density estimator of Stefanski and Carroll (1990) attains these optimal rates of con-
vergence for the normal, gamma, and Laplace error densities. While the bounds on
the rates of convergence are derived for the class of k-times differentiable densities
having k bounded derivatives, there is the possibility that much faster rates can be
attained by restricting attention to a smaller class of densities.
In addition, Fan (1991) derives optimal global rates of convergence under weighted
Lp loss in the deconvolution problem for any nonparametric estimator of the target
density. Unfortunately, this does not include the Lp norm since the weight function in
8this case is w(·) = 1, which is excluded because w must be integrable. For target den-
sities fX belonging to the class of densities with k bounded derivatives, the optimal
global rate of convergence for supersmooth error densities is O((log n)−k/2). Optimal
rates of convergence for estimating the rth derivative of the target density are also
derived. Due to the nature of the extremely slow logarithmic rates of convergence in
the case of supersmooth errors, Fan investigates how large an error variance is ac-
ceptable. It is shown that if the error variance is O(n−1/(2k+1)), then in terms of rates
of convergence, deconvolution is no more difficult than ordinary density estimation.
Thus, provided the level of noise is small, deconvolution may not be as hopeless as
the rates of convergence suggest.
A more recent result is provided by Butucea (2004), who considers the special
case of the deconvoluting kernel density estimator that uses the well known sinc kernel.
The estimator is shown to be optimal in the minimax sense when the unknown density
belongs to a class of supersmooth functions, and the known error density is ordinary
smooth. Convergence rates are established for the MSE and MISE of this estimator.
1.2 Deconvolution in Location Random Effects Model
The second model in which the variable of interest is not directly observed is
the location random effects (LRE) model. For this model, let Zij , i = 1, . . . , p, j =
1, . . . , n, be independent and identically distributed (i.i.d.) random variables with
common and unknown probability density fZ having mean 0 and standard deviation
1. Furthermore, let αi, i = 1, . . . , p, be i.i.d. random variables with unknown density
fα. The observable quantities can be thought of as p data sets of size n given by
Xij = αi + γZij , i = 1, . . . , p, j = 1, . . . , n. (1.2)
9The error random variables Zij, i = 1, . . . , p, j = 1, . . . , n, are assumed to be inde-
pendent of αi, i = 1, . . . , p. The goal is to deduce the probability density of the error
variable Zij .
The distribution of the error random variable Zij is important for a variety of
reasons. For example, it can determine the distributions of test statistics in hypothesis
testing. When the LRE model in (1.2) holds, the density of Zij can be consistently
estimated in the usual way via the residuals
Zˆij = Xij − X¯i, i = 1, . . . , p, j = 1, . . . , n (1.3)
if n→ ∞. This holds under mild moment conditions on αi and Zij . Here, X¯i is the
mean of the ith data set. However, in some applications, the assumption that n is large
may be unreasonable. In fact, in microarray experiments, p can be on the magnitude
of thousands or tens of thousands, while n can be very small. In this case, as p→∞
with n fixed, the density of Zˆij is not fZ , and hence the empirical distribution of the
Zˆij ’s do not consistently estimate the distribution of Zij. A natural question then
becomes “Is it possible to consistently estimate fZ as p → ∞ for a bounded n?”
This is in part answered by Reiersøl (1950) for the LRE model. Reiersøl investigates
identifiability in a relation of the form
Xi = Yi + Vi and Y2 = β0 + β1Y1, i = 1, 2,
where Xi, Yi, and Vi are random variables, and β0 and β1 are parameters. Conditions
for identifiability of β0 and β1 and the distributions of Yi and Vi are established in
several cases. This is of particular importance since setting β0 = 0 and β1 = 1 reduces
the relation to the LRE model. The results imply that the characteristic functions
of Yi and Vi are identifiable for a sample size as small as n = 2. Identifiability in
this case holds as long as the characteristic functions have discrete zeros. Specific
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contributions to estimation in the LRE model are discussed in the following sections.
1.2.1 Density Function Estimation
The earliest known result relating to estimation in the LRE model comes from
Horowitz and Markatou (1996). They propose estimators for fα and fZ in a situation
where the LRE model is a special case of a more general model for panel data. Their
density estimators of the error and random effects are obtained by using Fourier
inversion on an estimate of the respective characteristic functions. A drawback to
this methodology is that it relies on the assumption that the error density fZ is
symmetric. The estimators are shown to be consistent, and rates of convergence are
derived for special cases. In addition, they outline an idea for a procedure to possibly
extend the methodology to a nonsymmetric error when n ≥ 3.
Li and Vuong (1998) propose estimators for fα and fZ that relax the symmetric
error assumption required by Horowitz and Markatou (1996). As with other similar
methods, the estimator expresses the characteristic functions of α and Z in terms of
the characteristic function of the observed data, and these expressions are then used
to obtain estimates of the unknown densities using Fourier inversion. Conditions for
identification of the two distributions are addressed. Rates of uniform convergence
are derived for the four combinations of the two distributions being either ordinary
smooth or supersmooth.
Susko and Nadon (2002) consider the problem of estimating the error density in
the LRE model with a small number of repeated measurements. They propose two
methods that make the limiting assumption that the error distribution is symmetric.
The first estimator computes an empirical characteristic function of Xir − Xis, i =
1, . . . , p, r 6= s and uses Fourier inversion to obtain an estimate of the error density.
The authors derive rates of convergence for the MISE in this case. The second
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estimator assumes that a normal mixture provides an adequate approximation to
the error density. While not fixed or known, the number of normal mixtures is chosen
to be as large as possible while maintaining a reasonable computation time. The
mixing proportions and the common variance of the normal mixture are estimated
via the EM algorithm.
Furthermore, Delaigle et al. (2008) consider the problem of deconvolution with
repeated measurements, which is equivalent to the LRE model. They propose a
modified kernel estimator for the random effects density
fˆα(v) =
1
Mh
n∑
j=1
wj
Nj∑
k=1
Lˆ
(
v −Xjk
h
)
,
where the weights wj are nonnegative, M =
∑
j Nj , and
Lˆ(u) =
1
2pi
∫
exp{−itu} ψK(t)
ψˆZ(t/h) + ρ
dt.
Here, it is assumed that the kernel function is symmetric and that ρ is a nonnegative
ridge parameter. The authors show that there is no first-order loss in performance
of the estimator when using replicated data to estimate fα in comparison to the case
when the error distribution is fully known. This result holds for an ordinary smooth
error as long as fα is smoother than half the derivative of fZ .
1.2.2 Distribution Function Estimation
The problem of distribution estimation in the LRE model is considered in Hall
and Yao (2003). They provide general conditions under which both the error and
random effects distributions can be estimated when the number of replications is as
small as two. In addition, two types of estimators are proposed for estimating the
error and random effects distributions. The two methods also apply to estimating
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the error and random effects densities. The first estimator is based on explicit char-
acteristic function inversion; that is, an explicit form of each characteristic function
is found based on the characteristic function of the observed data. The error and
random effects densities and distributions are then found by Fourier inversion using a
truncated version of each characteristic function. The second method is a histogram
based estimator that uses a type of minimum distance. While the issue of efficiency is
not addressed, numerical properties are discussed, and consistency of both estimators
is established.
Furthermore, Neumann (2007) proposes a method to estimate the characteristic
functions of α and Z using minimum distance. The distribution functions corre-
sponding to these characteristic functions are then taken as estimators for the true
error and random effects distributions. Consistency is shown to hold under weaker
conditions than in Hall and Yao (2003). While the proposed method uses minimum
distance, Neumann (2007) does not discuss a practical way to implement minimum
distance to find estimates for the characteristic functions of α and Z.
Most recently, Hart and Canette (2009) investigate a minimum distance method
to nonparametrically estimate distribution functions in the LRE and location-scale
random effects (LSRE) models. The method relies on having an N -vector estimate
of quantiles for the distribution of interest. The algorithm randomly jitters these
quantile estimates and then sorts the elements to yield a new quantile estimate. The
goodness of the new quantile estimate is assessed using a metric D. If the new
quantile estimate yields a smaller value for the metric than the previous estimate,
it is accepted as the best estimate of the quantiles for the distribution of interest.
This is repeated using local and global iterations until the metric fails to change by a
certain amount over a specified number of consecutive iterations. This methodology
is used to simultaneously estimate the error and random effects distributions when
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n ≥ 2 in the LRE model. A location free method for estimating the error distribution
when n ≥ 3 is also proposed. This location free method relies on a result that
the authors prove regarding identifiability of the error distribution from residuals.
Finally, a methodology is proposed for estimating the error distribution and scale
random effects distribution in the LSRE model.
1.3 Other Related Results
As with several other authors, Cox and Hall (2002) consider the LRE model
in a high dimension, small sample size framework. However, instead of estimating
a density or distribution function, they propose an estimator for the moments and
cumulants of the error and random effects distributions. The methodology is based on
using a general homogeneous polynomial in the data. An exact form for the second,
third, and fourth-order moments is explicitly derived.
The regression setting is closely related to the two models under consideration.
Beran and Millar (1994) consider the random coefficient regression model
Yi = Ai +XiBi, i ≥ 1,
where Ai and Bi are p × 1 random vectors, and Xi is a p × q random matrix. A
minimum distance method is proposed to nonparametrically estimate the unknown
distribution of (Ai, Bi) from the sample {(Yi, Xi) : 1 ≤ i ≤ n}. The main idea behind
this methodology is to choose an estimator so that the distribution of (Yi, Xi) under
the model is close to the empirical distribution of the sample. Consistency of the esti-
mator, conditions for identifiability of the distribution of (Ai, Bi), and considerations
when choosing the metric D are investigated. A semiparametric version of the model
in which the distribution of (Ai, Bi) belongs to a parametric family is also considered.
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CHAPTER II
DECONVOLUTION IN MEASUREMENT ERROR MODEL
2.1 Minimum Distance Method
For the measurement error model, the data consist of independent observations
Y1, . . . , Yn, where
Yi = Xi + Zi, i = 1, . . . , n.
The random variable Xi is assumed to come from an unknown probability density
fX , and the random noise variable Zi is assumed to have a known probability density
fZ . Furthermore, the variables Xi and Zi are assumed to be independent. However,
Xi and Zi are not directly observed, so ordinary density estimation techniques do not
apply when estimating fX.
The main idea behind the proposed method is to compare a density estimate of
the observed data to a density induced from the model. That is, a density estimate fˆY
of the data y1, . . . , yn is first obtained by some well established method. This density
estimate is then compared to the known error density convolved with a candidate
density f˜X for fX . The intuition is that the closer the density estimate fˆY is to the
convolution of fZ and f˜X, then the closer f˜X is to fX . The issue then becomes one
of finding a density f˜X so that the convolution of fZ and f˜X is very close to fˆY .
More formally, let fˆY denote a kernel density estimate of the observed data
y1, . . . , yn given by
fˆY (y) =
1
nh
n∑
j=1
K
(
y − yj
h
)
, (2.1)
where K is a standard normal kernel, and h is the bandwidth. For a discussion of
kernel density estimation and bandwidth selection, see Jones et al. (1996) and the
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references therein. Let f˜Y denote the density induced from assuming Xi has the
density f˜X, which is a candidate density for fX. The density of Yi is then given by
the convolution equation
f˜Y (y) =
∫ ∞
−∞
f˜X (y − u) fZ (u) du. (2.2)
The estimate of fX is obtained by choosing a suitable density f˜X that minimizes the
density-based metric
D2(fˆY , f˜Y ) =
∫ ∞
−∞
|fˆY (y)− f˜Y (y) |2dy.
While any number of metrics can be used, Hart and Can˜ette (2009) point out that
density-based metrics work better than those based on cumulative distribution func-
tions. By Parseval’s formula, D2(fˆY , f˜Y ) can be expressed as
D2(fˆY , f˜Y ) =
1
2pi
∫ ∞
−∞
|ψˆY (t)− ψ˜Y (t) |2dt, (2.3)
where ψˆY (t) and ψ˜Y (t) are the characteristic functions corresponding to fˆY (y) and
f˜Y (y), respectively. A good introduction to characteristic functions can be found in
Feller (1971), Lukacs (1970), and Ushakov (1999). Writing the metric in terms of
characteristic functions leads to a simplification, as will be seen later.
2.2 Approximating Minimum Distance Estimate Using Normal Mixtures
2.2.1 Metric
The density function fX is approximated by a normal mixture with L components
centered at µ1, . . . , µL having common scale parameter σ. That is, fX is assumed to
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be well approximated by a density of the form
f˜X (x) =
L∑
j=1
pjφj
(
x− µj
σ
)
, (2.4)
where φj denotes a standard normal density, and pj denotes the mixing proportion
of φj. The means µ1, . . . , µL are taken to be equally spaced. Representing fX as a
mixture of normals has the advantage that the density estimate has a parametric and
hence tractable form. The characteristic function corresponding to fˆY (y) is
ψˆY (t) = exp{−h2t2/2}ψˆ (t) , (2.5)
where
ψˆ (t) =
1
n
n∑
j=1
exp {yjit}
is the empirical characteristic function of y1, . . . , yn. Furthermore, the characteristic
function corresponding to f˜Y (y) is
ψ˜Y (t) =
L∑
j=1
pjψj (t)ψZ (t) , (2.6)
where
ψj (t) = exp
{−σ2t2/2} exp{µjit}
is the characteristic function of a normal random variable with mean µj and standard
deviation σ. Then, by using Equations (2.5) and (2.6), the metric D(fˆY , f˜Y ) can be
written as
D2(fˆY , f˜Y ) =
1
2pi
∫ ∞
−∞
∣∣∣exp{−h2t2/2} ψˆ (t)−∑L
j=1
pjψj (t)ψZ (t)
∣∣∣2 dt. (2.7)
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2.2.2 Discretizing the Metric
The metric in Equation (2.7) can be approximated by replacing the integral
with a Riemann sum. Letting yT= [ ψˆY (t1) ψˆY (t2) · · · ψˆY (tm) ] and defining
the matrix H to be (hij)m×L = ψj (ti)ψZ (ti) reduces the metric to a complex least
squares criterion given by
2piD2(fˆY , f˜Y ) ≈
m∑
i=1
∣∣∣exp{−h2t2i/2} ψˆ (ti)−∑L
j=1
pjψj (ti)ψZ (ti)
∣∣∣2∆t
= ∆t · |y−Hp|2 , (2.8)
where t1, . . . , tm are equally spaced points on [−tmax, tmax] and ∆t = t2 − t1. Since
the integral defined in Equation (2.7) has infinite upper and lower limits, it becomes
necessary to choose a point at which to truncate the integral. The quantity tmax is
chosen so that the value of the integral outside the interval [−tmax, tmax] in Equation
(2.7) is less than 0.001. Denoting the integrand of the metric in Equation (2.7) by
I (t), it is true by the Cauchy-Schwarz inequality that
I (t) ≤ (| exp{−h2t2/2} |2 + | exp{−σ2t2/2} |2)
×
(
|ψˆ (t) |2 +
∣∣∣∑L
j=1
pj exp {µjit}ψZ (t)
∣∣∣2) .
This can be further bounded and simplified by writing
I (t) ≤ 2 (exp{−h2t2}+ exp{−σ2t2})
≤ 4 exp{−min (h, σmin)2 t2} .
Here, σmin is the smallest value of σ considered in the algorithm. The cutoff point
tmax is then chosen so that∫ ∞
tmax
8 exp
{−min (h, σmin)2 t2} dt ≤ 0.001,
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which occurs at
tmax =
1√
2min (h, σmin)
Φ−1
(
1− 0.001min (h, σmin)
8
√
pi
)
. (2.9)
The next several sections describe using the discretized metric to estimate the mixing
proportions p, the scale parameter σ, and the number of mixing components L.
2.2.3 Estimating Mixing Proportions p
For a given number of components L and scale σ, there are several possible ways
to estimate the vector of mixing proportions p. The most straightforward way of
estimating p is by ordinary least squares. However, it turns out that the structure
of the problem does not inherently satisfy the constraints
∑L
j=1 pj = 1 and pj ≥ 0,
j = 1, . . . , L. Similarly, when p is estimated using the method of Lagrange multipliers
by enforcing
∑L
j pj = 1, the constraint that pj ≥ 0, j = 1, . . . , L, is not naturally
satisfied from the structure of the problem. Thus, a quadratic programming algorithm
is used to find p such that D(fˆY , f˜Y ) is maximized subject to the constraints that∑L
j=1 pj = 1 and pj ≥ 0, j = 1, . . . , L.
2.2.4 Estimating σ
The next step is to estimate the scale parameter σ. The algorithm for choosing
σ is motivated from the observation that the best choice of σ does not change beyond
some point at which the number of normal mixture components is “large enough” to
represent the underlying target density. To estimate σ, a value of L is first selected
that is almost certainly too large. For example, in all of the simulated examples in the
next section, between five and eight normal mixtures are sufficient to approximate
the target density fX. Thus, a value of L = 20 or 25 could be used in this case.
After fixing a large value of L, the best choice of σ is chosen to maximize the cross-
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validated log-likelihood of the induced density f˜Y (y). That is, for each candidate
value of σ under consideration, leave-one-out or k-fold cross-validation can be used
on the observed data, although leave-one-out may be too computationally intensive
when n is greater than several hundred. To do this, the optimal mixing proportions
p∗ that minimize Equation (2.8) using the training data are found. The testing data
are then used to assess the fit of the induced density f˜Y (y) using the p
∗ that was
found by minimizing the metric from the training data. The value of σ that minimizes
the log-likelihood averaged across the testing data is selected as the best choice of σ.
Theoretically, the target density fX is identifiable when the error density fZ and
the density of the observed data fY are known. However, the problem is ill-posed,
and there are near identifiability issues. That is, while there is only one density fX
whose convolution with fZ yields fY , there are many densities vastly different from
fX that yield densities very close to fY when convolved with fZ . However, these
poor estimates of fX typically arise at small values of σ. The k-fold cross-validation
method for selecting σ provides a reasonable way of discouraging the algorithm from
selecting these poor estimates even though the convolution of the poor estimate with
fZ is close to fˆY . This is because the density estimates that result from small values of
σ computed from different training samples vary widely and therefore do not provide
the best fit to the data withheld for testing.
2.2.5 Estimating Number of Components L
To select the means µ1, µ2, . . . , µL of the normal mixture components, a rough
estimate for the support of Xi must be obtained. That is, using a mixture approach
requires finding an interval (Mmin,Mmax) that covers most of the mass of the proba-
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bility density function of Xi. One way of selecting Mmin and Mmax is
Mmin = min
i
(yi)−QZ
(
1− 1
2n
)
and Mmax = max
i
(yi)−QZ
(
1
2n
)
, (2.10)
where QZ denotes the quantile function of Zi. This is chosen by assuming that the
smallest observed value of the data, y(1), is the sum of the smallest value of X and
the largest value of Z that can be reasonably expected given the sample size. While
this results in a conservative estimate for the range of Xi that contains most of the
mass of the distribution, there is no penalty in the algorithm for doing this. That is,
the algorithm will assign an identically zero or near zero mixing proportion to normal
mixture components whose locations are too extreme.
For a fixed L, one way to select the location of the components is
µj =Mmin + j
(
Mmax −Mmin
L+ 1
)
, j = 1, . . . , L, (2.11)
although many other ways are possible. Furthermore, suppose that L∗ normals are
sufficient to represent fX . As mentioned earlier, the estimate of fX that results from
using L∗ normal components does not appreciably change as the number of normals
increases past this point. This is in opposition to the intuition that the density
estimate should become less smooth as the number of normals increases. Thus, using
more than L∗ normals is a matter of redundancy and does not affect the resulting
estimate of fX . Once a good value of σ is selected as discussed in the previous section,
the number of mixture components can then be chosen by looking at the value of the
metric in Equation (2.8) computed for increasing values of L. The value of the
metric should substantially decrease and then level off as the number of components
increases. Once the value of the metric stops changing by some specified amount
(i.e., two or three percent), the number of normals at which this occurs is selected as
the number of components to use for the mixture. Figure 1 shows a typical example
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of how the metric changes as the number of normal mixture components increases.
In this case, the density estimate does not substantially improve as the number of
components increases beyond six normals.
1 2 3 4 5 6 7 8 9 10
0
0.01
0.02
0.03
0.04
0.05
0.06
number of mixture components
m
e
tri
c
Figure 1. Example of how the distance metric typically changes with the number
of normal mixture components.
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2.2.6 Outline for Showing Consistency of Estimator
Although a more rigorous mathematical treatment for consistency of the estima-
tor can be found in Appendix A, this section provides a brief outline. Recall that
since an explicit form for p cannot be found, the mixing proportions can be esti-
mated using an optimization routine. This makes it very difficult to establish rates of
convergence, and so the treatment of consistency is more of an existence argument.
Since the underlying target density is represented as a finite mixture of normals,
it in general is not possible for a fixed L and σ to perfectly represent the target
density. There are exceptions to this such as when the target density is normal.
Therefore, it holds that as n → ∞ for a fixed L and σ, the estimator approaches
some approximation to the target density. It must then hold that the approximation
approaches the target density as L → ∞ and σ → 0. A “ratchet” argument can
then be used to say that as n and L go to infinity and σ goes to 0, the estimator
approaches the true target density. Care must be taken to ensure that the support
on which the normals are placed goes to infinity and the distance between the nor-
mal components approaches 0. Finally, since the convergence argument applies to
characteristic functions, conditions for which convergence of characteristic functions
implies convergence of density functions must be established.
2.3 Simulated Examples
Simulations using the previous methodology are implemented to assess the perfor-
mance of the minimum distance approach with other known deconvolution methods.
Specifically, the examples are chosen in order to compare the performance with the
deconvoluting kernel estimator introduced in Carroll and Hall (1988) and Stefanski
and Carroll (1990) using the bandwidth selection methods compared in Delaigle and
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Gijbels (2004). In the latter paper, four bandwidth selection methods are compared
using simulated data from several target and error densities. Hence, following Delaigle
and Gijbels, the two error densities, N (0, σ2Z) and Laplace(0, σZ), for fZ are consid-
ered using sample sizes 50, 100, 250, and 500. The four target densities considered
for fX are defined by
(1) Density 1: X ∼ N (0, 1);
(2) Density 2: X ∼ χ2 (3);
(3) Density 3: X ∼ 1
2
N (−3, 1) + 1
2
N (2, 1);
(4) Density 4: X ∼ 2
5
Gamma(5, 1) + 3
5
Gamma(13, 1).
Figure 2 shows these densities in order of increasing difficulty to estimate in terms
of recovering the general features of the density. That is, detecting bimodality of the
normal mixture is more difficult that capturing the skewness of the chi-square. Sim-
ilarly, the bimodal gamma mixture has two modes of different size, which should be
more difficult to recover than the mixture of two normals whose modes are identical.
This difficulty in estimation does not refer to asymptotic rates of convergence.
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Figure 2. Target densities of increasing difficulty to estimate; density 1 (top left),
density 2 (top right), density 3 (bottom left), density 4 (bottom right).
For densities 1, 2, and 3, the error variance is selected so that the noise-to-signal
ratio V ar (Z) /V ar (X) is 0.25. Since density 4 has more subtle features to recover,
the noise-to-signal ratio for this density is set to 0.10.
To evaluate the performance of the estimator, 100 samples are generated for
each of the eight target and error density combinations. That is, a density estimate
is computed for each sample using data with density fY which are generated by
computing Yi = Xi + Zi. The density estimate fˆX is computed for each sample and
compared with the true density using the ISE criterion given by
ISE(fˆX, fX) =
∫
(fˆX (x)− fX (x))2dx.
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Table 1 summarizes the ISE of the estimates under a normal error density using min-
imum distance estimation, while Table 2 summarizes the results reported by Delaigle
and Gijbels using their best bandwidth selection method. In Table 2, the reported
ISE for estimating density 1 makes use of a normal reference bandwidth while the
best bandwidth selection method for the other densities is the plug-in method dis-
cussed in Chapter I. The missing values in Table 2 denote simulation results that
were not reported in their paper. Thus, following Delaigle and Gijbels, the medians
and interquartile ranges of the 100 values of ISE are reported for each target density
and sample size combination.
Table 1. Median ISE of density estimates under normal measurement error using
minimum distance estimation. The numbers in parentheses are interquartile ranges
of ISE for 100 replications.
Target Density
n 1 - N(0, 1) 2 - χ2(3) 3 - Normal Mix 4 - Gamma Mix
50 0.0098 (0.0146) 0.0213 (0.0154) 0.0346 (0.0235) 0.0052 (0.0035)
100 0.0062 (0.0083) 0.0176 (0.0106) 0.0228 (0.0248) 0.0033 (0.0022)
250 0.0029 (0.0044) 0.0143 (0.0094) 0.0139 (0.0229) 0.0022 (0.0013)
500 0.0018 (0.0024) 0.0114 (0.0035) 0.0086 (0.0142) 0.0017 (0.0010)
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Table 2. Median ISE of density estimates reported by Delaigle and Gijbels under nor-
mal measurement error using the deconvoluting kernel density estimator. The num-
bers in parentheses are interquartile ranges of ISE for 500 replications.
Target Density
n 1 - N(0, 1) 2 - χ2(3) 3 - Normal Mix 4 - Gamma Mix
50 0.011 (0.012) – – –
100 0.0080 (0.0075) 0.018 (0.0084) 0.027 (0.013) –
250 0.0051 (0.0042) – 0.020 (0.011) 0.0023 (0.0011)
The medians and interquartile ranges of the ISE for density 1 are slightly lower
than those reported in Delaigle and Gijbels using their best bandwidth selection
method. The performance, as measured by the ISE, is comparable to Delaigle and
Gijbels using the best bandwidth for densities 2 and 4. However, the medians of the
ISE for density 3 are substantially lower than those reported in Delaigle and Gijbels.
A lower median appears to come with the price that the interquartile range of the
ISE is nearly twice that of the one reported in their paper. Figures 3, 4, 5, and 6
show the resulting minimum distance estimates for each of the four target densities
under normal measurement error.
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Figure 3. Minimum distance estimates for N(0,1) density (density 1) under nor-
mal measurement error at sample size n=50 (top left), n=100 (top right), n=250
(bottom left), n=500 (bottom right).
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Figure 4. Minimum distance estimates for χ2(3) density (density 2) under normal
measurement error at sample size n=50 (top left), n=100 (top right), n=250 (bottom
left), n=500 (bottom right).
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Figure 5. Minimum distance estimates for normal mixture density (density 3)
under normal measurement error at sample size n=50 (top left), n=100 (top right),
n=250 (bottom left), n=500 (bottom right).
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Figure 6. Minimum distance estimates for gamma mixture density (density 4)
under normal measurement error at sample size n=50 (top left), n=100 (top right),
n=250 (bottom left), n=500 (bottom right).
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As seen from the previous plots, the estimates get closer to the true target density
as the sample size increases. The most challenging part of the algorithm is estimating
σ. This weakness of the algorithm is evident in the worst 10-20% of the 100 density
estimates. That is, when a poor estimate occurs, it is usually the result of too small
a choice of σ.
The results in Table 3 summarize the ISE of the estimates under a Laplace error
density using minimum distance estimation, while Table 4 summarizes the results
reported by Delaigle and Gijbels using their best bandwidth selection method. As in
the case for normal measurement error, the reported ISE in Table 4 corresponding
to density 1 makes use of a normal reference bandwidth while the best bandwidth
selection method for the other densities is the plug-in method discussed in Chapter
I. The missing values in Table 4 denote simulation results that were not reported in
their paper.
Table 3. Median ISE of density estimates under Laplace measurement error using
minimum distance estimation. The numbers in parentheses are interquartile ranges
of ISE for 100 replications.
Target Density
n 1 - N(0, 1) 2 - χ2(3) 3 - Normal Mix 4 - Gamma Mix
50 0.0098 (0.0150) 0.0181 (0.0086) 0.0224 (0.0200) 0.0043 (0.0029)
100 0.0058 (0.0089) 0.0168 (0.0089) 0.0153 (0.0108) 0.0030 (0.0017)
250 0.0027 (0.0041) 0.0109 (0.0047) 0.0088 (0.0098) 0.0020 (0.0013)
500 0.0018 (0.0019) 0.0083 (0.0044) 0.0056 (0.0064) 0.0015 (0.0012)
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Table 4. Median ISE of density estimates reported by Delaigle and Gijbels under
Laplace measurement error using the deconvoluting kernel density estimator. The
numbers in parentheses are interquartile ranges of ISE for 500 replications.
Target Density
n 1 - N(0, 1) 2 - χ2(3) 3 - Normal Mix 4 - Gamma Mix
50 0.011 (0.011) – – –
100 0.0071 (0.0080) 0.015 (0.0063) 0.018 (0.012) –
250 0.0041 (0.0035) – 0.011 (0.0074) 0.0021 (0.0011)
The medians and interquartile ranges of the ISE for densities 1 and 3 are lower
than those reported in Delaigle and Gijbels using their best choice of bandwidth while
the performance for densities 2 and 4 is comparable. Furthermore, the performance
using the Laplace error density is better than the performance when a normal error
density is used as can be seen by comparing Tables 1 and 3. This is a consequence of
the known result that the smoother the error density, the harder it is to estimate the
target density. See Fan (1992) for a detailed discussion. Since the normal density is
considered a supersmooth density, and the Laplace is a ordinary smooth density, using
a Laplace error density should yield better estimates of the target density for a given
sample size and error variance. Figures 7, 8, 9, and 10 show the resulting minimum
distance estimates for each of the four target densities under Laplace measurement
error.
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Figure 7. Minimum distance estimates for N(0,1) density (density 1) under
Laplace measurement error at sample size n=50 (top left), n=100 (top right), n=250
(bottom left), n=500 (bottom right).
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Figure 8. Minimum distance estimates for χ2(3) density (density 2) under
Laplace measurement error at sample size n=50 (top left), n=100 (top right), n=250
(bottom left), n=500 (bottom right).
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Figure 9. Minimum distance estimates for normal mixture density (density 3)
under Laplace measurement error at sample size n=50 (top left), n=100 (top right),
n=250 (bottom left), n=500 (bottom right).
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Figure 10. Minimum distance estimates for gamma mixture density (density 4)
under Laplace measurement error at sample size n=50 (top left), n=100 (top right),
n=250 (bottom left), n=500 (bottom right).
37
2.4 Applications
The minimum distance methodology is applied to the same 2888 observations
that Stefanski and Carroll (1990) use to assess the performance of their estimator.
This data set originally came from NHANES I (1970-75) and a cohort study (Jones
et al. 1987) that investigated the relationship between long-term daily saturated fat
intake and incidence of breast cancer in women between the ages of 25 and 74 years.
The goal is to estimate the density of the long-term logarithm of daily saturated
fat intake using the 2888 observations. As pointed out in Stefanski and Carroll
(1990), rough estimates of the error variance of the data suggest that 50% or more
of the variability in the data may be a result of measurement error. Performing
deconvolution with this much noise is challenging, especially for a sample size of
2888. However, some knowledge of the underlying target distribution can be attained
by deconvolving the density while assuming less noise. Thus, following Delaigle and
Gijbels (2004) and Stefanski and Carroll (1990), normal and Laplace error densities
are considered while assuming error variances σ2Z = (1/5) σ
2
X , σ
2
Z = (1/3) σ
2
X , and
σ2Z = 1.5σ
2
X . In addition, as a basis for comparison, estimates in the error free case
when σ2Z = 0 are computed.
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Figure 11. Minimum distance estimates for log daily saturated fat assuming nor-
mal (left) and Laplace error densities (right) when σ2Z = 0, 1/5σ
2
X, 1/3σ
2
X, and 1.5σ
2
X .
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A comparison of the two plots in Figure 11 suggests that when σ2Z = 0, σ
2
Z =
(1/5) σ2X, and σ
2
Z = (1/3) σ
2
X, the resulting density estimates do not substantially
change by assuming different symmetric error densities. In addition, the estimates
do not appear to be very sensitive to fairly large error variances, although when
σ2Z = 1.5σ
2
X , the estimates are more sensitive to the underlying error density. How-
ever, caution should be exercised before accepting any of the estimates as the “true”
underlying density of long-term logarithm of daily saturated fat intake. Since the fat
intake was self-reported, it is very possible that fat intake was systematically under-
reported. This could make the error density skewed or bimodal, causing the density
estimates under the assumption of symmetric error densities to be invalid. Compared
with Delaigle and Gijbels (2004) and Stefanski and Carroll (1990), the density esti-
mates for these data do not appear to suffer from the “wiggly” effects in the tails,
which often result from methods that rely on the ratio of two characteristic functions.
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CHAPTER III
DECONVOLUTION IN LOCATION RANDOM EFFECTS MODEL
3.1 Minimum Distance Method
For the location random effects (LRE) model, the data consist of observations
Xij , where
Xij = αi + γZij , i = 1, . . . , p, j = 1, . . . , n.
The random variable Zij is assumed to come from an unknown probability density
fZ having mean 0 and standard deviation 1. Furthermore, the random variable αi
is assumed to come from an unknown density fα. The variables Zij and αi are
assumed to be independent. As in the measurement error model, Zij is not observed
directly, so ordinary density estimation techniques do not apply when estimating
fZ . In addition, the LRE model can be viewed as a measurement error model with
repeated measurements on the variable αi. Since there are multiple measurements for
each αi, it is not necessary to assume that the density of αi is known. Note that the
LRE model reduces to the ordinary measurement error model when n = 1. However,
in that case, to ensure identifiability of fZ it must be assumed that the density of αi
is known.
The main idea for estimating the density fZ is analogous to estimation in the
measurement error model. However, in comparison to the previous model, there
are many more ways of implementing this. For example, both fα and fZ may be
identified by directly considering the multivariate density of the n-dimensional vector
(Xi1, Xi2, . . . , Xin), i = 1, . . . , p. However, even for a moderate size n, working with an
n-dimensional joint density is computationally impractical. It then becomes necessary
40
to consider some lower dimensional transformation of the original n-dimensional data
(Xi1, Xi2, . . . , Xin), i = 1, . . . , p. For example, the density of (Xi, Xj), 1 ≤ i < j ≤ n,
may be used to identify fα and fZ . Perhaps the univariate data (Xij − X¯i·), i =
1, . . . , p, j = 1, . . . , n, or the differences (Xi−Xj, Xi−Xk), 1 ≤ i < j < k ≤ n, could
be used to only identify fZ since these two transformations of the original data are
free of αi. Transformed data that are free of the location are more useful since fZ
is of primary interest. It is worth noting, however, that in principle both fα and fZ
could simultaneously be estimated using minimum distance as several authors have
done using other methods. A straightforward way of doing this would be to apply
minimum distance to first estimate fZ using observed data that is location free. The
density estimate of fZ could then be treated as known and minimum distance could
be reapplied to estimate fα.
For generality, let Yi = (Yi1, . . . , Yim), 1 ≤ i ≤ q, 1 ≤ m ≤ n, be an m-
dimensional transformed data set of size q computed from the original data Xij , i =
1, . . . , p, j = 1, . . . , n. This will be referred to as observable data since it is not
necessarily the original data, but is a function of it. Furthermore, assume that the
density of (Yi1, . . . , Yim), denoted by fY, does not depend on the distribution of αi
and that fZ is identifiable from fY. Note that the distribution ofY is observable since
it can be estimated in a straightforward way. That is, compute an m−dimensional
density estimate, fˆY, using the transformed data (Yi1, . . . , Yim), 1 ≤ i ≤ q, 1 ≤
m ≤ n. A candidate error density f˜Z is used to calculate the induced density f˜Y
of (Y1, . . . , Ym), which is then compared with the density estimate fˆY. As in the
measurement error model, the intuition is that the closer f˜Y is to the density estimate
fˆY, then the closer f˜Z is to fZ .
Unlike in the measurement error model, the density f˜Y in many cases does not
have an explicit form and may need to be calculated by simulation or numerical
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integration if an alternative method cannot be found. An estimate of fZ is then
obtained by choosing a suitable density f˜Z that minimizes the density-based metric
given by
D2(fˆY, f˜Y) =
∫
· · ·
∫
Rm
|fˆY(y)− f˜Y(y)|2dy, (3.1)
where f˜Y = G(f˜Z) for some functional G.
An important consideration is under what conditions the error density fZ is
identifiable from the density fY. This is investigated in the next section.
3.2 Identifiability of Error Density
3.2.1 Existing Identifiability Results
The are several useful identifiability results that can be used in various ways to
identify fZ in the LRE model. The problem of identifiability in the LRE model dates
back at least as early as Reiersøl (1950) in which the LRE model is a special case. In
this paper, Reiersøl shows that the distributions of αi and Zij are identifiable even
for a sample size as small as n = 2. Apparently, this is not a well known result as
many authors that have studied the LRE model do not make use of it. When n = 2,
the distributions of αi and Zij are identifiable from the distribution of (Xi1, Xi2) as
long as the characteristic functions of αi and Zij to have only discrete zeros.
Another useful identifiability result that is applicable to this model is proven
by Kotlarski (1967) and discussed in Rao (1992). Define U1 = V1 − V3 and U2 =
V2 − V3, and assume that the characteristic function of (U1, U2) does not vanish.
Then the joint distribution of (U1, U2) determines the distributions of V1, V2, and
V3 up to a change in location. While this result requires the stronger condition that
the characteristic function of (U1, U2) is nonvanishing everywhere, it can in principle
be used to identify three distributions. This result also has the advantage that the
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characteristic functions corresponding to V1, V2, and V3 can be explicitly determined.
Several authors, including Li and Vuong (1998), use these explicit expressions for the
characteristic functions to form the basis for their nonparametric estimators.
Thus far, both of the identifiability results rely on using a bivariate distribution
to identify both fα and fZ . However, Hart and Can˜ette (2009) prove that for i.i.d.
random variables W1, . . . ,Wn with mean 0, the distribution of W is identifiable from
the distribution of the univariate difference (W1− W¯ ), where W¯ =
∑n
i=2Wi/(n− 1).
This result holds when n ≥ 3 provided that the characteristic function of W does not
vanish throughout an interval. Since the primary interest is in the error density fZ ,
this result proves very useful in the next section.
3.2.2 Identifiability from Residuals
Without loss of generality, let γ = 1 in the LRE model for the remaining discus-
sion. In practice, γ can easily be estimated by the unbiased estimator
γˆ =
(
1
p(n − 1)
∑p
i=1
∑n
j=1
(Xij − X¯i·)2
)1/2
,
where X¯i· =
1
n
∑n
j=1Xij . This estimator is
√
p consistent provided that the first two
moments of the error exist. Now, define ij0 as
ij0 = Xij − X¯i(j) = Zij − Z¯i(j),
where X¯i(j) =
1
n−1
(
∑n
k=1Xik −Xij), i = 1, . . . , p, j = 1, . . . , n. Furthermore, define
ijk1 and ijk2 as
ijk1 = Xij − X¯i(jk) = Zij − Z¯i(jk)
and
ijk2 = Xik − X¯i(jk) = Zik − Z¯i(jk),
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where X¯i(jk) =
1
n−2
(
∑n
`=1Xi`−Xij−Xik), i = 1, . . . , p, j = 1, . . . , n, k = 1, . . . , n, j 6=
k. Two cases are considered in which the distribution of Zij is identifiable from
(1) The univariate distribution of 0 and
(2) The bivariate distribution of (1, 2).
By applying the identifiability result from Hart and Can˜ette (2009), the error
distribution is identifiable from the f0 provided n ≥ 3. However, when n is small, it
can be difficult in practice to identify the true target density from the density of 0.
This is a consequence of the ill-posed nature of the problem, which is illustrated in
Figure 12.
Note that the residual densities shown in Figures 12, 13, 14, and 15 can easily
be computed using Fourier inversion or simulation. That is, to compute the density
of 0 using Fourier inversion, the characteristic function of 0 given by
ψ0(t) = ψZ(t)ψ
n−1
Z (−t/(n− 1))
can be used to obtain f0 via the inversion formula
f0(x) =
1
2pi
∫ ∞
−∞
exp{−itx}ψ0(t)dt.
Furthermore, to compute the density of 0 using simulation, first generate as many
realizations from fZ as is computationally feasible. A kernel density estimate can
then be computed from the residuals ij0 = Zij − Zi(j), i = 1, . . . , p, j = 1, . . . , n,
which are calculated using the simulated data from fZ . Provided that enough data
is generated, the resulting density estimate can be taken as the true residual density
for practical purposes.
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Figure 12. Residual densities for different values of n when error density is
N(0,1) (solid), Laplace(0,
√
1/2) (dotted-dash) and Unif(−√3,√3) (dashed).
As can be seen from Figure 12, when n = 3, there is little difference between the
density of 0 when the underlying error density fZ is a normal, Laplace, or uniform
density. However, as n increases, the residual density f0 begins to look more like the
error density since Z¯i(j) → 0 as n→∞. Figures 13, 14, and 15 show the density of 0
in comparison with the underlying error density for different values of n. As before,
45
the normal, Laplace, and uniform error densities are used.
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Figure 13. Residual densities for n = 3, 4, 5, and 8 compared with their respective
underlying error density.
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Figure 14. Residual densities for n = 10, 15, 20, and 25 compared with their
respective underlying error density.
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Figure 15. Residual densities for n = 30, 50, 100, and 250 compared with their
respective underlying error density.
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The value of n for which the residual density f0 begins to look like the error
density depends on the particular density. For example, when the underlying error
density is normal, the residual density looks very similar to the error density when
n = 4 or 5. On the other hand, the value of nmust be somewhat larger for the residual
density to adequately capture the spike of the Laplace density and the discontinuities
of the uniform density.
By applying the result from Reiersøl (1950), the distribution of Zij can be iden-
tified from the bivariate distribution of (1, 2) as long as n ≥ 3. This is because
the residuals ijk1 and ijk2, where i = 1, . . . , p, j = 1, . . . , n, k = 1, . . . , n, j 6= k,
are a special case of the LRE model. That is, the common variable Z¯i(jk) can be
viewed as αi, while Zij and Zik are the error terms. Furthermore, it is also pos-
sible to identify the distributions of αi and Zij from the bivariate distribution of
(Xi, Xj), i = 1, . . . , n, j = 1, . . . , n, i 6= j, when n ≥ 2. Attention is restricted to
using (1, 2) since estimation of fZ is of primary interest.
A natural question then becomes “Is there an advantage to using the distribution
of 0 versus (1, 2)?” Intuition says that a bivariate distribution is harder to estimate
than a univariate one, but there may be some payoff in terms of identifiability of the
error distribution when using a bivariate distribution. While this question is beyond
the scope of this dissertation, it is an interesting one that remains open.
3.3 Approximating Minimum Distance Estimate Using Normal Mixtures
The methodology for the LRE model is analogous to that of the measurement
error model. The density function of the error fZ is approximated by a normal
mixture with L components centered at µ1, . . . , µL having common scale parameter
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σ. That is, fZ is assumed to be well approximated by
f˜Z (z) =
L∑
j=1
pjφj
(
z − µj
σ
)
, (3.2)
where φj denotes a standard normal density, and pj denotes the mixing proportion of
φj . The means µ1, . . . , µL are assumed to be equally spaced. Instead of computing the
distance metric D based on the observed data as in the measurement error model,
0 and (1, 2) are calculated according to the definitions in the previous section.
This computed data can then be used in the same way as the observed data in the
measurement error model to infer the target density fZ .
3.3.1 Minimum Distance Using Univariate Distribution of 0
Recall that ij0 was previously defined as
ij0 = Xij − X¯i(j),
where X¯i(j) =
1
n−1
(
∑n
k=1Xik − Xij), i = 1, . . . , p, j = 1, . . . , n. A standard kernel
density estimate fˆ0 (x) is computed from ij0, i = 1, . . . , p, j = 1, . . . , n, which is
given by
fˆ0 (x) =
1
nph
p∑
i=1
n∑
j=1
φ
(
x− ij0
h
)
,
where φ is a standard normal density, and h is the bandwidth. The characteristic
function corresponding to fˆ0 (x) is then
ψˆ0 (t) = exp{−h2t2/2}ψˆ (t) , (3.3)
where
ψˆ (t) =
1
np
p∑
j=1
n∑
k=1
exp{jk0it}
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is the empirical characteristic function of ij0, i = 1, . . . , p, j = 1, . . . , n. Note that
ψˆ (t) is a
√
p consistent estimator of ψ(t). See Feuerverger and Mureika (1977) for
more information on convergence of empirical characteristic functions. The charac-
teristic function corresponding to the induced density f˜0 (x) from assuming a normal
mixture representation of fZ is
ψ˜0 (t) = ψ˜Z(t)ψ˜
n−1
Z (−t/(n− 1)), (3.4)
where
ψ˜Z(t) =
L∑
j=1
pj exp{−σ2t2/2} exp{µjit}
is the characteristic function of the mixture of normals. By using the expressions in
Equations (3.3) and (3.4), the discrepancy metric D(fˆ0 , f˜0) can be written as
D2(fˆ0, f˜0) =
1
2pi
∫ ∞
−∞
|ψˆ0 (t)− ψ˜0 (t) |2dt.
Note that this expression does not require truncation since both characteristic func-
tions in the integrand involve a normal mixture. However, because this integral can
be algebraically complicated, truncating this expression in a way similar to Equation
(2.9) may also be appropriate.
3.3.2 Minimum Distance Using Bivariate Distribution of (1, 2)
Recall that ijk1 and ijk2 are defined by
ijk1 = Xij − X¯i(jk) and ijk2 = Xik − X¯i(jk),
where X¯i(jk) =
1
n−2
(
∑n
`=1Xi`−Xij−Xik), i = 1, . . . , p, j = 1, . . . , n, k = 1, . . . , n, j 6=
k. A bivariate kernel density estimate fˆ(1,2)(x, y) is computed from (ijk1, ijk2),
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i = 1, . . . , p, j = 1, . . . , n, k = 1, . . . , n, j 6= k, which is given by
fˆ(1,2) (x, y) =
1
pn(n − 1)h2
p∑
i=1
n∑
j=1
∑
k 6=j
φ
(
x− ijk1
h
)
φ
(
y − ijk2
h
)
,
where φ is a standard normal density, and h is the bandwidth. The characteristic
function corresponding to fˆ(1,2)(x, y) is
ψˆ(1,2)(s, t) = exp{−h2(s2 + t2)/2}ψˆ(s, t), (3.5)
where
ψˆ(s, t) =
1
pn(n − 1)
p∑
j=1
n∑
k=1
∑
6`=k
exp {jk`1is+ jk`2it}
is the empirical characteristic function of (ijk1, ijk2), i = 1, . . . , p, j = 1, . . . , n, k =
1, . . . , n, j 6= k. As mentioned in the previous section, ψˆ(s, t) is a √p consistent
estimator of ψ(s, t). Furthermore, the characteristic function corresponding to the
induced density f˜(1,2)(x, y) is
ψ˜(1,2)(s, t) = ψ˜Z(s)ψ˜Z(t)ψ˜
n−2
Z (−(s+ t)/(n− 2)), (3.6)
where
ψ˜Z(t) =
L∑
j=1
pj exp{−σ2t2/2} exp{µjit}
is the characteristic function of the mixture of normals. By using the expressions in
Equations (3.5) and (3.6), the discrepancy metric D(fˆ(1,2), f˜(1,2)) can be written as
D2(fˆ(1,2), f˜(1,2)) =
1
4pi2
∫ ∞
−∞
∫ ∞
−∞
|ψˆ(1,2)(s, t)− ψ˜(1,2)(s, t)|2dsdt.
3.3.3 Estimating Mixing Proportions
The mixing proportions are estimated in the LRE model in a way similar to that
used for the measurement error model. Since it is not possible to explicitly solve for
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the mixing proportions p while enforcing
∑L
j=1 pj = 1 and pj ≥ 0, j = 1, . . . , L, p is
approximated numerically using an optimization routine. Unlike in the measurement
error model, it is assumed that the random variable Zij has mean 0 and standard
deviation 1. In principle, these constraints should also be enforced when estimating
p. While it is relatively easy to enforce the linear constraint that
∑L
j=1 pjµj = 0, it is
sometimes computationally problematic to enforce the nonlinear constraint that the
variance equals 1. However, enforcing this variance constraint does not seem to affect
the resulting estimator. As a result, this constraint is not enforced when estimating
p.
3.3.4 Estimating σ and Number of Components L
The method for estimating σ in the LRE model is the same as in the measurement
error model. That is, cross-validation is used to estimate σ at a large fixed value of
L. Once this is done, the number and location of the mixture components can be
chosen as described below.
To select the means of the normal mixture components µ, a rough estimate for
the support of Zij must be obtained. Thus, it is necessary to find an interval that
covers most of the mass of the probability density function of Zij. Since it is known
that the variance of Zij is 1, a conservative way of doing this is by making use of
Chebyshev’s inequality. Recall that Chebyshev’s inequality says that
P (|Z − µZ | > M) ≤ σ
2
Z
M2
(3.7)
for any real number M > 0, and so it puts an upper bound on the mass of fZ in the
tails of the distribution. Since σZ = 1 and µZ = 0 by assumption, some reasonable
value for M , such as M = 5 or 8, can be selected. This would insure that P (|Z| > 5)
53
and P (|Z| > 8) are at most 1/25 and 1/64, respectively. However, since Equation
(3.7) is conservative, these probabilities are likely much smaller. As previously dis-
cussed, there is essentially no penalty in the algorithm for placing the normals on
too wide an interval since the algorithm assigns identically zero or near zero mixing
proportions to normal mixture components whose locations are too extreme.
For a fixed L, one way to select the location of the components is
µj = −M + j
(
2M
L+ 1
)
, j = 1, . . . , L. (3.8)
As before, if L∗ normals are sufficient to represent fZ , then for a given σ, the estimate
of fZ that results from using L
∗ normal components does not appreciably change as
the number of mixture components increase beyond this point. Once a good value
of σ is selected in the previous step, the number of mixture components can then be
chosen by looking at the value of the metric computed for increasing values of L. The
number of normals at which the value of the metric stops changing by some specified
amount (i.e., two or three percent) is selected as the number of components to use
for the mixture.
A main difference between the LRE model and the measurement error model
is that the target density in the LRE model is assumed to have mean 0. However,
by defining the locations of the mixture components according to Equation (3.8),
there is not a mixture component centered at 0 when L is even. This can be an
inconvenience, especially when the target density is symmetric and unimodal. As a
result, the algorithm will often favor a larger L than is necessary. A way around this
problem is to either devise an alternative method for placing the mixture components
or use the scheme in Equation (3.8) for odd L only. The latter method will be used
in the simulations and real data example.
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3.3.5 Outline for Showing Consistency of Estimator
A rigorous mathematical proof of consistency for the minimum distance estimator
in the LRE model will not be pursued in this dissertation. However, the proof for
the measurement error model in Appendix A only needs to be modified in the parts
that make use of the particular structure of the distance metric. Otherwise, the
argument remains the same. That is, it must be shown that as n → ∞ for a fixed
L and σ, the estimator approaches some approximation to the target density. It
must then hold that the approximation approaches the target density as L→∞ and
σ → 0. A “ratchet” argument can then be used to say that as n and L go to infinity
and σ goes to 0, the estimator approaches the true target density. As before, the
convergence argument applies to characteristic functions, so conditions for which this
implies convergence of density functions must be addressed.
3.4 Simulated Examples
Simulations using the minimum distance methodology are implemented to assess
its performance against other methods. In particular, the minimum distance method
is compared to the explicit characteristic function inversion method from Hall and
Yao (2003). The normal and exponential densities are chosen since these are used
as part of the simulation study in Hall and Yao. In addition, the chi-square and
normal mixture distributions are chosen to see how the method performs for skewed
and bimodal data, respectively. The method is performed using n = 3 and p = 100,
250, 500, and 1000. Although Hall and Yao’s method only requires n ≥ 2, this value
of n is used because it is the minimum value such that the residual distribution can
identify the error distribution under the assumptions previously discussed. The four
error densities considered for fZ are shown in Figure 16 and defined by
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(1) Density 1: Z ∼ N (0, 1);
(2) Density 2: Z ∼ χ2 (3);
(3) Density 3: Z ∼ exp (1);
(4) Density 4: Z ∼ 1
2
N (−2, 1) + 1
2
N (2, 1).
Densities 2 and 3 are shifted to have mean 0. Also, densities 2 and 4 do not have
a unit variance. Even though this is an assumption of the underlying LRE model,
it does not present a problem since any density can be scaled to have a variance 1.
After estimation, the density estimate can be transformed back to its original scale.
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Figure 16. Target error densities of increasing difficulty to estimate; density 1
(top left), density 2 (top right), density 3 (bottom left), density 4 (bottom right).
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To evaluate the performance of the estimator, 100 samples are generated for
each of the four error densities. Note that residuals under the LRE model when using
the minimum distance method do not depend on the distribution of the random
effects because of the differencing when computing the residuals. However, Hall and
Yao’s method is not a location free method, and so data from the random effects
distribution must also be generated. Thus, following Hall and Yao, data from a
N(0, 1) distribution are used for the random effects. After data is generated from
the error and random effects distributions, LRE data is generated according to Xij =
αi + γZij , i = 1, . . . , p, j = 1, 2, 3. An estimate of the error density is then computed
using Hall and Yao’s explicit characteristic function inversion method for each sample.
This is used as a basis for comparing the performance of the minimum distance
method using both the univariate and bivariate distribution of residuals. The density
estimate fˆZ is computed for each sample and compared with the true density using
the ISE criterion given by
ISE(fˆZ , fZ) =
∫
(fˆZ (z)− fZ (z))2dz.
3.4.1 Hall and Yao’s Explicit Characteristic Function Inversion Method
Table 5 summarizes the ISE when estimating the four densities previously de-
scribed using the method by Hall and Yao. As in the simulation results for the
measurement error model, the medians and interquartile ranges of the 100 values of
ISE are reported for each target density and sample size combination.
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Table 5. Median ISE of density estimates using Hall and Yao’s method. The numbers
in parentheses are interquartile ranges of ISE for 100 replications.
Target Density
p 1 - N(0, 1) 2 - χ2(3) 3 - exp (1) 4 - Normal Mix
100 0.2452 (0.0412) 0.0906 (0.0219) 0.3991 (0.2710) 0.0978 (0.0104)
250 0.0727 (0.0106) 0.0843 (0.0122) 0.3910 (0.1801) 0.0970 (0.0100)
500 0.0563 (0.0042) 0.0853 (0.0094) 0.3843 (0.1529) 0.0970 (0.0104)
1000 0.0427 (0.0038) 0.0767 (0.0062) 0.2644 (0.0934) 0.0713 (0.0056)
In terms of ISE, clearly the exponential density is very difficult to estimate. As
pointed out by Hall and Yao, this is because the estimator is constrained to be a
smooth curve. While the estimates are able to capture skewness when estimating the
exponential density, the discontinuity makes the problem difficult. Figures 17, 18, 19,
and 20 show the resulting estimates for each of the four target densities.
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Figure 17. Density estimates for N(0,1) error density (density 1) using Hall and
Yao’s method at sample size p=100 (top left), p=250 (top right), p=500 (bottom left),
p=1000 (bottom right).
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Figure 18. Density estimates for χ2(3) error density (density 2) using Hall and
Yao’s method at sample size p=100 (top left), p=250 (top right), p=500 (bottom left),
p=1000 (bottom right).
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Figure 19. Density estimates for exp(1) error density (density 3) using Hall and
Yao’s method at sample size p=100 (top left), p=250 (top right), p=500 (bottom left),
p=1000 (bottom right).
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Figure 20. Density estimates for normal mixture error density (density 4) using
Hall and Yao’s method at sample size p=100 (top left), p=250 (top right), p=500
(bottom left), p=1000 (bottom right).
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As is evident in these plots, one fundamental problem with Hall and Yao’s esti-
mator is that there can be substantial oscillations in the estimated density function
itself. This is in general a common feature of density estimators obtained through a
Fourier inversion method, and in some cases these effects can result in a density esti-
mate that takes negative values. While their estimator performs reasonably well for
the normal and chi-square target densities, estimation of the exponential and normal
mixture densities is problematic. In both the chi-square and exponential densities, the
estimator can capture skewness of the target density reasonably well. However, the
estimator is poor at capturing the bimodal features of the normal mixture. Overall,
the results indicate that the method may be useful when estimating smooth unimodal
densities that are symmetric or possess mild skewness. The method may be too crude
or impractical when it is suspected that the target density may be discontinuous or
multimodal.
3.4.2 Minimum Distance Method Using a Normal Mixture
Previously, it was assumed that Zij has variance 1. However, the χ
2(3) and
normal mixture density do not have unit variance. Thus, in the actual implementation
of the minimum distance methodology, the residuals are first divided by an estimate
of the scale parameter γ. Minimum distance is then applied to the scaled data with
variance 1. The range for the µj’s is selected by setting M = 5 to insure that
P (|Z| > 5) ≤ 1/25, which holds by Chebyshev’s inequality. The location of the
mixture components are evenly spaced on this interval by defining
µj = −5 + j
(
10
L + 1
)
, j = 1, . . . L
according to Equation (3.8). The mixing proportions p, common scale σ, and number
of components L, are estimated by the methods previously described. After a density
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estimate is obtained, the density estimate is then rescaled by γˆ. Tables 6 and 7 sum-
marize the ISE when estimating the four densities using the univariate and bivariate
methods, respectively. The medians and interquartile ranges of the 100 values of ISE
are reported for each target density and sample size combination.
Table 6. Median ISE of minimum distance estimates for error densities using uni-
variate distribution of residuals. The numbers in parentheses are interquartile ranges
of ISE for 100 replications.
Target Density
p 1 - N(0, 1) 2 - χ2(3) 3 - exp (1) 4 - Normal Mix
100 0.0186 (0.0134) 0.0827 (0.0251) 0.3079 (0.0181) 0.0276 (0.0080)
250 0.0173 (0.0141) 0.0731 (0.0214) 0.2813 (0.0145) 0.0234 (0.0090)
500 0.0158 (0.0112) 0.0676 (0.0194) 0.2771 (0.0132) 0.0207 (0.0057)
1000 0.0123 (0.0108) 0.0592 (0.0188) 0.2548 (0.0142) 0.0181 (0.0048)
From the tables, it is evident that there is no real advantage in this model to using
the bivariate versus univariate distribution. A disadvantage to using the bivariate
distribution is that the algorithm requires more computational time to minimize the
metric and compute the bandwidth of the bivariate kernel density estimate. See
Sain et al. (1994) for a discussion of bandwidth selection methods for multivariate
densities. It may be the case that when using a higher dimensional distribution,
more error distributions become identifiable for a given model. However, it remains
an open question as to whether or not there is an advantage to using an observable
distribution of higher dimension.
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Table 7. Median ISE of minimum distance estimates for error densities using bivari-
ate distribution of residuals. The numbers in parentheses are interquartile ranges of
ISE for 100 replications.
Target Density
p 1 - N(0, 1) 2 - χ2(3) 3 - exp (1) 4 - Normal Mix
100 0.0192 (0.0122) 0.0791 (0.0281) 0.3295 (0.0173) 0.0256 (0.0099)
250 0.0179 (0.0119) 0.0717 (0.0202) 0.3050 (0.0157) 0.0219 (0.0085)
500 0.0133 (0.0106) 0.0682 (0.0189) 0.2840 (0.0112) 0.0193 (0.0068)
1000 0.0107 (0.0101) 0.0572 (0.0163) 0.2441 (0.0109) 0.0185 (0.0051)
As with the method from Hall and Yao (2003), the exponential density appears to
be difficult to estimate due to the marked discontinuity. In addition, the performance
of the minimum distance estimator outperforms Hall and Yao’s estimator for all four
target densities in terms of median ISE. When compared with the Hall and Yao
method, the interquartile ranges using the minimum distance estimator are larger
for the normal and chi-square densities and smaller for the exponential and normal
mixture densities. This phenomenon is also observed when considering the minimum
distance estimator in the measurement error context. Figures 21, 22, 23, and 24 show
the resulting estimates for each of the four target densities.
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Figure 21. Minimum distance estimates for N(0,1) error density (density 1) at
sample size p=100 (top left), p=250 (top right), p=500 (bottom left), p=1000 (bottom
right).
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Figure 22. Minimum distance estimates for χ2(3) error density (density 2) at
sample size p=100 (top left), p=250 (top right), p=500 (bottom left), p=1000 (bottom
right).
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Figure 23. Minimum distance estimates for exp(1) error density (density 3) at
sample size p=100 (top left), p=250 (top right), p=500 (bottom left), p=1000 (bottom
right).
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Figure 24. Minimum distance estimates for normal mixture error density (density
4) at sample size p=100 (top left), p=250 (top right), p=500 (bottom left), p=1000
(bottom right).
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From the previous figures, it is clear that the estimator tends to smooth out the
peaks of the target density. This is especially apparent when estimating the density
that is the mixture of two normals. However, most of the estimates detect the bimodal
features of the normal mixture fairly well for larger sample sizes, although the modes
are not as pronounced as they should be. In addition, the estimator does reasonably
well at estimating the normal density and at capturing the skewness of the chi-square
and exponential densities.
Interestingly, the same problems do not arise for the LRE model as in the mea-
surement error model from Chapter II where it is often the case that a poor estimate
results from a small choice of σ. While a small value of σ does occasionally occur in
the simulations, it is more often the case that an oversmoothed estimate occurs.
Overall, the minimum distance approach produces better estimates when com-
pared with the explicit characteristic function inversion method from Hall and Yao.
Their method tends to produce density estimates that have oscillations, which some-
times result in negative values for the density estimate. In addition, the estimator
erroneously gives one mode when estimating the mixture of two normals. While the
minimum distance estimator tends to smooth out the peaks of the target density,
it does not seem to suffer from the drawbacks of Hall and Yao’s method. For one,
the estimator always gives a proper density estimate since the values of the density
estimate are always nonnegative. Furthermore, the minimum distance approach in
this model does not suffer from oscillations in the density estimates that are common
to estimators that use Fourier inversion techniques. Minimum distance is better able
to capture the general features of the underlying density, which can readily be seen
when estimating the mixture of two normals.
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3.5 Extension to Location-Scale Random Effects Model
A possible extension to the LRE model is one in which the scale is allowed to vary
between small data sets. That is, the location-scale random effects (LSRE) model is
defined as
Xij = αi + γiZij , i = 1, . . . , p, j = 1, . . . , n.
The random variable Zij is still assumed to come from an unknown probability density
fZ having mean 0 and standard deviation 1, and (αi, γi) is assumed to come from an
unknown bivariate density f(α,γ). The variables Zij and (αi, γi) are assumed to be in-
dependent. Hart and Can˜ette (2009) also consider this model by implementing their
minimum distance estimator to nonparametrically estimate the distribution of the
scale random effects and the error distribution. This model is both computationally
and theoretically challenging. As with the LRE model, there are many transforma-
tions of the original data that can be useful for a variety of reasons. For example, in
some situations, it is useful to have an idea as to how the ordinary residuals defined
by
ij =
Xij − X¯i
si
=
Zij − Z¯i
sZi
, i = 1, . . . , p, j = 1, . . . , n (3.9)
are distributed. In this expression, X¯i and si are the sample mean and standard
deviation, respectively. Furthermore, consider defining the residuals by
∗ij =
Xij − X¯iJ
siJ∗
=
Zij − Z¯J
sZJ∗
, i = 1, . . . , p, j = 1, . . . , n, (3.10)
where J and J∗ are index sets such that J ∩ J∗ = ∅ and J ∪ J∗ = {1, . . . , j − 1, j +
1, . . . , n}. The sample mean X¯iJ is the mean of Xij , j ∈ J , for the ith data set, and
siJ∗ is the standard deviation of XiJ∗ , j ∈ J∗, also for the ith data set. The residuals
defined in Equation (3.10) are analogous to ij0 defined in the LRE model. They
have the advantage that the three terms Xij , X¯iJ , and siJ∗ are independent, which
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is useful when trying to establish identifiability results or implementing the method
in an efficient way. It may also be advantageous to consider a transformation such as
(Xi1 −Xi2)/(Xi3 −Xi4) for computational reasons when n is small. While there are
many location and scale free transformations, minimum distance estimation in the
measurement error model and LRE model is computationally much easier because
of the way the metric is computed. Recall that in these two models, the metric is
computed using characteristic functions instead of density functions. This is because
there is an explicit form for the characteristic function of fY in the measurement error
model and the univariate and bivariate densities f0 and f(1,2) in the LRE model.
In general, this is not the case for the LSRE model. Since the primary interest is to
estimate only the error density fZ , some transformation of the observed data that
does not depend on the location and scale of each small data set must be found.
The expression for the characteristic function of the observable data then usually
always involves a ratio so that the quantities are free of the scale γi. As a result,
the characteristic function is given by an integral equation and can be difficult to
manipulate.
This computational challenge also leads to a theoretical one. Showing identifi-
ability of the target density from the density of observable data (i.e., observed data
in measurement error model or residuals in LRE model) often depends on having an
explicit tractable form for the characteristic function of the observable data. Since
the characteristic function of the residuals (or other quantities) can be complicated
under the LSRE model, it is especially challenging to establish identifiability results.
Intuitively, one might expect identification of the error density from the univariate
residual density to hold under mild conditions when n ≥ 4, since a similar result
holds for n ≥ 3 in the LRE model. While this is still an open question, identification
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of the error density can be shown to hold when n ≥ 7 from the bivariate density of(
Xi1 − X¯i(23)
Xi4 −Xi5 ,
Xi1 − X¯i(23)
Xi6 −Xi7
)
, i = 1, . . . , p,
where X¯i(23) =
1
2
(Xi2 +Xi3). See Appendix B for a detailed proof. This can also be
written as (
Zi1 − Z¯i(23)
Zi4 − Zi5 ,
Zi1 − Z¯i(23)
Zi6 − Zi7
)
, i = 1, . . . , p,
which does not depend on αi or γi. The result holds provided that the characteristic
functions of Zi1 − Z¯i(23), Zi4 − Zi5, and Zi6 − Zi7 do not vanish.
3.6 Applications
For this example, the same microarray data that are used in Hart and Can˜ette
(2009) are considered. The data were originally collected by Robert Chapkin and
his coworkers from Texas A&M University and analyzed in Davidson et al. (2004).
The data consist of the logarithm of the expression level for the ith gene and jth rat
denoted by Xij , i = 1, . . . , 8038, j = 1, . . . , 5. While these data are only a subset of
the original data, it corresponds to the actual data used in Hart and Can˜ette (2009).
The LRE and LSRE models are both considered as potential models for the rat
data. The difference between the two models is that in the LRE model, it is assumed
that a common scale exists across all genes, while the LSRE model allows for there to
be scale differences between genes. The residuals under the LRE model are computed
by
ij =
Xij − X¯i
s
, i = 1, . . . , 8038, j = 1, . . . , 5,
where X¯i =
1
5
∑5
j=1Xij and s =
(
1
8038(4)
∑8038
i=1
∑5
j=1(Xij − X¯i)2
)1/2
. The residuals
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under the LSRE model are computed by
ij =
Xij − X¯i
si
, i = 1, . . . , 8038, j = 1, . . . , 5,
where si =
(∑5
j=1(Xij − X¯i)2
)1/2
, i = 1, . . . , 8038. To get some idea as to how
these residuals are distributed, kernel density estimates are computed for each set of
residuals, which are shown in Figure 25. It can be seen that the residuals under the
LRE model have heavier tails than the residuals under the LSRE model.
−4 −2 0 2 4
0
0.1
0.2
0.3
0.4
0.5
ε
de
ns
ity
−2 −1 0 1 2
0
0.1
0.2
0.3
ε
de
ns
ity
Figure 25. Kernel density estimates for residual density under LRE model (left)
and LSRE model (right).
The univariate residual distribution under the LRE model is used in the minimum
distance method to estimate the error density as previously described. Figure 26
shows estimates of the error density in the LRE model for different values of L.
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Figure 26. Minimum distance estimates of error density under LRE model when
the normal mixture has L=1, 3, 5, 7, 9, and 11 components.
The estimate corresponding to L = 7 mixture components is selected as the den-
sity estimate of the error, although several of these components have a zero proportion
assigned to them. The common scale parameter is estimated to be σˆ = 0.63.
While the residual distribution is used for minimum distance in the LRE model,
using the residuals in the LSRE model is problematic because of the difficulty in
obtaining an expression for the characteristic function of ij =
Xij−X¯i
si
. In addition,
since n = 5, the identifiability result in the LSRE model that the error density is
identifiable when n ≥ 7 does not apply. While there are no known identifiability
results pertaining to the LSRE model when n ≤ 5, the actual implementation of
minimum distance for estimating the error density in this model makes use of the
75
quantities
Wi =
Xi1 − X¯i(23)
Xi4 −Xi5 =
Zi1 − Z¯i(23)
Zi4 − Zi5 =
Ui
Vi
, i = 1, . . . , p,
instead of the residuals. The characteristic function of W corresponding to a normal
mixture approximation of fZ can be written as
ψ˜W (t) = E(E(exp{itU/V }|V = v))
= E(E(exp
{
it(Zi1 − Z¯i(23))/V
} |V = v))
= E(ψ˜Z (t/V ) ψ˜
2
Z (−t/(2V ))), (3.11)
where f˜Z and ψ˜Z are the density and characteristic functions of the normal mixture,
respectively. Furthermore, the density function of V under the normal mixture is
obtained by the convolution equation
f˜V (v) =
∫ ∞
−∞
f˜Z(v + ξ)f˜Z(ξ)dξ,
which is used to compute the expectation in Equation (3.11) to yield
ψ˜W (t) =
∫ ∞
−∞
ψ˜Z (t/v) ψ˜
2
Z (−t/(2v)) f˜V (v)dv. (3.12)
While minimizing
D2(fˆW , f˜W ) =
1
2pi
∫ ∞
−∞
|ψˆW (t)− ψ˜W (t)|dt
is computationally challenging, a discretized version of the metric can be computed
for a given normal mixture f˜Z as follows:
(1) Compute f˜V (v) on an appropriately chosen grid of points [v1, . . . , vm1] to obtain
[f˜V (v1), . . . , f˜V (vm1)];
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(2) Compute ψ˜W (t) on an grid of points [t1, . . . , tm2] by
ψ˜W (ti) =
m1∑
j=1
ψ˜Z (ti/vj) ψ˜
2
Z (−ti/(2vj)) f˜V (vj)∆vj
to obtain [ψ˜W (t1) , . . . , ψ˜W (tm2)], where ∆vj = vj − vj−1;
(3) Compute
D2(fˆW , f˜W ) ≈ 1
2pi
m2∑
i=1
|ψˆW (ti)− ψ˜W (ti)|∆ti
to obtain a numerical approximation to D2(fˆW , f˜W ), where ∆ti = ti − ti−1;
The metric is then minimized subject to the linear constraint that the error
density has a mean 0. The variance constraint was not enforced since this had little
effect on the resulting estimator and because the nonlinear constraint could sometimes
lead to numerical instabilities. Minimum distance estimates using a normal mixture
are computed for the error density under the LSRE model for different values of L.
The estimates are shown in Figure 27.
The estimate corresponding to L = 9 components with common scale parameter
σˆ = 0.56 is selected as the density estimate of the error under the LSRE model.
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Figure 27. Minimum distance estimates of error density under LSRE model when
the normal mixture has L=1, 3, 5, 7, 9, and 11 components.
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A comparison of the two estimates for the error density in the LRE and LSRE
models are shown in Figure 28.
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Figure 28. Density estimates for error density under LRE model (left) and LSRE
model (right).
Interestingly, the error densities under the two models are quite different. It is
also reassuring that these estimates are similar to those obtained in Hart and Can˜ette
(2009), who use a different method. While both are symmetric, the error density
under the LRE model has heavier tails than the density under the LSRE model. As
noted in Hart and Can˜ette, the estimates indicate that there are scale differences,
and these are inflating the tails of the LRE estimates. Depending on the setting, the
differences in error densities can lead to very different conclusions.
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CHAPTER IV
CONCLUSION
4.1 Summary
In this dissertation, a minimum distance methodology is developed for density
estimation in the large-p, small-n setting when the variable of interest is not directly
observed. The methodology is adapted to estimate the target density in the measure-
ment error and the LRE model. A main advantage to a minimum distance approach
is that it can be applied to a much more general class of problems than most of the
estimators found in the deconvolution literature. Many of these estimators require
that the characteristic function of the density of interest can be explicitly expressed
in terms of a characteristic function of observable data. However, it can often be very
difficult to come up with such an expression.
While there are many ways to approach this problem, it is assumed that the un-
derlying density of interest could be well approximated by a mixture of normals. The
means are assumed to be equally spaced, and a common scale parameter is used for
the normal mixture components. The mixing proportions p could then be estimated
by minimizing a density-based metric. This metric compares a density estimate of
the observed data to the density induced from assuming a mixture of normals repre-
sentation of the target density. In both models, the minimum distance methodology
is compared with another deconvolution method. In the measurement error model,
the results indicate that the proposed estimator performs as well as the deconvoluting
kernel estimator of Stefanski and Carroll (1990) using different bandwidth selection
methods. However, a shortcoming of the algorithm in this model is in selecting the
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scale parameter σ. Unlike in the measurement error model, estimating the scale pa-
rameter of the normal mixture in the LRE model is not problematic. Furthermore,
there seems to be quite an advantage to using the minimum distance estimator in the
LRE model compared with the methodology of Hall and Yao (2003). Identifiability
of the target densities in both models is considered. In addition, consistency of the
estimator is addressed.
4.2 Further Research
Using univariate and bivariate distributions of the residuals in the LRE model
when estimating the target density is discussed. It is still an open question as to
whether or not there is an advantage to using a higher dimensional distribution of
the observable data to identify the target density. As previously discussed, even
though strict identifiability may hold, there may be some advantage to using a higher
dimensional distribution in terms of mitigating near identifiability problems. It would
also be of interest to devise some way of measuring near identifiability in a problem
for a given model and transformation of the observed data.
Several theoretical aspects of the problem should be investigated in greater de-
tail. For example, identifiability in the LSRE model as well as other models should be
further studied. Mathematically, this is equivalent to finding conditions for which a
particular integral equation is unique. Furthermore, consistency results for the min-
imum distance estimator should be strengthened. While a weak form of consistency
is shown to hold, it is done rather indirectly and rates of convergence could not be
established. In addition, relative efficiency of the minimum distance estimator com-
pared with other estimators is an open question, although Hart and Can˜ette (2009)
mention that their simulation results suggest that minimum distance is more efficient
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than plug-in type estimators. The nature of deconvolution and the way minimum
distance is implemented makes the question of efficiency a difficult one.
Finally, several extensions to the mixture approach could also be considered.
For example, while a mixture of normals is used to represent the underlying density
of interest, this could be extended to include a broader class of distributions for
each mixture component. Also, instead of equally spacing the means of the mixture
components on an interval, the locations could be assumed to follow an arbitrary, but
known, distribution. It would also be of interest to reverse the problem and fix the
mixing proportions to be 1/K and estimate the location of the mixture components.
This approach is analogous to that of Hart and Can˜ette (2009).
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APPENDIX A
CONSISTENCY IN MEASUREMENT ERROR MODEL
Assumptions:
1. ψZ(t) does not vanish throughout an interval, and ψZ(t) is square integrable;
2. ψX(t), ψ
′
X(t), and ψ
′′
X(t) are absolutely integrable;
3. fX is everywhere continuous, fX is bounded, and |f ′X | is bounded and integrable;
4. bn = n
−1/4, K(·) is a pdf such that ∫∞
−∞
|u|K (u) du < ∞, K (·) is of bounded
variation, and fX ∗ fZ and (fX ∗ fZ)(1) are bounded;
5. The means of the normal mixtures are evenly spaced on (−M,M);
6. σ → 0, M2
Lσ
→ 0, M
Lσ2
→ 0, Mσ → ∞, and
(
L
2MSL
− 1
)
1
σ
→ 0, where SL =∑L
i=1 fX(µi);
To develop notation, represent fX(x) by
fX(x;w, µ, σ) =
1
σ
L∑
j=1
wjφ
(
x− µj
σ
)
, (A.1)
where w = (w1, . . . , wL−1), wL = 1 −
∑L−1
j=1 wj, and µ = (µ1, . . . , µL). Define
fY (y;w, µ, σ) by the convolution equation
fY (y;w, µ, σ) =
∫ ∞
−∞
fX(y − u;w, µ, σ)fZ(u)du = (fX ∗ fZ)(y), for all y.
Let fˆb be a kernel estimate of fX ∗ fZ based on the observed data having bandwidth
b. Define, for an arbitrary density h,
D2(fY (·;w, µ, σ), h) =
∫ ∞
−∞
(fY (y;w, µ, σ)− h(y))2dy, (A.2)
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where it is assumed that w ∈ ΘL = {θ : θj ≥ 0, j = 1, . . . , L− 1, θ1+ · · ·+ θL−1 ≤ 1}.
For a given µ and σ, define p˜L by
D2(fY (·; p˜L, µ, σ), fX ∗ fZ) = inf
w∈ΘL
D2(fY (·;w, µ, σ), fX ∗ fZ).
Estimate p˜L by pˆLn, where
D2(fY (·; pˆLn, µ, σ), fˆb) = inf
w∈ΘL
D2(fY (·;w, µ, σ), fˆb).
Define,
D21(w) ≡ D2(fY (·;w, µ, σ), fˆb)
=
1
2pi
∫ ∞
−∞
∣∣∣ψZ (t) e−σ2t2/2∑L
j=1
wje
itµj − ψK (bt)ψn (t)
∣∣∣2 dt, (A.3)
where ψZ(t) and ψK(t) are the characteristic functions of fZ and kernel K, respec-
tively, and
ψn (t) =
1
n
n∑
j=1
eitXj .
Here, the assumption is used that ψZ(t) does not vanish throughout an interval.
Likewise, define
D22(w) ≡ D2(fY (·;w, µ, σ), fX ∗ fZ)
=
1
2pi
∫ ∞
−∞
∣∣∣ψZ (t) e−σ2t2/2∑L
j=1
wje
itµj − ψZ(t)ψX(t)
∣∣∣2 dt. (A.4)
The proof proceeds by first showing that for fixed L and σ, pˆLn →a.s. p˜L as
n → ∞. This is followed by showing that e−σ2t2/2∑Lj=1 p˜jLeitµj →a.s. ψX(t) as
L → ∞ and σ → 0, where p˜L = [ p˜1L p˜2L · · · p˜LL ]. Conditions are then es-
tablished for fX(x; p˜L, µ, σ) →a.s. fX(x) as L → ∞ and σ → 0. Finally, conclude
that fX(x; pˆLn, µ, σ)→a.s. fX(x) as n→∞, L→∞, and σ → 0.
(1) To show that pˆLn →a.s. p˜L as n → ∞ for fixed L and σ, the following
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sufficient conditions must be satisfied:
(i) D22(w) is uniquely minimized at p˜L;
(ii) D22(w) is continuous in w;
(iii) the parameter space ΘL is compact;
(iv) D21(w) converges uniformly to D
2
2(w) almost surely;
Each of these conditions will now be verified. First observe that since D22(w)
previously defined is a quadratic form and a continuous function in w, the minimizer
p˜L is unique. Hence, (i) and (ii) hold. In addition, (iii) holds by the Heine–Borel
theorem. To show that
sup
w∈ΘL
|D21 (w)−D22 (w) | →a.s. 0, (A.5)
the shorter notation is used, cn(t) = ψZ(t)e
−σ2t2/2
∑L
j=1wje
itµj , dn(t) = ψK(bt)ψn(t),
and en(t) = ψZ(t)ψX(t). Then |D21(w)−D22(w)| can be written as∣∣∣∣ 12pi
∫ ∞
−∞
|cn − dn|2dt− 1
2pi
∫ ∞
−∞
|cn − en|2dt
∣∣∣∣ .
It is then true that∣∣∣∣ 12pi
∫ ∞
−∞
|cn − dn|2dt− 1
2pi
∫ ∞
−∞
|cn − en|2dt
∣∣∣∣ ≤ 12pi
∫ ∞
−∞
∣∣|cn − dn|2 − |cn − en|2∣∣dt.
(A.6)
Working with the right-hand side of Equation (A.6) and ignoring the constant term,
it can be seen that
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∫ ∞
−∞
∣∣|cn − dn|2 − |cn − en|2∣∣ dt = ∫ ∞
−∞
|(cn − dn)(c¯n − d¯n)− (cn − en)(c¯n − e¯n)|dt
=
∫ ∞
−∞
|dnd¯n − ene¯n + cn(e¯n − d¯n) + c¯n(en − dn)|dt
≤
∫ ∞
−∞
(|dnd¯n − ene¯n|+ |cn(e¯n − d¯n)|
+ |c¯n(en − dn)|)dt
≤
∫ ∞
−∞
|dnd¯n − ene¯n|dt+ 2
∫ ∞
−∞
e−σ
2t2/2|en − dn|dt.
The last inequality results from the fact that |cn (t) | can be bounded by e−σ2t2/2.
To show that
∫∞
−∞
|dnd¯n − ene¯n|dt →a.s. 0, by Parseval’s formula,
∫∞
−∞
fˆ2b dx →a.s.∫∞
−∞
(fX ∗ fZ)2dx implies that
∫∞
−∞
|dnd¯n − ene¯n|dt →a.s. 0. By Theorem 4.4.1 of
Rao (1983), if the assumptions in 4 hold, then
∫∞
−∞
fˆ2b dx →a.s.
∫∞
−∞
(fX ∗ fZ)2dx.
Furthermore, to show that the second term in the above expression goes to 0 as
n → ∞, recall (a) e−σ2t2/2|(en − dn)| ≤ 2e−σ2t2/2 a.e., (b)
∫∞
−∞
e−σ
2t2/2dt < ∞ for
σ > 0, and (c) | (en − dn) | → 0 a.e. Then by dominated convergence, it is true that
2
∫ ∞
−∞
e−σ
2t2/2|(en − dn)|dt→a.s. 0
as n→∞. Note that this holds for all w ∈ ΘL and thus sup
w∈ΘL
|D21 (w)−D22 (w) | →a.s.
0.
Using (i), (ii), (iii), and (iv), it can now shown that pˆLn →a.s. p˜L. For any
ε > 0, almost surely (a) D21(p˜L) − ε/3 < D21(pˆLn) since pˆLn minimizes D21, (b)
D22(p˜L) − ε/3 < D21(p˜L) and (c) D21(pˆLn) − ε/3 < D22(pˆLn) since D21(w) converges
uniformly to D22(w) almost surely. Combining (a), (b), and (c), it holds that almost
surely
D22(p˜L)− ε < D21(p˜L)− 2ε/3 < D21(pˆLn)− ε/3 < D22(pˆLn),
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which implies that for any ε > 0,
D22 (p˜L)− ε < D22 (pˆLn) . (A.7)
Let S be an arbitrary open subset of the parameter space ΘL that contains p˜L. Since
ΘL ∩ Sc is compact, and D22 (w) is continuous and uniquely minimized at p˜L, it can
be seen that
sup
w∈ΘL∩Sc
D22(w) ≡ D22(p˜∗L) < D22(p˜L).
By choosing ε = D22(p˜L) − D22(p˜∗L) and using Equation (A.7), D22(p˜∗L) < D22(pˆLn)
almost surely. Therefore, it follows that pˆLn ∈ S which implies that pˆLn →a.s. p˜L as
n→∞.
(2) To show f˜L(x) = fX(x; p˜L, µ, σ)→a.s. fX(x) as L→∞ and σ → 0, first find
a solution with respect to the mixing proportions that satisfies the natural constraints
on the proportions. This explicit solution is useful since the actual proportions are
estimated numerically without an explicit form. Let uj = (j − 1/2)/L, j = 1, . . . , L,
and set µj =M(2uj − 1), j = 1, . . . , L. Define
pjL =
fX(µj)∑L
i=1 fX(µi)
=
fX(µj)
SL
, j = 1, . . . , L, (A.8)
and write pL = (p1L, . . . , p(L−1)L). It is worth mentioning that µj’s can be taken to
be the quantiles Q˜ of an arbitrary distribution G˜ other than uniform on (−M,M),
but this generalization is not considered here. It can be seen that pjL, j = 1, . . . , L,
from Equation (A.8) are nonnegative and sum to one. Note that fX(x;pL, L, σ) can
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be written as
fX(x;pL, L, σ) =
L∑
j=1
1
σ
·
2M
L
fX(µj)
2M
L
∑L
i=1 fX(µi)
φ
(
x− Q˜((j − 1/2)/L)
σ
)
≈
∫ ∞
−∞
1
σ
· fX (µ)φ
(
x− µ
σ
)
dµ
for large L and M . This is because
∫∞
−∞
fX(x) can be written as∫ ∞
−∞
fX(x) =
∫ M
−M
fX(x)dx+
∫
|x|>M
fX(x)dx
=
L∑
j=1
∫ M (2j/L−1)
M (2(j−1)/L−1)
fX(x)dx+
∫
|x|>M
fX(x)dx
=
L∑
j=1
2M
L
fX(µ
∗
j ) +
∫
|x|>M
fX(x)dx,
where M(2(j − 1)/L − 1) ≤ µ∗j ≤ M(2j/L − 1), j = 1, . . . , L. By assumption 2,
fX (x) ∼ o
(
1
x2
)
as x → ∞, and hence ∫
|x|>M
fX (x) dx → 0, which implies that∑L
j=1
2M
L
fX(µ
∗
j )→ 1 as M →∞ and L→∞. It can be seen that∫ ∞
−∞
1
σ
· fX(µ)φ
(
x− µ
σ
)
dµ→ fX(x) as σ → 0.
Therefore, fX(x;pL, L, σ) → fX(x) as L → ∞ and σ → 0, which implies that
ψ(t;pL, µ, σ) →a.s. ψX(t) as L → ∞ and σ → 0. Then pL ∈ ΘL, and so D22(p˜L) ≤
D22(pL). To show that D
2
2(pL) → 0 as L → ∞ and σ → 0, let ψML(t) be short
for ψ(t;pL, µ, σ), which is the characteristic function corresponding to the mixture of
normals. Then
2pi ·D22(pL) =
∫ ∞
−∞
|ψZ(t)|2|ψML(t)− ψX(t)|2dt
≤ 4
∫ ∞
−∞
|ψZ(t)|2dt <∞.
Using the fact that ψML(t)→a.s. ψX(t) as L→∞ and σ → 0, by dominated conver-
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gence lim
L→∞,σ→0
D22(pL) = 0, which implies that lim
L→∞,σ→0
D22(p˜L) = 0. Rewriting D
2
2
as
D22(p˜L) =
1
2pi
∫ ∞
−∞
|ψZ(t)|2
∣∣∣e−σ2t2/2∑L
j=1
p˜jLe
itµj − ψX(t)
∣∣∣2 dt,
it can be seen that the only way D22(p˜L) can go to 0 is for e
−σ2t2/2
∑L
j=1 p˜jLe
itµj to
converge pointwise to ψX(t) a.e. since ψZ(t) was assumed not to vanish throughout
an interval. Thus,
e−σ
2t2/2
L∑
j=1
p˜jLe
itµj →a.s. ψX(t) as L→∞ and σ → 0. (A.9)
In order for Equation (A.9) to imply that fX(x; p˜L, µ, σ)→a.s. fX (x) as L→∞
and σ → 0, it is required that ∫∞
−∞
|ψX(t; p˜L, µ, σ)− ψX(t)|dt→a.s. 0 as L→∞ and
σ → 0. Ideally, the convergence of fX(x; p˜L, µ, σ) that minimizes the L2 metric should
be investigated. However, conditions for which
∫∞
−∞
|ψX(t;pL, µ, σ)−ψX(t)|dt→a.s. 0
as L → ∞ and σ → 0 using the mixing proportions defined in Equation (A.8) are
given. Define
ψˆX (t) = e
−σ2t2/2
L∑
j=1
pjLe
itµj = e−σ
2t2/2ψ˜X(t),
where ψ˜X(t) =
∑L
j=1 pjLe
itµj . Then∫
|ψˆX (t)− ψX (t) |dt ≤
∫
e−σ
2t2/2|ψ˜X(t)− ψX (t) |dt
+
∫
(1− e−σ2t2/2)|ψX (t) |dt. (A.10)
Since ψX(t) is integrable, it follows from dominated convergence that the second
term on the right hand side of Equation (A.10) tends to 0 as σ → 0. Then ψX (t) can
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be written as
ψX (t) =
∫ M
−M
fX(x)e
itxdx +
∫
|x|>M
fX(x)e
itxdx
=
L∑
j=1
∫ M (2j/L−1)
M (2(j−1)/L−1)
fX(x)e
itxdx+
∫
|x|>M
fX(x)e
itxdx
=
2M
L
L∑
j=1
fX(xj)e
itxj +
∫
|x|>M
fX(x)e
itxdx,
where M(2(j − 1)/L − 1) ≤ xj ≤ M(2j/L − 1), j = 1, . . . , L. Furthermore,
ψ˜X(t) =
2M
L
L∑
j=1
fX(µj)e
itµj + δML(t),
where δML(t) =
(
L
2MSL
− 1
)
2M
L
∑L
j=1 fX(µj)e
itµj and
∑L
i=1 fX(µi), and therefore
|ψ˜X (t)− ψX (t) | ≤ 2M
L
L∑
j=1
|fX(µj)eitµj − fX(xj)eitxj |+ |δML(t)|+
∫
|x|>M
fX(x)dx.
Using differentiability of fX,
|fX (µj) eitµj − fX (xj) eitxj | = |fX(µj)− fX(xj)eitµj + fX(xj)(eitµj − eitxj)|
≤ 2M
L
|f ′X(ηj)|+
4M
L
fX(xj)|t|,
where ηj is between µj and xj, j = 1, . . . , L. In addition,
e−σ
2t2/2|ψ˜X (t)− ψX (t) | ≤ e−σ2t2/2
(
4M2
L2
∑L
j=1
|f ′X (ηj) |+
∑L
j=1
8M2
L2
fX(xj)|t|
+|δML(t)|+
∫
|x|>M
fX(x)dx
)
. (A.11)
By assumption 3,
∑L
j=1 |f ′X(ηj)| ∼ O(L) and 1L
∑L
j=1 |f ′X(ηj)| ∼ O(1), and the integral
of the first term in Equation (A.11) becomes
2M2
L
O(1)
∫
e−σ
2t2/2dt =
2
√
2piM2
Lσ
O(1).
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The integral of the second term in Equation (A.11) is
2M
L
∫
e−σ
2t2/2
(∑L
j=1
4M
L
fX(xj)|t|
)
dt =
4M
L
(∑L
j=1
2M
L
fX(xj)
)∫
|t|e−σ2t2/2dt
=
8M
Lσ2
(∑L
j=1
2M
L
fX(xj)
)
.
Note from a previous argument that
∑L
j=1
2M
L
fX(xj) → 1 as M → ∞ and L → ∞.
The integral of the third term in Equation (A.11) yields
|δML(t)|
∫
e−σ
2t2/2dt =
√
2pi|δML(t)|
σ
.
Recall δML(t) =
(
L
2MSL
− 1
)
2M
L
∑L
j=1 fX(µj)e
itµj , and so |2M
L
∑L
j=1 fX(µj)e
itµj | ≤
2M
L
∑L
j=1 fX(µj)→ 1 as M,L→∞. Thus, by assumption 3, 2ML
∑L
j=1 fX(µj) ≤ β, it
is true that
|δML(t)| ≤ β| L
2MSL
− 1|.
Furthermore, the integral of the fourth term becomes∫
e−σ
2t2/2
∫
|x|>M
fX(x)dxdt =
√
2pi
σM
,
since fX(x) = o
(
1
|x|2
)
. Thus, in order for
∫
e−σ
2t2/2|ψ˜X(t) − ψX(t)|dt → 0, each of
the four terms above must go to zero, which is true since by assumption 6, M
2
Lσ
→ 0,
M
Lσ2
→ 0, Mσ →∞, and
(
L
2MSL
− 1
)
1
σ
→ 0.
(3) It has been shown that (1) pˆLn →a.s. p˜L as n→∞ and (2) fX(x; p˜L, µ, σ)→a.s.
fX(x) as L → ∞ and σ → 0. To show that fˆn(x) = fX(x; pˆLn, µ, σ) →p fX(x) as
n→∞, L→∞, and σ → 0, write
P (|fˆn − fX | > ) ≤ P (2|fˆn − f˜L| > ) + P (2|f˜L − fX | > ).
It is known that f˜L →a.s. fX as L → ∞ and σ → 0. It suffices then, to produce
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an unbounded sequence {Ln} with the property that |fˆn − f˜Ln| →p 0. Recall that
fˆn →p f˜L. Thus, there exists a smallest nL such that for all n ≥ nL, P (|fˆn − f˜L| >
) ≤ 1
L
. Let {L1, L2, . . .} be an arbitrary increasing sequence of positive integers.
Then P (|fˆnLj − f˜Lj | > ) ≤ 1Lj for all j, and so P (|fˆnLj − f˜Lj | > ) → 0 as j → ∞.
Typically, nL1 < nL2 < nL3 < · · · . However, if it happens that nLj ≤ nLj−1, then
define nLj = nLj−1 + 1. Define L(n) as
L(n) = Lj, nLj ≤ n < nLj+1 , j = 1, 2, . . . .
For the sequence L(n) defined above,
P (|fˆn − f˜L(n)|) ≤ 1
L(n)
→ 0 as n→∞.
and therefore lim
n→∞
P (|fˆn − fX| > ) = 0. 
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APPENDIX B
IDENTIFIABILITY OF ERROR DENSITY IN LOCATION-SCALE RANDOM
EFFECTS MODEL
Let X have distribution FX and density fX . Define U = sign (X) and V = |X|.
Then
FV,U (v, u = 1) = P (|X| ≤ v, U = 1)
= P (X ≤ v, U = 1)
= FX (v)− FX (0) .
In addition,
FV,U (v, u = −1) = P (|X| ≤ v, U = −1)
= P (−X ≤ v, U = −1)
= P (X ≥ −v, U = −1)
= FX (0) − FX (−v) .
Then
fV,U (v, u) =
 fX (v) for U = 1fX (−v) for U = −1
and therefore
fV |U (v|u) =
 fX (v) /P (U = 1) for U = 1fX (−v) /P (U = −1) for U = −1 .
Clearly by knowing fV,U or fV |U , fX can be uniquely identified. Let ψ1 (t) and ψ−1 (t)
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be the characteristic functions of V |U = 1 and V |U = −1, respectively. Then
ψ1 (t) =
∫ ∞
0
eitvfX (v) /P (U = 1) dv, (B.1)
and
ψ−1 (t) =
∫ ∞
0
eitvfX (−v)/P (U = −1) dv. (B.2)
Note that the characteristic function of X given by
ψX (t) =
∫ ∞
−∞
eitxfX (x) dx
=
∫ 0
−∞
eitxfX (x) dx +
∫ ∞
0
eitxfX (x) dx
can be written in terms of ψ1 (t) and ψ−1 (t) as
ψX (t) = P (U = −1)ψ−1 (−t) + P (U = 1)ψ1 (t) . (B.3)
Now, consider the location-scale random effects model
Xij = αi + γiZij , i = 1, . . . , p, j = 1, . . . , n
for n = 7. Define δi1 and δi2 as
δi1 =
Xi1 − X¯i(23)
Xi4 −Xi5 and δi2 =
Xi1 − X¯i(23)
Xi6 −Xi7 ,
where X¯i(23) = (Xi2 +Xi3) /2. Then δi1 and δi2 can be written as
δi1 =
Zi1 − Z¯i(23)
Zi4 − Zi5 and δi2 =
Zi1 − Z¯i(23)
Zi6 − Zi7 .
A basic identifiability result from Kotlarski (1967) and discussed in Rao (1992) says
that the distributions of Zi1 − Z¯i(23), Zi4 − Zi5, and Zi6 − Zi7 can be identified from
the joint distribution of (δi1, δi2) if
1. the characteristic functions of Zi1− Z¯i(23), Zi4−Zi5, and Zi6−Zi7 do not vanish,
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2. the distributions of Zi1 − Z¯i(23), Zi4 − Zi5, and Zi6 − Zi7 are symmetric, and
3. Zi1 − Z¯i(23), Zi4 − Zi5, and Zi6 − Zi7 are independent.
In the case under consideration, the distributions of Zi4 − Zi5 and Zi6 − Zi7 are
obviously the same, but they do not need to be. Furthermore, since the distribution
of Zi1 − Z¯i(23) can be identified, the distribution of Zij can also be identified.
This result can be extended to relax the symmetric assumption on Zi1 − Z¯i(23),
which in turn allows for an asymmetric distribution of Zij . Note that the distribution
of Zi4 − Zi5 is symmetric even when the distribution of Zij is not symmetric. For
notation, let Vi = |Zi1− Z¯i(23)| and Ui = sign(Zi1 − Z¯i(23)). Now define the index sets
I+ = {i : Zi1− Z¯i(23) ≥ 0} and I− = {i : Zi1− Z¯i(23) < 0}, and let (δ+i1, δ+i2) = (δi1, δi2)
if i ∈ I+ and (δ−i1, δ−i2) = (δi1, δi2) if i ∈ I−. Then by applying the above result
from Kotlarski separately for (δ+i1, δ
+
i2) and (δ
−
i1, δ
−
i2), the distributions of Vi|Ui = 1
and Vi|Ui = −1 can be identified. From the above, the conditional distributions of
Vi|Ui = 1 and Vi|Ui = −1 uniquely identify the distribution of Vi = Zi1 − Z¯i(23).
Since the distribution of Zi1 − Z¯i(23) can be identified, the distribution of Zij can be
identified from a result in Hart and Can˜ette (2009).
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