Synaptic inhibition, brought about by a rich variety of interneuron types, counters excitation, modulates the gain, timing, tuning, bursting properties of principal cell firing, and exerts selective filtering of synaptic excitation. At the network level, it allows for coordinating transient interactions among the principal cells to form cooperative assemblies for efficient transmission of information and routing of excitatory activity across networks, typically in the form of brain oscillations. Recent techniques based on targeted expression of neuronal activity modulators, such as optogenetics, allow physiological identification and perturbation of specific interneuron subtypes in the intact brain. Combined with large-scale recordings or imaging techniques, these approaches facilitate our understanding of the multiple roles of inhibitory interneurons in shaping circuit functions.
Introduction
Inhibition is a unique operational mechanism in the brain. While in its simple form, it can be conceived as a break or pull back mechanism, it rather presents multi-faceted functions that coordinate the action of the numerous principal cells. Depending on when and where on the principal cell soma-dendritic domain it exerts its action, inhibition counters excitation, modulates the gain, timing, tuning, bursting properties of pyramidal cell firing, and exerts selective filtering of synaptic excitation Miles et al., 1996; Wehr and Zador, 2003; Markram et al., 2004; Pouille and Scanziani, 2004; Pouille et al., 2009; Isaacson and Scanziani, 2011; Atallah et al., 2012; Gentet et al., 2012; Lee et al., 2012; Lovett-Barron et al., 2012; Royer et al., 2012; Wilson et al., 2012) . At the network level, inhibition allows for transient autonomy of principal cell groups both in time and space, through the maintenance of brain oscillations (Buzsaki and Chrobak, 1995; Freund and Buzsaki, 1996; Csicsvari et al., 1999; Klausberger and Somogyi, 2008; Stark et al., 2013) . The inhibition-based time windows of brain rhythms, in turn, allow for short-time interactions among the principal cells to form cooperative assemblies for efficient transmission of information. A rich variety of GABAergic inhibitory interneuronal classes, reflecting a considerable division of labor, have been identified to support these functions (Freund and Buzsaki, 1996; Cauli et al., 1997; Kawaguchi and Kubota, 1998; Markram et al., 2004; Monyer and Markram, 2004; Ascoli et al., 2008; Klausberger and Somogyi, 2008; Moore et al., 2010; Fishell and Rudy, 2011; DeFelipe et al., 2013) . With the advent of optogenetics and pharmacogenetics, which allow reversible modulation of neuronal activity, such assumed functions can now be challenged by targeted perturbations of interneurons in the intact brain (Kepecs and Fishell, 2014; Lovett-Barron and Losonczy, 2014; Roux et al., 2014) . Our review briefly overviews some of these functions, and focuses on recent cell-type specific manipulations that allowed for testing the role of molecularly-defined interneuron subtypes.
Inhibitory control in circuits
Inhibitory interneurons can provide stability to the principal cell populations by at least two different ways: feedforward and feedback and inhibition (Fig. 1A, B ). All known excitatory afferents to the various dendritic domains of the principal cells have their 'own' classes of dedicated interneurons. These interneurons target the same domains as the excitatory afferents they receive inputs from, providing a template for feedforward inhibition (Buzsaki, 1984) . In addition to dendritic inhibition, interneurons which target the somatic region (basket cells) or the axon initial segment (chandelier or axo-axonic cells) can also form feed-forward circuits. Feedforward inhibition thus can reduce the spike responses of principal neurons, by competing with dendritic excitation or reducing output spiking. A recent study suggested that cholecystokinin (CCK) positive basket cells are primarily involved in the feedforward inhibition of hippocampal CA1 pyramidal cells (Basu et al., 2013) . Whether feed-forward inhibition brings about a subtractive or divisive action in the visual cortex is still debated (Atallah et al., 2012; Lee et al., 2012; Wilson et al., 2012; Lee et al., 2014a) and may depend whether the inhibitory target is the dendrites or the perisomatic region. In a feedforward circuit, even though the inhibitory action is disynaptic, several mechanisms are in place to "accelerate" the inhibitory action. These include lower firing threshold and larger and more efficient excitatory synapses on interneurons (Gulyas et al., 1993; Gabernet et al., 2005; Glickfeld & Scanziani, 2006; Cruikshank et al., 2007; Helmstaedter et al., 2009; Hull et al., 2009; Stokes & Isaacson, 2010) . As a result, feedforward inhibition can arrive in time before the principal cell's membrane can be charged to threshold and prevent the occurrence of the spike, or at least the occurrence of multiple spikes Eidelberg, 1981, 1982) . This mechanism can effectively shorten the time window within which the principal cell responds giving rise to very high temporal precision of evoked spiking (Pouille and Scanziani, 2001) . Inhibition has been shown to increase temporal precision in other circuits such as the auditory cortex (Wehr and Zador, 2003) or in the CA1 region of the hippocampus by reducing the signal-to-noise ratio (Owen et al., 2013) . Alternatively or in addition, feed-forward inhibition may veto the occurrence of the spike responses from a given afferent input, and can serve to reduce synchrony of parallel activated nearby neurons (Renart et al., 2010) . Long-term changes in feed-forward inhibition A. In a feed-forward inhibitory circuit, interneurons (red) receive excitatory inputs from an external source (green) and in turn inhibit the local principal neurons (black). These latter neurons are often also targeted by the external excitatory input. As a result, the relative strength of excitation on the principal cells and interneurons as well as the interneuron-induced inhibition determine the firing discharge of principal cells. B. In a feed-back inhibitory circuit, interneurons receive excitation from principal cells and, in turn, inhibit these principal cells. Thus, local excitation is a condition for inhibition. C. Lateral inhibition allows a first assembly of principal cells (black) to suppress the activity of another assembly of principal cells (gray) through the excitation of inhibitory interneurons. In networks, lateral inhibition is usually reciprocal and such connectivity allows for assembly competition (an exclusive OR operation in Boolean terms). D. Direct inhibition involves the suppression of local principal cell or interneuron activity by long-range interneurons from remote brain regions. E. Disinhibition of the principal cells occurs when their direct inhibitory inputs are suppressed by another population of inhibitory interneurons. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
can be involved in a heterosynaptic form of plasticity (Basu et al., 2013) and modulate temporal association memory (Kitamura et al., 2014) .
Feed-back or recurrent inhibition, on the other hand, requires that principal neurons in a given circuit discharge first and recruit a postsynaptic inhibitory neuron, whose feed-back action can prevent further discharges of the principal cells (Miles, 1990) (Fig. 1B) . Strictly speaking, recurrent inhibition involves a loop in which the excited inhibitory neuron feeds back inhibition to the very neuron(s) that brought about its excitation. Indeed, reciprocal excitatory-inhibitory connections have been identified in multiple circuits (Csicsvari et al., 1998; Thomson et al., 2002; Urban and Sakmann, 2002; McCormick et al., 2003; Bartho et al., 2004; Markram et al., 2004; Maurer et al., 2006; Huguenard and McCormick, 2007; Ko et al., 2011; Pfeffer et al., 2013; Zaitsev and Lewis, 2013; Lee et al., 2014b) . A related form of inhibition is lateral inhibition, in which the excited interneuron suppresses the activity of similar type of principal cells, which are different than those that gave rise to the interneuron excitation (Hartline et al., 1956; Isaacson and Scanziani, 2011; Adesnik et al., 2012; Lee et al., 2014b) (Fig. 1C) . Lateral inhibition is the fundamental mechanism of neuronal group selection and assembly competition.
It is important to emphasize that feedforward and feedback inhibition are simply principles and do not correspond to specific interneuron types. First, both types of inhibition can affect either the perisomatic region or the dendrites of the principal cell. Second, the feedback and feedforward inhibitory functions are not mutually exclusive for a given interneuron. For example, 'feedback interneurons' are rare since interneurons taking part feedback loops also often receive afferents from distant sources, thus being part of a feedforward inhibition circuit as well.
Yet another form of inhibition, called direct inhibition, takes place when GABAergic afferents from a distant source can bring about a local inhibitory action (Fig. 1D ). For example, GABAergic neurons of the pars reticulata of the substantia nigra provide direct inhibitory input to a variety of basal ganglia structures (Bolam et al., 2000) , medium spiny neurons of the striatum directly inhibit their distant targets (Tepper et al., 2004) , Purkinje cells provide the sole output from the cerebellar cortex and inhibit the deep cerebellar nuclei (Eccles et al., 1967) and long-range inhibitory neurons reciprocally connect the hippocampus and the medial septum or entorhinal cortex Kohler, 1982, 1984; Kohler et al., 1984; Freund and Antal, 1988; Toth et al., 1993; Jinno et al., 2007; Melzer et al., 2012; Caputi et al., 2013) . Similarly, axons of neocortical interneurons can cross the corpus callosum and directly innervate their targets in the contralateral hemisphere (Higo et al., 2007; Tomioka and Rockland, 2007) .
A further 'complication' is that, in addition to their action on principal cells, GABAergic interneurons also make inhibitory, often reciprocal, contacts onto each other (Freund and Buzsaki, 1996; Tamas et al., 1998; Gibson et al., 1999; Galarreta and Hestrin, 2002; Chamberland et al., 2010; Letzkus et al., 2011; LovettBarron et al., 2012; Pfeffer et al., 2013; Xu et al., 2013) and some interneurons target only other interneurons ("interneuron specific interneurons" Gulyas et al., 1996; , David, 2007 Pi et al., 2013) (Fig. 1E) . Such interactions can induce network synchrony (Van Vreeswijk et al., 1994; Hu et al., 2011) or can mediate dis-inhibition of the principal cells (Letzkus et al., 2011; Lovett-Barron et al., 2012; Xu et al., 2013) . A recent study demonstrated the specific role of some vasoactive intestinal polypeptide positive (VIPþ) interneurons in suppressing firing in other interneuron classes in vivo (Pi et al., 2013) . Similar to the complexity of the interneuron-principal cell circuits, the connectivity within and across different classes of interneurons is also not well understood (but see Pfeffer et al., 2013) . The dynamic consequences of such complex circuits must be enormous (Freund and Buzsaki, 1996; Markram et al., 2004; Somogyi and Klausberger, 2005) . Disentangling these issues will probably require identification of the individual components, their targeted perturbation, computational modeling and application of control theory in future experiments.
Balanced inhibition and excitation versus communication
It follows from the principles of inhibition and the strong mutual connectivity between principal cells and inhibitory interneurons, that their interactions will effectively shape spatial and temporal features of their firing patterns. Proper dynamics in neuronal networks can only be maintained if the excitatory forces are counteracted by effective inhibitory forces (van Vreeswijk and Sompolinsky, 1996) . These interactions are often referred to as by the term 'balanced' inhibition-excitation (Anderson et al., 2000; Wehr and Zador, 2003; Zhang et al., 2003; Wilent and Contreras, 2004; Poo and Isaacson, 2009; Isaacson and Scanziani, 2011; Xue et al., 2014) .
Nonetheless, it should be emphasized that the concept of balance is always a function of a given time frame. What appears balanced at a time scale of seconds can often be characterized by large swings in excitability at the sub-second scale. For example, slow oscillations (Steriade et al., 1993) shift back and forth between UP and DOWN states approximately every second. However, the UP state does not correspond to a steady state either. The transition to the UP state can trigger oscillatory sleep spindles and induce gamma oscillations, characterized by principal cell and interneuron spiking at distinct phases of these faster rhythms (Hasenstaub et al., 2005) . Importantly, if cortical excitation and inhibition were at balance at all time scales, neuronal communication would not be possible. Sending spikes across structures is in fact possible only because of the transient imbalance between excitation and inhibition. Such imbalance-balance is most often achieved in the brain by network oscillations (Buzsaki and Draguhn, 2004) . For instance, during hippocampal sharp wave ripple events, the excitatory gain can increase as much as 300% transiently for approximately 50 msec (Csicsvari et al., 1999) , allowing transfer of hippocampal information to neocortical targets (Chrobak and Buzsaki, 1994) . In the case of gamma oscillations, the rivalry between excitatory and inhibitory neurons ensures the stability of global neuronal firing rates over extended territories of the cortex, and yet also allows for dramatic increases of local excitability in short time windows, a condition necessary for sending messages and modifying network connections (Buzsaki and Wang, 2012) .
Self-organized circuits with delicate excitatory-inhibitory balance appear to be maximally sensitive to external perturbations, yet they are capable of absorbing large external perturbations without undergoing functional breakdown. However, alterations of these interactions may result in abnormal physiological patterns (Cossart et al., 2001; Yizhar et al., 2011) , as it has been welldocumented in epilepsy and various forms of psychiatric diseases (Lewis, 2009 ).
Grouping and routing by inhibition-based oscillations
The inhibitory neuronal network, when coupled to the principal cells, provides the flexibility needed for the complex operations of the brain. Competition between opposing forces and feedback control by inhibition are often reflected by population oscillations. Interneuron networks are the backbone of many brain oscillators as they provide rhythm-based timing to principal cells (Buzsaki and Chrobak, 1995; Engel et al., 2001; Salinas and Sejnowski, 2001) . Once a collective oscillatory pattern arises, the rhythmic inhibitory volleys provide alternating windows of reduced and enhanced excitability to the principal cells, in a temporally coordinated manner (Whittington et al., 2000; Buzsaki, 2006) . This framework constrains the windows of opportunity for the principal cells to discharge, which leads to their synchronization. Synchronization by oscillations occurs at multiple time scales, covering time epochs from milliseconds to seconds. The duration of the oscillation cycle, in turn, regulates the length of messages that can be transmitted, as well as the spatial extent of the involved neuronal pools. Thus, by way of oscillations, inhibition can create multiple temporal and spatial organizations of principal cells in the cerebral cortex (Buzsaki, 2010) .
Most oscillations observed in the brain are called 'relaxation', or pulse type (Strogatz, 1994; Buzsaki, 2006) . This implies that spikes of principal cells are typically concentrated in a limited phase range (called the output or duty cycle) and separated from the phase range in which inhibitory neurons are active, and in which the cycle length and amplitude can be affected by external inputs (so called 'perturbation phase'; Buzsaki, 2006) . Despite the wide range of phase preferences observed for the multiple classes of interneurons and the different mechanisms of network oscillations, the separation of duty phase and perturbation phase applies to all rhythms and forms the basis of effective synchronization of neuronal groups (Ermentrout and Kopell, 1998) .
Brain rhythms in mammals, as measured with the mesoscopic local field potential (LFP), form a system and span from approximately 0.05 Hze500 Hz. The mean frequencies of their bands can be fit to a natural logarithmic scale and provide constant ratios between any given pair of neighboring frequencies (Penttonen and Buzs aki, 2003) . The system of cortical rhythms is hierarchical both in space and time, largely due to anatomical wiring of the networks and the limits of axon conduction speed. In the case of higher frequency oscillations, the participating neurons are confined to a small volume of nervous tissue, as the available time for neurons recruitment at each cycle is short. In contrast, during slow oscillations many neurons in a large volume of tissue can be recruited to the rhythm. As a result, when multiple rhythms are present simultaneously, the slow oscillation can unidirectionally affect the faster oscillations. The nature of this interaction is reflected by cross-frequency coupling, so that the phase of the slow rhythm(s) modulates the power of the faster one(s). This 'cross-frequency phase coupling', first demonstrated between theta (4e9 Hz) and gamma (30e90 Hz) oscillations (Soltesz and Deschenes, 1993; Bragin et al., 1995; Buzsaki and Wang, 2012) , is a general mechanism for all known rhythms (Chrobak and Buzsaki, 1998; Sirota et al., 2008; Schroeder and Lakatos, 2009 ) and it undergirds the temporal hierarchical organization of brain rhythms (Buzsaki, 2006) . Inhibition plays an important role in thetaegamma coupling since the same perisomatic interneurons are involved in both rhythms. In the olfactory bulb however, two anatomically segregated populations of interneurons are suggested to modulate the respiration-coupled theta activity on the one hand, and the gamma rhythm on the other hand (Fukunaga et al., 2014) .
Dynamic congregation and segregation of excitatory principal cells into functional groups, often referred to as cell assemblies and assembly sequences (Hebb and Konzett, 1949) , is perhaps the most important function performed by the large family of inhibitory neuron classes in the cortex (Freund and Buzsaki, 1996; Klausberger and Somogyi, 2008) . Inhibition-based oscillations may do so by 'chunking' streams of neuronal information flow into shorter time frames, by transiently silencing the principal cells. Indeed, oscillations have well-defined onsets and offsets, with characteristic maximum and minimum spiking activity in the informationtransmitting principal cells (Masquelier et al., 2009 ). This stopstart parsing function of neuronal oscillators, coordinated across networks, is somewhat analogous to written text where words and expressions are separated by spaces, commas, periods, etc. Parsing of information by inhibition can make communication more straightforward as compared to a situation where downstream "readers" would have to "interpret" long uninterrupted messages (Wickelgren, 1999) or stochastic patterns of spikes (MacLeod et al., 1998; Buzsaki, 2010) . Of course, neuronal transmission can also be coordinated without oscillations as long as some other mechanisms, e.g., saccadic eye movements or external signals, can provide the necessary timing.
Some basic functions accomplished by neuronal networks are pattern completion and pattern separation, two functions that are related to integration/congregation and differentiation. Separation of inputs is difficult in a network with only excitatory connections. However, with inhibitory connections, the competing cell assemblies (and even neighboring excitatory neurons) can be functionally isolated, such that excitatory paths can be re-routed by the trafficcontrolling ability of coordinated interneuron groups (Freund and Buzsaki, 1996) . The specific firing patterns of principal cells in a network will depend largely on the temporal and spatial distribution of inhibition (Pouille and Scanziani, 2004) . As a result, in response to the same input, the same network can potentially produce several different output patterns at different times, depending on the distribution of inhibition. Coordinated inhibition can ensure (1) that excitatory activity recruits the appropriate number of neurons in the appropriate temporal window and (2) that excitation spreads in the right direction.
Interneuron diversity enhances computational ability of cortical circuits
Cortical structures have evolved several types of principal cells and numerous classes of GABAergic inhibitory interneurons (Freund and Buzsaki, 1996; Cauli et al., 1997; Markram et al., 2004; Somogyi and Klausberger, 2005; Ascoli et al., 2008; Klausberger and Somogyi, 2008; DeFelipe et al., 2013) . The addition of functionally different interneuron types to a network, even in small numbers, offers a dramatic expansion of computational possibilities for the neuronal circuit. Virtually every segment of the somato-dendritic surface of cortical principal cells is under the control of a unique set of interneuron subtypes. Each interneuron class targets specific somato-dendritic compartments, but multiple classes of interneurons can target the same domain (such as the soma). This domain-specific innervation can enhance the functional repertoire of principal cells. For instance, interneuronmediated inhibition can functionally "eliminate" a dendritic segment or a whole dendrite, selectively deactivate Ca 2þ channels, or segregate dendrites from the soma or the soma from the axon Miles et al., 1996; Tsubokawa and Ross, 1996; Chiu et al., 2013) . Such actions of interneurons are functionally equivalent to replacing a principal cell by a morphologically different type. Appropriately timed inhibition targeted to specific somato-dendritic domains of principal cells can selectively filter synaptic excitation and control bursting properties of pyramidal cell firing (Fig. 2 ) (Isaacson and Scanziani, 2011) . In summary, interneurons can divide the full computational power of principal cells into numerous subroutines, which can be flexibly used according to momentary needs.
Types of interneurons
Although researchers agree on the rich diversity of inhibitory interneurons, to date, no widely acceptable taxonomy exists. Novel interneuron classes are being discovered with accelerated speed and currently >20 different interneuron types are recognized in the cortex (Klausberger and Somogyi, 2008) . The existing classification schemes depend largely on how the first division is implemented. Typically, it is based on genetic, morphological, developmental origin, chemical content, in vitro or in vivo firing patterns and embeddedness in circuits (Freund and Buzsaki, 1996; Cauli et al., 1997; Kawaguchi and Kubota, 1998; Parra et al., 1998; McBain and Fisahn, 2001; Markram et al., 2004; Masland, 2004; Monyer and Markram, 2004; Ascoli et al., 2008; Klausberger and Somogyi, 2008; Moore et al., 2010; Fishell and Rudy, 2011; Isaacson and Scanziani, 2011; Rudy et al., 2011; Tricoire et al., 2011; DeFelipe et al., 2013; Kepecs and Fishell, 2014) . Because the main function of interneurons is to control the activity of principal cells, one classification scheme divides them according their axonal targets (Freund and Buzsaki, 1996; Klausberger and Somogyi, 2008) . In such a scheme, three or four major divisions can be made. (1) The perisomatic group. It constitutes the largest family of interneurons and comprises basket cells and axo-axonic (or chandelier) cells. By providing perisomatic inhibition, it controls the spiking output of principal cells. Consequently, these interneurons are likely most critical for the precise timing of pyramidal cell spikes, coordinating their synchrony through gamma and other oscillations (Buzsaki and Wang, 2012) . (2) The dendrite-targeting group. Interneurons in this family target specific dendritic domains of principal cells. Every known excitatory pathway in the cortex has a matching family of interneurons, which innervates the same dendritic domain (Buzsaki, 1984) . Several additional subclasses in this group target two or more (overlapping or non-overlapping) dendritic regions, and yet other subclasses innervate the somata and nearby dendrites with similar probability. The different domains of principal cells have different functional dynamics, and interneurons innervating these specific domains appear to effectively and specifically control the kinetic properties of their target domains (e.g. by suppressing the activity of Ca 2þ channels; Miles et al., 1996, Fig. 2) .
Members of the dendrite-targeting interneuron family display a very large diversity. (3) The interneuron-specific group Pi et al., 2013) . These interneurons have the distinguishing characteristic that their axons preferentially contact other Adapted from Buzsaki et al., 1996 . Copyright (1996 National Academy of Sciences, U.S.A. CeD. Current-clamp recordings from the distal apical dendrites of CA1 pyramidal cells performed in vitro, combined with pharmacogenetic manipulations (via the expression of the ligand-gated Cl À channel, PSAM L141F eGlyR in the SOM þ cells, and application of its ligand PSEM 308 ), showed that silencing the dendrite-targeting SOM þ cells increases dendritic spike generation during Schaffer Collateral photostimulation, whereas silencing of the soma-targeting PV þ cells does not. Adapted by permission from Macmillan Publishers Ltd: Nature Neuroscience (Lovett-Barron et al., 2012), copyright (2012). E. Left: Example whole-cell recording from an excitatory neuron during optogenetic inhibition of nearby dendrite-targeting SOM þ neurons in the somatosensory cortex of anesthetized mice. Right: Optogenetic silencing (Light ON) of the SOM þ cells increased burst firing in the nearby principal cells. Each thin line represents an individual neuron and filled circles with error bars connected by thick lines represent mean ± s.e.m. Adapted by permission from Macmillan Publishers Ltd: Nature Neuroscience (Gentet et al., 2012 (Gentet et al., ), copyright (2012 . F. In vivo extracellular recordings combined with optogenetics in freely moving mice showed that SOM þ neuron silencing (but not PV þ cell silencing) increases burst firing in the putative pyramidal cells, as shown by the relative increase (mean ± s.e.m.) of occurrence for different burst lengths (comparison between PV þ and SOM þ cell silencing, *P < 0.05, #P < 0.0005). Adapted by permission from Macmillan Publishers Ltd: Nature Neuroscience (Royer et al., 2012) , copyright (2012).
interneurons but avoid principal cells, and therefore can exert indirect large effects on the principal cells Pi et al., 2013) (Fig. 1E) . (4) The long-range group. Members of this morphologically diverse group have axon trees that span two or more anatomical brain regions (Alonso and Kohler, 1982; Kohler et al., 1984; Freund and Antal, 1988; Germroth et al., 1989; Toth et al., 1993; Sik et al., 1994; Gulyas et al., 2003; Tomioka et al., 2005; Jinno et al., 2007; Tomioka and Rockland, 2007; Melzer et al., 2012; Caputi et al., 2013) (Fig. 1D) . Some axon collaterals of long-range interneurons even cross the hemispheric midline and/or innervate sub-cortical structures. Their large-caliber axons provide fast communication between the innervated areas (Jinno et al., 2007) . Since this group of inhibitory cells projects over large distances, the term 'interneuron' is not strictly accurate. Nevertheless, for historical reasons all GABAergic cells in the cerebral cortex are referred to as "inhibitory interneurons". An important, yet perhaps least understood aspect, of inhibitory control is its scalability across species. A recipe based on proportional changes with increased brain size is unlikely due to the increasing volume and energy demands associated with increased wiring. Instead, a small world-like or similar scaling rule may provide a better explanation. Long-range interneurons are potentially key players in such growing networks , but more research is needed to understand the rules that dictate interneuron wiring in growing brains.
With so many interneuron types, one wonders about a "recipe" that describes how principal cells are innervated by their inhibitory peers. Even in the single layer hippocampus, it is unlikely that each and every pyramidal cell is targeted by all the different types of interneurons. It appears that the axon initial segment and cell body of all principal cells is contacted by inhibitory boutons. However, it is less clear whether similar or largely different fractions of perisomatic basket parvalbumin (PV) and CCK neurons innervate the somata of neighboring neurons. Even less is known about the relative contributions of dendrite-targeting interneurons to pyramidal cell inhibition. Is each domain of the dendrite innervated equally? Are different principal cells under the control of a different set of interneurons? In the multi-layer neocortex, it is also not clear whether a first set of dendrite-bound Martinotti neurons innervate principal cells of layers II, III and V in layer one, and another set of Martinotti cells contact distal dendrites of layer VI and layer IV neurons, or whether each set of pyramidal cells have their 'own' Martinottis. Does each layer have a similar principal cellinterneuron connection pattern or, alternatively, interneurons are posed to coordinate the activity across multiple layers? Recent works indicate that such 'plans' are far from random but, instead, highly specific sub-circuits exist (but see Fino and Yuste, 2011) . For example, in the somatosensory cortex, somatostatin positive (SOMþ) interneurons are involved in different circuits/functions depending on their location. In the layer IV, non-Martinotti SOM þ interneurons dis-inhibit the principal cells via the inhibition of fast spiking interneurons, while in layer II/III, SOM þ cells (mostly Martinotti cells) have a direct inhibitory effect on the principal cells . In the entorhinal cortex, cannabinoid type 1 receptoreexpressing GABAergic basket cells selectively innervate principal cells in layer II that project outside the hippocampus but avoid neighboring cells that give rise to the perforant pathway (Varga et al., 2010) . Heterogeneous inhibitory circuits have recently been described in the CA1 region of the hippocampus where PV positive (PVþ) basket interneurons evoke stronger inhibition in deep as compared to superficial pyramidal cells (Lee et al., 2014b) . Furthermore, deep pyramidal cells that project to the amygdala also receive stronger inhibition from PV þ cells as compared to the prefrontal cortex-projecting ones, presumably allowing for appropriate trafficking of contextual and emotional signals (Lee et al., 2014b) . Altogether these results show that the organization of GABAergic microcircuits can specifically modulate the long-distance efferent effects of principal neurons. Heterogeneity of inhibition has also recently been observed a the single cell level: in the somatosensory cortex, a single PVþ (but not SOMþ) interneuron provides different inputs to its postsynaptic pyramidal cells depending on their respective level of activity, resulting in an equalization of the excitation-inhibition ratios (Xue et al., 2014) . Another level of complexity is illustrated by the different subunit composition of the target GABAergic receptors, even within the same somato-dendritic subdomains (Freund, 2003) .
Optogenetics and physiological characterization of interneurons
The recent advent of optogenetics (Zemelman et al., 2002; Boyden et al., 2005; Deisseroth, 2011) provides a solution for identifying genetically-defined interneuronal subtypes in blind extracellular recordings, by expressing light-sensitive opsins in a given neuronal population (Lima et al., 2009 ). When used with the right combination of large-scale recording and light delivery methods, optogenetics provide both high temporal and spatial resolution, thus becoming adequate for addressing many outstanding and new questions Royer et al., 2010; Stark et al., 2012; Roux et al., 2014) . Integrated recordingoptogenetic methods can be used to accomplish at least two goals: (a) identification of genetically labeled neurons (optogenetics-assisted 'tagging' or Photostimulation-assisted Identification of Neuronal Populations) (Lima et al., 2009 ), for physiological characterization and classification of neuron types and (b) testing the causal roles of the identified neurons on the performance of local circuits.
Knowledge about the molecular identity of the different components part of a circuit can considerably improve the interpretation of correlational observations provided by extracellular recordings. Numerous classification schemes have been developed to assign extracellular spikes to putative interneurons, pyramidal cells and their putative subtypes, on the basis of a variety of physiological criteria. These include waveform features, firing rate statistics in different brain states, embeddedness in various population activities, firing patterns characterized by their autocorrelograms, and putative monosynaptic connections to other neurons (Csicsvari et al., 1999; Bartho et al., 2004; Sirota et al., 2008) . However, the 'ground truth' of these physiological classifying methods is largely missing. An important application of the optogenetic approach is to assist the identification of distinct subtypes of neurons based on molecularly identified classes. Ideally, an iterative refinement of a library of physiological parameters could be conducted so that subsequently, the various neurons could be recognized reliably by using purely physiological criteria, without the need for optogenetics. Although there are many technical hurdles that need to be addressed for unequivocal identification of genetically labeled neurons, these methods are improving rapidly . Notably, methods traditionally used for physiological characterization of cell types can help refining classification of optogenetically identified neurons. For instance, a hitherto unexploited approach to characterize the physiological properties of the optically tagged neurons is their inputeoutput analysis. By analogy to intracellular current injections (Ascoli et al., 2008) , localized optical stimulation can be used to activate neurons and observe their characteristic response properties to pulses, sinusoids, white noise stimuli or more complex patterns. Comparison of pyramidal cells and interneurons has already demonstrated that channelrhodopsin 2 expressing PV þ interneurons follow optical responses much more efficiently than neighboring pyramidal neurons (Stark et al., 2013) .
Optogenetics-assisted identification of many individual interneurons, in combination with simultaneous recording from a large number of their neighbors, allows to subsequently investigate the physiological activity of different interneuron subtypes during sensory stimuli, specific network oscillation patterns and/or specific behavioral periods, without light stimulation. So far, these studies only focused on three main interneuron populations, characterized by the expression of the PV, SOM and VIP markers. Although these three populations are not homogeneous (see below), they represent distinct non-overlapping groups of cells and together account for the majority of the interneuron population in the somatosensory cortex ; but see Tricoire et al., 2011 for hippocampal data).
A pioneering work introduced the method of optogenetic tagging by comparing the responses of 'tagged' PV þ cells and nearby untagged neurons in the auditory cortex for a white noise stimulus (Lima et al., 2009 ). Sound-evoked firing rates were similar between these two populations, showing in both cases an increase compared to baseline. A more detailed description of PV þ interneuron receptive fields in the auditory cortex indicated that these cells are well tuned for frequency but show shallower response gain and are less intensity-tuned than PV negative neurons (Moore and Wehr, 2013) . In the primary visual cortex however, tagged PV þ neurons showed a broad tuning to sensory stimuli , consistent with other findings in V1 (Kerlin et al., 2010; Ma et al., 2010; Atallah et al., 2012 ; but see Runyan et al., 2010) , and in the olfactory bulb (Kato et al., 2013) .
Optogenetically identified PVþ and SOM positive (SOMþ) neurons have also been studied in the hippocampal formation in freely moving rodents (Royer et al., 2012; Stark et al., 2013; Buetfering et al., 2014) . These studies provided information about the spiking relationship of PVþ and SOM þ cells in relation to theta and ripple oscillations (Royer et al., 2012; Stark et al., 2013 Stark et al., , 2014 , complementing previous juxtacellular studies, mostly performed under anesthesia (reviewed in Klausberger and Somogyi, 2008 ; but see Varga et al., 2010; Lapray et al., 2012; Viney et al., 2013; Katona et al., 2014 for waking data). Recent data collected in the medial entorhinal cortex indicated that PV þ cells in this region share many properties with PV þ cells identified in the hippocampus (Royer et al., 2012) , such as the shape of their spike waveforms, their high firing rate and the low spatial selectivity of their firing fields (Buetfering et al., 2014) .
Optical tagging was also used in the amygdala to correlate the activity of PVþ and SOM þ cells with specific aspects of behavior during auditory fear conditioning. While both cell types show a decreased firing during the US, only PV þ cells increase their activity during the CS, presumably inhibiting the SOM þ cells, and favoring dendritic dis-inhibition of the pyramidal cells (Wolff et al., 2014) . In the prefrontal cortex, identified PV þ cells were recruited during freezing in an auditory fear conditioning task (Courtin et al., 2014) . In a different study, also performed in the prefrontal cortex but in a different behavioral context, identified PV þ neurons showed a uniform increase in activity when the animal was leaving the reward location. Conversely, a subset of SOM þ cells fired at reward location approach . This latter study also investigated the impact of PVþ and SOM þ positive cell spiking on their targets, the putative pyramidal cells, during light-free epochs: PV þ cells exert a brief and uniform inhibitory effect whereas SOM þ cells had a longer and more variable impact. Similarly, VIP þ neurons were identified in extracellular recordings via optogenetics in the auditory and medial prefrontal cortices of freely moving mice (Pi et al., 2013) . This study showed that reinforcement signals strongly and uniformly activated VIP þ neurons in auditory cortex during an auditory discrimination task. Another study used an auditory trace conditioning procedure and found that optogenetically identified GABAergic interneurons in the ventral midbrain responded to auditory stimuli before the onset of the phasic response of the dopaminergic neurons. The fact that these neurons show an enhanced response during extinction and provide monosynaptic inputs to the dopaminergic neurons suggests that they play a key role in extinction by attenuating dopaminergic neuron responses (Pan et al., 2013) . The activity of optogenetically 'tagged' GABAergic neurons in the VTA was also monitored while mice associated different odor cues with appetitive and aversive outcomes (Cohen et al., 2012) . They responded with persistent activity during the delay between odor and outcome when a reward was expected, suggesting their role in reward prediction error.
Although optogenetics-assisted tagging of cell populations largely contributes to the understanding of brain function, one important limitation is that molecularly-defined classes of interneurons often contain multiple sub-populations, with heterogeneous morphological and physiological features (Freund and Buzsaki, 1996; Kawaguchi and Kubota, 1998; Parra et al., 1998; McBain and Fisahn, 2001; Markram et al., 2004; Masland, 2004; Monyer and Markram, 2004; Ascoli et al., 2008; Klausberger and Somogyi, 2008; Fishell and Rudy, 2011; Isaacson and Scanziani, 2011; Rudy et al., 2011; Tricoire et al., 2011; DeFelipe et al., 2013; Kepecs and Fishell, 2014) , preventing unambiguous identification of cell types. Studies using single-cell recordings and labeling in freely behaving animals represent complementary approaches towards an exhaustive knowledge of interneuron physiology in the freely behaving animal as they can provide information about the morphology, expression of multiple markers as well as intracellular properties (Isomura et al., 2009; Lapray et al., 2012; Varga et al., 2012; Viney et al., 2013; Katona et al., 2014) . Alternatively, refinement of genetic approaches employed to target distinct functional sub-populations of interneurons (Fenno et al., 2014) will allow a more detailed dissection of the circuit elements involved in specific behaviors.
Roles for interneurons in circuit function
Permanent manipulations of specific interneuron subpopulations, such a genetic ablation of AMPA or NMDA receptors (Fuchs et al., 2007; Korotkova et al., 2010; Carlen et al., 2012) or expression of tetanus toxin light chain (Murray et al., 2011) , have provided important insight about the roles of PV þ cells in different behavioral tasks. In vivo manipulations of single interneuron activity via whole-cell recordings, while monitoring layer 5 pyramidal cells, also highlighted functional differences between two classes of layer 1 interneurons in the neocortex, regarding the initiation of complex spikes (Jiang et al., 2013) . Although these experiments employed useful approaches to investigate interneuron function, we will focus our review on some of the recent studies that took advantage of optogenetic and pharmacogenetic tools to manipulate the activity of molecularly defined classes of interneurons in vivo. The spatial and temporal precisions offered by these perturbation strategies, combined with electrophysiological recordings or imaging techniques, allow probing the involvement of specific interneuron classes in virtually any defined computation.
Visual processing
How the different interneuron subtypes influence the inputeoutput transformation in the pyramidal cells of the primary visual cortex has recently been addressed in numerous studies. However, so far, no consensus has emerged whether dendritictargeting SOMþ and soma-targeting PV þ cells exert divisive or substractive gain modulation (but see Lee et al., 2014a) . Studies performed in anesthetized animals with optogenetic tools indicated that PV þ cells linearly transform the response properties of the pyramidal cells, with a minor contribution to the width of their tuning curves (mostly a divisive gain modulation e Wilson et al., 2012 e with a threshold e Atallah et al., 2012) . In contrast, SOM þ cell optogenetic-activation was shown to induce a sharpening of orientation tuning (substractive transformation) in pyramidal neurons (Wilson et al., 2012) . In awake mice however, PV þ cell photo-activation (but not SOM þ or VIP þ cell activation) was shown to sharpen the orientation tuning and enhance the direction selectivity of their target pyramidal cells, possibly due to a substractive gain modulation . This manipulation had an impact at the behavioral level as it was shown to increase the performance in a go/no-go discrimination task. In contrast, SOM þ cells exerted a divisive gain modulation, but did not impact the orientation tuning.
Besides these works studying the impact of interneurons on orientation selectivity and gain modulation of the principal cells, the mechanisms involved in surround suppression (or lateral inhibition) also attracted considerable interest. The role of SOM þ cells on the responses of pyramidal cells to stimuli of increasing size has proven to be crucial. A first study showed that SOM þ cells are preferentially recruited by horizontal excitatory projections and lack surround suppression (unlike PV þ cells) (Adesnik et al., 2012) . Moreover, silencing SOM þ cells with optogenetic tools in V1 decreased surround suppression in pyramidal cells in awake head-fixed mice. A related study using optogenetic activation of PV þ and SOM þ interneurons in sedated mice confirmed and extended these observations by adding information about contrast dependence and spatial integration (Nienborg et al., 2013) . Overall, these studies improved our understanding of visual information processing at the level of the primary visual cortex.
Auditory processing
Although the impact of specific interneuron subtypes on the principal cell response properties has not been as extensively studied in the auditory cortex as in the visual cortex, a recent work investigated the impact of VIP þ neurons on auditory responses in awake mice (Pi et al., 2013) . Photo-activation of VIP þ neurons had two different effects on distinct populations of principal cells. On the one hand, VIP þ cell activation recruited a dis-inhibitory circuit which was able to modulate the gain of a functionally specific subset of pyramidal cells in an additive manner. On the other hand, VIP þ cell activation directly inhibited another population of neurons showing a divisive gain modulation. This study also demonstrated that this sub-circuit is recruited during a Go/No-Go discrimination task, at the time of the reinforcement feedback (Pi et al., 2013) . Interneurons in the auditory cortex were also studied in the context of auditory fear conditioning (Letzkus et al., 2011-see below) , although their activity was not manipulated in this work.
Somato-sensation
A recent study using in vivo whole cell recordings in awake head-fixed animal showed that SOM þ positive cells in the barrel cortex are hyperpolarized during whisker deflection (Gentet et al., 2012) . This hyperpolarization of the SOM þ cells likely originates from the VIP þ cell input, as VIP þ interneurons are recruited by M1 long-range inputs during whisker deflection . Silencing of SOM þ positive cells, mimicking the natural hyperpolarization of these cells observed during whisker sensing, increased burst firing in nearby excitatory neurons in the in the barrel cortex of awake mice (Gentet et al., 2012) . These results are consistent with other observations in the hippocampus in vitro (Lovett-Barron et al., 2012) and in vivo (Royer et al., 2012) , showing the impact of dendritic inhibition from SOM þ cells on principal cell bursting properties (Fig. 2) . Another study used activation of PV þ cells in order to indirectly silence the pyramidal cells in the somatosensory cortex, selectively during the early or the late phase of the sensory responses in a detection task. In both cases, the performance was impaired, revealing a causal role for the late excitation in the stimulus perception (Sachidhanandam et al., 2013) .
Olfactory processing
The olfactory bulb constitutes the first central relay in olfactory information processing. Silencing of PV þ cells with pharmacogenetic tools in the awake mice indicated that these cells provide a divisive gain control of the principal cell output, without significantly altering their odor tuning properties (Kato et al., 2013) . These observations are consistent with other reports obtained in the visual cortex (Atallah et al., 2012; Wilson et al., 2012 ; but see Lee et al., 2012; Lee et al., 2014a) . The olfactory bulb is a brain region where theta and gamma oscillations co-exist, the former being mostly coupled to the sniffing-cycle and the latter being enhanced during odor presentation (Kay et al., 2009) . Optogenetic manipulations allowed dissecting of the role of two distinct classes of inhibitory interneurons, the periglomerular interneurons and the granule cells, in these two rhythms (Fukunaga et al., 2014) . The olfactory bulb is special since new local interneurons are persistently incorporated in its circuits during adult life. Optogenetic-activation of these newborn neurons in the olfactory bulb have been shown to exert powerful inhibition of the mitral cells and to accelerate learning in difficult odor discrimination tasks, when the stimulus is presented at 40 Hz and not 10 Hz (Alonso et al., 2012) .
Interneurons and spatial information coding
As compared to the primary sensory regions described above, circuits of the hippocampal formation are known to encode higher order representation of the external world. The most striking examples are the so-called "place cells" (O'Keefe and Nadel, 1978) and the "grid cells" (Hafting et al., 2005) , which are active in specific regions of the environment. The involvement of interneuron subtypes in these complex representations has recently been investigated via optogenetic manipulations in behaving mice. A first study showed that PVþ and SOMþ in the CA1 region of the hippocampus differentially suppress the firing rate of the place cells within their place fields: PV þ cells have a major impact at the beginning of the place field whereas SOM þ cells have a stronger effect at the end (Royer et al., 2012) . Optogenetic suppression of inhibition enhanced firing rates of pyramidal neurons in their place fields but not outside. Further difference between PV þ and SOM þ interneuron types was revealed by the demonstration that PV þ cells control the timing of the spikes relative to the ongoing theta oscillation while SOM þ cell suppressed burst firing in pyramidal cells (Gentet et al., 2012; Lovett-Barron et al., 2012; Royer et al., 2012) . Another study, performed in the medial entorhinal cortex, shows that PV þ cells modulate the overall firing rate of grid cells and head-direction cells, without affecting their grid firing pattern and their direction selectivity (Buetfering et al., 2014) . The combination of these observations in the hippocampal system with those in sensory cortices supports the role of PV þ cells in gain control.
Supporting brain oscillations
The implication of interneurons in brain oscillations is now widely recognized, but only few studies causally tested this assumption. Recent technical advances providing precise and closed-loop neuronal control allowed a better understanding of the mechanisms underlying gamma, theta oscillations, sharp wave ripples, sleep spindles and pathological seizures. Early studies showed that, when PV þ interneurons are optogenetically activated under anesthesia, using strong light intensities and repetitive pulses at various frequencies, the LFP responses were enhanced at gamma frequencies (Cardin et al., 2009; Carlen et al., 2012) This effect was attenuated by NMDA receptor blockade (Carlen et al., 2012) . Such entrainment was shown to affect the processing of sensory inputs relative to the evoked responses, and enhance signal transmission in the neocortex (Cardin et al., 2009; Sohal et al., 2009) . However, generation of gamma oscillations by continuous or noise stimulation, a key manipulation to demonstrate the critical role of PV þ interneurons in this rhythm (Buzsaki and Wang, 2012) , was not attempted in these studies. Another study used PV þ cell activation in the hippocampus and the neocortex to investigated how PV þ cells can contribute to the resonance properties of the network, at the spiking level. It showed that optogenetic activation of PV þ cells was able to induce rebound spiking of the pyramidal cells (i.e., gain), selectively in the theta frequency range, whereas they were mostly suppressed at other stimulation frequencies (Stark et al., 2013) (Fig. 3) . In the hippocampus, closed-loop optogenetic-activation of the PV þ or the SOM þ cells during sharp wave ripples interrupted the ripple oscillation, due to the indirect silencing of the local pyramidal cells . In contrast, activation of pyramidal neurons induced fast oscillations in the frequency range of ripples and with several properties of the native ripples oscillations. Activating PV þ cells with moderate light intensity reduced the activity of pyramidal cells but induced fast network oscillations between pyramidal cells and PV þ interneurons, suggesting the critical role of PVePV interneuron interactions in setting fast oscillation frequency. A study combining multi-photon imaging and electrophysiology showed that dendrites of PV neurons have resonant properties at ripple frequency (Chiovini et al., 2014) .
Optogenetic activation of GABAergic neurons of the thalamic reticular nucleus at spindle frequency has been shown to favor spindle occurrence in the neocortex during slow wave sleep (Halassa et al., 2011) . Stronger and slower frequency stimulation, on the other hand, induced evoked generalized spike and wave discharges which could be blocked by closed-loop optogenetic activation of PV þ neurons in the neocortex (Berenyi et al., 2012) . Tonic optogenetic-activation of reticular thalamic neurons could also reduce focal seizures in the neocortex (Paz et al., 2013) . Similarly, spontaneously occurring seizures could be suppressed by optogenetic activation of PV þ interneurons in the hippocampus (Krook-Magnuson et al., 2013) . . Black: pyramidal cell (PYR) spikes. Note that during PV þ cell activation, the pyramidal cell tends to spike specifically at theta frequency. B. Coherence between chirp pattern and spiking; dashed line shows chance coherence. Note the narrow-band coherence of the PYR at theta frequency (black) and the wide-band coherence of the interneuron (red). C. Mean theta spiking gain for the PYR during PV þ cell activation. For each PYR, firing rates resolved by chirp phase (top) were computed and divided by the baseline rate (without light stimulation). Gain ¼ 1 thus indicates no change relative to spontaneous activity. Blue bars indicate phase bins for which the number of units with increased spiking (gain>1) exceeds chance level (exact Binomial test, P < 0.001). The mean gain is > 1 at the chirp theta trough indicating that PYR exhibit excess ("rebound") spiking. A discussed above, optogenetic methods effectively assisted in revealing the role of interneurons in information processing. They were also recently used to study their role in network plasticity. Ocular dominance plasticity in the visual cortex during the critical period of development has been studied extensively (Wiesel and Hubel, 1963) . Pharmacogenetic suppression of PV þ cells reintroduced the ability of the V1 network to show ocular dominance plasticity, after the natural critical period in adult mice (Kuhlman et al., 2013) . The involvement of PV þ cells, and likely the protein PV itself in plasticity, has also been highlighted in a recent study from Donato and colleagues (Donato et al., 2013) . It showed a correlation between the level of PV expression in PV þ interneurons and learning: a switch to a low level of PV expression was observed when plasticity was induced during learning or in an enriched environment. Inhibition of the PV þ cells mediated by VIP þ cells can be a key component in the transitions to the "low-PV expression" network. Silencing of VIP þ neurons (or PV þ cell activation) via pharmacogenetics during learning in the Morris water maze prevented the switch to plasticity-associated low-PV levels and impaired learning performance.
Inhibition, fear conditioning and reinforcement learning
The role of specific interneuron types in the amygdala was also studied in the context of fear conditioning. Optogenetic-activation of SOM þ cells in the lateral subdivision of the central amygdala induced freezing in naïve animals. In contrast, silencing of these interneurons impaired conditioned fear expression (Li et al., 2013) . Another study indicated that the acquisition of the fear memory trace is bidirectionally controlled by PV þ and the SOM þ positive cells in the basoletaral amygdala, via specific disinhibitory circuits. Dendritic disinhibition in the amygdala during auditory fear learning seems to be a crucial process for associative plasticity, similar to the auditory cortex (Letzkus et al., 2011) . Indeed, in the auditory cortex, disinhibition occurring selectively during foot shocks (US), via the cholinergic activation of layer 1 interneurons was shown to be required for associative fear learning (Letzkus et al., 2011) . In this study, optogenetic activation of PV þ cells during learning impaired the fear response, presumably because it counterbalanced their inhibition by layer 1 interneurons. A related work studied the impact of PV þ interneurons in the prefrontal cortex in the context of fear conditioning and showed that fear expression was conditioned by the phasic inhibition of the PV þ cells, leading to dis-inhibition of the principal cells (Courtin et al., 2014) . The role of inhibition during contextual fear conditioning was recently investigated in the hippocampus. At the time of the aversive stimulus (US), cholinergic inputs recruited the dendritic-targeting SOM þ cells, presumably to attenuate the impact of the sensory features of the US. Importantly, inactivation of SOM þ interneurons via pharmacogenetic or optogenetic tools impaired contextual fear learning (Lovett-Barron et al., 2014) .
Aversive (and rewarding) stimuli have also been shown to impact neuronal activity in the ventral tegmental area (VTA). This structure contains a mixture of dopaminergic, glutamatergic and GABAergic neurons. The latter neurons provide not only local inhibition but also project to the nucleus accumbens. Optogenetic manipulations of these two inhibitory pathways allowed dissecting their respective roles in stimulus-outcome learning. Optogenetic activation of VTA GABAergic neurons could mimic contextual aversion typically observed with a foot shock, since it induced conditioned place aversion . This study also indicated that GABAergic neurons of the VTA inhibit the local dopaminergic neurons via GABA A -receptor-mediated transmission.
These findings are consistent with a related observation that GABAergic neurons of the VTA control the excitability of the local dopaminergic neurons and thereby reduce dopamine release in the nucleus accumbens (van Zessen et al., 2012) . Optogenetic activation of VTA GABAergic neurons, but not their projections to the nucleus accumbens, was able to disrupt reward consumption. In another study, the same VTA GABAergic neurons were shown to selectively target cholinergic interneurons in the nucleus accumbens (Brown et al., 2012) . Optogenetic activation of these projection neurons was able to enhance discrimination of a salient stimulus that was associated with an aversive outcome, by controlling the cholinergic tone in the nucleus accumbens. Non-dopaminergic neurons of the VTA receive glutamatergic and GABAergic inputs from the bed nucleus of the stria terminalis (BNST) (Jennings et al., 2013) . Optogenetic stimulation of the BNST GABAergic projections to the VTA brought about rewarding and anxiolytic effects, which could be replicated by direct inhibition of VTA GABAergic neurons (Jennings et al., 2013) . Overall, these studies suggest that the activity of the VTA GABAergic neurons may play an important role in encoding stimulus saliency.
In the dorsal striatum, transient optogenetic silencing of choline acetyltransferase (ChAT)-expressing interneurons mimics the pauseexcitation population response that can be evoked in by reinforcement signals in the intact animal. The rebound firing exerts a suppression of projection neuron firing rates, presumably due to cholinergic recruitment of GABAergic interneurons, including neuropeptide Y-expressing neurogliaform cells. This feed-forward inhibitory circuit may selectively gate the effect of external stimuli on ongoing behavior by adjusting their salience (English et al., 2012) . In the nucleus accumbens, optogenetic activation or silencing of ChAT þ neurons can bidirectionally control medium spiny neuron firing, consistent with an indirect inhibitory action of ChAT þ neurons. In addition, ChAT þ cells can be activated by cocaine and their silencing suppresses cocaine conditioning (Witten et al., 2010) . Optogenetic tools were also used to study the relationship between excitation and inhibition for social behavior. Tonic activation of the pyramidal cells in the medial prefrontal cortex altered social exploration behavior in mice, which could be restored by optogenetic activation of PV þ cells (Yizhar et al., 2011) .
Although this non-exhaustive list of studies summarized here show that opto-and pharmaco-genetics are revolutionary tools for uncovering causal relationships in brain mechanisms, one must keep in mind that such methods provide clearcut interpretations only in linear systems without feedback. In the brain with multiple loops, hierarchical organization and multiple reentries, perturbation at one level may ripple through the entire brain or at least multiple interconnected systems. In such complex systems governed by 'reciprocal causation', straightforward explanations of perturbations have to be cautiously considered.
Conclusion
The experiments summarized in our review demonstrate the power of specific cell-type manipulations combined with recording methods for understanding complex neuronal interactions in intact brain circuits. This new knowledge has enriched not only our understanding of the intact brain but also foretell how such methods could be harnessed for clinical applications in the future.
