Abstract. A variational inequality for the images of k-dimensional hyperplanes under quasiconformal maps of the n-dimensional Euclidean space is proved when 1 ≤ k ≤ n − 2 .
Main Results
Below we use the terminology and notation of [7] .
Let R n be the n−dimensional Euclidean space, n ≥ 2, let f : R n → R n be a mapping of the class W 1 n, loc (R n ), and let f ′ : R n → R n denote its formal derivative. We write f ′ (x) = max |h|=1 |f ′ (x) h| .
A homeomorphism f : R n → R n is called K-quasiconformal [10, p. 250-252] if f ∈ W 1 n, loc (R n ) and f ′ (x) n ≤ K J(x, f ) a.e. on R n , (1.1) where J(x, f ) = det (f ′ (x)) is the Jacobian of f at the point x ∈ R n . The smallest constant K in (1.1) is called the outer dilatation of f and denoted by K O (f ). The smallest constant K ≥ 1 in the inequality
n is called the inner dilatation of f : R n → R n and denoted by K I (f ). Here, ℓ(f ′ (x)) = min |h|=1 |f ′ (x) h| . The quantity
is called the maximal dilatation of f [10, Section 14.1].
If f : R n → R n is quasiconformal, then it is well-known that f (R n ) = R n and the inverse map f −1 : R n → R n is also quasiconformal in R n with K(f
Let y = (y 1 , y 2 , ..., y n ) be a point in R n and 1 ≤ k ≤ n − 2. Consider a k-dimensional plane
For n = 2, the following result is well known [1] . A curve Π 1 ⊂ R 2 is a K-quasiconformal line if and only if there exists a constant C(K) such that
for every triple of distinct points on Π 1 such that ζ 2 lies between ζ 1 and ζ 3 . For more information on quasiconformal lines, we refer to [8] , [2, Chapter 14] , [9] , [11] , [18] , [12] , [17] . Quasiplanes Π n−1 in R n with codim Π n−1 = 1 were considered in [13] , [16] and, in the setup of Riemannian manifolds, in [14] . Quasiplanes may have a highly complicated structure. For instance, it is well-known that quasiconformal lines may have Hausdorff dimension > 1 and hence be non-rectifiable; on the other hand sufficient conditions for the (n − 1)-rectifiability of quasiplanes Π n−1 in R n were given in [13] . Below we consider the case of K-quasiplanes in
For an arbitrary open subset Σ on the sphere S(a, r) ⊂ R n we define the quantity
Here the infimum is taken over all functions ϕ ∈ W 1 n (Σ), ϕ| ∂Σ = 0 , the supremum is taken over all constants A and ∂Σ is the boundary with respect to S(a, r) .
The quantity ∇ S ϕ is the gradient of ϕ on S(a, r). (The most convenient for our purposes the definition of ∇ S ϕ on a surface S ⊂ R n see, for example, in §2 of [15] ).
The zero boundary values ϕ| ∂Σ = 0 are understood in the Sobolev sense, i.e.
Because dim S = n − 1 , it follows from Sobolev's C 0 -embedding theorem that the right side of (1.3) is > 0 at least for every Σ with a smooth boundary ∂Σ = ∅ . To find the best η(Σ) is an open problem.
Then for every point a ∈ Π k and all 0 < r < R < ∞, the following relation holds
2 The language of differential forms
We will study some properties of the k-dimensional surface
We consider the differential form of degree n − 1
It is clear that for a.e. R ∈ (0, ∞), we have ω ∈ W 1,1 (S(a, R)) and ω| ∂Σ(a,R) = 0 .
We have
and thus,
For a.e. R ∈ (0, ∞) we write
where the supremum is taken over all weakly closed (n−1)-
Because H n (Π 0 ) = 0 we see that H n (Π k ) = 0 and for a.e. r > 0 we have
Thus,
For an arbitrary weakly closed [7] form ω 0 and almost all 0 < R < ∞ the following relations hold
Here we used that f i | Π k = 0 (i = k + 1, . . . , n) and that for the weakly closed form
The relation
is clear in the case of C 2 -smooth maps. In the general case we approximate the homeomorphism f : R n → R n of class W 1,n loc (R n ) by smooth maps with the following properties:
We easily see that such an approximation is possible if we use the familiar technique of approximating Sobolev functions by smoothed averages (see, for example, [6, §4.2.1]). Then we fix arbitrary r 1 , r 2 with 0 < r 1 < R < r 2 < ∞. Using the formula (2.2) for smooth functions f s , we get (−1)
Since f s → f uniformly on B(a, r) and f k | Π k = 0, passing to the limit as s → ∞ we obtain (−1)
We divide both sides of this equation by r 2 − r 1 . Letting r 2 → r 1 , we see that (2.2) holds for almost all R > 0.
Thus, (2.1) is proved completely. Fix 0 < α < 1 and choose ω 0 such that
By (2.1) we have
and setting α → 1 we obtain
Since |∇d(a, x)| ≡ 1 we arrive at
which is true for a.e. R ∈ (0, ∞). The function t → V (a, t) is absolutely continuous on [r, R] and solving this differential inequality we have
where Ω n = H n (B(0, 1)) . Hence,
We use the following bound for quasiconformal maps.
Theorem. Let f : R
n → R n be a K-quasiconformal map. Then for every point a ∈ R n and an arbitrary ρ, 0 < ρ < ∞ the following estimate holds Using (2.6), we see that
We next show that if β = K 1/(n−1) , then for 0 < r < R
Indeed, because the case l(a, R) ≤ L(a, r) is clear, we may assume that l(a, R) > L(a, r). Applying the well-known formula for the n-capacity of a spherical condenser in R n , we obtain
where ω n−1 is the (n − 1)-dimensional area of the boundary of B(0, 1). From this inequality we arrive at (2.8). Thus, by (2.7) and (2.8) we obtain
Using (2.7), we have now
and further by (2.8),
The estimates (2.3) and (2.10) imply the following statement.
2.11. Theorem. Let Π k be a K-quasiplane in R n with 1 ≤ k ≤ n − 2. Then for every point a ∈ Π k and arbitrary numbers 0 < r < R < ∞, we have
Proof of Main Theorem
Fix a K-quasiconformal map f :
We shall estimate ε f (a, R) by η (Σ(a, R) ). Setting
where α i are arbitrary constants, we have
Observe that
It is not difficult to check that
where c 1 (n, k) is a constant and, in fact,
Using the inequality between geometric and arithmetic means we obtain
and hence,
Further, for an arbitrary vector h ∈ R n ,
and setting h = ∇f i / |∇f i |, we find
Thus, from (3.4) it follows
n−1 and (3.2) follows. Now (3.2) yields
Next we use the inequality |∇ S f i | n dH n−1 .
However, (3.5) implies that |∇ S f i | ≤ f ′ for i = 1, . . . , n and hence,
Thus, we arrive at the estimate
where c 3 (n, k) = (n − k) c 2 (n, k) = (n − k) n/2 .
Substituting these estimates into (3.1), we have the inequality
Thus, we obtained
η(Σ(a, R)) (3.6) and using Theorem 2.11, we prove Theorem 1.4.
