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Topological crystalline insulators (TCI) are a new class of materials which have metallic surface
states on select surfaces due to point group crystalline symmetries. In this letter, we consider a
model for a three-dimensional (3D) topological crystalline insulator with Dirac nodes occurring on
a surface that are protected by the mirror and time reversal symmetry. We demonstrate that the
electromagnetic response for such a system is characterized by a 1-form bµ. bµ can be inferred
from the locations of the surface Dirac nodes in energy-momentum space and couples to the surface
Dirac nodes like a valley gauge field. From both the effective action and analytical band structure
calculations, we show that the vortex core of ~b or a domain wall of a component of ~b can trap surface
charges.
Topological phases of matter have been at the fore-
front of condensed matter physics for the past decade.
One reason for the excitement is that topological phases
can exhibit electromagnetic responses that display their
topological nature. The integer quantum Hall (IQH) ef-
fect was the first such system, and its quantized Hall
conductance is characterized by a topological integer [1]
multiplying the conductance quantum e2/h. In recent
years, the ten-fold, periodic table classification of elec-
tronic topological insulators and superconductors with
time-reversal (TR) T , particle-hole (PH) C, and/or chiral
symmetry S was completed in Refs. [2–4], and ushered in
the concept of a symmetry protected topological (SPT)
phase. The electromagnetic (EM) response theories of
many of the topological insulator (TI) phases were de-
veloped in Ref. [3], and extended what was known about
the IQH to all fermionic SPTs. For example, the 3D
T -invariant topological insulator has an odd number of
Dirac cones on each surface, and harbors a half quan-
tum Hall effect when T is broken on the surface. An
odd number of Dirac cones, and the corresponding Hall
effect, can never occur in a purely 2D system with the
same symmetries without interactions. Indeed, the sur-
face quantum Hall effect is actually a signature of a bulk
EM response: the topological magneto-electric effect[3, 5]
with a response coefficient determined by a Z2 topologi-
cal invariant[3].
After the periodic table was complete, and after many
exciting materials predictions and discoveries[6–13], the
classification of topological crystalline phases (TCIs)
with point/space-group symmetries, such as reflection
and discrete rotation, was initiated and continues to be
an active area of research[14–30]. One highlight of this
line of research was the prediction and experimental con-
firmation of a 3D TCI phase in PbSnTe[31–34]. The
topological properties of this system are protected by
mirror symmetry, and it exhibits an insulating bulk with
an even number of symmetry-protected Dirac-cone sur-
face states on mirror-symmetric surfaces. The goal of
this article is to predict a characteristic electromagnetic
response property that can be observed in PbSnTe and
similar 3D TCIs protected by mirror symmetry (mTCIs).
Three-dimensional mTCIs are characterized by inte-
ger invariants: the mirror Chern numbers CM [15]. To
see the consequences of the CM let us consider a sys-
tem with mirror symmetry Mz in the z-direction with
M2z = −1. We can label eigenstates in the kz = 0 and
kz = pi planes of the Brillouin zone (BZ) with the eigen-
values ±i of Mz, and this defines mirror Chern num-
bers CM (Λ) =
C+i(Λ)−C−i(Λ)
2 , where C±i(Λ) is the usual
Chern number of each mirror sector in the plane Λ = 0, pi.
When a CM is non-vanishing, then, on mirror-invariant
surfaces, say one normal to xˆ, there will be Dirac cones
protected by the mirror symmetry. Furthermore, these
cones lie in mirror invariant lines in the surface BZ pro-
jected from the corresponding Λ planes. The number
of stable Dirac cones on each mirror line is given by
CM (Λ)[15]. If we allow for broken translation symme-
try, then the total number of stable surface cones is
CM ≡ CM (Λ1) + CM (Λ2). We illustrate the case with
CM (0) = 2, CM (pi) = 0 in Fig. 1 where we have two sta-
ble Dirac nodes on the surface perpendicular to xˆ on the
kz = 0 plane.
In this article we will show that mTCIs have a robust
electromagnetic (EM) response that is determined by
both a topological property (the existence of stable sur-
face states determined by CM ), and a geometrical prop-
erty (the momentum and energy locations of the surface
nodes). To show this, we first provide a lattice model for
a mTCI built from two copies of a 3D time-reversal in-
variant TI on a cubic lattice. By itself, this system has a
trivial topological magnetoelectric effect, but when cou-
pled to a field bµ which preserves the mirror symmetry,
yet splits the surface Dirac nodes in energy-momentum
space, an additional EM response is generated. In this
article we only consider systems which also retain T sym-
metry since the experimentally realized mTCIs have T -
symmetry, and it will simplify some discussions.
For the simplest case with CM = 2, and with T -
symmetry, we can obtain a response theory of the mTCI
via analogy with the 3D TI. In the continuum limit, the
field bµ in which we are interested couples to the theory
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2precisely as a valley gauge field for the two species of
surface Dirac cones/valleys. By performing a diagram-
matic calculation in the continuum limit, we find that
the effective response action is given by:
STCI[A, b] = e
8pi2
∫
d4x µνρσΘfµνFρσ, (1)
where Θ = pi inside the bulk of the mTCI, and fµν =
∂µbν−∂νbµ is the field-strength of bµ. The surface of the
mTCI, can be thought of as a domain wall of Θ from pi
to 0, and Eq. (1) implies a surface response S2D[A, b] =
e
4pi
∫
surf
d3xµνρbµ∂νAρ bound to the Θ domain wall.
This surface response matches an EM response of a 2D
Dirac semi-metal (DSM) with broken inversion symmetry
if we identify bµ with the energy/momentum separation
of the Dirac node valleys[35, 36]. This is not so surpris-
ing, since the even number of Dirac nodes on the surface
of the mTCI is similar to the electronic structure of a 2D
DSM. However, we find precisely half the coefficient that
would occur in a 2D DSM with mirror and T (T 2 = −1)
symmetries. Ultimately, the EM response of the mTCI
implies localized charge and/or current density bound at
defects in the bµ field on the surface. To verify the valid-
ity of the result Eq. 1 obtained in the continuum limit, we
explicitly calculate the microscopic origin of the response
from a lattice model bound state calculation. Finally, we
discuss experimental proposals and predictions.
FIG. 1: An illustration of a topological crystalline insulator
in 3D with two surface Dirac cones localized on the surface
perpendicular to the x-direction. bµ = (b0, by) is the energy-
momentum separation of the Dirac nodes. For the model that
we construct, the Dirac nodes are stabilized byMz symmetry.
We show the mirror plane in the bulk, and mirror lines on the
surfaces by the green rectangle and its dashed boundary.
Lattice Model for TCI.— Let us begin with the lattice
Hamiltonian for a single copy of TI given by[3]:
HTI = sin kxΓ
x + sin kyΓ
y + sin kzΓ
z
− (m+ cos kx + cos ky + cos kz)Γ0, (2)
where m controls the bulk gap, and hence the topological
phase. The matrices Γµ satisfy a Clifford algebra, and are
given by Γ0 = τxs0, Γx = τys0, Γy = τzsx, Γz = τzsz,
and Γ5 = τzsy, where the zeroth components τ0 and
s0 are identity matrices. We can take τ to be an or-
bital degree of freedom and s is spin; hence the time-
reversal operator is T = isyK where K is complex
conjugation. Further, this model has mirror symme-
tries along the i-th directions with Mi = ΓiΓ5 where
i = x, y, z, and importantly M2i = −1. For example, we
have MzHTI(kx, ky, kz)M−1z = HTI(kx, ky,−kz)
To introduce a lattice model of the TCI, let us strictly
enforce Mz, and add an additional flavor degree of free-
dom σµ to the TI model (2). We will start with a block
diagonal form,
H
(0)
TCI = σ
0 ⊗HTI. (3)
The topological phases and surface states of H
(0)
TCI are
determined by m. Without loss generality, we consider
a case where −3 < m < −1; in this case there are two
Dirac nodes (one for each copy) centered at the Γ-point
on any surface (see SM). T -symmetry enforces C+i(Λ) =
−C−i(Λ), and this model has CM (0) = 2, CM (pi) = 0,
and CM = 2.
VariousMz preserving perturbations can be added to
H
(0)
TCI. Including some such perturbations we can write
down a more generic lattice model for the TCI :
HTCI = sin kxσ
0Γx + (sin kyσ
0 + byσ
y)Γy + sin kzσ
0Γz
− (m+ cos kx + cos ky + cos kz)σ0Γ0 + b0σy, (4)
where tensor products are implicit and we will omit σ0
from now on for compactness. One can verify that the
Hamiltonian (4) is invariant under Mz and T (when
b0 = 0). One can also introduce bx and bz terms that
couple to the Hamiltonian in a similar fashion to by, and
will fill out the entire bµ = (b0, bx, by, bz) field. Specific
mirror symmetries will enforce some entries to be zero,
for exampleMz enforces bz = 0. We have left out a non-
zero bx, and some other possible Mz and T -invariant
terms since we will usually specialize to a particular sur-
face (nˆ = xˆ) for convenience, and these additional terms,
when small, will not impact our analysis. We note that
b0 breaks time reversal, but not mirror, and we include it
in the Hamiltonian because it leads to an interesting EM
response contribution. As can be expected, we show in
the SM that b0 and by move the Dirac nodes in the sur-
face BZ to (E, ky, kz) = (±b0,±by, 0), which is exactly
what we need to generate a non-vanishing EM response.
Electromagnetic response.— First, we note that the topo-
logical magnetoelectric response of such a system, which
is obtained by gapping the surface Dirac nodes with a T -
breaking mass, is trivial since we have two copies of the
usual TI. However, we now show that there is a response
characteristic to to a mTCI, once a small Mz breaking
mass term is added.
3To this end, consider the TCI Hamiltonian (4) in the
continuum limit around the band inversion point Γ. At
b0 = by = 0, the continuum Hamiltonian has two identi-
cal copies, each given by
H(a) = kxΓ
x + kyΓ
y + kzΓ
z +m′ cos θ(a)Γ0 +m′ sin θ(a)Γ5
(5)
where m′ > 0, a = 1, 2 corresponds to the two TI sectors
with σy = ±1, and we have included a generic θ(a)-angle
for each block. Under mirror symmetryMz = ΓzΓ5, the
Hamiltonian satisfies:
MzH(a)(kx, ky, kz, θ(a))M−1z = H(a)(kx, ky,−kz,−θ(a)).
(6)
Thus, mirror symmetry enforces θ(a) to take quantized
values of 0 or pi. Indeed, our lattice model (4) maintains
θ(a) = pi throughout the mTCI phase with CM = 2.
To calculate the continuum response we couple each of
the continuum Hamiltonians with its own gauge field Aaµ
via k → k +Aa. A diagrammatic calculation similar to
those in Refs. 3, 37 shows that
S[A(a)µ ] =
1
32pi2
∫
d4x θ(a)(x)µνρσF (a)µν F
(a)
ρσ (7)
where F
(a)
µν = ∂µA
(a)
ν − ∂νA(a)µ is the curvature associ-
ated with the gauge field A
(a)
µ . The symmetric combi-
nation of the gauge fields A
(1)
µ and A
(2)
µ represents the
usual EM field Aµ, while the antisymmetric combination
is a valley gauge field bµ, i.e., eAµ =
1
2 (A
(1)
µ +A
(1)
µ ), bµ =
1
2 (A
(1)
µ −A(2)µ ). Thus, the total effective action has a dou-
bled/trivial topological magnetoelectric response, and a
new mixed response given by
S[A, b] =
e
8pi2
∫
d4xΘ(x)µνρσfµνFρσ, (8)
where Θ = θ(a) = θ(b) = pi and fµν = ∂µbν − ∂νbµ is the
curvature of the valley gauge field bµ. The same effective
action can also be derived in a direct diagrammatic cal-
culation by evaluating the diagram in Fig. 2. Eq. (8) is
one of the main results of our paper.
Let us illustrate the physical consequences of Eq. 8.
The surface of the mTCI can be thought of as a do-
main wall of Θ = Θ(~x) where Θ changes from pi to
0 traversing from the mTCI to vacuum. Since Θ is
only well-defined modulo 2pi, the sign of the response
(8) is not fixed. To fix the sign we need to break mir-
ror symmetry at the surface which effectively chooses
whether the domain wall steps up or down. This can
be done by introducing a mass term mAσ
yΓ5, which
breaks all Mi, but preserves T . The effective action
now reduces to a response localized at the Θ domain
wall: STCI = e sgn(mA)/(4pi)
∫
surf
d3xµνρfµνAρ. Tak-
ing a derivative of the effective action with respect to
Aµ, we obtain the responses:
j0surf = −
e sgnmA
2pi
∂zby, j
y
surf =
e sgnmA
2pi
∂zb0 (9)
for static by and b0. These two equations are analogs of
the Streda formula and Ohm’s law for a Hall current,
where ∂zby and ∂zb0 are the x-component of the “mag-
netic field” and the z-component of the “electric field” of
the 1-form bµ. The first equation of (9) indicates that ad-
ditional charge density is bound at a flux/vortex core of~b.
For a domain wall by = |by| sgn z on the yz surface of the
TCI, which has a “magnetic flux” of ~b, Eq. (9) predicts
that there exists a charge density of j0 = e|by| sgn(mA)/pi
trapped at center of the domain wall. Macroscopically
these responses arise from the half quantum Hall effect
of each surface Dirac cone. They effectively see opposite
electric and magnetic fields, but have opposite masses
from mA. Hence, their responses add and do not cancel.
The defect structure that generates this response is il-
lustrated for this case in Fig. 2. At the end we discuss
the physical setup needed to experimentally probe this
response.
x
z
y
bµ
x
z
Vacuum
TCI 1
TCI 2
θ
FIG. 2: An illustration showing the kind of domain wall that
can probe the response derived in Eq. 8. There is an interface
between the TCI and the vacuum at x = 0 and an interface
between two TCIs with different bµ at z = 0. The quantities
b0, by naturally form a domain wall in the x direction at z = 0.
These results are based on the particular lattice model
(4). However, they hold for any model with CM =
CM (0) + CM (pi) = 2. We show in the SM that for a
system with Mz and T (or even with weakly broken
T ), CM = 2 necessarily gives rise to two stable Dirac
cones, and thus, upon the introduction of proper mirror-
breaking mass terms, the response is described by Eq. (9).
For higher CM = N , there exist N stable surface Dirac
nodes, and in principle more complex TCI responses can
be obtained (see Ref. 35 for some related examples in 2D
DSMs).
For cases with CM = 0, the surface Dirac cones can
be gapped without breaking Mz. However, if the bulk
4band crossing happens at different points in the bulk,
then on certain surfaces the two Dirac cones can be lo-
cated at different locations in the surface BZ. In this
case gapping the Dirac cones, when mirror is preserved,
requires breaking translational symmetry. By analogy
with a weak TI[38, 39], we dub the system with surface
Dirac nodes protected by Mz and translational symme-
try a weak mTCI. When translation symmetry is intact,
a weak mTCI can have a response (9) on certain surfaces
with mirror symmetry, but not necessarily all of them.
Microscopic origin of the response.— Eq. (9) is obtained
from the continuum limit. However, from Eq. (4) we
see byσ
y couples to the system like a gauge field only in
the continuum limit, i.e., when by is small. To obtain a
complete picture, it is useful to verify the response from
a microscopic calculation.
From the TCI lattice model Eq. (4), we solve for the
surface Dirac states on the boundary of a mTCI (x < 0)
with the vacuum (x > 0). We then must solve for the
bound states located at a domain wall of by = |by| sgn(z)
on the surface x = 0. The surface Dirac cones are given
by
H2D =− (sin ky + byσy)sx − sin(kz)sz −mAsyσy,
(10)
where mA is the mirror symmetry breaking mass, and
the momentum range over which H2D is valid is given by
(see SM)
|m− 1 + cos ky + cos kz| < 1. (11)
In the continuum limit where |by| is small, we can drop
the sine in Eq. (10) and neglect the upper cutoff for ky,z.
Next, for the non-uniform by with a domain wall by(z) =
|by| sgn z, the solution of Eq. (10) is given by
Ψ(x = 0, ky, z) = exp
{
−
∫ z
0
[kyσ
y + by(z
′)]dz′
}
Ψ0(ky),
(12)
where Ψ0(ky) satisfies s
yσyΨ0(ky) = −1. Eq. (12) de-
scribes two bound states at each ky, corresponding to
the two eigenvalues of σy, both localized in z direction at
the zero of the integrand of the exponent. Since by ranges
from −|by| to |by|, only states for which |ky| < |by| has
bound state solutions. Therefore, the total number of
bound states is 2 × 2|by|/(2pi/Ly), where the first pref-
actor of 2 corresponds to the two eigenstates of σy that
form a Kramers’ pair. For a finite system, on the same
surface x = 0 there exist an opposite domain wall with
by(z) = −|by| sgn z. There exist same number of bound
states at the opposite domain wall domain wall, only with
syσy = −1. When mA → 0, these states all have zero
energy, but when a small but finite mA is introduced,
these states localized at opposite domain walls are lifted
from zero energy and can be unambiguously filled. Due
to the usual arguments [40], each state generates a lo-
calized charge − e2 sgnmA. Therefore we find that the
bound state charge density is j0 = −e|by| sgn(mA)/pi,
and is in agreement with the result from previous Eq.
(9). We note that to see this response, we only need to
break mirror symmetry with an infinitesimal mass term,
while time reversal symmetry is intact.
For a larger magnitude of the domain wall |by|, the
charge response can deviate from the prediction from
Eq. (9) and become non-universal, but this happens si-
multaneously with a gap closing transition in the bulk.
Whether the charge response is universal is tied to the
fate of the surface Dirac nodes in Eq. (10). For a suf-
ficiently small |by|, the Dirac nodes simply get shifted.
However, depending on the momentum range given by
(11), a larger value of |by| can either eliminate the Dirac
nodes or introduce additional Dirac nodes that can gap
out each original one. In both cases, there is a gap clos-
ing in the bulk which indicates a transition from a mTCI
to a trivial insulator. We show in the SM that, as long
as the bulk gap does not close, the response (9) from
the continuum model remains valid, even if by does not
precisely couple like a valley gauge field in the lattice
model. However for the cases when a large by eliminates
or cancels the original Dirac nodes on the two sides of
the domain wall, the charge density bound at the do-
main wall becomes non-universal and only depends on
the upper cutoff in ky given by Eq. (11).
Implication for experiments.— Generically, as shown
in Ref. 41, the Dirac nodes on the surface of a TCI
can be moved around by symmetry preserving compres-
sion/dilation or uniaxial stretching. In the specific case
of SnTe, the surface Dirac nodes perpendicular to the
(001) direction arise at ±k1,±k2 and are protected by
mirror symmetry along (110) and (110) axes respectively.
Compression or dilation being isotropic moves all the sur-
face Dirac nodes in or out meaning bµ for both pairs of
Dirac nodes increases or decreases. If the system has
C4 symmetry additionally, as in SnTe, then the uniaxial
stretching breaks C4 symmetry and the Dirac nodes at
±k1 move out (bµ,1 increases) while the nodes at ±k2
move in (bµ,2 decreases) or vice versa. The way to gen-
erate non-zero masses for these surface Dirac fermions
as discussed in Ref. 31 is through structural distortions
where the atoms in the underlying lattice are displaced
by u. The mass term induced by such a structural dis-
tortion was shown to be mj ∝ (u × Kj) · nˆ where Kj
is the momentum location of the Dirac node on the sur-
face perpendicular to nˆ. We expect that the structural
distortion leading to a ferroelectric phase as described in
Ref. 31 would lead to domain wall charge/currents de-
scribed in this paper.
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6Supplemental Material
I. DIAGRAMMATIC CALCULATION OF RESPONSE
In this section we provide a direct diagrammatic calculation for the response Eq. (8) in the main text. We begin
with the continuum version of the Hamiltonian (4) in the main text,
HTCI = kxΓ
x + (ky + byσ
y)Γy + kzΓ
z +m′ cos ΘΓ0 +m′ sin ΘσyΓ5, (S13)
where tensor products are implicit and σ0’s have been omitted. The relevant diagrams that need to be calculated are
shown in Fig. S3.
bµ 
y
A⌫
m0ei⇥ 
y
bµ 
y
A⌫
m0ei⇥ 
y
FIG. S3: Relevant Feynman diagrams for the effective action indicated in Eq. (S15).
The two diagrams are equal due to symmetry and contribute an extra factor of 2. Evaluating the diagrams as in
Ref. S1, we find:
S[A, b] =− 2×
∫
d4x
e2
16pi2
µνρσ Trσ[∂µ(Θσ
y)(bνσ
y)∂ρAσ] (S14)
After tracing over σ and integrating by parts, we obtain
S[A, b] =
e
8pi2
∫
d4xΘ(x) µνρσfµνFρσ, (S15)
which is Eq. (8) in the main text.
II. STABILITY OF THE SURFACE DIRAC NODES FOR CM = 2
In this section, we show that for a mTCI with mirror symmetry (say along z direction, Mz) and time-reversal
symmetry (T ), the stability of the surface Dirac nodes is related to CM . Particularly, we prove that for the case of
CM = 2, there are two stable Dirac nodes on all mirror symmetric surfaces. Upon including proper mirror-breaking
mass terms and a defect in the b field, the TCI response we postulate can be obtained.
Our discussion begins with a heuristic analysis of a TCI that consists of two blocks of a strong TI that has inversion
symmetry I in addition to time-reversal and mirror symmetry. Each copy contributes CM = 1 to the mirror Chern
number. In the presence of inversion symmetry, the mirror Chern number for each of the TI copies CM can be directly
related to the mirror chirality η defined[S2] at TR invariant points on the mirror planes. Using the mirror chirality,
we show that for all cases where CM = 2, the TCI supports two stable surface Dirac nodes.
In the second subsection, we provide a more general proof that for all cases with Mz and T , CM = 2 necessarily
indicates two stable Dirac cones on the surfaces. All of these arguments are a slightly expanded version of what is
present in Ref. S2.
7A. TCI from two strong TI’s
Let us consider our 3D lattice model for a TCI which consists of two blocks of the usual 3D strong TI. The model
for the 3D TI is
HTI = vx sin kxΓ
x + vy sin kyΓ
y + vz sin kzΓ
z − (M + cos kx + cos ky + cos kz)Γ0 (S16)
where Γx = τy ⊗ I,Γy = τz ⊗ sx,Γz = τz ⊗ sz,Γ0 = τx ⊗ I and Γ5 = τz ⊗ sy. The mirror operators according to our
paper are Mi = Γ5Γi which satisfy M2i = −1. In particular Mz = iI⊗ sx.
Given this model we can construct a TCI Hamiltonian by taking two blocks of HTI , although we will see that it
is important to consider generic velocities in each block. To simplify the analysis, we will choose each velocity vi for
both blocks to be proportional to a positive constant v which we will set to 1 for convenience. Then each velocity
parameter represents just the sign of the velocity, i.e., vi = ±1. Given a choice of mirror operator we can define the
mirror chirality of the k · P Hamiltonians around each time-reversal invariant momentum. For our simple model, if
we choose mirror operator Mi then the mirror chirality for each 4× 4 Dirac block is
χM = sgn(vjvk), (S17)
where i 6= j 6= k as derived in Ref. S2.
At this point, we concern ourselves with the mirror symmetryMz and consider surface Hamiltonians perpendicular
to xˆ, yˆ. For HTI if we choose M = 0 the bands at Γ are inverted and will lead to surface states. For a surface with
normal vector xˆ we find the surface Hamiltonian
Hsurf,x = (sgnvx)(vy sin kys
x + vz sin kzs
z) (S18)
and the mirror operator projects to isx on the surface. Note that the dependence on the sign of vx arises from the
bound state condition where that sign chooses which eigenvalue of ΓxΓ0 corresponds to which surface. If we switch
the sign then the bound state on the +xˆ surface corresponds to the opposite eigenvalue and the projected surface
matrices each pick up a negative sign.
For the +yˆ direction we have
Hsurf,y = (sgnvy)(vx sin kxs
z + vz sin kzs
x) (S19)
and, importantly, the mirror operator projects to isz on this surface. Both of these surface Hamiltonians are protected
as long as mirror symmetry is preserved.
Now if we add a second block to represent a TCI we have some choices of velocity signs. In fact, we have a sign
choice for each velocity. There are 23 = 8 choices, but, they only give rise to four distinct Hamiltonians as far as the
stability analysis is concerned. These are:
Hsurf,x,1 = sin kyI⊗ sx + sin kzI⊗ sz (S20)
Hsurf,x,2 = sin kyI⊗ sx + sin kzµz ⊗ sz (S21)
Hsurf,x,3 = sin kyµ
z ⊗ sx + sin kzI⊗ sz (S22)
Hsurf,x,4 = sin kyµ
z ⊗ sx + sin kzµz ⊗ sz (S23)
and the other four differ from these by a global sign multiplying the full Hamiltonian. In cases Hsurf,x,3 and Hsurf,x,4
we can find mass terms which preserve Mz, e.g. µx ⊗ sx and µx ⊗ I respectively.
We can do something similar for the other surface type
Hsurf,y,1 = sin kxI⊗ sz + sin kzI⊗ sx (S24)
Hsurf,y,2 = sin kxI⊗ sz + sin kzµz ⊗ sx (S25)
Hsurf,y,3 = sin kxµ
z ⊗ sz + sin kzI⊗ sx (S26)
Hsurf,y,4 = sin kxµ
z ⊗ sz + sin kzµz ⊗ sx. (S27)
In this case as well, the last two Hamiltonians are unstable even when mirror is preserved.
Interestingly, we see that the two Dirac nodes in Hsurf,x/y,3 have the opposite helicity, but those in Hsurf,x/y,4 have
the same helicity, and yet they can be gapped in either case. Hence, the helicity is not what we should be using to
8characterize the surface states. However, one can easily check that if the mirror chirality χ between the blocks are
the same (different), then the resulting surface states are stable (unstable). As shown in Teo, Fu, and Kane [S2], the
mirror chirality determines the sign of the change in mirror Chern number when there is a band inversion. Thus, we
can correlate the cases with stable surface states as having CM = ±2 and in the unstable cases CM = 0.
Let us look at another example. Consider Hsurf,x,1 and Hsurf,x,3 and turn on the by shift generated by byµ
y ⊗ Γy
in the bulk Hamiltonian. We immediately find that this perturbation shifts the Dirac nodes in Hsurf,x,1 but gaps the
Dirac nodes in Hsurf,x,3. Hence, if we have a domain wall in by, this term will gap out the Dirac nodes in Hsurf,x,3
instead of shifting them. We can see that it is crucial to have the µz term in the surface Hamiltonian which will
anti-commute with the µy term in the shift. We could have also chosen to shift with µx but the same result applies.
B. General proof
Let us consider a system with mirror symmetry along z direction (Mz) and time reversal symmetry (T ), charac-
terized by a mirror Chern number
CM ≡ CM (kz = 0) + CM (kz = pi) = 2, (S28)
where kz = 0 and kz = pi are two invariant momenta under mirror symmetry. We claim that there necessarily exist
two Dirac cones on a x-surface that are protected by Mz.
Before we start, we note that due to Mz symmetry, Dirac cones located at kz 6= 0, pi always appear in pairs with
opposite kz values. These Dirac cones can generically gap out each other when translational symmetry along z is
broken, i.e., at the domain wall of mA(z) we consider in the main text. Therefore, such Dirac cones do not have
nontrivial contribution to the topological response we consider, and we will focus only at kz = 0, pi planes.
At kz = 0, pi,Mz is a good quantum number, and we can divide this 2D system into two subsystem withMz = ±i.
From the definition CM = (Ci − C−i)/2 and by time-reversal symmetry, we have Ci = 2 and C−i = −2.
The fact that Ci = 2 indicates two chiral modes in the +i sector at the edge of the xy plane with at kz = 0 and/or
kz = pi. Hence at an x-surface, to linear order,
Hi,kz=0,pi = vykyµ
0, (S29)
where µ0 is a 2-by-2 matrix corresponding to the two edge modes. In principle there is nothing enforcing the vy’s to
be the same for the two chiral modes, but they should have the same sign. Generally, it can be shown that a different
magnitude of |vy|’s would lead to no change to the final conclusion.
On the other hand, C−i = −2 also indicates two edge modes in the −i sector that are related to +i sector by
time-reversal symmetry, hence H−i,kz=0,pi = −vykyµ0. Combining ±i sectors,
Hkz=0,pi = vykys
x ⊗ µ0, (S30)
where we define sx = ±1 for Mz = ±i. Thus, in the subspace of the four surface bands, the form of the mirror
operators is given by Mz = isx ⊗ µ0.
We can now introduce the kz dependence back. Other than a constant term, mirror symmetry Mz enforces that
the only allowed terms are of the form ∼ vzkzsy,z ⊗ µ0,1,2,3. In general the 2D Hamiltonian at the x-surface is
Hyz = vykys
x ⊗ µ0 + vzkzΠz, (S31)
where {Mz,Πz} = 0 which arises from the fact that MzHyz(ky, kz)M−1z = H(ky,−kz) due to mirror symmetry.
This Hamiltonian corresponds to two Dirac cones.1 Any gapping term necessarily involves sy,z, which is forbidden by
Mz.
1 Due to the anti-commutation with Mz , the four eigenvalues of Πz are necessarily of the form (+a,−a,+b,−b), where the two states
with Πz |α〉 = a |α〉 and Πz |−α〉 = −a |−α〉 are related by |−α〉 = −iMz |α〉. In each block, say the one with eigenvalues ±a, Πz
projects to aσz and sx ⊗ µ0 ≡ −iMz projects to σx. The reduced Hamiltonian in that block is H = vykyσx + avzkzσz , hence the
Dirac cone.
9III. MICROSCOPIC ORIGIN OF THE RESPONSE
A. Surface states of a TCI
We derive the surface Dirac states from the explicit tight binding model for the TCI. We start with the lattice
model used in the main text with by turned on:
HTCI [k, θ] = sin kxΓ
x + (sin ky + byσ
y)Γy + sin kzΓ
z − (m+ c cos kx + c cos ky + c cos kz + c cos θ)Γ0 + sin θ Γ5
(S32)
where c is a constant that we set to 1 and θ = pi is the adiabatic parameter field. Let us remind ourselves of the Dirac
Γ matrix basis that we choose:
Γ0 = τxs0, Γx = τys0, Γy = τzsx, Γz = τzsz, Γ5 = τzsy. (S33)
We solve for the states bound at the two yz surfaces perpendicular to the x direction. Let us first consider the TCI
Hamiltonian (S32) without the terms involving Γy,Γz, and solve for the zero energy eigenstates. Since the x-direction
is no longer periodic in this case, we explicitly return to real space in x direction. The reduced Hamiltonian is
H1 =
N−1∑
x=1
[
i
2
Γx(c†x+1cx − c†xcx+1) +
1
2
Γ0(c†x+1cx + c
†
xcx+1)
]
−
N∑
x=1
(m− 1 + cos ky + cos kz)Γ0c†xcx, (S34)
where we have suppressed the ky and kz indices in cx operators. We use the ansatz
|Φ〉 =
N∑
x′=1
λx
′
c†x′ |0〉 (S35)
for the wave function. Substituting this ansatz for the edge state, we have:
Γ0H|Φ〉 =
[
i
2
Γ0Γx
(
1
λ
− λ
)
+
1
2
(
1
λ
+ λ
)
− (m− 1 + cos ky + cos kz)
]
|Φ〉
− i
2
Γ0Γx(c†1 − λN+1c†N )|0〉 −
1
2
(c†1 + λ
N+1c†N )|0〉 = 0. (S36)
We can take iΓ0Γx = −τz = ±1, and then the first line reduces to an algebraic equation. However, we need to
be careful about the two end terms at x = 1 and x = N in the second line. For the state with iΓ0Γx = −1,
i.e. τz = 1, c†1 cancels out, and c
†
N term can only be neglected if |λ| < 1. For the same reason if iΓ0Γx = 1, i.e.
τz = −1, we need to impose |λ| > 1. Therefore τz = 1 corresponds to the “left” yz surface of the TCI and τz = −1
corresponds to the “right” yz TCI surface. Solving for the first line of Eq. (S36) with τz = −iΓ0Γx = ±1 we find
λ = (m− 1 + cos ky + cos kz)±1. It is easy to see that, for both surface states corresponding to τz = ±1, it is required
that
|m− 1 + cos ky + cos kz| < 1. (S37)
We can now put back the Γy = τzsx and Γz = τzsz terms, namely,
H2 = (sin ky + byσ
y)Γy + sin kzΓ
z (S38)
into the TCI Hamiltonian. Since τz commutes with both Gamma matrices, we can simply substitute it with the
corresponding eigenvalue. Focusing on the right surface where τz = −1, we obtain the surface dispersion
H2D(ky, kz) = −(sin ky + byσy)sx − sin(kz)sz, (S39)
with ky,z satisfying |m− 1 + cos ky + cos kz| < 1. Eqs. (S37) and (S39) are Eqs. (11) and (10) in the main text.
For −2 < m < 0, the range (S37) for ky and kz are centered around the Γ point. Particularly for kz = 0 the range
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for ky is given by
−Λm < ky < Λm, Λm = arccos(−1−m). (S40)
For simplicity, throughout the rest of the Supplemental Material we focus on this case. However, we have verified
that our final conclusion will hold for other values of m. For 2 < m < 4 the range for ky and kz is centered around
(pi, pi), and for 0 < m < 2 the range for ky and kz is centered around (pi, 0) and (0, pi); our analysis around (0, 0) point
can be easily carried over to these cases.
In general the 2D Hamiltonian in (S39) describes the surface Dirac nodes of the TCI. For a small by, the Dirac nodes
are simply shifted from Γ point. However, a larger by can either shift the original Dirac nodes outside the validity
range, or introduce additional Dirac nodes with opposite helicities compared to original ones and then annihilate them.
In both cases the transition happens when a Dirac node is at the upper limit of the range (S40), i.e. ky = ±Λm. This
corresponds to
|bcry | = sin(Λm), (S41)
and for −2 < m < 0 we have |bcry | =
√−m(m+ 2).
B. Domain wall states on the surface of TCI
In this section we analyze the surface states of the TCI bound at domain walls of by in the z-direction. The domain
walls we consider are mirror symmetric, given by
by(z) =

|b0y|, z > z0,
−|b0y|, |z| < z0
|b0y|, z < −z0.
(S42)
Since the two domain walls are spatially separated, it suffices to consider each of them separately. After a simple
coordinate shift, we focus on a domain wall where by(z) = |b0y| as z → ∞ and by(z) = −|b0y| as z → −∞. To do this
the most intuitive way would be start from the surface Dirac Hamiltonian (S39), and replace by with by(z) and kz
with −i∂z. However, with this method the role of the momentum range of the surface states (S37) would become
unclear. In this section we instead directly solve for the domain wall bound state from the bulk Hamiltonian. The
derivation follows similar procedures as in the previous section.
Similar to the previous Section, we split the TCI Hamiltonian into two parts, HTCI = H1 +H2, where H1 and H2
are defined similarly as in the previous section, only with the z-direction expressed in real space. Explicitly, we have:
H1 =
∑
x,ky,z
[
i
2
Γx(c†x+1,ky,zcx,ky,z − c
†
x,ky,z
cx+1,ky,z) +
1
2
Γ0(c†x+1,ky,zcx,ky,z + c
†
x,ky,z
cx+1,ky,z)
−(m− 1 + cos ky)Γ0c†x,ky,zcx,ky,z −
1
2
Γ0(c†x,ky,z+1cx,ky,z + c
†
x,ky,z
cx,ky,z+1),
]
H2 =
∑
x,ky,z
[
sin(ky + by(z)σ
y)Γyc†x,ky,zcx,ky,z +
i
2
Γz(c†x,ky,z+1cx,ky,z − c
†
x,ky,z
cx,ky,z+1) +mAσ
yΓ5c†x,ky,zcx,ky,z
]
,
(S43)
where we have added a small mirror symmetry breaking mass mA to H2. We use the ansatz for the domain wall state
given by
|Φ(ky)〉 =
N∑
x,ky,z=1
λ(z)x exp−
∑z
z′=1 f(z
′) c†x,ky,ky,z|0〉, (S44)
where f(z) is a function that we will relate to by(z) later. We emphasize that, this ansatz describes a bound state
only if λ(z) 6= 1, and the function f(z) goes through zero with a positive slope.
We use the ansatz to solve for a zero energy state of H1. Similar to the first line of Eq. (S36), we have for the zero
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FIG. S4: The two zero-energy bound states at a given momentum ky localized at the domain wall in by along z direction, each
corresponding to σy = ±1.
energy solution
i
2
Γ0Γx
[
1
λ(z)
− λ(z)
]
+
1
2
[
1
λ(z)
+ λ(z)
]
−
[
m− 1 + cos ky + exp[f(z + 1)] + exp[−f(z − 1)]
2
]
≈ i
2
Γ0Γx
[
1
λ(z)
− λ(z)
]
+
1
2
[
1
λ(z)
+ λ(z)
]
− [m− 1 + cos ky + cosh f(z)] = 0. (S45)
where in the second step we have assumed that f(z) is a slow varying function. Just like the case of the surface state,
for this equation to make sense the condition is that for iΓ0Γx = −τz = ±1, |λ(z)| ≷ 1. Substituting this into the
solution of Eq. (S45),
|m− 1 + cos ky + cosh f(z)| < 1. (S46)
We still need to determine the form of f(z). This can be done by solving for eigenstates of H2, which involves Γ
y
and Γz. We have for τz = −1
H2 = −[sin ky + by(z)σy]sx − i sinh f(z)sz −mAsyσy. (S47)
This Hamiltonian is solved by
f(z) = − sinh−1{[sin kyσy + by(z)]syσy}, σysy = −1, (S48)
where sinh−1 is meant to act separately on each eigenstate of σy and sy. In order for this to be a bound state, the
slope of f(z) has to be positive, which enforces syσy = −1. Therefore, the energy of this state is E = mA. The
function f(z) goes through zero where sin kyσ
y + by(z) = 0, and therefore there are two bound states localized at
z = ±z0, where sin ky = by(z0) and the ± corresponds to the two eigenvalues of σy. The doubling of the bound states
corresponds to the fact that our particular TCI model are composed of two copies of the TI.
Eq. (S46) becomes ∣∣∣∣m− 1 + cos ky +√1 + [sin kyσy + by(z)]2∣∣∣∣ < 1. (S49)
For the bound state in z ∼ ±z0, one can safely rewrite Eq. (S49) as
|m+ cos ky| < 1. (S50)
Note that, Eq. (S50) is identical to the condition on the range of the surface state at kz = 0. For −2 < m < 0, this
range is centered around ky = 0 and has the form −Λm < ky < Λm.
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C. Charge density from the domain wall bound states
In the continuum limit, we can linearize Eq. (S48) and neglect the upper cutoff on ky. We take f(z) = ky+by(z)σ
y,
and from the ansatz (S44) one can easily make sure this corresponds to two bound states localized at z = ±z0 for
σy = ±1, with z0 given by by(z0) = ky. We illustrate this in Fig. S4 for a given ky. Each bound state contributes
a charge −e/2 sgn(mA). On the other hand, for a domain wall across which by changes from −|b0y| to |b0y|, the total
number of such bound states is 2 × |b0y|Ly/pi, where Ly is the system size in the y-direction. Therefore, the total
charge density bound at the domain wall of by around z = 0 is −e|b0y| sgn(mA)/pi. This agrees with the result from
the analytical response.
arc
z
by
z
by
FIG. S5: Main figure: the charge density response j0 at the surface domain wall of by as a function of the height of the domain
wall. In the first region the response is consistent with the analytical result obtained from the effective action. Insets: The
domain walls of by in z direction. The colored thick lines mark the intermediate by(z1) values that have bound states localized
at z = ±z1.
On the other hand, for a domain wall of by with a larger “height”, whether the ansatz (S44) correponds to a bound
state on the surface is more tricky. “Inside” the domain wall, by = by(z) smoothly extrapolates from −|b0y| to |b0y|. At
an intermediate position z = z1, if by(z1) is sufficiently large, there can be two possible situations. Within the range
−Λm < ky < Λm, the equation f(z1) = sin ky + by(z1)σy = 0 can either have no solution, or have two solutions at
which f(z1) has opposite slopes. In both cases, the ansatz (S44) is not normalizable in z direction, and hence does
not correspond to a bound state solution localized at this z = z1.
Note that the two cases are closely related to the fate of the surface Dirac nodes discussed in Section II. Indeed, it
is not difficult to see that the first case corresponds to when the surface Dirac nodes are eliminated within the range
given by Eq. (S37), and the second case corresponds to when additional Dirac nodes with opposite helicities to the
original ones are introduced. In both cases, the topology of the bulk Hamiltonian changes. Therefore, we conclude
that inside the domain wall, if an intermediate value by(z1) removes or cancels the surface Dirac nodes, there is no
charge density bound at z = z1. This occurs for
|by(z1)| > |bcry | = sin Λm, (S51)
and we remember that for −2 < m < 0, sin Λm =
√−m(m+ 2).
We can now obtain the generic charge density response as a function of the height of the domain wall |b0y|, which
we plot in Fig. S5. For a small |b0y| < |bcry | = sin Λm, everywhere inside the domain wall there exist surface bound
states, with ky ranging from − arcsin |b0y| to arcsin |b0y|, leading to a charge density proportional to the corresponding
momentum range arcsin |b0y|, i.e.
j0 = − e
pi
arcsin |b0y| sgn(mA) ≡ −
e
pi
|b˜0y| sgn(mA). (S52)
This response is universal, as it depends on universal numbers and a purely geometrical quantity b˜0y ≡ arcsin |b0y|,
which is the magnitude of the shift of surface Dirac nodes on both sides of the domain wall. For |b0y| > |bcry | = sin Λm,
however, only part of the domain wall interior traps bound states (see the second inset of Fig. S5). The charge
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response is j0 = −e sgn(mA)/pi × sin Λm and does not depend on b0y.
For a generic case given by a different m, or even a totally different lattice model, the value of sin Λm differs from
our result. However, the behavior of the charge response remains the same, namely, the charge density first scales
linearly with the height of the domain wall and then saturates at a critical value of |b0y|. This critical value of |b0y|
precisely corresponds to a change in the bulk topology, which leads to the elimination or cancellation of the surface
Dirac nodes.
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