Reducing Streaking Artifacts in Quantitative Susceptibility Mapping by Palacios, Benjamin et al.
REDUCING STREAKING ARTIFACTS IN QUANTITATIVE
SUSCEPTIBILITY MAPPING
BENJAMIN PALACIOS, GUNTHER UHLMANN, AND YIRAN WANG
Abstract. It is well-known that reconstruction algorithms in quantitative susceptibility mapping
often contain streaking artifacts. In [1], the cause of the artifacts is identified as propagation of
singularities. In this work, we analyze such singularities carefully and propose some strategies to
reduce the artifacts.
1. The inverse problem
The goal of quantitative susceptibility mapping (QSM) is to provide images of the magnetic sus-
ceptibility distribution χ inside the human body. We refer to [17, 18] for the detailed background.
Roughly speaking, when a tissue is put in a known magnetic field H, it acquires a magnetic mo-
ment M. The magnetic susceptibility χ of the tissue is defined by M = χH where χ represents
the electronic perturbation in the tissue. QSM aims to reconstruct χ from the measured local field
perturbations. Actually, the experiment is carried out in a magnetic resonance (MR) scanner. The
tissue is put in a known magnetic field and we measure the field ψ associated with the magneti-
zation polarized by the main magnetic field of the MR scanner. Mathematically, this process can
be described by
(1.1) ψ(x) = p.v.
∫
R3
d(x− x′)χ(x′)dx′,
where x = (x1, x2, x3), x
′ = (x′1, x′2, x′3) ∈ R3 and p.v. denotes the principal value of the singular
integral with kernel
d(x) =
2x23 − x21 − x22
4pi|x|5 , x ∈ R
3.
The inverse problem is to find χ given ψ, which is a deconvolution problem.
It is convenient to work in the Fourier domain. Denote the Fourier transform of f by fˆ . By
taking the Fourier transform of (1.1), we obtain that
(1.2) ψˆ(ξ) = D(ξ)χˆ(ξ), ξ = (ξ1, ξ2, ξ3) ∈ R3,
where
D(ξ) =
1
3
− ξ
2
3
|ξ|2 .
The inverse problem of QSM is equivalent to recover χˆ from ψˆ. It is clear that the problem is
ill-posed due to the presence of zeros of D(ξ). In practice, since the data ψ may contain errors, it is
noticed that the reconstructed image of χ is often contaminated by streaking artifacts, see [1] and
the references therein. For example, see Figure 1. There have been several works on removing the
artifacts, mostly based on regularization techniques, see [17, 18] for a review and references. In [1],
the authors performed the mathematical study of QSM. For ψ in a suitable distribution space, the
existence, uniqueness and reconstruction formulas are obtained in [1, Theorem 2.2]. Also, the cause
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of the streaking artifacts are identified as propagation of singularities for wave-type operators. In
this note, we analyze the streaking artifacts in more detail. We will give a more precise description
of the singularities under some assumptions and propose some strategies to reduce the streaking
artifacts. The microlocal analysis of the singularities involves paired Lagrangian distributions that
were introduced in [16] and further studied on [3, 4, 5, 6, 7, 8, 9]. In particular, the method
developed in this paper could be applied to reduce artifacts for restricted X-ray transforms [6, 4]
like the X-ray transform with sources on a curve.
2. Streaking artifacts and propagation of singularities
As discussed in [1, Section 2.2], equation (1.2) is equivalent to the wave equation on R2. Actually,
multiplying (1.2) by |ξ|2 and taking the inverse Fourier transform, we obtain that
(2.1) P (∂)χ(x) = −∆ψ(x),
where P (∂) is the wave-type operator
(2.2) P (∂) =
2
3
∂2
∂x23
− 1
3
(
∂2
∂x21
+
∂2
∂x22
),
and ∆ =
∑3
i=1
∂2
∂x2i
is the Laplacian on R3. It is well-known that the wave operator P (∂) has a
fundamental solution i.e. there exits Q ∈ D′(R3×R3), the space of distributions on R3×R3, such
that
P (∂)Q = δ,
where δ is the delta distribution on R3. In fact, one can write down an expression of Q explicitly
i.e. Q(x, x′) = g(x− x′) where
(2.3) g(x) =

3
4pi
√
x23 − 2(x21 + x22)
, for 2(x21 + x
2
2) < x
2
3,
0, otherwise
see (3.2) in [1]. Q defines a continuous linear map from C∞0 (R3) to D′(R3) (by e.g. Schwartz kernel
theorem). Hereafter we do not distinguish the notation for the operator and its Schwartz kernel.
For ψ ∈ C∞0 (R3), we can express the solution χ to (2.1) simply as
(2.4) χ = Q(−∆ψ) = −g ∗ (∆ψ),
which is a convolution. The extension of Q to distributions was done in [1]. Here we give an
exposition using microlocal techniques. Also, we give a detailed description of the singularities of
χ.
It is easy to see that the singular support of Q is the set {x ∈ R3 : 2(x21 + x22) = x23}. Recall
that for any distribution φ, the singular support of φ, denoted by singsupp(φ), is defined as the
closure of the complement of the set where φ is smooth. To get a more precise description of the
singularities, we use the notion of wave front sets (see for example [2, 10]) defined on the cotangent
space T ∗R3 which can be identified with the product space R3 × R3. For φ ∈ D′(R3), the wave
front set WF(φ) is a conic set in T ∗R3\0 and by definition, (x′, ξ′) /∈WF(φ) if there exists a conic
neighborhood Γ ⊂ T ∗R3\0 of (x′, ξ′) such that for any N > 0, there is CN > 0 such that
|φˆ(ξ)| ≤ CN |ξ|−N , (x, ξ) ∈ Γ.
It is a fact that pi(WF(φ)) = singsupp(φ) where pi : T ∗R3 → R3 denotes the natural projection
pi(x, ξ) = x.
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The fundamental solution Q belongs to a special class of distributions, namely the paired La-
grangian distributions. In particular, the wave front set ofQ consists of two intersecting Lagrangian
submanifolds. The theory for such distributions is developed in [3, 16, 9, 6, 7]. It is now widely
used in microlocal analysis and inverse problems, see for example [4, 5, 13, 14, 15].
We describe the two Lagrangians first. Let ξ = (ξ1, ξ2, ξ3) ∈ T ∗xR3 be the dual variables to
x = (x1, x2, x3) ∈ R3. It is well-known that T ∗R3 is a symplectic manifold with canonical two
form given by
ω = dξ ∧ dx =
3∑
i=1
dξi ∧ dxi.
A submanifold Λ ⊂ T ∗R3 is called Lagrangian if dim Λ = 3 and the canonical two form ω vanishes
on Λ. A Lagrangian manifold Λ is conic if (x, λξ) ∈ Λ for any (x, ξ) ∈ Λ and λ > 0. Let p(ξ) be the
symbol of P (∂) i.e. p(ξ) = −ξ23 + 13 |ξ|2. The characteristic set of p is Σ = {(x, ξ) ∈ T ∗R3 : p(ξ) = 0}.
We denote the Hamilton vector field of p by Hp. Explicitly, we have
Hp =
3∑
i=1
(
∂p
∂ξi
∂
∂xi
− ∂p
∂xi
∂
∂ξi
) =
2
3
(ξ1
∂
∂x1
+ ξ2
∂
∂x2
)− 4
3
ξ3
∂
∂x3
.
Notice that Hp is tangent to Σ. The integral curves of Hp in Σ are called null bicharacteristics. It is
a well-known fact that the projections of null bicharacteristics to the base manifold are geodesics.
In our case, the base manifold is R3 with Lorentzian metric g = −32dx23 + 3(dx21 + dx22) so the
geodesics are straight lines. More precisely, for any (x′, ξ′) ∈ Σ, we denote the null bicharacteristics
by γx′,ξ′(s), s ∈ R. Then we find that
γx′,ξ′(s) = (x
′ + sdp(ξ′), ξ′),
where dp(ξ) = (23ξ1,
2
3ξ2,−43ξ3). The projection of γx′,ξ′ to R3 is just x′+sdp(ξ′) which is a straight
line.
We also work on the product space R3×R3 since Q is a distribution defined there. We can regard
the symbol p as a function on T ∗R3 × T ∗R3 by lifting it from the left factor i.e. p(ξ, ξ′) = p(ξ).
Similarly, we identify Σ, Hp as objects on T
∗R3 × T ∗R3. We let
Diag = {(x, x′) ∈ R3 × R3 : x = x′}
be the diagonal of the product space and
N∗Diag = {(x, x′; ξ, ξ′) ∈ T ∗R3 × T ∗R3 : x = x′, ξ′ = −ξ, ξ 6= 0}
be the conormal bundle of Diag. This is a conic Lagrangian submanifold in T ∗(R3 × R3) with
canoic two form w˜ = dξ ∧ dx + dξ′ ∧ dx′, and gives the normal direction to Diag. Let Λp be
the conic Lagrangian manifold in T ∗(R3 × R3) obtained from flowing out N∗Diag ∩ Σ under Hp.
Actually, this can be written down explicitly as
(2.5) Λp = {(x′ + sdp(ξ′), ξ′, x′,−ξ′) ∈ T ∗R3\0× T ∗R3\0 : x′ ∈ R3, s ∈ R, p(ξ′) = 0}.
It is proved in [16] that the fundamental solution Q ∈ I− 32 ,− 12 (N∗Diag,Λp). We will explain this
notion especially the meaning of the orders in the next section. For now, we just need the fact
that the wave front set WF(Q) ⊂ N∗Diag ∪ Λp.
Let’s recall the wave front relation for E ∈ D′(R3 × R3) which is
WF′(E) = {((x, ξ), (x′, ξ′)) ∈ T ∗R3 × T ∗R3\0 : (x, x′; ξ,−ξ′) ∈WF(E)}.
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For two wave front relations R1, R2 ⊂ T ∗R3 × T ∗R3, the composition is defined as
R1 ◦R2 = {((x, ξ), (x′′, ξ′′)) : ∃(x′, ξ′) ∈ T ∗R3 s.t. ((x, ξ), (x′, ξ′)) ∈ R1, ((x′, ξ′), (x′′, ξ′′)) ∈ R2}.
Now we have the following result on the solvability of QSM (compare with Theorem 3.3 of [1]).
Proposition 2.1. Q can be extended to a sequentially continuous mapping: E′(R3) → D′(R3).
For ψ ∈ E′(R3), there exists a solution χ = Q(−∆ψ) ∈ D′(R3) to (2.1) and
WF(χ) ⊂WF(ψ) ∪ (Λ′p ◦WF(ψ)).
Moreover, for any (x, ξ) ∈ (WF(χ)\WF(ψ))∩Σ, let γx,ξ be the bicharacteristics from (x, ξ). Then
γx,ξ ⊂WF(χ).
Proof. The extension ofQ to E′(R3) and the wave front relation are direct consequences of Corollary
1.3.8 of [2]. Here we used WF(∆ψ) = WF(ψ) because ∆ is an elliptic differential operator, see
for example Corollary 8.3.2 of [10]. The last conclusion follows from the standard propagation of
singularities result for wave operators (more generally operators with real principal part), see for
example Theorem 8.3.3 of [11]. 
We remark that among the wave front set of Q, N∗Diag does not move the singularities of ψ,
however, Λp does. We know a priori that χ is compactly supported hence singsupp(χ) is compact.
We easily obtain the following solvability result of the inverse problem (compare with Theorem
2.2 of [1]).
Proposition 2.2. Suppose ψ ∈ E′(R3) and WF(ψ) ∩ Σ = ∅. Then there exists χ ∈ D′(R3) to
P (∂)χ = −∆ψ,
such that singsupp(χ) ⊂ singsupp(ψ) is compact.
The reconstruction formula of χ is obtained in Theorem 2.2 [1].
Based on the two propositions, the streaking artifacts can be identified as the set WF(χ)\WF(ψ).
This is because for any (x, ξ) ∈WF(χ)\WF(ψ), the whole bicharacteristics γx,ξ is in WF(χ) and
this is not compactly supported. The projection of γx,ξ to R3 is the straight line from x in ξ direc-
tion. This also agrees with the numerical results, see Figure 1 of [1]. Since the set WF(χ)\WF(ψ)
is contained in (Λ′p ◦WF(ψ))\WF(ψ), we shall regard the latter as the set of streaking artifacts
in the following analysis.
3. Reduction of the streaking artifacts
For ψ ∈ E′(R3), we decompose the solution χ to (2.1) to separate the streaking artifacts. Since
the streaking artifacts are caused by WF(ψ)∩Σ, we decompose ψ as following. Let f ∈ C∞0 (R) be
a cut-off function such that f(t) = 1, |t| < 1 and f(t) = 0, |t| > 2. Also, we let g ∈ C∞0 (R3) be a
cut-off function such that supp (χ) ⊂ supp (g). For  > 0, we define a pseudo-differential operator
B of order 0 associated with the (full) symbol
(3.1) b(x, ξ) = g(x)f(p(ξ)/).
Here we recall that a pseudo-differential operator A of order m is defined by an oscillatory integral
Au(x) =
1
(2pi)3
∫
R3
ei(x−x
′)ξa(x, ξ)u(x′)dx′dξ, a(x, ξ) ∈ Sm(R3 × R3),
where Sm(R3×R3) denotes the standard symbol class i.e. for a ∈ Sm(R3×R3) and for any compact
set K of U , we have
|∂αx ∂βξ a(x, ξ)| ≤ CK,α,β〈ξ〉m−|β|, CK,α,β > 0,
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see e.g. [11, Section 18.1]. a is called the (full) symbol of A and the principal symbol is defined in
Sm(R3 ×R3)/Sm−1(R3 ×R3). We denote the space of pseudo-differential operators of order m by
Ψm(R3). Observe that in (3.1) b vanishes for p(ξ) > 2 and 1−b vanishes for p(ξ) < . Therefore,
WF((Id−B)ψ) ∩ Σ = ∅. We can write
(3.2) χ = χ1 + χ2, where χ1 = Q(Id−B)(−∆ψ), χ2 = QB(−∆ψ).
By Proposition 2.1, we see that WF(χ1) ⊂ WF(ψ) hence the streaking artifacts are contained in
χ2. One can remove the artifacts by simply taking χ1 as the reconstruction. However, this would
remove all the singularities of χ on WF(ψ) ∩Σ and this would result in a loss of information. See
Figure 2.
To improve the results, in the following, we shall assume that the singularities of ψ have special
structure i.e. the singularities are in the normal directions of some submanifolds. These are called
conormal distributions and they appear often in applications. For example, the delta distribution
δ. We see that singsupp(δ) = {0 ∈ R3} and WF(δ) = T ∗0R3\0. Here 0 represents the zero
section of T ∗R3. Another example is the characteristic function 1Ω where Ω is a bounded domain
with smooth boundary ∂Ω. We have singsupp(1Ω) = ∂Ω and WF(1Ω) = {(x, ξ) ∈ T ∗R3 : x ∈
∂Ω, 〈ξ, θ〉 = 0, ∀θ ∈ Tx(∂Ω)}. The conormal bundle N∗K of a submanifold K ⊂ R3, defined as
N∗K = {(x, ξ) ∈ T ∗R3\0 : 〈ξ, θ〉 = 0, θ ∈ TxK},
is a conic Lagrangian submanifold of T ∗R3\0. In particular, WF(δ) = N∗{0} and WF(1Ω) =
N∗(∂Ω).
We recall the basics of Lagrangian and paired Lagrangian distributions. The details can be found
in for example [3, 11]. Let Λ be a smooth conic Lagrangian submanifold of T ∗R3\0. Following the
standard notation, we denote by Iµ(Λ) the space of Lagrangian distributions of order µ associated
with Λ. In particular, for U open in R3, let φ(x, ξ) : U × RN → R be a smooth non-degenerate
phase function (homogeneous of degree 1 in ξ) that locally parametrizes Λ i.e.
{(x, dxφ) ∈ T ∗UR3\0 : x ∈ U, dξφ = 0} ⊂ Λ.
Then u ∈ Iµ(Λ) can be locally written as a finite sum of oscillatory integrals∫
RN
eiφ(x,ξ)a(x, ξ)dξ, a ∈ Sµ+ 34−N2 (U × RN ).
For u ∈ Iµ(Λ), we know that WF(u) ⊂ Λ. Also, for any s < −µ − 34 , we have u ∈ Hs(R3). So
the order µ indicates the regularity of u. For a submanifold Y ⊂ R3, we denote Iµ(Y ) = Iµ(N∗Y )
and these are called conormal distributions to Y .
For two Lagrangians Λ0,Λ1 ⊂ T ∗X\0 intersecting cleanly at a codimension k submanifold i.e.
TxΛ0 ∩ TxΛ1 = Tx(Λ0 ∩ Λ1), ∀x ∈ Λ0 ∩ Λ1,
the paired Lagrangian distribution associated with (Λ0,Λ1) is denoted by I
p,l(Λ0,Λ1). Locally,
paired Lagrangian distributions can be written as an oscillatory integral with a symbol of product
type, see e.g. [3]. For u ∈ Ip,l(Λ0,Λ1), we know that WF(u) ⊂ Λ0 ∪Λ1. In particular, microlocally
away from the intersection Λ0∩Λ1, we have that u ∈ Ip+l(Λ0\Λ1) and u ∈ Ip(Λ1\Λ0). For example,
we know that the fundamental solution Q ∈ I− 32 ,− 12 (N∗Diag,Λp) so that Q ∈ I−2(N∗Diag\Λp)
and Q ∈ I− 32 (Λp\N∗Diag).
We need the following result to reduce the streaking artifacts.
Proposition 3.1. Let Y be a submanifold of R3 with codimension ≥ 1 and assume that N∗Y
intersect Σ transversally and each null bicharacterstics intersects N∗Y a finite number of times.
6 BENJAMIN PALACIOS, GUNTHER UHLMANN, AND YIRAN WANG
Let ΛY denote the flow out of N
∗Y under the Hamiltonian flow (2.5). Let K ∈ Ip,l(N∗Diag,Λp)
and R ∈ Ψs(R3) properly supported. For f ∈ Iµ(Y ) ∩ E′(R3), we have
(1) Rf ∈ Is+µ(Y ).
(2) K ◦Rf ∈ Ip+s+µ,l(N∗Y,ΛY ) so K ◦Rf ∈ Ip+s+µ+l(N∗Y \ΛY ) ∩ Ip+s+µ(ΛY \N∗Y ).
(3) If the principal symbol of R vanishes on ΛY , we have
R ◦Kf ∈ Ip+µ+l+s(N∗Y \ΛY ) ∩ Ip+µ+s−1(ΛY \N∗Y ).
We make several remarks. First, one can think of the singularity on N∗Y as the true singularity
in Kf and the one on ΛY as streaking artifacts. For s < 0, part (2) says that one can reduce
the singularity on the two pieces simultaneously. For s = 1, part (3) tells one can increase the
singularities on N∗Y while the one on ΛY stays the same. Second, if R is of order 1, the conclusion
R ◦ Kf ∈ Ip+µ(ΛY \N∗Y ) in part (3) just follows from the equivalent definition of Lagrangian
distributions, see e.g. [12, Definition 25.1.1].
Proof of Prop. 3.1. (1) Let k ≥ 1 be the codimension of Y . Locally we can choose local coordinate
x = (x¯, xˆ), x¯ ∈ R3−k, xˆ ∈ Rk such that Y = {xˆ = 0}. We let the dual variables ξ = (ξ¯, ξˆ), ξ¯ ∈
R3−k, ξˆ ∈ Rk. Then N∗Y = {xˆ = 0, ξ¯ = 0}. We can write f ∈ Iµ(Y ) as an oscillatory integral
f(x) =
∫
Rk
eixˆ·ξˆb(x¯, ξˆ)dξˆ, b ∈ Sµ+ 34− k2 (R3 × Rk).
By partition of unity, we can assume that f is compactly supported. For R ∈ Ψs(R3) properly
supported, we can write
Rf(x) =
1
(2pi)3
∫
R3
ei(x−y)·ξa(x, ξ)f(y)dξdy, a ∈ Ss(R3 × R3 × R3\0).
Now we have
Rf(x) =
1
(2pi)3
∫
R3
∫
R3
∫
Rk
ei(x−y)·ξa(x, ξ)eiyˆ·ηˆb(y¯, ηˆ)dηˆdξdy =
1
(2pi)3
∫
Rk
eixˆ·ξˆc(x, ξˆ)dξˆ,
where
c(x, ξˆ) =
∫
R3
∫
R3−k
∫
Rk
ei(x¯−y¯)·ξ¯a(x, ξ)eiyˆ·(ηˆ−ξˆ)b(y¯, ηˆ)dηˆdξ¯dy.
We let ξˆ = λθˆ with λ = |ξˆ| and let αˆ = λ−1(ηˆ − ξˆ) i.e. ηˆ = λαˆ + ξˆ. Also, we let β¯ = λ−1ξ¯. So
ξ = (ξ¯, ξˆ) = λ(β¯, θˆ). After these changes of variables, we get
c(x, ξˆ) =
∫
R3
∫
R3−k
∫
Rk
eiλ(x¯−y¯)·β¯a(x, (λβ¯, ξˆ))eiλyˆ·αˆb(y¯, λαˆ+ ξˆ)λ3dαˆdβ¯dy
= (−1)k
∫
R3
∫
R3−k
∫
Rk
e−iλ[y¯·β¯+yˆ·αˆ]a(x, (λβ¯, ξˆ))b(y¯ + x¯, λαˆ+ ξˆ)λ3dαˆdβ¯dy.
Now we can apply stationary phase on variables y, αˆ, β¯ to obtain
c(x, ξˆ) = Ca(x, (0, ξˆ))b(x¯, ξˆ) + · · · ,
which belongs to Sµ+s+
3
4
− k
2 (R3 × Rk). Here C is a constant and the terms in · · · belong to
Sµ+s+
3
4
− k
2
−1(R3 × Rk), see for example the proof of [8, Theorem 3.4]. Thus Rf ∈ Iµ+s(Y ).
(2) We know that Rf ∈ Iµ+s(Y ) from part (1). We can apply Prop. 2.1 of [7] to get K ◦Rf ∈
Ip+µ+s,l(N∗Y,ΛY ).
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(3) We first apply Prop. 2.1 of [7] to conclude that Kf ∈ Ip+µ,l(N∗Y,ΛY ). Then we know that
Kf ∈ Ip+µ+l(N∗Y \ΛY ) and Kf ∈ Ip+µ(ΛY \N∗Y ) as Lagrangian distributions. For R ∈ Ψs(R3),
we know (see e.g. Lemma 7.2 of [8]) that WF(Ru) ⊂ WF(u). Now we can apply part (1) to
conclude that R ◦ Kf ∈ Ip+µ+s+l(N∗Y \ΛY ). If the principal symbol of R vanishes on ΛY , we
examine the proof of part (1) that the order of R ◦Kf is p+µ− 1 + s. This finishes the proof. 
Now let’s consider using part (2) of Lemma 3.1 to reduce streaking artifacts. We take R ∈
Ψ−s(R3) with s > 0, for example,
Ru(x) =
1
(2pi)3
∫
R3
eix·ξ(1− f(|ξ|/))|ξ|−suˆ(ξ)dξ
with f the cut-off function defined at the beginning of this section. Then we replace χ2 by
χ˜2 = Q ◦R ◦B(−∆ψ),
and consider an approximation χ˜ = χ1 + χ˜2 of χ. Under the assumption of Lemma 3.1, if
ψ ∈ Iµ(N∗Y ), we know that χ˜2 ∈ I− 32−s+2+µ,− 12 (N∗Y,ΛY ). In particular, χ˜ is a Lagrangian
distribution on N∗Y of order µ− s and a Lagrangian distribution of order µ+ 12 − s on ΛY . Recall
that the streaking artifacts are contained in ΛY , we conclude that by applying R, the singularities
of streaking artifacts are reduced. However, this will also reduce the singularities on N∗Y.
Next we consider using part (3) of Lemma 3.1 to relatively reduce the streaking artifacts. Let
R ∈ Ψs(R3), s > 0 with symbol vanishing on ΛY . For example, we can take R = P (∂) and replace
χ2 by
χˆ2(x) = P (∂) ◦Q ◦B(−∆ψ) = 1
(2pi)3
∫
R3
eixξb(x, ξ)|ξ|2ψˆ(ξ)dξ.
The key point is that the order of χˆ2 ∈ I−2+µ+s(N∗Y \ΛY ) is increased by s = 2 (s > 0), while the
singularities χˆ2 ∈ I− 32+µ+s−1(ΛY \N∗Y ) is only increased by s− 1 = 1. In other words, although
the streaking artifacts are not reduced, the desired singularities in χ are enhanced. So the streaking
artifacts are relatively reduced. As another example, we decompose the symbol
p(ξ) = −1
3
(
√
2ξ3 −
√
ξ21 + ξ
2
2)(
√
2ξ3 +
√
ξ21 + ξ
2
2).
Let h(t) be a smooth cut-off function with h(t) = 0, t < 0. We let
(3.3)
Ru(x) =
1
(2pi)3
∫
R3
∫
R3
ei(x−y)ξ[h(ξ3)(
√
2ξ3 −
√
ξ21 + ξ
2
2) + h(−ξ3)(
√
2ξ3 +
√
ξ21 + ξ
2
2)]u(y)dydξ.
In particular, R ∈ Ψ1(R3) and the symbol of R vanish on ΛY .
Finally, we can combine the above two approaches. Let ψ ∈ Iµ(Y ). For m a positive integer,
we let R ∈ Ψ−m(R3) and T ∈ Ψ1(R3) so that the symbol of T vanishes on ΛY . Now we consider
χ#2 = T
m ◦Q ◦R ◦B(−∆ψ)
as a substitute for χ2. Then we have χ
#
2 ∈ Iµ(N∗Y \ΛY ) while χ#2 ∈ Iµ−m+
1
2 (ΛY \N∗Y ). So the
streaking artifacts are reduced while the singularities on N∗Y remain of the same strength.
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(a) (b) (c)
Figure 1. (a) Reference magnetic susceptibility distribution χ. (b) Simulated data ψ
perturbed with point singularities. (c) Reconstructed χ using formula 2.18 in [1]. The
zero cone Σ produces the propagation of singularities in the directions lying in the singular
support of the fundamental solution g(x) in (2.3).
4. Numerical experiments
We carried out some numerical experiments using a grid of 392x392x392 with the purpose of
illustrating the above theoretical analysis on the reduction of streaking artifacts. The synthetic
data was generated from the three dimensional magnetic susceptibility distribution given by the
Shape-Loggan phantom following (1.2). As in [1] we perturbed the data by adding some point sin-
gularities in order to study their propagation and aiming to reduce the streaking artifacts caused
by them (see figure 1). In what follows all the images correspond to sagittal views of three di-
mensional functions at y = 0, and all the images corresponding to the magnetic susceptibility
distribution are displayed using a window level of [-0.3, 1]. For the data ψ we used the window
level [-0.1,0.25].
One widely used reconstruction method in quantitative susceptibility mapping is the TKD
method (see [1] and references therein), which aims to recover χ by direct computations following
the formula
χˆ~(ξ) =
{
ψˆ(ξ)
D(ξ) if |D(ξ)| ≥ ~,
sign(D(ξ)) ψˆ(ξ)~ if |D(ξ)| < ~.
For our experiments we implemmented a modification of the TKD method where the only
difference is that we considered a smooth cut-off function to smoothly divide the Fourier Transform
of the reconstructed image into two pieces, the one supported away from the characteristic set Σ
and the other one supported in a neighborhood of it. Namely, the reconstructed image is of the
form χ~ = χ~1 + χ
~
2 with
(4.1) χ~1 = Q ◦ (Id−B~)(−∆ψ), χ~2 = P~ ◦Q ◦R ◦B~(−∆ψ),
where Q and B~ are as above respectively in (2.4) and (3.1) (with g = 1); P~ ∈ Ψ2(R3) given by the
symbol σ(P~) = ~−1sign(p(ξ))p(ξ) which vanishes in ΛY , and R ∈ Ψ−2(R3) given by σ(R) = |ξ|−2.
In the Fourier domain the previous translates into the simpler formulas
χˆ~1(ξ) = (1− b~(ξ))
ψˆ(ξ)
D(ξ)
, χˆ~2(ξ) = b~(ξ)sign(p(ξ))
ψˆ(ξ)
~
.
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(a) (b) (c)
Figure 2. (a) Reconstructed susceptibility using the smooth version of the TKD method
with ~ = 0.04. (b) Reconstructed image using only frequencies away from the zero cone,
i.e. χ~1 . (c) Image obtained only considering frequencies near the zero cone, i.e. χ
~
2 .
(a) (b) (c)
Figure 3. (a) Zero cone Σ. (b) Symbol of the cut-off pseudo-differential operator B~. (c)
Symbol of the second cut-off operator CM,.
According to the theoretical analysis of the previous sections, what the TKD procedure does is
first regularize all the singularities in directions near the zero cone by an order 2 and then enhance
them, applying the operator P~, by and order of 2 in N
∗Y \ΛY and 1 in ΛY \N∗Y . Consequently, if
the data belongs to Iµ(N∗Y ) the streaking artifacts have order µ− 1/2 and the other singularities
have order µ. As one can see in figure 2(a), the streaking artifacts are slightly attenuated in
contrast to figure 1(c) which was obtained by applying formula 2.18 in [1]. The artifacts are still
fairly visible though making necessary to use further methods to diminish them. As mentioned
above, since the streaking artifacts are caused by the zero cone Σ (figure 3(a)), removing the part of
the image associated with such frequencies, this is only considering χ~1, implies lost of information
as one can see in figure 2(b) where some of the edges were smoothed out. The singularities
appearing in χ~1 and χ
~
2 are sensitive to the shape of the symbol b~. Indeed, if we narrow the
support of the symbol it causes the presence of streaking artifacts in χ~1. A sagittal view of the
function b~ considered in our experiments is given in figure 3(b).
We can further reduce the order of the singularities as shown in figure 4 by increasing the order
of the operator R. More precisely, we consider
(4.2) R ∈ Ψ−s(R3) with s > 2 and symbol r(ξ) = K|ξ|−s, K > 0.
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(a) (b) (c)
Figure 4. (a) Simulated data ψ. (b) Reconstructed image χ~ applying the operator R in
(4.2) with s = 2 and ~ = 0.04. (c) χ~2 . The reduction of the streaking artifacts is clear and
there is less lost of information in contrast to the case of just considering χ~1 (see figure
2(b) ). In (c) it can be seen that most of the smooth features contained in χ~2 are still there
since R only acts on χ~2,1.
Moreover, for some smooth function f ∈ C∞0 (R) such that f(t) = 1, |t| < 1 and f(t) = 0, |t| > M
for some M > 0, we compute χ~2 = χ
~
2,1 + χ
~
2,2, where
(4.3) χ~2,1 = P~ ◦Q ◦R ◦ (I − C) ◦B~(−∆ψ), χ~2,2 = P~ ◦Q ◦ C ◦B~(−∆ψ)
with C = CM, ∈ Ψ0(R3) of symbol cM,(ξ) = f(|ξ|/) for some  > 0 and M > 0 (see figure 3(c)).
The motivation behind the division of χ~2 into two parts is that we would like to keep the smooth
attributes of the image which are contained in χ~2,2, as well as reduce the artifacts included in χ
~
2,1.
The images in figure 4 were obtained with s = 4, therefore the streaking artifacts are reduced to
order µ− 1/2− 2 while the other singularities to order µ− 2.
Finally, by considering the operator T ∈ Ψ1(R3) defined in (3.3) and R ∈ Ψ−s(R3) as in (4.2),
the reconstructed susceptibility χ~ = χ~1 + χ
~
2 in figure 5 is computed by doing χ
~
2 = χ
~
2,1 + χ
~
2,2,
where m+ 2 = s > 0 and
(4.4) χ~2,1 = (T
m ◦ P~) ◦Q ◦R ◦ (I − C) ◦B~(−∆ψ), χ~2,2 = P~ ◦Q ◦ C ◦B~(−∆ψ).
The streaking artifacts in χ~2,1 are reduced by an order of −m−1/2 while the rest of its singularities
(the ones in N∗Y \ΛY ) remain in the same order µ when ψ ∈ Iµ(N∗Y ). By implementing this
procedure the streaking artifacts are further reduced, in comparison with applying just TKD, and
there is no attenuation of the rest of the singularities as for instance can be noticed in figure 6,
which shows the part of the reconstructed susceptibilities that contains the streaking artifacts, this
is χ~2, for the previous three cases.
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