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SOLUTION OF THE CAUCHY PROBLEM FOR A TIME-DEPENDENT
SCHRO¨DINGER EQUATION
MARIA MEILER, RICARDO CORDERO–SOTO, AND SERGEI K. SUSLOV
Abstract. We construct an explicit solution of the Cauchy initial value problem for the n-dimen-
sional Schro¨dinger equation with certain time-dependent Hamiltonian operator of a modified oscil-
lator. The dynamical SU (1, 1) symmetry of the harmonic oscillator wave functions, Bargmann’s
functions for the discrete positive series of the irreducible representations of this group, the Fourier
integral of a weighted product of the Meixner–Pollaczek polynomials, a Hankel-type integral trans-
form and the hyperspherical harmonics are utilized in order to derive the corresponding Green
function. It is then generalized to a case of the forced modified oscillator. The propagators for
two models of the relativistic oscillator are also found. An expansion formula of a plane wave in
terms of the hyperspherical harmonics and solution of certain infinite system of ordinary differential
equations are derived as a by-product.
1. Introduction
The time-dependent Schro¨dinger equation for a free particle
iψt +∆ψ = 0 (1.1)
in the Euclidean space of n dimensions Rn can be rewritten in a Hamiltonian form as
i
∂ψ
∂t
= Hψ, H = −∆ = 1
2
n∑
s=1
(
as + a
†
s
)2
, (1.2)
where a†s and as are the creation and annihilation operators, respectively, given by
a†s =
1
i
√
2
(
∂
∂xs
− xs
)
, as =
1
i
√
2
(
∂
∂xs
+ xs
)
(1.3)
as in [26]. They satisfy the familiar commutation relations
[as, as′] =
[
a†s, a
†
s′
]
= 0,
[
as, a
†
s′
]
= δss′ (s, s
′ = 1, 2, ... , n) , (1.4)
which are invariant under the transformation
as → as (t) = eitas, a†s → a†s (t) = a†se−it. (1.5)
The substitution
H → H (t) = 1
2
n∑
s=1
(
as (t) + a
†
s (t)
)2
(1.6)
Date: May 26, 2018.
1991 Mathematics Subject Classification. Primary 81Q05, 33D45, 35C05, 42A38; Secondary 81Q15, 20C35.
Key words and phrases. The Cauchy initial value problem, the Schro¨dinger equation, Hamiltonian, harmonic
oscillator, the hypergeometric function, hyperspherical harmonics, Bargmann function, the Laguerre polynomials,
the Meixner polynomials, the Meixner–Pollaczek polynomials.
1
2 MARIA MEILER, RICARDO CORDERO–SOTO, AND SERGEI K. SUSLOV
results in the time-dependent Schro¨dinger equation for a modified oscillator
i
∂ψ
∂t
= H (t)ψ (1.7)
with the Hamiltonian of the form
H (t) =
1
2
n∑
s=1
(
asa
†
s + a
†
sas
)
+
1
2
e2it
n∑
s=1
(as)
2 +
1
2
e−2it
n∑
s=1
(
a†s
)2
. (1.8)
In the present paper we construct an exact solution of this equation subject to the initial condition
ψ (x, t)|t=0 = ψ0 (x) , (1.9)
where ψ0 (x) in an arbitrary square integrable complex valued function from L2 (Rn) . The explicit
form of equation (1.7) is given by (6.1) below.
The paper is organized as follows. In section 2 we remind the reader about the solution of
the stationary Schro¨dinger equation for the n-dimentional harmonic oscillator in hyperspherical
coordinates and discuss the corresponding dynamical SU (1, 1) symmetry group. In section 3 we
consider the eigenfunction expansion for the time-dependent Schro¨dinger equation (1.7). The series
solution of the initial value problem (1.7)–(1.9) is obtained in section 6 after discussion of the
Meixner–Pollaczek polynomials and evaluation of the Fourier integral of their weighted product in
sections 4 and 5 respectively. Finally we construct the corresponding Green function in section 8,
while introducing a required integral transform in section 7. A generalization to the case of the
forced modified oscillator is given in section 9. An expansion formula for the plane wave in terms of
the hyperspherical harmonics in Rn and its special cases are discussed in section 10. A certain type
of the time-dependent Schro¨dinger equation is considered in section 11 in an abstract form. The
propagators for two models of the relativistic oscillator are derived in the next two sections. An
axillary solution of an infinite system of the ordinary differential equations is found in section 14 as
a by-product. Appendix at the end of the paper contains another required integral evaluation.
The exact solution of the one-dimensional time-dependent Schro¨dinger equation for a forced
harmonic oscillator is constructed in [22], [23], [24], and [38]; see also references therein. These
simple exactly solvable models may be of interest in a general treatment of the non-linear time-
dependent Schro¨dinger equation; see [32], [35], [45], [52], [54], [63] and references therein. They may
also be useful as test solutions for numerical methods of solving the time-dependent Schro¨dinger
equation.
2. Dynamical Symmetry of the Harmonic Oscillator in n-Dimensions
Our time-dependent Hamiltonian operator (1.8) has the following structure
H (t) = H0 +H1 (t) , (2.1)
where
H0 =
1
2
n∑
s=1
(
asa
†
s + a
†
sas
)
(2.2)
is the Hamiltonian of the n-dimensional harmonic oscillator and
H1 (t) =
1
2
e2it
n∑
s=1
(as)
2 +
1
2
e−2it
n∑
s=1
(
a†s
)2
(2.3)
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is the part depending on time t.
The stationary Schro¨dinger equation for the harmonic oscillator in n-dimensions
H0Ψ = EΨ, H0 =
1
2
n∑
s=1
(
− ∂
2
∂x2s
+ x2s
)
(2.4)
can be solved explicitly in Cartesian and (hyper)spherical coordinate systems; see, for example,
[46], [55] and references therein.
In spherical coordinates r,Ω given by a certain binary tree T, see [46], [55], [61] and references
therein for a graphical approach of Vilenkin, Kuznetsov and Smorodinski˘ı to the theory of (hy-
per)spherical harmonics, we look for solution in the form
ψ = YKν (Ω) R (r) , (2.5)
where YKν are the spherical harmonics constructed by the given tree T, the integer number K
corresponds to the constant of separation of the variables at the root of T (denoted by K due to
the tradition of the method of K-harmonics in nuclear physics [55]) and ν = {l1, l2, ... , lp} is the
set of all other subscripts corresponding to the remaining vertexes of the binary tree T. The radial
wave function R (r) , which satisfies the normalization condition∫ ∞
0
R2 (r) rn−1dr = 1, (2.6)
is as follows
R = RNK (r) =
√
2 [(N −K) /2]!
Γ [(N +K + n) /2]
exp
(−r2/2) rK LK+n/2−1(N−K)/2 (r2) , (2.7)
where Lαk (ξ) are the Laguerre polynomials; see [1], [2], [6], [19], [21], [28], [33], [46], [47], [60], [61],
[64], and references therein for the advanced theory of the classical orthogonal polynomials.
The corresponding energy levels are
E = N + n/2, (N −K) /2 = k = 0, 1, 2, ... (2.8)
and the normalized wave functions are given by
Ψ = ΨNKν (r,Ω) = YKν (Ω) RNK (r) , (2.9)
where YKν (Ω) are the spherical harmonics associated with the tree T and the radial functions
RNK (r) are defined by (2.7). The wave functions of the one-dimensional harmonic oscillator
ΨN (x) =
1√
2NN !
√
pi
e−x
2/2HN (x) (2.10)
can be obtain from (2.9) by letting n = 1 and K = 0, 1 and invoking the familiar relations
H2k (ξ) = (−1)k 22kk! L−1/2k
(
ξ2
)
, H2k+1 (ξ) = (−1)k 22k+1k! ξL1/2k
(
ξ2
)
(2.11)
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between the Laguerre Lαk (ξ) and Hermite Hk (ξ) polynomials, respectively. Thus
ΨN (x) =

(−1)N/2√
2
RN0 (x) ,
(−1)(N−1)/2√
2
RN1 (x) ,
(2.12)
for even and odd N, respectively; see [46] and [55] for more details.
The n-dimensional oscillator wave functions (2.9) have the following group-theoretical properties.
Introducing operators
J+ =
1
2
n∑
s=1
(
a†s
)2
, J− =
1
2
n∑
s=1
(as)
2 , (2.13)
J0 =
1
2
n∑
s=1
(
a†sas + a
†
sas
)
=
1
2
H0,
one can easily verify the following commutation relations
[J0, J±] = ±J±, [J+, J−] = −2J0. (2.14)
For the Hermitian operators
Jx =
1
2
(J+ + J−) , Jy =
1
2i
(J+ − J−) , Jz = J0, (2.15)
we get
[Jx, Jy] = −iJz, [Jy, Jz] = iJx, [Jz, Jx] = iJy. (2.16)
These commutation rules are valid for the infinitesimal operators of the non-compact group SU (1, 1) ;
see, for example, [13], [25], [46] and [55] for more details.
We are going to use a different notation for the wave function (2.9) as follows
ψjm (x) = ψjm{ν} (x) = ΨNKν (r,Ω) = YKν (Ω) RNK (r) , (2.17)
where the new quantum numbers are j = K/2 + n/4 − 1 and m = N/2 + n/4 with m = j + 1,
j+2, ... . The inequality m ≥ j+1 holds because of the quantization rule (2.8), which gives N = K,
K + 2, K + 4, ... .
The operators J± and J0 in the spherical coordinates r,Ω have the form
J± =
1
2
(
H0 − r2 ± n
2
± r ∂
∂r
)
, J0 =
1
2
H0 (2.18)
and their actions on the oscillator wave functions are
J±ψjm =
√
(m∓ j) (m± j ± 1) ψj,m±1, J0ψjm = mψjm, (2.19)
whence
J2ψjm = j (j + 1)ψjm (2.20)
with J2 = J20 + J0 − J−J+ = J20 − J0 − J+J− . These relations coincide with the formulas that
define the action of the infinitesimal operators J± and J0 of the group SU (1, 1) on a basis |j,m〉
of the irreducible representation Dj+ belonging to the discrete positive series in an abstract Hilbert
space [13]. In our realization of this basis in terms of the wave functions (2.17), depending on
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the number n = dimRn, the moment j = K/2 + n/4 − 1 of the group SU (1, 1) and its projection
m = N/2+n/4 may assume integer, half-integer and quarter-integer values. Thus the wave functions
of the n-dimensional harmonic oscillator form a basis of the two-valued irreducible representation
Dj+ for the Lie algebra of SU (1, 1) .
Let us discuss in particular the group-theoretical properties of the wave functions (2.10) of the
one-dimensional harmonic oscillator. In view of the definition (1.3) of the creation and annihilation
operators,
iaΨN =
√
NΨN−1, −ia†ΨN =
√
N + 1ΨN+1, (2.21)
where we have used the familiar differentiation formulas
H ′k (ξ) = 2kHk−1 (ξ) = 2ξHk (ξ)−Hk+1 (ξ) (2.22)
for the Hermite polynomials. In this case the relations (2.19) hold for the basis functions of the
form
ψjm =
 (−1)
N/2ΨN , N = N
+ = 0, 2, 4, ... for j = −3/4,
(−1)(N−1)/2ΨN , N = N− = 1, 3, 5, ... for j = −1/4,
(2.23)
where m = N/2 + 1/4. Thus the even and odd wave functions ΨN (x) of the one-dimensional
harmonic oscillator form, respectively, bases for the two irreducible representations Dj+ of the algebra
SU (1, 1) with the moments j = −3/4 for the even values ofN = N+ and j = −1/4 for oddN = N−;
see [46] and [55] for more details.
3. Eigenfunction Expansion for the Time-Dependent Schro¨dinger Equation
In spirit of Dirac’s time-dependent perturbation theory in quantum mechanics, see [20], [26], [30],
[36], [41], [42], [53], we are looking for a solution of the initial values problem (1.7)–(1.9) as an
infinite multiple series
ψ = ψ (x, t) =
∑
j{ν}
∞∑
m=j+1
cm (t) ψjm{ν} (x) , (3.1)
where ψjm{ν} (x) are the oscillator wave functions (2.17) depending on the space coordinates x only
and cm (t) = cjm{ν} (t) are yet unknown time-dependent coefficients.
The Hamiltonian (1.8) belongs to a more general type
H (t) = ωJ0 + δ (t) J+ + δ
∗ (t) J− (3.2)
with δ (t) = e−iωt and ω = 2; see (2.13) for the definition of operators J± and J0. It is convenient to
proceed further with an arbitrary value of the parameter ω and then to choose a particular value.
Substituting expension (3.1) into the Schro¨dinger wave equation (1.7), with the help of (3.2),
(2.19) and the orthogonality property of the oscillator wave functions (2.17), namely,∫
R
n
ψ∗jm{ν} (x)ψj′m′{ν′} (x) dv = δjj′δmm′
(
δ{ν}{ν′}
)
, (3.3)
we obtain an infinite system of the first order ordinary differential equations
i
dcm (t)
dt
= ωm cm (t) + δ (t)
√
(m− j − 1) (m+ j) cm−1 (t) (3.4)
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+ δ∗ (t)
√
(m+ j + 1) (m− j) cm+1 (t) .
The following Ansatz
cm (t) =
√
(m− j − 1)!
(m+ j)!
e−iωmtum (t) (3.5)
results in
i
dum
dt
= δ (t) eiωt (m+ j) um−1 + δ
∗ (t) e−iωt (m− j) um+1. (3.6)
When δ (t) = e−iωt we obtain the system of the first order linear equations
i
du
dt
= Au, u (0) = u0, (3.7)
or, explicitly,
i
dum
dt
= (m+ j)um−1 + (m− j)um+1 (m = j + 1, j + 2, ... ,∞) (3.8)
with the Jacobi, or three diagonal, infinite matrix A independent of time t. The system in hand
should be solved subject to the initial conditions
u0m = u
0
m (0) =
√
(m+ j)!
(m− j − 1)! cm (0) (3.9)
=
√
(m+ j)!
(m− j − 1)!
∫
R
n
ψ∗jm{ν} (x)ψ0 (x) dv
in view of (1.9), (3.1) and (3.5).
The solution of the initial value problem (3.8)–(3.9) can be constructed as follows
um (t) =
∑
m′
u0m′ umm′ (t) , (3.10)
where umm′ (t) is a “Green” function, or particular solutions that satisfy the simplest initial condi-
tions
umm′ (0) = δmm′ . (3.11)
Thus the solution of the original initial value problem (1.7)–(1.9) is given by
ψ (x, t) =
∑
j{ν}
∞∑
m=j+1
cm (t) ψjm{ν} (x) (3.12)
with
cm (t) =
√
(m− j − 1)!
(m+ j)!
e−iωmt (3.13)
×
∞∑
m′=j+1
√
(m′ + j)!
(m′ − j − 1)! umm′ (t)
∫
R
n
ψ∗jm′{ν} (x
′)ψ0 (x
′) dv′,
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where the Green function umm′ (t) will be constructed in this paper in terms of the so-called
Bargmann function [13], [46]; see also (6.8). It will be done in section 6 after discussion of some
properties of the Meixner–Pollaczek polynomials and an integral evaluation in the next two sections.
4. The Meixner and Pollaczek Polynomials
The exact solution of the initial value problem (3.7) can be obtained with the help of the so-called
Meixner–Pollaczek polynomials. They can be introduced in the following way.
The Meixner polynomials [39]–[40], [1], [19], [21], [46] are given by
yn (x) = m
(γ, µ)
n (x) = (γ)n 2F1
(
−n, −x
γ
; 1− 1
µ
)
, (4.1)
where (γ)n = γ (γ + 1) · ... · (γ + n− 1) = Γ (γ + n) /Γ (γ) ; see also [12] for the definition of the
generalized hypergeometric series. Their orthogonality property is
∞∑
k=0
m(γ, µ)n (k) m
(γ, µ)
l (k)
µk (γ)k
k!
=
n! (γ)n
µn (1− µ)γ δnl (4.2)
with γ > 0 and 0 < µ < 1; the proof is given, for example, in [46] and [47].
An important generating relation for the hypergeometric function
∞∑
k=0
(r − k + 1)k
k!
sk 2F1
(
−k, −p
−r ; u
)
2F1
(
−k, −q
−r ; v
)
= (1 + s)r−p−q (1 + s− su)p (1 + s− sv)q
× 2F1
(
−p, −q
−r ;−
suv
(1 + s− su) (1 + s− sv)
)
, (4.3)
which is due to Meixner [40], gives an extension of the orthogonality property as
∞∑
k=0
m(γ, µ)n (k) m
(γ, µ)
l (k)
(µt)k (γ)k
k!
(4.4)
= (γ)n (γ)l
(1− t)n+l
(1− µt)n+l+γ 2F1
(
−n, −l
γ
;
(1− µ)2 t
µ (1− t)2
)
, |t| < 1,
equation (4.2) arises in the limit t→ 1−, and the explicit representation for the Poisson kernel
∞∑
n=0
m(γ, µ)n (x) m
(γ, µ)
n (y)
(µt)n
(γ)n n!
(4.5)
=
(1− t)x+y
(1− µt)x+y+γ 2F1
(
−x, −y
γ
;
(1− µ)2 t
µ (1− t)2
)
, |t| < 1.
The last two equations are related to each other in view of the self-duality
m(γ, µ)n (k) / (γ)n = m
(γ, µ)
k (n) / (γ)k (n, k = 0, 1, 2, ... ) (4.6)
of the Meixner polynomials; cf. (4.1).
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The Meixner–Pollaczek polynomials [39], [48], [19], [8], [46] given by
pn (x) = P
λ
n (x, ϕ) =
e−inϕ
n!
m(2λ, µ)n (ix− λ) , µ = e−2iϕ (4.7)
with λ > 0 and 0 < ϕ < pi satisfy the following three term recurrence relation
xP λn (x, ϕ) =
n+ 1
2 sinϕ
P λn+1 (x, ϕ)− (λ+ n)
cosϕ
sinϕ
P λn (x, ϕ) +
2λ+ n− 1
2 sinϕ
P λn−1 (x, ϕ) (4.8)
and the continuous orthogonality relation∫ ∞
−∞
P λn (x, ϕ) P
λ
m (x, ϕ) ρ (x) dx =
Γ (2λ+ n)
n!
δnm (4.9)
with respect to the weight function
ρ (x) =
1
2pi
(2 sinϕ)2λ |Γ (λ+ ix)|2 e(2ϕ−pi)x. (4.10)
The Poisson kernel
∞∑
n=0
n!
(2λ)n
tn P λn (x, ϕ) P
λ
n (y, ϕ) = (1− t)−2λ
(
1− t
1− e−2iϕt
)i(x+y)
(4.11)
× 2F1
(
λ− ix, λ− iy
2λ
; −4t sin
2 ϕ
(1− t)2
)
, |t| < 1
follows directly from (4.5) and (4.7). See [49] for a more general nonsymmetric form of this Poisson
kernel; its q-expensions are given in [4] and [51]. An extension of the orthogonality property is the
following Fourier integral
1
2pi
∫ ∞
−∞
e−2ixtP λn (x, ϕ) P
λ
m (x, ϕ) e
(2ϕ−pi)x |Γ (λ+ ix)|2 dx (4.12)
=
Γ (2λ+ n) Γ (2λ+m)
4λΓ (2λ)n!m!
eipiλ (sinh t)n+m
(cosϕ sinh t + i sinϕ cosh t)n+m+2λ
× 2F1
(
−n, −m
2λ
; −
(
sinϕ
sinh t
)2)
.
This integral evaluation will be given in the next section. In the limit t → 0 we obtain the
orthogonality relation (4.9)–(4.10). See also [3], [5], [8], and [34] for the introduction and properties
of the continuous Hahn polynomials that generalize the Meixner–Pollaczek polynomials.
5. Evaluation of the Integral
We consider the analytic continuation of the relation (4.4) in the parameter µ. By the Cauchy
residue theorem the left-hand side of (4.4) can be rewritten as an integral over the contour C1 (see
Figure 1), namely,
1
2pii
∫
C1
m(γ, µ)n (z) m
(γ, µ)
n (z) t
z ρ˜ (z) dz (5.1)
=
(1− t)x+y
(1− µt)x+y+γ 2F1
(
−x, −y
γ
;
(1− µ)2 t
µ (1− t)2
)
,
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1
2
− γ
Im z
Re z0 42
C1
C2
z ix
1
2
=− γ+
Figure 1. Contours in the complex plane.
where ρ˜ (z) = (γ)z Γ (−z) (−µ)z and |t| < 1. On the semicircle z = −γ/2+R eiθ with −pi/2 ≤ θ ≤
pi/2 the following estimate
ρ˜ (z) = O
(
Rγ−1 exp (R (cos θ ln |µ| − sin θ (arg (−µ)± pi)))) (5.2)
holds as R → ∞ [8]. Therefore for |µ| < 1 and |arg (−µ)| < pi the contour C1 in (5.1) can be
replaced by the contour C2 where z = −γ/2 + ix and −∞ < x <∞. In view of the estimate (5.2),
when |arg (−µ)| < pi the integral in (5.1) converges uniformly on the contour C2, where θ = ±pi/2,
for all values of |µ| . As a result, this integral can be analytically continued in the parameter µ
to the entire complex µ-plane with the cut along the positive real axis Reµ > 0. In particular,
equation (5.1) remains valid for both µ = exp (−2iϕ) and z = −γ/2 + ix (γ > 0, 0 < ϕ < pi) . The
substitution (4.7) results in the integral (4.12) evaluation when t→ e−2t.
6. Solution of the Initial Value Problem
We can now construct an explicit solution to the original Cauchy problem for the time-dependent
Schro¨dinger equation of a modified oscillator in (1.7)–(1.9). More precisely, we will solve the fol-
lowing partial differential equation
i
∂ψ
∂t
=
1
2
n∑
s=1
(
− (1 + cos 2t) ∂
2ψ
∂x2s
+ (1− cos 2t) x2sψ
)
(6.1)
− i
2
sin 2t
n∑
s=1
(
2xs
∂ψ
∂xs
+ ψ
)
subject to the initial condition
ψ (x, t)|t=0 = ψ0 (x) , x ∈ Rn (6.2)
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by using the eigenfunction expansion (3.12)–(3.13). Looking for a particular solution of the system
(3.8) in the form
um (t) = e
−2iξt pm (ξ) , (6.3)
where ξ is a spectral parameter, one gets
2ξpm (ξ) = (m+ j) pm−1 (ξ) + (m− j) pm+1 (ξ) (6.4)
which coincides with the recurrence relation for the Meixner–Pollaczek polynomials (4.8) when
λ = j + 1 and ϕ = pi/2. Thus
pm (ξ) = P
j+1
m−j−1
(
ξ,
pi
2
)
. (6.5)
In view of the orthogonality relation (4.9), the Green function umm′ (t) , or solution of the linear
system (3.8) that satisfies the initial condition umm′ (0) = δmm′ , can be obtain as the Fourier integral
over the spectral parameter
umm′ (t) =
1
d2m′
∫ ∞
−∞
e−2iξt pm (ξ) pm′ (ξ) ρ (ξ) dξ (6.6)
=
(m′ − j − 1)!
(m′ + j)!
22j+2
2pi
×
∫ ∞
−∞
e−2iξt P j+1m−j−1
(
ξ,
pi
2
)
P j+1m′−j−1
(
ξ,
pi
2
)
|Γ (j + 1 + iξ)|2 dξ
=
(m+ j)!
(m− j − 1)!
(−i)(m−j−1)+(m′−j−1)
Γ (2j + 2)
(sinh t)m+m
′−2j−2
(cosh t)m+m
′
× 2F1
( −m+ j + 1, −m′ + j + 1
2j + 2
; − 1
sinh2 t
)
,
where the last integral has been evaluated with the help of the integral representation (4.12).
The generalized spherical harmonics for the the discrete positive series Dj+ of the non-compact
Lorentz group SU (1, 1) are [13], [46]
T jmm′ (α, τ, γ) = e
−imαvjmm′ (τ) e
−im′γ , (6.7)
where the Bargmann functions vjmm′ (τ) are given by
vjmm′ (τ) = 〈jm|e−iτJy |jm′〉 = e−nτ/4
∫ ∞
0
RNK (r)RNK ′
(
e−τ/2r
)
rn−1dr (6.8)
=
(−1)m−j−1
Γ (2j + 2)
√
(m+ j)! (m′ + j)!
(m− j − 1)! (m′ − j − 1)!
(
sinh
τ
2
)−2j−2 (
tanh
τ
2
)m+m′
× 2F1
( −m+ j + 1, −m′ + j + 1
2j + 2
; − 1
sinh2 (τ/2)
)
.
This implies the symmetry relation
vjmm′ (τ) = (−1)m−m
′
vjm′m (τ) (6.9)
and the differentiation formula
2
d
dτ
vjm′m (τ) =
√
(m− j − 1) (m+ j) vjm′,m−1 (τ) (6.10)
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−
√
(m+ j + 1) (m− j) vjm′,m+1 (τ) ,
which follows directly from (6.8) and (2.19). Also
∞∑
m′′=j+1
vjmm′′ (τ) v
j
m′m′′ (τ) = δmm′ , (6.11)
see [13], [46], and [56] for more details.
Combining equations (3.12)–(3.13), (6.6) and (6.8)–(6.9) together, we finally arrive at the follow-
ing expression in terms of the Bargmann functions
cm (t) = e
−iωmt
∞∑
m′=j+1
im
′−mvjm′m (2t)
∫
R
n
ψ∗jm′{ν} (x
′)ψ0 (x
′) dv′ (6.12)
for the time-depending coefficients cm (t) in the expansion (3.12), namely,
ψ (x, t) =
∑
j{ν}
∞∑
m=j+1
cm (t) ψjm{ν} (x) , (6.13)
for the solution of the original initial value problem (1.7)–(1.9) with ω = 2. With the help of the
differentiation formula (6.10) one can easily verify that these coefficients cm (t) satisfy the system of
ordinary differential equations (3.4) with corresponding initial conditions. This gives a direct proof
that our solution ψ (x, t) does satisfy the initial value problem (1.7)–(1.9).
Thus constructed solution ψ (x, t) belongs to the space of the square integrable functions L2 (Rn)
for all times provided that the initial function ψ0 (x) is of the same class ψ0 ∈ L2 (Rn) . Indeed, in
this case the condition
∞∑
m=j+1
|cm (t)|2 = 1 (6.14)
holds for all values of t in view of the unitary relation (6.11) of Bargmann’s functions. We shall take
advantage of the group-theoretical meaning of this solution in order to cunstruct the corresponding
Green function later.
7. The Finite “Rotation” Operators
We apply a general approach to a certain type of the integral transforms [4], [51], [59], [58], which
was originated by Wiener [62], to our problem. Consider the following bilinear sum
St (r, r
′) =
∑
N=K,K+2,... ,∞
RNK (r)RNK (r
′) t(N−K)/2 (7.1)
= 2 exp
(− (r2 + r′2) /2) (rr′)K
×
∞∑
k=0
k!
Γ (K + n/2 + k)
L
K+n/2−1
k
(
r2
)
L
K+n/2−1
k
(
r′
2
)
tk
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for the oscillator radial functions (2.7). With the help of the Poisson kernel for the Laguerre
polynomials
∞∑
k=0
k!
(α + 1)k
Lαk (x)L
α
k (y) t
k (7.2)
= (1− t)−α−1 exp
(
−(x+ y) t
1− t
)
0F1
( −
α + 1
;
xyt
(1− t)2
)
,
see, for example, [50], p. 212; we derive the following closed form
St (r, r
′) =
2
Γ (K + n/2)
(rr′)
K
(1− t)−(K+n/2) exp
(
−r
2 + r′ 2
2
1 + t
1− t
)
× 0F1
(
−
K + n/2
;
(rr′)2 t
(1− t)2
)
, |t| ≤ 1, t 6= 1 (7.3)
for this kernel. In the case t = eiα one gets
Seiα (r, r
′) =
2−2j−1ei(pi−α)(j+1)
Γ (2j + 2) (sin (α/2))2j+2
(rr′)
2j+2−n/2
exp
(
r2 + r′ 2
2i tan (α/2)
)
× 0F1
(
−
2j + 2
; − (rr
′)2
4 sin2 (α/2)
)
, (7.4)
where we use the SU (1, 1) moment j = K/2 + n/4− 1.
Using the orthogonality property of the radial functions∫ ∞
0
RNK (r)RN ′K (r) r
n−1dr = δNN ′ , (7.5)
from (7.1) we obtain the following integral equation
t(N−K)/2RNK (r) =
∫ ∞
0
St (r, r
′)RNK (r
′) (r′)
n−1
dr′, |t| < 1. (7.6)
In the SU (1, 1) notations for the oscillator wave functions(2.17), when t = eiα, it takes the form
eimαψjm{ν} (x) =
∫ ∞
0
Gjα (r, r
′)ψjm{ν} (x
′) (r′)
n−1
dr′, (7.7)
where
Gjα (r, r
′) =
2−2j−1eipi(j+1)
Γ (2j + 2) (sin (α/2))2j+2
(rr′)
2j+2−n/2
exp
(
r2 + r′ 2
2i tan (α/2)
)
× 0F1
(
−
2j + 2
; − (rr
′)2
4 sin2 (α/2)
)
(7.8)
and x/r = x′/r′ = n = n (Ω) with n2 = 1. The following symmetry properties hold
Gjα (r, r
′) = Gjα (r
′, r) =
(
Gj−α (r, r
′)
)∗
(7.9)
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and the formal orthogonality relation is∫ ∞
r′′=0
(
Gjα (r, r
′′)
)∗
Gjα (r
′′, r′) (r′′)
n−1
dr′′ =
δ (r − r′)
rn−1
, (7.10)
where δ (r) is the Dirac delta function. Also,
∞∑
m=j+1
eimαψjm{ν} (x)ψ
∗
jm{ν} (x
′) = YKν (Ω) YKν (Ω
′) Gjα (r, r
′) , α 6= 0. (7.11)
In particular, when α = ±pi/2, one gets
(±i)m ψjm{ν} (x) =
∫ ∞
0
Gj±pi/2 (r, r
′)ψjm{ν} (x
′) (r′)
n−1
dr′ (7.12)
with
Gj±pi/2 (r, r
′) =
e±ipi(j+1) (rr′)2j+2−n/2
2jΓ (2j + 2)
e±(r
2+ r′ 2)/2i
0F1
( −
2j + 2
; −1
2
(rr′)
2
)
(7.13)
These formulas will allow us to find a different form of the solution (6.12)–(6.13) in the next section.
In the process we found out that the finite “rotation” operator e−iαJz of the group SU (1, 1) acts
on the oscillator wave functions (2.17) as the following integral operator
e−iαJzψjm{ν} (x) =
∫ ∞
0
Gj−α (r, r
′)ψjm{ν} (x
′) (r′)
n−1
dr′ (7.14)
= YKν (Ω)
∫ ∞
0
Gj−α (r, r
′)RNK (r
′) (r′)
n−1
dr′
with the kernel explicitly given by (7.8). Also, in view of (6.8),
e−iτJyψjm{ν} (x) =
∞∑
m′=j+1
vjm′m (τ) ψjm′{ν} (x) (7.15)
= e−nτ/4ψjm{ν}
(
e−τ/2x
)
= e−nτ/4YKν (Ω)RNK
(
e−τ/2r
)
,
see [46] for more details.
8. An Integral Form of the Solution
We rewrite the coefficients (6.12) in the form
cm (t) = e
−im(ωt+pi/2)
∞∑
m′=j+1
vjm′m (2t)
∫
R
n
(
(−i)m′ ψjm′{ν} (x′)
)∗
ψ0 (x
′) dv′ (8.1)
and use the integral transform (7.12) as
(−i)m′ ψjm′{ν} (x′) =
∫ ∞
0
Gj−pi/2 (r
′, r′′) ψjm′{ν} (x
′′) (r′′)
n−1
dr′′, (8.2)
where x′/r′ = x′′/r′′ = n′ = n (Ω′) , in order to obtain
cm (t) = e
−im(ωt+pi/2) (8.3)
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×
∫
R
n
(∫ ∞
0
Gj−pi/2 (r
′, r′′)
(
∞∑
m′=j+1
vjm′m (2t) ψjm′{ν} (x
′′)
)
(r′′)
n−1
dr′′
)∗
ψ0 (x
′) dv′
= e−im(ωt+pi/2)
∫
R
n
(∫ ∞
0
Gj−pi/2 (r
′, r′′)
(
e−2itJy ψjm{ν} (x
′′)
)
(r′′)
n−1
dr′′
)∗
ψ0 (x
′) dv′
= e−im(ωt+pi/2)−nt/2
∫
R
n
(∫ ∞
0
Gjpi/2 (r
′, r′′) ψ∗jm{ν}
(
e−tx′′
)
(r′′)
n−1
dr′′
)
ψ0 (x
′) dv′
with the help of (7.15). Substitution into the eigenfunction expansion (6.13) gives
ψ (x, t) = e−nt/2
∫
R
n
ψ0 (x
′) (8.4)
×
∑
j{ν}
∫ ∞
0
Gjpi/2 (r
′, r′′)
(
∞∑
m=j+1
e−im(ωt+pi/2)ψjm{ν} (x)ψ
∗
jm{ν}
(
e−tx′′
))
(r′′)
n−1
dr′′
 dv′,
where by (2.17) and (7.11)
∞∑
m=j+1
e−im(ωt+pi/2)ψjm{ν} (x)ψ
∗
jm{ν}
(
e−tx′′
)
= YKν (Ω) Y
∗
Kν (Ω
′) Gj−ωt−pi/2
(
r, e−tr′′
)
, (8.5)
and our solution takes the form
ψ (x, t) = e−nt/2
∫
R
n
ψ0 (x
′) (8.6)
×
∑
j{ν}
YKν (Ω) Y
∗
Kν (Ω
′)
∫ ∞
0
Gjpi/2 (r
′, r′′) Gj−ωt−pi/2
(
r, e−tr′′
)
(r′′)
n−1
dr′′
 dv′
with ω = 2. The last integral can be evaluated with the help of the formula (15.5) from the appendix
at the end of the paper∫ ∞
0
Gjpi/2 (r
′, r′′)
(
Gj2t+pi/2
(
r, e−tr′′
))∗
(r′′)
n−1
dr′′ (8.7)
= ent/2
eipi(j+1)
2jΓ (2j + 1)
(rr′)2j+2−n/2
(e−t cos (t + pi/4)− et sin (t + pi/4))2j+2
× exp
(
r2
2i
et cos (t+ pi/4) + e−t sin (t + pi/4)
e−t cos (t+ pi/4)− et sin (t+ pi/4)
)
× exp
(
(r′)2
2i
e−t cos (t + pi/4) + et sin (t+ pi/4)
e−t cos (t+ pi/4)− et sin (t+ pi/4)
)
× 0F1
(
−
2j + 2
; − (rr
′)2
2 (e−t cos (t+ pi/4)− et sin (t+ pi/4))2
)
.
As a result, the solution of the Cauchy initial value problem (1.7)–(1.9) is given by
ψ (x, t) =
∫
R
n
Gt (x,x
′) ψ0 (x
′) dv′, (8.8)
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where the Green function is
Gt (x,x
′) =
∑
Kν
YKν (Ω) Y
∗
Kν (Ω
′) GKt (r, r′) (8.9)
with
GKt (r, r′) =
e−ipi(2K+n)/4
2K+n/2−1Γ (K + n/2)
(rr′)K
(cos t sinh t+ sin t cosh t)K+n/2
(8.10)
× exp
(
i
(
r2 + (r′)2
)
cos t cosh t− (r2 − (r′)2) sin t sinh t
2 (cos t sinh t+ sin t cosh t)
)
× 0F1
(
−
K + n/2
; − (rr
′)2
4 (cos t sinh t+ sin t cosh t)2
)
.
The details of the calculations are left to the reader.
The Green function can also be independently found by separation of the variables in the Cartesian
coordinates. Indeed, when n = 1 and K = 0, 1 with the help of the familiar relations
cosα = 0F1
( −
1/2
; −α
2
4
)
, sinα = α 0F1
( −
3/2
; −α
2
4
)
(8.11)
our equations (8.9)–(8.10) can be reduced to
Gt (x, x
′) =
1
2
(G0t (x, x′) + G1t (x, x′)) (8.12)
=
1√
2pii (cos t sinh t+ sin t cosh t)
× exp
((
x2 − (x′)2) sin t sinh t+ 2xx′ − (x2 + (x′)2) cos t cosh t
2i (cos t sinh t+ sin t cosh t)
)
,
which gives the Green function for the one-dimensional Schro¨dinger equation (6.1); we shall elabo-
rate on the one-dimensional case in the next section. Thus, in the general case,
Gt (x,x
′) =
n∏
s=1
Gt (xs, x
′
s) (8.13)
=
(
1
2pii (cos t sinh t + sin t cosh t)
)n/2
× exp
(
(x2 − x′2) sin t sinh t + 2x · x′ − (x2 + x′2) cos t cosh t
2i (cos t sinh t + sin t cosh t)
)
,
and equation (8.9) gives an expansion formula for this Green function in terms of the corresponding
hyperspherical harmonics. This type of oscillatory integrals is discussed in [57].
The time evolution operator for the time-dependent Schro¨dinger equation (1.7) can formally be
written as
U (t, t0) = T
(
exp
(
− i
ℏ
∫ t
t0
H (t′) dt′
))
, (8.14)
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where T is the time ordering operator which orders operators with larger times to the left [18], [26].
Namely, this unitary operator takes a state at time t0 to a state at time t, so that
ψ (x, t) = U (t, t0)ψ (x, t0) (8.15)
and
U (t, t0) = U (t, t
′)U (t′, t0) , (8.16)
U−1 (t, t0) = U
† (t, t0) = U (t0, t) . (8.17)
We have constructed this time evolution operator explicitly in (8.8), as the integral operator with
the kernel given by (8.13), for the particular form of the time-dependent Hamiltonian operator of a
modified oscillator in (1.8).
9. The Forced Modified Oscillator
In the previous section, among other things, we have solved the following one-dimensional time-
depending Schro¨dinger equation for a modified oscillator
i
∂ψ
∂t
= −1
2
(1 + cos 2t)
∂2ψ
∂x2
+
1
2
(1− cos 2t) x2ψ − i
2
sin 2t
(
2x
∂ψ
∂x
+ ψ
)
(9.1)
on the infinite interval subject to the initial condition
ψ (x, t)|t=0 = ψ0 (x) (−∞ < x <∞) . (9.2)
Our solution takes the form
ψ (x, t) =
∫ ∞
−∞
G0 (x, y, t) ψ0 (y) dy, (9.3)
where the Green function (or Feynman’s propagator) is given by
G0 (x, y, t) =
1√
2pii (cos t sinh t+ sin t cosh t)
(9.4)
× exp
(
(x2 − y2) sin t sinh t+ 2xy − (x2 + y2) cos t cosh t
2i (cos t sinh t+ sin t cosh t)
)
.
This expression may be considered as a generalization of the propagator for the simple harmonic
oscillator; see [22], [23], [24], [30], [31], [41], and references therein.
In this section, we shall extend this solution to a more general case of the forced modified oscillator
with the Schro¨dinger equation of the form
i
∂ψ
∂t
= −1
2
(1 + cos 2t)
∂2ψ
∂x2
+
1
2
(1− cos 2t) x2ψ (9.5)
− i
2
sin 2t
(
2x
∂ψ
∂x
+ ψ
)
− f (t) xψ + ig (t) ∂ψ
∂x
,
where f (t) and g (t) are two arbitrary real valued functions of time only. Indeed, by a method
similar to one in [38] and [41] for the case of the forced harmonic oscillator, one can look for the
Green function in the form
ψ = u eiS, (9.6)
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where u = G0 (x, y, t) is the fundamental solution of the Schro¨dinger equation for the modified
oscillator (9.1) and S = α (t) x+ β (t) y + γ (t) . Its substitution into (9.5) results in(
dα
dt
x+
dβ
dt
y +
dγ
dt
)
u (9.7)
=
1
2
(1 + cos 2t)
(
−α2u+ 2iα∂u
∂x
)
− sin 2t αxu+ fxu+ g
(
αu− i∂u
∂x
)
,
where by (9.4)
∂u
∂x
= i
x (cos t cosh t− sin t sinh t)− y
cos t sinh t+ sin t cosh t
u. (9.8)
Thus
dα
dt
x+
dβ
dt
y +
dγ
dt
= − sin 2t α x+ f x (9.9)
− 1
2
(1 + cos 2t)
(
α2 + 2α
x (cos t cosh t− sin t sinh t)− y
cos t sinh t + sin t cosh t
)
+ g
(
α+
x (cos t cosh t− sin t sinh t)− y
cos t sinh t + sin t cosh t
)
and equating the coefficients of x, y and 1, we obtain the following system of the first order differ-
ential equations
dα (t)
dt
+
2
tan t + tanh t
α (t) = f (t) + g (t)
1− tan t tanh t
tan t + tanh t
, (9.10)
dβ (t)
dt
=
(1 + cos 2t)α (t)− g (t)
cos t sinh t + sin t cosh t
, (9.11)
and
dγ (t)
dt
= α (t) g (t)− 1
2
(1 + cos 2t)α2 (t) . (9.12)
In view of
µ′ (t)
µ (t)
=
2
tan t+ tanh t
, µ (t) = cos t sinh t+ sin t cosh t, (9.13)
equation (9.10) takes the form
d
dt
(µ (t)α (t)) = µ (t)
(
f (t) + g (t)
1− tan t tanh t
tan t + tanh t
)
. (9.14)
The solutions are
α (t) = (cos t sinh t+ sin t cosh t)−1 (9.15)
×
∫ t
0
(f (s) (cos s sinh s+ sin s cosh s) + g (s) (cos s cosh s− sin s sinh s)) ds,
β (t) =
∫ t
0
(1 + cos 2s)α (s)− g (s)
cos s sinh s+ sin s cosh s
ds, (9.16)
γ (t) =
∫ t
0
(
α (s) g (s)− 1
2
(1 + cos 2s)α2 (s)
)
ds. (9.17)
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The solution of the Schro¨dinger equation (9.5) with the initial condition (9.2) has the form
ψ (x, t) =
∫ ∞
−∞
G (x, y, t)ψ0 (y) dy (9.18)
with the Green function given by
G (x, y, t) = G0 (x, y, t) e
i(α(t)x+β(t)y+γ(t)). (9.19)
Extensions for the n-dimensional case and to the corresponding heat equation are obvious. The
details are left to the reader.
10. Expansion Formula for a Plane Wave
Equations (8.9)–(8.10) and (8.13) imply the familiar expansion formula of a plane wave in Rn in
terms of the hyperspherical harmonics
eix·x
′
= rr′
(
2pi
rr′
)n/2∑
Kν
iK Y ∗Kν (Ω) YKν (Ω
′) JK+n/2−1 (rr
′) , (10.1)
where
Jν (z) =
(z/2)ν
Γ (ν + 1)
0F1
(
−
ν + 1
; −(rr
′)2
4
)
(10.2)
is the Bessel function. Although expansion (10.1) is well known in the three dimensional case [26],
we were not able to find it in the literature for the (hyper)spherical system of coordinates in Rn,
corresponding to a general binary tree in Vilenkin–Kuznetsov–Smorodinski˘ı’s graphical approach
[46]. Dick Askey has informed us that this formula follows immediately from the Funk–Hecke
theorem [1] and a familiar integral giving the Bessel functions as a Fourier transform. Bochner
essentially has this in his book [17]; also see Claus Mu¨ller’s lectures on spherical harmonics [43]
and [44]; it is probably in some notes of Calderon published in Argentina, but they are not widely
available. Also see [10], [11], and recent papers [15] and [16].
Let us consider a few examples.
Case n = 1. This is simply Euler’s formula
eiϕ = cosϕ+ i sinϕ (10.3)
in view of the familiar relations
J−1/2 (z) =
√
2
piz
cos z, J1/2 (z) =
√
2
piz
sin z. (10.4)
Case n = 2. Let x = r cos θ and y = r sin θ; see Figure 2(a). Then the expansion formula (10.1)
simplifies to
eirr
′ cos(θ−θ′) =
∞∑
m=−∞
imJm (rr
′) eim(θ−θ
′), (10.5)
or
eiz sinϕ =
∞∑
m=−∞
Jm (z) e
imϕ. (10.6)
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θ
ϕ
y x zxy
m ( a )
ϕ
Figure 2. Spherical harmonics in R2 and R3.
This is a well known relation in the theory of Bessel functions; see, for example, [1] and [47].
Case n = 3. If x = r sin θ cosϕ, y = r sin θ sinϕ, z = r cos θ (Figure 2(b)), the expansion formula
(10.1) takes the familiar form
eix·x
′
=
(2pi)3/2√
rr′
∞∑
l=0
l∑
m=−l
il Jl+1/2 (rr
′) Y ∗lm (θ, ϕ)Ylm (θ
′, ϕ′) , (10.7)
see [26], [36], and [47] for more details.
l
m θ
( a )
l ψ
x1
ϕ
( b )
θ
ϕ1
x4
ϕ2
l2l1
x2 x3
l
x2 x3 x4 x1
Figure 3. Spherical harmonics in R4.
Case n = 4. Two different system of the spherical coordinates in R4 are
x1 = r sinψ sin θ sinϕ,
x2 = r sinψ sin θ cosϕ,
x3 = r sinψ cos θ,
x4 = r cosψ
and
x1 = r sin θ sinϕ1,
x2 = r sin θ cosϕ1,
x3 = r cos θ sinϕ2,
x4 = r cos θ cosϕ2,
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see Figures 3(a)–(b), respectively. The corresponding spherical harmonics are given by
Yl′lm (ψ, θ, ϕ) = A sin
l ψ P
(l+1/2, l+1/2)
l′−l (cosψ) (10.8)
× sin|m| θ P (|m|, |m|)l−|m| (cos θ) eimϕ (l′ ≥ l ≥ |m|) ,
where
A =
√
(2l + 1) (2l′ + 2) (l −m)! (l +m)! (l′ − l)! (l′ + l + 1)!√
pi 2l+|m|−2l!Γ (l′ + 3/2)
,
and
Yl l1l2 (θ, ϕ1, ϕ2) =
ei(l1ϕ1+l2ϕ2)
2pi
N sin|l1| θ cos|l2| θ P
(|l1|, |l2|)
(l−|l1|−|l2|)/2
(cos 2θ) (10.9)
(l = |l1|+ |l2| , |l1|+ |l2|+ 2, |l1|+ |l2|+ 4, ... .)
with
N =
√
(2l + 2) [(l − |l1| − |l2|) /2]! [(l + |l1|+ |l2|) /2]!
[(l + |l1| − |l2|) /2]! [(l − |l1|+ |l2|) /2]! ,
respectively. Here P
(α, β)
n (ξ) are the Jacobi polynomials.
The expansion formulas take the forms
eix·x
′
=
(2pi)2
rr′
∞∑
l′=0
l′∑
l=0
l∑
m=−l
il
′
Y ∗l′lm (ψ, θ, ϕ) Y
∗
l′lm (ψ
′, θ′, ϕ′) Jl′+1 (rr
′) (10.10)
and
eix·x
′
=
(2pi)2
rr′
∑
(l−|l1|−|l2|)/2≥0
∑∑
l/2≥(|l1|+|l2|)/2≥0
il Y ∗l l1l2 (θ, ϕ1, ϕ2) Yl l1l2 (θ
′, ϕ′1, ϕ
′
2) Jl+1 (rr
′) , (10.11)
respectively.
 
 
 
x1
ln
θ1
l1
x2 x3 xn-1 xn
l2
ln-1
θ2
θ
n-1
θ
n
Figure 4. Spherical harmonics in Rn.
The n-dimensional case. The canonical system of hyperspherical coordinates in the Euclidean
space Rn can be set up as follows
x1 = r sin θn−1 sin θn−2 · · · sin θ2 sin θ1,
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x2 = r sin θn−1 sin θn−2 · · · sin θ2 cos θ1,
x3 = r sin θn−1 sin θn−2 · · · cos θ2,
.............................
xn−1 = r sin θn−1 cos θn−2,
xn = r cos θn−1
with 0 ≤ θ1 ≤ 2pi, 0 ≤ θk ≤ pi and k = 2, ... , n− 1 (Figure 4); see [1] and [46] for more details.
The hyperspherical harmonics have the form
Yln−1ln−2... l1 (θn−1, θn−2, ... , θ1) = A
n−1∏
k=3
sinlk−1 θk P
(2jk−1+1, 2jk−1+1)
lk+1−lk
(θk) (10.12)
× sin|l1| θ2 P (|2j1+1|, |2j1+1|)l2−l1 (cos θ2) eil1θ1
(ln−1 ≥ ln−2 ≥ ... ≥ l2 ≥ |l1|) ,
where 2jk + 1 = lk + (k − 1) /2 and A is a normalizing constant. The expansion formula is
eix·x
′
= rr′
(
2pi
rr′
)n/2 ∑
ln−1≥ln−2≥... ≥l2≥|l1|
iln−1 Jln−1+n/2−1 (rr
′) (10.13)
× Y ∗ln−1ln−2... l1 (θn−1, θn−2, ... , θ1) Yln−1ln−2... l1 (θn−1, θn−2, ... , θ1) .
We leave the details to the reader.
11. The Schro¨dinger Equation on the Group SU (1, 1)
Equation (1.7) admits the following algebraic generalization. Let J± and J0 be infinitesimal
operators of the Lie algebra SU (1, 1) and |j,m〉 = ψjm (x) be a basis of the irreducible representation
Dj+ belonging to the discrete positive series in certain Hilbert space [13]. We may call the equation
i
∂ψ
∂t
= H (t)ψ (11.1)
with the Hamiltonian of the form
H (t) = ω (t) J0 + δ (t)J+ + δ
∗ (t)J−, (11.2)
where ω (t) is a real valued function of time and δ (t) is a complex valued function of time, the
time-dependent Schro¨dinger equation on the group SU (1, 1) .
The eigenfunction expansion
ψ (x, t) =
∞∑
m=j+1
cm (t) ψjm (x) (11.3)
results in the system
i
dcm (t)
dt
= ω (t)m cm (t) + δ (t)
√
(m− j − 1) (m+ j) cm−1 (t) (11.4)
+ δ∗ (t)
√
(m+ j + 1) (m− j) cm+1 (t)
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with m = j + 1, j + 2, ... similar to (3.4). When δ (t) = e−iωt and ω =constant, the same consider-
ations as in sections 3 and 6 give us the solution of the corresponding Cauchy initial value problem
in the form of the expansion (11.3) with the time-dependent coefficients
cm (t) = e
−iωmt
∞∑
m′=j+1
im
′−mvjm′m (2t) (ψjm′, ψ0) , (11.5)
where vjm′m (2t) are the Bargmann functions (6.8) and
(ϕ, χ) =
∫
Supp µ
ϕ∗ (x)χ (x) dµ (x) (11.6)
is the inner product in the Hilbert space under consideration. A formal substitution of (11.5) into
(11.3) results in
ψ (x, t) =
∫
Supp µ
G (x, y, t) ψ0 (y) dµ (y) (11.7)
with
G (x, y, t) =
∞∑
m=j+1
∞∑
m′=j+1
e−iωmt im
′−m vjm′m (2t) ψjm (x)ψjm′ (y) . (11.8)
The original Cauchy initial value problem (1.7)–(1.9) provides an explicit model of the abstract
Hilbert space. Another realization is a quasipotential model of the relativistic oscillator; see, for
example, [37], [7], and [8]. We shall discuss this model and its generalization in the next two
sections. Propagators for the difference models of the simple harmonic oscillator [9] can be derived
in a similar fashion. The details are left to the reader.
12. Propagator for the Relativistic Oscillator
For the consistent three-dimensional description of a relativistic two-particle system in quantum
field theory a quasipotential approach had been formulated and, in the framework of this approach,
some relativistic generalizations of the exactly solvable problems of quantum mechanics have been
considered; see [37], [7], and references therein for more information. We shall discuss here a model
of the (simple) relativistic oscillator described by the following Hamiltonian operator
H0 = mc
2 cosh (iλ∂x) +
1
2
mω2x (x+ iλ) exp (iλ∂x) , (12.1)
where λ = ℏ/mc is the Compton wave length, ∂x = ∂/∂x and exp (α∂x) f (x) = f (x+ α) is the
shift operator. The square-integrable solutions of the stationary Schro¨dinger equation
H0Ψn (x) = EnΨn (x) (−∞ < x <∞) (12.2)
on the real line, which correspond to the discrete energy levels
En = ℏω (n+ ν) , ν =
1
2
+
√
1
4
+
( c
λω
)2
(n = 0, 1, 2, ... ) , (12.3)
can be found in terms of the special Meixner–Pollaczek polynomials [8] as follows
Ψn (x) = 2
ν
√
n!
2piλΓ (n + 2ν)
(ν (ν − 1))−ix/2λ Γ (ν + ix/λ) P νn (x/λ, pi/2) . (12.4)
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On the other hand, solution of the Cauchy initial value problem for the time-dependent Schro¨dinger
equation
iℏ
∂ψ
∂t
= H0ψ (12.5)
with the Hamiltonian (12.1) subject to the initial condition
ψ (x, t)|t=0 = ψ0 (x) ∈ L2 (−∞,∞) (12.6)
has the form
ψ (x, t) =
∞∑
n=0
e−i(En t)/ℏ Ψn (x)
∫ ∞
−∞
Ψ∗n (y)ψ0 (y) dy (12.7)
=
∫ ∞
−∞
G0 (x, y, t) ψ0 (y) dy,
where the Green function (or Feynman’s propagator)
G0 (x, y, t) =
∞∑
n=0
e−iω(n+ν)t Ψn (x) Ψ
∗
n (y) (12.8)
can be found in a closed form as follows
G0 (x, y, t) =
1
2piλ
( c
λω
)i(y−x)/λ
(i sin (ωt/2))i(y−x)/λ (cos (ωt/2))−i(x+y)/λ (12.9)
× Γ (i (x− y) /λ) 2F1
(
ν − ix/λ, 1− ν − ix/λ
1 + i (y − x) /λ ; sin
2 (ωt/2)
)
+
1
2piλ
( c
λω
)i(y−x)/λ
(i sin (ωt/2))i(x−y)/λ (cos (ωt/2))−i(x+y)/λ
× Γ (i (y − x) /λ) Γ (ν + ix/λ) Γ (ν − iy/λ)
Γ (ν − ix/λ) Γ (ν + iy/λ)
× 2F1
(
ν − iy/λ, 1− ν − iy/λ
1 + i (x− y) /λ ; sin
2 (ωt/2)
)
.
We have used here the Poisson kernel for the Meixner–Pollaczek polynomials (4.11) in order to sum
the series and a transformation formula for the analytic continuation of the hypergeometric function
[1] and [47].
13. A Modified Relativistic Oscillator
As is known [7] a dynamical symmetry group for the relativistic oscillator with the Hamiltonian
(12.1) is the group SU (1, 1) (or isomorphic groups SO (2, 1) ∼ Sp (2,R) ∼ SL (2,R)), whose
generators are realized as the difference operators
K0 =
1
ℏω
H0, K± =
x
λ
± iK0 ∓ ic
λω
exp (−iλ∂x) (13.1)
acting on the eigenfunctions of the Hamiltonian (12.1) as follows
K+Ψn (x) =
√
(n+ 1) (n + 2ν) Ψn+1 (x) , (13.2)
K−Ψn (x) =
√
n (n + 2ν − 1) Ψn−1 (x) ,
K0Ψn (x) = (n+ ν) Ψn (x) .
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The wavefunctions Ψn (x) = ψjm with n = m− j − 1 and ν = j + 1 form the basis for the infinite-
dimensional irreducible unitary representations of the discrete positive series Dj+ of the universal
covering group S˜U (1, 1) ; see equations (2.19).
In this section, we shall solve the time-dependent Schro¨dinger equation
iℏ
∂ψ
∂t
= H (t)ψ (13.3)
with a modified Hamiltonian of the form
H (t) = H0 + ℏ (δ (t)K+ + δ
∗ (t)K−) , δ (t) = e
−iωt (13.4)
subject to the initial condition (12.6). The eigenfunction expansion
ψ (x, t) =
∞∑
m=j+1
cm (t) ψjm (x) (13.5)
leads to the familiar system (3.4), whose solutions in terms of the Bargmann functions are
cm (t) = e
−iωmt
∞∑
m′=j+1
im
′−mvjm′m (2t)
∫ ∞
−∞
ψ∗jm′ (y)ψ0 (y) dy. (13.6)
Thus
ψ (x, t) =
∫ ∞
−∞
G (x, y, t) ψ0 (y) dy, (13.7)
where the Green function is given by
G (x, y, t) =
∞∑
m=j+1
∞∑
m′=j+1
e−iωmt im
′−m vjm′m (2t) ψjm (x)ψ
∗
jm′ (y) . (13.8)
This multiple series can be simplified to two single sums. Indeed, rewriting the wave functions
(12.4) in terms of the hypergeometric function
ψjm (x) =
2j+1√
2piλ
(j (j + 1))−ix/2λ Γ (j + 1 + ix/λ)
Γ (2j + 2)
√
(m+ j)!
(m− j − 1)! (13.9)
× (−i)m−j−1 2F1
( −m+ j + 1, j + 1− ix/λ
2j + 2
; 2
)
by (4.7) and (4.1) and then using the Meixner generating relation (4.3), we have
∞∑
m′=j+1
im
′−j−1 vjm′m (2t) ψ
∗
jm′ (y) (13.10)
=
2j+1√
2piλ
(j (j + 1))iy/λ Γ (j + 1− iy/λ)
Γ (2j + 2)
e−2ity/λ
× (−1)m−j−1
√
(m+ j)!
(m− j − 1)! 2F1
( −m+ j + 1, j + 1 + iy/λ
2j + 2
; 2
)
= im−j−1 e−2ity/λ ψ∗jm (y) .
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Thus, say for a pure imaginary time,
G (x, y, t) =
∞∑
m=j+1
e−iωmt (−i)m−j−1 ψjm (x) (13.11)
×
∞∑
m′=j+1
im
′−j−1 vjm′m (2t) ψ
∗
jm′ (y)
=
1
2piλ
(j (j + 1))i(y−x)/2λ
Γ (j + 1 + ix/λ) Γ (j + 1− iy/λ)
Γ (2j + 2)
× e−2ity/λ (cos (ωt/2))−2j−2 (i tan (ωt/2))i(y−x)/λ
× 2F1
(
j + 1− ix/λ, j + 1 + iy/λ
2j + 2
;
1
cos2 (ωt/2)
)
.
Here we use a transformation formula for the analytic continuation of the hypergeometric function
[1] and [47] in order to obtain the final result as follows
G (x, y, t) =
1
2piλ
( c
λω
)i(y−x)/λ
e−2ity/λ (i sin (ωt/2))i(y−x)/λ (cos (ωt/2))−i(x+y)/λ (13.12)
× Γ (i (x− y) /λ) 2F1
(
ν − ix/λ, 1− ν − ix/λ
1 + i (y − x) /λ ; sin
2 (ωt/2)
)
+
1
2piλ
( c
λω
)i(y−x)/λ
e−2ity/λ (i sin (ωt/2))i(x−y)/λ (cos (ωt/2))i(x+y)/λ
× Γ (i (y − x) /λ) Γ (ν + ix/λ) Γ (ν − iy/λ)
Γ (ν − ix/λ) Γ (ν + iy/λ)
× 2F1
(
ν + ix/λ, 1− ν + ix/λ
1 + i (x− y) /λ ; sin
2 (ωt/2)
)
.
Comparing expressions (12.9) and (13.12) for two propagators, one can see that
G (x, y, t) = G0 (x, y, t) e
−2ity/λ. (13.13)
It also follows from (12.8), (13.9), (13.10), and (13.11). The details are left to the reader.
14. A System of Ordinary Differential Equations
Consider the following infinite system of ordinary differential equations
i
dun (t)
dt
= (n+ 1)un+1 (t)− 2 (n+ λ) cosϕ un (t) + (n + 2λ− 1) un−1 (t) , (14.1)
with v−1 (t) = 0 (n = 0, 1, 2, ... ) subject to the initial conditions
un (0) = u
0
n. (14.2)
Looking for a particular solution in the form
un (t) = e
−2ixt sinϕ P λn (x, ϕ) , (14.3)
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one gets the three term recurrence relation (4.8) for the Meixner–Pollaczek polynomials P λn (x, ϕ) .
The particular solution that satisfies the initial conditions vnm (0) = δnm is given in the integral
form
unm (t) =
1
d2m
∫ ∞
−∞
e−2ixt sinϕ P λn (x, ϕ) P
λ
m (x, ϕ) ρ (x) dx, (14.4)
where ρ (x)and d2m are the weight function and the squared norm for the Meixner–Pollaczek poly-
nomials P λn (x, ϕ) , respectively; see (4.9)–(4.10). The solution of the initial value problem is
un (t) =
∞∑
m=0
u0m unm (t) . (14.5)
The last integral can be evaluated as a single sum with the help of Meixner’s generating relation
(4.3). The final result is
unm (t) =
(2λ)n
n!
eipiλ (sinϕ)2λ (sinh (t sinϕ))n+m
(cosϕ sinh (t sinϕ) + i sinϕ cosh (t sinϕ))n+m+2λ
(14.6)
× 2F1
(
−n, −m
2λ
; −
(
sinϕ
sinh (t sinϕ)
)2)
.
This is an extention of (6.3)–(6.6) where ϕ = pi/2.
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15. Appendix. Another Integral Evaluation
The following integral∫ ∞
0
e−λzzγ−1 1F1
(
α
γ
; kz
)
1F1
(
α′
γ
; k′z
)
dz (15.1)
= Γ (γ)λα+α
′−γ (λ− k)−α (λ− k′)−α′ 2F1
(
α, α′
γ
;
kk′
(λ− k) (λ− k′)
)
is evaluated in [29] and [36]. When α′ = α, replace λ = µα, z = x/α and take the limit α = n→∞
with the help of
lim
α→∞
1F1
(
α
γ
;
kx
α
)
= 0F1
( −
γ
; kx
)
, (15.2)
lim
α→∞
2F1
(
α, α
γ
;
kk′
(µα− k) (µα− k′)
)
= 0F1
( −
γ
;
kk′
µ2
)
, (15.3)
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lim
n→∞
(
1 +
β
n
)n
= eβ. (15.4)
The end result ∫ ∞
0
e−µx xγ−1 0F1
( −
γ
; kx
)
0F1
( −
γ
; k′x
)
dx (15.5)
= Γ (γ)µ−γe(k+k
′)/µ
0F1
( −
γ
;
kk′
µ2
)
is required in section 8 of this paper.
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