The transport of sediment load in rivers is important with respect to pollution, channel navigability, reservoir filling, longevity of hydroelectric equipment, fish habitat, river aesthetics and scientific interest. However, conventional sediment rating curves cannot estimate sediment load accurately. An adaptive neuro-fuzzy technique is investigated for its ability to improve the accuracy of the streamflowsuspended sediment rating curve for daily suspended sediment estimation. The daily streamflow and suspended sediment data for four stations in the Black Sea region of Turkey are used as case studies. A comparison is made between the estimates provided by the neuro-fuzzy model and those of the following models: radial basis neural network (RBNN), feed-forward neural network (FFNN), generalized regression neural network (GRNN), multi-linear regression (MLR) and sediment rating curve (SRC). Comparison of results reveals that the neuro-fuzzy model, in general, gives better estimates than the other techniques. Among the neural network techniques, the RBNN is found to perform better than the FFNN and GRNN.
INTRODUCTION
Correct estimation of the sediment volume carried by a river is very important for many water resources projects. The prediction of river sediment load also constitutes an important issue in hydraulic and sanitary engineering. It is well-known that all reservoirs are designed to a volume known as the "dead storage" to accommodate the incoming sediment that will accumulate over the economic life of the reservoir. Underestimation of sediment yield results in insufficient reservoir capacity, while overestimation will lead to over-capacity reservoirs. Only the appropriate reservoir design and operation is sufficient, and justifies every effort to determine sediment yield accurately. In sanitary engineering, the prediction of river sediment load has an additional significance, especially if the particles also transport pollutants.
Several attempts have been made to relate the amount of sediment transported by a river to flow conditions such as discharge, velocity and shear stress. However, none of the equations derived have received universal acceptance. Usually, either the weight or the concentration of sediment is related to the discharge. These two forms are often used interchangeably. McBean & Al-Nassri (1988) examined this issue and concluded that the practice of using sediment load vs Jang (1993) introduced an architecture and a learning procedure for the fuzzy inference systems (FIS) that uses a neural network learning algorithm to construct a set of fuzzy IF-THEN rules with appropriate membership functions (MFs) from the specified input-output pairs. This procedure of developing a FIS using the framework of adaptive neural networks is referred to as an adaptive neuro-fuzzy inference system (ANFIS). There are two methods that ANFIS learning employs for updating membership function parameters: (a) back-propagation for all parameters (a steepest descent method); and (b) a hybrid method consisting of back-propagation for the parameters associated with the input membership and least-squares estimation for the parameters associated with the output MFs. As a result, the training error decreases, at least locally, throughout the learning process. Therefore, the more the initial MFs resemble the optimal ones, the easier it will be for the model parameter training to converge. Human expertise about the target system to be modelled may aid in setting up these initial membership function parameters in the FIS structure.
For instance, assume that the FIS has two inputs x and y and one output f. For the first-order Sugeno fuzzy model, a typical rule set with two fuzzy IF-THEN rules can be expressed as:
Rule 1: IF x is A 1 and y isB 1 , THEN f = p 1 x + q 1 y + r 1
Rule 2: IF x is A 2 and y is B 2 , THEN f = p 2 x + q 2 y + r 2 (2)
where A 1 , A 2 and B 1 , B 2 are the MFs for inputs x and y, respectively, and p 1 , q 1 , r 1 and p 2 , q 2 , r 2 are the parameters of the output function. The functioning of the ANFIS can be found in Kisi (2005) .
Radial basis neural networks (RBNN)
Radial basis neural networks were introduced into the neural network literature by Broomhead & Lowe (1988) . The RBNN consists of two layers whose output nodes form a linear combination of the basis functions. The basis functions in the hidden layer produce a significant non-zero response to input stimulus only when the input falls within a small localized region of the input space. Hence, this paradigm is also known as a localized receptive field network (Lee & Chang, 2003) .
Transformation of the inputs is essential for fighting the "curse of dimensionality" in empirical modelling. The type of input transformation of the RBNN is the local nonlinear projection using a radial fixed-shape basis function. After nonlinearly squashing the multi-dimensional inputs without considering the output space, the radial basis functions play the role of regressors. Since the output layer implements a linear regressor, the only adjustable parameters are the weights of this regressor. These parameters can therefore be determined using the linear least-squares method, which gives an important advantage for convergence. The RBNN method does not perform parameter learning as in the back-propagation networks, but just performs linear adjustment of the weights for the radial bases. This characteristic of the RBNN gives the advantage of a very fast converging time without local minima, since its error function is always a convex. The basic concept and algorithm of the RBNN can be found in Kisi (2004) . In the study, different numbers of hidden layer neurons and spread constants are examined for the RBNN models with a simple trial-and-error method adding some loops to the program codes.
Feed-forward neural networks (FFNN)
A FFNN distinguishes itself by the presence of one or more hidden layers, whose computation nodes are correspondingly called hidden nodes. The function of hidden nodes is to intervene between the external input and the network output in some useful manner. By adding one or more hidden layers, the network is enabled to extract higher-order statistics. In a rather loose sense, the network acquires a global perspective despite its local connectivity, due to the extra set of synaptic connections and the extra dimension of NN interconnections. The detailed theoretical information about FFNN is given in Haykin (1998) .
In this study, FFNNs were trained using the Levenberg-Marquardt technique, because it is more powerful and faster than the conventional gradient descent technique (Hagan & Menhaj, 1994; Cigizoglu & Kisi, 2006) . The basic concept of the Levenberg-Marquardt algorithm is described by Kisi (2004) .
The FFNN can have more than one hidden layer; however, theoretical works have shown that a single hidden layer is sufficient for a FFNN to approximate any complex nonlinear function (Cybenco, 1989; Hornik et al., 1989) . Therefore, in this study, a one-hidden-layer FFNN is used. For all FFNN simulations in this study, adaptive learning rates were used to speed up training. The numbers of hidden layer neurons were found using a simple trial-and-error method in all applications. The sigmoid and linear functions are used for the activation functions of the hidden and output nodes, respectively.
Generalized regression neural networks (GRNN)
The generalized regression neural networks (GRNN) architecture (Specht, 1991) subsumes the RBNN method. It approximates any arbitrary function between input and output vectors, drawing the function estimate directly from training data. It looks similar to common feed-forward topology used with back-propagation training; however, its operation is fundamentally different. The GRNN is based on nonlinear regression theory for function estimation. The training set
)
consists of values for x, each with a corresponding value for y. This regression method produces the estimated value of y, which minimizes the squared error.
The GRNN does not require an iterative training procedure as in the back propagation method explained by Specht (1991) . The local minima problem was not faced in GRNN simulations. The basic concept and explanation of the GRNN can be found in Kisi (2004) .
Particular to the GRNN is the use of the smoothing factor, σ, which alters the degree of generalization of the network. High smoothing factors, approaching 1, will straighten the path of the prediction line, while smoothing factors approaching 0 essentially create a dot-to-dot map. While high smoothing factors increase the network's ability to generalize, they may also degrade the error of prediction. Conversely, low smoothing factors degrade the network's ability to generalize, or make predictions at all. Therefore, a range of smoothing factors was tested in the study in order to determine the optimum smoothing factors for model inputs.
Multiple linear regression (MLR)
If it is assumed that the dependent variable Y is affected by m independent variables X 1 , X 2 , ..., X m and a linear equation is selected for the relation among them, the regression equation of Y can be written as:
y in this equation shows the expected value of the variable Y when the independent variables take the values X 1 = x 1 , X 2 = x 2 , ..., X m = x m . In the present study, y is the suspended sediment value for the current day and x 1 , x 2 , …, x m are the discharge and suspended sediment values for previous days and current discharge.
The regression coefficients a, b 1 , b 2 , ..., b m are evaluated, similar to simple regression, by minimizing the sum of the e yi distances of observation points from the plane expressed by the regression equation (Bayazit & Oguz, 1998 In this study, the coefficients of the regressions were determined using the least squares method.
Sediment rating curve (SRC)
The sediment rating curve equation, which depends on the relationship between suspended sediment load and water discharge is given by:
where Q t is the water discharge (m 3 /s) at time t; S t is the suspended sediment load (t/d -1 ) at time t and a and b are constants which depend on river characteristics.
Using equation (5) Sediment rating curves are obtained using the training data domain described above. These curves are presented in Fig. 1 . 
CASE STUDY

Definition of the study area: Black Sea region
The Bosphorus, the Sea of Marmara and the Dardanelles connect the Black Sea with the Aegean Sea. The Black Sea basins and a part of northern Asia Minor in Turkey drain through the Coruh, Yesilirmak, Kizilirmak and Sakarya rivers (Fig. 2) . The principal basins in this region are the Coruh, Dogu Karadeniz (eastern Black Sea) and Yesilirmak, and the most important river basin is the Coruh, which originates from the Mescit Mountains (3225 m a.m.s.l.). The river flows 466 km before reaching the Black Sea near Batum, Georgia. The river also includes Oltu Creek (151 km) and Tortum Creek (120 km). The basin is 19 900 km 2 and its annual precipitation volume is 5 × 10 9 m 3 . Fed by the melt waters of the eastern Black Sea mountains, the river flow is at its highest in May and early June; later in June, the water levels will start to drop and the river becomes slightly less daunting. All this is set against the constant backdrop of the eastern Black Sea mountains. The Dogu Karadeniz (eastern Black Sea) basin is located in the north of the main mountain chain. It consists of many small streams and torrents flowing in deep parallel south-north gorges, which contain numerous waterfalls. Harsit, Iyi and Oltu streams are some of the small streams in the eastern Black Sea region. These streams have short courses but high water flows as the coasts of the Black Sea are very steep.
The climates of the region can be largely divided into three types, according to unique characteristics: coastal, highland and inland climates. The coastal climate zone receives over 1000 mm of rainfall. It is mild with mean temperatures ranging from about 4°C in winter to about 23°C in summer. Annual rainfall between Rize and Hopa even exceeds 2000 mm, which is unique in Turkey for year-round rainfall and mist precipitation. This climate has much in common with that of Atlantic Europe. The highland climate is characterized by low temperature and high snowfall in winter, and relatively low temperature and humidity in summer. Some areas under this climate have very high rainfall all year round and mist precipitation. The inland climate reaches its extremes in inland provinces with hot, dry summers, when the temperatures may reach 42°C, and cold, snowy winters. 
Compilation of field data
The study uses daily streamflow and suspended sediment data for Harsit Stream (Station no. 2201), Iyi Stream (Station no. 2218), Coruh River (Station no. 2316) and Oltu Stream (Station no. 2325) in the Black Sea region of Turkey (see Fig. 2 The observation durations for the field data of the gauging stations are between 170 and 280 days (5-9 months). Because of the bad weather conditions, field data of the same durations could not be observed. So, the quantities of data are between 151 and 260.
Of these field data, both streamflow (water discharge) and suspended sediment (suspended sediment load) were measured and observed by The Hydraulics Researches Group (HRG) in the Department of Civil Engineering, Hydraulics Division in the Eastern Black Sea Technical University, Trabzon in Turkey, where the second author was employed (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) . The characteristics of the river basins and observations are given in Table 1 . The bedload was not measured or calculated, since the main purpose of this study is to analyse and discuss the performance of several data-driven techniques in prediction of suspended sediment.
The number of data sets collected from stations 2201, 2218, 2316 and 2325 is 213, 260, 238 and 151, respectively. The database developed contains one component of input values (water discharge), and one output value (suspended sediment load), split in such a way that, in the applications, 80% of the whole data set is used for training and the remaining 20% for testing. The first group of 171, 209, 191, 121 observations was used to establish the models for stations 2201, 2218, 2316 and 2325, respectively. The remaining 42, 51, 47, 30 observations, respectively, were used to test the effectiveness of the method. For each station, the daily data were used to train and test the ANFIS and ANN models. The statistical parameters of the streamflow and sediment concentration data of the stations are given in Table 2 . It can be seen that the sediment data and flow data have skewed distributions. In the training sediment data of Harsit Station, minimum and maximum values fall in the range 3-12 523 t d -1
. However, the maximum of the testing sediment data of Harsit Station is 34 389 t d -1 , which is much higher than the value of the corresponding training set. This is also the case for the other stations. These values may make it difficult to extrapolate in predicting extreme sediment values.
APPLICATION AND RESULTS
First, the ANFIS technique was applied to the suspended sediment and flow data using various input combinations. The input combinations that were tested to estimate suspended sediment values are: (i) Q t ; (ii) Q t and Q t-1 ; (iii) Q t and S t-1 ; and (iv) Q t , Q t-1 and S t-1 . The output is the daily sediment value, S t .
Four different program codes, including neural networks and fuzzy logic toolboxes, were written in MATLAB language for the simulation of ANFIS and different ANN techniques, namely, radial basis neural network (RBNN), feed-forward neural network (FFNN), and generalized regression neural network (GRNN). Different ANFIS and ANN architectures were tried using these codes and the appropriate model structures were determined. Then, the ANFIS and ANN models were tested and the results compared by means of RMSE (root mean square error) and R 2 (coefficient of determination) statistics. The R 2 measures the degree to which two variables are linearly related; RMSE measures the goodness-of-fit relevant to high sediment values (Karunanithi et al., 1994) and is defined as: Most data-driven modelling methods perform well when the data have a distribution that is close to normal. Therefore, a log transformation of the input and output variables was applied so that the distributions of the transformed variables were closer to normal. Different ANFIS architectures were tried and the appropriate model structures were determined for each input combination. The final architectures of the ANFIS models, that were found after many trials, are given in Table 3 . Accordingly, for input combination (iv) of the Harsit Stream, the ANFIS model has 2, 2 and 3 pi MFs for inputs Q t , Q t-1 and S t-1 , respectively.
The RMSE and R 2 values of each ANFIS in the test period are given in Table 4 . There are many parameters (rainfall, moisture content of soil, land-use pattern, slope factor, soil characteristics, etc.) that affect the next-day suspended sediment load. Although the discharge and previous suspended sediment load values are used in the present study, the model results seem to be promising. The reason behind this may be the fact that the suspended sediment load mostly depends on discharge, since the slopes of the rivers are very steep (fast flowing rivers), as mentioned in the preceding section. From Table 4 , one can see for which input combination the ANFIS model has the highest accuracy, for each basin considered. It is clear that the ANFIS performance for the first input combination (only current discharge) is the worst, due to the hysteresis effect between suspended sediment load and discharge. In other words, the suspended sediment load for a given level of streamflow discharge in the rising stage of a streamflow hydrograph is greater than in the falling stage. This confirms that the practice of using suspended sediment load vs discharge is misleading, as stated by McBean & Al-Nassri (1988) . Considering the mean values of the suspended sediments in the test period (see Table 2 ), it can be said that the ANFIS model performs better for the Coruh River and Oltu Stream stations than for the Harsit and Iyi stream stations. Note that the Oltu Stream is a tributary of the Coruh River (see Fig. 2 ). The characteristics of the discharge and suspended sediment concentration are probably similar for these two stations. It can be seen from Table 4 that for the Oltu Stream, the ANFIS model, whose inputs are Q t and Q t-1 , (input combination (ii)) has the lowest RMSE value (228 t d -1 ), while R 2 is not in agreement with the RMSE criterion. Note that, in the study, the main model performance criterion is the RMSE. The authors selected the best model considering this criterion. The R 2 term provides information for linear dependence between observations and corresponding estimates. Therefore it is not always expected that R 2 is in agreement with the RMSE. For example, in the case of two time series such as (Y i, observed = 1, 2, 3, ..., 10; Y i, predicted = 20, 40, 60, ..., 200), the R 2 between these two series is equal to 1, whereas the RMSE value is quite high. A R 2 value equal to 1 does not guarantee that a model captures the behaviour of the investigated time series. The parameters of the ANFIS models which showed the highest accuracy for each station are provided in Tables 5  and 6 . For Station 2218, the model whose inputs are Q t , Q t-1 and S t-1 was found to be best.
The ANFIS estimates for the best input combinations (Table 4) are compared with those of the RBNN, FFNN, GRNN, multilinear regression (MLR) and sediment rating curve (SRC) techniques in Table 7 . For the Harsit Stream, the RBNN has the lowest RMSE (1335 t d -1 ). The RBNN performance seems to be slightly better than that of the ANFIS model from the RMSE viewpoint. The SRC performs the worst. The MLR accuracy is close to that of GRNN model. The estimation of total suspended sediment load was also considered for comparison, owing to its importance in reservoir management. The total sediment amounts were calculated by integrating the sediment values of the test period. For the Harsit Stream, the ANFIS, RBNN, FFNN, GRNN and MLR predicted the total sediment amount of 133 151 t as 123 872, 129 073, 108 459, 84 970 and 106 225 t, respectively, i.e. with underestimations of 7, 3.1, 18.5, 36.2 and 20.2%, respectively, while the SRC resulted in 155 609 t, an overestimation of 16.9%. The RBNN estimate is closest to the observed value. The ANFIS model is ranked as the second best. Note that the total sediment amounts refer to the time duration given in Table 1 . These amounts are not annual values. Comparison of the observed and estimated suspended sediments is shown in Fig. 3 , in the form of sediment graph and scatter plot. It is seen from the sediment graphs that the ANFIS and RBNN estimates closely follow the observed values. The under-and over-estimations of the FFNN, GRNN, MLR and SRC models are clearly seen. This is confirmed by the scatter plots: the fit-line equations and R 2 values show that the ANFIS and RBNN model estimates are closer to the exact fit line (y = x) than those of the FFNN, GRNN, MLR and SRC, especially for high values (>10 000 t d -1 ). Table 5 ; s is the bias term (see equation (2)). Table 7 indicates that the ANFIS model has the lowest RMSE value (522 t d -1 ) for the Iyi Stream. Unlike the Harsit Stream, here the FFNN performs better than the RBNN model and the SRC performance seems to be better than the MLR. For the Iyi Stream, while the ANFIS estimated the total suspended sediment load as 69 957 t, compared to the observed value of 70 740 t, an underestimation of 1.1%, the RBNN, FFNN, GRNN, MLR and SRC models resulted in 59 706, 59 178, 27 056, 24 579 and 19 155 t, respectively, underestimations of 15.6, 16.3, 61.8, 65 .3 and 72.9%, respectively. The ANFIS estimate is very close to the observed value. Here, the RBNN model is ranked as the second best. The accuracy of the GRNN, MLR and SRC models is very poor in estimation of total suspended sediment load. The observed and estimated suspended sediments for Iyi Stream are shown in Fig. 4 . It is clearly seen from the sediment graphs that the ANFIS estimates are closer to the corresponding observed values than those of the other models. The underestimations of the peaks are clearly seen for the RBNN, GRNN, MLR and SRC models. It can be seen from the fit-line equations in Fig. 4 (assume that the equation is y = a 0 x + a 1 ) that the a 0 coefficient for the ANFIS model is closer to 1, with a lower bias value (a 1 = -16), than those of the others. This confirms the RMSE statistics evaluated in Table 7 . It can be seen from Table 7 that the ANFIS model has the lowest RMSE for the Coruh River. Of all the ANN models, the RBNN shows the best accuracy. Here, the SRC technique gives much better estimates than the MLR and GRNN models. The FFNN also has good accuracy. For the Coruh River, the total suspended sediment load estimates of the ANFIS, FFNN, GRNN, MLR, SRC and RBNN are 6, 9.4, 44, 46, and 6.2% lower, and 1% higher, than the observed value (326 297 t), respectively. The RBNN has the closest estimate as found for the Harsit Stream. The ANFIS and SRC models have similar results and perform better than the FFNN, GRNN and MLR models. Here also, the GRNN and MLR seem to be inadequate at modelling total suspended sediment load, as found in the preceding applications. The estimation performances for the Coruh River are depicted in Fig. 5 . It is clearly seen from the sediment graphs that, while the ANFIS and RBNN estimates closely follow the corresponding observed values, the GRNN, MLR and SRC significantly underestimate the peak values. The FFNN model also provides accurate estimates; it has a higher R 2 value than the ANFIS. However, considering the fit-line equations, the a 0 coefficient for the ANFIS model estimates is closer to 1 with a lower bias value than the FFNN model. Although the fit-line equation of the RBNN seems to be closest to the exact line (y = x), the estimates are not close to the fit-line equation (R 2 = 0.992). For the Oltu Stream (see Table 7 ), the ANFIS model outperforms the other models in terms of the RMSE. Here also, the trend of the results is the same as for the Coruh River. The main reason behind this may be the fact that the Oltu Stream is a tributary of the Coruh River (see Fig. 2 ). The discharge and suspended sediment transport probably show similar characteristics for these two stations, as mentioned before. The RBNN has slightly poorer performance than the ANFIS model. The FFNN model estimates also seem to be accurate. Unlike the preceding applications, the GRNN provides much better estimates here than the MLR and SRC models. The total suspended sediment load estimates of the ANFIS, RBNN, FFNN, GRNN, MLR and SRC are 4.4, 2.2, 4.9 and 13.1 lower, and 17.9 and 19.9% higher, than the observed value (52 619 t), respectively. The RBNN estimate is closest to the observed value. The ANFIS and FFNN models have similar estimates and perform better than the GRNN, MLR and SRC models. The observed and estimated suspended sediment values are compared in Fig. 6 ; as can be observed from this figure, the ANFIS and RBNN model estimates are very similar and are more accurate than those of the other models. While the GRNN and MLR underestimate the peak value, the SRC overestimates it. To summarize, the ANFIS model seems to be more suitable than the RBNN, FFNN, GRNN, MLR and SRC models for the process of establishing a rating relationship between discharge and suspended sediment load. Problems frequently arise in a nonlinear manner. The rating curve technique assumes a linear relationship between logS and logQ values, since the SRC is obtained by establishing linear regression between the logarithm transformation of the sediment and flow data. Such models require that the variables are normally distributed. It is evident from Table 2 that the streamflow and sediment data have scattered distributions (see C sx values in Table 2 ). Therefore, these techniques are not adequate in view of the complexity of the problem. The ANN models generally provide better estimates than the MLR and SRC techniques. The main advantages of using ANNs are their flexibility and ability to model nonlinear relationships. Mathematically, an ANN may be treated as a universal approximator (ASCE Task Committee, 2000) . This technique has already become a prospective research area with great potential, due to the ease of application and simple formulation. However, the ANFIS model combines the transparent, linguistic representation of a fuzzy system with the learning ability of the ANN. Therefore, it can be trained to perform an input/output mapping, just as with an ANN, but with the additional benefit of being able to provide the set of rules on which the model is based. This gives further insight into the process being modelled (Sayed et al., 2003) .
CONCLUSIONS
The potential of an adaptive neuro-fuzzy technique (ANFIS) in estimating daily suspended sediment load was examined by comparing the results with those obtained by using RBNN, FFNN, GRNN, MLR and SRC models. Based on the comparison results, the ANFIS technique was found to perform better than the other models. Of all the ANN techniques, the RBNN generally performed better than the FFNN and GRNN. The GRNN method provided the worst suspended sediment load estimates of all the applications relative to the RBNN and FFNN models. The SRC technique was generally found to be better than the MLR. The third application indicated that the SRC may yield better suspended sediment load estimates than the GRNN model.
The ANFIS model accuracy was also investigated by comparing the results with those of the other models. The comparisons revealed that the RBNN had the best accuracy in total suspended sediment load estimation. The ANFIS model ranked as the second best. The GRNN, SRC and MLR models were found to be insufficient in modelling total suspended sediment load. However, two applications indicated that the SRC may yield better total suspended sediment load estimates than the FFNN model. The difficulties in estimating suspended sediment load using only current discharge, resulting from the hysteresis effect, were also indicated in the study.
