Visuomanual co-ordination requires the merging of ocular and arm information in a common frame of reference. Here we consider behavioural evidence in humans for the use of a viewer-centred frame in the specification of end point positions of reaching. We then review anatomical and neurophysiological data in the non-human primate that indicate a prominent role of the parietal cortex in the process of multisensory fusion that leads to egocentric representations of space. Finally, we discuss the functional anatomy of the human parietal cortex in visuomanual co-ordination as revealed by neuroimaging.
Introduction
A long-standing issue in physiology concerns the nature of the neural codes used to store spatial information for reaching movements (cf. Georgopoulos, 1991; Jeannerod, 1991; Paillard, 1991; Caminiti & Johnson, 1992; Kalaska & Crammond, 1992; Stein, 1992; Lacquaniti, 1997; Wise et al., 1997) . Planning a reach requires the localization of both the target and the arm in threedimensional (3D) space, and the translation of this spatial information into the appropriate motor commands. Multiple sensory systems (e.g. visual and proprioceptive systems) generally contribute spatial information, and the movement often involves the co-ordination of several body segments, as in orientating the eyes, head and arm together toward the target (Jeannerod, 1988; Lacquaniti, 1997) . Multi-systemic sensorimotor co-ordination affords most efficient achievement of the behavioural goal, but it may result in a babel of spatial codes at the level of the nervous system. In fact each peripheral sensory and motor apparatus is endowed with its specific geometry and organization. For instance, the direction of a stationary visual target is mapped topographically on the retina, whereas arm position can be monitored also by proprioception in the intrinsic frame of reference of muscle, joint and skin receptors.
This heterogeneity is mirrored in the diversity of modes of neural processing along the pathways that originate from different sensors or that are directed to different effectors. Ultimately, however, the heterogeneity of the spatial representations needs be reconciled across different channels at the level of the central nervous system (CNS) by merging multimodal information in a unitary map of space (Simpson & Graf, 1985; Lacquaniti, 1997; Knudsen & Brainard, 1995) .
In this review, we focus on the case when reaching is performed with visual feedback of the hand, the most common situation in everyday life. We will argue that the end-point positions of reaching are specified by combining visuo-spatial, gaze and arm information in a common egocentric frame of reference. Recent behavioural and neuroimaging data in humans, as well as anatomical and neurophysiological data in the non-human primate will be reviewed. Special emphasis will be given to the contribution of posterior parietal cortex within the distributed neural network involved in visuomanual coordination.
Psychophysical evidence for multisensory fusion in reaching
In human psychophysics, the frames of reference used by the brain may be revealed by the differences in precision between the neural channels that process spatial information independently (Soechting & Flanders, 1989; Gordon et al., 1994; McIntyre et al., 1997) . To this end, the spatial errors made by subjects who point to a visual target after a brief delay following target extinction are analysed statistically. If spatial information is processed in independent neural channels, random noise in one channel should be statistically independent of noise in the other channels (McIntyre et al., 1997) . Let us consider the case, for instance, that the level of noise is greater in one channel relative to that in another. This will result in anisotropy of the spatial distribution of the end-points, the direction of maximum and minimum variance corresponding to the spatial orientation of the underlying independent channels.
In the experiment of Figure 1 , the subject looked at a small target placed by a robot at a random location in 3D space (McIntyre et al., 1997) . The target was lit for a period of 1.4 s, then was extinguished and quickly removed. After a 0.5 s delay, the subject pointed to the remembered target location. Experiments were performed under dim lighting conditions, allowing successive vision of the target and of the finger tip against a uniform, black background. These viewing conditions were designed to test the role of different egocentric signals (visual and proprioceptive) in reconstructing target and hand position, excluding allocentric visual cues from the background. In FIG. 1. Variable error for pointing to targets in the left, middle and right workspace regions. Ellipsoids represent the 95% tolerance region for a single target, computed from 180 movements. Lines emanating from each ellipsoid indicate the direction of the primary axis (major eigenvector of the covariance matrix) projected to intersect with the frontal plane through the subject forehead. The ' ϩ ' indicates the average starting hand position for all movements. A schematic picture of the head and trunk of the subject is shown along with the variable errors in two views: from above (left panel) and from the side (right panel). Figure 1 , ' ϩ ' denotes the average starting position of the finger for all movements. The final finger positions (end-points) over many repeated trials to the same target locations are scattered within the grey regions (95% tolerance ellipsoids). The lines sticking out of the ellipsoids indicate the axis of maximum variance projected to intersect the frontal plane through the subject forehead.
Under these experimental conditions, the pointing errors of the hand are scattered along the sight-line, the variability of the endpoint distance relative to the eyes being consistently greater than the variability of the end point direction relative to the same origin. These results are found independently of the specific location of the target within the 3D workspace (Fig. 1) , the hand (left or right) used to perform the movement, the starting position of the hand, and the orientation of the head and eyes during the task (McIntyre et al., 1997) . Therefore one can conclude that the specification of the final position of the hand occurs in a viewer-centred reference frame (direction and distance from the eyes), as opposed to shoulder-centred or hand-centred frames (McIntyre et al., 1997) .
A multiplicity of cues contribute to localizing both the target and the hand relative to the eyes: these cues include visual intensity, accommodation, retinal topography, stereodisparity, and ocular vergence/version (Collewijn & Erkelens, 1990) . A process of fusion of these cues predicts the specific anisotropy of the pointing errors of the arm (McIntyre et al., 1997) . Thus visuomanual co-ordination involves the merging of ocular and arm information in a common egocentric binocular frame. The motor commands directed to the arm and the sensory reafference of arm position are initially defined in the intrinsic frames of reference of the arm muscles, joint and skin receptors. As indicated by the experiments reviewed above, arm position is subsequently redefined in viewer-centred coordinates in order to be compared with the location of the remembered target, which is defined in the same coordinates.
In the following we discuss possible neural substrates for the process of multisensory fusion leading to egocentric representations of reaching in a parieto-frontal network.
© 1998 European Neuroscience Association, European Journal of Neuroscience, 10, [195] [196] [197] [198] [199] [200] [201] [202] [203] A cortical network for visual reaching Cortical coding of reaching occurs within a distributed parieto-frontal network comprised of many different areas (Fig. 2) . It has recently been shown in the monkey that visual signals and eye position signals are combined with arm position signals to generate the motor commands for reaching (see Boussaoud, 1995; Ferraina et al., 1997a, b; Wise et al., 1997) . Visuo-proprioceptive integration might occur in a common egocentric frame, realizing a network for the co-ordinate transformations involved in the control of reaching under visual guidance (Lacquaniti, 1997) .
Routes of visuo-spatial signals to the parieto-frontal network
These anatomical substrates have been worked out in detail only recently (Johnson et al., 1993; Tanné et al., 1995) . Objects in the visual field are processed within a cortical network of more than 30 visual areas (Felleman & VanEssen, 1991) . These areas are organized within two major cortico-cortical pathways or streams, each of which originates in the primary visual cortex (V1). The ventral stream is directed to the inferior temporal cortex and is important for object recognition, whereas the dorsal stream is directed into the posterior parietal cortex and is important for spatial perception and visuomotor performance (Ungerleider & Mishkin, 1982; Goodale & Milner, 1992; Caminiti et al., 1996b; Jeannerod, 1996) . Here we are concerned with this dorsal stream.
Spatial visual information flows from V1, V2, V3 to middle temporal area (MT) and medial superior temporal area (MST). Cells in these temporal areas are broadly tuned to the direction and pattern of visual motion (Sakata et al., 1985; Snowden et al., 1992) . Visualtracking neurones in MST receive convergent signals indicating current retinal image motion, eye rotation and head rotation (Thier & Erickson, 1992) . Many neurones in MT and MST are selective to different combinations of the optic flow components (translation, dilation, rotation and deformation, Duffy & Wurtz, 1991) . In addition, spatial visual signals reach the parieto-occipital area (PO; Covey Caminiti et al., 1996a.) et Gattass et al., 1985; Colby et al., 1988) , which receives direct projections from V1, V2, V3, MT and MST. PO has a quasiuniform representation of the retina without foveal magnification. As one moves from V1, V2, V3 to MT, MST and PO, the receptive field size of individual neurones increases. Large receptive fields may contribute to localizing objects over retinal translation.
Visual information is relayed from PO to the medial intraparietal area (MIP) and to area 7m. Area 7m receives also from areas 7a and lateral intraparietal area (LIP) of the inferior parietal cortex and projects to dorsal area 5 and MIP in the superior parietal cortex. Both MIP and 7m are connected with the dorsal premotor cortex (area PMd), and its boundary with primary motor cortex (M1). Short corticocortical connections may quickly transfer visuospatial information to M1. This step-wise progression of information from visual to motor cortices is paralleled by a direct projection from PO to the rostral part of dorsal premotor cortex (PMdr, Tanné et al., 1995; Johnson et al., 1996) . Furthermore, the connections between 7a and 7m (Cavada & Goldman-Rakic, 1989) can offer a route to frontal motor areas to the signals coming from the population of reaching neurones of the inferior parietal lobule (Mountcastle et al., 1975; MacKay, 1992; Snyder et al., 1997) . In addition, MST projects to areas of the inferior parietal lobule and of the lateral bank of the intraparietal © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, [195] [196] [197] [198] [199] [200] [201] [202] [203] sulcus (area 7a, LIP, ventral intraparietal area (VIP), Cavada & Goldman-Rakic, 1989; Andersen et al., 1990; Boussaoud et al., 1990) . These parietal areas in turn send information to the ventral premotor area (PMv, areas F4 and F5 of Matelli et al., 1986) . The network involving inferior parietal and ventral premotor areas plays a special role in the control of hand preshaping and grasping (see Jeannerod et al., 1995) . This anatomical layout of the distributed cortical system indicates that both parallel and hierarchical mechanisms are set in operation when a visual stimulus is presented which serves as a target for a reaching movement.
Gaze-position signals
The visual receptive fields of neurones in different cortical regions are modulated by the position of the eye in the orbit. This was originally shown by Andersen & Mountcastle (1983) in the inferior parietal cortex and has been later extended to V1 (Trotter et al., 1992) , V3a (Galletti & Battaglini, 1989) , PO (Galletti et al., 1993) , MT and MST (Squatrito & Maioli, 1996; Bremmer et al., 1997a) , 7a and LIP (Andersen et al., 1990b; Bremmer et al., 1997b) , PMv and dorsolateral prefrontal cortex (Boussaoud et al., 1993) .
It has been suggested that the combination of retinotopic receptive fields with eye position signals may result in a distributed code of target location relative to the viewer (Andersen et al., 1985; Galletti et al., 1993) . The receptive fields of the neurones do not appear to shift their retinal locations when eye position changes, but the visual and eye position signals interact with one another to form gain fields in which the amplitude of the visual response is modulated by eye position (Andersen et al., 1985) . Thus these parietal neurones are tuned to a particular location in head-centred space, but only over a limited range of eye positions. Generating a signal, then, for location in head-centred space independent of eye position requires the activity of not one but a subset of parietal neurones (Andersen, 1995) .
In addition, eye-position signals can modulate arm movement related activity in area 7m (Ferraina et al., 1997a) , and PMd (Boussaoud, 1995) . Thus, there exists ample evidence for the kind of neural integration of visual, eye-position and arm-position signals that would be required to generate the egocentric representations described by psychophysics.
Somatosensory signals in the parietal lobe
Dorsal area 5 is located on the exposed surface of the superior parietal lobule (SPL), and partly in the medial bank of the intraparietal sulcus. It is essentially a somatosensory and somatomotor centre, receiving its main cortical input from SI (mostly area 2, Jones et al., 1978) and being endowed with a wide representation of the arm, with some crude somatotopy. Dorsal area 5 does not receive direct visual inputs, in contrast with the adjacent area of SPL lying within the medial bank of the intraparietal sulcus, area MIP (Johnson et al., 1993; . It has reciprocal cortico-cortical connections with M1 and M1/PMd border (Jones et al., 1978; Strick & Kim, 1978; Johnson et al., 1989; . It is connected also with supplementary motor area (SMA), cingulate cortex, n. lateralis posterior and pulvinar of the thalamus (Jones et al., 1978) . The majority of neurones in dorsal area 5 have pure somesthetic receptive fields that are generally larger than those found in area 2 (Duffy & Burchfiel, 1971; Burbaud et al., 1991) . These fields are often multimodal (cutaneous and proprioceptive) and receive inputs from one or more limb segments (Duffy & Burchfiel, 1971; Sakata et al., 1973; Mountcastle et al., 1975; Burbaud et al., 1991) . Receptive fields encompassing the chest, shoulder, elbow and wrist have been reported (Burbaud et al., 1991) . Single joint neurones reflect sensitively steady joint positions (Mountcastle et al., 1975) . There is another population of neurones whose discharge is modulated weakly or not at all by passive mobilization of the limb, but is modulated strongly by active movements (Mountcastle et al., 1975; Burbaud et al., 1991) , perhaps through a re-entrant mechanism of central origin. Motorrelated cells can discharge well before the onset of the movement, as is the case for the motor areas of frontal cortex (Mountcastle et al., 1975; Kalaska et al., 1983; Chapman et al., 1984; Burbaud et al., 1991) , and many such cells are also active during an instructed-delay period preceding directional movements (Seal et al., 1983; Crammond & Kalaska, 1989; Ferraina & Bianchi, 1994) . In sum, neural activity in area 5 cannot therefore be considered as a pure reflection of sensory re-afferences during movement. Many neurones in area 5 appear to encode primarily movement kinematics, and to a lesser extent dynamics (Kalaska et al., 1990) .
Coding of arm posture in area 5 may reside in the activity of populations of neurones which use sensory information to provide a high-order representation of movement. For instance, hand azimuth could be estimated by combining proprioceptive information about the horizontal rotation (yaw) of both shoulder and elbow joints, hand elevation and distance would be similarly derived from combinations of horizontal and vertical rotations of these two joints. As for the source of the vertical reference that is necessary for computing arm coordinates in geotropic space, area 5 could receive this information from area 2, which is in turn recipient of vestibular inputs. Alternatively, the reference could correspond to the trunk midsaggittal axis. In this context, one may note that several neurones in area 5 have receptive fields encompassing both chest and shoulder.
Visuomotor transformations in parietal cortex
Recent neurophysiological studies (Ferraina et al., 1997a, b; Galletti et al., 1997; Johnson et al., 1997) have illustrated some of the early mechanisms underlying coding of reaching in the parietal cortex of the medial wall of the hemisphere, area 7m and the rostral bank of the parieto-occipital sulcus. These superior parietal areas, thanks to the anatomical connections illustrated above, lie at the interface between vision and movement. These areas appear to sit at a relatively early stage in the process of sensor fusion leading from target and hand position sense to movement generation.
As for area PO, it has recently been parcellated into a dorsal part, area V6A, and a ventral part, area V6 or PO (Galletti et al., 1996) . Visual neurones in V6A have larger receptive fields and more complex properties, such as tuning to slow-motion stimuli, than those of V6. In addition, a significant proportion of neurones in V6A is not visually responsive. It has recently been shown that the activity of many neurones of both V6 and V6A (Galletti et al., 1997; Johnson et al., 1997) relates to arm movements. Cell activity in these areas was studied while monkeys performed an instructeddelay reaching task which dissociates eye movement and position from hand movement and position ; the task in addition separates in time the early events related to target localization from the latest ones concerning movement generation. Under these experimental conditions (Fig. 3) , neural activity displays a directional modulation in most epochs of the task, i.e. during the saccadic eye movement and the preparation and execution of the hand movement. Interestingly, the activity of this neurone is modulated maximally during the reaction time, when the difference between the hand and target position is maximal. During target-holding time (THT), when the hand stays on the target, cell modulation decreases significantly. This suggests a potential processing mechanism of reaching-related © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, [195] [196] [197] [198] [199] [200] [201] [202] [203] information in V6a, based on the specification of a motor error, signalling the difference between hand and target location. The spatial orientation of this cell's preferred direction did not change much across behavioural epochs, suggesting a spatial congruence between eye-and hand-related signals contributing to neural activity. This cell was not modulated by conventional visual stimuli during a visual fixation task.
Very similar results are obtained in area 7m (Ferraina et al., 1997a, b) . Here monkeys were trained to fixate and reach toward a peripheral target randomly selected from eight possible locations around a virtual circle. Three tasks were used to dissociate eye-from arm-related contributions. In the first task, the animal maintained fixation on a peripheral target. In the second task, it reached for the peripheral target while fixating the central target. In the third task, it looked and reached for the peripheral target. In general, the results show that the activity of some neurones is related to eye-position signals, some others to arm posture and movement, and for the majority of neurones to a combination of visuomanual and oculomotor information.
In addition to the processing involving the superior parietal cortex, also areas of the inferior parietal cortex contribute to visual reaching (Hyvärinen & Poranen, 1974; Mountcastle et al., 1975; MacKay, 1992; Sakata et al., 1995; Snyder et al., 1997) . A large class of neurones in this cortex has been identified which is directly related to hand reaching to visual targets of interest. Moreover, recent work has indicated the processing of 3D spatial properties of visual targets in the inferior parietal cortex (Gnadt & Mays, 1995; Sakata, 1996) . For instance, the neural activity of many cells in area 7a (Sakata et al., 1980) and LIP (Gnadt & Mays, 1995) varies according to the depth of a visual target. The firing rate of these cells is modulated by both changes in stimulus blur and changes of vergence angle or absolute disparity. Thus, there is both psychophysical (McIntyre et al., 1997 ; see the section on psychophysics above) and electrophysiological evidence (Gnadt & Mays, 1995) for the integration of vergence, disparity and accommodation signals within the CNS.
Moreover LIP neurones may encode both distance and direction information. Some cells signal actual or intended changes in eye position in the absence of retinal stimulation, to be used also in conjunction with memory-saccades (Gnadt & Andersen, 1988; Gnadt & Mays, 1995) . The authors have argued that these neurones encode their activity in motor spatial parameters, with distinct directional and depth tuning (Gnadt & Mays, 1995) . Thus, even at a very early stage of the information processing in the dorsal stream, different signals are combined in the compositions of motor commands for reaching.
Coding in an egocentric frame of reference in the superior parietal lobule
There is recent evidence that the dorsal area 5 of the superior parietal lobule might be a substrate for egocentric representations of reaching in the monkey (Lacquaniti et al., 1995; Lacquaniti, 1997) . In this study, monkeys were trained to make arm movements directed to visual targets placed in different parts of the 3D workspace in a reaction-time task. It was found that the mean activity of most neurones in area 5 during the movement is monotonically related to the position of either the target or the hand with respect to the head and body (Fig. 4) . This is so irrespective of the starting position of the hand in the workspace and therefore of the direction of the movement. The activity of some neurones may reflect the current position of the limb, as derived from peripheral feedback or efferent copy of motor commands. However, the activity of many other neurones relates to the final point, although this has not yet been FIG. 3 . Impulse activity of a neurone in area V6A, studied while a monkey made arm movements in eight different directions from a common central origin, in an instructed-delay reaching task. (A) The central target was lit red and the animals fixated and touched it with the hand for a variable centre holding time (CHT, 1-1.5 s), after which one of the eight peripheral targets was randomly lit green. Rasters of five replications for every movement directions were aligned to movement onset (M). Each vertical line indicates the occurrence of an action potential; longer vertical lines from left to right indicate the beginning of the trial (when the animal positioned the hand at the central position which served as origin of movement), the presentation of the instruction-signal (IS), telling the animals where to make the next arm movement upon presentation of the go-signal (G), the beginning of the arm movement (M), the end of arm movement, and the end of target holding time (THT), during which the hand was held immobile on the target. Horizontal bars above the acronyms indicate the temporal span of these events. The time elapsing between IS and G is the instructed-delay time (IDT), during which the animal withheld the arm movement until the gosignal was presented. The time between the presentation of the go-signal and the beginning of movement is the reaction-time (RT). (B) Polar plots of impulse activity during different epochs of the task. Circles indicate the mean frequency of discharge during CHT. (Modified from Johnson et al., 1997.) reached, i.e. during reaction time or movement time, reflecting a preplanned desired position or 'command function' (Mountcastle et al., 1975) , rather than current kinematics.
An additional observation is that the tuning functions across the whole population of area 5 neurones are not uniformly distributed in 3D space. Instead, some neurones are tuned almost selectively along the coordinate axis of the azimuth (Fig. 4A,B) , whereas © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, [195] [196] [197] [198] [199] [200] [201] [202] [203] others are tuned for the elevation (Fig. 4C,D) and still others for the distance (Fig. 4E,F) . Thus each spatial coordinate tends to be encoded in a different subpopulation of neurones. However, the separation is incomplete as there is significant cross-talk among the three channels.
There exist some important features which differentiate the behaviour of neurones in parietal area 5 (Lacquaniti et al., 1995) and areas FIG. 4 . Mean activity of six neurones of area 5 supports the notion that hand position is coded in egocentric coordinates. Each neurone is best tuned to the changes in one spatial coordinate of the hand: A and B, to azimuth (A, increasing from right to left; B, from left to right); C and D, to the distance of the hand from the body (the closer is the hand, the greater the activity in C and the smaller in D); and E and F, to elevation (increasing with downward movements in E, and with upward movements in F). The wire frames correspond to the three workspaces depicted in the insets (top), with the corners indicating the position of the wrist relative to the monkey at the end of the movement to the corresponding target. Grey bars, the activity averaged during movement time; black bars, the activity predicted by a linear model of final wrist position in spherical coordinates. Calibration bars: 20 spikes/s. (Modified from Lacquaniti et al., 1995.) 3, 1 and 2 of the primary somatosensory cortex (Helms Tillery et al., 1996) from the behaviour of neurones in motor and premotor cortex (cf. Caminiti & Johnson, 1992; Georgopoulos, 1995) . First, in all these parietal areas there is a positional code of hand location rather than the kind of vector code of movement direction that is normally found in the frontal areas. Second, the sensitivity of neurones to changes in hand location is non-uniform for all directions in space in the parietal areas, but it tends to be more or less uniform in the frontal areas unless arm posture is changed (Scott & Kalaska, 1997) .
As for the functional significance of non-uniform representations of space in neuronal ensembles, the following considerations are in order. Neural parcellation could be a correlate of the psychophysical observation that these spatial parameters are processed in parallel and largely independent of each other . Projecting the spatial information on to separate axes of neural coding could be important for sensorimotor coordination, because information related to motor commands could be matched more easily with incoming sensory feedbacks. Spatial axes which result from a hybrid combina-tion of sensory and motor axes would be best suited to accomplish this matching process (Carrozzo & Lacquaniti, 1994) . Although spatial information is parcellated at the level of single neurones, the complete information about limb position can be reconstructed by simple summation of the individual contributions over a population of neurones, because positive and negative spatial coefficients tend to be evenly distributed (Lacquaniti et al., 1995) . This can be demonstrated by using a neural network model. A layered neural network whose intermediate layer contains positionally tuned neurones can be trained to generate the position of the hand in body-centred coordinates. It is not known whether global reconstruction of limb position takes place at a cortical level or at a subcortical level (Mountcastle, 1995) .
Functional anatomy of the human parietal networks during visuomanual coordination
In general, the organization of the cortical networks for visuomotor coordination demonstrated in man by neuroimaging (with positron emission tomography, PET, or magnetic resonance, MR) is coherent with that described in non-human primates (cf. Ungerleider, 1995) . In humans, tracking a moving target with the finger (Grafton et al., 1992) , preparation for reaching (Decety et al., 1992) , actual reaching (Kawashima et al., 1995; Grafton et al., 1996; Lacquaniti et al., 1997) , and imaginary arm movements (Decety et al., 1994; Stephan et al., 1995) , all involve prestriate areas along the dorsal stream of the visual cortico-cortical pathways, posterior parietal areas, and motor and premotor areas in the frontal lobe.
Visual inputs
Striate (V1) and prestriate (V2, V3a) areas can be coactivated with a region in the middle occipital gyrus (Brodmann area, BA 19/37), at the junction with the temporal lobe. This region corresponds closely with the visual motion area described in several studies (Corbetta et al., 1991; Dupont et al., 1994; Decety et al., 1994; Tootell et al., 1995; Watson et al., 1993) , corresponding to the MT/MST complex (V5) in the monkey. The visual monitoring of hand movements is responsible for the involvement of this area. In addition to the MT/ MST complex, also the dorsolateral occipital area described by Haxby et al. (1994) for visuospatial vision can be involved in visuomanual coordination. This lateral occipital region could be the human homologue of the dorsal part of area PO (V6A) in the monkey (De Jong et al., 1994; Dupont et al., 1994) .
Posterior parietal cortex
The supramarginal gyrus (BA 40) contralateral to the moving arm can be activated in visuomotor tasks. This activation has been reported in pointing to visual targets , as well as in other tasks involving directional movements of the arm (Colebatch et al., 1991; Decety et al., 1992) . Eidelberg & Galaburda (1984) have proposed a homology between human BA 40 and area 7b in the monkey. The latter is located in the anterior part of the inferior parietal lobule and is extensively interconnected with the ventral premotor cortex (Jeannerod et al., 1995) where neurones are endowed with spatially aligned visual and somatosensory receptive fields (Gentilucci et al., 1988; Graziano et al., 1994) , as is also observed in area 7b (Hyvärinen, 1981) .
Pointing under visual guidance involves another region in the inferior parietal lobule (BA 40) of the hemisphere contralateral to the moving arm, located more dorsally relative to the supramarginal gyrus, in the proximity of the interparietal sulcus (Grafton et al., 1992; Seitz et al., 1994; Lacquaniti et al., 1997) . A similar involvement has been reported in tasks involving executed or imagined arm movements (Decety et al., 1994; Stephan et al., 1995) , and visuospatial detection tasks (Haxby et al., 1994) .
Neurological studies of patients affected by optic ataxia, a disturbance of visuomotor coordination in the absence of visual or motor deficits capable of explaining the symptoms, are especially pertinent in this context (Rondot et al., 1977) . These patients exhibit a specific deficit in localizing a visual target with respect to their body (egocentric localization), whereas they do not have problems in localizing the object relative to other external objects and the environment (allocentric localization). The most common site of the lesion is centred around the interparietal sulcus and the superior parietal lobule contralateral to the affected arm (Ratcliff & DaviesJones, 1972; Levine et al., 1978; Auerbach & Alexander, 1981; Perenin & Vighetto, 1988) .
Functional neuroimaging studies indicate that the SPL (BA 5/7) is involved in reaching under visual guidance (Corbetta et al., 1993 (Corbetta et al., , 1995 , spatial vision (Haxby et al., 1994) and visual imagery (Kosslyn et al., 1993) . As described above, neurones in the SPL of the monkey take part in the process of coordinate transformations by encoding reaching movements in an egocentric frame of reference (Lacquaniti et al., 1995) . Finally, reaching under visual guidance involves also cuneate and precuneate regions on the mesial side of the hemisphere contralateral to the moving arm (Kawashima et al., 1994; Grafton et al., 1996) . These regions could be the human homologue of area 7m in the monkey.
Recent work has provided evidence that regions in the superior parietal lobule related to finger movements have gaze-dependent activation (Sanes et al., 1996) . In this functional MR study, regions located largely posterior to the postcentral sulcus and extending into anterior portions of the interparietal sulcus that are activated by repetitive and sequential finger tapping also exhibited increased areal activation when gaze was directed toward the sector of space occupied by the moving digits. In addition, a specific role of posterior parietal cortex in the recalibration of visually guided reaching has been demonstrated in a PET study in which subjects wore displacing prisms while reaching to visual targets (Clower et al., 1996) . On the whole, these data indicate that neural substrates also exist in the human cerebral cortex for co-ordinating interactions between eye (or gaze) position and hand movements.
In sum, the gist of this review has been that the end-point positions of reaching with visual feedback of the hand are specified by combining visuo-spatial, gaze and arm information in an egocentric, viewer-based frame of reference, and that posterior parietal cortex represents a key node in the distributed cortical network involved in the process of multisensory fusion. 
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