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RESUMO
Um modelo estoca´stico para crescimento de aeroge´is inorgaˆnicos e´ proposto
e simulado atrave´s de um me´todo de Monte Carlo. Partı´culas de sol intera-
gem em um espac¸o discreto tridimensional atrave´s de um potencial central de
longo alcance. Alguns mecanismos relacionados ao processo de gelificac¸a˜o
sa˜o considerados (agregac¸a˜o, difusa˜o, dissociac¸a˜o) e regidos atrave´s de um
algoritmo de Metropolis-Hastings adaptado. A topologia da rede formada
e´ analisada para diferentes condic¸o˜es iniciais de processamento (densidade
de partı´culas de sol, temperatura de equilı´brio e taxa de dissociac¸a˜o no sis-
tema). A simulac¸a˜o do me´todo proposto mostra a existeˆncia de uma transic¸a˜o
de fase (sol-gel) observada atrave´s da divergeˆncia de um paraˆmetro de or-
dem para uma dada temperatura crı´tica. Sa˜o identificadas duas caracterı´sticas
topolo´gicas das redes em estados onde ocorreu crescimento de gel. As propri-
edades morfolo´gicas da estrutura porosa, como a´rea superficial, porosidade,
distribuic¸a˜o de tamanho de poros, e raza˜o a´rea-volume, apresentam coereˆncia
com os resultados obtidos pela ana´lise da complexidade de redes.
Palavras-chave: Aerogel. Transic¸a˜o de fase. Redes complexas. Lei de
poteˆncia. Porosimetria.

ABSTRACT
A stochastic model for the growth of inorganic aerogels is studied using a
Monte Carlo simulation technique. Sol particles interact in a three-dimensional
lattice via a long-range central potential. The model accounts for some ge-
lation related mechanisms (aggregation, diffusion, and dissociation) coupled
by an adapted Metropolis-Hastings algorithm. The topology of the obtained
gel networks is analyzed for different initial processing conditions, such as
concentration of sol particles, equilibrium temperature, and system particles
dissociation rate. Simulation results show the existence of a sol-gel transition
showed by the divergence of an order parameter when the system reaches
some critical temperature. We have identified two major networks topolo-
gies for gel states. Morphological properties of the porous structure (surface
area, porosity, pore size distribution, and surface area-to-volume ratio) are in
agreement with the network complexity analysis.
Keywords: Aerogel. Phase transition. Complex networks. Power-law. Poro-
simetry.
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1 INTRODUC¸A˜O
Aerogeis podem ser vistos como “espumas so´lidas”, pois sa˜o siste-
mas compostos por duas fases: uma estrutura so´lida (esqueleto) composta
por nanopartı´culas interconectadas, e uma fase gasosa presente na rede de
poros formada. Desta forma, estes materiais apresentam uma condic¸a˜o de
me´dia a` alta de volume livre, podendo apresentar uma mesoporosidade de
cerca de 95%. Devido a`s caracterı´sticas estruturais, aeroge´is podem exi-
bir baixas magnitudes em algumas propriedades fı´sicas como: densidade,
ı´ndice de refrac¸a˜o, condutividade te´rmica, velocidade de som, e constante
diele´trica. Por outro lado, o alto grau de rugosidade, promovido pela rede de
nanopartı´culas, conferem altos valores de a´rea superficial especı´fica. Estas
propriedades fazem de aeroge´is materiais atrativos para uma vasta gama de
aplicac¸o˜es. Podem ser citados como exemplos de aplicac¸o˜es: super isolantes
te´rmicos (REIM et al., 2005), armazenamento de energia em super capacito-
res (SALIGER et al., 1998), aplicac¸o˜es de explorac¸a˜o espacial (TSOU, 1995),
materiais energe´ticos (TILLOTSON et al., 1994), sensores o´pticos (AYERS;
HUNT, 1998), sensores ele´tricos de umidade (WANG et al., 2005), siste-
mas de liberac¸a˜o controlada de fa´rmacos (GAO et al., 2009), engenharia de
tecidos (TOLEDO-FERNA´NDEZ et al., 2008), como agentes para cata´lise
(PAJONK, 1991).
Naturalmente, as propriedades fı´sicas destes materiais esta˜o direta-
mente relacionadas a` sua baixa densidade, e a estrutura peculiar da rede for-
mada no processo de gelificac¸a˜o. Para propriedades como a condutividade
te´rmica e ele´trica, pore´m, e´ necessa´rio uma ana´lise cuidadosa. Do ponto
de vista teo´rico, sistemas desordenados1 tridimensionais tendem a apresen-
tar localizac¸a˜o de estados (ANDERSON, 1958) ao inve´s de estados esten-
didos, o que explicaria o impedimento de transporte eletroˆnico pelo mate-
rial. Em especial, o trabalho de Rocha e Cunha (2011) mostrou que uma
transic¸a˜o de fra´ctons e estados estendidos para foˆnons (estados localizados)
pode ocorrer em um sistema de natureza auto-similar onde e´ variado o seu
grau de desordem. Isto sugere que sistemas com caracterı´sticas de desor-
dem podem influenciar as propriedades fı´sicas (eletroˆnicas) de um material.
Para aeroge´is, a ideia de desordem pode ser associada a` topologia tipicamente
aleato´ria da rede de nanoparticulados caracterizando uma estrutura tridimen-
sional fractal (SCHAEFER; KEEFER, 1986; VACHER et al., 1988). Em
alguns trabalhos na literatura, foi procurado elaborar te´cnicas para obter uma
1“Desordenado” no sentido que apresenta pouca, ou nenhuma regularidade por parte do po-
sicionamento de a´tomos. O trabalho de Anderson (1958) aponta como principal agente manifes-
tador de “desordem”, a aleatoriedade envolvida nos processos de formac¸a˜o para alguns sistemas.
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representac¸a˜o aproximada da microestrutura de aeroge´is. Pode-se citar as se-
guintes te´cnicas relacionadas: VEM – void expansion method (SCHENKER
et al., 2009), DLA – diffusion-limited aggregation (MA et al., 2001), e GRF
– Gaussian random fields (QUINTANILLA et al., 2003). No entanto, na˜o
ha´ consenso sobre qual estrate´gia e´ a mais adequada para modelar aeroge´is.
Um problema recorrente e´ a impossibilidade de calibrar a porosidade do ma-
terial com os me´todos padro˜es de DLA e GRF. Um outro problema e´ que o
cara´ter fractal do modelo DLA na˜o pode ser observado experimentalmente.
Em geral, os me´todos GRF e DLA, carecem de uma representac¸a˜o fı´sica da
formac¸a˜o de ge´is. Modelos que retratam aspectos mais ba´sicos do processo
de gelificac¸a˜o sa˜o enta˜o necessa´rios. O trabalho de (CAMPO; MURILLO;
BARBERO, 2011), por exemplo, faz uso de uma te´cnica de Monte Carlo que
leva em considerac¸a˜o fenoˆmenos de difusa˜o e de reac¸o˜es quı´micas (agregac¸a˜o
de clusters) que ocorrem durante o processo de gelificac¸a˜o. O presente tra-
balho segue esta mesma linha de proposta. Um me´todo de Monte Carlo e´
usado para simular um modelo estoca´stico de crescimento de ge´is inorgaˆnicos
(fase so´lida do aerogel). Este modelo e´ sujeito a algumas condic¸o˜es relacio-
nadas ao processo de sı´ntese de ge´is. De forma simplificada, a proposta deste
trabalho difere da de (CAMPO; MURILLO; BARBERO, 2011), pois adota
um modelo que representa um sistema onde as interac¸o˜es dos seus elementos
constituintes sa˜o representadas por mecanismos um pouco mais simplifica-
dos. O sistema, no entanto, possui um nu´mero maior de graus de liberdade.
1.1 JUSTIFICATIVA
A justificativa deste trabalho reside no fato de que: (1) aeroge´is sa˜o
materiais promissores para diversas aplicac¸o˜es em nanotecnologia devido a`
diversidade de propriedades apresentadas e, (2) na˜o ha´ um entendimento com-
pleto entre a relac¸a˜o estrutura e propriedades para aeroge´is devido a` sua com-
plexidade intrı´nseca (estrutura da rede integrada de nanoparticulados auto-
similar). Na˜o se deseja derivar as propriedades eletroˆnicas do material a partir
de primeiros princı´pios (ab initio), e sim, usar este modelo estoca´stico para
expor, de forma aproximada, algumas caracterı´sticas fı´sicas da mesoestrutura
de um aerogel.
1.2 OBJETIVOS GERAL E ESPECIFI´COS
Desenvolver um modelo estoca´stico tridimensional que incorpore al-
guns mecanismos de gelificac¸a˜o para partı´culas inorgaˆnicas como: difusa˜o,
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agregac¸a˜o, e dissociac¸a˜o. O modelo deve ainda considerar diferentes condi-
c¸o˜es experimentais para o processo de gelificac¸a˜o como: temperatura, con-
centrac¸a˜o inicial de partı´culas de sol, e, taxa de dissociac¸a˜o no sistema. De-
seja-se estudar a estrutura da rede (topologia das redes formadas) do aerogel.
Mais especificamente, este trabalho se propo˜e a:
• Mostrar que o modelo proposto apresenta uma transic¸a˜o de fase sol-gel.
• Apresentar o(s) paraˆmetro(s) de ordem que podem descrever essa tran-
sic¸a˜o.
• Analisar possı´veis diferenc¸as na topologia das redes formadas para di-
ferentes estados de uma mesma fase gel.
• Verificar se os estados gelificados possuem estruturas com caracterı´s-
ticas de auto-similaridade (fractal).
• Mostrar que a morfologia das estruturas formadas dependem das condi-
c¸o˜es iniciais e de processamento do gel.
1.3 ORGANIZAC¸A˜O DO TRABALHO
Inicialmente sera´ apresentada uma revisa˜o bibliogra´fica dos seguintes
to´picos: (i) considerac¸o˜es fı´sicas e quı´micas na sı´ntese de aeroge´is de sı´lica
(gelificac¸a˜o), (ii) modelos teo´ricos para gelificac¸a˜o, (iii) me´todos de Monte
Carlo (Metropolis-Hastings), e, (iv), conceitos utilizados em teoria de redes.
A seguir, sera´ apresentada a metodologia proposta para desenvolvimento do
trabalho. Isto inclui a apresentac¸a˜o do modelo estoca´stico, a descric¸a˜o do
algoritmo usado para implementa´-lo, e uma se´rie de descritores matema´ticos
e estatı´sticos usados para ana´lise dos resultados obtidos pelo modelo. Em
particular, os descritores utilizados podem ser agrupados em dois grandes
grupos: medidas para ana´lise da topologia da rede, e medidas para ana´lise de
propriedades morfolo´gicas da estrutura. Informac¸a˜o adicional relacionada a
alguns algoritmos, e algumas derivac¸o˜es para expresso˜es matema´ticas utiliza-
das na metodologia sa˜o expostos em capı´tulos finais de apeˆndice. Finalmente,
apresenta-se todos os resultados obtidos e discute-se qualitativamente a sua
coereˆncia fı´sica com processos de gelificac¸a˜o. O capı´tulo de conclusa˜o da´ as
considerac¸o˜es finais neste trabalho e discute se os objetivos especı´ficos foram
atingidos de forma satisfato´ria.
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2 REVISA˜O BIBLIOGRA´FICA
2.1 BREVE HISTO´RICO DE AEROGE´IS
Samuel Kistler introduziu o termo aerogel em 1932 para designar ge´is
que tiveram a sua fase lı´quida extraı´da e substituı´da por algum ga´s sem que
ocorra colapso da estrutura so´lida. Para obter o efeito da estrutura desejada,
Kistler usou a te´cnica de secagem supercrı´tica. Nesta te´cnica, o lı´quido que
compo˜e o gel e´ retirado apo´s ser convertido em fluido supercrı´tico. Isto e´ feito
numa autoclave onde o lı´quido, contido nos poros do gel, ultrapassa a tempe-
ratura crı´tica Tc e pressa˜o crı´tica Pc. Em seu trabalho pioneiro, Kistler sinteti-
zou aeroge´is de sı´lica com resisteˆncia mecaˆnica, assim como aeroge´is de mais
baixa resisteˆncia mecaˆnica (aerogel a base de o´xido de alumı´nio), e tambe´m
obteve sucesso em sintetizar aeroge´is a base de o´xidos de tungsteˆnio, ferro,
nı´quel, etc. Ele percebeu rapidamente o potencial que aeroge´is poderiam ter
em aplicac¸o˜es industriais, como em catalisadores, agentes de preenchimento,
isolamento, ou ainda para materiais que repelem a a´gua, onde um tratamento
superficial e´ necessa´rio para conferir uma caracterı´stica hidrofo´bica ao ma-
terial (KISTLER, 1931). Desta forma, ele foi o criador de diversas patentes,
dentre as quais, uma foi adquirida pela Monsanto Chemical Company. A em-
presa iniciou pela primeira vez a produc¸a˜o industrial de aeroge´is de sı´lica e o
produto comercializado levou o nome de Santocel R© (KISTLER, 1941).
Apo´s o trabalho inicial de Kistler, houve uma diversificac¸a˜o da compo-
sic¸a˜o quı´mica dos materiais usados para sintetizar o aerogel. A lista de
aeroge´is onde silicatos eram usados na sı´ntese aumentou significantemente.
Uma nova classe de aeroge´is orgaˆnicos foram desenvolvidos na de´cada de 80
no Lawrence Livermore National Laboratory, em Berkeley, por Pekala e Sat-
cher. Estes aeroge´is orgaˆnicos foram obtidos com base na policondensac¸a˜o de
resorcinol-formaldeı´do, o material que constitui o polı´mero baquelite R©. Es-
tes apresentaram baixı´ssima condutividade te´rmica de 0,012 W.m−1K−1 (PE-
KALA, 1989). A partir da piro´lise, e´ possı´vel ainda obter aerogel de carbono
condutor de eletricidade (PEKALA et al., 1994). A evoluc¸a˜o de aeroge´is
seguiu tambe´m a evoluc¸a˜o da a´rea de quı´mica sol-gel, com a sı´ntese de ae-
roge´is orgaˆnico-sı´lica hı´bridos, e alguns aeroge´is feitos a partir de compostos
na˜o oxida´veis, como por exemplo, sulfuretos (WOIGNIER; PHALIPPOU;
ZARZYCKI, 1984; STANIC et al., 1997; SANCHEZ et al., 2000) .
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2.2 SI´NTESE DE AEROGE´IS INORGAˆNICOS DE SI´LICA
2.2.1 Sı´ntese sol-gel
Dentre os aeroge´is inorgaˆnicos, os de sı´lica esta˜o entre os mais estuda-
dos. Aqui sera˜o apresentadas as caracterı´sticas gerais do processo de sı´ntese
descritas em Aegerter, Leventis e Koebel (2011), e Brinker e Scherer (1990).
A formac¸a˜o da rede so´lida nanoestruturada e´ resultado de reac¸o˜es em meio
aquoso, atrave´s de um processo de polimerizac¸a˜o. A polimerizac¸a˜o ocorre de-
vido a` formac¸a˜o pontes de siloxano (≡Si–O–Si≡) entre a´tomos de Si proveni-
entes das mole´culas de precursores. De maneira semelhante a` polimerizac¸a˜o
em compostos orgaˆnicos, cadeias lineares ou ramificadas (com crosslinks)
sa˜o produzidas com base no tipo de monoˆmero e crosslinkers utilizados.
Dois grandes esta´gios podem ser identificados no processo sol-gel. Inicial-
mente, partı´culas coloidais so´lidas dispersas (com tamanho abaixo de 1 nm),
ou oligoˆmeros lineares sa˜o formadas. Em seguida, estes objetos conectam-se
uns aos outros ainda em soluc¸a˜o, tendendo a construir assim uma rede ma-
cromolecular aberta, tridimensional. Esta sera´ a estrutura do gel que crescera´
sendo limitada apenas pelo tamanho do recipiente. A contı´nua transformac¸a˜o
de sol para gel e´ denominada de processo de gelificac¸a˜o. A mudanc¸a radical
de lı´quido para um estado gel e´ denominado de transic¸a˜o sol-gel. Os ge´is ob-
tidos podem ser classificados como coloidais ou polime´ricos, dependendo da
natureza dos blocos formadores da rede (se formados por nanoparticulados,
ou mais lineares, como polı´meros). Em cada um dos esta´gios de gelificac¸a˜o
esta˜o envolvidas reac¸o˜es de hidro´lise de a´gua, e/ou condensac¸a˜o de a´lcool.
Em termos de precursores, destaca-se o metassilicato de so´dio Na2SiO3,
utilizado por Kistler para sı´ntese dos primeiros aeroge´is registrados na litera-
tura (KISTLER, 1931). Este precursor reage com o a´cido HCl de acordo com
a reac¸a˜o,
Na2SiO3+2HCl+(x−1)H2O−→ SiO2 . xH2O+2NaCl (2.1)
Um sal de NaCl e´ enta˜o produzido, devendo ser eliminado atrave´s de uma
dia´lise, ou de um troca por um ı´on H+. Atualmente, os precursores mais
utilizados sa˜o alco´xidos do tipo Si(OR)4, onde R pode ser um grupo metila
CH3, ou etila C2H5. Neste caso, os precursores sa˜o, respectivamente, o or-
tossilicato de tetrametila (TMOS) e ortossilicato de tetraetila (TEOS). Uma
se´rie de outros precursores do tipo alco´xidos sa˜o tambe´m disponı´veis, entre-
tanto, utilizados em menor frequeˆncia. Uma caracterı´stica comum a` todos os
precursores e´ a existeˆncia de ligac¸o˜es Si–O, que sa˜o ligac¸o˜es de cara´ter 50%
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covalente (PAULING, 1939). O cara´ter covalente desta ligac¸a˜o permite criar
um ampla distribuic¸a˜o de aˆngulos para ligac¸o˜es ≡Si–O– Si≡, sendo possı´vel
formar uma rede aleato´ria tridimensional similar ao vidro de sı´lica (MOZZI;
WARREN, 1969). As reac¸o˜es envolvidas no processo de polimerizac¸a˜o para
precursores do tipo alco´xidos sa˜o descritas por,
≡ Si – OR+H2O−→≡ Si – OH+R – OH (2.2)
≡ Si – OH+HO – Si≡ −→≡ Si – O – Si≡+H2O (2.3)
≡ Si – OR+HO – Si≡ −→≡ Si – O – Si≡+R – OH (2.4)
As reac¸o˜es 2.2, 2.3 e 2.4 sa˜o reac¸o˜es que ocorrem de forma simultaˆnea, de
hidro´lise, e policondensac¸a˜o de a´gua e a´lcool, respectivamente. As taxas de
hidro´lise sa˜o naturalmente lentas o suficiente, para ter uma certa controlabi-
lidade independente do processo. Ge´is de sı´lica com textura pro´xima a de
ge´is polime´ricos, podem ser obtidas caso as taxas de hidro´lise sejam mais
ra´pidas que as de policondensac¸a˜o. Isto pode ser obtido atrave´s de uma
cata´lise usando um meio a´cido (HCl, HF e a´cidos carboxı´licos). Por outro
lado, bases aceleram o processo de condensac¸a˜o, o que favorece a formac¸a˜o
de partı´culas coloidais de sı´lica mais densas resultando em ge´is coloidais.
Neste caso, a base catalisadora mais utilizada em meio aquoso e´ o NH3.
Alguns paraˆmetros adicionais, como a natureza do solvente, a raza˜o
molar de “precursor para a´gua”, assim como a concentrac¸a˜o de precursor
no solvente, e concentrac¸a˜o do catalisador, servem para alterar propriedades
nanoestruturais do gel (tamanho prima´rio de partı´culas, distribuic¸a˜o de po-
ros, fractalidade da estrutura, tortuosidade, densidade, etc.). Sugere-se, para
maior descric¸a˜o, ver Brinker e Scherer (1990). A figura 1 apresenta esque-
maticamente os principais eventos para a sı´ntese de aeroge´is inorgaˆnicos.
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Figura 1 – Esquema geral do processo sı´ntese para aeroge´is inorgaˆnicos.
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Fonte: http://www.seas.virginia.edu/admin/diversity/k12/
Presentations/AerogelGeneral2011-PamNorris.pdf.
2.2.2 Envelhecimento
O processo de envelhecimento visa reforc¸ar mecanicamente, o esque-
leto so´lido formado durante a sı´ntese sol-gel. O envelhecimento consiste em
aproveitar a sine´rese, e/ou mecanismos de Ostwald ripening1 modificando a
composic¸a˜o da fase lı´quida contida nos poros do gel. Isto pode ser atingido,
adicionando a´gua e alcoxisilanos monome´ricos como TEOS, o que produz
reac¸o˜es na superfı´cie envolvendo grupos residuais. Assim, outra reac¸o˜es de
condensac¸a˜o, dissoluc¸a˜o e precipitac¸a˜o da sı´lica podem acontecer, promo-
vendo o aumento do tamanho de poro me´dio e densidade do gel. Ale´m de
modificar propriedades morfolo´gicas, e´ possı´vel atrave´s do processo de enve-
lhecimento, aprimorar algumas propriedades mecaˆnicas.
1Tendeˆncia de partı´culas se agruparem na superfı´cie de uma partı´cula maior para juntas mini-
mizar a energia e atingirem estados mais esta´veis (menor nu´mero de partı´culas insta´veis presentes
superfı´cie).
31
2.2.3 Secagem
Costumeiramente, podem ser descritas treˆs principais rotas utilizadas
para secagem do gel: (a) secagem por super-resfriamento, (b) evaporac¸a˜o
e, (c) secagem supercrı´tica. Em geral, as te´cnicas de secagem por super-
resfriamento e evaporac¸a˜o sa˜o aplicadas para ge´is de sı´lica de fina nanoes-
trutura, e na˜o se mostram eficientes para produzir aeroge´is monolı´ticos. Se-
cagem por resfriamento costuma apresentar formac¸a˜o de fissuras sendo mais
aplicada a` produc¸a˜o de po´s. Evaporac¸a˜o e tratamentos de envelhecimento
para materiais com baixa a´rea superficial especı´fica, resultam em materiais
mais densos (xeroge´is) e com presenc¸a de fissuras. Neste caso ocorre tambe´m
um processo irreversı´vel de retrac¸a˜o volume´trica do material. A vantagem de
secagem supercrı´tica e´ a de eliminar tenso˜es capilares provocadas pela inter-
face entre ga´s-lı´quido presente nos poros. Desta forma, e´ possı´vel produzir
aeroge´is monolı´ticos de grandes dimenso˜es. A secagem supercrı´tica pode
ocorrer de duas formas; em um processo denominado “quente” onde o estado
supercrı´tico de um solvente orgaˆnico deve ser atingido (geralmente etanol
para a fase lı´quida presente nos poros), ou um processo “frio” para tempera-
turas superiores a 31oC onde e´ usado CO2 para substituic¸a˜o da fase lı´quida
do gel.
2.3 MODELOS TEO´RICOS PARA GELIFICAC¸A˜O
O processo de gelificac¸a˜o pode ser analisado classicamente por mo-
delos de percolac¸a˜o. A abordagem de Flory (1941) e Stockmayer (1944),
modela cadeias polime´ricas atrave´s de um modelo de percolac¸a˜o composto
por redes de Bethe. Isto permite encontrar uma expressa˜o analı´tica do valor
de frac¸a˜o de peso molecular de sol para o ponto de gel, ou seja, represen-
tando um limiar de percolac¸a˜o para o sistema. Um problema encontrado com
esta abordagem e´ que somente se considera a formac¸a˜o de estruturas ramifi-
cadas, sem a presenc¸a de caminhos fechados, ou loops, para o crescimento de
clusters. Isto leva a previso˜es irrealistas da geometria de polı´meros.
Uma outra abordagem faz uso da equac¸a˜o de Smoluchowski, ou equa-
c¸a˜o cine´tica da taxa de variac¸a˜o, que e´ u´til para classificar processos de cresci-
mento por agregac¸a˜o (CHANDRASEKHAR, 1943). Esta equac¸a˜o expressa a
evoluc¸a˜o do nu´mero de “m-meros”2, N(m), em termos de um kernel (nu´cleo)
de reac¸a˜o Ki j, que da´ a probabilidade de um i-mero reagir com um j-e´simo
2Um mero representa uma unidade de composic¸a˜o quı´mica que pode agregar formando es-
truturas repetidas em cadeia. Para m = 1, temos um monoˆmero, m = 2 temos um dı´mero, m = 3
trı´mero, etc.
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mero, ou seja,
dN(m)
dt
=
1
2 ∑i+ j=m
N(i)Ki jN( j)−N(m)
∞
∑
j=1
Ki jN( j) . (2.5)
O primeiro termo representa a criac¸a˜o de m-meros atrave´s de coliso˜es bina´rias
entre i-meros e (m− i)-meros. O segundo termo leva em conta a aniquilac¸a˜o
de m-meros devido a coliso˜es bina´rias com outros clusters. A forma do kernel
de reac¸a˜o Ki j dependera´ do sistema fı´sico considerado o que dificulta um
pouco a soluc¸a˜o do problema. No entanto, um resultado teo´rico mostra que e´
suficiente escolher uma func¸a˜o homogeˆnea como kernel (DONGEN; ERNST,
1985).
2.4 ME´TODOS DE MONTE CARLO
No final da Segunda Guerra Mundial, Stanislaw Ulam, John von Neu-
mann e Nicholas Metropolis foram os principais personagens envolvidos em
um projeto de pesquisa de um problema termonuclear que culminou no de-
senvolvimento de um me´todo para estudar a difusa˜o de neˆutrons em materi-
ais (METROPOLIS, 1987). Como a caracterı´stica principal do me´todo era
o uso intenso de amostragem estatı´stica atrave´s de experimentos aleato´rios,
Metropolis batizou-o com o nome de “Monte Carlo”, em alusa˜o ao popular
cassino. Apesar da te´cnica ter sido descrita pela primeira vez em 1947, em
um relato´rio realizado em Los Alamos e publicada pouco tempo depois em
jornal cientı´fico (METROPOLIS; ULAM, 1949), o advento da mesma esta´
tambe´m relacionada com o projeto do primeiro computador eletroˆnico (com
componentes eletromecaˆnicos), o ENIAC, ainda no perı´odo de guerra (ME-
TROPOLIS, 1987). A pra´tica do uso de te´cnicas estatı´sticas ja´ era recorrente
na comunidade cientı´fica. Por exemplo, em 1908, o estatı´stico ingleˆs William
S. Gosset ‘Student’ 3 estimou os coeficientes de correlac¸a˜o da sua distribuic¸a˜o
t com ajuda de um experimento de amostragem, e em 1901, um assistente de
Lord Kelvin gerou 5000 trajeto´rias aleato´rias para estudar coliso˜es ela´sticas
de partı´culas. Um exemplo ainda mais antigo faz refereˆncia ao se´culo de-
zoito, quando em 1777, o naturalista franceˆs Buffon descobriu que caso uma
agulha de comprimento l fosse jogada aleatoriamente, em um espac¸o de li-
nhas paralelas distantes de d unidades (onde d > l), a probabilidade de uma
agulha intersectar uma destas linhas e´ de 2l/pid. Posteriormente, em 1901, o
matema´tico italiano Lazzerini realizou um experimento deixando uma agulha
3Student era o pseudoˆnimo usado por Gosset na publicac¸a˜o de alguns de seus trabalhos ci-
entı´ficos no perı´odo em que trabalhava para a cervejaria Guiness R©.
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cair 3407 vezes, estimando assim, o valor de pi em 3.14159294.
Ulam, assistindo a` apresentac¸a˜o de resultados preliminares obtidos
pelo ENIAC, percebeu o potencial de processamento de ca´lculos, e toma-
das de deciso˜es do computador eletroˆnico, e o impacto que isto poderia ter no
processo de amostragem. Devido a` sua formac¸a˜o matema´tica, ele sabia que
te´cnicas que fazem uso de processos aleato´rios andavam um pouco em de-
suso devido a` tediosa tarefa de preparar e realizar longos experimentos. Com
o uso do computador, estas poderiam ser realizadas em tempos reduzidos,
sendo possı´vel resgatar antigas te´cnicas estatı´sticas. A principal contribuic¸a˜o
de von Neumann e Ulam neste perı´odo, foi de perceber que alguns problemas
matema´ticos podem ser enta˜o tratados encontrando uma forma probabilı´stica
ana´loga que e´ enta˜o resolvida por um experimento estoca´stico aleato´rio.
Hoje em dia, o termo Monte Carlo designa uma variedade de te´cnicas
que usam uma abordagem estatı´stica usando nu´meros aleato´rios, ou amostras
com distribuic¸o˜es cuidadosamente escolhidas. Baseadas no tipo de amostra-
gem, duas grandes classes de te´cnicas de Monte Carlo se destacam: as de
amostragem direta, e as que fazem uso de amostragem de importaˆncia. As de
amostragem direta, usam amostras que sa˜o independentes entre si no tempo,
derivadas de uma distribuic¸a˜o aleato´ria uniforme. Este e´ o caso de te´cnicas
para o ca´lculo de integrais onde sa˜o utilizados nu´meros escolhidos a partir
de um gerador uniforme de nu´meros pseudo-aleato´rios. Os valores escolhi-
dos aleatoriamente servira˜o para avaliar a func¸a˜o e estimar o valor da integral
atrave´s de uma soma. Para o caso de amostragem de importaˆncia, esta se da´
em um processo sem memo´ria, exceto pela u´ltima amostra obtida. Portanto,
cada nova amostra dependera´ apenas da amostra anterior, sendo representada
por uma probabilidade de transic¸a˜o wi j, do estado i para o estado j. A proba-
bilidades de transic¸a˜o e´ equivalente a` uma probabilidade condicional entre os
estados i e j,
wi j = P(Xtn = S j|Xtn−1 = Si) ,
onde Xt representam as amostras em func¸a˜o do tempo, e Si, um estado i
possı´vel do sistema. Claro, em se tratando de uma probabilidade condicional,
a transic¸a˜o wi j deve satisfazer,
wi j > 0 , ∑
j
wi j = 1 .
Pela relac¸a˜o entre probabilidade conjunta e condicional, a probabilidade total
para serem obtidos um estado S j e Si em um dado intervalo de tempo tn− tn−1
4Na verdade, Lazzerini teria manipulado os dados conforme ficou provado por Badger em
1904. Entretanto, outras tentativas de estimar o valor de pi foram realizadas durante o se´culo
XIX, mostrando resultados mais modestos para a estimativa (NEWMAN; BARKEMA, 1999).
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e´ dado por,
P(Xtn = S j,Xtn−1 = Si) = P(Xtn = S j|Xtn−1 = Si).P(Xtn−1 = Si)
P(Xtn = S j,Xtn−1 = Si) = wi j.P(Xtn−1 = Si) . (2.6)
A formulac¸a˜o dada pela equac¸a˜o 2.6 caracteriza uma correlac¸a˜o en-
tre dois estados sucessivos, descrevendo um processo de cadeias de Markov
(LANDAU; BINDER, 2005). A dinaˆmica, ou evoluc¸a˜o da probabilidade to-
tal, e´ dada por uma “equac¸a˜o-mestre”5 (considerando neste caso o tempo
contı´nuo, e P(Xtn = S j) = P(S j, t)), ou seja,
dP(S j, t)
dt
=−∑
i
w jiP(S j, t)+∑
i
wi jP(Si, t) . (2.7)
Esta e´ uma equac¸a˜o de continuidade, pois conserva a quantidade de probabi-
lidade total (∑ j P(S j, t) = 1 para qualquer t), e tambe´m expressa um balanc¸o
entre perdas e ganhos do processo. Assim, o primeiro termo indica o valor
total de probabilidade para transic¸o˜es que saem do estado j para outro estado
qualquer (perda), enquanto que o segundo termo, indica o valor total de pro-
babilidade para transic¸o˜es que chegam ao estado j (ganho). Um processo de
amostragem de importaˆncia, como o algoritmo Metropolis-Hastings, deve ser
interpretado como um processo de cadeias de Markov, em especial devido a`
uma escolha adequada para a probabilidade de transic¸a˜o.
2.4.1 Algoritmo de Metropolis-Hastings
Este algoritmo gera novos estados a` partir do estado anterior usando
uma probabilidade de transic¸a˜o que depende da variac¸a˜o de energia entre os
estados inicial e final. O comportamento em func¸a˜o do tempo da probabi-
lidade de ocorrer um estado e´ dado pela expressa˜o 2.7 (reescrita para maior
comodidade),
dPn(t)
dt
=− ∑
n 6=m
[Pn(t)wn→m−Pm(t)wm→n] ,
onde novamente, Pn(t) e´ a probabilidade do sistema se encontrar no estado n
para tempo igual a` t, e wn→m e´ a taxa de transic¸a˜o para n→ m. No equilı´brio
5Apesar de ser chamada de equac¸a˜o-mestre, na verdade ela representa um conjunto de
equac¸o˜es diferenciais para cada estado do sistema (NEWMAN; BARKEMA, 1999).
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( dPn(t)dt = 0), os dois termos devem ser iguais, portanto,
Pn(t)wn→m = Pm(t)wm→n . (2.8)
A probabilidade de um estado n ocorrer no equilı´brio te´rmico para um sistema
cla´ssico, e´ dado pela distribuic¸a˜o de Boltzmann
Pn(t) = e−En/kBT/Z , (2.9)
onde, Z e´ a func¸a˜o de partic¸a˜o do sistema, kB e´ a constante de Boltzmann e
T a temperatura do sistema. Pode-se tomar como taxa de transic¸a˜o igual
a probabilidade relativa entre o n-e´simo estado e o m-e´simo estado, usando
∆E = En−Em, ou seja,
Wm→n =
{
τ−10 exp(−∆E/kBT ) , ∆E > 0
τ−10 , ∆E < 0
(2.10)
onde, τ0 representa o tempo necessa´rio para ocorrer uma transic¸a˜o entre es-
tados (normalmente assume-se como valor unita´rio ). Esta escolha satisfaz a
condic¸a˜o da equac¸a˜o 2.8 (denominada de balanc¸o detalhado) e foi a primeira
escolha para a transic¸a˜o wm→n em fı´sica estatı´stica. O quadro 1 a seguir, apre-
senta uma rotina com o pseudo-co´digo para o procedimento tı´pico usado pelo
algoritmo de Metropolis-Hastings disponı´vel em Landau e Binder (2005).
Quadro 1: Algoritmo Metropolis-Hastings.
Algoritmo METROPOLIS-HASTINGS
1. Escolher um estado inicial.
2. Calcular a variac¸a˜o de energia DELTA_E para uma mudanc¸a aleato´ria de estado.
3. Gerar um nu´mero aleato´rio RAND tal que, 0 <RAND< 1.
4. RAND < DELTA_E/kBT ?
SIM. Manter a mudanc¸a de estado.
5. Voltar para passo 2.
2.5 REDES COMPLEXAS
Redes sa˜o formadas por um conjunto de pontos conectados por li-
nhas. Apesar desta simples descric¸a˜o, o conceito de redes pode ser obser-
vado em diversos setores da civilizac¸a˜o moderna e tambe´m na natureza. Por
exemplo, e´ comum o estudo do sistema nervoso atrave´s do mapeamento de
junc¸o˜es sina´pticas para o nema´todo Caenorhabditis elegans (WHITE et al.,
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1986). (A figura 2 apresenta a visualizac¸a˜o deste tipo de rede atrave´s do
programa aberto Gephi6.) Cadeias alimentares que representam relac¸o˜es en-
tre predador-presa entre va´rias espe´cies em um ecossistema (MARTINEZ,
1992), e redes metabo´licas, onde cada elemento da rede representa diferentes
proteı´nas produzidas a partir de reac¸o˜es metabo´licas (JEONG et al., 2001),
sa˜o tambe´m exemplos de redes biolo´gicas. A internet e´, por outro lado, um
exemplo de rede tecnolo´gica: roteadores e servidores podem representar os
elementos constituintes do sistema (FALOUTSOS; FALOUTSOS; FALOUT-
SOS, 1999). Redes de distribuic¸a˜o de energia de um paı´s tambe´m se en-
quadram neste caso (DOBSON et al., 2007). Recentemente, e em especial
depois da crise econoˆmica mundial de 2008, tem se observado um esforc¸o
por parte de alguns economistas em adotar uma abordagem de redes que leve
em considerac¸a˜o as diferentes relac¸o˜es entre grandes instituic¸o˜es financeiras
(SCHWEITZER et al., 2009). (Um esquema desta natureza pode ser visto
na figura 3.) Tambe´m, dentro do contexto de cieˆncias sociais, e´ tradicional o
estudo de redes sociais formadas, no caso mais comum, a partir de ligac¸o˜es
formadas por amizades de indivı´duos em uma determinada localidade (ZA-
CHARY, 1977).
Figura 2 – Conectividade das ce´lulas nervosas do nema´todo C. elegans.
Fonte: http://networkdata.ics.uci.edu/data.php?id=16.
6Disponı´vel para download em https://gephi.org/users/download/
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Figura 3 – Conexo˜es entre diferentes instituic¸o˜es financeiras internacionais.
Fonte: Schweitzer et al. (2009).
Originalmente, campos como tecnologia, informac¸a˜o, biologia, e ci-
eˆncias sociais, desenvolveram, de forma independente, formas de estudar
fenoˆmenos onde existe um padra˜o de conexo˜es e interac¸o˜es entre diversas
partes de um sistema. Pore´m, nas u´ltimas de´cadas tem se assistido ao surgi-
mento de uma “cieˆncia de redes”. A representac¸a˜o atrave´s de redes se mostra
u´til em muitos casos, pois permite reduzir um sistema a` uma representac¸a˜o
simplificada, uma estrutura abstrata que captura apenas os padro˜es essenciais
de conexo˜es. O objetivo desta abordagem e´ enta˜o, atrave´s de uma se´rie de
ferramentas (matema´ticas, computacionais, e estatı´sticas), analisar, modelar
e entender redes do mundo real (NEWMAN, 2010). A terminologia desta te-
oria de redes, se baseia principalmente na teoria matema´tica de grafos. Nela,
uma rede, ou um grafo, e´ composta basicamente por dois elementos ba´sicos:
um conjunto de n no´s (ou ve´rtices), e m arestas (ou ligac¸o˜es). Em relac¸a˜o
a presenc¸a de ligac¸o˜es, uma rede pode ser do tipo direcional, ou seja, as
ligac¸o˜es entre no´s possuem algum sentido de orientac¸a˜o. Este e´ o caso da
World-Wide-Web, composta por diversos sites e hyperlinks. Enquanto que um
site pode estar conectado a` uma segunda pa´gina atrave´s de um hyperlink, a
recı´proca na˜o e´ necessariamente verdadeira. Caso na˜o existam duas direc¸o˜es
preferenciais de ligac¸o˜es entre no´s, a rede e´ dita na˜o-direcional. Uma rede
pode possuir ve´rtices sem ligac¸o˜es, ou seja, “desconectados” com as demais
partes da rede. Estas redes, neste caso, sa˜o ditas desconectadas. A variabili-
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dade de diferentes ligac¸o˜es existentes em uma rede, levam a uma importante
propriedade: a distribuic¸a˜o de grau da rede. O grau de um no´, ou ve´rtice,
e´ definido como o nu´mero de arestas, ou ligac¸o˜es, saindo (ou entrando caso
se trate de uma rede direcional7) do respectivo no´. O grau de um ve´rtice i e´
representado por ki. A distribuic¸a˜o de grau da rede k pode ser enta˜o expressa
atrave´s de um histograma. Um outro conceito importante dentro de redes e´
o da distaˆncia di j entre os ve´rtices i e j. O valor da distaˆncia di j e´, neste
caso, igual ao caminho com o menor nu´mero de arestas conectando estes dois
ve´rtices. A figura 4 ilustra alguns destes conceitos.
Figura 4 – Exemplo de rede conectada com n = 6 no´s e m = 8 ligac¸o˜es.
O valor do grau de cada no´ e´ representado por ki. O histograma a` direita
representa como esta´ distribuı´do o grau na rede. A distaˆncia entre os ve´rtices
4 e 6 e´ medida pelo menor caminho entre estes dois ve´rtices. Neste caso
d46 = 1 (representado pelo caminho destacado).
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2.5.1 Redes de pequenos mundos
O experimento de pequenos mundos concebido pelo psico´logo experi-
mental Stanley Milgram (MILGRAM, 1967; TRAVERS et al., 1969) visava
determinar a distaˆncia tı´pica entre dois no´s de uma rede social formada a par-
tir de conhecidos e amizades, ao qual todos os indivı´duos esta˜o inseridos. Na
e´poca, este problema ja´ despertava interesse pelo aspecto teo´rico, sendo que
alguns argumentos matema´ticos mostravam que esta distaˆncia seria baixa.
Em particular, Milgram se baseou principalmente em um artigo que circulava
7Redes direcionais possuem, portanto, dois tipos de grau para seus no´s. O grau relativo a` uma
“ligac¸a˜o para dentro” e de uma “ligac¸a˜o para fora”. Neste trabalho sera´ usado apenas o conceito
de redes na˜o-direcionais.
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ha´ um algum tempo na comunidade de cieˆncias sociais, em uma versa˜o pre-
print, que fora publicado somente muitos anos mais tarde (POOL; KOCHEN,
1978).
Para realizar o experimento, Milgram selecionou 96 pessoas residentes
em Omaha no estado de Nebraska, enviando a` cada uma um pacote contendo
um livreto estilo “passaporte” com o sı´mbolo da instituic¸a˜o e instruc¸o˜es. Es-
tas davam informac¸a˜o sobre o “destinata´rio-alvo” (um amigo de Milgram em
Boston, Massachusetts), como o nome da pessoa, a ocupac¸a˜o e enderec¸o. Era
pedido enta˜o aos participantes, de enviarem o passaporte, atrave´s do servic¸o
de correio, a` algum conhecido que eles acreditassem ter a melhor chance de
entregar o passaporte ao alvo. Cada pessoa que recebesse o passaporte atrave´s
de carta, deveria registrar o local no passaporte. Assim, Milgram poderia sa-
ber o caminho percorrido pelo passaporte e o nu´mero de passos necessa´rios
para chegar ao destino final reconstruindo o caminho percorrido pela rede. O
resultado deste experimento foi de que foram necessa´rios em me´dia, 5.9 pas-
sos para a correspondeˆncia chegar ao destinata´rio-alvo. Isto estava de acordo
com a crenc¸a na e´poca de que, uma rede real (no caso, a rede de conheci-
dos no mundo) tinha uma propriedade de pequenos-mundos: uma quantidade
pequena de caminhos de “grande distaˆncia”, e a maioria dos no´s conectados
atrave´s de pequenas distaˆncias.
Estas ideias foram expostas, de forma matema´tica, pela primeira vez
no trabalho de Watts e Strogatz (1998), que impulsionou o desenvolvimento
de uma abordagem interdisciplinar para o estudo de redes. Nele, ao todo fo-
ram utilizados dados de treˆs redes reais sem nenhuma particularidade comum:
uma rede de atores, onde cada ator representa um no´ e uma ligac¸a˜o entre dois
no´s existe, caso ambos atores tenham colaborado em algum filme; uma rede
do sistema de distribuic¸a˜o de energia ele´trica, onde um no´ pode represen-
tar um gerador, um transformador, ou uma subestac¸a˜o, e a ligac¸a˜o entre no´s
representa uma linha de transmissa˜o entre eles; e finalmente, a rede que re-
presenta as conexo˜es das ce´lulas nervosas para o nemato´deo Caenorhabditis
elegans (WATTS; STROGATZ, 1998). O me´todo proposto por Watts e Stro-
gatz para relacionar redes de natureza ta˜o diferentes, era de compara´-las com
modelos teo´ricos simples de redes: redes regulares, e redes aleato´rias. Para
isso eles desenvolveram o conceito de coeficiente de clusterizac¸a˜o ou agru-
pamento. Esta me´trica quantifica uma relac¸a˜o de transitividade na rede. Por
exemplo, em redes sociais, isto esta´ relacionado com a ideia de que “amigos
de um indivı´duo podem ser tambe´m amigos entre si”. Uma forma de calcu-
lar a clusterizac¸a˜o local Ci (relativa ao no´ i), e´ encontrando a frac¸a˜o de pares
de vizinhos ao no´ i conectados entre si. Matematicamente, isto e´ dado pela
seguinte expressa˜o:
Ci =
np
ki(ki−1)/2 , (2.11)
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onde ki e´ o valor do grau, o nu´mero de ligac¸o˜es partindo do no´ i, e np re-
presenta o nu´mero de pares de vizinhos conectados entre si8. O coeficiente
de clusterizac¸a˜o da rede e´ enta˜o definido como o valor me´dio de todos as
clusterizac¸o˜es locais Ci, ou seja,
C =
1
n
n
∑
i=1
Ci . (2.12)
Usando este novo conceito, e´ possı´vel descrever redes atrave´s das pro-
priedades de transitividade, e do “comprimento” de distaˆncia tı´pica. Uma
rede regular (nu´mero constante de vizinhos para todo no´) apresentaria gran-
des valores de distaˆncia de rede, e possivelmente altos valores de coeficiente
de clusterizac¸a˜o9. No caso de redes aleato´rias, estas apresentam pequenas
distaˆncias de rede, e baixos coeficientes de clusterizac¸a˜o. Watts e Strogatz ve-
rificaram para cada caso real de rede, os valores de distaˆncia me´dia da rede l
e coeficiente de clusterizac¸a˜o C, e compararam com o valores destas medidas
obtidas para modelos equivalente de redes regulares e aleato´rias10. Eles ob-
servaram, enta˜o, que o conjunto de redes reais analisadas na˜o apresentavam
concordaˆncia com nenhum desses dois modelos de rede. De fato, as redes
analisadas apresentaram pequenas distaˆncias me´dias. Por outro lado, estas
possuı´am altos valores de coeficiente de clusterizac¸a˜o. Um outro me´rito do
trabalho de Watts e Strogatz, foi de propor um modelo simples de formac¸a˜o
de redes com tais propriedades a partir de um modelo simples de rede regu-
lar que incorpora um paraˆmetro denominado “probabilidade de reconexa˜o de
ligac¸o˜es” na rede. Desta forma, e´ possı´vel formar redes em func¸a˜o do nu´mero
de no´s, nu´mero me´dio de vizinhos por no´, e do valor da probabilidade de re-
conexa˜o. Eles verificaram que ale´m dos casos triviais (probabilidade de re-
conexa˜o nula - rede regular, e probabilidade igual a um - rede aleato´ria), e´
possı´vel, selecionando valores intermedia´rios de probabilidade de reconexa˜o,
reproduzir redes que satisfazem as propriedades de pequenos mundos.
2.5.2 Redes invariantes em escala
No final da de´cada de 90, um outro trabalho de abordagem interdisci-
plinar em redes chamou a atenc¸a˜o da comunidade cientı´fica. O trabalho de
8Para um nu´mero de vizinhos k, o nu´mero total de possı´veis pares e´ dado por,
(
k
2
)
=
k!
(k−2)!2! =
k(k−1)
2 . Este e´ o valor do denominador na equac¸a˜o 2.11
9Dependendo do nu´mero de vizinhos considerados na rede e´ possı´vel tambe´m que o coefici-
ente de clusterizac¸a˜o seja pro´ximo de zero.
10Comparando redes com o mesmo nu´mero de no´s e de mesmo valor me´dio para o grau.
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Baraba´si e Albert (1999) introduziu o conceito de em escala, ou scale-free.
Atrave´s da ana´lise de algumas redes reais, eles constataram que muitas dessa
redes apresentavam a propriedade de uma distribuic¸a˜o de grau do tipo inva-
riante em escala, ou seja, com o formato da distribuic¸a˜o seguindo uma lei de
poteˆncia na forma
p(k)∼ k−α . (2.13)
Isto tem va´rias implicac¸o˜es. Comparando com uma distribuic¸a˜o tı´pica de uma
rede aleato´ria, a distribuic¸a˜o de grau segue uma forma pro´xima da normal11.
Desta forma, ha´ uma concentrac¸a˜o tı´pica do valor (mais prova´vel) de grau de
rede que se situa em torno do valor me´dio. Qualquer valor situado pro´ximo a
regia˜o da cauda da distribuic¸a˜o, possui probabilidade ı´nfima e, portanto, im-
prova´vel. Para distribuic¸o˜es do tipo lei de poteˆncia, isto na˜o ocorre, devido
ao fato da distribuic¸a˜o diminuir de forma mais lenta que uma gaussiana. De
forma que, valores de grau situados na cauda da distribuic¸a˜o, tem uma magni-
tude de probabilidade muito superior que o caso de uma cauda de distribuic¸a˜o
normal. Logo, existem alguns poucos ve´rtices na rede com uma conectivi-
dade muito elevada, estes sa˜o denominados hubs. Outra propriedade de uma
lei de poteˆncias, e´ que esta e´ um objeto matema´tico intrinsecamente fractal,
ou seja, auto-similar em qualquer escala. Obviamente, isto tambe´m se traduz
na estrutura da rede. Globalmente, existem alguns poucos ve´rtices com um
nu´mero alto de ligac¸o˜es conectados aos ve´rtices. Estes ve´rtices, por sua vez,
sa˜o conectados individualmente a` um nu´mero um pouco menor com outros
ve´rtices. Este mesmo cena´rio normalmente se repete em diferentes partes da
rede, e em diferentes escalas. O todo e´ semelhante a` pequenas partes da rede.
Ale´m de constatar que a propriedade de invariaˆncia de escala e´ co-
mum em muitas redes reais, Baraba´si e Albert sugeriram que o mecanismo
de formac¸a˜o de muitas dessas redes e´ simples e de cara´ter adaptativo. Isto
quer dizer que, novos ve´rtices quando integrados a` uma rede, tendem a for-
mar uma ligac¸a˜o preferencialmente com aqueles que possuem um alto grau.
Em termos de probabilidades, existe um vie´s em direc¸a˜o a hubs ja´ existentes.
A probabilidade de conexa˜o de um novo elemento na˜o e´ uniforme e depende
dos ve´rtices e da estrutura da rede. Elementos da rede com um nu´mero alto
de conexo˜es sera˜o enta˜o favorecidos. Este mecanismo e´ conhecido como pre-
ferential attachment12.
11Formalmente, como uma rede se trata de um sistema discreto, a distribuic¸a˜o correta seria do
tipo Poisson. Pore´m, para valores grandes de nu´mero de ve´rtices da rede, como e´ o caso para
muitas situac¸o˜es reais, esta distribuic¸a˜o tende ao formato de uma gaussiana, ou normal.
12Na verdade um modelo de formac¸a˜o de redes com caracterı´sticas de lei de poteˆncia ja´ tinha
sido elaborado por Price (1976) que tinha investigado como se comportava a rede de citac¸o˜es
em publicac¸o˜es cientı´ficas. Price sugeriu enta˜o um modelo simples e elegante que se baseava
na ideias do economista Herbert Simon. Simon tinha proposto uma explicac¸a˜o para o porqueˆ da
distribuic¸a˜o de riqueza na sociedade seguir tambe´m uma lei de poteˆncia. Este modelo incorpo-
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Posteriormente, alguns trabalhos adotaram uma postura mais ce´tica
em relac¸a˜o ao fato de muitas redes apresentarem um comportamento de in-
variaˆncia de escala (CLAUSET; SHALIZI; NEWMAN, 2009; KELLER, 2005).
Isto se deve, em grande parte ao problema de ajustar leis de poteˆncia para va-
lores localizados na cauda, onde o erro estatı´stico e´ muitas vezes de mesma
magnitude ao valor amostrado, levando a resultados equivocados. No entanto,
hoje em dia e´ relativamente aceito que a maioria de redes existentes apresen-
tem pelo menos uma caracterı´stica de “cauda extensa”, onde a lei de poteˆncia
e´ va´lida.
rava um mecanismo de favorecimento (‘ricos tornam-se mais ricos’), o que dava origem a uma
distribuic¸a˜o do tipo lei de poteˆncia. O mecanismo proposto por ele, no entanto, levava o nome
de “vantagem acumulativa.”
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3 METODOLOGIA
Conforme visto no capı´tulo 2, a estrutura em aeroge´is inorgaˆnicos
(rede macromolecular aberta) e´ decorrente da gelificac¸a˜o. Este processo ocor-
re em func¸a˜o de alguns paraˆmetros experimentais que devem ser controlados
(ver sec¸a˜o 2.2.1). Sera˜o consideradas como fatores de influeˆncia no processo,
as grandezas fı´sicas, de, temperatura de equilı´brio e, concentrac¸a˜o (densi-
dade) inicial de partı´culas de sol. A taxa (probabilidade) de dissociac¸a˜o no
sistema e´ tambe´m considerada, e pode ser associada a efeitos de cata´lise e re-
atividade na gelificac¸a˜o. Este paraˆmetro permite ajustar continuamente, entre
dois tipos de agregac¸a˜o de clusters: DLCCA (diffusion-limited cluster-cluster
aggregation) e RLCCA (reaction-limited cluster-cluster aggregation). Desta
forma, os estados do sistema sempre dependera˜o destas treˆs varia´veis e, por-
tanto, o sistema tera´ treˆs graus de liberdade. Para simular a gelificac¸a˜o, al-
guns mecanismos semelhantes a` cine´tica de agregac¸a˜o de clusters (JULLIEN;
KOLB, 1984; MA et al., 2001) sa˜o adotados. A cine´tica do sistema pode ser
conciliada com os paraˆmetros (sol-gel) mencionados atrave´s de um algoritmo
adaptado de Metropolis-Hastings. Este sera´ descrito detalhadamente na sec¸a˜o
do algoritmo proposto. Finalmente, este capı´tulo apresentara´ o conjunto de
descritores matema´ticos e estatı´sticos empregados para ana´lise das estruturas
dos aeroge´is formados. Estes servira˜o para analisar caracterı´sticas gerais do
modelo enquanto mecanismo de formac¸a˜o de redes, e para descrever propri-
edades estruturais dos aeroge´is crescidos.
3.1 DESCRIC¸A˜O DO MODELO
O modelo estoca´stico desenvolvido e´ ambientado dentro de um espac¸o
tridimensional discretizado: um arranjo regular de pontos como em uma
rede (matriz) de Bravais, composto pela extensa˜o de ce´lulas unita´rias do tipo
cu´bicas simples. Cada ponto desta matriz representa uma possı´vel posic¸a˜o
de equilı´brio para partı´culas em uma suspensa˜o de sol. Partı´culas sa˜o mo-
deladas como esferas rı´gidas de mesmo tamanho. (O modelo na˜o leva em
conta a presenc¸a de solvente no processo, pois simula o esta´gio de gelificac¸a˜o
posterior a` formac¸a˜o de partı´culas coloidais formadas por polimerizac¸a˜o, con-
forme visto em 2.2.1.) Para um sistema composto por N partı´culas, o valor
de concentrac¸a˜o, ou densidade inicial φi, e´ dado por:
φi =
N
L3o
, (3.1)
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onde, Lo e´ o tamanho inicial de aresta do cubo (caixa) de simulac¸a˜o que
conte´m todas as partı´culas. O tamanho de aresta da caixa e´ medido a par-
tir de um sistema de coordenadas definido sobre a matriz1. Considera-se
neste modelo que a maioria das grandezas envolvidas no sistema sa˜o expres-
sas em unidades arbitra´rias (u.a.) ou adimensionais (adim.) Na˜o sa˜o impostas
condic¸o˜es perio´dicas, ou restric¸o˜es na movimentac¸a˜o das partı´culas. Estas
sa˜o livres para transitar pela matriz atrave´s de difusa˜o browniana. Quando
duas partı´culas se encontram em sı´tios vizinhos mais pro´ximos2, estas sa˜o
agregadas por meio de uma ligac¸a˜o reversı´vel, formando um cluster. (Um
cluster e´ definido como um conjunto de pelo menos duas partı´culas agrega-
das. O nu´mero de partı´culas que formam o cluster e´ denominado tamanho
do cluster). O cluster, por sua vez, tem a possibilidade de transitar pelo sis-
tema, e ser agregado a` um outro cluster (de tamanho qualquer), ou a` uma
partı´cula. Um outro conceito u´til, e´ o do componente do sistema, que pode
representar tanto um cluster, como uma partı´cula. Assim, um componente
do sistema tem, por definic¸a˜o, tamanho maior ou igual a` um. Equivalente-
mente, a representac¸a˜o de um componente pode ser vista por meio de uma
rede conectada (todos os ve´rtices possuindo grau superior a` 1). Esta e´ uma
importante observac¸a˜o, pois permite analisar qualquer cluster de partı´culas
usando conceitos de teoria de redes.
Um mecanismo de dissociac¸a˜o e´ introduzido no modelo atrave´s de
uma probabilidade p (taxa) de dissociac¸a˜o, sendo definida sobre as partı´culas,
e na˜o sobre as ligac¸o˜es. Esta representa a taxa do sistema para ocorrer rever-
sibilidade da ligac¸a˜o entre uma dada partı´cula, e o componente ao qual estava
agregada. A dissociac¸a˜o e´ introduzida porque permite criar novos compo-
nentes a partir dos ja´ existentes. Mecanismos como difusa˜o e agregac¸a˜o afe-
tam, principalmente, o crescimento do tamanho de alguns componentes no
sistema. Desta forma, os mecanismos de difusa˜o, agregac¸a˜o e dissociac¸a˜o,
representam a caracterı´stica estoca´stica do modelo.
Devido ao fato do modelo representar a formac¸a˜o de redes de ge´is
inorgaˆnicas (fase so´lida do aerogel), e´ considerado ainda um tipo de interac¸a˜o
definida atrave´s de um potencial central de longo alcance da forma:
V (r) =
{ −1/r, r ≥ 1
∞, r = 0 . (3.2)
Na equac¸a˜o 3.2, r e´ o valor da distaˆncia (em u.a.) entre duas partı´culas.
1Sobre as medidas de dimensa˜o do sistema, e´ importante notar que a densidade inicial do
sistema assumira´ apenas um conjunto de valores discretos, uma vez que os valores de medic¸a˜o
do tamanho do cubo tambe´m e´ discretizada.
2Vizinhos mais pro´ximos sa˜o partı´culas situadas em sı´tios separados por uma distaˆncia de 1
u.a.
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Apesar de um sistema de dimenso˜es da ordem de nanoˆmetros (10−9 m), como
e´ o caso da fase dispersa em colo´ides, ser melhor caracterizado por meio de
interac¸o˜es de curto-alcance (LU et al., 2008; PUERTAS; FUCHS; CATES,
2003), esta abordagem pode ser considerada como uma primeira aproximac¸a˜o
para o estudo do comportamento de sistemas gelificados.
3.2 DESCRIC¸A˜O DO ALGORITMO METROPOLIS-CCA
Tendo sido descritas as caracterı´sticas do modelo estoca´stico proposto,
e´ necessa´rio adotar algum crite´rio para realizar a amostragem do grande nu´-
mero de estados do sistema. O crite´rio de Metropolis-Hastings e´ adaptado
neste caso para gerenciar as movimentac¸o˜es dos componentes no sistema,
aceitando ou rejeitando cada movimentac¸a˜o resultante do processo de difusa˜o
browniana de componentes. Para isso, o hamiltoniano (energia interna do
sistema) e´ calculado a partir de todas as interac¸o˜es do sistema de acordo com
a expressa˜o a seguir,
H =
i=N
∑
i=1
j=N
∑
j=i+1
Vi j , para i, j = 1 , . . . ,N (3.3)
onde Vi j representa a energia potencial entre duas partı´culas i e j. O hamil-
toniano antes de uma movimentac¸a˜o Hi, e apo´s realizada uma movimentac¸a˜o
H f devem ser calculados. Uma dada movimentac¸a˜o do componente sera´
enta˜o aceita para uma configurac¸a˜o do sistema que envolva uma variac¸a˜o
de energia negativa, isto e´, para ∆E = H f −Hi < 0. De forma semelhante
ao algoritmo de Metropolis-Hastings, os piores casos devem ser aceitos com
uma certa probabilidade. Portanto, para uma variac¸a˜o de energia positiva, a
movimentac¸a˜o e´ aceita com uma probabilidade de exp(−∆E/kBT ), onde kB
e´ a constante de Boltzmann e T , a temperatura absoluta do sistema. E´ mais
conveniente trabalhar em simulac¸o˜es diretamente com o valor de energia em
unidades de kBT , e na˜o com valores de temperatura absoluta. No entanto,
este termo sera´ referido neste trabalho, sem perda de generalidade, como uma
“temperatura normalizada” T ′, uma vez que a grandeza temperatura esta´ re-
lacionada de forma linear com a energia.
Para garantir uma convergeˆncia ra´pida do algoritmo, ajusta-se a ve-
locidade de difusa˜o dos componentes para que seja proporcional a` taxa de
aceitac¸a˜o de movimentos de componentes. E´ possı´vel monitorar, desta forma,
esta taxa e fixar um limiar superior. Uma vez atingido este limiar pelo sistema,
a velocidade e´ diminuı´da. De forma similar, o algoritmo forc¸a o aumento da
velocidade sempre que um determinado limiar inferior e´ atingido.
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Como e´ possı´vel notar, o procedimento descrito na˜o possui um crite´rio
de parada, logo componentes podem se movimentar e interagir indefinida-
mente. Esta situac¸a˜o e´ contornada considerando, como crite´rio de parada,
um nu´mero mı´nimo de iterac¸o˜es para que a energia do sistema seja minimi-
zada. Denominaremos esta quantidade de iterac¸o˜es de nu´mero de “passos de
termalizac¸a˜o” Nterm. Uma vez atingido o nu´mero de passos de termalizac¸a˜o, o
estado do sistema composto pela escolha de temperatura, concentrac¸a˜o inicial
e probabilidade de dissociac¸a˜o estara´ pronto para ser analisado. O processo
de como e quais medidas de ana´lise sera˜o utilizadas, sera´ descrito na pro´xima
subsec¸a˜o.
O algoritmo METROPOLIS-CCA foi implementado atrave´s de uma
rotina na linguagem de programac¸a˜o C++ que, pelo fato de na˜o ser uma lin-
guagem de alto nı´vel, permite fazer uso de te´cnicas de programac¸a˜o que re-
sultam em um desempenho computacional mais ra´pido e eficiente. O quadro
2, descreve um pseudo-co´digo para o algoritmo METROPOLIS-CCA (para
Nterm passos de termalizac¸a˜o), para os treˆs paraˆmetros de entrada descritos:
temperatura T ′, densidade inicial φi, e probabilidade de dissociac¸a˜o p. O
ponto mais crı´tico do algoritmo, do ponto de vista de tempo computacional
gasto, e´ o passo 7. Aqui e´ necessa´rio localizar de forma ra´pida para cada
passo de termalizac¸a˜o, o cluster associado a uma dada partı´cula. Isto pode ser
realizado usando um algoritmo de busca eficiente. Neste caso, sera´ usado o
algoritmo BFS (breadth-first search) que e´ comumente usado para determinar
distaˆncias em redes com um grande nu´mero de ve´rtices, pois tem um ra´pido
desempenho. Mais detalhes sobre o algoritmo BFS sa˜o descritos no apeˆndice
B.
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Quadro 2: Algoritmo Metropolis-CCA utilizado para gerar um estado especı´fico do
sistema.
Algoritmo METROPOLIS-CCA
1. Inicializar o nu´mero de partı´culas NPART, a concentrac¸a˜o inicial CONC, a proba-
bilidade de dissociac¸a˜o PROB, a temperatura T do sistema, e o nu´mero de passos de
termalizac¸a˜o TERMALIZ_MAX.
2. Encontrar o tamanho inicial da aresta do cubo de simulac¸a˜o relativo a
concentrac¸a˜o CONC.
3. Fazer CONT_PASSO←1, deslocamento D←1, ACEITA←0, e REJEITA←0.
4. Preencher a matriz aleatoriamente com NPART partı´culas dentro do cubo de
simulac¸a˜o.
5. Calcular o Hamiltoniano Hi.
6. Escolher aleatoriamente uma partı´cula do sistema.
7. Partı´cula escolhida faz parte de algum cluster?
SIM. Nu´mero aleato´rio (distr. uniforme) RAND ¡ PROB ?
SIM. Mover a partı´cula para uma direc¸a˜o aleato´ria de D unidades.
NA˜O. Mover todo o cluster de D unidades.
NA˜O. Mover todo o cluster de D unidades.
8. Calcular o novo Hamiltoniano Hf.
9. Variac¸a˜o de energia Hf-Hi¡0 ?
SIM. Aceitar movimentac¸a˜o e fazer ACEITA←ACEITA+1 e Hi←Hf.
NA˜O. Nu´mero aleato´rio RAND ¡ exp((Hi-Hf)/T) ?
SIM. Aceitar movimentac¸a˜o e fazer ACEITA←ACEITA+1 e
Hi←Hf.
NA˜O. Rejeitar a movimentac¸a˜o e fazer REJEITA←REJEITA+1.
10. ACEITA+REJEITA e´ um mu´ltiplo de 100 ?
SIM. verb+ACEITA+/(ACEITA+REJEITA) ¿ 75% ?
SIM. D← D-1
NA˜O. ACEITA/(ACEITA+REJEITA) ¡ 25% ?
SIM. D← D1
11. CONT_PASSO=TERMALIZ_MAX ?
SIM. Fim do processo.
NA˜O. Fazer CONT_PASSO←CONT_PASSO+1 e voltar para passo 6.
3.3 METODOLOGIA DESENVOLVIDA PARA ANA´LISE DAS ESTRU-
TURAS
Cada corrida do algoritmo METROPOLIS-CCA gera um u´nico es-
tado do sistema em func¸a˜o da temperatura de equilı´brio, concentrac¸a˜o inicial
e probabilidade de dissociac¸a˜o de partı´culas. Entretanto, a ana´lise de um
u´nico estado e´ insuficiente para estudar a existeˆncia de propriedades gerais
do sistema. Deve-se, portanto, analisar va´rios estados diferentes do sistema,
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para diferentes paraˆmetros de entrada do algoritmo METROPOLIS-CCA. A
ana´lise deve consistir de descritores Q (observa´veis do sistema) que possam
caracterizar a estrutura dos aeroge´is formados. Os descritores empregados
neste trabalho podem ser agrupados em treˆs grandes grupos: (i) paraˆmetros
de ordem; (ii) descritores da topologia das redes formadas; (iii) descrito-
res da morfologia da estrutura porosa do aerogel. Mais especificamente,
os paraˆmetros de ordem sa˜o constituı´dos pelos seguintes descritores: medida
de extensa˜o da distribuic¸a˜o de novos componentes formados ν , e nu´mero de
passos aleato´rios percorrido na rede θ . Os descritores para a topologia da
rede formada incluem: distaˆncia me´dia na rede l; distribuic¸a˜o de grau da
rede3; nu´mero me´dio de coordenac¸a˜o para a estrutura c; tamanho do maior
componente do sistema Smax. Para descrever a morfologia dos aeroge´is
resultantes, foram utilizados: porosidade; tamanho me´dio de poro; desvio
padra˜o do tamanho de poro; a´rea superficial; raza˜o a´rea-volume. Uma me-
dida do sistema corresponde enta˜o, ao valor me´dio do descritor 〈Q〉, podendo
ser estimada a partir de um conjunto de amostras Q1, Q2, . . . , QM , atrave´s
de,
QM =
1
M
M
∑
i=1
Qi , (3.4)
onde M e´ o nu´mero de amostras do me´todo de Monte Carlo obtidas (NEW-
MAN; BARKEMA, 1999). Cada amostra e´ relativa a uma corrida diferente
do algoritmo implementado.
Para cada corrida de uma rotina com o algoritmo METROPOLIS-CCA
implementado, foi usado como nu´mero de passos de termalizac¸a˜o Nterm =
8.000 . Este alto valor foi escolhido apo´s va´rias corridas onde foi verificado,
a partir da energia do sistema em func¸a˜o do nu´mero de passos de termalizac¸a˜o
escolhido, que o valor sugerido minimiza a energia total. O nu´mero de amos-
tras usadas foi de M = 5. Este valor foi adotado, pois, verificou-se que valo-
res superiores na˜o produzem mudanc¸a significativa no valor do desvio padra˜o
obtido para a medida. Para analisar de forma abrangente o sistema, optou-
se por escolher 25 valores distintos de temperatura e 9 valores distintos de
concentrac¸a˜o inicial, resultando assim em 225 estados diferentes do sistema.
Este e´ o nu´mero total de estados que devera´ ser percorrido pelo algoritmo
METROPOLIS-CCA para posterior aplicac¸a˜o dos me´todos de ana´lise. Desta
maneira, o algoritmo proposto anteriormente deve ser ligeiramente modifi-
cado: isto pode ser realizado incluindo lac¸os adicionais de repetic¸a˜o no algo-
ritmo, garantindo que a sua execuc¸a˜o ocorra sempre para valores diferentes
de temperatura e densidade inicial. A representac¸a˜o de cada medida referente
3O descritor propriamente dito e´ um teste de adereˆncia estatı´stico para determinar o tipo de
modelo de rede (ver sec¸a˜o 3.5.4).
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a diferentes estados do sistema pode ser expressa atrave´s de um mapa, ou
seja, uma aproximac¸a˜o do diagrama de fase do sistema. Pelo fato da proba-
bilidade de dissociac¸a˜o de partı´culas ser uma grandeza limitada entre zero e
um, o nu´mero de valores distintos de probabilidade pode ser fixado para, no
mı´nimo, 4 valores distintos. Neste caso isto permitira´ observar o efeito de
diferentes taxas de dissociac¸a˜o no sistema.
A seguir, sera˜o apresentados em maior detalhe todos os descritores (i),
(ii) e (iii) utilizadas neste trabalho. Estes sa˜o aplicados para analisar tanto as
redes que representam o sistema (o que inclui possı´veis componentes desco-
nectados) formados pelo modelo, como as redes de gel crescidas represen-
tadas pelo maior componente formado. A maioria dos descritores sa˜o nor-
malizados por algum fator relativo ao tamanho do sistema (normalmente o
nu´mero N de partı´culas).
3.4 PARAˆMETROS DE ORDEM
3.4.1 Extensa˜o da distribuic¸a˜o de novos componentes formados
Inicialmente define-se o nu´mero de componentes restantes, como a
quantidade de componentes que restaram no sistema apo´s este atingir o equi–
lı´brio te´rmico. Para um sistema onde ocorreu gelificac¸a˜o total, todas as par-
tı´culas foram agregadas formando uma u´nica estrutura (componente) no sis-
tema. No extremo oposto, caso o nu´mero de componentes seja ma´ximo,
ou seja, igual a N, temos um estado perfeito de dispersa˜o no sistema, isto
e´, partı´culas de mesmo tamanho dispersas em um sol, de forma ana´loga
ao que ocorre em colo´ides. Nota-se que, para valores intermedia´rios do
nu´mero de componentes, ha´ uma ambiguidade para a interpretac¸a˜o do tipo
de estado (gel ou sol) gerado pelo sistema. Isto pode ser resolvido, defi-
nindo um paraˆmetro de ordem que exiba possı´veis singularidades onde ocorra
uma transic¸a˜o de fase. Este paraˆmetro de ordem e´ decorrente da ana´lise da
dinaˆmica de agregac¸a˜o do sistema descrita a seguir.
Seja ∆t um intervalo de tempo no sistema onde deseja-se saber se
ocorre mudanc¸a no nu´mero de componentes devido a` agregac¸a˜o ou dissocia-
c¸a˜o. O nu´mero total de componentes no sistema, depois do intervalo ∆t, e´
igual ao nu´mero de componentes que permaneceram inalterados (na˜o sofre-
ram agregac¸a˜o ou dissociac¸a˜o) acrescidos ao nu´mero de novos componentes
formados. Considera-se igualmente o tempo me´dio τ entre dois eventos de
agregac¸a˜o, ou dissociac¸a˜o, sucessivos. A probabilidade me´dia de que seja
formado um novo componente em um intervalo ∆t e´ enta˜o de ∆t/τ . A quan-
tidade r de novos componentes que e´ formada e´ um evento aleato´rio. Por-
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tanto, e´ razoa´vel supor que a varia´vel aleato´ria r seja regida a partir de uma
distribuic¸a˜o discreta de probabilidade Pr, onde maiores quantidades de com-
ponentes devem ser formados com menor probabilidade, isto e´,
Pr+1 < Pr . (3.5)
A probabilidade de serem formados r novos componentes podera´ assumir a
forma analı´tica
Pr ∼
(
1
ν
)r
, (3.6)
onde ν pode ser vista como uma medida de extensa˜o, ou comprimento, da
cauda desta distribuic¸a˜o. De acordo com a formulac¸a˜o dada para este pro-
blema, e´ possı´vel chegar na equac¸a˜o que rege a dinaˆmica de formac¸a˜o de
componentes no sistema, descrita pela equac¸a˜o diferencial4:
dn(t)
dt
=−1
τ
[
n(t)− ν
ν−1
]
. (3.7)
Esta e´ uma equac¸a˜o diferencial de primeira ordem, cuja soluc¸a˜o geral para
um nu´mero inicial n0 de componentes e´ igual a:
n(t) =
ν
ν−1 +
(
n0− νν−1
)
e−t/τ . (3.8)
Neste caso, a medida de interesse e´ o nu´mero de componentes n∞ apo´s um
longo perı´odo de reac¸a˜o. Da equac¸a˜o 3.8, o nu´mero de componentes para
processo n∞ relaciona-se com a medida de extensa˜o da cauda ν atrave´s da
expressa˜o
ν =
n∞
n∞−1 . (3.9)
A equac¸a˜o 3.9 define um paraˆmetro de ordem no sistema. Para um caso de
agregac¸a˜o total, o sistema produzira´ um u´nico componente final. Neste caso,
o valor de ν divergira´ e, no limite assinto´tico de ν , a probabilidade Pr de o
sistema produzir r novos componentes (no equilı´brio) sera´ nula. Isto e´ coe-
rente com a situac¸a˜o fı´sica do problema, uma vez que apenas um componente
existira´ no sistema, sendo impossı´vel surgir algum novo componente. Por
outro lado, para o caso de um sistema em dispersa˜o, o nu´mero final de com-
ponentes devera´ ser igual ou pro´ximo ao tamanho do sistema N. Para um
sistema suficientemente grande (N  1), o valor de ν tendera´, enta˜o, para
1. No limite assinto´tico, a equac¸a˜o 3.6 corresponde a uma distribuic¸a˜o uni-
forme. Neste caso atribui-se uma probabilidade igual para qualquer nu´mero
4Para maiores detalhes, ver o apeˆndice A para a derivac¸a˜o matema´tica desta expressa˜o.
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de componentes surgir. Para o caso onde ha´ um nu´mero menor que N compo-
nentes no sistema, o paraˆmetro de ordem assume um valor superior a 1, o que
quer dizer que a probabilidade de formac¸a˜o de r novos componentes possui
uma caracterı´stica de cauda extensa onde a condic¸a˜o Pr+1 < Pr e´ verificada.
Conforme e´ possı´vel observar, os valores do paraˆmetro de ordem ν , revelam
duas fases diferentes no sistema em relac¸a˜o ao nı´vel de agregac¸a˜o ocorrida:
uma fase gel (ν diverge e estados apresentam gelificac¸a˜o total), e uma fase
sol (ν possui valores positivos e maiores que um, com estados em dispersa˜o
e diferentes tamanhos de componentes).
Para encontrar o nu´mero de componentes n∞ restantes, um algoritmo
simples pode ser formulado em termos da localizac¸a˜o sistema´tica de todos
os componentes desconectados da rede. Pode-se prosseguir da seguinte ma-
neira: um ve´rtice inicial e´ escolhido e tem seu componente detectado (usando
algoritmo BFS descrito no apeˆndice B). Caso o tamanho do componente de-
tectado seja igual a` N, o nu´mero de componentes n∞ e´ igual a 1 e o processo
termina. Caso contra´rio, os ve´rtices pertencentes ao componente devem ser
armazenados. (Isto normalmente e´ feito usando um vetor para marcac¸a˜o dos
ve´rtices ja´ localizados. Nestes casos, e´ u´til fazer uso de varia´veis ‘booleanas’
que aceitam apenas dois valores: ‘verdadeiro’ e ‘falso’. Assim, por exem-
plo, caso o ve´rtice 3 tenha sido detetado como parte do componente, basta
colocar o valor do terceiro elemento do vetor como ‘verdadeiro’ e deixar os
demais como ‘falso’.) O valor do nu´mero de componentes e´ enta˜o acumulado
e este processo se repete novamente ate´ que todos os ve´rtices tenham sido de-
tectados. Uma vez encontrado o valor de n∞, pode-se determinar o valor do
paraˆmetro de ordem ν . O nu´mero de componentes pode ser normalizado com
o tamanho do sistema de acordo com a expressa˜o:
n =
n∞
N
. (3.10)
O quadro 3 apresenta um pseudo-co´digo para encontrar o nu´mero de compo-
nentes restantes. (Este parte do pressuposto de que o vetor ou array usado
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para marcac¸a˜o de ve´rtices e´ inicializado com todos elementos em ‘falso’.)
Quadro 3: Rotina para contagem das frequeˆncias de tamanhos dos componentes.
Algoritmo para determinar nu´mero de componentes
1. Fazer k←0 e TAM←0.
2. Procurar componente associado ao ve´rtice k. Armazenar todos os ve´rtices no
array CLUST.
3. Fazer TAM←TAM + tamanho do componente encontrado. Fazer i←0.
5. Fazer MARCA[CLUST[i]]←TRUE.
6. i= tamanho do componente - 1?
SIM. Fazer j←0.
NA˜O. Fazer i←i+1 e voltar para passo 5.
7. MARCA[j]←FALSE?
SIM. Fazer k←j.
NA˜O. j=nu´mero de partı´culas-1?
SIM. Ir para passo 8.
NA˜O. Fazer j←j+1 e voltar para passo 7.
8. TAM=nu´mero de partı´culas-1?
SIM. Fim do processo.
NA˜O. Voltar ao passo 2.
3.4.2 Nu´mero de passos aleato´rios percorridos na rede
Este paraˆmetro de ordem servira´ para analisar possı´veis mudanc¸as na
organizac¸a˜o (topologia) da rede do maior componente do sistema (gel cres-
cido). Define-se o nu´mero de passos percorridos, como o nu´mero me´dio de
arestas percorridas aleatoriamente por um caminhante na rede ate´ o retorno a`
algum ve´rtice ja´ visitado. Uma u´nica condic¸a˜o e´ imposta para o caminhante:
este na˜o pode retornar ao u´ltimo ve´rtice visitado anteriormente, ou seja, so´
pode andar “para frente”5. O paraˆmetro de ordem θ pode enta˜o ser expresso,
na forma normalizada atrave´s de,
θ =
〈
lpassos
〉
〈Smax〉 , (3.11)
onde, fator de normalizac¸a˜o usado e´ o valor me´dio de tamanho de redes
utilizadas para um conjunto de amostras. E´ possı´vel observar que esta me-
dida pode assumir valores entre zero e um6. Para valores muito pequenos,
5O caminhante neste caso possui uma caracterı´stica de “memo´ria curta”.
6Para um caso geral em redes, esta estimativa e´ subestimada. Isto pode ser visto pelo fato de
que uma rede pode possuir um nu´mero de arestas m maior que o nu´mero de ve´rtices n. Nesta
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o paraˆmetro de ordem indica que, em me´dia, um nu´mero reduzido de pas-
sos sa˜o suficientes para reencontrar algum ve´rtice ja´ percorrido. Isto confere
um efeito de localizac¸a˜o para a rede, com a existeˆncia de caminhos fechados
de pequena extensa˜o, o que e´ tı´pico de uma rede aleato´ria. Uma situac¸a˜o
oposta ocorre para valores de θ pro´ximos de um, onde um grande nu´mero de
ve´rtices sa˜o percorridos ate´ algum sı´tio ser visitado novamente. Pode-se espe-
cular, neste caso, que isto se deve a ramificac¸o˜es que, quando percorridas da˜o
origem a novas ramificac¸o˜es, de forma que, a distaˆncia (nu´mero de passos) a
ser percorrida ate´ o retorno a` um no´ ja´ visitado, tenderia a aumentar. Desta
forma, esta medida daria uma indicac¸a˜o da caracterı´stica de auto-similaridade
da rede. No entanto, uma caracterı´stica de auto-similaridade na˜o necessaria-
mente implica em uma rede com geometria fractal (uma rede regular e´ auto-
similar devido a sua simetria de translac¸a˜o, pore´m a sua estrutura geome´trica
carece de revelar maiores detalhes quando se analisa partes da rede com o
todo). O quadro 4 mostra uma rotina para encontrar o valor da medida θ para
um determinado estado do sistema. E´ necessa´rio usar um nu´mero fixo de ca-
minhantes, ou seja, um nu´mero constante de amostras para obter o nu´mero
me´dio de passos.
Quadro 4: Rotina para determinar o nu´mero de passos aleato´rios percorridos na rede.
Algoritmo para o nu´mero de passos aleato´rios percorridos
1. Localizar maior componente do sistema.
2. Fazer N_AMOS←nu´mero de amostras desejado, CONT←0 e Npassos←0.
3. Escolher aleatoriamente um ve´rtice da rede.
4. Detectar o nu´mero v de vizinhos.
5. Escolher aleatoriamente um dos v-1 vizinhos (descartando o u´ltimo visitado).
6. Novo ve´rtice ja´ foi percorrido antes?
SIM. Fazer CONT←CONT+1.
NA˜O. Incrementar contagem Npassos←Npassos+1 e ir para passo 5.
7. CONT=N_AMOS?
SIM. Ir para pro´ximo passo.
NA˜O. Voltar para passo 3.
8. Fazer Npassos←Npassos/N_AMOS.
situac¸a˜o, caso m >> n, pode haver um caminho cujo nu´mero de passos percorrido sera´ maior
que o tamanho da rede.
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3.5 DESCRITORES DA TOPOLOGIA DE REDES FORMADAS
3.5.1 Tamanho do maior componente
A medida do tamanho de maior componente Smax (adim.) e´ impor-
tante, pois e´ utilizada como fator de normalizac¸a˜o para os demais descritores
que sera˜o usados para analisar a estrutura do gel formado. Para encontrar
o tamanho do maior componente, pode-se incluir, na rotina que retorna o
nu´mero de componentes, um teste de comparac¸a˜o para guardar sempre o va-
lor do u´ltimo maior tamanho de componente detectado. (Com o algoritmo
BFS sendo usado para a localizac¸a˜o de componentes. Ver apeˆndice B.) Esta
medida, normalizada com o nu´mero de partı´culas do sistema, expressa o grau
de agregac¸a˜o atingido pelo sistema. Valores pro´ximos de 1, indicam enta˜o
condic¸o˜es favora´veis para o sistema gelificar. Para um caso oposto, valores
pro´ximos de zero sugerem que o sistema se encontra em estados de dispersa˜o.
s = Smax/N (3.12)
3.5.2 Nu´mero de coordenac¸a˜o me´dio
O nu´mero de coordenac¸a˜o c, para uma partı´cula do sistema, e´ de-
finido como o nu´mero de vizinhos agregados a` esta partı´cula. Portanto, o
nu´mero de coordenac¸a˜o me´dio e´ equivalente ao valor me´dio da distribuic¸a˜o
de grau da rede. Como rede, pode ser considerada tanto a rede que representa
o sistema (incluindo possı´veis componentes desconectados), como apenas o
maior componente (gel crescido). Neste trabalho sera´ usado o nu´mero de
coordenac¸a˜o me´dio como o grau me´dio da rede do maior componente. O
descritor e´ enta˜o obtido de forma trivial, atrave´s de uma verificac¸a˜o direta da
coordenac¸a˜o (grau) para todas as partı´culas (ve´rtices) do componente, para
enta˜o ser calculado o seu valor me´dio. E´ importante observar ainda, que o
nu´mero ma´ximo de coordenac¸a˜o permitido no modelo (devido a` matriz ado-
tada) e´ igual a 6.
3.5.3 Distaˆncia me´dia na rede
A distaˆncia me´dia na rede representa a distaˆncia tı´pica entre dois ve´r-
tices quaisquer. Portanto, para esta medida ser determinada e´ necessa´rio en-
contrar as distaˆncias di j entre todos os pares de ve´rtices i e j possı´veis da
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rede. Considerando a rede que representa o componente de maior tamanho
do sistema, o algoritmo BFS (descrito no apeˆndice B) pode ser usado para
encontrar os menores caminhos entre um dado ve´rtice s e todos os demais
ve´rtices da rede. De forma que, para encontrar o valor me´dio da distaˆncia na
rede, basta aplicar sistematicamente a rotina BFS para cada ve´rtice da rede, e
armazenar cada valor de distaˆncia encontrado em uma entrada de uma “matriz
de distaˆncias”. No entanto, este na˜o e´ um procedimento muito eficiente, pois
alguns valores de distaˆncia acabam sendo considerados de forma repetida.
Um procedimento mais ra´pido envolve percorrer exatamente o nu´mero to-
tal de pares distintos7, armazenando esta quantidade de distaˆncias. O valor da
distaˆncia me´dia d pode ser enta˜o calculado para este conjunto de distaˆncias. A
normalizac¸a˜o deste descritor e´ feita usando uma distaˆncia dreg relativo a` uma
rede regular (em anel) equivalente, ou seja, que possui nu´mero de ve´rtices
igual a Smax, e com grau da rede igual ao nu´mero de coordenac¸a˜o me´dio8.
Isto e´ expresso pela seguinte equac¸a˜o:
l = d/dreg . (3.13)
Neste caso, distaˆncias de redes regulares equivalente tendem a ser grandes,
comparadas com redes aleato´rias de mesmo nu´mero de ve´rtices e grau me´dio
(WATTS; STROGATZ, 1998), o que limita o valor desta medida entre 0 e 1.
3.5.4 Distribuic¸a˜o de grau da rede
Neste caso deseja-se obter o modelo de distribuic¸a˜o de grau mais ade-
quado para a rede. Dois casos sera˜o analisados no sistema: a rede formada
por todas as partı´culas, e a rede relativa apenas ao maior componente. Ti-
picamente sa˜o considerados dois grandes modelos de rede: redes aleato´rias
e redes invariantes em escala (scale-free). A diferenc¸a entre estes reside no
formato da distribuic¸a˜o do grau da rede. Uma rede aleato´ria, tambe´m co-
nhecida como Erdo¨s-Renyi, tem sua distribuic¸a˜o de grau obedecendo a uma
distribuic¸a˜o de Poisson do tipo
fk,λ =
λ ke−λ
k!
(3.14)
7O nu´mero exato de pares distintos para uma rede com N ve´rtices e´ dado por,
(
N
2
)
= N!(N−2)!2!
8Como o valor de grau me´dio pode na˜o ser um inteiro, adota-se o menor inteiro mais pro´ximo
do valor me´dio de grau.
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onde k, e´ o grau da rede. Alternativamente, considera-se uma rede com
distribuic¸a˜o de grau do tipo binomial. Neste caso esta e´ expressa por,
fk,p =
(
6
k
)
pk(1− p)6−k (3.15)
onde, novamente, k e´ o grau da rede. Em ambas as equac¸o˜es 3.14 e 3.15, os
paraˆmetros λ e p sa˜o caracterı´sticas que definem o formato da distribuic¸a˜o e
devem ser determinados a partir de dados amostrados9. Ainda na distribuic¸a˜o
binomial, o valor 6, e´ referente ao grau ma´ximo que a rede pode comportar
devido a`s restric¸o˜es impostas pelo modelo.
Para uma rede do tipo scale-free, a sua distribuic¸a˜o (discreta) obedece
a` uma distribuic¸a˜o de Zipf, que e´ uma lei de poteˆncia da forma
fk,α =
k−α
H6(α)
. (3.16)
Na expressa˜o anterior, H6(α) e´ o sexto nu´mero Harmoˆnico generalizado e
aparece devido a` condic¸a˜o de normalizac¸a˜o da distribuic¸a˜o de probabilidade
fk,α 10. Assim como nos casos anteriores, o paraˆmetro α e´ um paraˆmetro que
servira´ de ajuste para a distribuic¸a˜o. O me´todo para ajuste de cada um destes
modelos consiste em trabalhar apenas com uma distribuic¸a˜o de grau que deve
ser obtida acumulando-se amostras de diferentes corridas do programa (cada
amostra e´ referente um estado na condic¸a˜o do equilı´brio do sistema). Uma
te´cnica de boostrapping e´ enta˜o utilizada. (Realiza-se, a partir da distribuic¸a˜o
resultante obtida, uma “reamostragem” escolhendo aleatoriamente valores da
distribuic¸a˜o original e construindo assim va´rias amostras de mesmo tama-
nho.) Isto permite determinar, com menor erro, descritores para ajuste de
modelos do tipo lei de poteˆncia uma vez que, a medida que o valor de k
cresce, o erro da amostra pode interferir no ajuste (CLAUSET; SHALIZI;
NEWMAN, 2009). O procedimento para determinar os paraˆmetros de ajuste
e o crite´rio para determinar a distribuic¸a˜o mais adequada, e´ descrito a seguir.
Seja a distribuic¸a˜o de grau obtida pelo processo de Monte Carlo, esta amostra
9Apesar de ser usado a mesma letra, na˜o confundir o paraˆmetro p da distribuic¸a˜o binomial
com a probabilidade de dissociac¸a˜o que faz parte do processo de crescimento de gel.
10Seja uma func¸a˜o distribuic¸a˜o de probabilidade da forma, fk =Ck−α , a constante C e´ deter-
minada pela condic¸a˜o de normalizac¸a˜o ∑∞k=1 Ck−α = 1. Como o valor ma´ximo de nu´mero de
vizinhos pro´ximos (grau) e´ igual a seis, o valor da constante e´ dado por:
C =
1
∑6k=1 k−α
,
onde o termo no denominador 1+ 12α + . . . +
1
6α e´ tambe´m conhecido como o sexto nu´mero
harmoˆnico generalizado H6,α .
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e´ composta pelos graus obtidos x1, x2, . . . , xn, onde xi ≤ 6. O paraˆmetro λ
de Poisson e´ obtido atrave´s de,
λˆ =
1
n
n
∑
i=1
xi = 〈x〉 . (3.17)
Para encontrar o valor de α , a seguinte equac¸a˜o na˜o-linear deve ser resolvida
6
∑
i=1
(〈logx〉− log(i))i−αˆ = 0 (3.18)
onde, 〈logx〉 e´ igual a 1n ∑ log(xi). Finalmente, o paraˆmetro p da distribuic¸a˜o
binomial e´ dado por:
pˆ =
〈x〉
6
, (3.19)
onde 〈x〉 e´ a me´dia aritme´tica de xi. Estas expresso˜es sa˜o estimadores pa-
rameˆtricos derivados a partir da te´cnica do estimador de ma´xima verossimi-
lhanc¸a (ver apeˆndice C para a derivac¸a˜o completa das expresso˜es dos estima-
dores). O modelo de rede mais adequado, dado os paraˆmetros de ajuste en-
contrados, pode ser determinado atrave´s do teste estatı´stico de Kolmogorov-
Smirnov. Este mede uma “distaˆncia” entre os dados empı´ricos e uma distri-
buic¸a˜o teo´rica. O valor do teste de Kolmogorov-Smirnov e´ dado por:
D = sup{|Fe(x)−Ft(x)|} (3.20)
onde Fe e Ft sa˜o as distribuic¸o˜es acumuladas empı´ricas, e a de teste (teo´rica
obtida do ajuste), respectivamente. Calcula-se assim, a qualidade de ajuste
para os modelos 3.14, 3.15 e 3.16 obtendo DPoisson, DBinomial e DZip f . Ao
menor resultado de teste (distaˆncia) obtido, e´ associado a melhor adereˆncia
entre dados empı´ricos e o modelo ajustado.
3.6 DESCRITORES DA MORFOLOGIA DOS AEROGE´IS FORMADOS
3.6.1 Porosidade
A porosidade e´ definida como o volume na˜o-ocupado relativo ao vo-
lume total da caixa de simulac¸a˜o que conte´m a estrutura final do aerogel (re-
presentada pelo maior componente do sistema). A caixa de simulac¸a˜o na˜o
sera´ necessariamente um cubo (como definido para a densidade inicial φi ).
Esta e´ definida como a caixa com menor tamanho de arestas de forma a con-
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ter a estrutura do cluster de partı´culas (aerogel). Nestas condic¸o˜es, o volume
relativo de ocupac¸a˜o total de partı´culas vocupa dentro da caixa e´ uma medida
adimensional e expressa por:
vocupa =
4pir3Smax
3Vcaixa
, (3.21)
onde o volume da caixa e´ dada por Vcaixa = LxLyLz. (Assume-se que o ta-
manho de todas as partı´culas e´ igual com raio correspondente a metade da
distaˆncia entre dois pontos da matriz, ou seja, igual a 0,5 u.a.) A porosidade
para a estrutura sera´ dada enta˜o por
vlivre = 1− vocupa. (3.22)
3.6.2 A´rea superficial
A a´rea superficial medida aqui e´ igual a a´rea total ocupada pela maior
estrutura do cluster de partı´culas do sistema, expresso pela relac¸a˜o (em u.a.):
A = 4pir2Smax. (3.23)
Esta expressa˜o pode ser normalizada atrave´s da a´rea total ocupada pelo nu´mero
ma´ximo de partı´culas N:
a =
A
4pir2N
. (3.24)
E´ fa´cil verificar, no entanto, que a expressa˜o adimensional 3.24 e´ calculada
da mesma forma que a equac¸a˜o 3.12, referente ao tamanho normalizado do
maior componente. Neste caso a medida da a´rea superficial se reduz ao va-
lor do tamanho do maior componente Smax devido a`s considerac¸o˜es do mo-
delo (esferas rı´gidas e matriz de pontos adotada para posicionamento das
partı´culas).
3.6.3 Raza˜o a´rea-volume
A raza˜o a´rea-volume, ou simplesmente raza˜o a´rea-volume, do modelo
apresentado, pode ser calculada atrave´s da seguinte relac¸a˜o (medida em uni-
dades arbitra´rias),
A/V =
4pir2Smax
Vcaixa
(3.25)
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Esta medida transmite a ideia da relac¸a˜o entre forma e tamanho para um dado
objeto11. Do ponto de vista quı´mico e de processamento de materiais, ob-
jetos com maior raza˜o a´rea-volume oferecem a possibilidade de ocorrer um
nu´mero maior de reac¸o˜es entre elementos, elevando assim as taxas de reac¸a˜o.
Esta e´ uma caracterı´stica explorada quando sa˜o empregadas nanopartı´culas,
onde sua a´rea disponı´vel e´ amplamente maior comparada ao seu tamanho (ou
volume). Para materiais derivados de um processo sol-gel, portanto, espera-
se que a relac¸a˜o a´rea-volume seja a maior possı´vel. E´ importante observar
ainda, que a equac¸a˜o 3.25 pode ainda ser vista como uma medida de den-
sidade relativa da estrutura, uma vez que esta e´ proporcional ao nu´mero de
partı´culas dentro da caixa de simulac¸a˜o que conte´m a estrutura do aerogel.
3.6.4 Tamanho me´dio e desvio padra˜o de poro
Para encontrar o tamanho me´dio de poro, define-se inicialmente o con-
ceito de tamanho de poro. Dada uma estrutura porosa, o tamanho de poro
para um dado ponto P no espac¸o, corresponde ao valor do raio da maior
esfera que conte´m o ponto P sem se sobrepor a alguma parte da estrutura
(BHATTACHARYA; GUBBINS, 2006). Este conceito implica tambe´m na
natureza distribuı´da para a medida de tamanho de poro R. Desta forma, e´ ne-
cessa´rio um me´todo que utilize alguma te´cnica de amostragem espacial para
determinar a grandeza R, determinando assim, a distribuic¸a˜o de tamanho de
poros. Neste trabalho sera´ utilizado um algoritmo semelhante ao proposto
por Bhattacharya e Gubbins (2006) que permite obter de forma eficiente esta
distribuic¸a˜o considerando a localizac¸a˜o espacial de cada partı´cula no sistema.
Este algoritmo sera´ referido como algoritmo PSD (pore size distribution).
O algoritmo PSD consiste em treˆs partes fundamentais: (i) realizar
uma amostragem aleato´ria sobre o espac¸o e obter um ponto de amostra Pa; (ii)
resolver o problema de otimizac¸a˜o na˜o-linear com restric¸o˜es que determina o
valor do tamanho de poro para o ponto amostrado; (iii) atualizar o histograma
cumulativo da distribuic¸a˜o de tamanho de poros. Outra caracterı´stica impor-
tante para o algoritmo PSD e´ a escolha de uma resoluc¸a˜o para o me´todo. A
resoluc¸a˜o do me´todo e´ definida como o nu´mero de pontos usados para repre-
sentar uma unidade de tamanho do poro (neste caso em unidades arbitra´rias).
11Tipicamente a raza˜o a´rea-volume e´ um conceito que ajuda a entender, do ponto de vista
evoluciona´rio, como muitos organismos na˜o podem apresentar um tamanho diferente do atual.
Isto, entre outras razo˜es, se deve ao fato da sua raza˜o a´rea-volume atual ser ma´xima, enquanto
que se aumentado seu tamanho esta passaria a diminuir (escalonando um dado objeto o seu
volume aumenta mais ra´pido que sua a´rea superficial). Isto e´ um fator crı´tico, um vez que a´rea
superficial esta´ ligada a transfereˆncias de calor.
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Nesta situac¸a˜o, a resoluc¸a˜o e´ igual ao inverso da precisa˜o do me´todo12. Para
este trabalho considera-se um valor de precisa˜o igual a 0,25 uma vez que na˜o
foram notadas diferenc¸as significativas para maiores preciso˜es (onde o tempo
computacional gasto seria maior). Para obter um ponto de amostra Pa em (i),
a amostragem deve ser realizada dentro do volume da caixa de simulac¸a˜o.
Adicionalmente, o ponto na˜o deve se encontrar contido dentro de nenhuma
esfera (partı´cula) da estrutura. A formulac¸a˜o para o problema de otimizac¸a˜o
em (ii) e´ apresentada no Apeˆndice D. Conve´m mencionar tambe´m que o pa-
cote nume´rico SOLVOPT13 (KAPPEL; KUNTSEVICH, 2000) para C++ foi
utilizado neste passo, uma vez que este conte´m uma rotina pronta para resol-
ver problemas de otimizac¸a˜o na˜o-linear. Dado o valor de raio o´timo calculado
Rporo (tamanho de poro para o ponto amostrado), as frequeˆncias cumulativas
para Hacum devem ser acrescidas de uma unidade para os valores de tamanho
(dentro da resoluc¸a˜o) de 0 ate´ o valor Rporo encontrado. Procedendo desta
forma para diversos pontos amostrados Pa, o histograma cumulativo podera´
ser sempre atualizado, e sua frequeˆncia relativa representara´ a probabilidade
de um tamanho de poro maior ou igual a Rporo ser encontrado na estrutura.
A vantagem deste procedimento esta´ no passo (iii), onde um determinado
nu´mero fixo de amostras npsd podem ter as suas frequeˆncias facilmente acu-
muladas refinando assim o formato do histograma Hacum. A distribuic¸a˜o de
tamanho de poros se relaciona com a sua distribuic¸a˜o acumulada atrave´s da
expressa˜o:
h(R) =−dH
dR
(3.26)
pois, a distribuic¸a˜o do tamanho de poros e´ representada por uma func¸a˜o de
densidade de probabilidade (o tamanho de poro sendo uma varia´vel aleato´ria
contı´nua). Para garantir sempre um mesmo erro ao calcular a distribuic¸a˜o de
poros h para diferentes estados do sistema, um crite´rio de convergeˆncia deve
ser adicionado. Neste caso, o processo de amostragem deve ser realizado
ate´ que o erro entre duas distribuic¸o˜es sucessivas sejam menor que uma dada
toleraˆncia. O erro entre duas distribuic¸o˜es pode ser formulado em termos da
norma euclidiana:
erelativo =
‖Pnovo−Panterior‖
‖Pnovo‖ < TOL , (3.27)
onde o valor de erro relativo erelativo assumido e´ no ma´ximo igual 1%. O
12Por exemplo, caso deseja-se medir ate´ 0,01 u.a. para o raio que caracteriza o tamanho de
poro, sera˜o necessa´rios usar 100 pontos por unidades de u.a. para garantir a precisa˜o da medida.
Desta forma, a representac¸a˜o da distribuic¸a˜o de tamanho de poros e´ somente possı´vel para um
conjunto de intervalos discretos.
13Disponı´vel em http://www.uni-graz.at/imawww/kuntsevich/solvopt/.
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valor do nu´mero de amostras npsd foi fixo para 10 amostras. Uma vez encon-
trado a distribuic¸a˜o h de tamanho de poros, e´ possı´vel encontrar o tamanho
me´dio R de poro, e desvio padra˜o σR do tamanho de poro (ambos em uni-
dades arbitra´rias). Pode-se normalizar estas medidas com um valor de raio
equivalente req. O valor deste raio corresponde ao raio da esfera cujo volume
e´ igual ao volume na˜o-ocupado dentro da caixa de simulac¸a˜o, isto e´,
req =
(
3Vlivre
4pi
)1/3
(3.28)
onde, o volume livre14 e´ dado (em u.a) por
Vlivre =Vcaixa− 4pir
3Smax
3
. (3.29)
Assim, as medidas de tamanho me´dio e desvio padra˜o na forma normalizada
sa˜o expressas por (em u.a.):
r = R/req (3.30)
e
σr = σR/req. (3.31)
O quadro 5 descreve o algoritmo PSD para um u´nico estado do sistema. e
deve ser aplicado apo´s o te´rmino do algoritmo METROPOLIS-CCA (equi-
lı´brio do sistema) e a localizac¸a˜o do maior componente.
14Fazer distinc¸a˜o entre o volume livre dado pela expressa˜o 3.22 e a expressa˜o dada por 3.29.
No primeiro caso esta medida e´ expressa adimensionalmente, enquanto que no segundo caso, ela
na˜o esta´ normalizada (e´ assumida uma unidade arbitra´ria). De fato, a relac¸a˜o entre ambas e´ dada
por vlivre =Vlivre/Vcaixa.
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Quadro 5: Algoritmo PSD.
Algoritmo PSD
1. Fazer: N_s←nu´mero de amostras desejado; RES←resoluc¸a˜o; TOL←toleraˆncia;
ITER_MAX←nu´mero ma´ximo de iterac¸o˜es.
2. Encontrar arestas da caixa Lx, Ly e Lz e fazer L_max←maior comprimento de
aresta.
3. Inicializar arrays de zeros H, h_new, h_old de tamanho igual a L_max*RES.
Fazer ITER←0.
4. Fazer CONT←0, ERR←0.
5. Escolher um ponto P de aleatoriamente no espac¸o.
6. Ponto P se encontra dentro de uma partı´cula?
SIM. Voltar a partir de passo 5.
NA˜O. Seguir para passo 7.
7. Calcular valor do raio o´timo R.
8. Fazer H[k]←H[k]+1, para valores de k de 0 ate´ R*RES. Fazer CONT=CONT+1.
9. CONT=N_s?
SIM. Ir para o pro´ximo passo.
NA˜O. Voltar para o passo 5.
10. Fazer h_new[0]←H[1]-H[0]. Para valor de k igual a` 2 ate´ L_max*RES, fazer
h_new[k]←(H[k+1]-H[k-1])/2.
11. Calcular o erro relativo ERR entre h_new e h_old. Fazer ITER←ITER+1.
12. ERR¿TOL?
SIM. ITER=ITER_MAX?
SIM. Na˜o convergiu. Abortar processo.
NA˜O. Fazer array h_old[k]←h_new[k] para todo k. Voltar ao
passo 4.
NA˜O. Finalizar processo.
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4 RESULTADOS E DISCUSSA˜O
4.1 COMPLEXIDADE COMPUTACIONAL DO ALGORITMO
A figura 5 apresenta o tempo computacional gasto para uma corrida
com Nterm = 15.000 passos de termalizac¸a˜o do algoritmo METROPOLIS-
CCA. O tempo e´ referente a um u´nico estado do sistema. Cada ponto foi
obtido usando a seguinte configurac¸a˜o de paraˆmetros: φi = 0,1, p = 0,5
e T = 1 (concentrac¸a˜o inicial, probabilidade de dissociac¸a˜o e temperatura,
respectivamente). Esta escolha de paraˆmetros garante sempre estados onde
ocorre formac¸a˜o de rede para o aerogel. E´ possı´vel ver que o tempo cresce
rapidamente acima de 1.000 partı´culas, o que torna proibitiva uma simulac¸a˜o
para uma centena de estados diferentes do mesmo sistema. Por esta raza˜o,
foi escolhido como tamanho do sistema para todas as ana´lises (descritas nas
sec¸o˜es seguintes deste capı´tulo), o valor de N = 500.
Figura 5 – Tempo computacional gasto pelo algoritmo METROPOLIS-CCA
em func¸a˜o do nu´mero de partı´culas do sistema para um u´nico estado sistema.
O estado escolhido e´ dado pelos paraˆmetros: φi = 0,1, p = 0,5 e T = 1.
Foram utilizadas 3 amostras para obter um valor me´dio para o tempo (as
barras de erros mostram desvios padro˜es muito pequenos para a quantidade
de amostras escolhidas).
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4.2 ESTRUTURAS DE AEROGE´IS OBTIDAS
A figura 6 apresenta diferentes estruturas de aeroge´is obtidas a par-
tir do algoritmo METROPOLIS-CCA. Foi utilizado o programa POV-Ray1,
que e´ um software livre de renderizac¸a˜o de objetos, para representar o con-
junto de partı´culas agregadas ao maior cluster (componente) do sistema. Isto
foi realizado a partir da informac¸a˜o das coordenadas finais de cada partı´cula
fornecido pelo algoritmo METROPOLIS-CCA. Os descritores apresentados
no capı´tulo anterior foram utilizados para analisar uma variedade de estados
como os que sa˜o apresentados pela figura 6. A pro´xima sec¸a˜o apresenta os
resultados obtidos desta ana´lise.
Figura 6 – Representac¸a˜o da estrutura de aerogel resultante do processo de
crescimento da rede a partir N = 1.000 partı´culas inorgaˆnicas. Diferentes
estados tı´picos sa˜o apresentados: a) φi = 0,7 , p = 0,5 , T = 1; b) φi = 0,1 ,
p = 0,5 , T = 10; c) φi = 0,05 , p = 0,95 , T = 5; d) φi = 0,1 , p = 0,95 ,
T = 10. (Em alguns casos o processo de agregac¸a˜o na˜o resultou em um u´nico
componente. Neste caso e´ apresentado apenas o maior cluster.)
(a) (b)
(c) (d)
1The Persistence of Vision Raytracer - disponı´vel para download no site:
http://www.povray.org/download/ .
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4.3 PARAˆMETROS DE ORDEM E DESCRITORES DA TOPOLOGIA
De acordo com a ana´lise da dinaˆmica de formac¸a˜o de componentes
atrave´s de um processo de agregac¸a˜o, foi possı´vel obter um crite´rio (func¸a˜o)
para identificac¸a˜o de dois estados no sistema. Um paraˆmetro de ordem foi
enta˜o formulado, dado pela equac¸a˜o 3.9. Esta func¸a˜o indica duas fases dis-
tintas no sistema. Para valores de ν , idealmente tendendo a infinito (ou
ν grande), o sistema se encontra em um estado gelificado total (fase gel);
houve tempo e condic¸o˜es para o sistema agregar todos os componentes ini-
ciais em um u´nico componente. Valores baixos para o paraˆmetro (e maiores
que um), sugerem em contrapartida, que existe uma resisteˆncia do sistema
para a agregac¸a˜o. Neste caso, o sistema se apresentara´ em um estado de sus-
pensa˜o/dispersa˜o (fase sol).
A figura 7 apresenta dois mapas com o paraˆmetro de ordem ν (sec¸a˜o
a da figura) e o nu´mero de componentes restantes do sistema (sec¸a˜o b da
figura). Estas medidas sa˜o analisadas em func¸a˜o da temperatura de equilı´brio
do sistema e densidade inicial, ou seja, representam diferentes estados do
sistema. O mapa e´, enta˜o, uma aproximac¸a˜o para o diagrama de fase deste
sistema.
Analisando o mapa para a medida de ν , e´ possı´vel ver que este apre-
senta duas regio˜es distintas. A regia˜o do mapa de cor branca representa a
divergeˆncia do paraˆmetro de ordem, ou seja, ocorreu gelificac¸a˜o total da es-
trutura. O sistema permitiu a agregac¸a˜o de todas as partı´culas em um u´nico
componente, o que caracteriza uma fase gel. Por outro lado, a regia˜o onde a
cor e´ escura, corresponde a estados onde o sistema apresenta uma distribuic¸a˜o
de tamanho de componentes devido a` agregac¸a˜o parcial das estruturas. O va-
lor para ν , neste caso, e´ superior a 1 e o sistema tem estados dispersos (onde
os componentes possuem variabilidade de tamanho). Para um caso extremo,
N partı´culas permanecera˜o de forma dispersa no sistema, de maneira ana´loga
ao que ocorre em colo´ides2. O conjunto de estados em dispersa˜o representa
enta˜o, uma fase sol no sistema, pois devido a` condic¸o˜es de controle do pro-
cesso (temperatura, concentrac¸a˜o inicial, taxa de dissociac¸a˜o) a formac¸a˜o de
um estado agregado u´nico (gelificac¸a˜o) e´ impedido. Pore´m, mudadas essas
condic¸o˜es, o diagrama de fase mostra que o sistema passa a exibir uma forma
diferente de se organizar, com a agregac¸a˜o ocorrendo de forma espontaˆnea e
a formac¸a˜o de estados gelificados.
2De fato, esta seria uma “dispersa˜o ideal”, pois todos os elementos dispersos teriam exata-
mente o mesmo tamanho e forma.
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Figura 7 – a) Paraˆmetro de ordem ν . b) Nu´mero de componentes n∞/N.
Ambas as medidas representam diferentes estados do sistema para uma pro-
babilidade de dissociac¸a˜o de 0,5.
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A figura 7-b apresenta o mapa com os valores normalizados para o
nu´mero de componentes finais do sistema. E´ possı´vel ver, que, para altas
concentrac¸o˜es iniciais, o sistema e´ extremamente favora´vel a agregac¸a˜o entre
componentes. Isto e´ esperado, uma vez que, partı´culas localizadas pro´ximas
uma das outras maximizam a ocorreˆncia destas agregaram entre si. Neste
caso, para pequenos intervalos de tempo, va´rios eventos de agregac¸a˜o tendem
a ocorrer. Isto produz uma gelificac¸a˜o ra´pida no sistema onde diferentes es-
truturas sa˜o equiprova´veis3. Por outro lado, baixas densidades indicam que,
a` medida que a temperatura e´ aumentada, o sistema comec¸a a apresentar difi-
culdade em gelificar. Nesse caso, espera-se uma transic¸a˜o de fase sol-gel para
baixas concentrac¸o˜es iniciais de partı´culas de sol.
Uma ana´lise mais geral sobre o sistema pode ser obtida estudando o
efeito da variac¸a˜o da taxa de dissociac¸a˜o (paraˆmetro p) sobre o diagrama de
fase. A figura 8 apresenta este cena´rio com 4 probabilidades de dissociac¸a˜o
diferentes e representa uma variac¸a˜o do modo de agregac¸a˜o de componen-
tes. Para situac¸o˜es onde na˜o ha´ dissociac¸a˜o de partı´culas (p igual ou muito
pro´ximo de zero) temos uma situac¸a˜o de diffusion-limited cluster-cluster ag-
gregation - DLCCA. O sistema e´ submetido a um mecanismo de agregac¸a˜o,
sendo que, a u´nica limitante deste processo e´ a difusa˜o (direc¸a˜o e velocidada)
de cada componente. Para probabilidades maiores que zero ocorre o caso de
uma reaction-limited cluster-cluster aggregation - RLCCA. Nesta situac¸a˜o,
o fator principal que limita o processo de agregac¸a˜o e´ a taxa de reac¸o˜es4. A
3Este e´ um ponto importante, pois significa que para esses estados o sistema apresenta uma
caracterı´stica de formac¸a˜o espontaˆnea de redes aleato´rias.
4Representado pela quantidade efetiva de partı´culas que permanecem agregadas a um com-
ponente.
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justificativa do efeito da probabilidade p na mudanc¸a dos mapas se deve a
seguinte observac¸a˜o: o sistema sob efeito de um DLCCA possibilita um pro-
cesso na˜o reversı´vel de agregac¸a˜o entre componentes. Desta forma, este sem-
pre caminha espontaneamente para estados de baixa energia. Uma analogia,
que pode ser feita para este caso, e´ que o sistema se comporta como se esti-
vesse dentro de um poc¸o potencial de energia infinito5. Esta situac¸a˜o pode ser
observada na figura 8-a para concentrac¸o˜es iniciais maiores que 0,08, onde o
sistema foi agregado em um u´nico componente. Ha´ ainda a concentrac¸a˜o ini-
cial que deve ser considerada na ana´lise do processo. O papel da concentrac¸a˜o
inicial no sistema e´ de favorecer um determinado perfil energe´tico, ou seja,
possibilitando o acesso a diferentes estados no sistema. Isto pode ser enten-
dido com a constatac¸a˜o de que quanto menor o valor de densidade inicial, e´
mais favora´vel para o sistema permanecer em estados de maior energia. A
temperatura contribui de forma semelhante para a persisteˆncia destes estados
de dispersa˜o no sistema a partir de uma determinada temperatura crı´tica Tc.
O que ocorre na realidade e´ que, no equilı´brio, a temperatura “sintoniza” o
sistema para o estado que e´ mais prova´vel atrave´s de excitac¸a˜o te´rmica.
A` medida que o valor de probabilidade de dissociac¸a˜o p aumenta, uma
diminuic¸a˜o do nu´mero de estados gelificados (figura 9) e´ observada. Isto e´
esperado e de acordo com a ana´lise anterior, uma vez que, no regime RLCCA,
ha´ a possibilidade de dissociac¸a˜o de partı´culas do componente. O efeito disto
sera´ uma tendeˆncia maior para o sistema em se localizar pro´ximo a estados de
maior energia. O valor de temperatura no equilı´brio do sistema sera´ mais uma
vez determinante para que o sistema alcance algum estado possı´vel, sendo
que, dependendo da taxa de dissociac¸a˜o, a fase gel do sistema sera´ somente
alcanc¸ada para altos valores de densidade inicial.
5Na verdade o sistema seria composto por um nu´mero discreto de nı´veis localizados para
baixas energias. Pore´m, semelhantemente ao caso citado, uma quantidade infinita de energia
seria necessa´ria para que o sistema acessasse algum estado de maior energia, restringindo assim,
o sistema a apenas estados de menor energia.
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Figura 8 – Paraˆmetro de ordem ν para diferentes taxas de dissociac¸a˜o: a)
p = 0,05, b) p = 0,25 , c) p = 0,75 , e d) p = 0,95.
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Figura 9 – Frac¸a˜o do nu´mero de estados da fase gel no sistema em func¸a˜o da
probabilidade de dissociac¸a˜o. A medida que p cresce, o nu´mero de estados
gelificados diminui.
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Apesar do paraˆmetro de ordem ν colocar em evideˆncia duas fases no
sistema, e´ importante ressaltar que alguns estados pertencentes a` fase sol so-
frem um processo de gelificac¸a˜o parcial compara´vel a estados da fase gel. Isto
pode ser verificado, analisando o tamanho do maior componente gerado pelo
sistema. A figura 10 apresenta o mesmo cena´rio anterior (diferentes taxas de
dissociac¸a˜o) para medidas normalizadas do tamanho do maior componente.
Para o caso de p= 0,25, por exemplo, fica evidente, comparando com a figura
8, que existem muitos estados com tamanho de rede considera´vel e caracteri-
zados como pertencente a` fase sol (para densidades maiores que 0,22). Para
todos os fins pra´ticos, torna-se necessa´rio, analisar pelo menos alguma das
estruturas que sofreram gelificac¸a˜o parcial. O paraˆmetro de ordem ν , des-
crito anteriormente, permite observar apenas dois grandes tipos de estados
do sistema (pertencentes as fases sol e gel) surgem e esta˜o relacionados com
condic¸o˜es iniciais e paraˆmetros do processo. Para investigar em maior deta-
lhe a topologia da rede formada para a fase gel, e eventuais estruturas da fase
sol, o paraˆmetro de ordem baseado no nu´mero me´dio de passos aleato´rios
percorridos na rede deve ser utilizado. Esta medida expressara´ enta˜o, a ex-
tensa˜o me´dia de um caminho fechado na rede (dada pela equac¸a˜o na forma
normalizada 3.11 θ = 〈lpassos〉〈Smax〉 ).
A figura 11 apresenta um mapa com os valores para a medida θ em
func¸a˜o de diferentes temperaturas e concentrac¸o˜es iniciais do sistema. Treˆs
regio˜es podem ser identificadas no mapa. A regia˜o I e´ caracterizada por bai-
xos valores do paraˆmetro θ (valores tipicamente pro´ximos a 0,1). A regia˜o II
e´ composta por valores onde a medida se anula no mapa, isto e´, na˜o ha´ rede
a ser percorrida. O sistema se encontra em um estado de “dispersa˜o ideal”,
ou seja, composto por partı´culas de tamanho uniforme dispersas no sistema.
Portanto, esta medida se mostra u´til para localizar estes estados especı´ficos
dentro da fase sol. Um outro padra˜o (regia˜o III) e´ visı´vel no diagrama de fase,
onde o paraˆmetro de ordem assume valores altos (acima de 0,3). De fato, o
crescimento da func¸a˜o θ pro´ximo a` regia˜o III e´ ra´pido. Este pode ser des-
crito como uma lei de poteˆncia em torno da vizinhanc¸a de um ponto crı´tico
no qual a func¸a˜o diverge. Isto pode ser visto na figura 12-a onde os valores
do paraˆmetro de ordem sa˜o ajustados conforme a equac¸a˜o 4.1:
θ ∼ |T −Tc|−α . (4.1)
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Figura 10 – Tamanho do maior componente para diferentes probabilidades de
dissociac¸a˜o: a) p = 0,05, b) p = 0,25, c) p = 0,75, e d) p = 0,95.
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A temperatura crı´tica Tc pode ser encontrada usando o seguinte me´todo.
Inicialmente considera-se os valores do paraˆmetro de ordem em func¸a˜o da
temperatura em uma forma indexada (vetor). Uma operac¸a˜o de soma acu-
mulada e´ realizada sobre este vetor de valores6 (integrac¸a˜o). Em seguida,
efetua-se uma operac¸a˜o de diferenciac¸a˜o discreta entre cada dois pontos vi-
zinhos. O valor crı´tico Tc e´ o valor ma´ximo apo´s ser feita a diferenciac¸a˜o.
O expoente α pode ser obtido atrave´s de um ajuste (via mı´nimos quadrados)
dos dados com a expressa˜o 4.1. Isto foi feito para diferentes concentrac¸o˜es
iniciais de partı´culas de sol (figura 12-b). Neste caso, o efeito da variac¸a˜o da
densidade inicial e´ o de deslocar o ponto crı´tico para a direita do diagrama de
fase. O me´todo descrito para encontrar o valor de temperatura crı´tica, sugere
que esta se comporta de maneira linear com a densidade inicial.
Figura 11 – Nu´mero me´dio de passos aleato´rios percorridos θ na rede para
diferentes estados do sistema e uma taxa de dissociac¸a˜o de 0,95.
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A existeˆncia de temperaturas crı´ticas no diagrama de fase, indica uma
transic¸a˜o entre estados em uma dispersa˜o ideal, e estados com pelo menos
uma rede disponı´vel para crescimento de gel. Para uma dada densidade ini-
cial, a` medida que a temperatura de equilı´brio do sistema se aproxima de Tc, o
sistema vai progressivamente encontrando maiores dificuldades em gelificar
em uma u´nica estrutura. O tamanho do maior componente e´ enta˜o diminuı´do
(conforme mostrado na figura 10). Teoricamente, a func¸a˜o do paraˆmetro de
6Seja o vetor x[n] para n= 1, 2, . . . , a soma acumulada e´ obtida de forma recursiva, ou seja,
S[n] = x[n]+S[n−1]
onde por definic¸a˜o, S[1] = x[1].
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ordem θ na˜o e´ definida para Tc (ponto de divergeˆncia). Em um sistema finito,
pore´m, essa condic¸a˜o jamais e´ alcanc¸ada, e a func¸a˜o θ acaba assumindo al-
gum valor finito no ponto crı´tico. Por outro lado, para um sistema infinito,
e´ fa´cil verificar que o paraˆmetro de ordem adotado, nu´mero me´dio de passos
percorridos na rede, pode divergir. Uma condic¸a˜o para isto ocorrer, e´ quando
a distribuic¸a˜o para o nu´mero de passos aleato´rios na rede seja tambe´m do tipo
lei de poteˆncia7.
Figura 12 – a) O paraˆmetro θ diverge como uma lei de poteˆncia em torno
da temperatura crı´tica Tc (efeito do tamanho finito do sistema impede a di-
vergeˆncia de θ ). A concentrac¸a˜o inicial usada e´ de valor φi = 0,02, e a
probabilidade de dissociac¸a˜o e´ igual a p = 0,95. O valor de temperatura
crı´tica encontrada e´ de 9.64.) b) A relac¸a˜o entre Tc e a concentrac¸a˜o inicial
de partı´culas de sol no sistema e´ bem ajustada com um modelo linear.
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O comportamento dos valores de distaˆncia me´dia para as redes do
maior componente do sistema (gel) e´ apresentado na figura 13. Este descritor
e´ normalizado usado o valor de distaˆncia em uma rede regular em anel. (Re-
des regulares apresentam grandes valores para distaˆncias tı´picas, ver capı´tulo
3.5.3.) E´ possı´vel ver que o mapa obtido e´ bastante semelhante ao resul-
tado encontrado pela medida do paraˆmetro de ordem θ . Entretanto, pelo
fato do modelo na˜o considerar a possibilidade de ocorrer clusterizac¸a˜o entre
elementos da rede, na˜o e´ possı´vel aplicar o mesmo crite´rio usado no traba-
lho de Watts e Strogatz (1998) para definir a topologia da rede. Os baixos
valores de distaˆncia me´dia sa˜o um indicativo de uma semelhanc¸a com a ca-
racterı´stica da rede de possuir pequenas distaˆncias conectando quaiquer dois
ve´rtices, a exemplo do que tambe´m ocorre em redes aleato´rias. Isto apenas
7Matematicamente e´ possı´vel mostrar que, para uma distribuic¸a˜o do tipo pk =Ck−α , o valor
me´dio desta diverge para α < 2.
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sugere que a rede pode possuir caracterı´sticas de redes aleato´rias. (Da mesma
forma, a fronteira com a fase de dispersa˜o apresenta um crescimento ra´pido
da distaˆncia me´dia. A rede neste caso teria distaˆncias tı´picas pro´ximas a`s de
uma rede regular em anel.) Em termos de redes, as observac¸o˜es do comporta-
mento do descritor apenas sugerem que o sistema tem a sua topologia de base
gradualmente transformada atrave´s da divergeˆncia da distaˆncia me´dia.
Figura 13 – Medida do valor me´dio da distaˆncia na rede do maior componente
do sistema e para uma probabilidade de dissociac¸a˜o de 0,95.
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4.4 DISTRIBUIC¸A˜O DO GRAU DA REDE
Uma forma direta de analisar o tipo de topologia formada para es-
tes ge´is, e´ estudando-se a distribuic¸a˜o do nu´mero de coordenac¸a˜o (grau) da
rede. Treˆs casos sa˜o considerados: uma rede aleato´ria com distribuic¸a˜o de
Poisson (rede de Erdo¨s-Renyi), uma rede aleato´ria com distribuic¸a˜o bino-
mial, e uma rede invariante em escala (scale-free) com distribuic¸a˜o de Zipf
(ver capı´tulo 3.5.4). A figura 14 apresenta o resultado do teste de adereˆncia
de Kolmogorov-Smirnov para os modelos de rede considerados. Verifica-se
que a maioria dos estados geram redes (a partir do maior componente) com
topologia estatisticamente semelhante a redes aleato´rias descritas tanto por
distribuic¸o˜es de Poisson, como binomial. Isto e´ esperado, uma vez que, in-
tuitivamente, um processo como a gelificac¸a˜o e´ de natureza aleato´ria, e a
formac¸a˜o do gel ocorre atrave´s da agregac¸a˜o de partı´culas em componentes
de diferentes tamanhos. O processo todo ocorre sem favorecimento a algum
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cluster ou partı´cula em especial. Por outro lado, algumas redes formadas
apresentaram tambe´m uma caracterı´stica de topologia descrita por uma lei de
poteˆncia. A regia˜o, formada pela cor escura no diagrama de fase, apresenta
estados em dispersa˜o ideal onde na˜o houve formac¸a˜o de rede. Verifica-se a
ocorreˆncia de alguns estados com distribuic¸a˜o de grau regida por uma lei de
poteˆncia presentes dentro da regia˜o de dispersa˜o. Isto se deve a` formac¸a˜o de
pequenos clusters, com apenas um ou dois tipos de grau diferentes. O teste
neste caso sera´ mais favora´vel a redes invariantes em escala.
Figura 14 – Teste de adereˆncia de Kolmogorov-Smirnov aplicado para o
maior componente em func¸a˜o da temperatura e concentrac¸a˜o inicial de
partı´culas. A probabilidade de dissociac¸a˜o para este caso e´ de 0,95. Treˆs
topologias diferentes foram testadas (Zipf, Poisson e Binomial).
5 10 15 20 250,02
0,04
0,06
0,08
0,12
0,22
0,5
0,68
0,97
De
nsi
da
de
 In
icia
l [a
dim
.]
Temperatura [kBT]
Sem rede
Zipf
Poisson
Binomial
O nu´mero de ligac¸o˜es para partı´culas (no aerogel formado) esta´ su-
jeito a` uma certa variabilidade (partı´culas va˜o sendo agregadas e dissociadas
de forma aleato´ria na estrutura). Este fato pode ser visto na figura 15, onde
o mapa indica uma tendeˆncia do desvio padra˜o ser maior para estados mais
distantes da regia˜o de dispersa˜o. A` medida que o sistema produz estados mais
pro´ximos a` uma dispersa˜o ideal, ha´ uma queda do valor de desvio padra˜o do
grau da rede. Para o caso do nu´mero me´dio de coordenac¸a˜o (grau me´dio da
rede), estados com valores pro´ximos ao ma´ximo suportado pela rede, sa˜o pro-
duzidos apenas para estados com densidade inicial elevada (superior a 0,5).
Estas medidas tambe´m corroboram com a observac¸a˜o de que sistema produz,
em me´dia, ge´is onde suas redes va˜o tendo sua topologia gradualmente mo-
dificada, a` medida que o sistem caminha na direc¸a˜o de menores densidades
iniciais e maiores temperaturas.
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Figura 15 – a) Nu´mero de coordenac¸a˜o me´dio do maior componente e para
uma probabilidade de dissociac¸a˜o de 0,95 (o nu´mero ma´ximo de vizinhos
por partı´cula e´ 6). b) Desvio padra˜o para o nu´mero de coordenac¸a˜o (grau da
rede).
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A crite´rio de comparac¸a˜o, pode-se analisar igualmente a rede com-
posta na˜o apenas por um, mas por todos os componentes do sistema. Apesar
desta rede na˜o representar necessariamente uma candidata a` estrutura de um
aerogel, do ponto de vista teo´rico, esta ainda pode ser analisada como uma
rede gene´rica. O modelo estoca´stico implementado e´ visto nesse caso como
um mecanismo ba´sico para formac¸a˜o de redes (como o caso do mecanismo de
preferential attachment, responsa´vel por formar redes invariantes em escala).
A distribuic¸a˜o de grau da rede que compo˜e todos os componentes do sis-
tema, inclusive possı´veis componentes desconectados, foi analisada usando
a mesma estatı´stica de Kolmogorov-Smirnov (capı´tulo 3.5.4). A figura 16
apresenta a avaliac¸a˜o deste procedimento para diferentes estados do sistema.
E´ possı´vel ver que, de forma semelhante a`s redes do gel crescido, o sistema
forma globalmente algumas redes do tipo invariante em escala pro´ximas a`
fronteira da regia˜o de fase de dispersa˜o ideal. Esta mesma situac¸a˜o e´ verifi-
cada para outras taxas de dissociac¸a˜o do sistema, conforme apresentado pela
figura 17. Observa-se uma variac¸a˜o gradual do nu´mero de estados represen-
tados por redes invariantes em escala dependendo do modo de agregac¸a˜o im-
posto ao sistema (figura 17-d). Para o caso do sistema estar sobre a influeˆncia
de um DLCCA (probabilidade igual a zero) o sistema produziu menos redes
invariantes em escala. Isto e´ esperado, uma vez que, nesta situac¸a˜o o sis-
tema tende a favorecer estados de baixa energia (na˜o ocorre dissociac¸a˜o). As
restric¸o˜es da geometria do modelo e da matriz favorecem a formac¸a˜o de re-
des onde o grau e´ sempre limitado e ligac¸o˜es sa˜o formadas aleatoriamente.
Desta forma, e´ possı´vel formar qualquer rede dentro destas circunstaˆncias.
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Para o caso de um RLCCA, onde a taxa de dissociac¸a˜o e´ ma´xima, o nu´mero
de estados com crescimento de pelo menos alguma rede de gel tende a di-
minuir, pois, o sistema favorece estados de alta energia. A regia˜o de estados
em uma dispersa˜o ideal aumenta. Isto quer dizer que o sistema esta´ sempre
tentando atingir estados de alta energia. Na maioria das vezes em que isto na˜o
e´ possı´vel, ele permanece preso em estados descritos por uma lei de poteˆncia
(situados pro´ximos a` fronteira de transic¸a˜o de fase). Assim, a incideˆncia de
redes invariantes em escala e´ maximizada para este caso. Por outro lado,
valores de taxa de dissociac¸a˜o pro´ximas a 0,2 indicam uma transic¸a˜o suave
entre a na˜o formac¸a˜o de redes invariantes em escala, ate´ estas atingirem um
nu´mero ma´ximo. Portanto, mostra-se que atrave´s da selec¸a˜o da probabili-
dade de dissociac¸a˜o no sistema, o modelo descrito e´ capaz de gerar redes
que seguem uma lei de poteˆncia para valores moderados de temperatura e
concentrac¸a˜o iniciais.
Figura 16 – Teste de adereˆncia de Kolmogorov-Smirnov aplicado para todo o
sistema em func¸a˜o da temperatura e concentrac¸a˜o inicial de partı´culas. A pro-
babilidade de dissociac¸a˜o para este caso e´ de 0,95. Treˆs topologias diferentes
foram utilizadas (Zipf, Poisson e Binomial).
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Figura 17 – Teste de adereˆncia de Kolmogorov-Smirnov para o sistema a
diferentes taxas de dissociac¸a˜o: a) p = 0,05 , b) p = 0,25 , c) p = 0,75. O
nu´mero de estados que apresentam redes que seguem uma lei de poteˆncia e´
mostrado em d).
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A observac¸a˜o do mecanismo de formac¸a˜o de redes dado pelo mo-
delo permite concluir que esta e´ diferente do processo de formac¸a˜o de al-
gumas redes reais com invariaˆncia de escala. Os mecanismos de formac¸a˜o
para tais redes normalmente incorporam explicitamente algum vie´s, onde al-
guns poucos ve´rtices possuem prefereˆncia em formar ligac¸o˜es com demais
ve´rtices da rede (preferential attachment). O algoritmo METROPOLIS-CCA
na˜o incorpora nenhum mecanismo deste tipo, sendo que a cine´tica de cres-
cimento da rede do gel se da´ (no caso mais simples de DLCCA) com equi-
probabilidade na formac¸a˜o de estruturas. A formac¸a˜o de estados descritos
por uma lei de poteˆncia ocorrem devido a dissociac¸a˜o (tambe´m de forma
equiprova´vel) de partı´culas. E´ importante observar que estes resultados fo-
ram obtidos mesmo adotando uma se´rie de restric¸o˜es (tipo de matriz usado
para posic¸a˜o de partı´culas, tamanho u´nico de partı´culas, e, a auseˆncia de
clusterizac¸a˜o8.)
4.5 MORFOLOGIA DA ESTRUTURA DOS AEROGE´IS
Esta discussa˜o envolve os resultados obtidos para descritores fı´sicos
macrosco´picos relativos a` morfologia da estrutura formada dos aeroge´is (maior
componente do sistema). Inicialmente, e´ esperado de um processo de gelifica-
c¸a˜o, uma dissipac¸a˜o de calor (muitas vezes na forma de entalpia de reac¸o˜es de
policondensac¸a˜o). Isto se manifesta, macroscopicamente, como uma variac¸a˜o
descontı´nua do volume ou da densidade do sistema. O modelo considera
neste caso, que a porosidade e´ func¸a˜o do volume relativo ocupado pelo sis-
tema (p = 1− v f ). O volume e´ dado pela equac¸a˜o 3.21 (v f = 4pir3Smax3Vcaixa ) e as
partı´culas sa˜o supostas de tamanho uniforme com raio igual a 0,5 u.a. A figura
18-a apresenta a medida de porosidade no diagrama de fase. O conjunto de
estados representado pela regia˜o onde a porosidade e´ nula, e´ referente a` fase
onde na˜o ocorreu gelificac¸a˜o, com as N partı´culas permanecendo dispersas no
sistema. O volume de ocupac¸a˜o da estrutura porosa, nesta situac¸a˜o, e´ nulo,
pois o sistema na˜o conseguiu agregar componentes de tamanho maior que um.
A porosidade e´ considerada, neste caso, tambe´m nula. Para os demais esta-
dos, houve formac¸a˜o de pelo menos uma rede decorrente da agregac¸a˜o entre
componentes (porosidade maior que zero). Observa-se que para densidades
iniciais abaixo de 0,5, a porosidade sempre apresenta uma ra´pida variac¸a˜o.
Partindo de altas temperaturas, indo em direc¸a˜o a valores inferiores de tem-
peratura, o valor da porosidade passa de zero para um valor positivo pro´ximo
a 0,9 (figura 18-b). Este descritor caracteriza, portanto, uma descontinuidade
8O modelo descrito na˜o considera ligac¸o˜es, ou arestas entre pares de ve´rtices conectados a
algum ve´rtice comum.
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de uma propriedade fı´sica do sistema. (De fato a pro´pria porosidade pode
ser considerada um paraˆmetro de ordem, pois assume valor nulo para a fase
“desordenada”, e valor positivo para a fase “ordenada”.)
Figura 18 – a) Medida de porosidade do sistema para uma probabilidade de
dissociac¸a˜o p = 0,95. b)Variac¸a˜o da porosidade em func¸a˜o da temperatura
de equilı´brio para uma densidade inicial φi = 0,12.
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Em seguida analisa-se o efeito de diferentes taxas de dissociac¸a˜o para
a porosidade no sistema. A figura 19 apresenta quatro cena´rios de medida de
porosidade para diferentes taxas de dissociac¸a˜o, e a figura 20, contabiliza, a
partir destes mapas, a frac¸a˜o de estados onde ocorreu crescimento de gel em
func¸a˜o da probabilidade de dissociac¸a˜o. O nu´mero de estados, onde o sistema
foi capaz de produzir uma rede (porosidade na˜o-nula), vai decrescendo a` me-
dida que o sistema passa de um DLCCA para um RLCCA. Esta observac¸a˜o e´
consistente com a ana´lise anterior do efeito do modo de agregac¸a˜o no sistema
tem sobre o estado energe´tico mais prova´vel do sistema. Para um DLCCA,
a agregac¸a˜o entre componentes e´ sempre favorecida, e, apesar do sistema
nem sempre sofrer gelificac¸a˜o total, nı´veis de baixa energia sa˜o os u´nicos dis-
ponı´veis (dissociac¸a˜o de partı´culas na˜o e´ permitida). Assim, o crescimento de
ge´is e´ sempre espontaˆneo nesta situac¸a˜o (figura 19-a apresenta uma probabi-
lidade muito pro´xima de zero). A` medida que a probabilidade de dissociac¸a˜o
assume um valor finito e e´ aumentada, estados mais energe´ticos (estados em
dispersa˜o) passam a ser mais prova´veis para baixos valores de densidade
inicial. O nı´vel de excitac¸a˜o te´rmica necessa´ria para manter o sistema nes-
tes estados passa, enta˜o, a ser reduzido. As temperaturas em que ocorre a
transic¸a˜o entre estados em dispersa˜o e estruturas gelificadas sa˜o menores (fi-
guras 19-b,c, e d). O nu´mero de estados em uma dispersa˜o ideal aumentam, o
que implica em uma diminuic¸a˜o do nu´mero de estados onde ocorreu alguma
gelificac¸a˜o (figura 20). Outro ponto importante a ser observado na figura 19,
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e´ a tendeˆncia do sistema em produzir estruturas de moderada porosidade, lo-
calizadas para baixas densidades iniciais, e estruturas extremamente porosas
nos demais casos. Para o caso p = 0,5, o valor da porosidade pode chegar
pro´ximo a 0,6 (para densidades iniciais φi acima de 0,22), o que e´ esperado,
uma vez que para altas concentrac¸o˜es partı´culas estando mais pro´ximas, fa-
vorecem o crescimento de gel. Por outro lado, a` medida que a densidade
inicial e´ diminuı´da, a porosidade pode atingir valores muito pro´ximos de 0,9.
Isto poderia sugerir que a forma da estrutura porosa e´ drasticamente alterada.
No entanto, deve-se lembrar que o tamanho para a estrutura gelificada na˜o
permanece inalterada, e tende a diminuir, a` medida que os valores de densi-
dade inicial tambe´m decrescem. Este fato e´ verificado observando-se a a´rea
superficial no diagrama de fase na figura 21-b (em que a a´rea superficial e´
proporcional ao tamanho do maior componente do sistema).
Figura 19 – Porosidade da estrutura para diferentes probabilidades de
dissociac¸a˜o: a) p = 0,05, b) p = 0,25, c) p = 0,5 e d) p = 0,75.
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Figura 20 – Frac¸a˜o de estados do sistema onde houve formac¸a˜o de estrutura
gelificada (porosa).
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Figura 21 – a) Porosidade para estruturas gelificadas e, b) a´rea superficial
normalizada. Ambos diagramas de fase representam uma situac¸a˜o de p= 0,5
de probabilidade de dissociac¸a˜o.
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A figura 22 apresenta o diagrama de fase para a raza˜o de a´rea-volume
calculada pela equac¸a˜o 3.25 (A/V = 4pir2Smax/Vbox). Este descritor pode ser
visto tambe´m como uma espe´cie de densidade relativa final do sistema, pois
e´ proporcional ao tamanho do maior componente do sistema dividido pelo
volume total do aerogel (fase so´lida e gasosa). As figuras 22-c,d sugerem,
por exemplo, estados mais “densos” para concentrac¸o˜es iniciais φi superio-
res a 0,22. Estes estados maximizam a a´rea superficial disponı´vel em relac¸a˜o
ao volume do material, o que e´ uma propriedade fı´sica esperada em ge´is e
materiais porosos em geral9. Podem ser notados para alguns estados do sis-
tema (com probabilidades de dissociac¸a˜o de 0,25 e 0,5), valores intermedia´rio
(pro´ximo de 1,5) para a/v na regia˜o de fronteira com a fase de dispersa˜o ideal.
A justificativa se deve ao efeito da reduc¸a˜o do tamanho do componente, e do
volume da caixa que conte´m o aerogel. Caso a estrutura final seja contida
em u´nico plano de refereˆncia, por exemplo, o volume da caixa sera´ reduzido,
maximizando o valor da raza˜o a´rea-volume.
A alta porosidade, observada para maiores densidades iniciais, e´ tam-
be´m verificada para a medida do tamanho me´dio de poro (normalizado). Ob-
servando a figura 23, ha´ em geral uma presenc¸a de tamanho me´dio de po-
ros pro´ximo a 0,7 para concentrac¸o˜es φi abaixo de 0,5. Para valores acima
dessa concentrac¸a˜o, o sistema tende a formar estruturas mais “compactas”,
ou seja, com menor volume livre disponı´vel. O formato da distribuic¸a˜o do
tamanho de poros pode ser analisado atrave´s da medida do desvio padra˜o do
tamanho de poro (ilustrado na figura 24) para diferentes taxas de dissociac¸a˜o.
Imediatamente, e´ possı´vel ver que para uma situac¸a˜o pro´xima a um DLCCA
(probabilidade p = 0,05), onde a distribuic¸a˜o do tamanho de poro e´ bem es-
treita para altas densidades (valores de φi superiores a` 0,5). (O tamanho de
poro possui pouca variabilidade em torno do valor me´dio.) A` medida que
a concentrac¸a˜o φi e´ aumentada, outras estruturas gelificadas va˜o sendo for-
madas, “novos” tamanhos de poro va˜o aparecendo (maior variabilidade da
distribuic¸a˜o de tamanho de poro, mostrado nas figuras 24-b,c, e d).
9Obviamente, a raza˜o a´rea-volume na˜o e´ uma medida normaliza´vel e que depende do tama-
nho do sistema a ser considerado. A crite´rio de comparac¸a˜o, pode-se considerar um caso de um
componente de tamanho Smax = 1000 e cujo volume da caixa e´ vbox = 1200. Neste caso a raza˜o
seria de a/v = 4pi.0,52.1000/1200' 2.61, que e´ um valor superior ao valor ma´ximo registrado
pela figura 22. Assim, A/V depende de N, a` medida que o tamanho do sistema cresce, espera-se
que a raza˜o a/v cresc¸a tambe´m. Portanto, a ideia geral do comportamento desse medida pode
ser usada sem perda de generalidade.
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Figura 22 – Raza˜o a´rea-volume para diferentes probabilidades de dissociac¸a˜o:
a) p = 0,05, b) p = 0,25, c) p = 0,5, e d) p = 0,75.
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As figuras 22, 23 e 24 apresentaram a existeˆncia de duas grandes mor-
fologias para a estrutura do aerogel (sendo que a densidades inicial de 0,22
aparenta ser uma espe´cie de limiar para essa mudanc¸a). Essa observac¸a˜o
(mudanc¸a da dispersividade do tamanho de poro) esta´ associada com a topolo-
gia da rede do aerogel formado. Em especial, o nu´mero me´dio de coordenac¸a˜o
(valor me´dio de grau da rede), ou seja, a conectividade tı´pica das partı´culas
que compo˜e o componente, ajuda a explicar as diferentes morfologias obtidas
para o aerogel formado. (Um padra˜o semelhante no diagrama de fase foi ob-
servado na figura 15. Neste caso, para uma taxa de dissociac¸a˜o igual a 0,95, e´
possı´vel ver que o nu´mero me´dio de coordenac¸a˜o e´ ma´ximo para densidades
acima do limiar mencionado.)
Figura 23 – Tamanho me´dio de poro para diferentes probabilidades de
dissociac¸a˜o: a) p = 0,05, b) p = 0,25, c) p = 0,5, e d) p = 0,75.
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Figura 24 – Desvio padra˜o da distribuic¸a˜o do tamanho de poro para diferentes
probabilidades de dissociac¸a˜o: a) p = 0,05, b) p = 0,25, c) p = 0,5, e d)
p = 0,75.
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5 CONCLUSA˜O
Este trabalho apresentou um modelo estoca´stico de crescimento de
redes para aeroge´is inorgaˆnicos (fase so´lida) simulado a partir de diferentes
condic¸o˜es de sı´ntese. Tendo concluı´do este trabalho, sera˜o feitas as considera-
c¸o˜es finais e o balanc¸o geral do trabalho em relac¸a˜o aos objetivos especı´ficos
(ver capı´tulo 1.2).
(a) “O modelo proposto apresenta uma transic¸a˜o de fase sol-gel?”
(b) “Quais os paraˆmetros de ordem que podem descrever essa transic¸a˜o?”
Foi observado a existeˆncia de uma transic¸a˜o de fase sol-gel no sistema, a par-
tir do paraˆmetro de ordem ν (extensa˜o da distribuic¸a˜o de novos componen-
tes formados). Neste caso, estados do sistema onde ν se anula, representam
uma fase sol formada por diversos componentes que na˜o foram agregados.
Por outro lado, estados onde ν diverge, caracterizam uma gelificac¸a˜o total
(formac¸a˜o de um u´nico cluster de partı´culas). Os paraˆmetros de ordem e θ
(nu´mero de passos aleato´rios na rede) e porosidade avaliam uma transic¸a˜o
estrutural entre a fase onde ocorre formac¸a˜o (crescimento) de rede, e a fase
onde o sistema se encontra em dispersa˜o ideal (na˜o ha´ formac¸a˜o de rede).
(c) “Quais as diferenc¸as na topologia das redes formadas para di-
ferentes estados de uma mesma fase gel?” As diferenc¸as de topologia exis-
tem e foram verificadas analisando a distribuic¸a˜o de conectividade (grau) da
rede. Tanto para redes que representam todo o sistema, como para redes co-
nectadas (gel crescido), sa˜o verificados dois tipos de topologias diferentes. A
maioria dos estados onde houve crescimento de gel, sa˜o bem representados
por redes aleato´rias de Erdo¨s-Renyi. Na fronteira entre estados gelificados
e de dispersa˜o, verifica-se que as redes sa˜o estatisticamente melhor adequa-
das a um modelo do tipo lei de poteˆncia. No entanto, devido a restric¸o˜es do
modelo, estes estados na˜o apresentam uma caracterı´stica de “cauda extensa”
presente em redes invariantes em escala.
(d) “Os estados gelificados possuem estruturas com caracterı´sticas
de auto-similaridade (fractal)?” Para verificar de fato, adequac¸o˜es das es-
truturas a` uma geometria fractal, uma forma direta seria calcular a dimensa˜o
fractal de Hausdorff das mesmas. No entanto, este ca´lculo e´ custoso do ponto
de vista computacional para ser realizado em um grande nu´mero de estados
do sistema. Neste trabalho foi utilizado um descritor referente a uma me-
dida de distaˆncia percorrida aleatoriamente na rede. Valores elevados para
este descritor indicariam uma auto-similaridade da rede, o que foi verificado
em alguns casos. No entanto, nem todo objeto auto-similar e´ fractal, sendo
que um outro descritor deve ser considerado. Entretanto, e´ intuitivo pensar
que a dimensa˜o da estrutura dificilmente sera´ euclidiana, devido ao alto de-
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talhamento e rugosidade da estrutura a` medida que o nu´mero de partı´culas
consideradas cresce para uma morfologia que dispo˜e de mais espac¸o de po-
ros.
(e) “As propriedades da morfologia das estruturas formadas de-
pendem das condic¸o˜es iniciais e de processamento do gel?” Verificou-se
que propriedades macrosco´picas, como porosidade, a´rea superficial, distri-
buic¸a˜o de tamanho de poros, e raza˜o de a´rea-volume, esta˜o coerentes com
as medidas de ana´lise da complexidade das redes geradas, e, portanto, esta˜o
sujeitas a`s condic¸o˜es experimentais de processamento do gel. Em particular,
uma correlac¸a˜o visı´vel (comparac¸a˜o dos padro˜es do diagrama de fase para
diferentes descritores) existe entre a conectividade me´dia (grau me´dio) da
rede, e descritores morfolo´gicos. A simulac¸a˜o do modelo sugere que, depen-
dendo das condic¸o˜es iniciais do processo, dois tipos de morfologia podem
ser obtidas para os aeroge´is: uma estrutura mais compacta (nu´mero me´dio
de coordenac¸a˜o para partı´culas e´ pro´ximo do ma´ximo suportado pela rede), e
uma estrutura com caracterı´sticas porosas (volume livre passa a possuir valor
pro´ximo a` caixa de simulac¸a˜o).
Finalmente, ale´m das considerac¸o˜es a` respeito dos resultados obtidos,
este trabalho serve de ponto de partida para possı´veis refinamentos do mo-
delo (uso de um potencial de curto alcance, emprego de uma rede discreta
que permita clusterizac¸a˜o, etc.), e de ponto de partida para investigac¸o˜es de
propriedades avanc¸adas que dependem da localizac¸a˜o ou da extensa˜o de es-
tados. De qualquer forma, acredita-se que o objetivo geral do trabalho foi
atingido: o de propor um modelo constituı´do por um nu´mero considera´vel de
elementos que seguem regras e interac¸o˜es simples, onde pode ocorrer o sur-
gimento de propriedades e do sistema se auto-organizar em formas na˜o ta˜o
triviais.
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APEˆNDICE A -- Dinaˆmica de formac¸a˜o de componentes
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Seja ∆t um intervalo de tempo dentro de um processo de agregac¸a˜o
para um sistema com N partı´culas, e τ o tempo me´dio entre dois eventos
sucessivos de agregac¸a˜o. A probabilidade me´dia de ocorrer um evento de
agregac¸a˜o no intervalo ∆t e´ dada enta˜o por ∆t/τ . Supo˜e-se que, neste inter-
valo de tempo, r novos componentes sera˜o formados com probabilidade Pr.
Ale´m disso, assume-se que Pr+1 < Pr, ou seja, ha´ menores chances de formar
um nu´mero grande de novos componentes no sistema. Uma escolha para a
distribuic¸a˜o de probabilidade Pr, pode ser da forma Pr ∼
( 1
ν
)r
, que satisfaz a
condic¸a˜o necessa´ria anterior. O termo ν , neste caso, caracteriza o formato da
cauda da distribuic¸a˜o Pr, e dependera´ do sistema. Para encontrar o nu´mero de
componentes formados apo´s um intervalo ∆t, e´ necessa´rio, portanto, conside-
rar a parcela de componentes que na˜o foi afetada pela agregac¸a˜o, e a parcela
do nu´mero de novos componentes que e´ formada. Isto pode ser expresso
matematicamente por
n(t+∆t) =
(
1− ∆t
τ
)
n(t)+
∆t
τ
∑∞r=1 r
( 1
ν
)r−1
∑∞r=1
( 1
ν
)r−1 , (A.1)
onde o segundo termo no denominador (a direita) e´ devido a condic¸a˜o de
normalizac¸a˜o da distribuic¸a˜o Pr 1. A equac¸a˜o pode ser reescrita na forma,
n(t+∆t)−n(t) =−∆t
τ
(
n(t)− ∑
∞
r=1 r
( 1
ν
)r
∑∞r=1
( 1
ν
)r
)
.
Dividindo ambos os lados da equac¸a˜o por ∆t e tomando no limite para
∆t→ 0, a expressa˜o assumira´ a forma de uma equac¸a˜o diferencial de primeira
ordem
dn(t)
dt
=−1
τ
(
n(t)− ∑
∞
r=1 r
( 1
ν
)r
∑∞r=1
( 1
ν
)r
)
. (A.2)
E´ necessa´rio, pore´m simplificar os termos no numerador e denominador da
parte da direita da equac¸a˜o, denominados aqui por I e II, respectivamente. O
somato´rio no denominador e´ simples de obter, ele e´ equivalente a uma se´rie
harmoˆnica:
II:
∞
∑
r=1
(
1
ν
)r
=
1
ν
+
(
1
ν
)2
+
(
1
ν
)3
+ . . .
=
(
1+q+q2+q3+ . . .
)−1 ,0 < q = 1
ν
< 1
1Seja a distribuic¸a˜o discreta de probabilidade Pr =C
( 1
ν
)r
, a condic¸a˜o de normalizac¸a˜o e´ dada
por ∑∞r= Pr = 1. Portanto, C = 1∑∞r=1( 1ν )
r
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=
1
1−q −1
=
1−1+q
1−q =
q
1−q
Para obter um expressa˜o para o numerador, algumas manipulac¸o˜es
alge´bricas sa˜o necessa´rias. Inicialmente observa-se que,
∞
∑
r=1
r
(
1
ν
)r
= 1
1
ν
+2
(
1
ν
)2
+3
(
1
ν
)3
+ . . .
E, portanto, o termo 1ν e´ comum em todo o somato´rio. Pode-se aproveitar
este fato para encontrar uma forma analı´tica para expressar o somato´rio:
I:
∞
∑
r=1
r
(
1
ν
)r
=
(
1
ν
)
.
[
1+2
(
1
ν
)
+3
(
1
ν
)2
+ . . .
]
=
(
1
ν
)
.
∞
∑
r=1
r
(
1
ν
)r−1
=
(
1
ν
)
.
∞
∑
r=1
d
dq
(qr).(−ν2)
O fator (−ν2) na expressa˜o anterior e´ necessa´rio para preservar a igualdade
da relac¸a˜o2. A derivada de cada termo dentro do somato´rio para este caso, e´
tambe´m a derivada de todo o somato´rio, e portanto,
∞
∑
r=1
r
(
1
ν
)r
= (−ν). d
dq
(
∞
∑
r=1
qr
)
= (−ν). d
dq
(
1
1−q −1
)
= (−ν). 1
(1−q)2 .
(
dq
dν
)
=
q
(1−q)2 .
2Isto e´ mostrado recordando a relac¸a˜o entre a nova varia´vel definida q e ν :
q = 1/ν ⇒ d
dq
(qr) = rqr−1.
(
dq
dν
)
= rqr−1.
(−1
ν2
)
.
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Agora e´ possı´vel substituir de volta os dois resultados obtidos para obter I/II:
I/II =
q
(1−q)2 .
1−q
q
=
1
1−q =
ν
ν−1
Isto fornece a forma final da equac¸a˜o 3.7 descrita,
dn(t)
dt
=−1
τ
[
n(t)− ν
ν−1
]
, (A.3)
cuja soluc¸a˜o para um nu´mero inicial n0 e´ dada por,
n(t) =
ν
ν−1 +
(
n0− νν−1
)
e−t/τ . (A.4)
A soluc¸a˜o permanente para esta equac¸a˜o diferencial corresponde ao nu´mero
de componentes final do sistema n∞. Conforme foi observado, esta e´ uma ca-
racterı´stica do sistema, e pode ser relacionado com o formato da distribuic¸a˜o
ν atrave´s de
ν =
n∞
n∞−1 . (A.5)
100
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O algoritmo BFS (breadth-first search) e´ tipicamente utilizado quando
se deseja encontrar a distaˆncia na rede entre um ve´rtice i e demais ve´rtices
1, 2, . . . , i−1, i+1 , . . . N. No entanto, este procedimento pode ser tambe´m
utilizado para localizar rapidamente os ve´rtices da rede que fazem parte do
componente conectado para um dado ve´rtice s. Para isto, apo´s encontrar o
valor de todas as distaˆncias dsi, para i = 1, 2, . . . , N (retornadas pelo al-
goritmo BFS), basta descobrir os ve´rtices pertencentes ao componente que
satisfazem a condic¸a˜o dsi 6= 0.
Uma forma eficiente de implementar este algoritmo e´ utilizando uma
estrutura do tipo queue, ou, first-in/first-out buffer (FIFO). Esta estrutura
e´ um array com dois ponteiros disponı´veis, um ponteiro de escrita (aponta
para o pro´ximo elemento vazio do array), e um ponteiro de leitura (aponto
para o pro´ximo elemento a ser lido). A queue e´ enta˜o usada para armazenar
os ve´rtices da rede. Um outro array e´ tambe´m necessa´rio para armazenar os
valores da distaˆncias do ve´rtices s para os outros ve´rtices da rede. O algoritmo
e´ descrito no quadro 6 conforme em Newman (2010),
Quadro 6: Algoritmo BFS.
Algoritmo BFS
1. Colocar o ı´ndice do ve´rtices s no primeiro elemento da queue Q. Apontar o
ponteiro de leitura para para o primeiro elemento. Apontar o ponteiro de escrita
para o segundo elemento. No array de distaˆncias dist colocar a distaˆncia para o
ve´rtice s igual a zero, as demais distaˆncias para outros ve´rtices igualar a -1.
2. Ponteiro de escrita e leitura esta˜o apontando para mesmo elemento?
SIM. Finalizar processo.
NA˜O. Ler ı´ndice do elemento apontado pelo ponteiro leitura e aumentar
este ponteiro em uma unidade.
3. Encontrar a distaˆncia d para este ve´rtice buscando no elemento do array dist.
4. Ir em cada vizinho do ve´rtice, e encontrar a sua distaˆncia dada pelo array dist.
Distaˆncia conhecida?
NA˜O. Fazer d←d+1 e armazenar o ı´ndice de Q no elemento apon-
tando pelo ponteiro escrita, e incrementar o ponteiro escrita em um.
5. Voltar para passo 2.
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Diversas te´cnicas existem na literatura para me´todos de estimac¸a˜o de
paraˆmetros. Aqui sera´ focado em um dos mais populares e mais utilizados, o
me´todo da ma´xima verossimilhanc¸a, desenvolvida em 1920 pelo famoso es-
tatı´stico britaˆnico Sir R. A. Fisher. Este me´todo, trabalha com a maximizac¸a˜o
da func¸a˜o de verossimilhanc¸a.
Sejam x1, x2, . . . , xn valores observados em uma amostra de tamanho
n. A func¸a˜o de verossimilhanc¸a L(θ) e´ dada enta˜o por,
L(θ) = f (x1,θ) · f (x1,θ) · . . . · f (xn,θ) (C.1)
onde θ e´ um paraˆmetro desconhecido do modelo. As amostras definidas pos-
suem um erro aleato´rio associado e podem ser interpretadas como amostras
de uma varia´vel aleato´ria X . Nesse caso, para cada varia´vel aleato´ria xi,
existe uma densidade de probabilidade f (xi) associada. Portanto, a func¸a˜o
de verossimilhanc¸a pode ser vista como a probabilidade conjunta P(X1 =
x1, X2 = x2, . . . , Xn = xn), ou seja, a probabilidade de ser obtida exatamente
os valores amostrados (supo˜e-se o caso de varia´veis aleato´rias discretas re-
presentando eventos independentes).
Para uma func¸a˜o de probabilidade com distribuic¸a˜o de Poisson a ex-
pressa˜o e´ dada por (conforme em 3.14):
fk,λ =
λ ke−λ
k!
.
A func¸a˜o de verossimilhanc¸a e´ obtida por aplicac¸a˜o direta de C.1,
L(λ ) =
n
∏
i=1
f (xi,λ ) = e−nλ .
n
∏
i=1
λ xi
xi!
.
Em seguida e´ necessa´rio maximizar esta func¸a˜o. E´ mais simples, pore´m,
trabalhar com o logaritmo desta func¸a˜o,
log(L(λ )) =−nλ +
n
∑
i=1
xi logλ − log(xi!)
e maximizar a nova func¸a˜o em seguida (o que e´ justificado pelo fato do lo-
garitmo ser uma func¸a˜o estritamente crescente e na˜o modificar o ponto de
ma´ximo de L),
d[log(L(λ ))]
dλ
=−n+ 1
λ
n
∑
i=1
xi
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Portanto, para obter-se a condic¸a˜o para o valor de ma´ximo de L:
d[log(L(λ ))]
dλ
= 0 ⇒ −n+ 1
λ
n
∑
i=0
xi = 0.
Assim e´ obtida a seguinte relac¸a˜o para o estimador λˆ ,
λˆ =
1
n
n
∑
i=1
xi = 〈x〉 , (C.2)
ou seja, corresponde a calcular a me´dia de n amostras (tambe´m denotada por
〈x〉).
Para o caso de uma distribuic¸a˜o binomial este mesmo procedimento
pode ser aplicado. Entretando, decorre naturalmente da propriedade
n′p = 〈x〉 ,
que o estimador parame´trico sera´ dado por:
pˆ = 〈x〉/n′ . (C.3)
E´ importante na˜o confundir n′ com o nu´mero de amostras n utilizadas. Para o
caso da distribuic¸a˜o Binomial, n′ representa o nu´mero ma´ximo que a varia´vel
aleato´ria X pode assumir.
Para encontrar o estimador do paraˆmetro α da distribuic¸a˜o de Zipf,
procede-se como foi descrito. Seja a func¸a˜o de probabilidade discreta do tipo
lei de poteˆncia conhecida como distribuic¸a˜o de Zipf,
fk,α =
k−α
H6,α
,
onde, H6,α e´ o sexto nu´mero harmoˆnico generalizado. A func¸a˜o de veros-
similhanc¸a e´ dada aplicando C.1, ou seja,
L(α) =
n
∏
i=1
x−αi
H6,α
=
(
n
∏
i=1
x−αi
)
. H−n6,α
Aplicando o logaritmo na func¸a˜o obteˆm-se,
log(L(α)) =−α
n
∑
i=1
logxi−n log(H6,α)
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=−α
n
∑
i=1
logxi−n log
(
1+
1
2α
+
1
3α
+ . . . +
1
6α
)
Cuja derivada, para obter a condic¸a˜o de ma´ximo da func¸a˜o, e´ dada por,
d [log(L(α))]
dα
=
−
n
∑
i=1
logxi − n
1+ 12α +
1
3α + . . . +
1
6α
.
(
− log2
2α
− log3
3α
− . . . log6
6α
)
=−
n
∑
i=1
logxi+
n
(
log2
2α +
log3
3α + . . .
log6
6α
)
1+ 12α +
1
3α + . . . +
1
6α
Assim a condic¸a˜o para ma´ximo leva, apo´s algumas manipulac¸o˜es alge´-
bricas, a expressa˜o analı´tica C.4 cuja equac¸a˜o para obter suas raı´zes e´ na˜o-
linear. Esta, portanto, deve ser resolvida usando algum me´todo nume´rico.
d
dα
[log(L(α))]= 0 ⇒ −
n
∑
i=1
logxi+
n
(
log2
2α +
log3
3α + . . .
log6
6α
)
∑6i=1 i−α
= 0
(
−
n
∑
i=1
xi
)
.
6
∑
i=1
i−α +n
6
∑
i=1
log i
iα
= 0
6
∑
i=1
(〈logx〉− log i) i−αˆ = 0 (C.4)
onde 〈logx〉 e´ dada por 1n ∑ni=1 logxi.
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O problema de encontrar o valor de raio que tambe´m satisfaz a condic¸a˜o
de ser o tamanho do poro para um dado ponto aleato´rio P no espac¸o, pode
ser formulado como um problema de otimizac¸a˜o na˜o-linear com restric¸o˜es
(BHATTACHARYA; GUBBINS, 2006). A figura 25 mostra, a crite´rio de
ilustrac¸a˜o, uma representac¸a˜o bidimensional do problema geome´trico. Nesta
situac¸a˜o, assume-se que dentro da caixa existem n partı´culas (esferas) ideˆnticas
de raio r. O ponto P de coordenadas (xp,yp,zp), corresponde ao ponto no qual
o tamanho do poro esta´ associado. O ponto C de coordenadas (xc,yc,zc), cor-
responde a` posic¸a˜o do centro da esfera que representa o tamanho de poro. Por
definic¸a˜o, a esfera com centro em C deve conter o ponto P, pore´m na˜o pode
se sobrepor a qualquer outra partı´cula da caixa. Nesta situac¸a˜o, o raio desta
esfera e´ o tamanho de poro para o ponto P. Assim, as coordenadas do ponto
C sa˜o parte da inco´gnita do problema. Seja R, o valor do raio da esfera a ser
encontrado (tamanho de poro), li a distaˆncia entre o ponto C e o centro da
i-e´sima partı´cula, e dp a distaˆncia entre os pontos C e P. E´ possı´vel observar
geometricamente que, o raio da esfera (do tamanho de poro associado a` P)
devera´ satisfazer a seguinte condic¸a˜o:
R = inf{li}− r, i = 1, 2, . . . , n
ou seja, o raio da esfera corresponde ao valor da distaˆncia entre o seu cen-
tro e o centro da partı´cula mais pro´xima da esfera (descontada o valor de
raio da partı´cula). Esta e´ uma candidata a` func¸a˜o-objetivo do problema de
otimizac¸a˜o. Adicionalmente, deve-se exigir que:
dp−R≤ 0 ,
ou seja, o ponto P deve estar contido dentro da esfera de raio R. Como se
deseja encontrar o valor ma´ximo de raio, cuja esfera conte´m o ponto P o
problema pode ser posto como:
{
MAX R = inf{li}− r, i = 1, 2, . . . , n
sujeito a`, dp−R≤ 0 (D.1)
onde as distaˆncias li e dp sa˜o definidas, respectivamente, por:
li =
√
(xc− xi)2+(yc− yi)2+(zc− zi)2 (D.2)
dp =
√
(xc− xp)2+(yc− yp)2+(zc− zp)2 . (D.3)
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Figura 25 – Representac¸a˜o geome´trica do conceito de tamanho de poro. As
partı´culas do sistema possuem raio r. Para um dado ponto P, o cı´rculo com
centro C e´ o maior cı´rculo que conte´m o ponto P e na˜o se sobrepo˜e com
alguma partı´cula. O raio R deste cı´rculo e´ o tamanho de poro para o ponto P.
P
C
dp
r
li
(xp, yp, zp)
(xc, yc, zc)
R
