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Our background @ IFCA
• DELPHI (@LEP) experiment data and hardware preservation project (2002)
• Work on CMS(@LHC) data preservation, re‐use and open access policy  (2010)
• First project on Preservation of Facsimiles from CSIC Libraries (2011)
• Collaboration with the CMS Open Data and Preservation project (2012‐today)
• First ideas on Open Knowledge Preservation (including ontologies CHEP 2013)              ,  ‐
• Contribution to the CERN Open Data Portal and implementation of CMS Open Data portal at IFCA 
(based  on VM running on FedCloud, released in December 2014)
• Interoperability and Data Portals (COOPEUS project, 2014)
• Science Europe WG on Funding Research Data Management (2015)
( )• Tender to Prototype Pilot on Open Data and Preservation for LifeWatch  2015
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INDIGO‐DataCloud project, Why?
For details, see G.Donvito presentation in Plenary Session
• Since the very beginning we identified key issues with both Grid and Cloud 
technologies that prevented scientific communities an easy and optimal                 
exploitation of data and compute resources. 
• We therefore decided to propose the development of a software platform 
centered around two of the EINFRA‐1‐2014 pillars:
• Large scale virtualization of data/compute center resources. 
• Development and adoption of a standards‐based platform (with open software stack).
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INDIGO initial gap analysis: selected topics 
• Support federated identities and provide privacy and distributed authorization
For details, see G.Donvito presentation in Plenary Session
                 
in open Cloud platforms
• The barriers that limit the adoption of true PaaS solutions, such as the use of 
custom, non‐interoperable interfaces and the limited availability of APIs for 
technology‐independent storage access
• The lack of flexible data sharing between groups’ members and the difficulty in 
obtaining easy access to data generated by collaborating users working with 
different infrastructures or sites     
• Static allocation and partitioning of both storage and computing resources in 
data centers 
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INDIGO: The consortium 
For details, see G.Donvito presentation in Plenary Session
• 26 partners from 11 countries
• The exagon contains the partners
involved in development activities
From the EC Evaluation Summary 
Report:
“The consortium is of exceptional 
quality, and complementary, and 
with good relevant experience and
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skills”
INDIGO: The Research Communities  
A work package  (WP2, NA) represents the interest of Research 
Communities to assure that their requirements will be satisfied by 
h j b idi f db k d i i i i ht e pro ect outcomes,  y prov ng  ee ac  an  part c pat ng  n t e 
revision of the services deployed.
Keep the focus also on big data research use and management 
through a dedicated task oriented to track the different needs at the                       
data life‐cycle, following the reference models used by the different 
Research Communities. 
INDIGO: The IMPACT on Research Communities 
INDIGO: Defining support to Research Data
• To guarantee a smooth and widespread usability of INDIGO, an appropriate integration 
and combination approach has to take into account the different Reference Models used 
by the Research Communities and Research Infrastructures and the diversity and 
heterogeneities of data services and catalogues.
• This task follows the data research use and management of the Research Communities 
and Research Infrastructures and points out the different needs at the data life cycle level                        ‐   .
• In particular this task shall undertake a survey on the research communities to collect 
and analyze the individual Data Management Plans (DMP) and data‐life‐cycle 
documentation with the aim to ensure that the full data cycle and components will be 
supported in INDIGO, and with the aim to provide adequate specifications for the 
compliance with INDIGO.
INDIGO: Defining support to Research Data
Accordingly, the following activities are foreseen:
• Development of individual search activities to acquire and analyze the 
available DMP of the research communities/infrastructures with special 
attention to distributed/heterogeneous data services and catalogues and 
to available open data     
• Acquisition of procedure details/parameters (i.e., DMP, Collection, 
Authenticity & Provenance, Data Preservation) to elaborate the 
specifications for data ingestion and use in INDIGO
• Definition of the specifications of INDIGO ingestion integrity test.
INDIGO 
architecture
Color codes: 
Yellow: implementation 
based on already available 
l bso ution to  e 
improved/changed; 
Orange: 
Completely new services to 
be implemented
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Resource Virtualization
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PaaS Platform Development 
For details, see G.Donvito presentation in Parallel Session
• Cloud Storage Virtualization 
• QoS Support in storage 
• will enable users to specify service quality policies for their data In collaboration with                    .       
RDA, we envision standardizing the associated terms and definitions, so users can 
expect the same quality of service regardless of the underlying implementation.
• Evaluate/extend available protocols (e.g. CDMI, WebDAV, SRM) supporting the defined 
service levels. 
C P t l t f t l ti• ross  ro oco  suppor   or s orage so u ons
• Use cases often require storing files with one access protocol and subsequently 
accessing the same data with a different protocol. This requires enabling access to 
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identical data via different protocols. 
PaaS Platform Development 
For details, see G.Donvito presentation in Parallel Session
• PaaS architecture and implementation 
• Design and implementation of a PaaS layer allowing scientific communities to exploit, in a 
powerful and high‐level way, several heterogeneous computing and data e‐infrastructure 
such as: IaaS Cloud, Helix Nebula, EGI Grid, EGI Federated Cloud, PRACE, HPC, EUDAT, etc. It 
will be possible to process large amounts of data and to exploit the efficient storage and 
preservation technologies and infrastructure already available in the European e‐
infrastructure, with the appropriate mechanisms to ensure security and privacy. 
• Implementation of an advanced PaaS Layer providing the following features:
• Transparency
• Error management 
• Elasticity/SLA management. 
Th i id i f ll f d d l i P S l i h ld f lfil h
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• e emerg ng  ea  s to  o ow a  e erate  mu t ‐ aa so ut on t at cou   u   eterogeneous 
requirements from several use‐cases 
PaaS Platform Development 
• Unified Data Access
• Unification
• Federated data access   
• Interoperability and Open Data
• Optimization and Data on the fly
KEEP THIS SLIDE IN MIND
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Science Gateways, Workflows and Toolkits 
( )• Develop Toolkits  libraries  that will allow the platform usage from the level of the 
Scientific Gateways, desktop and mobile applications
• Provide the User Friendly front end’s, that will prove the usability of the PaaS proposed:
• Provide both a general‐purpose multi‐domain Science Gateway and customized 
examples for selected user communities/scenarios, that will make use of the proposed 
Toolkits including Data Analytics Gateways for e‐Science;,           
• Develop example cross platform native Mobile Apps for selected use cases, based on 
the Mobile App Toolkit;
h i f l kfl i l• Manage t e execut on o  comp ex wor ows us ng PaaS ayers;
• Support for both interactive and batch parallel data analytics workflows.
• Provide the dynamic scientific workflows services in a Workflows as a Service model.
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• Provide workflow interfaces extensions for distributed and parallel data analytics on large 
volume of scientific, multidimensio al da ). 
Research Communities Requirements ?     
A l t f i k ! (f EGI f EUDAT f ESFRI j t )•   o  o  prev ous wor     rom  ,  rom  ,  rom   pro ec s
• Even so, we decided to analyze Case Studies in detail:
• Motivate the Scientific Interest (bridge ICT Science discipline)          ‐  
• Start with a detailed analysis of the Data Management requirements:
Organized around the Data Life Cycle 
(a la DataOne) 
Following  H2020 guidelines combined 
with UK DCC tool recommendations 
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INITIAL REPORT BY END OF JUNE, work lead by Peter Solagna (EGI.eu) and Fernando Aguilar (CSIC) , with the
support of all research community partners (UPV, CNR, INAF, U.Utrecht, CMCC, CIRMMP , INGV, RBI)
DMP and Open Data points       
INITIAL STAGE PRODUCTION STAGE   
(before data collection)
   
(when data is available)
• Standards and metadata
• Vocabularies and Ontologies
• Discoverability
• Accessibility
• Data Sharing
• Methods
• Restriction
• Usability
• VM/cartridges
I bili &
• Data Repository
• Archiving and Preserving
• nteropera ty   
• Data Ingestion
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Open Data: the “secret” advantage       
Research Collaborations will never release data without assuring:              
• DATA CALIBRATION 
• DATA VALIDATION
ALSO POINTS BEING CONSIDERED IN  
 
• DATA PROVENANCE
Example: CMS@LHC “Legacy” releases
INDIGO REPORT BY END OF JUNE
• Well defined Data Set +
• “Calibration” + 
• Whole software! (from SO to libraries)
• + Validation plots + Analysis Examples 
• But, can you reproduce the published results?
• If you can you can extend the analysis and re use data in cross disciplinary    ,          ,   …  ‐       ‐
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Open Data: useless without e INFRA        ‐
• How will your research community access to the data?               
• What for? (skimming, reprocessing, mining, filtering, analytics...)
• On what e‐Infrastructure?
• HPC HTC,  ...
• Move the data?
• Remote access (xrootd)
• Launch in‐situ cloud resources
THE NEED OF A GLOBAL APPROACH:
NOT ONLY DATA, NOT ONLY CLOUD
DATA CLOUD     
• Migration/n‐plication?
• (Transparent) Unified Data Access + HTC/HPC Cloud resources “under” GEANT
‐  
REMEMBER PREVIOUS SLIDE!
Example of previous experiene: CMS Open Data
• Download data, download and launch local VM, run ! (is it feasible for 30TB?)
• Connect to a VM running on FedCloud at a site with dark fiber to data
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Open Data: the preservation     
• The BIT preservation is technically “solved”          ...
• ...and also DOI works, access to storage should not be an issue
• VM (and now cartridges?) may solve the software preservation
ANOTHER 
INDIGO TOPIC               
• Knowledge preservation IS the issue
• Ideal: start the migration from a vocabulary to an ontology
 
• Ontologies allow to define Knowledge Bases, etc, etc.
• Real:  comment NOW what the researchers do 
• Well established process nder the “Collaboration” s per ision     u        u v
• GITHUB seems to be reference framework to link software
• Versioning comes for free, but also DOI are needed for all data involved
• Not so easy for individual analysis         
• Preserve “workflows” using your favourite analysis tool  “track”
• Think about workflows in more complex setups (example, VLabs)Integrating distributed data infrastructures with INDIGO-DataCloud 20
Preservation for our researchers work?       
FROM THE 
INDIGO
DATA‐CLOUD
PROPOSAL
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Do we have all the components?         
F Lif W t h l i f t d O D t Pl tf *rom a e a c  ana ys s  or a  en er on  pen  a a  a orm :
• DMP tools (i.e. from DataONE, or from UK DCC) extended with Reference Model and 
Basic Ontologies to enable Linked Open Data exploitation under LOD4ALL
• iPython Notebook for analysis on python or R, connected to github, and supporting 
client‐server for user notebooks management (integrated in Cloud IaaS/PaaS)
• Preservation mechanism using cartridges/containers/virtual images
• Remote sensors monitoring and control under pyVISA or similar, with a calibration 
module developed in the same platform         
• Tool to define validation plot for each variable
• External Data Ingestion Certification Module
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*For details, see LifeWatch presentation in Competence Centers session
Do we have all the components?         
F Lif W t h l i f t d O D t Pl tf ( t’d)rom a  e a c  ana ys s  or a  en er on  pen  a a  a orm  con :
• A unified system to access all distributed storage (like OneData) and integrable
with the Federated Open Data en EGI.eu.  Underlying local NAS and SAN 
equipments must be supported
• An implementation of an Open Data Portal following CERN example, based on 
Invenio integrating DOI from DataCite and supporting metadata and ontologies,        ,           
for LOD exploitation
• Extending CERN Open Data portal, access to software images will be extended to 
enable launching directly VM/cartridges/containers in the FedCloud resources, 
allowing direct re‐use of data by users (reference: IFCA CMS open data portal)
• Archive using an open solution on WORMmedia for >20 years lifetime                     
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Connecting to the EGI-Engage Open Data Platform
• We are already working to get a feeling of how to connect with the 
e-Infrastructure, and in particular with EGI FedCloud
• Starting with the test of a OneData node
• We need to address many more different points where EGI.eu has experience
– How will we connect with OpenAire
– How will we provide DOI? and a Catalog?
– Archiving resources in EGI?
– Connection to EUDAT?
• EGI FedCloud could offer an ideal e-Infra platform for OPEN DATA
245/21/2015 J.Marco, EGI CONFERENCE 2015, LISBON
My last slide (thanks!)     
OUR CHALLENGE ON OPEN DATA: 
convince the researchers of the need to preserve               
and make accessible not only data or software, 
b t REAL KNOWLEDGE !u    
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