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Abstract  
 
Our understanding of how perception operates in real-world environments has been substantially advanced 
by studying both multisensoryprocesses and “top-down” control processes influencing sensory processing 
via activity from higher-order brain areas, such as attention, memory, and expectations. As the two 
topicshave been traditionally studied separately, the mechanisms orchestrating real-world multisensory 
processingremain unclear.Past work has revealed that the observer’s goals gate the influence of many 
multisensory processes on brain and behavioural responses, whereas some other multisensory processes 
mightoccur independently of these goals. Consequently, other forms of top-down control beyond goal-
dependence are necessaryto explain the full range of multisensory effects currently reported at the brain 
and the cognitive level. These forms of control includesensitivity to stimulus context as well as the detection 
of matches(or lack thereof) between a multisensory stimulus and categorical attributes of naturalistic 
objects (e.g. tools, animals). In this review we discuss and integrate the existing findings that demonstrate 
the importance of such goal-, object- and context-based top-down control over multisensory processing. We 
then put forward a few principles emerging from this literature review with respect to the mechanisms 
underlying multisensory processing, and discuss their possible broader implications. 
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Research from the past 30 years has demonstrated a whole range of behavioural benefits 
engendered by integrating information across the senses (multisensory integration, MSI), including faster 
motor responses and facilitated object recognition in noisy environments (e.g. Stein 2012). In a separate and 
independent manner, studies employing unisensory stimuli have been critically advancing our understanding 
of the nature and the importance of top-down mechanisms that control information processing. Thetop-
down nature of these mechanisms lies in that they shape perceptual processing of new inputs by activating 
information stored in higher-order brain areas (e.g. Summerfield and Egner 2009).  
Studies of top-down control have traditionally focused on attentional (i.e. goal-
dependent)mechanisms, which promote the processing of stimulior objects in the environment that 
areimportant tothe current behavioural goals of the observer (e.g.Desimone and Duncan 1995). These 
mechanisms enhance the processing of stimuli appearing in task-relevant spatial locations and/or moments 
in time. These mechanisms likewise facilitate the processingof those stimuli whose attributes (e.g. colour 
red), feature dimensions (e.g. shape) or identity (e.g. a particular face) match the observer’s goals. 
Simultaneously, it has been increasingly recognised in the literature that information processing issensitive 
to other types oftop-down processes, principally those gauged by thememory of past stimulation and one’s 
expectations (see Figure 1A for a summary of top-down control processes). This discovery has advanced our 
understanding of top-down control in several important ways. First, the role that attentional control 
mechanisms based on memory of objects and scenesplay in naturalistic environments has been frequently 
investigatedin recent years (see Nobre and Kastner 2014). Second, cognitive sciences have increasingly 
recognised the role of the brain in information processing as that of a proactive agent rather than that of a 
passive receiver. Approaches such as predictive coding and Bayesian models (Fries 2005; Schroeder et al. 
2010; Summerfield and Egner 2009;Summerfield and de Lange 2014; Rohe and Noppeney 2015) have 
highlighted the importance of this form of top-down control, based on the context, or the “immediate 
situation in which the brain operates” (van Atteveldt et al. 2014a). The matching of features of particular 
objects (i.e.stimulus pairings relatedby meaning vs. arbitrarily linked)has been likewise shown to influence 
object processing,based on factors, such as the evolutionary relevance of some objects(e.g. Schiff et al. 
1962; Maier et al. 2004; Bach et al, 2009; Matusz et al. 2015a). These advances, however,are onlystarting to 
impact our understanding of multisensory processing (e.g.,Schroeder et al. 2010; Arnal and Giraud 2012; 
Fetsch et al. 2013;Talsma 2015).  
This relative lack of systematic investigation of multisensory processing at the intersection with top-
down control processes has led to persistent uncertainty as towhether the multisensory effects reported in 
the literature are a consequence of purely bottom-up, stimulus-driven mechanisms or, instead, area result of 
a combination of stimulus-driven and of top-down mechanisms. This has recently been changing; an 
increasing number of studies has beeninvestigating how MSI changes across paradigms and varying levels of 
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task demands. Talsma et al. (2010) integrated that body of research within a framework that proposesa 
continuum in which different multisensory processes are more/ less dependent on the current goals and/ or 
available attentional resources of the observer. This framework significantly advanced our understanding of 
the mechanisms orchestrating multisensory processing. However, new challenging questions have recently 
been emerging from studies that investigate howthe processing of multisensory stimuli is modulated by the 
stimulus context or by their match with attributes of naturalistic objects (tools, animals, etc.). How profound 
is the controlofthese object-based and context-based modulations over multisensory processing? If 
astimulus represents a familiar multisensory object (e.g. a cat meowing), does your brain detect (and benefit 
from) this familiarity irrespective of what you are currently doing? Orwould the top-down nature of such 
facilitation render it dependent on your goals? Are there multisensory processes whose occurrence is 
impervious to the context in which they are elicited?  
Here, we review the existing literature,with a focus on studies employing audio-visual (AV) 
stimuli,which suggests that multisensory processes are influenced, to a differential degree, by goals as well 
as by the attributes of the eliciting stimuli (i.e. objects) and the context in which these stimuli occur. Defining 
what constitutes a multisensory process is a challenge. Some processes are linked to the matching of 
features of objects within the stimuli, e.g. when the brain detects that speech sounds and lip movements 
arrive from the same speaker (Figure 1B). Other types of multisensory processes focus on the detection of 
congruence across low-level features, most notably, simultaneity. The existence of neurons sensitive to 
stimulus onset/offset across the senses is supported by the pioneering work of Stein and colleagues (e.g. 
Meredith et al. 1987). As is discussed below, multisensoryprocesses seem to depend to differing degrees 
also on the current goals as well as the stimulus context, with some processes perhaps occurring 
independently of all sources of top-down control (Figure 1C).We conclude this review by proposing several 
emerging principles regarding how bottom-upmultisensory processes interact with top-down control, 
andthen discuss the possible broader implications of these emerging principles. 
 
1. Top-down control of multisensory processes by goals 
The influence of top-down attention, such as theobserver’s current goals, has been previously recognised as 
one principal source of control over multisensory processing (Talsma et al. 2010). At the same time, the 
framework proposed by Talsma et al (2010) delineated the situations in which stimuli from different senses 
could interact independently of one’s current goals. At least two types of multisensory processes likely 
influence the processing of stimuli in many of the currently-employed perception paradigms (Figure 2): those 
determined by goals and those independent of such control. Below we review the current evidence in 
support of the existence of both types of process.  
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1.1 MS processes whose presence is independent of one’scurrent goals 
The strongest evidence for the idea that MSI can occur independently of one’s current goals would be 
provided by results demonstrating the presence of multisensory processes in response to stimuli defined by 
task-irrelevant features or feature dimensions and, appearing in task-irrelevant locations in space or 
moments in time (Figure 1; Desimone and Duncan 1995). The ability to affect information processing despite 
complete irrelevance has beenrevealed for simultaneous pairings of auditory and visual stimuli. In a 
multisensory adaptation of a visual-attention task (the spatial cueing paradigm; Folk et al. 1992), Matusz and 
Eimer (2011) instructed participants to search for targets defined by a visual feature (e.g.blue bars) and 
assess their orientation. Search arrays always followed displays with visual distracters (sets of four dots). The 
ability of the visual distracters to capture visual attention was measured by a difference in reaction times 
(RTs)to targets appearing in same versus different locations as those justoccupied by the distracters (i.e. 
spatial cueing effects). There were stronger distraction effects on trials where visual distracters were paired 
with a tone. Notably, these multisensory enhancements were observed irrespective of the relevance of the 
visual feature (i.e. for distracters of the target colour and those of another, non-target colour [e.g. red]) and 
despite the irrelevance of the sounds (i.e. they possessed no target-defining features). Additionally, neither 
visual nor auditory distracters provided any information about the location of the target, and both appeared 
at task-irrelevant moments in time. Thus, despite top-down attention likely suppressing the detection of the 
multisensory stimulus, the latter still influenced information processing (even if weakly). Other studies 
confirm that it is the simultaneity of the multisensory stimulus that mediates the goal-independence of this 
effect (see Section 1.2). 
 At the same time, studies involving explicit judgements about multisensory simultaneity might be 
interpreted as suggesting that simultaneity detection is sensitive to one’s current goals. In one such study, 
Stevenson and Wallace (2013) showed that the particular demands of the task (instructing participants to 
focus on the presence of simultaneity vs. the order of auditory-visual presentations) modulated the 
tolerance in participants’ judgements to inter-stimulus delays;this sensitivity generalised across both 
arbitrarily associated and semantically (i.e. related to identity) congruent pairings. However, in such tasks 
simultaneity is task-relevant, which would likely render the reported effects a combination of bottom-up and 
goal-dependent influences.Notably, some evidence (e.g. Santangelo and Spence 2007) suggests that 
spatiotemporally aligned multisensory stimuli trigger attention shifts in spatial tasks even when an 
additional, attention-demanding task is involved. However, the relevance of the stimuli in these studies was 
not fully eliminated. Such notwithstanding, while the detection of multisensory simultaneity by the brain is 
likely controlled by feature-, modality-, space- and time-based goal-dependent mechanisms, it might 
continue to exertinfluence overstimulus processing in a goal-independent manner (even if weakly).In the 
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next section we review neuroimaging evidence that also points to the independence of simultaneity 
detection by the brain. 
 
1.2 Early MSI as a hallmark of a bottom-up multisensory process  
Studies employingtemporally-resolved brain mapping methods, i.e.electroencephalography/ 
magnetoencephalography (EEG/ MEG) and transcranial magnetic stimulation (TMS) corroborate the idea 
that detection of multisensory simultaneity influences brain and behavioural responses despite top-down 
attentional suppression. Early event-related potential (ERP) studies in humans have demonstrated that 
detection of such simultaneity improves perception and that these benefits are frequently accompanied by 
brain responseswhose amplitudesdiffer from the amplitude of the sum of brain responses to unisensory 
stimuli presented alone (Giard and Peronnet 1999; Molholm et al. 2002; Fort et al. 2002; Teder-Sälejärvi et 
al. 2002). These early-latency, i.e. occurring within the first 100ms after stimulus onset, “non-linear” brain 
responses have since beenreported across a variety of experimental paradigms, from no-task setups through 
detection and discrimination tasks to multi-stimulus and multi-array paradigms that necessitateincreased 
top-down attentional control (reviewed in DeMeo et al. 2015; Murray et al. 2015). These early multisensory 
integration (eMSI; <100ms post-stimulus) effects have been found for both task-relevant (alike the early ERP 
studies) as well as task-irrelevant MS stimuli. Thus, the eMSI could reflect a multisensory process relatively 
robust against (variations in) top-down goal-dependent control, as mere temporal coincidence between fully 
irrelevant AV stimuli suffices for it to occur. 
 Studies where the eMSI was directly compared across attended and unattended conditions are well 
suited to verify whether the eMSI can retain its presence despite top-down attentional suppression. For 
example, Talsma et al.(2007) instructed participants to detect rare target stimuli within either of two 
centrally presented streams of letter and digits or basic stimuli (beeps and flashes). The eMSIeffects were 
found to be goal-dependent, with respect to their quality; whileattended AV stimuli elicitedenhanced, 
“super-additive”eMSI, unattended AVpairings triggered attenuated, “sub-additive”(when compared to 
summed responses to attended unisensory stimuli) eMSI. In other studies, the eMSI were reported in 
response to multisensory stimuli appearing in irrelevant locations or moments in time (Talsma and Woldorff 
2005; van der Burg et al. 2011).Thus, while both strength and quality of the eMSI seem under top-down 
attentional control, the presence of the eMSI in response to both attended and unattended stimuli suggests 
the brain’s sensitivity to the presence of multisensory simultaneity might not be completely eliminated by 
top-down attention.  
  The idea that at least the presence of eMSImight be impervious toone’s current goals is 
corroborated by the early (50-100ms) latency of this processand by low-level sensory-perceptual cortices as 
its likely source (Cappe et al. 2010; Raij et al. 2000, 2010; De Meo et al. 2015; Murray et al. 
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2015).Existingresults suggest a surprisingly extensive early cross-talk between inputs from different senses, 
where auditory-based responses within visual cortices co-occur with or even precede visually-based 
responses to the same multisensory stimulus (animal models: Schroeder et al. 2004; Musacchia and 
Schroeder 2009; humans: Raij et al. 2010;Brang et al. 2015). Thus, information is transferred across different 
senses at latencies still considered as characterising the initial stimulus-driven brain activity, which is thought 
to be largely independent of top-down control (see e.g.Desimone and Duncan 1996; Lamme and Roelfsema, 
2000; Ding et al 2014; for evidence for top-down control affecting brain responses >100ms post-stimulus). In 
line with this idea, sounds can activate visual cortices <100ms post-stimulus, control behaviour directly and 
do so outside of the observer’s awareness (e.g. Spierer et al. 2013; Sutherland et al. 2014). For example, 
visual cortex excitability, driven by a TMS pulse over occipital areas and measured by phosphene perception, 
can be enhanced by concomitant presentation of sounds as early as 60-75ms before the TMS stimulation 
onset (Romei et al. 2007).  
 Continuous flash suppression studies consistently demonstrate that faint unisensory stimuli (e.g. 
colour-changing discs) can be consciously perceived when paired with a coincident supra-threshold input 
into another sense (e.g. Palmer and Ramsey 2012; Alsius et al. 2013; Lunghi et al. 2014; Aller et al. 2015). 
Some studies report that top-down attention did not completely suppress MSI between irrelevant supra-
threshold stimuli. However, the manipulations in these studies diverting attentional focus awayfrom 
multisensory events might have not been fully effective. Thus, the reports of the brain detecting 
simultaneity within multisensory pairings involving unconsciously perceived inputs strengthen the idea that 
at least the detectionper se (even if strongly attenuated) occurs independently of one’s goals. Particularly 
compelling support for this argumentcomes fromelectrophysiological studies that report the eMSI in 
anaesthetised animals. For example, Barth et al. (1995) observed the eMSI in multi-unit activity within low-
level visual and auditory cortices (see Rowland and Stein 2007 for similar results in cats). As discussed in 
detail in Section 3, expectation-based mechanisms might affect sensory-driven multisensory processing even 
at early latencies. Thus, the reports of eMSI in anaesthetised preparations, where pre-stimulus top-down 
modulations are absent, offerimportantsupport for the idea that the presence of simultaneity detection 
alone occurs independently of one’s goals. Recent studies (e.g. Parise and Ernst 2015) are starting to shed 
light on the neural computations enabling the brain to detect temporal congruenceacross the senses in such, 
bottom-up manner.  
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Figure 1.A. A schematic depiction of how multisensory processes might be defined by their relative dependence on 
each of the three types of top-down control. In rounded boxes, a summary of influences that a multisensory process 
should be sensitive to in order to be classified as dependent on context, object and the observer’s goals, respectively. B. 
An example of a context-, object- and goal-dependent multisensory process, respectively. C. Attributes related to the 
dependence on context, object, and goals that should characterise a multisensory process for it to be classified as 
independent of each of these processes, respectively, together with an example of a multisensory process perhaps 
independent of all three top-down processes.Note: By “independence” we understand here independence of the 
occurrence of a particular MS process from top-down control.  
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To summarise, there is substantial evidenceto suggest that multisensory stimuli can interact based 
on as little as simultaneity. Moreover, the eMSI reflect the brain’s sensitivity to this simultaneity (see also 
Sections 2.1 and 3.3) and also occur via a goal-independent, bottom-up mechanism (Figure 1C). This 
notwithstanding, the pursuit of bottom-up multisensory processing as well asthe effective experimental 
setups that wereaimed at reducing goal-based (unisensory) control left us with little knowledge of goal-
dependent processes that are multisensory in nature but which likely affect processing of multisensory 
stimuli in real-world environments (Figure 2). Next, we summarise findingson such multisensory processes. 
 
1.3 Multisensory processes whose occurrence depends on goals  
A growing number of studies reveal how the task-relevance of features of multisensory pairingsenhances the 
stimulus processing(e.g. Iordanescu et al. 2009; van Ee et al. 2009; Orchard-Mills et al. 2013a, 2013b; Nardo 
et al. 2014; Mastroberardino et al. 2015).While these findings are in line with the influence of feature-based 
unisensory attention (Desimone and Duncan 1995), whether it applies to multisensory situations remains 
unclear. To investigate this possibility, Matusz and Eimer (2013) employed multi-stimulus visual displays and 
instructed participants to search for targets defined by a visual feature alone (e.g. blue bars) or by an 
arbitrary conjunction of visual and auditory features (e.g. blue bars accompanied by high-pitch tones). The 
search array was always preceded by unisensory visual distracters matching the target-defining feature value 
(i.e. its colour).Across three experiments, the same, identical unisensory distracters captured attention 
reliably during visual search but showed a reduced or completely eliminated ability to do so during 
multisensory search. These attenuations, visible in both behaviour (RTs spatial cueing effects) and the ERPs 
(the N2pc component; Luck and Hillyard 1994), can be explained by goal-dependent control 
mechanismssuppressing the processing of visual distracters in conditions where they did not fully match the 
representation of the (multisensory) target object (c.f. top-down object templates; Duncan and Humphreys 
1989). These “arbitrary multisensory object templates” will likely facilitate the processing of any, otherwise 
arbitrary, multisensory pairingsif the current task renders them task-relevant “objects” (e.g. task-determined 
colour-pitch combinations). The existence of such a par excellence goal-dependent multisensory process 
(Figure 1A-B), triggered by unfamiliar but task-relevant combinations of AV features, seems intuitive: In real-
world environments, we routinely search for objects defined ad-hoc, by arbitrary multisensory associations, 
e.g. when searching for our flatmate’s ringing mobile in the shared living room. In such situations, distraction 
by every object matching a visual or auditory feature of the phone would be highly disruptive to our 
behaviour. 
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2. Top-down control of multisensory processes by object-matching 
As already suggested, some multisensory processes mightbe triggered only when all features of the eliciting 
multisensory stimulus match a particular object. We define “object” broadly, in line withprevious proposals: 
“<<something *oftentimes+ material that may be perceived by the senses>> (Merriam-Webster online 
dictionary) (…) including not only concrete objects such as vehicles, tools, and persons, but also more 
abstract objects such as letters or speech with its accompanying lip movements” (Amedi et al. 2005, pp. 559-
560; see also Figure 1A). Early studies in the areahave typically shown that congruent (e.g. in colour: a visual 
form paired with a verbal colour label) AV pairings are responded to faster than unisensory stimuli, which in 
turn trigger responses faster than incongruent multisensory stimuli.Unisensory stimuli with redundant 
attributes show no similarresponse benefits (e.g. Laurienti et al. 2004). Such findings have suggested that a 
crossmodal match of semantic features may be one further general “factor” determining MSI (alongside low-
level spatio-temporal factors). In the following section we discuss several points that portray a more 
nuanced view on the interplay between MS processing and object matching. 
 
2.1 General differences in multisensory processing related to object matching 
Processes whose presence depends on matching features (traditionally, semantic)of an object and those 
whose presence is independent of such (Figure 1B-C) differ in their brain mechanisms, both in terms of 
wherethe effects occur and when in time they unfold. Functional Magnetic Resonance Imaging (fMRI) 
studies typically point to a fronto-temporal network as mediating MSI of complex, meaningful AV object 
stimuli, with frontal cortices (the inferior and dorsolateral prefrontal cortex) typically engaged by 
incongruent and/or unfamiliar AV associations (for a comprehensive review, seeDoehrmann and Naumer 
2008). The temporal cortex, especially the bisensory-multisensory superior temporal cortex 
(bmSTC)subregion,has been repeatedly implicated in theprocessing of naturalistic multisensory stimuli (e.g. 
Beauchamp et al. 2004; Stevenson et al. 2010; see Perrodin et al. 2015 for a recent review indicating anterior 
temporal cortices as supporting identity-focused processes) and in driving the associated behavioural 
benefits (Werner and Noppeney 2010a, 2010b). These findings can be taken as evidence for the existence of 
a semantic congruence area supporting MSI. However, naturalistic multisensory stimuli frequently activate 
the STC together with other areas, such as the planum temporale (speech/script, van Atteveldt et al. 2004) 
or the inferior parietal sulcus (IPS; tools/animals, Werner and Noppeney 2010a). Thus,substrates for 
separate object-dependent multisensory processes likewise seem to exist. Perceptual tasks involving 
arbitrarily linked multisensory stimuli seem to engage a somewhat different set of brain areas: the STC (likely 
the synchrony-STC subregion; Stevenson et al. 2010) and primary visual and auditory cortices (Martuzzi et al. 
2007). The STC and low level cortices have also been reported to be functionally coupled (Cappe et al. 2010; 
Werner and Noppeney 2010b). 
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The temporal precision of electrophysiological brain mapping methods has revealed that 
multisensory processes occurring independently of object-matching modulate brain responses at 
earlierlatencies compared to processes dependent on this match. The idea that the eMSI (detailed in Section 
1.2) reflects the brain’s sensitivity to multisensory simultaneity is supported by the wide range of arbitrarily 
linked multisensory stimulus pairings shown to trigger this process in both humans and non-human primates 
(NHPs) (Figure 1B-C; see De Meo et al. 2015; Murray et al. 2015). Furthermore, the eMSI is likewise found in 
response to naturalistic objects (tools/animals in humans,conspecific communication signals in NHPs), with 
no evidence of modulation by stimulus feature congruence or task (Ghazanfar et al. 2005; Kayser et al. 2008; 
Diaconescu et al. 2011; cf. Section 1.2). Contrastingly, differential brain responsesbetween congruent and 
incongruent multisensory pairings are typically observed after 100ms post-stimulus. For example, task-
irrelevant multisensory stimuli of naturalistic movement (e.g. clips of water drops; Senkowski et al. 2007) or 
speech (van Wassenhove et al. 2005) trigger earlier and/or nonlinear ERPs starting at 120ms post-stimulus 
(albeit the latter effects seem to be of anticipatory, not integrative, nature; Stekelenburg and Vroomen 
2007, Expt.3). Most evidence suggests that the brain is sensitive to (in)congruence of object semantic 
features inmultisensory stimuli starting at approximately 150-200ms post-stimulus (evoked responses: Raij 
et al. 2000; Molholm et al. 2004; Diaconescu et al.2011; but see Naci et al. 2012 for effects <100ms; induced 
responses: Yuval-Greenberg and Deouell 2007).  
 
2.2 Task-based effects  
In the majority of the studies discussed in Section 2.1, stimulus congruence was relevant to the task, often 
being at its very focus. The presence of a task,such as multisensory congruence matching, seems to 
“override” the brain network activated otherwise in no-task situations as shown for AV script (van Atteveldt 
et al. 2007). When there is no explicit task, congruent pairs are likely assigned the highest relevance (see 
Section 2.3). Task instructions can seemingly overrule this default relevance assignment and render 
congruent and incongruentletter-sound pairs equally relevant to the task, as evidenced by comparable STC 
activations found by van Atteveldt et al. (2007). Similarly, the particular task choice can have a dramatic 
effect on the processing of naturalistic multisensory stimuli. For example, instructing participants to detect 
versus categorise naturalistic stimuli modulates how MSI transpires within low-level visual and auditory 
cortices (van Atteveldt et al. 2014b). As already discussed in Section 1.1, observers’tolerance to inter-
stimulus delays during judgements of simultaneity of AV stimuli is modulated by the particular demands of 
thesimultaneity-judgement task (Stevenson and Wallace 2013; but this tolerance likewise depends on the 
stimulus category, see below). Collectively, these findings demonstrate that the role of matching 
multisensory stimulus features can be better understood in situations where the congruence of object 
features is task-irrelevant (Mastroberardino et al. 2015; Santangelo et al. 2015).  
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2.3 Stimulus-based effects  
Do the additional activations from higher-order areas that characterise the processing of naturalistic 
multisensory stimuli render these stimuli more or less impervious to top-down attentional control,compared 
to arbitrary multisensory pairings? The detection of feature congruence in speech is one multisensory 
process that might be useful toanswer this question.Auditory and visual signals produced by the speaker are 
intrinsically related by the common communication source, and listeners capitalise on these correlations 
during perception, already from an early age (reviewed in Soto-Faraco et al. 2012). Some even portray 
speech processing as altogether distinct from the processing of other naturalistic objects (e.g. Belin et al. 
2000; see Tuomainen et al., 2005 for this argument applied to the particular case of audiovisual speech 
processing). In a study of Stevenson and Wallace (2013), the temporal window within which participants 
perceived AV stimuli as synchronous was larger for speech fragments than for tools/animals or arbitrary 
stimulus pairings. This effect might be due to the inherent complexity of speech that incurs longer 
processing, which in turn might renders it robust against larger stimulus-onset disparities. Do these qualities 
suffice formultisensory speech congruence to be detected and continue influencing perception despite 
suppression by top-down attentional control?  
The McGurk illusion (perceiving a novel auditory syllable from mismatching auditory and visual 
syllables; McGurk and MacDonald 1976)has been found to be attenuated, albeit still present, whenthe 
observer’s attention wasdiverted away from the (irrelevant) McGurk stimuli and onto a concurrent, 
attention-demanding task (Alsius et al. 2005, 2007).However, when ERPs were recorded to McGurk stimuli in 
such dual-task contexts, the typical reduction of ERP latencies to AV stimuli present under full attention (e.g. 
van Wassenhove et al. 2005) were found to be substantially reduced (or even eliminated; Alsius et al. 2014). 
Particularly strong support for the goal-dependent nature of the mechanismsorchestratingthe detection of 
multisensory speech congruence is provided by studies employing multi-stimulus unisensory displays. Multi-
stimulus setupsnecessitate strongergoal-based control than single-stimulus setups (Desimone and Duncan 
1995). Consistent with this idea, peripheral visual distracters lose their ability to interfere with search carried 
out within a central array as the number of search items increases (reviewed in Lavie 2010). Similarly, in 
multi-speaker visual setups, the efficiency of locating a congruent AV face-voice match was found to 
decrease as the number of relevant talking faces/voices increased (e.g. Alsius and Soto-Faraco 2011; see also 
Fernández et al. 2015; see Iordanescu et al. 2009 for comparable findings during search for tools and 
animals). This detection is based on goals insofar as new goals are required when the participant must 
perform the task with increasing number of distracters. If multisensory speech congruence was detected 
independently of one’s goals, the sounds should be effortlessly bound with the corresponding mouth in the 
array, making the multisensory pairing “pop out” of the array and reveal its location to the participants 
irrespective of the number of other faces.  
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The processing of script, an object category closely related to speech (Dehaene and Cohen 2007; van 
Atteveldt and Ansari 2014), has likewise been tested in respect to how strongly it depends onone’s current 
goals. Studies employing multi-stimulus displays have suggested that multisensory speech/script congruence 
is detected for stimuli in unattended locations independently of the level of task demands (Matusz et al. 
2015b, Supplemental Expt.). Other studies are inconsistent with these findings. While early-latency, 
automatic brain processes (mismatch negativity, MMN) are modulated by the detection of script congruence 
even within task-irrelevant AV stimuli, this ability develops only after years of reading instruction (Froyen et 
al. 2009; cf. the early onset of speech congruence detection; Soto-Faraco et al. 2012). Additionally, as 
already mentioned, the brain networks supporting multisensory script processing are seemingly determined 
by task (van Atteveldt et al. 2007). Thus, the current goals seem to exert a stronger influence over the 
detection of multisensory script than speech congruence.  
Recently, the importance of the observer’s goals has likewise been tested for the detection 
ofcorrespondences acrosslower-level, perceptual features(Mondloch and Maurer 2004), such as those 
between visual size/elevation and auditory pitch/intensity (reviewed in, e.g.Spence and Deroy 2013). 
Multisensory congruence across perceptual stimulus attributes seems to be detected and to influence 
behaviour predominantly when one or both attributes match the current goals of the observer (Figure 1A-B). 
On the one hand, judgements of sound localisation (left/right)appearmore erroneous if visual stimuli 
accompanying the sounds matchthe “intuitive”pitch-size association (Parise and Spence 2009).On the other 
hand, when a similar task was used in a joint ERP-TMS study (Bien et al. 2012), the auditory and visual stimuli 
interacted quite late, i.e. 250ms post-stimulus (c.f. <100ms latencies of the eMSI; De Meo et al. 2015). 
Likewise,the search for bars changing in their brightness (from dim to bright) can be improved by the 
presence of high-pitch sounds (i.e. ones that “correspond” with bright flashes), but only if participants are 
aware of the correspondence or if the task demands are low, i.e. the search occurs in small-size arrays 
(Klapetek et al. 2012, Expt.2-3). 
The few studies that directly compared the detection of multisensory congruence (typically between 
semantic features)and of multisensory simultaneity suggest that,when these two qualities are task-
irrelevant,combined congruence and simultaneity modulates both brain and behavioural responsesmore 
strongly compared to simultaneity alone.This was demonstrated, for example, by how stronglycongruence 
and simultaneity affect memory when task-irrelevant. In a continuous unisensory  “old/new” task (“did you 
see this image before?”), naturalistic unisensory objects (e.g. a dog) are categorisedas repeated more 
accurately if they are initially paired with congruent (e.g. abark) stimuli in the other, irrelevant sense(Murray 
et al. 2004, 2005; Matusz et al. 2015a; Thelen et al. 2015). When the same unisensory stimuli are initially 
paired with simple stimuli (e.g. a pure tone) in the other sense, memory benefits for repeated objectsare still 
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found, but only in the individuals exhibiting stronger responses to initial presentations of multisensory 
stimuli (Thelen et al. 2014).  
While more research is required here, the boost in the processing of multisensory stimuli matching 
an object might be typically driven by simultaneous co-activations of over-learnt multisensory associations 
thattrigger additional feedback from higher-order brain areas to lower-order brain areas (e.g. van Atteveldt 
et al. 2007). These processing enhancements might likewise arise from the expectationsthat congruent 
crossmodal signals likely share a common source (Vatakis and Spence 2007). The co-activation and 
expectation mechanisms are not mutually exclusive (Figure 1A).Notably, the detection of congruence across 
certain perceptual features of multisensory stimuli might sometimes have a more hardwired nature, which is 
possibly based on the properties of receptive fields of multisensory neurons (Figure 1A). The detection of the 
looming quality within multisensory stimuli results in stronger MSI across autonomic, behavioural, and 
neural responses when compared with stationary multisensory stimuli (Cappe et al. 2009; Spierer et al. 
2013; Tyll et al. 2013; Cecere et al. 2014; Finisguerra et al. 2015). For example, visual “go/nogo” movement 
detection judgements are faster if the visual stimuli are accompanied by irrelevant looming sounds, 
compared tostationary or receding sounds, and these selective benefits are linked to early brain-response 
modulations within temporal, parietal, and occipital cortices as well as, notably, the amygdala (Cappe et al. 
2009, 2012). These selective benefits also develop early in life in humans (Walker-Andrews and Lennon 
1985) and are present even in insects (Rind and Simmons 1999).  
To return to questions posed at the beginning of this section, the top-down nature of the 
mechanisms underlying multisensory processes triggered by the detection of matches with specific object 
categories might be responsible for the effective dependence of these processes on top-down attentional 
control (Iordanescu et al. 2009; Fairhall and Macaluso 2009; Fernández et al. 2015). Simultaneously, the 
detection of some forms of congruence, e.g., looming, within multisensory stimuli might possibly occur 
independently of the current goals. 
 
3. Top-down control of multisensory processes by stimulus context 
Compared to goal- and object-based control, the investigation of context-basedtop-down 
controlovermultisensory processing seems less straightforward. This difficulty stems in part from the 
broadness of control mechanisms categorised as context-based in traditional, unisensory research. Such 
mechanismsrange from fine-grained changes in stimulus features (e.g. their colour or position; Bar 2004) to 
the observer’s external or internal states (e.g. studying specific material in a particular setting; Baddeley et 
al. 2009). We define context here as the “immediate situation in which the brain operates” (van Atteveldt et 
al. 2014a). Naturally, this context can extend backwards in time across multiple timescales. In the following 
sections, we review the evidence demonstrating the importance of stimulus regularities, expectations as 
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well as past experiences of the observer as sources of context-based top-down control over current 
multisensory processing (Figure 1A).As already discussed in detail elsewhere (van Atteveldt et al. 2014a), we 
contend that the large majority of the studied multisensory processes is modulated by some type of context-
based control. In addition, we review additional evidence suggesting that some multisensory processes 
might be more robust against context-based top-down control than others. 
 
3.1 Stimulus statistics and beyond 
One form of context-based top-down control that has received substantial interest over the years in the area 
of multisensory processing is statistical learning, i.e. a process whereby an individual learns the underlying 
structure of stimulation within the environment by extracting information about the distribution of these 
inputs across time and/or space. As detailed below, statistical learning is known to support a variety of 
mental functions, both within and across the senses (reviewed in Frost et al. 2015), with effects transpiring 
across multiple temporal scales(e.g. Baier et al. 2006; Beierholm et al. 2009; Chandrasekaran et al. 2009;  
Barakat et al. 2013; Barenholtz et al. 2014; Altieri et al. 2015; Sarmiento et al. 2012, 2016).  
A single testing session is frequently sufficient for participants to learn a relationship between two or 
more stimuli and utilise this information to improve their taskperformance. Many effects in the literature are 
based on temporal expectations, e.g. those that one stimulus follows another after a constant time interval 
(Niemi and Näätänen 1981; Coull and Nobre 1998; Cravo et al. 2011; Los and Van der Burg 2013; Ten Oever 
et al. 2014). The importance of other types of expectations is increasingly reported. On the one hand, 
expectations linking spatial locations with high/low incidence of multisensory incongruence have been 
shown to modulate the ability of irrelevant sounds to influence judgements on the duration of visual stimuli 
(Sarmiento et al. 2012), with the effects transpiring even at a single-trial level (Sarmiento et al. 2016). On the 
other hand, exposure to as few as five successive presentations of phonetically incoherent (e.g. “ra-ka”) AV 
syllables presented before the McGurk (“da”) syllable can substantially reduce the prevalence of the illusion 
(Nahorna et al. 2012). Importantly, expectations can affect stimulus processing even when based on 
irrelevant stimuli: Lateralised targets are detected faster in unattended spatial locations if they appear in 
sync with a rhythmic irrelevant stimulus (Jones 2015).  
Expectations might be fundamental for the processing of some multisensory pairings. For example, 
identification of specific syllables might be uniquelyfacilitated by the delay existing between the onset of the 
mouth movement and that of the following speech sound (Ten Oever et al. 2013). At the same time, a 
consistent asynchronybetween visual and auditory stimuli, even if small in size and experienced only for a 
short time (a few minutes), suffices to alter subsequent conscious judgements of simultaneity on the same 
AV stimuli, which judgements adjust to the exposed stimulus lag (Fujisaki, 2004; Vroomen et al. 2004; c.f. 
Section 1.1). Other results, however, suggest that the recalibration affects only the task-relevant 
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multisensory pairings (Heron et al. 2012; Ikumi and Soto-Faraco 2014).Training that is focused on building 
more explicit associations between specific crossmodal stimuli can have similarly dramatic effects on 
multisensory processing. The temporal binding window for simple AV pairings can be narrowed by 40% 
following as little as one hour of training of AV simultaneity judgements with feedback, with the previously 
discussed network involving STC and low-level sensory cortices being activated less strongly post-training 
(Powers et al. 2012). In turn, several days of explicit, object-discrimination training can increase the 
efficiency of distinguishing among pairings of Gabor patches with particular tilts paired with tones of specific 
frequencies, as evidenced by reductions in strength of the eMSI that these stimuli trigger(Alteri et al., 2015). 
 
 
 
 
 
Figure 2.The likely main types of multisensory processes that would jointly contribute to the perception of an 
exemplary naturalistic, task-relevant multisensory stimulus presented within a multi-stimulus unisensory visual display: 
goal-dependent multisensory object templates (in blue), detection of multisensory congruence of object-matching AV 
features (dark red), and detection of multisensory simultaneity.  
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One important way in which task-based context controls multisensory processing, besides the 
influences driven by the stimulus history, is the level of competition within the task irrelevant sense. As 
proposed by Talsma et al. (2010), frequency of stimulation within a task irrelevant sensory modality can 
determine perceptual salience of signals appearing within this sense, thus modulating the likelihood of the 
signals to interact(effortlessly and involuntarily) with the relevant-sensory modality inputs. This idea is 
supported by the results of, for example, Sanabria et al. (2005), who showed that auditory motion 
judgements are affected by concurrent irrelevant moving dots, but this influence is strongly attenuated in 
contexts where the number of dots is large. 
 
1.1 Role of the observer 
The effects of context engendered by the current task setup rarely impact multisensory processing in the 
vacuum.Observers themselves are one vital source of context-based top-down control. Some of these 
influences involve intra-individual variability. For example, while performance on a visual detection task 
always naturally fluctuates across trials, it will do so periodically (and in a time-locked fashion) in the 
presence of a temporally predictive sound (Fiebelkorn et al. 2011, 2013). These results highlight the 
importance of both the ongoing oscillatory brain activity as well as crossmodal inputsfor perception. 
Notwithstanding, many of the studies on the observer-based top-down control focused on inter-individual 
differences, predominantly the long-term observers’ experiences. 
Some context-based influences afforded by the observer’s history are quite intuitive. As discussed, 
prolonged experience with the perceptual processing of particular multisensory pairings might result in 
thedetectionof their presence relatively independently of one’s goals (e.g. Froyen et al. 2009). Notably, the 
benefits of long-term experiences might generalise to multi-stimulus settings, with the multisensory 
congruence across some types of object features being detected independently of the level of competition 
within the relevant sense. Matusz et al. (2015b) showed that the search within central arrays for visual 
targets that are defined by a single feature (e.g. red targets) is sensitive to interference from distracters 
simultaneously appearing in the periphery (i.e. atirrelevant locations). The distracters matched the target-
defining feature visually (a red square), aurally (a verbal colour label) or in both senses. Only the 
multisensory distracters interfered equally effectively with the search involving both three search-array 
items and those involving nodistracters at all, which suggeststhat the multisensory congruence across the 
colour dimension was detected (and extracted) independently of the demands the task imposed on 
participants’ attentional control. Critically, however, the demand-independent nature of this multisensory 
interference was shown to have a developmental trajectory, not yet reliably present in 6-year-olds when the 
task demands were high (Matusz et al. 2015b). Thus, sufficient experience with the perceptual processing of 
particular multisensory pairingsresults in their detection when they match the unisensory target even when 
(1) the task defines thelocation of these stimuli as irrelevant, (2) features within one sense only (i.e. vision) 
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are deemed task-relevant, and (3) the task difficulty eliminates the efficacy of target-matching unisensory 
distracters. 
The impact of the observer’s experiences within a particular environment goes beyond equipping 
specific multisensory pairings with detectability independent of goals and task demands; these 
experiencesinfluence both the brain areas involved in the processing of the multisensory pairings as well as 
the efficiency of learning novel multisensory associations. For example, the activity enhancements in the STC 
that are similar to those observed in Dutch readers for letter-sound AV pairings (van Atteveldt et al. 2004) 
were found in English readers for congruent number-sound, but not letter-sound, pairings (Holloway et al. 
2014). These disparitiesare likely driven by the distinct levels of transparency (i.e. consistency of 
correspondence between a letter and a single sound) across the two languages: While letter-sound pairings 
inDutch and number-sound pairings in both languages are relatively transparent,English letter-sound 
pairingsare not. In turn, Barenholtz et al. (2014) has recently showed that multisensory associations 
consistent with the stimulus statistics of the observer’s environment (e.g. faces and voices of particular 
gender or congruent images and vocalisations of animals) are learnt more efficiently than incongruent 
multisensory pairings (e.g. faces and voices of different genders). Notably,  both sets of results might be 
indicative of another, already mentioned, context-based control following one’s expectations. The degree to 
which the observer expects/believes the two inputs originate from the same source has long been proposed 
to impact multisensory processing (the “unity assumption”; Welch and Warren 1980). The influence of such 
expectations has been demonstrated, e.g. by more erroneous temporal-order judgements on gender 
matching than mismatching AV speech clips (Vatakis and Spence 2007). Multisensory speech congruence 
detection might be particularly sensitive to expectations, as suggested by results indicating that the McGurk 
illusion does not occur if participants interpret the sounds as noise (Tuomainen et al. 2005; Figure 1B-C).   
Other observer-based influences of context over multisensory processing are more akin to traditionally 
defined inter-individual differences. For example, while the detection of the looming quality within 
multisensory stimuli controls perception outside of the observer’s awareness (Romei et al. 2009), its 
influence over later stages of information processing, following the stimulus offset, is dependent on the 
observer’s attentional preferences (assessed witha multisensory divided-attention task). Specifically, for 
individuals with “auditory attentional preferences”, but not those with “visual attentional preferences”, the 
modulation of phosphene perception by looming sounds follows the velocity of these sounds (Romei et al. 
2013). A major source of controlover multisensory processing might be also the duration of the alpha cycle 
of the individual’s oscillatory brain activity (ranging 8–14 Hz; Romei et al. 2012). For example, Cecere et al. 
(2015) showed that the length of the temporal window for the perception  of the double-flash illusion (i.e. 
perceiving a single flash as two flashes if it is accompanied by two sounds) correlates with the individual 
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alpha cycle, and it can be shrunk/enlarged by occipital transcranial alternating-current stimulation that is 
slower/ faster than the individual frequency peak.  
 
1.2 MS processes whose occurrence is independent of stimulus context 
One possible candidate for a process that can perhaps exert influence over multisensory stimuli despitethe 
context-based control of stimulus statistics, the observer’s history and their expectations could be the 
detection of multisensory simultaneity by the brain (Figure 1C). First, the attenuations of the amplitudes of 
the eMSI triggered by the trained Gabor-frequency multisensory pairings in the Altieri et al. (2015; Section 
3.1) were seemingly accompanied by eMSI in response to the non-trained pairings. Additionally, some 
findings (Heron et al. 2012; Ikumi and Soto-Faraco 2014) suggest that sensitivity to simultaneity of 
multisensory stimuli (as measured, notably, with explicit, subjective judgements; c.f. Section 1.1) might be 
altered only in respect to the multisensory pairings used during the exposure, rather than globally, for all 
simultaneous multisensory stimuli. In turn, the independence of the eMSI from experiences is strongly 
supported by their reports across different species. In fixating monkeys, the eMSI were observed in the 
primary and secondary auditory fields, in both local field potentials and spiking activity (Ghazanfar et al. 
2005; Kayser et al. 2008; see also Lakatos et al. 2008). Furthermore, the eMSI were observed across several, 
primate and non-primate, species; critically, as already discussed, they were reported also in anaesthetised 
preparations (e.g. in rats, Barth et al. 1995; in cats, Rowland and Stein 2007). Jointly, these findings suggest 
that the brain’s sensitivity to multisensory simultaneity, as reflected by the eMSI, might persevere despite 
top-down context-based influences.  
 
2. Discussion& Outlook  
While it is well-established that information across the senses interacts to jointly influence perception and 
neural responses (Stein 2012; Murray and Wallace 2012), the top-down control mechanisms orchestrating 
these effects are still far from being fully understood. Some of the first advances in this domain were made 
by Talsma et al. (2010), who delineated the conditions in which multisensory processing will likely depend on 
the current goals of the observer, i.e. top-down attention. However, to fully explain the full range of 
currently known multisensory phenomena, other top-down control mechanisms need to be invoked, such as 
those based on the stimulus context or multisensory stimulus attributes matching naturalistic objects (Figure 
1A). Having reviewed the findings that have demonstrated the relative importance of these three types of 
top-down control for multisensory processing, we will now propose a few emerging principles, and then 
discuss their possible broader implications.  
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2.1 Towards mechanistic investigations of multisensory processing 
One general idea emerging from the reviewed literature is that the nature of multisensory processing is 
multi-dimensional, rather than unitary or uni-dimensional. One viewpoint, based in part on well-
characterised neurophysiologic observations (Meredith et al. 2012; Stevenson et al. 2014), contends that 
multisensory processes vary in their nature and substrate depending on the context (see also van Atteveldt 
et al. 2014a; De Meo et al. 2015). While more research is required to specify what constitutes a multisensory 
process and how many processes there are exactly, the evidence suggests that many multisensory processes 
seem intimately linked to the presence of stimuli containing specific, perceptually (e.g. elevation, size, 
intensity, frequency, the “looming” quality) or semantically corresponding, attributes (matching a particular 
object category, e.g. speech, script, everyday objects [tools/ animals]). At the same time, some multisensory 
processes seem to be elicited based merely on the fulfilment of particular physical(i.e. temporal coincidence) 
or cognitive (i.e. task-relevance) conditions, independently of whether the eliciting stimuli contain specific 
attributes. A second general idea supported by the evidence reviewed here is that each of these processes 
could perhaps depend on goal-, context- and object-based types of top-down control to a differing degree. 
We next summarise this evidence for each of the three types of top-down control.  
 Multisensory processes seem to differ in how critically their presence depends on the current goals.  
Simultaneity as well as congruence of features across the senses can play a role even within task-irrelevant 
multisensory stimuli if these appear alone. However, the existing findings demonstrate that the presence of 
object-dependent processes is ultimately dependent on top-down attentional control, as their presence is 
no longer found whenheightened unisensory competition triggers enhanced goal-dependent control. In 
contrast, the current behavioural and functional neuroimaging findings across single- and multi-stimulus 
setups converge to suggest that multisensory simultaneity is detected and affects information processing, 
even if only weakly, despite attenuation by top-down attention. Furthermore, while some multisensory 
processes might occur only if the eliciting stimuli match attributes of an object across the senses, other 
processes might be elicited independently of such matching,  as long as specific conditions are fulfilled, e.g. 
temporal coincidence. The few studies that directly compared object-matching and simultaneity detection 
(until now, only within serial, single-stimulus paradigms) suggest that,when triggered by task-irrelevant 
stimuli, the effects of processing congruent simultaneous multisensory stimuli are stronger than that of 
merely simultaneous multisensory stimuli. These two types of multisensory processesmight also generally 
differ in how (i.e. when and where) they modulate brain responses. Some studies report distinct behavioural 
effects for the processing of stimuli from particular naturalistic object categories. This idea, if further 
confirmed, would run against the hypothesis thatcongruence is a unitary factor modulating MSI.Lastly, the 
large majority of multisensory processes seem to depend in their presence and/or how they transpire in the 
brain on context-based control that ranges from within-sensory competition to the individual’s neuro-
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cognitive developmental outcome. Simultaneously, evidence suggests that certain multisensory processes 
occur independently of suchinfluences.  
 
2.2 Implications: Multisensory processing and beyond 
While the proposal that goal-dependence is a dimension of multisensory processing has helped to reconcile 
a long-standing debate in the area (Talsma et al. 2010), it fails to explain other contradictory findings that 
continue to accumulate. For example, context (e.g. experience) seems to determine the presence of 
multisensory processing in some cases (e.g. observers’ reading proficiency, Froyen et al. 2009), but not in 
others (e.g. temporal coincidence of multisensory stimuli is detected early in life, Lewkowicz 2014). 
Furthermore, even irrelevant arbitrarily linked multisensory pairings are processed more strongly than their 
unisensory counterparts, but some multisensory processes are triggered solely bythe presence of specific 
stimulus features (e.g. selective benefits for looming stimuli, e.g. Cappe et al. 2012). The ideas proposed 
here, i.e. that multisensory processing is multi-dimensional and that multisensory processes might be 
distinctly influenced by different top-down control mechanisms, could help to reconcile these results. It also 
harkens a reconsideration of some of the seminal findings in the literature. For example, Giard and Peronnet 
(1999)demonstrate behavioural facilitation and eMSI during a task where the participants discriminated 
between two objects defined by (arbitrary)conjunctionsof specific auditory and visual features. However, the 
observed effects might have been driven by a combination of unisensory (feature- and space-based 
attentional control mechanisms)and multisensory processes (MS simultaneity, newly-learnt perceptual-
feature match,arbitrary multisensory object templates), all likely engaged by this experimental setup (cf. 
Figure 2). If a particular multisensory process, such as one based on a newly-learnt match between 
crossmodal perceptual features is of interest, the influence of other multisensory processes (e.g. detection 
of multisensory simultaneity) should be considered and eliminated. Thus, to summarise, there are a few 
possible advantages of the delineated factors contributing to multisensory processing: 1) they enable us to 
reconcile the past contradictory findings, 2) they advance our present understanding of multisensory 
processing as a whole, and 3) they could foster more mechanistically oriented investigations within the field 
in the future.  
 More generally, the aim of the present review was to shed more light on information processing that 
may extend to a fuller understanding of how it occurs in naturalistic environments, where the multitude of 
sources of possible stimulation across the senses is matched by the number of possible sources of top-down 
control. For this purpose, the focus has been put,on the one hand, on the stimulus-driven processes 
engendered by stimuli that are typical for everyday situations, i.e. ones that engage multiple senses at once. 
On the other hand, the top-down control mechanisms scrutinised heregobeyond the traditional 
investigations of the role of the observer’s goals. If anything, control processes are typically studied 
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inrelative isolation (object attributes/ semantics: Doehrmann and Naumer 2008; context: Bar 2004; goals: 
Nobre and Kastner 2014, but see Braver 2012). As the literature reviewed here indicates, multisensory 
processing is actually subserved by a wide variety of processes. While these processes are frequently linked 
to specificobject categories, others occur independently of such, as long as specific conditions (physical 
coincidence in time/space or task-relevance)are fulfilled. These conceptualisations fit with a growing 
consensus that mechanisms subserving multisensory interactions are de facto not special or otherwise 
distinct from the mechanisms at play in processing of any sensory information (van Atteveldt et al. 2014a). 
As such, our review provides a wider purview into dimensions important for understanding top-down 
control processes in general and not exclusively in cases of multisensory stimulation.  
 
2.3 Future directions  
A major issue, which this review could not resolve and which prevents proposing a full-fledged framework at 
the current stage, is how the three types of top-down control interact with each other within each 
multisensory process as well as between each other. For one, it remains unclear whether matching 
attributes of an object enables a multisensory stimulus to be processed more strongly when it operates 
outside of the current goals. Do the additional top-down inputs from higher-order brain areas triggered by 
over-learnt associations render object-dependent processes more sensitive to goal-based control (e.g. 
Fernandez et al. 2015)? Are bottom-up activations driven by the detection of multisensory simultaneity 
always sufficiently strong to counteract goal-based influences (Matusz et al. 2011)?  The links between the 
processes’ sensitivity to goals and context (most notably, expectations) also require further research. Does 
sensitivity to expectations render a process sensitive to goals? Initial results suggest that regularity in stimuli 
(even the irrelevant ones), which elicits expectations, can act as a “double-edged sword”. When helpful to 
the goal-directed behaviour, the irrelevant stimuli are continuously processed and utilised by the brain (e.g. 
Ten Oever et al. 2014), but when they are unlikely to be helpful, e.g. in no-task setups, the regularity enables 
the brain to suppress the inputs (Matusz et al., 2016). The interactions between context- and object-based 
sensitivity are equally under-investigated. While expectations (e.g. Tuomainen et al. 2005; Stevenson and 
Wallace 2013) and long-term experiences (e.g. Froyen et al. 2009; Matusz et al. 2015b; Ten Oever et al. 
2013) are vital to the presence and the effects of many multisensory processes that are dependent on object 
matching, sensitivity to both multisensory simultaneity and speech congruency seems to develop early in life 
(Soto-Faraco et al. 2012; Lewkowicz et al. 2014). The full extent to which dependence of a multisensory 
process on one form of top-down control indeed impacts dependenceon other types of control is further 
complicated by the likely contingence of top-down expectations and object-matching processes on goal-
based control, especially during development (e.g. Astle and Scerif 2011; Thillay et al. 2015; Amso and Scerif 
2015). Shedding more light onto the interdependencies within multisensory processes as well as between 
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respective forms of top-down control is a critical next step to advance our understanding of sensory 
processing in real-world environments.  
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