Deep neural networks are data hungry models and thus they face difficulties when used for training on small size data. Transfer learning is a method that could potentially help in such situations. Although transfer learning achieved great success in image processing, its effect in the text domain is yet to be well established especially due to several intricacies that arise in the context of document analysis and understanding. In this paper, we study the problem of transfer learning for text summarization and discuss why the existing state-of-the-art models for this problem fail to generalize well on other (unseen) datasets. We propose a reinforcement learning framework based on self-critic policy gradient method which solves this problem and achieves good generalization and state-of-the-art results on a variety of datasets. Through an extensive set of experiments, we also show the ability of our proposed framework in fine-tuning the text summarization model only with a few training samples. To the best of our knowledge, this is first work that studies transfer learning in text summarization and provides a generic solution that works well on unseen data.
Introduction
Text summarization is the process of summarizing a long document into few sentences which capture the content of the whole document. In recent years, researchers have used news article datasets such as CNN/DM [10] and Newsroom [9] as the main resource for building and evaluating text summarization models. However, all these models suffer from a critical problem: A model trained on a specific dataset works good only on that dataset. For instance, if you train a model on CNN/DM dataset and use Newsroom dataset for testing the model, the result is much poorer than when you train the same model on Newsroom data itself. This lack of generalization ability for the current state-of-the-art models is the main motivation of this work.
This problem arises in situations where we need to perform summarization on a specific dataset, but either we have no ground-truth summaries for this dataset or collecting ground-truth summaries could be expensive and time-consuming. Thus, the only resort in such situation would be to simply use a pre-trained summarization model to generate summaries for this data. However, as we will see throughout this paper, this approach will fail to satisfy the basic requirements of this task and thus fails to generate high quality summaries. Throughout our analysis, we work with two of the well-known news-related datasets for text summarization and one could expect that a model trained on either dataset should perform well on the other or any news-related dataset. On the contrary, as shown in Table 1 , the Fast-RL model [4] trained on CNN/DM, which holds the state-of-the-art result on text summarization on CNN/DM test dataset with 41.18% F-score according to ROUGE-1 score, will reach only 21.93% on this metric on Newsroom test data, a performance fall of almost 20%. This observation shows that these models suffer from a huge generalization problem.
In this paper, we first study the extent to which the current state-of-the-art models are vulnerable in generalizing to other datasets and discuss how transfer learning could help in alleviating some of these problems. Finally, we propose a solution based on reinforcement learning to remedy the generalization problem in text summarization model which achieve a good generalization score on a variety of summarization datasets. Traditional transfer learning usually works by pre-training a model using a large dataset and fine-tuning it on a target dataset and test the result on that target dataset. However, our proposed method, as shown in Fig 1, is able to achieve good results on a variety of datasets by only fine-tuning the model on a single dataset. Therefore, it removes the requirement of training separate transfer models for each dataset. To the best of our knowledge, this is the first work that studies transfer learning for the problem of text summarization and provide a solution for rectifying the generalization issue Table 1 : The Pointer-Generator [26] and Fast-RL [4] are trained using CNN/DM dataset and tested on CNN/DM and Newsroom dataset.
Pointer Generator [26] Fast-RL [ that arises in the current state-of-the-art summarization models. Moreover, we conduct various experiments to demonstrate the ability of our proposed method to reach state-of-the-art results on datasets with small amount of ground-truth data. This paper is organized as follows: Section 2 describes transfer learning methods and some of the related works on this problem, and Section 3 discusses about our proposed model for transfer learning in text summarization. Section 4 shows the result of our experiments for this problem and finally Section 5 concludes our discussion.
Related Work
Recently, there is a surge in development of deep learning based method for building models that have the ability to transfer and generalize to other similar problems. Transfer learning (TL) has been well-studied in the domain of image processing, however the effect of it on NLP problems is yet to be thoroughly investigated. In this section, we will review some of these works.
Transferring Trained Models
In these works, the underlying model is first trained on a specific dataset and then used as a pre-trained model for another problem or dataset. In this method, depending on the underlying model, we can transform different types of neural network layers from the pre-trained model to the transfer model. Examples of these transferable layers are the word embedding layer, the convolutional layers in a CNN model, Fully Connected (FC) hidden layers, and finally the output layer. Yosinski et al. [31] studied the effect of transferring different layers of a deep neural network and found that low level layers learn general features while higher level layers deal mostly with the specific characteristic of the problem at hand. Specifically, researchers showed how one can transfer both low level and high level neural layers from a CNN for TL [5] .
Recently, Semwal et al. [27] used this idea of transferring various network layers for text classification. Aside from transferring the network layers, they also experimented with freezing or fine-tuning these layers after the transfer and concluded that fine-tuning the transfer layers will always provide a better result. Moreover, TL has also been studied in the context of Named-Entity recognition which is similarly a classification problem [24] . Our proposed method fall mostly into this category. We not only study the effect of transferring network layers, but also propose a new co-training model for training text summarization model using reinforcement learning techniques.
Knowledge Distillation
Knowledge distillation is a class of techniques that train a small network by transferring knowledge from a larger network. These techniques are typically used when we require building models for devices with limited computational power [1] . Usually, in these models, there is a teacher (larger model) and a student (smaller model) and the goal is to transfer knowledge from teacher to student. Recently, researchers have also used this idea to create models through meta-learning [25] , few-shot learning [22, 28] , one-shot learning [6, 3] , and domain adaptation [7, 29] , mostly for image classification problems. However, the effect of these types of models on NLP tasks is yet to be studied.
Building Generalized Models Recently, Mc-
Cann et al. [15] released an interesting challenge called Decathlon NLP which aims at solving ten different NLP problems with a single unified model. The main intuition behind this model is to comprehend the impact of transferring knowledge from different NLP tasks on building a generalized model that works well on every task. Although this model outperforms some of the state-of-the-art models in specific tasks, it fails to even reach baseline results in tasks like text summarization. We also observe such poor results from other general-ized frameworks such as Google's Tensor2Tensor framework [30] .
Text Summarization
There is vast amount of research work on the topic of text summarization using deep neural networks. These works range from fully extractive methods [4, 18, 32] to completely abstractive ones [26, 12, 8] . As one of the earliest works on using neural networks for extractive summarization, Nallapati et al. [16] proposed a framework that used a ranking technique to extract the most salient sentence in the input. On the other hand, for abstractive summarization, it was Rush et al. [23] that for the first time used attention over a sequence-to-sequence (seq2seq) model for the problem of headline generation. To further improve the performance of these models, pointer-generator model [17] was proposed for successfully handling the Out-of-Vocabulary (OOV) words. This model was later improved by using the coverage mechanism [26] . However, all these models, suffer from a common problem known as exposure bias which refers to the fact that during training, the model is trained by feeding ground-truth input at each decoder step, while during the test, it should rely on its own output to generate the next token. Also, the training is typically done using cross-entropy loss while, during test, metrics such as ROUGE [14] or BLEU [19] are used to evaluate the model. To tackle this problem, researchers suggested various models using scheduled sampling [2] and reinforcement learning based models [20, 4] .
Recently, several authors have investigated methods which try to first perform extractive summarization by selecting the most salient sentences within a document using a classifier and then apply a language model or a paraphrasing model [13] on these selected sentences to get the final abstractive summarization [4, 18, 32] . However, none of these models, as discussed in this paper and shown in Table 1 have the capability to generalize to other datasets and they only perform well for a specific dataset which was used as target data during pre-training process.
Proposed Model
In this paper, we propose various transfer learning methods for the problem of text summarization. For all experiments, we consider two different datasets: source dataset, D S , is the dataset which we use to train our pre-trained model, while target dataset, D G 1 , is the dataset we use to fine-tune our pre-trained model. In light of transferring layers of a pre-trained models, our first proposed model transfers different layers of a pretrained model trained using D S and fine-tune it using D G . We then propose another method which uses a novel Reinforcement Learning (RL) framework to train the transfer model using training signals that is received from both D S and D G .
Transferring Network Layers
There are various network layers that are used in a deep neural network. For instance, if the model has a CNN encoder and a LSTM decoder, the CNN layers and the hidden decoder layers trained on D S could be used to fine-tune D G . Moreover, the word embedding is another important layer in this model. Either, we use pre-trained word embeddings such as Glove [21] during the training of D S or let D S train its own word embedding, we can still let the model to fine-tune a pre-trained word embedding during the training of the model. In summary, we can transfer the embedding layer, convolutional layer (if using CNN), hidden layers (if using LSTM), and the output layer in a text summarization transfer learning problem. One way to understand the effect of each of these layers is to fine-tune or freeze these layers during model transfer and report the best performing model. However, as suggested by [27] , the best performing model occurs when all layers of a pretrained model on D S are transferred and let the model to fine-tune itself using the D G . Therefore, we follow the same practice and let the transferred model to fine-tune all trainable variables in our model. As we see later in the experimental result section, this way of transferring network layers provide a strong baseline in text summarization and the performance of our proposed reinforced model is close to this baseline. However, one the main problems with this approach is that, not only the source dataset D S should contain a large number of training samples but also D G must have a lot of training samples to be able to fine-tune the pre-trained model and generalize the distribution of the pre-trained model parameters. Therefore, a successful transfer learning using this method requires a large number of samples both for D S and D G . This could be problematic, specifically for cases where the target dataset is small and fine-tuning a model will cause overfitting. For these reasons, we will propose a model which uses reinforcement learning to fine-tune the model only based on the reward that is obtained from the target dataset.
Transfer Reinforcement Learning (Trans-ferRL)
In this section, we explain our proposed reinforcement learning based framework for knowledge transfer in text summarization. The basic underlying summarization mechanism used in our work is the pointer-generator model [26] .
Why Pointer-Generator?
The reason we choose a pointer-generator model as the basis of our framework is the ability of this model for handling Out-of-Vocabulary (OOV) words which is necessary for transfer learning. Note that once a specific vocabulary generated from D S is used to train the pre-trained model, we cannot use a different set of vocabulary during fine-tuning stage on D G , since the indexing of words could change for words in the second dataset 2 . According to our experiments, within 50K top words in CNN/DM and Newsroom datasets, only 39K words are common between the two datasets and thus a model trained on each of these datasets will have more than 11K OOVs during fine-tuning step. Therefore, a framework that is not able to handle these OOV words will have significantly poor results after transfer. One naïve approach in resolving this problem could be to use a shared set of vocabulary between D S and D G . However, such a model will still suffer from the generalization to other datasets with a different set of vocabulary. Fig 2, a pointer-generator model comprises of a series of LSTM encoders (blue boxes) and LSTM decoders (green boxes). Let us consider dataset D = {d 1 , · · · , d N } as a dataset that contains N documents along with their summaries. Each document is represented by a series of T e words, i.e. d i = {x 1 , · · · , x Te }, where x t ∈ V = {1, · · · , |V |}. Each encoder takes the embedding of word x t as the input and generates the output state h t . The decoder, on the other hand, takes the last state from encoder, i.e. h Te and starts generating an output of size T < T e ,Ŷ = {ŷ 1 ,ŷ 2 , · · · ,ŷ T }, based on the current state of the decoder s t , and the groundtruth summary word y t . At each step of decoding j, the attention vector α j , context vector c j , and output distribution p vocab can be calculated as follows:
Pointer-Generator As shown in
where v 1,2,3 , b 1,2,3 , W h , and W s are trainable model paramters and ⊕ is the concatenation operator. In a simple sequence-to-sequence model with attention, we use p vocab to calculate the cross-entropy loss. However, since p vocab only captures the distribution of words within the vocabulary, this will generate a lot of OOV Figure 2 : Pointer-generator w. self-critic policy gradient words during the decoding step. Therefore, a pointergenerator model mitigates this issue by using a switching mechanism which either chooses a word from vocabulary with a certain probability σ or from the original document using the attention distribution with a probability of (1-σ) as follows:
where W c , W x , and b 4 are trainable model paramters and if a word x j is OOV, then p vocab = 0 and the model will rely on the attention values to select the right token.
Once the final probability is calculated using Eq. 3.2, the Cross-Entropy (CE) loss is used to calculate the loss as follows:
where θ shows the training parameters and e(.) returns the word embedding of a specific token. However, as mentioned in Section 2, one of the main problems with cross-entropy loss is the exposure bias problem [2, 20] which happens due to inconsistency between the decoder input during training and test. A model that is trained using only CE loss, does not have the generalization power required for transfer learning, since this model is not trained to generate samples from its own distribution and heavily relies on the ground-truth input. Thus, if the distribution of input data changes (which can likely happen during transfer learning on another dataset), the trained model will have to essentially re-calibrate every transferred layer to achieve a good result on the target dataset. To avoid these problems, we propose a reinforcement learning framework which slowly removes the dependency of model training on CE loss and increases the reliance of the model on its own output.
Reinforced Objective
In RL training, the focus is on minimizing the negative expected reward rather than directly minimizing CE loss. This allows the framework to not only use the model's output for training itself, but also helps in training the model based on the metric that is used during decoding such as ROUGE. To achieve this, during RL training, we minimize the following objective:
where y 1 , · · · , y T are sample tokens drawn from the output of our policy (p θ ), i.e., p * 1 , · · · , p * T . In practice, we usually sample only one sequence of tokens to calculate this expectation. Hence, the derivative for the above loss function is given as follows:
This minimization can be further improved by adding a baseline reward. In text summarization, the baseline reward could either come from a separate network called critic network [4] or could be the reward from a sequence coming from greedy selection over p * t [20] . In this work, we consider the greedy sequence as the baseline. In summary, the objective that we try to minimize during RL training could be summarized as follows:
whereŷ t represents the greedy selection at time t. This model is also known as self-critic policy gradient since the model uses its own greedy output to create the baseline. Moreover, the model uses the sampled sentence as the target for training rather than the ground-truth sentence. Therefore, given this objective, the model focuses on samples that do better than greedy selection during training while penalizes those which do worse than greedy selection.
Transfer Reinforcement Learning
Although a model that is trained using Eq. (3.6) do not suffer from exposure bias, it can still perform poorly in transfer learning setting. This is mostly due to the fact that, the model in this setup, is still being trained using the distribution from source dataset and once transferred to the target dataset, the model output still tries to generate samples according to the distribution from the source dataset. Therefore, we need a model that not only remembers the distribution of the source dataset but also tries to learn and adapt to the distribution of the target dataset. The overall RL-based framework that is being proposed in this paper is shown in Fig. 3 . Let us consider sequences drawn from greedy selection and sampling from the source dataset D S and the target dataset D G asŶ S , Y S ,Ŷ G , and Y G , respectively. We will define the transfer loss function using these variables as follows:
, s t , c t−1 , X G }, and ζ ∈ [0, 1] controls the trade-off between self-critic loss of the samples drawn from source dataset and the target dataset. Therefore, a ζ = 0 means that we train the model only using the samples from the source dataset, while ζ = 1 means that model is trained only using samples from the target dataset. As seen in Eq. (3.7), the decoder state s t and context vector c t−1 are shared between the source and target samples. Moreover, we use shared embedding trained on the source dataset, e S (.) for both datasets while the input data given to the encoder, i.e., X S and X G , come from source and target datasets. In practice, RL objective loss only activates after we have a good pre-trained model. We follow the same practice and first pre-train the model using the source dataset and then activate the transfer RL loss in Eq. (3.7) by combining this loss to CE loss in Eq. (3.3) using the parameter η ∈ [0, 1] as follows: 
Experimental Results
We performed various set of experiments to understand the dynamics of transfer learning and to find out the best practice for obtaining a generalized model for text summarization. In this section, we discuss some of the insights that we gained through our experiments. All evaluations are done using ROUGE 1, 2, and L F-scores on the test data. All our ROUGE scores have a 95% confidence interval of ±0.25 as reported by the official ROUGE script 3 . Similar to the multi-task learning frameworks such as DecaNLP [15] , we use a metric for comparing the result of transfer learning on various datasets by taking the average score of each metric over these datasets. In addition, we also introduce a weighted average score which takes into account the size of each dataset as the weight for averaging the values 4 .
Datasets
We use four widely used datasets in text summarization for our experiments. The first two datasets are Newsroom [9] and CNN/Daily Mail [10] which are used for training purpose, while the DUC 2003 and DUC 2004 datasets are only used to test the generalization capability of each model. Table 2 shows some of the basic statistics of these datasets. In all these datasets, a news article is accompanied by 1 to 4 humanwritten summaries and, therefore, will cover a wide range of challenges for transfer learning. For instance, a model that is trained on Newsroom dataset will most likely generate only one long summary sentence, while for the CNN/DM dataset, the model is required to generate up to four smaller summary sentences. For all experiments, we either use Newsroom as D S and CNN/DM as D G or vice-versa.
Training Setup
For each experiment, we run our model for 15 epochs during pre-training and 10 epochs during transfer process and an extra 2 epochs for the coverage mechanism. We use a batch size of 48 during training and the encoder reads the first 400 words and decoder generates a summary with 100 words. Both encoder and decoder units have hidden size of 256 while the embedding dimension is set to 128 and we learn the word embedding during training. For all models, we used the top 50K words in each dataset as vocabulary and during test we use beam search of size 4. We use AdaGrad to optimize all models with an initial learning rate of γ 0 = 0.15 during pre-training and γ 0 = 0.001 during RL and coverage training and linearly decrease this learning rate based on the epoch numbers, γ t = γ 0 /epoch. Moreover, ζ is set to zero at the start of RL training and is increased linearly so that it gets to 1 by the end of training. During RL training, we use scheduled sampling with sampling probability equal to the ζ value. We use the RLSeq2Seq [11] framework and build our model on top of it 5 . All experiments are done using NVIDIA P100 GPUs.
Effect of Dataset Size
We will now discuss some of the insights we gained throughout our study starting with understanding the effect of the data size for pre-training. According to our experiments (as shown in Table 4 ), on average, a model that is trained using the Newsroom dataset as the source dataset D S has much better performance than models that use CNN/DM as the D S in almost all configurations 6 . This is not a surprising results since deep neural networks are data hungry models and typically work the best when provided with a large number of samples. The first experiment in Table 6 and Table 4 uses only Newsroom dataset for training the model and not surprisingly it performs good on Newsroom dataset, however as discussed earlier, its performance on other datasets is poor.
Common Vocabulary
As mentioned in Section 3, one way to avoid the excessive OOV words in transfer learning between two datasets is to use a common vocabulary between D S and D G and train a model using this common vocabulary set. Although a model trained using this set of vocabulary could perform well on these two datasets, it still suffers the poor generalization to other unseen datasets. To demonstrate this, we combine all articles in CNN/DM and Newsroom training datasets to create a single unified dataset (C+N in Table 6 and Table 4 ) and train a model using CE loss in Eq. (3.3) and the common set of vocabulary. The result of this experiment is shown as experiment 2 in Table 6  Table 3 : Results on Newsroom, CNN/DM, DUC'03, and DUC'04 test data. D S shows the dataset that is used during pre-training and D G is our target dataset. N stands for Newsroom and C stands for CNN/DM dataset. The method column shows whether we use CE loss, transferring layers (TL), or TransferRL (TRL) loss during training. We use coverage mechanism for all experiments. The result from the proposed method is shown with . Table 4 : Normalized and weighted normalized F-Scores for Table 6 . and Table 4 . As shown here, by comparing these results to experiment 1, we see that combining these two datasets will decrease the performance on Newsroom, DUC'03, and DUC'04 test data but improves the performance for CNN/DM test data. Moreover, by comparing the generalization ability of this method on DUC'03 and DUC'04 datasets, we see that it performs up to 2% worse than the proposed method. This is also evident by comparing the average scores and weighted average scores of our proposed model with this model. On average, our method improves up to 4% compared to this method according to the weighted average score for R 1 .
Transferring Layers
In this experiment, we discuss the effect of transferring different layers of a pretrained model for transfer learning. In the pointer generator model described in Section 3, the embedding matrix, the encoder and decoder model parameters are among layers that we can use for transfer learning. For this experiment, we pre-train our model using D S and during transfer learning, we replace D S with D G and continue training of the model with CE loss. As shown in Tables 6 and 4 this way of transferring network layers provides a strong baseline for our proposed method. This shows that even a simple transferring of layers could provide enough signals for the model to adapt itself to the new data distribution. However, as discussed earlier in Section 3, this way of transfer learning tends to completely forget about the pre-trained model distribution and entirely changes the final model distribution according to the dataset that is used for fine-tuning. This effect can be observed in Table 6 by comparing the result of experiments 1 and 3. As shown in this table, after transfer learning the performance drops on Newsroom test dataset (from 36.16 to 35.37 based on R 1 ) while it increases on CNN/DM dataset (from 33.58 to 34.51 based on R 1 ). However, since our proposed method tries to remember the distribution of the pre-trained model (through ζ parameter) and slowly changes the distribution of the model according to the distribution coming from the target dataset, it performs better than simple transfer learning on these two datasets. This is shown by comparing the result in experiments 3 and 4 in Table 6 , which show that our proposed model performs better than naïve transfer learning in all test datasets.
Effect of Zeta
As mentioned in Section 3, the trade-off between emphasizing the training to samples drawn from D S or D G is controlled by the hyperparamter ζ. To see the effect of ζ on transfer learning, we clip the ζ value at 0.5 and train a separate model using this objective. Basically, a ζ = 0.5 means that we treat the samples coming from source and target datasets equally during training. Therefore, for this experiments, we start the ζ from zero and increase it linearly till the end of training but clip the ζ value at 0.5. Table 11 shows the result of this experiment. For simplicity sake, we provide the result of our proposed model achieved from not clipping ζ along with these results. By comparing the results from these two setups, we can see that, on average, increasing the value of ζ to 1.0 will yield better results than clipping this value at 0.5. For instance, according to the average and weighted average score there is an increase of 0.7% in ROUGE-1 and ROUGE-L scores when we do not clip the ζ at 0.5. By comparing the CNN/DM R 1 score in this table, we Tables 14 and 7 show the results of this experiment. As shown in these tables, for DUC'03, when we simply transfer network layers, it performs slightly better (not statistically higher according to the 95% confidence interval) than our proposed model, however, our proposed model will achieve a far better result on DUC'04. As shown in these tables, the results achieved from fine-tuning a pre-trained model using these datasets is very close to the ones achieved in Table 6 and in the case of DUC'04 dataset, our proposed method in Table 6 achieves even better results than the ones shown in Table 7 . This shows the ability of our proposed framework in generalizing to unseen dataset. Note that unlike these experiments, the proposed model in Table 6 has no information about Table 6 : Result of transfer learning methods using Newsroom for pre-training and DUC'03 for fine-tuning. The underlined result shows that the improvement from TL is not statistically significant compared to the proposed model. the data distribution of DUC'03 and DUC'04 and still performs better on these datasets.
Other Generalized Models
We also compare the performance of our proposed model with some of the recent works in multi-task learning. In text summarization, the DecaNLP [15] and Tensor2Tensor [30] are two of the most recent frameworks that use multi-task learning. Following the setup in these works, we focus on the models that are trained using CNN/DM dataset and report the average ROUGE 1, 2, and L F-scores for our best performing model. Table 8 compares the result of our proposed method with these methods.
Conclusion
In this paper, we tackled the problem of transfer learning in text summarization. We studied this problem from different perspectives through transfer of network layers from a pre-trained model to proposing a reinforcement learning framework for it which borrows insights from self-critic policy gradient and offers a mechanism that creates a trade-off between the amount of reliance on the source or target dataset during training.
Through an extensive set of experiments, we showed the generalization power of the proposed model on unseen test datasets DUC'03 and DUC'04, reaching state-ofthe-art results on such datasets. To the best of our knowledge, this is the first work that studies transfer learning in text summarization and offers a solution that beats state-of-the-art models and generalizes well to completely different datasets. For each experiment, we run two different setups, with coverage mechanism and without it. This is represented as We use coverage mechanism for all experiments. The result from the proposed method is shown with . Table 4 in the main paper) Normalized and weighted normalized F-Scores for Table 6 . 
