The welfare of the disabled becomes a major issue in Korea. The Korean government has established several acts and decrees to protect the disabled from discrimination and violence [1] [2] [3] . These acts and decrees are also designed to encourage the disabled to participate in economic and social activities free from discrimination.
Literature Survey
To analyze the current state of information and communication assistive technology devices, literature survey was performed. Journals, conference papers, assistive device catalogs on assistive devices were collected.
Two-hundred-nine journal and conference papers published between 2009 and 2012 were collected, containing information on assistive devices, prototypes, or concepts (see Table 1 ). In addition, the researchers visited several organizations for people with disabilities to examine assistive devices and survey both the disabled and experts in the field.
After the data collection, information about the products or prototypes was extracted from the literature. In this process, devices related to specific disabilities (blindness, low vision, deafness, and dysarthria/mutism) were identified. Devices for other physical disabilities were not covered in this study due to the diversity of physical disabilities and related assistive devices. Devices that have similar functions, shapes, and purposes were combined into one representative device. As a result, a total of 121 different assistive devices were classified. 
Literature Analysis
The collected devices were classified by disability type, interaction type, and information type. The disability type was divided into four categories: blindness, low vision, deafness, and dysarthria/mutism (see Table 2 ). Other physical disabilities and mental disabilities were excluded from the scope of this research. The criteria for visual disabilities were based on the WHO, ICD-9, and ICD-10. The interaction type was categorized based on the human-computer interface taxonomy organized by Lenorovitz et al. [7] . Each disability was related to the limitation of a specific information interaction. As a result, five interaction processes were extracted from the human-computer interface taxonomy: perceive, create, indicate, manipulate, and activate interaction processes. Each device was categorized by the interaction type it supported. For example, if one device provides a speech-to-text automatic recognition function, it supports perceiving information. Accordingly, the device is categorized into the perceive category. If one device supports several or complex functions, then the device was categorized into multiple categories.
The information type was sorted into five categories: text, image, geological location, coordinate, speech, and sound (See, Table 3 ). These information types were determined by an iterative card-sorting process. The information types of each device were collected and merged iteratively. As a result, six information types were established. Four information types are related to the visual channel, and two are related to the auditory channel. One device could be listed in multiple categories if it handles multiple types of information. 
Result and Discussion
The numbers of devices categorized into each combination of disability, function, and information type are recorded in the accompanying tables (see Tables 4-7) . Most devices for those who suffer from blindness or low vision provide functions that support the perception of text, images, and geological location [8] [9] [10] [11] [12] [13] . This is a somewhat trivial result, due to the limitation of visual information inherent in the disabilities. Many devices provide a function that translates information from a visual/textual format into an auditory/tactile format. For example, some white cane products provide obstacle recognition and vibration feedback features for better navigation. Many devices for people with low vision provide a visual magnification function.
However, none of the devices provide a creation/indication/manipulation function for geological location. For the blind, it may become important to share their location with caregivers or family members. Location-based information-generation functions are not easily accessible with current assistive devices. It may be possible to make devices that provide the ability for low-vision or blind individuals to share their location or destination location with others.
Devices supporting image creation/manipulation are also limited. Essentially, the image/video recording and sharing needs of people who are blind or suffer low vision are not fulfilled by the current devices. Several smartphones begin to support the image/video recording process for those who are blind or have low vision, but the feature has not been fully developed. In addition, more functions are still needed to manipulate image information. For deafness, many assistive devices support the perception of speech or sound information. Most devices focus on sound amplification. Several products support the translation from speech to text or to sign language [14] [15] [16] . Usually, manual translation or speech recognition techniques are used for these translations. However, manual translation often costs too much for the disabled, and speech recognition techniques are currently not accurate enough. Thus, most of these products are not acceptable to the disabled. Sound perception devices are still in the primitive stage of only presenting visual/haptic notification when a sound is detected. Sound recognition through machine-learning techniques could be implemented in this area. Some researchers have proposed automatic video-captioning functions. Only 16 types of devices were available for those with dysarthria/mutism. Most products concentrate on the speech-creation function. They use text typing or button clicking as their input method. As a result, people with dysarthria/mutism must use both their hands and their eyes for the conversation. This "dualtasking" causes some limitation to those with the disability, particularly when the expressed information is related to locations or coordinates, or the pointing of a mouse. In these cases, mute people may need to use hand gestures along with verbal expression, which could interfere with their ability to use their hands to operate the device. No devices exist that can produce non-verbal sounds for someone with dysarthria/mutism. This function could be helpful for expressing emotions, much as emoticons do in text chats.
Conclusion
This study aims to systematically analyze the current information and communication assistive technology devices and discover the needs that are neither considered nor satisfied by existing devices. This study also compiles the data for classification and distribution of currently available information and communication assistive technology devices. Several characteristics of each assistive device, as well as their limitations, are analyzed. The functions needed to assist particular disabilities are analyzed as well.
This research contains several limitations. Suggested devices and functions are not specific enough to offer a concrete product concept. More detailed concept generation processes should be explored. In addition, this research does not cover physical disabilities, nor does it address some disabilities related to visual and auditory channels, such as color blindness or partial blindness. Analysis and evaluation of the devices' usability, efficiency, and satisfaction should also be conducted.
The results of this study could be used to help the disabled and assistive device manufacturers that still want more customized or compatible assistive devices.
