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Abstract
We consider a class of initial data sets (Σ,h, K) for the Einstein constraint equations
which we define to be generalized Brill (GB) data. This class of data is simply
connected, U(1)2-invariant, maximal, and four-dimensional with two asymptotic ends.
We study the properties of GB data and in particular the topology of Σ. The GB
initial data sets have applications in geometric inequalities in general relativity. We
construct a mass functionalM for GB initial data sets and we show:(i) the mass of any
GB data is greater than or equals M, (ii) it is a non-negative functional for a broad
subclass of GB data, (iii) it evaluates to the ADM mass of reduced t− φi symmetric
data set, (iv) its critical points are stationary U(1)2-invariant vacuum solutions to
the Einstein equations. Then we use this mass functional and prove two geometric
inequalities: (1) a positive mass theorem for subclass of GB initial data which includes
Myers-Perry black holes, (2) a class of local mass-angular momenta inequalities for
U(1)2-invariant black holes. Finally, we construct a one-parameter family of initial
data sets which we show can be seen as small deformations of the extreme Myers-
Perry black hole which preserve the horizon geometry and angular momenta but have
strictly greater energy.
This dissertation dedicated to my wife Mona for all her support, inspiration, and
love.
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Chapter 1
Introduction
General relativity (GR) is a geometrical theory of gravity which was developed by
Albert Einstein in 1915. In this theory, gravity as a natural phenomena corresponds
to the geometry of spacetime by the Einstein equations. Therefore, each quantity in
GR has both physical interpretation and a precise geometrical definition. Moreover,
one of the main results of any geometrical theory is isoperimetric inequality. A classical
example is the isoperimetric inequality for closed plane curves given by
L2 ≥ 4πA , (1.1)
where A is the area enclosed by a curve C of length L, and the inequality is saturated
if and only if the curve is a circle (see [127] for an exposition of the topic). These
types of inequalities arise in many areas of the mathematics.
Moreover, many of these inequalities arise in GR where they correspond to some
physical expectations. Note that from the geometrical perspective and without any
physical intuition, it would be impossible to conjecture any isoperimetric inequalities
in GR. For example, physically we expect the total energy of the universe should be
non-negative. This is one of the major developments in mathematical relativity, that
2is the Schoen-Yau [136] positive mass theorem
m ≥ 0 , (1.2)
for an asymptotically flat spacetime that satisfies dominant energy condition, wherem
is the ADM mass and the equality happens if and only if the spacetime is Minkowski.
A black hole is one of the most mysterious objects in GR and in the universe.
In four dimensions, stationary black holes have many interesting features such as
uniqueness theorem [42, 143], rigidity theorem [82], topological censorship theorem
[69, 72], and stability [9]. The uniqueness theorem of the stationary black holes shows
that a black hole can be characterized by its mass m, angular momentum J , and
charge q. Then the cross section area A of the event horizon (we denote event horizon
by N = R×H and H is its cross section) as a geometrical quantity can be expressed
with these quantities and they satisfy some geometric inequalities [54]. Note that
dynamical black holes cannot be characterized by some parameters similar to the
stationary case but can we generalize the same types of geometric inequalities for
dynamical black holes?
One of the important open problems in GR is the Penrose inequality (see the
review article [115]). This inequality relates the ADM mass to the cross section area
A of the event horizon:
m ≥
√
A
16π
, (1.3)
where the inequality is saturated if and only if the solution is the Schwarzschild black
hole [128]. The Riemannian version of the Penrose inequality has been proved by
Huisken and Ilmanen [99] and Bray [22]. But here we are interested in the geo-
metric inequalities with symmetries. In general setting, angular momentum is not
a conserved quantity, however, one can assume appropriate symmetry and energy
3condition to obtain a conserved quasi-local definition for angular momentum. This
conserved quantity leads to some geometric inequalities.
First, Dain proved the following inequality
m ≥
√
|J | , (1.4)
for complete, maximal, asymptotically flat axisymmetric vacuum initial data to the
3+1 dimensional Einstein equation. Here m is the ADM mass associated with the
data and J is the conserved angular momentum associated with the U(1) isometry
[51, 53]. In contrast to the Penrose inequality, this inequality is saturated for the
extreme Kerr black hole.
The mass-angular momentum inequality has been discussed and studied by nu-
merous mathematicians and physicists from many different directions. They add
multiple ends to the initial data [44], include conserved charges [41], and investigate
non-maximal initial data [30]. We explore these developments in Chapter 3. However,
to the best of the author’s knowledge, the mass-angular momenta inequality has not
yet obtained any attention in higher dimensions.
Recently, the investigation of general relativity in higher dimensions has attracted
a great deal of interest for a number of physical reasons, such as the gauge theory-
gravity correspondence and string theory (see review article [65]). Research in this
field is also of intrinsic interest in mathematical physics and Riemannian geometry.
There exist several important open questions that need to be answered in higher
dimensions and in particular exploring geometric inequalities (mass-angular momenta
inequality, mass-charge-angular momenta inequality) and the stability of black hole
solutions.
The physical motivation for these types of inequalities is the uniqueness of the
4stationary higher dimensional black holes with symmetry, see articles [67, 96] and
review article [93]. This theorem shows a D-dimensional, analytic, stationary black
hole (M, g) with U(1)D−3 symmetry can be characterized by its angular momenta Ji,
for i = 1, . . . , D − 3, the mass, and the orbit space structure, which is the boundary
of the Riemannian smooth manifold B = M/R × U(1)D−3. In addition the known
explicit solutions have some relations between their mass and angular momenta. This
suggests existence of the geometrical inequalities between these quantities even for
dynamical black holes in higher dimensions. Note that the only dimensions which can
be an asymptotically flat spacetime with U(1)D−3 symmetry are D = 4, 5.
In five dimensions, we have potentially two known candidates for minimizer of
mass angular momenta inequality: extreme Myers-Perry black holes with H ∼= S3
[124], and extreme black rings with H ∼= S1 × S2 [64]. The mass of these solutions
satisfy
M3 =
27π
32
(|J1|+ |J2|)2 (Myers-Perry) , (1.5)
M3 =
27π
4
|J1|(|J2| − |J1|) (black ring) , (1.6)
where Ji are conserved angular momenta computed in terms of Komar integrals. These
solutions have distinct orbit space structure. This suggests in each orbit space struc-
ture one expects a different minimizer. The central goal of this thesis is to generalize
the mass-angular momenta inequalities and study the geometrical and topological
aspects of five-dimensional black hole slices.
5Mass-Angular Momenta In-
equality for 5D black holes
Construction of GB
initial data (Σ,h, K)
Construction of a
mass functional M
M with non-zero
stress-energy tensor
(Chapter 5 and [4, 5])
M ≥ 0
Local proof
(Chapter 6 and [4])
Global proof
Small deformations of known
black holes initial data
(Chapter 7 and [6])
Existence of
global metric h
Topology of Σ
(Chapter 4 and [7])
Mass of any GB data≥ M
(Chapter 5 and [3, 5])
Variational Principle
(Chapter 5 and [3, 5])
M ≥ 0 for all orbit spaces
H ∼=eqs. (3.33)
M ≥ 0 for admissi-
ble set of orbit spaces
(Chapter 5 and [3])
H ∼= S3 [2]
In the above flowchart, we show the steps of the procedure to obtain mass-angular
momenta inequality and related chapters in this thesis. The red color means that this
part remains an open problem and the green color means that we have results. As a
first step towards establishing a mass-angular momenta inequality in five dimensions,
we study initial data (Σ,h, K) of Einstein constraint equations with symmetries.
First, we define n-dimensional (n ≥ 3) t− φi symmetric initial data and demonstrate
properties of this class of data in Chapter 4. In fact, constant time slices of all
stationary, vacuum, U(1)D−3 spacetimes belong to this class of initial data. Then we
consider a general U(1)2-invariant, asymptotically flat initial data and we define as
generalized Brill initial (GB) data. Then we investigate the three components of the
GB initial data. In particular, we show that for appropriate energy conditions, global
twist potentials exist and the norm of the extrinsic curvature K has a lower bound
6by a function of twist potentials Y i and norm of the Killing vectors. Moreover, we
study the possible topologies for the Riemannian manifold Σ. Note that the global
existence of the slice metric h remains as an open problem.
Secondly, we investigate a generalization of Dain’s mass functional M(v, Y ) to
D > 4 for GB initial data. Note that most of the local analysis works equally well
for D−dimensional spacetimes with U(1)D−3 isometry. However, as we explain such
spacetimes could only be asymptotically flat for D = 5. We construct the mass func-
tionalM which depends on five functions (v, λ′, Y ) in Chapter 5, where v is a function,
λ′ is a symmetric positive definite 2× 2 matrix with detλ′ = ρ2, and Y = (Y 1, Y 2) is
a column vector. We show that critical points of M are stationary, vacuum, U(1)2-
invariant, asymptotically flat spacetimes. Moreover, it is a non-negative functional
for a class of orbit space which we define to be admissible set. By this functional we
recover a positive mass theorem for GB initial data sets.
In Chapter 6, we prove the main result of this thesis and in particular we establish a
class of local mass-angular momenta inequality for GB initial data sets. The argument
of the proof is similar to Dain’s argument [51]. However, the level of complexity
increases because of more functions and different orbit spaces. We show that for
different orbit spaces we have different minimizers. Moreover, in Chapter 7 we study
small deformations of extreme Myers-Perry initial data set. We construct a one-
parameter family of initial data with similar properties as the extreme Myers-Perry
initial data. In particular this family has same angular momenta, geometries of the
ends, and area of the event horizon. However, by the local mass angular inequality
the mass of this family has greater energy than the extreme Myers-Perry initial data.
The argument of the proof is by implicit function theorem and a classical result about
the Poisson operator. Finally, except where reference is made to the work of others,
all the results are original and based on the following articles.
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(AA.2) Alaee, A., and H. K. Kunduri (2014), Mass functional for initial data in 4+
1-dimensional spacetime, Physical Review D, 90 (12), 124,078
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(AA.4) Alaee, A., and H. K. Kunduri (2015), Small deformations of extreme five
dimensional myers perry black hole initial data, General Relativity and Grav-
itation, 47 (2), 129.
(AA.5) Alaee, A., and H. K. Kunduri (2015), Remarks on mass and angular momenta
for U(1)2 -invariant initial data, arXiv preprint arXiv:1508.02337, submitted
to Journal of Mathematical Physics (JMP).
(AA.6) Alaee, A., Khuri, M., and H. K. Kunduri (2015), Proof of the mass-angular
momenta inequality for Bi-axisymmetric black holes with spherical topology,
arXiv preprint arXiv:1510.06974, submitted to Journal of Communication in
Mathematical Physics (CMP).
Chapter 2
Preliminaries
In this chapter, we review some mathematical preliminaries which we will use in this
thesis. We assume that the reader is familiar with basic differential geometry and then
we introduce some notational conventions and collect some definitions and theorems
in Section 2.1. We also review in more detail the (Bartnik’s) weighted Sobolev spaces
and Poisson operator in Section 2.2. We refer the interested reader to [16, 118] for an
exposition of the topic.
2.1 Differential geometry
In this section, we collect some basic differential geometry concepts fixing notations
and definitions.
2.1.1 Notation
We consider an n-dimensional smooth manifold M as a topological (i.e. Hausdorff, sec-
ond countable, locally looks like Rn) manifold with a maximal smooth atlas (smooth
9structure1)A ≡ {(Ui, φi) :M ⊂ ∪iUi and φi ◦ φ−1j is C∞ }. To fix the notation we de-
note a (p, q)-tensor by T as a section of (TM)⊗p⊗(T ∗M)⊗q , i.e. T ∈ Γ ((TM)⊗p ⊗ (T ∗M)⊗q).
A semi(pseudo)-Riemannian manifold is a pair (M, g) where M is a smooth manifold
and g is a non-degenerate, symmetric, (0, 2) tensor with signature (−, . . . ,−  
s times
,+, · · · ,+)
with s minus signs (i.e. g ∈ Γ [S2(T ∗M)]) such that in coordinate chart (U, x) we have
g = gabdx
adxb, g−1 = gab
∂
∂xa
∂
∂xb
. (2.1)
Returning to notational issues, we denote the inner product associated to g on
(TM)⊗p ⊗ (T ∗M)⊗q by ⟨·, ·⟩g and norm |T |2g = ⟨T, T ⟩g. We denote the frame on M
by {ea} and dual frame by {θa}. On a semi-Riemannian manifold (M, g), there exist
musical isomorphisms ♭ : TM → T ∗M and # : T ∗M → TM such that ♭(X) ≡ X♭ =
g(X, ·) and #(ω) ≡ ω# = g−1(ω, ·) [104]. Riemannian and Lorentzian manifolds are
special cases of semi(pseudo)-Riemannian manifolds with signatures l = (l,+, . . . ,+)
where l = 1 and l = −1, respectively. Associated to metric g there is a (torsion free
and compatible) connection which is denoted by ∇. Then the Christoffel symbols
related to the connection ∇ is Γabc which are defined by Γabc = θa (∇eaec). In general,
we denote and define the trace, divergence, and Laplacian respect to g for a (0,2)-
tensor T in local frame by TrgTab ≡ gabTab, divgT = gab∇aTbc, and ∆g ≡ divg∇T .
Coming back to arbitrary semi-Riemannian manifold (M, g), the Riemannian,
1In general, a smooth manifold can have different smooth structures, e.g. R4 has an infinite
number of smooth structures.
10
Ricci, scalar curvatures in local chart are
(Rmg)abc
d ≡ Rabcd = 2∂[aΓd|b|c] + 2Γd[a|e|Γeb]c , (2.2)
(Ricg)bc ≡ Rbc = geaged(Rmg)abcd , (2.3)
Rg ≡ TrgRicg . (2.4)
Then in n = 2, Rg determines the full curvature tensor and in n = 3, Ricg determines
the full curvature tensor. However, for n ≥ 4 the Riemannian curvature has another
component, Weyl tensor
(Wg)abcd ≡ (Rmg)abcd−
2
n− 2
(
ga[c (Ricg)d]b − gb[c] (Ricg)d]a
)
+
2
(n− 1)(n− 2)Rgga[cgd]b ,
(2.5)
which together with Ricci tensor determines the full curvature. In all definitions, we
use subindex g to indicate the curvature tensor related to connection associated to g,
but in general one can have a connection and compute all curvature tensors [106].
To continue fixing notations, we denote the collection of p-forms (axisymmetric
(0, p)-tensor field) by Λp(M). Then the wedge product is a map ∧ : Λp(M)×Λq(M)→
Λp+q(M) such that (α ∧ β)a1···apb1···bq ≡ (p+q)!p!q! α[a1···apβb1···bq ] and α ∧ β = (−1)pqβ ∧ α
for α ∈ Λp(M) and β ∈ Λq(M). Let δa1...anb1...bn ≡ n!δa1[b1 · · · δanbn] be generalized Kronecker
delta. Then the Levi-Civita tensor is δ1...na1...an = (+1,−1, 0) and we define Levi-Civita
density tensor
ϵa1...an ≡
√
| det g| δ1...na1...an , (2.6)
such that the volume element is η ≡ 1
n!
ϵa1...an θ
a1 ∧ · · · ∧ θan = √| det g|θ1 ∧ · · · ∧ θn.
Note that δ1...na1...anδ
a1...an
1...n = (−1)s which implies ϵa1...an = (−1)s 1√|det g|δ
1...n
a1...an
In addition, the interior multiplication(derivative) and exterior derivative are ι :
Λp(M) → Λp−1(M) and d : Λp(M) → Λp+1(M), respectively such that ιXα ≡ α(X)
11
and dα ≡ (p+ 1)∇[bαa1···ap] for α ∈ Λp(M). For any two p-form α, β ∈ ΛP , the inner
product is ⟨α, β⟩g = 1p!αa1···apβa1···ap . Moreover, one can define interior multiplication
by ⟨ιXα, β⟩g =
⟨
α,X♭ ∧ β⟩
g
for α ∈ Λp+1(M) and β ∈ Λp(M). Then the Hodge star is
an isometry operator ⋆ : Λp(M)→ Λn−p(M) defined by (⋆α)ap+1···an ≡ 1p!ϵa1···anαa1···ap
and
⋆ (dxa1 ∧ · · · ∧ dxap) = 1
(n− p)!ϵb1···bn−p
a1···ap (dxb1 ∧ · · · ∧ dxbn−p) (2.7)
with properties ⋆1 = η and ⋆η = (−1)s. The Hodge dual and Hodge inverse are
⋆2α = (−1)p(n−p)+sα and ⋆−1α = (−1)p(n−p)+s ⋆ α for α ∈ Λp(M). We have the
following results
Lemma 1. [106]
1. ⟨α, β⟩g η = α ∧ ⋆β = β ∧ ⋆α = (−1)s ⟨⋆α, ⋆β⟩g η for α, β ∈ Λp(M).
2. α ∧ β = (−1)s ⟨⋆α, β⟩g η for α ∈ Λp(M) and β ∈ Λn−p(M).
3. ιXα = (−1)n(p−1)+s ⋆ (X♭ ∧ ⋆α) and ιX ⋆ α = (−1)np ⋆ (α ∧X♭) for α ∈ Λp(M)
and X ∈ X (M).
4. d (α ∧ ⋆β) = dα ∧ ⋆β + (−1)p−1α ∧ d ⋆ β for α ∈ Λp−1(M) and β ∈ Λp(M).
Finally, the adjoint of d is δ : Λp(M) → Λp−1(M) which defined by δα ≡
−(−1)n(p+1)+s ⋆ d ⋆ α. More precisely, δ is the adjoint of d with respect to L2 in-
ner product ⟨·, ·⟩ = ∫
M
⟨·, ·⟩g η where ⟨dα, β⟩ = ⟨α, δβ⟩. On Λp one can define the
divergence and Hodge Laplacian by div = −δ and ∆H = − (dδ + δd).
2.1.2 Frobenius Theorem and applications
In this thesis, we will work with Riemannian submanifolds of a semi-Riemannian
manifold with signature l = ±1. Also it is important to write the relation of curvature
12
tensors between a submanifold and the ambient manifold. Let (M, g) be a semi-
Riemannian manifold with signature l = ±1 and the manifold Σ ⊂M is a hypersurface
(codimension 1 submanifold) with a unit normal vector field n, i.e. g(n,X) = 0 and
g(n, n) = l for all X ∈ TpΣ. Then the first fundamental form (metric) and second
fundamental form (extrinsic curvature) are
h ≡ −ln⊗ n+ g K(X, Y ) ≡ ⟨∇Xn, Y ⟩ , (2.8)
for every X, Y ∈ TpM .
As usual, the trace of extrinsic curvature H = TrhK is called mean curvature.
Then (Σ,h) is a maximal (minimal) hypersurface of an ambient manifold with sig-
nature l = −1 (resp. l = 1) if H = 0. Note in local frame we use Greek letters
α, β, . . . for indexes on manifold (M, g) and Latin letters a, b . . . for indexes on hyper-
surface (Σ,h). Moreover, the relation between the curvature tensors of submanifold
and ambient manifold in a local frame on Σ are
(Rmg)abcd = (Rmh)abcd + 2lKa[cKb]d , (2.9)
(Ricg)ad − l (Rmg)abcd nbnc = (Rich)ad + l (KacKcd −HKad) , (2.10)
Rg − 2l (Ricg)ac nanc = Rh + l
(|K|2h −H2) , (2.11)
∇bKac −∇aKbc = (Rmg)abcd nd , (2.12)
where (2.9) and (2.12) are Gauss and Codazzi equations, respectively.
Returning to arbitrary semi-Riemannian manifold (M, g), an m-distribution Dmp
is an m-dimensional subspace of TpM for each p ∈M and it is smooth distribution if
Dm ≡ ⊔p∈MDmp is smooth subbundle of TM [109]. A distribution Dmp is involutive if
[X, Y ] ∈ Dmp for all X, Y ∈ Dmp . An m-dimensional immersed submanifold Σ of M is
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integrable if TpΣ = Dmp for each p ∈ Σ. It is straightforward to show every integrable
distribution is involutive [109]. Moreover, the converse is the following result
Theorem 2 (Frobenius theorem, [109]). Let (M, g) be a smooth n-dimensional semi-
Riemannian manifold. An m-dimensional distribution Dmp is integrable if and only if
it is involutive.
Coming back to derivatives on semi-Riemannian manifolds, we define another type
of derivative which is related to isometry group of a semi-Riemannian manifold. We
denote the Lie derivative of Killing vector X by LX and it is defined for arbitrary
(p, q)-tensor as
LXT |p ≡ lim
t→0
ϕ∗t (T )|ϕt(p) − T |p
t
, (2.13)
where ϕt denotes the flow (one-parameter family of diffeomorphism) of X and the
asterisk stands for the pull-back. The general definition in local frame is
LXT a1···aqb1···bp ≡ Xc∂cT
a1···aq
b1···bp −
q∑
d=1
T
a1···c···aq
b1···bp ∂cX
ad +
p∑
d=1
T
a1···aq
b1···c···bp∂bdX
c . (2.14)
Then we have (LXg)ab = 2∇(aXb). Recall that a vector field X is Killing vector if
flows ϕt of X are isometric maps. This means the sufficient and necessary condition
for a flow ϕt to be an isometry is LXg = 0. For a Killing vector field X we have the
following useful equation
∇a∇bXc = −RabcdXd . (2.15)
Observe that the collection of all isometries of (M, g) is a group and it is called
isometry group and denoted by Iso(M, g). Let (M, g) be a pseudo-Riemannian man-
ifold with arbitrary signature and Killing vector X, then for any α ∈ Λp(M) we
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have
LX ◦ d = d ◦ LXα , (2.16)
LX ⋆ α = ⋆LXα , (2.17)
LXα = −δ
(
α ∧X♭)+ (−1)n+1 (X♭ ∧ δα) . (2.18)
Now we prove a useful result and we use it in Chapter 4 to construct a traceless-
transverse (TT) tensor which represents extrinsic curvature of t−φi symmetric initial
data.
Proposition 3. Assume that (M,h) is an n-dimensional Riemannian manifold with
N commuting Killing vector fields ξ(i), i.e. [ξ(i), ξ(j)] = 0, i, j = 1, . . . , N . Assume
n − N dimensional distribution Dn−N orthogonal to ξ(i) is integrable. Then we have
the following identity
∇aΦb = ∇[a log λΦb] , (2.19)
where λ = [λij] = [h(ξ(i), ξ(j))] is Gram matrix of the Killing fields (a symmetric
positive definite N × N matrix) and Φ = (ξ(1), . . . , ξ(N))t is a column vector and t
denotes transposition of a matrix.
Proof. According to Frobenius theorem Dn−N is integrable if and only if
∇[aξ(i)b] =
N∑
j=1
l(ij)[aξ(j)b], i, j = 1, . . . , N (2.20)
where l(ij)a is a row vector for fixed i and Aa = [l(ij)a] is arbitrary matrix of one forms.
Then we choose l(ij)a such that they are orthogonal to ξ(i). Since these Killing vectors
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are commuting, we have the following identity
ξc(i)∇cξ♭(j)a = ξc(j)∇cξ♭(i)a =
1
2
∇aλij . (2.21)
Now fixing i and multiplying equation (2.20) by ξb(k) for k = 1, . . . , N and applying
the equation (2.21), we obtain
∇aλik = l(ij)aλjk . (2.22)
Then we have N equations and N unknown lij. This is a solvable system and the
solution is
Aa = ∇aλλ−1 = ∇a log λ . (2.23)
Therefore, if we substitute (2.23) in (2.20) we have
∇[aξ(i)b] =
N∑
j=1
∇[a log λ(ij)ξ(j)b], i, j = 1, . . . , N . (2.24)
Thus the result (2.19) follows.
2.1.3 Conformal geometry
In this section, we briefly review curvature relations between two conformal metrics.
These relations are useful tools in general relativity and in particular for finding
solutions of the Lichnerowicz equation. Thus, we have
Proposition 4. [19, Theorem 1.159] Assume that (M, g) is a semi-Riemannian man-
ifold and u : M −→ R and g = e−2uh. Let ∇ and ∇ be connections associated to
g and h, respectively. Then we have the following relation for Christoffel symbols,
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connection, and curvature tensors of g and h
gΓijk = h
il (−(∂ju)hlk − (∂ku)hlj + (∂lu)hjk) + Γijk, (2.25)
∇XY = ∇XY − du(X)Y − du(Y )X + h(X, Y )∇u, (2.26)
Rmg = e
−2u
[
Rmh +
(
∇2u+ du⊗ du− 1
2
|∇u|2hh
)? h] , (2.27)
Wg = e−2uWh, (2.28)
Ricg = (n− 2)
[
∇2u+ h
(n− 1)∆hu+ du⊗ du−
1
2
|∇u|2hh
]
+Rich, (2.29)
Rg = e
2u
[
2(n− 1)∆hu− (n− 1)(n− 2)|∇u|2h +Rh
]
, (2.30)
where ? is Kobayashi-Nomizu product which if A,B are symmetric (0, 2)-tensor, it is
defined by
(A?B)abcd = 2Aa[cBd]b + 2Ba[cAd]b. (2.31)
The obvious consequence of Proposition 4 is the following result.
Corollary 5. [19, Yamabe Equation] If n ̸= 2, and g = Φ 4n−2h, then
− 4n− 1
n− 2∆hΦ +RhΦ = RgΦ
n+2
n−2 . (2.32)
Proof. Let u = − 2
n−2 log Φ, using the chain rule we have
∇u = − 2
n− 2
∇Φ
Φ
, ∇2u = − 2
n− 2
(∇2Φ
Φ
− ∇Φ⊗∇Φ
Φ
)
. (2.33)
Substituting these into (2.30), we get
Rg = Φ
−n+2
n−2
(
−4n− 1
n− 2∆hΦ +RhΦ
)
. (2.34)
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2.1.4 Lie Group and Group Action
A Lie group is a smooth manifold G that is also a group in the algebraic sense, with
the property that the multiplication mapm : G×G→ G and inversion map i : G→ G
given by m(g, h) = g · h and i−1(g) = g−1 are smooth. For example, the following are
Lie groups: GL(n,C) = {A ∈ Mn×n(C) : A is invertible}, U(n) = {A ∈ GL(n,R) :
A∗A = In}, SO(n) = {A ∈ GL(n,R) : detA = 1}, T n = U(1)× · · · × U(1). But one
of the important applications of a Lie group is action of the Lie group on a manifold.
A left (right) action of G on M is a smooth map θ : G ×M → M , often written as
(g, p)→ g ·p (resp. p·g) with associativity and identity properties. We call it G-action
for any p ∈M , the orbit of p under the G-action is the set Op ≡ {g · p : g ∈ G}. The
set of all orbits is a manifold with the quotient topology and denoted by B =M/G.
To classify different G-actions, a G-action is transitive if for any two points p, q ∈
M , there is a group element g such that g · p = q, or equivalently if the orbit of any
point is all of M . Also given p ∈ M , the isotropy group of p, denoted by Gp, is the
set of elements g ∈ G that fix p, i.e. Gp ≡ {g ∈ G : g · p = p}. Then an G-action is
free if isotropy group is identity( the action has no fixed point). A G-action on M is
called isometric if (M,h) is a Riemannian manifold and θg : M → M is an isometry
for all g ∈ G. Moreover, if N is a set of isometries, then NF = {x ∈ M : ϕ(x) =
x for all ϕ ∈ N} is also a totally geodesic submanifold in M [106].
Now we express some basic and useful results.
Theorem 6. [106] If G is a compact Lie group acting smoothly on a smooth manifold
M , then there exists a G-invariant Riemannian metric on M .
Theorem 7. [109, Theorem 7.10] If G is a compact Lie group and acts freely on M ,
then there exists a smooth structure on B =M/G such that π :M → B is a principal
G-bundle (and, in particular, a submersion).
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Corollary 8. [106] Orbits of compact Lie group actions are embedded submanifolds.
2.2 Weighted Sobolev Spaces
In this section, we collect some results in weighted Sobolev spaces [15, 116, 118].
These spaces are fundamental tools to describe asymptotic behaviour of functions on
a semi-Riemannian manifold. We denote the space of smooth functions with compact
support in U by C∞c (U) such that φ ∈ C∞c (U) is called test function. Assume n ≥ 3
and BnR(0) ⊂ Rn is an n-dimensional open ball centered at the origin and having
radius R. Define ER = Rn−BnR(0) as the exterior region associated to BnR(0) and we
denote E0 = Rn−{0}. Let x = (xi) for i = 1, . . . , n be a fixed coordinate on Rn such
that the weight function is r = |x| =√(xi)2. Then we define
Definition 9. [15] The weighted Lebesgue space L
′p
δ , 1 ≤ p ≤ ∞, with weight δ ∈ R,
is the space of measurable functions in Lploc(E0) with standard Lebesgue measure dx,
such that the norm
∥u∥L′pδ =
⎧⎪⎪⎨⎪⎪⎩
(∫
E0
|u|pr−δp−n dx
)1/p
p <∞
ess supE0
(
r−δ|u|) p =∞ (2.35)
is finite. Then the weighted Sobolev space W
′k,p
δ is defined in the usual way
∥u∥W ′k,pδ =
k∑
j=0
||Dju||′p,δ−j . (2.36)
Relevant properties of this weighted Sobolev space are summarized in the following
lemma.
Lemma 10. [15, 55, 116] Consider the weighted Lebesgue space and the weighted
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Sobolev space, L
′p
δ and W
′k,p
δ for 1 ≤ p, q ≤ ∞, respectively. Then
1. If p ≤ q and δ2 < δ1 then L′pδ1 ⊂ L
′q
δ2
and the inclusion is continuous.
2. For k ≥ 1 and δ1 < δ2 the inclusion W ′k,pδ1 ⊂ W
′k−1,p
δ2
is compact.
3. If 1/p < k/n then W
′k,p
δ ⊂ C
′0
δ . The inclusion is continuous. That is if u ∈
W
′k,p
δ then r
−δ |u| ≤ C ∥u∥
W
′k,p
δ
. Further, as proved in [55], limr→0 r−δ |u| =
limr→∞ r−δ |u| = 0.
2.2.1 Poisson Operator
The main goal of this section is to consider the Poisson operator P = ∆g−α on scalar
functions of an asymptotically Euclidean Riemannian manifold (M, g) and collect a
very classical result (see [118] and [116]), that is, P is an isomorphism from Sobolev
space W
′2,p
δ to L
′p
δ . We start by the following definition.
Definition 11. [15] LetM be a smooth, connected, complete, n-dimensional Rieman-
nian manifold (M, g), and let ρ < 0. We say that (M, g) is asymptotically Euclidean
of class W
′k,p
ρ if
• the metric g ∈ W ′k,pρ (M), where 1/p− k/n < 0, and g is continuous,
• there exists a finite collection {Ni}mi=1 of open subsets ofM and diffeomorphisms
Φi : ER → Ni such that M − ∪iNi is compact, and
• for each i, Φ∗ig − g¯ ∈ W ′k,pρ (ER).
The maps Φi are called end charts and the corresponding coordinates are end coordi-
nates. Now, suppose that (M, g) is asymptotically Euclidean, and let {Φi}mi=1 be its
collection of end charts. Let K = M − ∪iΦi(E2R), so K is a compact manifold. The
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weighted Sobolev space W
′k,p
δ (M) is the subset of W
′k,p
loc (M) such that the norm
∥u∥
W
′k,p
δ (M)
= ∥u∥W ′k,p(K) +
∑
i
∥Φ∗iu∥W ′k,pδ (ER) (2.37)
is finite. We can define similarly weighted Lebesgue space L
′p
δ (M) and C
′k
δ and
C
′∞
δ (M) = ∩∞k=0C ′kδ (M).
To prove that P is an isomorphism we start by the following estimate [31, 32, 116]
Lemma 12. Suppose that (M, g) is asymptotically Euclidean of class W
′2,p
ρ , p >
n
2
,
ρ < 0. Then if 2− n < δ < 0, δ′ ∈ R, and u ∈ W ′2,pδ we have
∥u∥
W
′2,p
δ
≤ ∥Lu∥
L
′p
δ−2
+ ∥u∥
L
′p
δ′
. (2.38)
Then we have following weak maximum principle (Lemma 3.2 in [116])
Lemma 13. Suppose (M, g) is asymptotically Euclidean of class W
′k,p
ρ , k ≥ 2, k > np ,
and suppose α ∈ W ′k−2,pρ−2 and suppose α ≥ 0. If u ∈ W
′k,p
loc satisfies
−∆gu+ αu ≤ 0 (2.39)
and if u+ ≡ max(u, 0) is o(1) on each end ofM , then u ≤ 0. In particular, if u ∈ W ′k,pδ
for some δ < 0 and u satisfies (2.39), then u ≤ 0.
Proof. Fix ϵ > 0, and let v = (u − ϵ)+. Since u+ = o(1) on each end, we see that v
is compactly supported. Moreover, since u ∈ W ′k,ploc we have from Sobolev embedding
that u ∈ W ′1,2loc and hence v ∈ W
′1,2. Now,
∫
M
(−v∆gu+ αuv) dx ≤ 0 =⇒
∫
M
−v∆gu dx ≤ −
∫
M
αuv dx ≤ 0 (2.40)
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where dx denotes the Lebesgue measure on (M, g). Since α ≥ 0, v ≥ 0 and u is
positive wherever v ̸= 0. Integrating by parts we have
∫
M
|∇v|2g dx ≤ 0 (2.41)
since ∇u = ∇v on the support of v. So v is constant and compactly supported, so it
should be zero, i.e. max(u − ϵ, 0) = 0. Then we conclude u ≤ ϵ. Sending ϵ to 0 we
have u ≤ 0.
Now, if u ∈ W ′k,pδ , since W
′k,p
δ ⊂ C
′0
δ , we have u ∈ C ′0δ . Hence if δ < 0, then u+ = o(1)
and we can apply the above argument to u.
Using Lemma 13, we can prove the following interesting theorem (see similar result
in[15, 118]).
Theorem 14. Suppose that (M, g) is asymptotically Euclidean of class W
′2,p
ρ , p >
n
2
.
Then if 2− n < δ < 0 and α ∈ L′pδ−2, the operator P : W
′2,p
δ → L
′p
δ−2 is Fredholm with
index 0. Moreover, if α ≥ 0 then P is an isomorphism.
Proof. By the estimate in Lemma 12 and [32] this operator is Fredholm. Now we show
that P is injective. Let Pu = 0 for u ∈ W ′2,pδ . Then by weak maximum principle we
have u = 0 on M for 2− n < δ < 0 and P is injective. To show that P is surjective,
it suffices to show P∗(adjoint operator) is injective from L′p2−n−δ → W
′−2,p
−n−δ. Now let
f1 and f2 be smooth and compactly supported in each end of M . We have from
integration by parts
0 = ⟨f2,P∗(f1)⟩ = ⟨P(f2), f1⟩ =
∫
M
P(f2)f1 dx . (2.42)
Thus
∫
M
P(f2)f1 dx = 0 for all smooth and compactly supported f2 in each end
of M , then f1 = 0 and P∗ is injective. Then P is surjective. Therefore, P is an
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isomorphism.
2.3 Implicit Function Theorem
In this section we define Fre´chet derivative and state the implicit function theorem.
We use this theorem in Chapter 7 of thesis.
Definition 15. Let X and Z be Banach spaces and x be a point in X and let G be a
mapping from neighborhood of x into Z. Then G is called Fre´chet differentiable at
the point x if there exists a linear operator DG(x) ∈ L(X,Z) such that
lim
v→0
||G(x+ v)−G(x)−DG(x)[v]||Z
||x||X = 0. (2.43)
The map G is called continuously differentiable (i.e. C1) if the derivative DG(x)
as an element of L(X, Y ) depends continuously on x. Namely, for every ϵ > 0 there
exist δ > 0 such that
||x1 − x2||X < δ =⇒ ||DG(x1)−DG(x2)||L(X,Y ) < ϵ. (2.44)
Remark 16. Let G : X1 × · · · × Xk → Y be a linear map between Banach spaces
X1, ..., Xk, and Y . Then we define the partial derivative with respect to i
th argument
by
DiG(x1, ..., xk)[x] =
d
dt
G(x1, .., xi + tx, ..., xk)|t=0 for i = 1, ..., k. (2.45)
Theorem 17. [66, Implicit Function Theorem] Suppose U is a neighborhood of x0 in
X, V is a neighborhood of y0 in Y and G : X × Y → Z is C1. Suppose G(x0, y0) = 0
and D2G(x0, y0) : Y → Z define a bounded operator and it is an isomorphism. Then,
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there exists a neighborhoodW of the x0 in X and a continuously differentiable mapping
f : W → Y such that G(x, f(x)) = 0. Moreover, for ||x− x0||X and ||y − y0||Y , f(x)
is the unique solution y of the equation G(x, y) = 0.
Chapter 3
General Relativity and Black Holes
In this chapter, we provide a survey of the Einstein equations and Einstein constraint
equations in general relativity. In particular, we review the causal structure of a
spacetime and some basic properties of the initial data (Σ,h, K) of Einstein equations
in Section 3.1. In Section 3.2 we give a short overview of the ADM formalism of
general relativity and related formulas of mass and angular momentum. Finally, we
collect major results about D-dimensional black holes with D ≥ 4 in Section 3.3. In
particular, we review the current status of the geometric inequalities in black holes
theory and emphasize some of the open problems which motivate this thesis.
3.1 The Einstein Equations and the Einstein Con-
straint Equations
A spacetime is a Lorentzian manifold and denoted by a pair (M, g). According to the
least action principle [143], the Einstein equations may be obtained by a variational
principle of the following action which is stable under compact perturbations of the
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metric:
A =
∫
M
(Rg + Lm) dVg (3.1)
where Rg and dVg are scalar curvature and volume form with respect to the metric g,
respectively,and Lm is the Lagrangian associated with non-gravitational fields. Then
Einstein field equations obtained from the variation of (3.1) will be
G ≡ Ricg − 1
2
Rgg = 8πT (3.2)
where Ricg is the Ricci tensor respect to the metric g, T is a symmetric 2-tensor
related Lm and is called the stress energy tensor, and G is the Einstein tensor. When
T = 0 we have vacuum Einstein equations
Ricg = 0 . (3.3)
Coming back to spacetime (M, g), the signature of metric g divides the tangent
space TpM at point p ∈ M to three regions. Then each vector field X ∈ TpM is
called spacelike, timelike, or nulllike if g(X,X) > 0, g(X,X) < 0, or g(X,X) =
0, respectively. Similarly one can define a spacelike, timelike, or nulllike curve γ :
(a, b)→ M if its tangent vector has this property and it is called future (resp. past)
inextendible if limt→b− γ(t) (resp. limt→a+ γ(t)) does not exist. The set of null vectors
at p forms a double cone Vp in the tangent space TpM and it is called the null cone.
We say that X is causal (or nonspacelike) if it is timelike or null.
A Lorentzian manifold M is time-orientable if it admits a smooth timelike vector
field T and the choice of this timelike vector field T fixes a time orientation on M .
Then the causal vector field X ∈ TpM is future directed (resp. past directed) if
g(X,T ) < 0 (resp. g(X,T ) > 0). Given any point p in a spacetime M , the timelike
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future and causal future of p are sets of all points which are related to p by timelike
future-directed and causal future-directed curves and they are denoted by I+(p) and
J+(p), respectively. Similarly, one can define I−(p) and J−(p).
In any arbitrary spacetime, a set N is called achronal if no two of its points can
be joined by a timelike curve. Let N be an achronal set in a spacetime M . We define
the future and past domains of dependence of N , D+(N) and D+(N), by
D+(N) ≡ {p ∈M : every past inextendible causal curve from p meets N}
D−(N) ≡ {p ∈M : every future inextendible causal curve from p meets N}
The (total) domain of dependence of N is the union, D(N) = D+(N)∪D−(N). Then
one can define the future and past Cauchy horizon of N by
H±(N) = D±(N)− I∓ [D±(N)] (3.4)
D+(N)
D(N)
D−(N)N
H+(N)
H−(N)
(a) Domain of dependence
for setN and Cauchy hori-
zon
M
Σt−δt
Σt
Σt+δt
na
∂t
X
t
(b) The foliation of M by Cauchy
surfaces {Σa}
Figure 3.1: Cauchy surfaces and Cauchy horizon
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By this structure the set of slices or hyperspaces {Σt} of M is divided to three
classes. We define a hypersurface Σt of M is timelike, spacelike, or null if its tangent
space at each point has a normal vector that is spacelike, timelike, or null respectively.
In initial value problem, there are two major classes of spacelike hyperspaces which
are called Cauchy and acausal slices. A Cauchy (acausal) slice Σ is a spatial hyper-
surface of M having the property that every inextendible timelike (causal) curve in
M intersects Σ not more than once. A Lorentzian manifold which admits a Cauchy
surface is called globally hyperbolic. Now assume that M is globally hyperbolic then
(Theorem 8.3.14 [143])
1. If Σ is a Cauchy surface for M then M is homeomorphic to R× Σ.
2. Any two Cauchy surfaces in M are homeomorphic.
In this setting, every globally hyperbolic Lorentzian manifold admits a continuous,
globally defined, timelike vector field T which is obtained from a time function t, such
that T = −∇t [143]. Therefore, it is a time-oriented manifoldM and t = constant are
leaves (slices) of this foliation, i.e. Σt = {t}×Σ. Now define a coordinate chart (U, xa)
on Σ such that it corresponds to the coordinates (t, xi) on an open neighborhood of
M . Let n be the future-pointing timelike unit normal vector field on Σ. Then we
have the following decomposition
∂t = Nn+X , (3.5)
where N is a lapse function and X = Xa∂a is a shift vector.
Now, suppose that (M, g) is a globally hyperbolic spacetime with Cauchy surface
Σ. The spacetime metric g induces two pieces of information on Σ, the first funda-
mental form h and the second fundamental form (or extrinsic curvature) K. Let n
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be the one-form associated with unit normal timlike vector n then
h = n⊗ n+ g K(X, Y ) = ⟨∇Xn, Y ⟩ = 1
2
Lnh , (3.6)
for every X, Y ∈ TpM . Now by the Gauss-Codazzi equations we can find Einstein
constraint equations [143] (see review article [17])
Rh − |K|2h + TrhK = 2G(n, n) = 16πµ , (3.7)
divh [K − (TrhK)h] = G(n, ·) = −8πj , (3.8)
C(h, F ) = 0 , (3.9)
where C(h, F ) is a constraint obtained from any extra fields F , |K|2h = hachbdKabKcd is
full contraction of K with respect to h, TrhK is mean curvature, and ρ, and j = jadx
a
are the energy density and the energy flux one-form, respectively. These equations
are called the Hamiltonian constraint, momentum constraint, and non-gravitational
constraint, respectively. Moreover, we have following evolution equations
d
dt
hab = 2NKab + LXhab, (3.10)
d
dt
Kab = ∇a∇bN + LXKab +N
{
2hcdKadKbc − (TrhK)Kab − (Rich)ab
}
, (3.11)
plus some evolution equations for the matter fields F .
Therefore, the triple (Σ,h, K) (or (Σ,h, K, F ) where F is an extra field, or
(Σ,h, K, µ, j, F )) which satisfied Einstein constraint equations is called initial data
set of Einstein equations. An initial data set is called maximal if TrhK = 0. For a
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vacuum and maximal initial data set, the constraint equations reduce to
Rh = |K|2h , divhK = 0 . (3.12)
In the last six decades, there has been great progress in the existence and unique-
ness solutions of the Einstein constraint equations. The solutions of constraint equa-
tions is important because of the Cauchy problem in general relativity. The celebrated
work of Yvonne Choquet-Bruhat shows if a set of smooth initial data which satisfies
the Einstein constraint equations is given, then we have the following result
Theorem 18. [33] Given an initial data set (Σ, h,K) satisfying the vacuum con-
straint equations there exists a unique, globally hyperbolic, maximal, spacetime (M, g)
satisfying the vacuum Einstein equations Ricg = 0 where Σ ↪→M is a Cauchy surface
with induced metric h and second fundamental form K. Moreover any other such
solution is a subset of (M, g).
Thus the necessary and sufficient condition for the Cauchy problem in general
relativity is the Einstein constraint equations. Many techniques have been developed
to prove the existence and uniqueness of the solution of the Einstein constraint equa-
tions in different cases (constant mean curvature (CMC), near CMC, and non-CMC)
such as conformal method [110], conformal sandwich method [18], barrier method
[100], etc. We refer the reader to Bartnik and Isenberg’s survey article [17] and an
interesting paper by Maxwell [117].
One of the important questions in this subject is construction of an initial data
set with desired properties. We return our attention in Chapter 7 to this question
and we construct a family of initial data which has similar geometrical properties and
angular momenta of the extreme Myers-Perry (EMP) black hole (see Appendix A for
properties of EMP).
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At this point, we will recall different energy condition on spacetimes
Definition 19. [130] Let (M, g) be a spacetime. Then we have the following energy
conditions
1. Dominant energy condition: G(u, v) ≥ 0 for all future directed and causal vectors
u, v ∈ TpM ,
2. Weak energy condition: G(u, u) ≥ 0 for all future directed timelike vector u ∈
TpM ,
3. Strong energy condition: Ricg(u, u) ≥ 0 for all future directed timelike vector
u ∈ TpM ,
4. Null energy condition: G(u, u) ≥ 0 for all null vector u ∈ TpM .
This definition implies geometrical restrictions on initial data set (Σ,h, K) with
constraint equations (3.7)-(3.8). Another important class of spacetime is an isolated
system. The geometric property of an isolated system in GR is the idea that spacetime
becomes flat when we move very far from the system, and it approaches Minkowski
spacetime. This motivates us to define a geometric notion independent of coordinate
with conformal compactification of the spacetime and it is represented in the well-
known Carter-Penrose diagram.
Definition 20. [15] An n + 1 dimensional spacetime (M, g) has asymptotically flat
end if M contains a spacelike hypersurface Σ such that there exists a compact sub-
manifold C, Σext = Σ\C is diffeomorphic to ER = (Rn\BnR(0), δn) for large R and in
local coordinate chart x : Σext → ER for data on hypersurface (Σ,h, K) we have
hab − δab = os(r−p), Kab = os−1(r−q), ∂chab ∈ L2(Σext), (3.13)
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where r = |x|, p ≥ n−2
2
, and q > p+ 1 [15].1
Returning to the classification of spacetimes we have the following definition.
Definition 21. [143] Let (M, g) be a spacetime, it is called
• Stationary if there exists a complete Killing vector field k onM which is timelike
in the asymptotic region of Er.
• Static if it is stationary and k is hypersurface orthogonal, i.e. k♭ ∧ dk♭ = 0.
• axisymmetric if SO(2) = U(1) acts as a group of isometries on M such that the
set of fixed points is a codimension-two timelike surface.
3.2 Mass and Angular Momenta in General Rela-
tivity
In this section we briefly review mass and angular momenta in general relativity (see
[102, 141, 143] for comprehensive details of the topic). Energy and in particular
mass in general relativity is a complicated concept. There exist various approaches
to the definition of mass in general relativity, e.g. Hamiltonian approach. However,
in Newtonian gravity, there is a well-defined definition of mass (locally or globally) as
an integral of mass density
M ≡
∫
U
µ dV (3.14)
where U ⊆ Rn is a spatial subset with Euclidean volume element dV and µ is the
mass density (energy density in GR). Indeed, if we have a gravitational field φ = ∇ψ
1Where f = os(r
α) it means ∂β1 · · · ∂βpf = o(rα−p) for 0 ≤ p ≤ s.
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due to a massive object such that ∇φ = −4πµ (by Gauss Law), then
M = − 1
4π
lim
r→∞
∮
Sr
∇aψνa dS (3.15)
where Sr is sphere of radius r centered at the origin and ν is the unit outward normal
vector on Sr. Since in Newtonian gravity it is natural to suppose that µ ≥ 0, one
can easily prove positive mass theorem locally and globally. In contrast, in general
relativity there is no well-defined concept of local mass. This is a consequence of
the equivalence principle, or mathematically from the invariance of the theory under
diffeomorphisms [102]. This shows invalidity of (3.14) either locally or globally.
The main modern formalism for dynamic of general relativity is by Richard Arnowitt,
Stanley Deser, and Charles W. Misner in 1961 [11]. They defined ADM mass (energy)
and momenta by Hamiltonian approach [130, 143]. Their results motivative that a
good relation which corresponds to energy density (µ = T00) in GR is the Hamil-
tonian constraint equation (3.7). The Definition 20 of asymptotically flat spacetime
implies that the extrinsic curvature has strong decay conditions and it does not con-
tribute to the mass (3.7). But the scalar curvature Rh contains a linear combination
of second derivatives of h and quadratic terms in the Christoffel symbols. Hence after
simplification we obtain
Rh = ∂c (∂ahac − ∂chaa)  
os−1(r−p−1)
+quadratic order of ∂h (3.16)
By integration over U ⊆ Rn and application of Stokes’ theorem we have the following
definition which is equivalent to ADM mass (energy) at each ends (Eir,h) [11]:
Definition 22. [11] Let (M, g) be an n+1 dimensional spacetime with some asymp-
totically flat ends (Eir,h), the ADM-mass (energy) in each end (E
i
r,h) is defined
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as
MADM(E
i
r,h) =
1
2(n− 1)ωn−1 limr→∞
∮
Sir
(∂ahac − ∂chaa) νc dS (3.17)
where Sir is a sphere(S
n−1) in asymptotically flat coordinate system of h with radius
r at the end Eir, ωn−1 = vol(S
n−1), and ν is unit outward normal vector on Sir.
By the beautiful result of Bartnik [15], the ADM-mass is a well-defined geometric
quantity and remarkably, it is a geometrical invariant of the Riemannian metric on
an asymptotically flat slice and independent of observer at infinity [15, 38, 123]:
Theorem 23. [15, Theorem 4.3]. Let τ > 0 be a non-exceptional constant, k ≥ 2,
and q > n. Suppose that a complete Riemannian manifold (Σ, h) has asymptotically
flat ends (Eir, h)of type (k, q, τ) so that
Rich ∈ Lq−2−τ (3.18)
If τ ≥ n−2
2
, the ADM-mass exists and it is unique. Moreover, if τ > n − 2, the
ADM-mass is zero.
One of the greatest results in general relativity is the positivity of total gravita-
tional energy, i.e. positive mass theorem. The first proof of positive mass theorem
is by Brill for time symmetric initial data (i.e. K ≡ 0)[23]. Then Schoen and Yau
proved this problem by application of Yamabe problem and minimal surfaces (zero
mean curvature) for 3-dimensional initial data and it has been extended to 3 ≤ n ≤ 7
[136, 137]. Since there is no non-singular minimal surface in a barrier region for
n ≥ 8, this technique cannot be extended to these dimensions. Independently, Witten
proved positive mass theorem by spinorial techniques for all dimensions for manifolds
with a spin structure [144]. In addition, the result has been generalized for black
holes, asymptotically AdS spacetimes, and some of other quasi-local definitions of
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mass [75, 85, 97, 138]. Here we state Schoen and Yau’s positive mass theorem
Theorem 24. [136, 137]. If (Σ, h) is an asymptotically flat Riemannian n-manifold
for 3 ≤ n ≤ 7 with non-negative scalar curvature, then the mass of each end is non-
negative. If the manifold is geodesically complete and if the mass is zero in one end,
then (Σ, h) is isometric to flat space (Rn, δ).
Because of this remarkable result one might expect to extract more interesting re-
sults (e.g. global Penrose inequality) by defining mass for a finite domain of spacetime,
i.e.“quasi-local mass”. Note that there have been many attempts to define quasi-local
mass by different authors, Penrose [129], Hawking [81], Geroch [74], Bartnik [16],
York [24], etc. In spite of all these efforts, there is no generally accepted expression
for quasi-local mass in general relativity (see review [141]).
Every asymptotically flat spacetime has asymptotic symmetries which preserve the
asymptotic Euclidean structure of the end (3.13). This group is an infinite dimensional
Spi group which if we impose sufficiently strong fall-off on the Weyl tensor it contains
the Poincare group [12]. The translation generators of this isometry group yield to
the definition of ADM momenta for each end (Eir, h) [141]
Pa(E
i
r, h) =
1
(n− 1)ωn−1 limr→∞
∮
Sir
(Kab − TrhKhab) νb dS . (3.19)
Similar to translational symmetry for ADM momenta, the ADM angular momenta are
generated by rotation symmetries. In general, there are several independent rotation
planes. The rotational group of an n+1 dimensional spacetime (M, g) is SO(n). This
rotation group has Cartan subgroup U(1)N with N = [n−1
2
] [65]. Assume an n + 1
dimensional spacetime (M, g) has rotational isometry group U(1)d with commuting
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generators ξ(k) for k = 1, . . . , d ≤ N , then the ADM angular momenta are defined as
J(k)(E
i
r, h) =
1
(n− 1)ωn−1 limr→∞
∮
Sir
(Kab − TrhKhab) ξa(k)νb dS . (3.20)
In case of spacetime with Killing vectors, one can define Komar quantities. Let
(M, g) be an n + 1 dimensional stationary spacetime with timelike Killing vector n,
then Komar mass is defined [141]
MK ≡ − 1
(n− 1)ωn−1 limr→∞
∮
Sr
⋆gdn
♭ (3.21)
where ⋆ is an Hodge star respect to spacetime metric g. Note that MK is a geometric
quantity and independent of coordinate. Moreover, it equals ADM mass for vacuum
stationary spacetime. Similarly, one can define Komar angular momenta if a spactime
has commuting isometry group U(1)d with generators ξ(k) for k = 1, . . . , d ≤ N
JK(k) ≡
1
(n− 1)ωn−1 limr→∞
∮
Sr
⋆gdξ
♭
(k) (3.22)
3.3 Black Holes in D ≥ 4
A black hole is a solution of Einstein equation which informally can be defined as a
region of spacetime from which no causal curve can escape to infinity. We say that a
spacetime has a black hole ifM is not contained in I−(I +), where I + is null infinity.
Moreover, the black hole region is B =M − I−(I +) and the boundary of B is a null
surface and it is called the event horizon N = bdary (I−(I +)) ∩M [143].
In general different kinds of black holes form through different dynamical processes.
However, similar to any physical phenomena the final stage will be equilibrium or
stationary. Four-dimensional black holes are known to possess a number of remarkable
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Figure 3.2: Carter-Penrose diagram of Black hole collapse
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features, such as uniqueness, spherical topology, dynamical stability, and the laws of
black hole mechanics. In the following section we will review some of these features.
In contrast to 4D black holes, the higher dimensional (D > 4) black hole solutions
have other distinctive features. But why should we study the higher dimensional black
hole? The mathematical motivations to study the extension of Einstein’s theory are
• The geometry of D− 1 dimensional slices of black holes poses interesting prob-
lems in Riemannian geometry (e.g. positive mass theorem; Penrose inequal-
ities in Riemannian geometry, discovery of inhomogeneous Einstein metrics
[22, 50, 111, 136]).
• There exist interesting aspects of geometrical analysis, topology, and PDE the-
ory of higher dimensional manifolds [7, 71, 73, 91].
• Known examples of black rings [64], black Saturn [62] and black lens [108] in
higher dimension assure the existence of a rich variety of such objects whose
mathematical properties are only just beginning to be uncovered.
There are many physical motivations. The string theory contains gravity and
requires more than four dimensions. In fact, the first successful statistical counting
of black hole entropy in string theory was performed for a five dimensional black
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hole [140]. In addition, the AdS/CFT correspondence relates dynamics in certain D-
dimensional classical gravitational background with properties in quantum field theory
in D − 1 dimensions [114]. We refer the interested reader to the review article [65]
for more physical motivations. In Section 3.3.2 we give an overview of the important
results about five dimensional stationary black holes.
3.3.1 Stationary 4D Black Holes
It is convenient to start with some definitions of stationary black holes (we follow
the definition in [42]). Consider an asymptotically flat spacetime that has a timelike
Killing vector T at Σext. We say that a spacetime has a black hole (white hole) if
M is not contained in I−(Mext) (resp. I+(Mext)), where Mext = ∪φt(Σext) and φt is
one-parameter group of diffeomorphisms generated by of T . Moreover, the black hole
region (white hole region) is B = M − I−(Mext) (resp. W = M − I−(Mext)) and the
boundary of B is the black hole (resp. white hole) event horizon H+ = ∂B (resp.
H− = ∂W ) [143]. The full event horizon then is N = H+ ∪H−. Then the domain of
outer communication or d.o.c is
⟨⟨Mext⟩⟩ = I+(Mext) ∩ I−(Mext) . (3.23)
Moreover, the boundary of d.o.c contains event horizons
E± = ∂ ⟨⟨Mext⟩⟩ ∩ I±(Mext), E = E+ ∪ E− (3.24)
In the theory of black holes, there are different types of horizons such as apparent,
Killing, trapping, isolated, dynamical, and slowly evolving horizons (see review articles
[13, 20]). But in this section we want to review some of the fundamental results
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Figure 3.3: Carter-Penrose diagram of the stationary black holes.
about black holes with Killing horizons. In order to see this, let us define the Killing
prehorizon(horizon).
Definition 25. Let (M, g) with a Killing vector ξ. A Killing prehorizon of ξ is a
connected, null, injectively immersed hypersurface Nξ such that ∀p ∈ Nξ, ξ(p) = 0,
null and tangent. A Killing horizon is an embedded Killing prehorizon.
Now let Nξ be a Killing prehorizon (horizon) associated to Killing vector field ξ
with length X = g(ξ, ξ). Then the surface gravity κξ of Nξ is defined by
∇X|Nξ = −2κξξ♭ . (3.25)
The surface gravity of a horizon measures how much the parametrization of the
geodesic congruence generated by ξ is not affine. A Killing prehorizon (horizon)
with vanishing surface gravity is called degenerate or extreme and otherwise non-
degenerate. An essential property of a Killing prehorizon(horizon) is it has constant
surface gravity [133]. This fundamental fact implies that the surface gravity plays a
similar role in the theory of equilibrium(stationary) black holes as the temperature
does in ordinary thermodynamics [14, 143].
Before we move on to the features of stationary black holes, we review an impor-
tant result about static black holes. The first step toward uniqueness of static black
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holes was by Israel. He used two integral identities from level sets of X = g(k, k),
where k is a complete timelike hypersurface orthogonal Killing vector, and Stokes’
theorem, and he proved both static vacuum and electrovacuum black hole are spheri-
cally symmetric [101]. The technical restriction was connected horizon on the theorem
has been removed by many contributors and it was completed by the beautiful gluing
technique of Bunting and Masood-ul-Alam [26]. The main restriction in the theorem
was analyticity which has been removed by Chrusciel and Galloway [43]. Then the
statement of the theorem is
Theorem 26. [42] Let (M, g) be an electrovacuum, four-dimensional spacetime con-
taining a spacelike, connected, acausal hypersurface N , such that N¯ is a topological
manifold with boundary consisting of the union of a compact set and of a finite number
of asymptotically-flat ends. Suppose that there exists on M a complete hypersurface-
orthogonal Killing vector, that the domain of outer communication ⟨⟨Mext⟩⟩ is globally
hyperbolic, and that ∂N ⊂M\ ⟨⟨Mext⟩⟩. Then ⟨⟨Mext⟩⟩ is isometric to the domain of
outer communications of a Reissner-Nordstrom(RN) or a Majumdar-Papapetrou(MP)
spacetime(see [79, 82] for exact RN and MP solutions).
To continue the stationary black holes, one of the main features of stationary black
hole is the no-hair theorem or uniqueness theorem. But, we review some fundamental
results about topological and geometrical structure of stationary black holes. One of
these results is the topological censorship theorem by Friedman, Schleich, and Witt.
They proved in a globally hyperbolic, asymptotically flat spacetime satisfying the
null energy condition, the Mext is simply connected region, i.e. π1(Mext) = 0 or
every causal curve from I − to I + is homotopic to trivial curve. Then Chrusciel
and Wald showed that the domain of outer communication for stationary spacetime
is simply connected. Finally, Galloway extended this result for all globally hyperbolic
spacetimes that satisfy the null energy condition [71]. The precise statement of the
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theorem is
Theorem 27. [45, 69, 70] Let (M, g) be a stationary black hole spacetime. If the
domain of outer communications is globally hyperbolic and satisfies the null energy
condition then it is simply connected.
This theorem implies another important result about stationary black holes space-
time, the Hawking topology theorem. The result has been proved by Hawking [82]
and it can be recovered by topological censorship theorem.
Theorem 28. [82] Let (M, g) be an stationary four-dimensional black hole spacetime
satisfying the null energy condition, then cross sections of E+ have spherical topology
H ∼= S2.
The third fundamental result about stationary black holes is the Hawking rigidity
theorem.
Theorem 29. [82] Let (M, g) be an analytic spacetime with an analytic null hyper-
surface N such that (i) M admits a complete Killing vector ξ tangent to N ,(ii) N
admits a compact cross section H transverse to ξ, (iii) The average surface gravity
⟨κξ⟩ = −12|H|
∫
H
< k,∇l > dµH is nonzero, where l is the null generator of N satisfying
∇lu = 1 for u : N → R and k is orthogonal to H, null and with ⟨l, k⟩N = −2 . Then
there is a neighbourhood U of N and a Killing vector η on U which is null, non-zero
and tangent to N . In fact, if ξ is not tangent to the generators of N then there exists
a rotational commuting Killing vectors ζ with 2π period and constants ΩN such that
η = ξ + ΩNζ (3.26)
One of the major breakthroughs in the mathematical study of general relativity is
the uniqueness of the stationary axisymmetric black hole. The first step toward this
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theorem was by Carter. He used the dimensional reduction of the Einstein action with
respect to the axial Killing field and obtained a linear divergence identity [27] and
he showed that axisymmetry stationary black holes are unique under some restricted
assumptions (see Appendix B for five dimensional version). Then Robinson and Mazur
used the non-linear divergence identity and proved the uniqueness of the Kerr black
hole. The Mazur identity is based on the observation that the Einstein-Maxwell
equations in the presence of a Killing field describe a non-linear σ-model with coset
space G/H = SU(1, 2)/S(U(1) × U(2)). Another approach to prove uniqueness is
by Bunting [25], who applied the properties of harmonic maps in negatively curved
target spaces [135].
Theorem 30. [40, 43, 48] Let (M, g) be a stationary, asymptotically-flat, electrovac-
uum, four dimensional analytic spacetime. If the event horizon is connected and either
mean non-degenerate or rotating, then ⟨⟨Mext⟩⟩ is isometric to the domain of outer
communications of a Kerr–Newman spacetime.
3.3.2 Stationary 5D Black Holes
In higher dimensions, the Einstein theory and in particular black holes have richer
features and the reason is that as the number of dimensions grows the number of
degrees of freedom of the gravitational field also increases. Here we are interested in
mathematical aspects of higher dimensional black holes. We refer the interested reader
to the review articles [65, 93] for a comprehensive exposition of the topic. In contrast
to four dimensional spacetime, in higher dimensional instead of rotations around a line
(axis), the rotations are around (spatial) codimension two hypersurfaces. Thus, there
are different rotational planes. This condition is related to the asymptotic property
of the spacetime. The rotation group of D-dimensional asymptotically flat spacetime
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is SO(D − 1), this group has Cartan subgroup U(1)N where
N =
[
D − 1
2
]
. (3.27)
This is equivalent to the existence ofN independent rotational planes (x1, x2), . . . , (xN−1, xN)
associated to the rotational vectors ∂φ1 , . . . , ∂φN . As pointed out in Section 3.3.1,
axisymmetric stationary spacetimes have many remarkable features, the one can con-
sider the generalization to higher dimensions. For D-dimensional stationary space-
time, we assume we have U(1)D−3 rotational symmetry. Then the reduced manifold
under R × U(1)D−3 isometry group is a two dimensional quotient manifold, i.e. or-
bit space. Existence of this symmetry imposes an important limitation on dimen-
sion. If we demand D − 3 rotatonal isometry in asymptotically flat spacetime, then
U(1)D−3 ≤ U(1)N where ≤ is subgroup notation. Therefore by equation (3.27)
D − 3 ≤
[
D − 1
2
]
, =⇒ D = 4, 5 (3.28)
because of this reason we only focus on five dimensional asymptotically flat black
hole spacetimes in the thesis. First, we consider the topology of higher dimensional
black hole spacetimes. The Yamabe invariant Y [H], is the topological invariant which
characterizes the topology of the cross section of event horizon H [71]
Y [H] = sup
[γ]
inf
0<Φ∈C∞
∫
H
Rγ˜ dVγ˜[∫
H
dVγ˜
]D−4
D−2
, (3.29)
where γ˜ = Φ2γ is the conformally transformed metric on H and dVγ˜ is the volume
element with respect to γ˜. In dimension D = 4, applying Gauss-Bonnet theorem ,
Y [H] is proportional with a constant to the Euler characteristic of H. As we explain
in Section 3.3.1, there are different types of horizons and here we define trapped
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surface or marginally outer trapped surface (MOTS). Consider the (D−2)-dimensional
spacelike surface S and we define a pair of null vector fields n and l orthogonal to S
and normalized as that g(n, l) = 1. Here, n is the future pointing null vector field
which generates a congruence of affine null geodesics, i.e. a null sheet N and l is
“outward pointing”, parallel transported along N and it can be tangent to another
congruence of null geodesics. Then n and l are completely fixed up to a rescaling, once
they have been defined on each point p ∈ S. Now let θn and θl be corresponding null
expansions in the directions n and l. Then the surface S is marginally outer trapped
surface if [73]
θn = 0, Llθn ≥ 0, on S . (3.30)
An example of a MOTS is the event horizon cross section H of a black hole. In
mathematical relativity a MOTS is very useful definition from which one can prove
interesting results about black holes. Moreover, the metric of spacetime near the event
horizon takes Gaussian null form [120] for stationary spacetime
g = 2du (dr − rαdu− rβadxa) + γabdxadxb , (3.31)
where xa is local coordinates on H, and α, βa, and γab are a scalar field, 1-form, and
Riemannian metric on each of the spheres S that are parameterized by u and r. Then
the Einstein equations in this form take a very simple expression [120]. Applying
Einstein equations near horizon we obtain constraints on the Yamabe invariant of
horizon cross sections [132]
Y [H] = sup
[γ]
inf
0<Φ∈C∞
∫
H
[
4D−3
D−4 |∇Φ|2 +RγΦ2
]
dVγ[∫
H
Φ2
D−2
D−4dVγ
]D−4
D−2
≥ 0 . (3.32)
Then we have the following generalization of Hawking topology theorem
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Theorem 31. [71, 73] Let (M, g) be a D dimensional spacetime that satisfies the
dominant energy condition. If H is a stably marginally outer trapped surface in M ,
then H is of positive Yamabe type, Y [H] > 0.
Then when D = 5, H is a closed compact 3-manifold. Since Y [H] > 0, H is a
connected sum
H ∼= #n
(
S3/Γn
)
#m
(
S1 × S2) (3.33)
where Γn < O(4) are discrete subgroups. Returning to the other features of higher
dimensional black hole, the topological censorship theorem [72] and rigidity theorem
for stationary spacetime [94, 121] holds. In the case of stationary five dimensional
black holes, by the rigidity theorem of Hollands, Wald, and Ishibashi [94] we have at
least one rotational Killing vector which generates U(1) isometry group. Then the
generalization of Hawking topology theorem has a refinement. For a stationary black
hole in the topology of the cross sections of N is[92]
H ∼=
⎧⎪⎪⎨⎪⎪⎩
S3/Γ
#m (S1 × S2)#iL(pi, qi)
(3.34)
where Γ < O(4) and all possible choices of Γ are given in [92], and each L(p, q) is a
lens space.
Recall that a uniqueness theorem is a fundamental result in mathematical rel-
ativity. As explained above, there are different choices for horizon topology, thus
the uniqueness should cover all these distinctive topologies. To achieve this goal for
stationary, asymptotically flat five dimensional spacetime, one needs to impose an
extra U(1) isometry group more than what the rigidity theorem provides. Therefore,
spacetime has G = R × U(1)2 isometry group. The reason for this extra symme-
try is existence of non-linear sigma model for five dimensional stationary spacetime,
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which is a considerable simplification. By this isometry group the quotient manifold
B = M/G is a simply connected, asymptotically flat, 2-dimensional manifold with
one dimensional boundary and corners [96] (see Proposition 43). The boundary of
this manifold is related to fixed points of the Killing vectors. More precisely, a lin-
ear combination of two generators ∂φi of U(1)
2 isometry group vanish on an (finite,
infinite, semi-infinite) interval Ii,
vi = v
j∂φj =⇒ g(v, v) = 0 on Ii (3.35)
the coefficient of this Killing vector is called a direction vector and Ii is called rod.
A corner corresponds to a point at which two direction vectors of adjacent intervals
vanish simultaneously. By the Riemannian mapping theorem we can map B to the
upper half plane {z ∈ C : Im(z) > 0} in the complex plane. By the vacuum Einstein
equations one can construct a geometrical coordinate (ρ, z) on B such that the axis
Γ = {ρ = 0} corresponds the boundary of the manifold B, ρ is harmonic and z is
conjugate harmonic, and the metric has the following global representation[96]
g = e2v
(
dρ2 + dz2
)
+Gijdx
idxj , (3.36)
where xi = (t, φ1, φ2), gB = e2v (dρ2 + dz2) is the metric on B. Moreover, let us define
the twist potential one form of the Killing vector ξi = ∂φi by
ωi = ⋆g
(
ξ♭1 ∧ ξ♭2 ∧ dξ♭i
)
. (3.37)
Since the manifold is simply connected and it can be shown directly by the vacuum
Einstein equations that ωi are closed, they are exact, i.e. ωi = dY
i and Y = (Y 1, Y 2)
is twist potential column vector(see Section 4.1). Then one can define the following
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Carter functional
S =
∫
B
Tr
[(
Φ−1dΦ
)2]
dµ , (3.38)
where Φ is defined in equation (B.2) and dµ = ρdρdz. By a variational principle,
one can obtain the Mazur divergence identity (B.3). We refer the interested reader
to the article [29] and the book [86] for a complete survey of the identity. Moreover,
the vacuum Einstein equations arise as the critical points of the Carter functional
above[67, 96]
Da
[
ρΦ−1DaΦ
]
= 0 , (3.39)
where D is connection with respect to the metric gB. Hollands and Yazadjiev applied
the Mazur identity (B.3), vacuum Einstein equations (3.39), and maximum principle
to prove the following uniqueness theorem.
Theorem 32. [96] Consider two stationary, asymptotically flat, vacuum black hole
spacetimes of dimension 5, having two commuting axial Killing fields that commute
also with the time translation Killing field. Assume that both solutions have the same
interval structure, and the same values of the mass m and angular momenta J1, J2.
Then they are isometric.
3.3.3 Geometric Inequalities for Black Holes
In gravitational collapse (black holes) there are three classes of geometric inequali-
ties with physical applications. These inequalities are motivated by exact stationary
black hole solutions of Einstein equations. It is well known that the parameters,
(m, J,Q) where J is angular momentum, and Q is electric charge, that characterize
the Kerr-Newman black hole, which is a stationary, axisymmetric, electrovacuum, four
dimensional, asymptotically flat spacetime [143], satisfy several important geometric
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inequalities:
m ≥
√
A
16π
, Penrose Inequality (3.40)
m2 ≥ Q
2 +
√
Q2 + 4J2
2
, Mass-Charge-Angular Moementum Inequality(3.41)
A ≥ 4π
√
Q4 + 4J2, Area-Charge-Angular Moementum Inequality (3.42)
These inequalities are saturated for the slice of the extreme Kerr-Newmann black
holes, see Figure 3.4. By the uniqueness theorem we know Kerr-Newman black holes
are the unique spactimes when we fix mass, angular momentum, and charges. There-
fore, since these inequalities hold for the Kerr-Newman black hole, we expect them
to be true for all stationary black holes. But the ultimate goal is to prove these
inequalities for all dynamical black holes.
The first inequality is the Penrose inequality, which states a relationship between
the area A of a cross-section of the event horizon and ADM mass m. The inequality is
conjectured to hold rather generally in asymptotically flat and strongly asymptotically
predictable spacetimes subject to a dominant energy condition on Ricci curvature
[143], and is closely tied to the cosmic censorship conjecture (see the review article
[115] and original paper [128]). The Riemannian version of this conjecture, which
asserts that the area of a closed minimal surface in an asymptotically flat 3-manifold
is a lower bound for the square of the mass (times 16π) whenever the scalar curvature
is non-negative, has been proved by Huisken and Ilmanen, and extended by Bray
[22, 99].
The second inequality is the mass-charge-angular momentum inequality. To prove
this inequality we need conserved angular momentum and charges. However, in gen-
eral, these quantities are not conserved. If we assume axisymmetry which is the result
of rigidity theorem for stationary spacetime, then since gravitational field does not
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(a) Extreme
H
(b) Non-extreme
Figure 3.4: Extreme and non-extreme slice of black holes
carry angular momentum, angular momentum will be a conserved quantity. The ﬁrst
version of this inequality was proved by Dain [53] for vacuum, simply connected,
axisymmetric, asymptotically ﬂat black holes. First, he constructed a non-negative
mass functional M which evaluates to the ADM mass for asymptotically ﬂat, max-
imal, t − φ symmetric data (see Section 4.1 and [61, Hawking, Appendix C] for a
survey of t − φi symmetric data). Then he showed that M is greater than or equal
to the mass of any axisymmetric, maximal, asymptotically ﬂat, complete initial data
and the critical points of this functional are stationary axisymmetric black holes [52].
By these results, he proved the mass angular momentum inequality for asymptotically
ﬂat, axisymmetric vacuum, black holes [51, 53]. In global proof, he used the technique
of harmonic map from R3\Γ → H2, where H2 is two dimensional hyperbolic space.
The statement of the theorem is as follows
Theorem 33. [53] Consider an axially symmetric, vacuum, asymptotically ﬂat and
maximal initial data set (Σ,h, K) with two asymptotic ends. Let m and J denote the
total mass and angular momentum respectively at one of the ends. Then, the following
inequality holds
m ≥
√
J . (3.43)
This result and the technique of its proof have some restrictions: (1) Σ should be a
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complete Riemannian manifold and not a manifold with boundary which is natural for
black hole solutions,(2) Σ has only two ends and not for multiple black holes solutions,
(3) the initial data set is maximal, (4) the initial data set is vacuum, (5) since the
ADM mass is only defined for asymptotically flat, the technique can not be applied
for other spacetime such as Kaluza-Klein ends, (6) it is for three dimensional initial
data.
In the last decade, Dain and other authors like Chrusciel, Li, Costa, Weinstein,
Khuri, Schoen tried to extend this result to different cases [30, 44, 49, 105, 139]. First,
Chrusciel, Li, and Weinstein extended this result to complete Riemannian manifolds
with N asymptoticaly flat ends and they proved that the mass of any asymptote is
greater than or equals a function of angular momenta of the other asymptote, that is
m ≥ f(J1, . . . , JN)[44]. Second, Chrusciel and Costa extended it for electro-vacuum
case which is inequality (3.41) [49]. Then Khuri and Cha investigated the non-maximal
(nonzero mean curvature) slices and they showed that the problem reduced to a system
of nonlinear differential equations which are called Jang equations [54]. Recently,
Schoen and Zhou applied a more geometrical technique and recovered the previous
results. We refer readers to the review article [54] for comprehensive survey of the
topic. In this thesis, we construct a mass functional which is a natural extension of
Dain’s mass functional for 4-dimensional initial data sets. Moreover, we prove some
interesting results about characteristics of this functional. Finally we prove a class of
local mass-angular momenta inequalities for four dimensional initial data sets.
The third class of inequalities is the area-angular momentum inequality for black
holes or more generally, initial data containing apparent horizons [103]. The first step
toward this was by Hennig, Ansorg, and Cederbaum [83, 84]. They proved an area-
angular momentum inequality for axisymmetric, stationary black hole spacetimes in
Einstein-Maxwell theory. Then this result was extended by Acena, Dain, and Clement
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[1] to dynamical axisymmetric black holes.
Theorem 34. [1] Consider an axisymmetric, vacuum and maximal initial data, with
a non-negative cosmological constant. Assume that the initial data contains an ori-
entable closed stable minimal axially symmetric surface S. Then
A ≥ 16π|J | , (3.44)
where A is the area and J the angular momentum of S. Moreover, ir the inequality
saturated then Λ = 0 and the local geometry of the surface S is an extreme Kerr throat
sphere.
Moreover, Clement, Jaramillo, and Reiris add charges to these inequality [46] and
cosmological constants [47]. Finally, Hollands considered spactimes with U(1)D−3
isometry satisfy the Einstein equations with a non-negative cosmological constant.
As pointed out in Section 3.3.2, in this case the spacetime is reduced to 2D orbit
space with boundary which is a union of intervals. One of these intervals represents
the horizon and denoted by IH ≡ N/U(1)D−3 = [a, b] where N is the event horizon.
Suppose that v± = ai±∂φi are Killing vectors vanish on end points of IH . Then we
have the following result.
Theorem 35. [90] Let (M, g) be a spacetime satisfying the vacuum Einstein equations
with a cosmological constant Λ ≥ 0 having isometry group at least U(1)D−3. Define
J± = Jiai± (3.45)
Then:
• The area of any stably outer marginally trapped surface (e.g. event horizon cross
51
section of a black hole) satisfies
A ≥ 8π |J+J−| . (3.46)
• Furthermore, if Λ = 0, and if (M, g) is a “near horizon geometry”, then the
inequality is saturated. Conversely, if the inequality is saturated, then the tensor
fields α, β, γ determining the induced geometry on H (see equation (3.31)) are
equal to those of a near horizon geometry.
3.4 Summary
The goal of this chapter was to give a short introduction into general relativity and
black holes. In Section 3.1, we presented Einstein equations and Einstein constraint
equations with matter source and vacuum. Then we reviewed causal structure of
spacetimes and defined some properties of spacetimes such as energy conditions. The
energy condition is equivalent to imposing geometrical restriction in different prob-
lems. In Section 3.2, we overview definitions of mass and angular momenta in general
relativity. In particular, we review ADM formalism of GR and noted that ADM
mass is a geometrical quantity of asymptotically flat spacetimes, i.e. isolated systems.
Moreover, we stated the Schoen and Yau’s positive mass theorem which is one of the
major results in mathematical relativity.
Finally, in Section 3.3, we investigate black holes and express the definition of
the black hole and related terminologies in dimensions D ≥ 4. We review some of
the fundamental results in the theory of stationary black holes such as the unique-
ness theorem, rigidity theorem, and Hawking topology theorem. In the last subsec-
tion, we collected geometric inequalities in gravitational collapse with symmetry and
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stated the main results in the literature. Most of these geometrical results have been
extended to higher dimensions except the mass-charge-angular momenta inequality.
This motivated an open problem which we investigate in this thesis: Is there any
mass-charge-angular momenta inequality in higher dimensions? We will address this
question in the next chapters.
Chapter 4
Initial Data with Symmetries
In this chapter, we construct n-dimensional t − φi symmetric initial data sets for
n ≥ 3 and we construct a traceless-transverse symmetric (0, 2)-tensor which is a good
candidate for extrinsic curvature in Section 4.1. In Section 4.2, we provide the four
dimensional generalized Brill (GB) initial data set which is a fundamental tool in the
argument of mass-angular momenta inequality. Moreover, we demonstrate conserva-
tion of angular momenta and definition of the reduced t−φi symmetric data. Finally,
in Section 4.3 we prove some topological results about the slice topology of any GB
initial data and corresponding slice in the domain of outer communication of the five
dimensional black holes. The results of this chapter appeared in the following jour-
nal articles: (AA.1) Classical and Quantum Gravity, 31 (5), 055,004(2014)[7], (AA.2)
General Relativity and Gravitation, 47 (2), 129(2015)[6], (AA.5) arXiv:1508.02337
which was submitted to Journal of Mathematical Physics [5] in July 2015.
4.1 t− φi Symmetric Initial Data
In this section, we prove that the extrinsic curvature takes a particular form in the
presence of a type of symmetry, t − φi symmetry. Gibbons in [77] and his thesis
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introduced a type of symmetry for initial data with axial Killing vector field (see also
[61, Hawking, Appendix C]). This symmetry was generalized to n-dimensional initial
data [68]. Firstly, we define limited t−φi symmetric data and t−φi symmetric data.
Definition 36. Let (Σ,h, K) be an n-dimensional initial data set with U(1)n−2
isometry group with commuting generators ξ(i) = ∂φi , that is [ξ(i), ξ(j)] = 0 for
i, j = 1, . . . , n− 2, and
Lξ(i)hab = 0, Lξ(i)Kab = 0 . (4.1)
Moreover,
(a) φi → −φi is a diffeomorphism which preserves h
(b) φi → −φi is a diffeomorphism which reverses the sign K
Then the initial data set is limited t−φi symmetric data if the initial data set satisfies
condition (a) and it is t− φi symmetric data if it satisfies conditions (a)-(b).
One of the main geometrical consequences of limited t − φi symmetry is the fol-
lowing lemma.
Lemma 37. Let (Σ,h, K) be n-dimensional initial data with limited t−φi symmetry,
then the two dimensional distribution D2 orthogonal to ξ(i) is integrable.
Proof. The t − φi symmetry implies that h does not have cross terms between the
Killing part of metric and two other dimensions. Thus the general form of the metric
in local chart is
h = qABdx
AdxB + λijdφ
idφj (4.2)
where i, j, k = 1, . . . , n− 2 and A,B,C = 1, 2, ξ(i) = ∂∂φi and λij = h(ξ(i), ξ(j)). Since
the Christoffel symbols are
ΓAij = −
1
2
qAB∂Bλij Γ
j
Ai =
1
2
λjk∂Aλik Γ
C
AB =
2ΓCAB Γ
A
iB = Γ
i
AB = Γ
k
ij = 0(4.3)
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The iA components of the Ricci tensor of h by equation (2.3) vanish, that is RAi = 0.
Moreover, since ξ(i) are axial Killing vectors, there exists axes of rotations for ξ(i), i.e.
there exist p ∈ Σ such that ξ(i)|p = 0. Then we obtain the following conditions
• ϵa1...anξa1(1) · · · ξan−2(n−2)∇an−1ξan(i) vanishes at least one point of the axis of rotations
for a given i = 1, . . . , n− 2
• ϵa1...anξa1(1) · · · ξan−2(n−2)Ran−1c ξc(i) vanishes for a given i = 1, . . . , n− 2
Hence by [63] which is a generalized version of Theorem 7.1.1 of [143], D2 is integrable.
Remark 38. The t − φi symmetric data set obviously implies KABqACqBD = 0 and
Kabξ
a
(i)ξ
b
(j) = 0 (this means only KAi ̸= 0) and the extrinsic curvature [68] is
Kab = 2A
t
(aΦb) , (4.4)
where Φ = (ξ(1), . . . , ξn−2)t and A = (A1, . . . , An−2)t are column vectors such that
ιξ(j)A
i = 0 for i, j = 0, . . . , n − 2. Therefore, t − φi-symmetry implies maximal
condition on initial data, i.e. TrhK = 0.
Now we construct the candidate transverse traceless (0, 2)-tensor in limited t− φi
symmetry for extrinsic curvature.
Proposition 39. Let (Σ,h, K) be n-dimensional initial data with limited t − φi
symmetry and Σ be simply connected. Assume there exists a divergence-less one
form column vector S = (S1, . . . , Sn−2)t such that ιξ(j)S
i = 0 and Lξ(j)Si = 0 for
i, j = 1, . . . , n−2. Then there exist a traceless-traverse (TT), symmetric (0,2)-tensor
H and functions Y i such that
Hab ≡ 2St(aλ−1Φb), Si ≡ (−1)
n
2 detλ
ιξ(n−2) · · · ιξ(1) ⋆ dY i, Lξ(i)Y j = 0 (4.5)
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where Φ = (ξ(1), . . . , ξ(n−2))t is a column vector, λ = h(ξ(i), ξ(j)) is a (n− 2)× (n− 2)
symmetric, positive definite matrix, and ⋆ is Hodge operator with respect to h.
Proof. We prove this lemma by using properties of commuting Killing vectors and
Lemma 37 and Proposition 37. First, We define the following one form
Ki ≡ 2 ⋆ (Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)) (4.6)
Then since ξ(i) are Killing vectors and by equation (2.17) we have
Lξ(j)Ki = ⋆Lξ(j)
(
Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)
)
= ⋆
(
[Lξ(j)Si] ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)
)
+ ⋆
n−2∑
k=1
(
Si ∧ ξ♭(1) ∧ · · · ∧ Lξ(j)ξ♭(k) ∧ · · · ∧ ξ♭(n−2)
)
= 0 (4.7)
We take the exterior derivative d of the both sides and apply Lemma 1-3
dKi = 2d ⋆ (Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2))
= 2(−1)n(n−2)dιξ(n−2) ⋆
(
Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−3)
)
= 2(−1)n(n−2)
[
Lξ(n−2) − ιξ(n−2)d
]
⋆
(
Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)
)
= 2(−1)n(n−2)
[
⋆Lξ(n−2)
(
Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−3)
)
−ιξ(n−2)d ⋆
(
Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−3)
)]
= −2(−1)n(n−2)ιξ(n−2)d ⋆
(
Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−3)
)
= −2(−1)n(n−2)ιξ(n−2)d ⋆
(
Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−3)
)
. (4.8)
If we continue these steps for ξ(i) where i = 2, . . . , n− 2, we have
dKi = 2(−1)n−2ιξ(n−2) · · · ιξ(1)d ⋆ Si , (4.9)
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since divSi = 0, we have dKi = 0. Thus Ki is a closed form and by simply connected-
ness of Σ, the Ki is exact. Therefore, there exists a function Y i such that Ki = dY i
for each i. We multiply Ki and take interior multiplication
Si =
(−1)n
2 detλ
⋆
(
dY i ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)
)
. (4.10)
Second, we prove that H is a transverse-traceless (0,2)-tensor. Let ∇ be the covariant
derivative with respect to h. Then we have
divhH = ∇aTr
(
λ−1SaΦtb
)
+∇aTr (λ−1ΦaStb)
= Tr
(∇aλ−1SaΦtb)+ Tr (λ−1Sa∇aΦtb)+ Tr (∇aλ−1ΦaStb)+ Tr (λ−1Φa∇aStb)
= Tr
(∇aλ−1SaΦtb)+ 2Tr (λ−1Sa∇aΦtb)
= Tr
(∇aλ−1SaΦtb)+ Tr (λ−1SaΦtbλ−1∇aλ)− Tr (λ−1SaΦtaλ−1∇bλ)
= −Tr (λ−1∇aλλ−1SaΦtb)+ Tr (SaΦtbλ−1∇aλλ−1) = 0 . (4.11)
The first equality follows from trace property of product of matrices, i.e. Φtaλ
−1Sb =
Tr (λ−1SbΦta) = Tr (λ
−1ΦaStb). The second equality is based on Killing properties of ξ(i)
and divergence-less property of Si, i.e. ∇aΦa = 0 and ∇aSa = 0. The third equality
follows from symmetric property of λ and Lξ(i)Sj = 0, that is ξa(i)∇aSjb = Sja∇aξb(i).
Moreover, the fact that ξ(i) are Killing vectors and in t − φi symmetry the metric
is in the form of equation (4.2) we have Φa∇aλ−1 = 0. The fourth equality follows
from integrability property of distribution D2 orthogonal to ξ(i) by Lemma 37 and the
identity in Proposition 3. The fifth equality follows from ιξ(i)S
i = 0.
Now the question is what is the relation between TT tensor H and extrinsic
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curvature K for t− φi symmetric data. By Remark 38 we have
Kab = 2A
t
(aΦb) . (4.12)
Then if we multiply this by Φtb and simplify we have Aa = KabλΦ
b. We define
Aˆa ≡ λ−1Aa = (Aˆ1, . . . , Aˆn−2)t , then
Kab = 2Aˆ
t
(aλ
−1Φb) . (4.13)
Then by a similar argument to the steps leading to equation (4.11), we have
∇aAˆa = ∇aKabΦb . (4.14)
Thus ∇aAˆa = 0 if and only if divhK = 0 or ιξ(i)divhK = 0 for i = 1, . . . , n − 2. But
in t−φi symmetry a straightforward computation shows divhK = (ιξ(i)divhK)dφi for
i = 1, . . . , n − 2 where ξ(i) = ∂φi . Therefore, H = K if and only if divhK = 0. Now,
what is the geometrical meaning of the function Y in Definition 4.5 of S? The answer
is the following corollary. First, we know the twist one form is defined by [143]
ωi ≡ ⋆g
(
ξ♭(1) ∧ · · · ∧ ξ♭(n−2) ∧ dξ♭(i)
)
, (4.15)
where ⋆g is Hodge star with respect to spacetime (M, g) corresponding to data
(Σ,h, K) such that ⋆ = ιn⋆g, where n is a unit normal timelike vector field on Σ.
Observe that ιnξ
♭
(i) = 0 for i = 1, 2. Geometrically the twist one form ω
i measures the
failure of ξ(i) to be hypersurface orthogonal.
Corollary 40. Let (Σ,h, K) be simply connected, t−φi symmetric data with divhK =
0. Then dY i = ωi and we call Y i twist potential.
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Proof. Since divhK = 0 we can define one form S = KabΦ
b. Then by Proposition 39
there exits Y i related to Si for i = 1, . . . , n− 2. First by definition of Si we have
Sia = Kabξ
b
(i) = h
l
a∇lnbξb(i)
= −hla∇lξb(i)nb = −
(
gla + n
lna
)∇lξb(i)nb
= −∇aξb(i)nb = −
1
2
(dξ(i))abn
b (4.16)
where ∇ and ∇ are covariant derivatives with respect to g and h. Then we multiply
⋆g to equation (4.15) and we have
⋆gω
i = (−1)n+1dξ(i) ∧ ξ(1) ∧ · · · ∧ ξ(n−2) . (4.17)
If we take interior multiplication of this equation with respect to ξ(i) for i = 1, . . . , n−2
and using Lemma 1-3, we have
dξ(i) =
(−1)n+1
detλ
⋆g
(
ωi ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)
)
. (4.18)
Then by equation (4.16) we have
Si = −1
2
ιndξ(i) =
(−1)n+2
2 detλ
ιn ⋆g
(
ωi ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)
)
=
(−1)n
2 detλ
⋆
(
ωi ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)
)
=
(−1)n
2 detλ
ιξ(n−2) · · · ιξ(1) ⋆ ωi . (4.19)
Hence dY i = ωi.
Note that in the construction of the mass functional in the next chapter, we need
the full contraction of extrinsic curvature. In t− φi symmetric initial data it has the
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following simple expression
|K|2h =
(
Staλ
−1Φb + Stbλ
−1Φa
) (
Φtaλ−1Sb + Φtbλ−1Sa
)
= 2Tr
(
λ−1SaSta
)
=
1
2 detλ
Tr
(
λ−1∇aY∇aY t
)
=
1
2 detλ
qABDAY
tλ−1DBY , (4.20)
where D and ∇ are covariant derivative with respect to the two dimensional metric
q orthogonal to ξ(i) in equation (4.2) and h, respectively. The first equality is based
on the trace property of matrices and symmetric property of λ, i.e. Staλ
−1Φb =
Φtbλ
−1Sa = Tr(λ−1SaΦtb) = Tr(ΦbS
t
aλ
−1). The second equality follows from ιξ(j)S
i = 0
and ΦaΦ
ta = λ and definition of trace. The third equality follows from
SiaS
ja =
⟨
Si, Sj
⟩
h
=
1
4(detλ)2
⟨
⋆
(
dY i ∧ α) , ⋆ (dY j ∧ α)⟩
h
=
1
4(detλ)2
ϵaca1...an−2ϵ
bcb1...bn−2∇aY i∇bY jαa1...an−2αb1...bn−2
=
1
4(detλ)2
δbb1...bn−2aa1...an−2∇aY i∇bY jαa1...an−2αb1...bn−2
=
1
4(detλ)2
∇aY i∇aY jδb1...bn−2a1...an−2αa1...an−2αb1...bn−2
=
1
4 detλ
∇aY i∇aY j = 1
4 detλ
qABDAY
iDBY
j , (4.21)
where we define α ≡ ξ♭(1) ∧ · · · ∧ ξ♭(n−2) and αa1...an−2 ≡ ξa1(1) · · · ξan(n−2) and third equality
of (4.21) follows from LξjY i = 0. Moreover, since λij = h(ξ(i), ξ(j)), we have detλ =
δb1...bn−2a1...an−2α
a1...an−2αb1...bn−2 and yields final equality. Now we prove existence of twist
potential vector Y for general U(1)n−2 invariant initial data
Corollary 41. Assume an n-dimensional simply connected, initial data set (Σ,h, K)
with isometry group U(1)n−2 which its generators commute ([ξ(i), ξ(j)] = 0) and ιξidivhK =
0. Then there exist global twist potentials Y = (Y 1, . . . , Y n−2)t.
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Proof. We define the following U(1)n−2 invariant vector of one form
Sa ≡ KabΦb −KcdΦaλ−1ΦcΦtd (4.22)
Since ξ(i) are Killing vectors, we have ιξ(i)S
i = 0 for i = 1, . . . , n− 2. Moreover, since
ιξidivhK = 0 and ιξ(i)S
i = 0, we have
divS = ∇aKabΦb+Kab∇aΦb−∇aΦaKcdλ−1ΦcΦtd−Φa∇a
(
Kcdλ
−1ΦcΦtd
)
= 0 . (4.23)
Then by the argument of Proposition 39 and Corollary 40 the function vector Y exists
and is defined by equation (4.6), that is
dY i ≡ 2 ⋆ (Si ∧ ξ♭(1) ∧ · · · ∧ ξ♭(n−2)) (4.24)
for i = 1, . . . , n− 2.
4.2 Generalized Brill (GB) Initial Data
In this section, we introduce generalized Brill (GB) data set (Σ,h, K) with some
assumptions and follow the argument in [3, 39, 96]. Recall that Brill data set is
a three dimensional initial data with vanishing extrinsic curvature, time-symmetric,
and U(1)-action is orthogonal transitive. The GB initial data set has three main
characteristics
1. (Σ,h) is complete four dimensional Riemannian manifold with two ends (at
least one asymptotically flat end).
2. Σ is a simply connected manifold.
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3. The data set is U(1)2-invariant.
In general, the GB data set has two asymptotic ends. We consider one asymptotically
flat end and another end can be asymptotically flat or cylindrical end. By Definition
20 and [15] asymptotically flatness for ends of GB data is equivalent to the asymptotic
behaviour in local chart (U, x) at each end
hab − δab = o2(r−1), Kab = o1(r−2), ∂chab ∈ L2(Σext) . (4.25)
Moreover, the initial data has an asymptotically cylindrical end if Σext is diffeomorphic
to (CR ≡ R+ × N, hc), where N is a closed 3 dimensional manifold and hc is fixed
Riemannian metric on N [36], such that for some positive constants c1, c2 in local
chart x : Σext → CR we have
c1
(
dy2 + hc
) ≤ h ≤ c2 (dy2 + hc) (4.26)
i.e. the metric is equipped to a cylindrical geometry, and
h = dy2 + hc +O(e−νy) (4.27)
where ν > 0. Before we continue to construct this class of data, we have the following
definition of symmetry.
Definition 42. A four dimensional initial data set (Σ,h, K) is called U(1)2-invariant
if there exist two commuting rotational Killing vector fields ξ(i) which generate the
compact Lie group U(1)× U(1) that acts smoothly with no discrete isotropy groups
on Riemannian manifold (Σ,h) and
Lξ(i)h = Lξ(i)K = 0 . (4.28)
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Thus the GB data has isometry group G = U(1) × U(1) with elements k =
(eiτ1 , eiτ2) for 0 ≤ τ1, τ2 ≤ 2π and generators ξ(i). Since G-action does not have
discrete isotropy groups, the only isotropy groups are G1 ≡ {e}, G2 ≡ U(1), and
G3 ≡ G. If there exist any other two commuting Killing vectors ξ˜(i) which generate
G, then they are related to ξ(i) by the matrix
ξ˜(i) =
2∑
j=1
N ji ξ(j), N
j
i ∈ GL(2,Z) (4.29)
with Gram matrix λij = h(ξ(i), ξ(j)). Then the orbit space B = Σ/G is a 2 dimensional
manifold with three different region types corresponding to three isotropy groups. We
have the following result [96].
Proposition 43. [96, Proposition 1]The orbit space B = Σ/G is a 2-dimensional
simply connected smooth manifold with boundaries and corners, i.e. a manifold locally
modelled over R×R (interior points), R+×R (1- dimensional boundary segments) and
R+ × R+ (corners). Furthermore, for each of the 1-dimensional boundary segments,
the rank of the Gram matrix λ is precisely 1, and there is a vector w = (w1, w2) with
integer entries such that λijw
j = 0 for each point of the segment. If wi and wi+1 are
the vectors associated with two adjacent boundary segments meeting in a corner, then
we must have ⎛⎜⎝w1i w1i+1
w2i w
2
i+1
⎞⎟⎠ ∈ GL(2,Z) ⇐⇒ det(wi, wi+1) = ±1. (4.30)
On the corners, the Gram matrix has rank 0, and in the interior it has rank 2.
The proof of this proposition is based on proving that tangent space of the orbits at
each point has 0, 1, and 2 dimensions. We refer the interested reader to the Proposition
1 of [96] for the proof (see the Figure 4.1). Now, let π : Σ → B a be canonical
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interior pointsboundary
corners
another end
Figure 4.1: Orbit space with boundaries and corners. The empty circle which is a point
removed from boundary represents another end.
projection of Σ onto orbit space B. For any point p ∈ B which lifts to an orbit of
principal type (interior points of B have orbits with principal(minimal) type), there
exists a metric q defined byX, Y ∈ TpB. Let pˆ ∈ Σ such that detλ|pˆ ̸= 0 and π(pˆ) = p.
Then the push forward map π∗ : Xξ(i)(Σ) → X (B) such that π∗(Xˆ)|p = π∗|pˆ(Xˆ|pˆ),
where Xξ(i)(Σ) = {X ∈ X (Σ) : h(ξ(i), X) = 0, Lξ(i)X = 0}, is an isomorphism.
Then there exist unique vectors Xˆ, Yˆ ∈ TpˆΣ orthogonal to ξ(i) such that π∗(Yˆ ) = Y
and π∗(Xˆ) = X and we have
q(X, Y ) ≡ h(Xˆ, Yˆ ) . (4.31)
Then by the principal orbit theorem (Theorem 1.13 of [60]) there exists an open dense
set of B which can at least locally be modeled on smooth sub-manifold (perhaps with
boundary and corners) say S of Σ which meets orbits of ξ(i) precisely once and it is
called cross-section of the G-action. Let
p ∈ S¯ ≡ S\{detλij = 0} , (4.32)
65
where λij = h(ξ(i), ξ(j)) and for any X, Y ∈ TpS¯ ⊂ TpB we have
q(X, Y ) = h(X, Y )− 1
dethij
[
h(ξ(2), ξ(2))h(ξ(1), X)h(ξ(1), Y )
+ h(ξ(1), ξ(1))h(ξ(2), X)h(ξ(2), Y )− h(ξ(1), ξ(2))h(ξ(1), X)h(ξ(2), Y )
− h(ξ(1), ξ(2))h(ξ(2), X)h(ξ(1), Y )
]
. (4.33)
This definition coincides with (4.31) when X, Y are tangent to orbit space and in
indices we have the projection map
qab = δ
a
b − hijξa(i)ξ♭(j)b . (4.34)
Thus all information about h is contained in q and in the one-form
ξ♭(i) = h(ξ(i), ·) . (4.35)
This means that there exists a projection Pξ(i) : TΣ → T S¯ such that X → Pξ(i)(X).
Thus X = Y + αiξ(i) where Y ∈ T S¯ and Pξ(i)(X) ≡ Y . Assume that x = (xA), for
A = 1, 2, is a local coordinate on S and propagate these coordinates of S such that
Lξ(i)xA = 0. Moreover, let φi be coordinates that vanish on S and Lξ(i)φi = 1. Then
ξ(i) = ∂φi and Pξ(i)(X
A∂A +X
i∂φi) = X
A∂A and the metric will be
h = qABdx
AdxB + λij(dφ
i + AiBdx
B)(dφj + AjBdx
B) , (4.36)
where ∂φiqab = ∂φiA
i
B = ∂φihij = 0. Thus this is a smooth metric on Σ. Since h is an
asymptotically flat metric with asymptotic condition (4.25), it suggests the following
assumption1
1see Remark 47.
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Assumption 1 We assume that q is a conformally ﬂat smooth 2-dimensional
metric on B (interior and axis) with Weyl coordinates (ρ, z) as a part of four-
dimensional Riemannian metric h such that ρ is harmonic with dρ = 0 nonzero
on interior of B. Moreover, the metric has global representation
qABdx
AdXB = e2V+2v
(dρ2 + dz2)
2
√
ρ2 + z2
, (4.37)
and λij = λ
′
ije
2v.
I− zI+
ρ
a−0
I−F
a−1
I−1
a−n−−1 a
−
n−
I−n−
E
I−E
a+0
I+E
a+1
I−1
a+n+−1 a
+
n+
I+n+ I
+
F
Figure 4.2: The orbit space as half plane with two ends.
Moreover, since B is an (orientable) simply connected 2-dimensional analytic manifold
with boundaries and corners, we may map it analytically to the upper complex half
plane {z ∈ C : Im(z) ≥ 0} by the generalized version of Riemann mapping theorem,
Osgood-Caratheodory theorem, such that one asymptote represents the inﬁnity of
upper half plane and another represented by origin space (see Figure 4.2)[3, 67, 96].
The boundary of the orbit space ∂B lies on the z-axis and it is denoted by Γ ≡ {ρ = 0}.
By proposition 43, we can deﬁne Γ = I+ ∪ I− where
I± =
(
n±⋃
i=1
Ii
)⋃(m±⋃
i=1
a±i−1
)⋃(
I±F
⋃
I±E
)
(4.38)
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Figure 4.3: Orbit space as inﬁnite strip. The map from the z + iρ complex plane to the y + ix
complex plane where y = log r.
where n± ∈ N0 = {0, 1, 2, . . .} and if n± = 0 then m± = n± + 1 and if n± = 0 then
m± = 1 or 0. These points a±i represent the corners and I
±
i = (a
±
i−1, a
±
i ) represent
ﬁnite intervals. On each interval a particular integer linear combination of the ξ(i)
vanishes. The semi-inﬁnite rods I±F and I
±
E at the ends correspond to the axes of
rotation of the ﬁxed asymptotically ﬂat R4 region and the axes of rotation of the
asymptotic E region, respectively. It is possible that these two coincide (e.g. Myers-
Perry initial data) and then I± = I±F = I±E . Without loss of generality, we can choose
ξ(1), ξ(2) to vanish on I
+
F and I
−
F respectively. The ﬁnite-length intervals (rods), on the
other hand, correspond to 2-cycles in Σ.
In order to understand the topology of the two asymptotic ends it is useful to use
the quasi-isotropic coordinate (r, x) with transformation
ρ =
r2
2
√
1− x2, z = r
2
2
x (4.39)
such that it maps conformally the half plane {(ρ, z) : ρ ∈ R+ ∪ {0}, z ∈ R} to
inﬁnite strip {(r, x) : r ∈ R+∪{0}, −1 ≤ x ≤ 1} (see Figure 4.3). In characteristics
of GB data, we consider asymptotically ﬂat and cylindrical ends. But what are the
possible topologies of each end by just considering orbit space B? Clearly each end
is a three dimensional closed manifold that we denote by N . In orbit space picture
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N is a closed interval, i.e. N/G = [a, b] where end points a and b correspond to
isotropy group G2 = {U(1)} which one Killing vector v = viξ(i) vanishes. Note that
it is impossible to have isotropy group G3(= U(1) × U(1)) at a point p ∈ N , which
means both Killing vector fields ξ(i) vanish at p. This fact is due to the following
argument. We know ξ(i) are commuting Killing vector fields and then the derivative
of [ξ(i), ξ(2)] = 0 at p is
∇aξc(1)∇cξb(2) −∇aξc(2)∇cξb(1) = 0 at p . (4.40)
Moreover, since ∇aξc(i) : TpN → TpN are linear transformations (skew-symmetric 3×3
matrix) on TpN and linearly independent, they can be viewed as elements of the Lie-
algebra so(3) which commute. But the Cartan subalgebra (abelian subalgebra) of
so(3) has rank 1 [98]. Thus it is impossible to have isotropy group G3. Then we have
the following proposition which the proof is exactly similar to proposition 2 in [96].
Proposition 44. Let N be a 3 dimensional closed manifold which represents ends of
simply connected, complete, Riemannian manifold Σ with G-action (G = U(1)×U(1)).
Then N is topologically either a ring S1×S2, a sphere S3, or Lens space L(p, q), with
p, q ∈ Z.
Remark 45. The Lens spaces L(p, q) are the spaces obtained by factoring the unit
sphere S3 in C2 by the group action (z1, z2) → (e2iπ/pz1, e2iπ/qz2) and fundamental
group of the Lens space is π1(L(p, q)) = Zp, and q is determined only up to integer
multiples of p and homology groups areHk(L(p, q)) = Z for k = 0, 3 andH1(L(p, q)) =
Zp [80, Example 2.43].
Note that N ∼= S3, S1 × S2, L(p, q) are all spaces with positive Yamabe types,
that is they admit a metric with positive scalar curvature [19, 71]. Then based on
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Proposition 44, Assumption 1 and equation (4.36) and asymptotic fall off equations
(4.25) and (4.27) we have the following assumption
Assumption 2 The coordinate system (ρ, z, φi) forms a global coordinate2
system on Σ where ρ ∈ R+ ∪ {0}, z ∈ R, and φi have period 2π. The functions
v, V, AiB, and λ
′
ij satisfy
(i) as r →∞
v = o1(r
−1), Aiρ = ρo1(r
−5), Aiz = o1(r
−3), V = o1(r−1), (4.41)
λ′ii =
(
1 + (−1)i−1f11r−1−ϵ + o1(r−2)
)
σii, λ
′
12 = ρ
2o1(r
−5) (4.42)
where 0 < ϵ ≤ 1, σij = r22 diag (1− x, 1 + x).
(ii) As r → 0 which represents asymptotically flat end we have
v = −2 log(r) +O1(1), V = o1(r) Aiρ = ρo1(r), Aiz = o1(r3) (4.43)
λ′ii =
(
1 + (−1)i−1f22r1+ϵ + o1(r2)
)
σii, λ
′
12 = ρ
2o1(r
−1). (4.44)
(iii) As r → 0 which represents cylindrical end with topology R+ × N where
N ∼= S3, S1 × S2, L(p, q) we have
v = − log(r) +O1(1), Aiρ = ρo1(r), Aiz = o1(r3)
λ′ij − r2σ¯ij = o1(r), V = O1(1) (4.45)
where hc = e2V dx
2
4(1−x2) + σ¯ijdφ
idφj is a metric on N .
2see Remark 47
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(iv) as ρ→ 0 and w = wi ∂
∂φi
is the Killing vector vanishes on the rod Ii
V = O1(1), v = O1(1), A
i
ρ = O1(ρ), A
i
z = O1(1), (4.46)
λ′ijw
j = O(ρ2), and otherwise λ′ij = O(1) , (4.47)
and to avoid conical singularities on the axis Γ we have
V (z) =
1
2
lim
ρ→0
log
(
2
√
ρ2 + z2λ′ijw
iwj
ρ2
)
≡ 1
2
log Vi, (4.48)
for z ∈ Ii = (ai, ai+1), wi ∈ Z, and log Vi ∈ L1(R).
Definition 46. A generalized Brill (GB) initial data set (Σ,h, K) is a U(1)2-invariant,
simply connected, complete, maximal, initial data set and h on Σ admits a global
representation of the form
h = e2U+2v
(
dρ2 + dz2
)
+ e2vλ′ij
(
dφi + AiBdx
B
) (
dφj + AjBdx
B
)
(4.49)
where (x1, x2) = (ρ, z), detλ′ = ρ2, ρ ∈ [0,∞), z ∈ R, and φi ∈ [0, 2π] and U =
V − 1
2
log
(
2
√
ρ2 + z2
)
and the functions v, V, AiB and λ
′
ij satisfy in Assumption 2 and
extrinsic curvature satisfy
|K|h = o1(r−2), as r →∞ |K|h = o1(r2) as r → 0 (4.50)
|K|h = O1(1) as ρ→ 0 (4.51)
Remark 47. Note that based on argument in [39] for 3 dimensional data with U(1)-
action, it suggests assumptions 1 and 2 are unnecessary and we will investigate this
problem in future and in this thesis we continue by the assumptions.
Remark 48. Since two known extreme vacuum, U(1)2-invariant stationary black hole
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solutions have the following property
V = V¯ (x)r−2 + o1(r−2),
∫ 1
−1
V¯ (x)dx = 0, r →∞ (4.52)
We assume all extreme vacuum, U(1)2-invariant stationary black hole solutions have
this decay..
We have the following interesting result about lower bound of |K|h for any GB
initial data.
Lemma 49. Let (Σ,h, K) be a GB initial data with ιξ(i)divhK = 0. Then
|K|2h ≥ e−2U
∇Y tλ−1∇Y
2 detλ
(4.53)
where ∇ is the covariant derivative with respect to flat metric δ3 = dρ2 + dz2 + ρ2dϕ2
on R3.
Proof. The metric for Brill data is
h = e2U+2v
(
dρ2 + dz2
)
+ e2vλ′ij
(
dφi + AiBdx
B
) (
dφj + AjBdx
B
)
. (4.54)
Now introduce the co-frame of one forms {θa}
θB = ev+UdxB, θi+2 = ev
(
dφi + AiBdx
B
)
, (4.55)
so that the metric can be expressed as
h = (δ2)BC θ
BθC + λ′ijθ
i+2θj+2 (4.56)
where δ2 = dρ
2+dz2 is flat 2 dimensional Riemannian metric and the associated dual
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frame of basis vectors
eB = e
−(v+U) (∂B − AiB∂φi) ei+2 = e−v∂φi (4.57)
Since ιξ(i)divK = 0 and Σ is simply connected, then by Remark 41 we have
dY i = 2 ⋆
(
Si ∧ ξ♭(1) ∧ ξ♭(2)
)
(4.58)
where Sa ≡ KabΦb −KcdΦaλ−1ΦcΦtd. Then we have
dY i
2
= ϵabcdK
b
eξ
e
(i)ξ
c
(1)ξ
d
(2)dx
α
= ϵ(∂B, ∂C , ∂φ1 , ∂φ2)K(dx
C , ∂φi)dx
B
= e3vϵ(eB, eC , e3, e4)K(θ
C , ∂φi)θ
B
= e3vρϵBCK(θ
C , ei+2)θ
B (4.59)
where ϵBC is the volume form on the flat two-dimensional metric. Noting KC(i+2) =
K(eC , ei+2) = K(θ
C , ei+2) we read off
K2(i+2) =
e−(4v+U)
2ρ
∂ρY
i , K1(i+2) = −e
−(4v+U)
2ρ
∂zY
i. (4.60)
Noting that in this basis,
|K|2h = K211 +K222 + 2K212 + 2λ′ijK1(i+2)K1(j+2) + 2λ′ijK2(i+2)K2(j+2)
+ λ′ijλ′klK(i+2)(k+2)K(j+2)(l+2) ≥ 2λ′ijK1(i+2)K1(j+2) + 2λ′ijK2(i+2)K2(j+2)
=
e−2(4v+U)
2ρ2
(δ3)
ABTr
[
λ′−1∇AY t∇BY
] ≡ e−2(4v+U)
2ρ2
[∇Y tλ′−1∇Y ] (4.61)
since the functions Y i are independent of auxiliary angle ϕ in δ3 we can assume capital
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Latin indexes are A,B = 1, 2, 3. Now we define λ = e2vλ′ which yields detλ = e4vρ2
and the result.
Remark 50. Consider GB initial data (Σ,h, K). Then by definition of twist potential
Y = (Y 1, Y 2) in equations (4.24) and (4.60) we have
∂AY
i = (−1)A+1ρe2UKA(i+2) + (−1)Aρe4UAiAK(i+2)(j+2) (4.62)
with norm
|∇Y i| = (|∂ρY i|2 + |∂zY i|2) 12 ≤ Cr−1ρe4U+α (|K1(i+2)|+ |K2(i+2)|) . (4.63)
Furthermore, asymptotics for KA(i+2), A = 1, 2 may be obtained from the asymptotics
of |K|h and λ′ through the inequality
2
∑
A=1,2
λ′ijKA(i+2)KA(i+2) ≤ |K|2h. (4.64)
Therefore, we have the following asymptotes for twist potentials Y i at each ends and
the axis.
(a) as r →∞
Y 1 = const + ρ2
4
√
1− x
2
o1(r
−2),
⏐⏐∇Y 1⏐⏐ = ρ 4√1− x
2
o1(r
−2), (4.65)
Y 2 = const + ρ2
4
√
1 + x
2
o1(r
−2),
⏐⏐∇Y 2⏐⏐ = ρ 4√1 + x
2
o1(r
−2) . (4.66)
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(b) as r → 0 and asymptotically flat end
Y 1 = const + ρ2
4
√
1− x
2
o1(r
−6),
⏐⏐∇Y 1⏐⏐ = ρ 4√1− x
2
o1(r
−6), (4.67)
Y 2 = const + ρ2
4
√
1 + x
2
o1(r
−6),
⏐⏐∇Y 2⏐⏐ = ρ 4√1 + x
2
o1(r
−6) . (4.68)
(c) as r → 0 and k > 2 for asymptotically cylindrical end
Y 1 = const + ρ2
4
√
1− x
2
o1(r
−2),
⏐⏐∇Y 1⏐⏐ = ρ 4√1− x
2
o1(r
−2), (4.69)
Y 2 = const + ρ2
4
√
1 + x
2
o1(r
−2),
⏐⏐∇Y 2⏐⏐ = ρ 4√1 + x
2
o1(r
−2) . (4.70)
(d) as ρ→ 0 and z > 0
Y 1 = const +
4
√
1− x
2
O(ρ3),
⏐⏐∇Y 1⏐⏐ = ρ 4√1− x
2
O(ρ), (4.71)
Y 2 = const +
4
√
1 + x
2
O(ρ2),
⏐⏐∇Y 2⏐⏐ = ρ 4√1 + x
2
O(1) . (4.72)
(e) as ρ→ 0 and z < 0
Y 1 = const +
4
√
1− x
2
O(ρ2),
⏐⏐∇Y 1⏐⏐ = ρ 4√1− x
2
O(1), (4.73)
Y 2 = const +
4
√
1 + x
2
O(ρ3),
⏐⏐∇Y 2⏐⏐ = ρ 4√1 + x
2
O(ρ) . (4.74)
Now we have the following interesting result about the angular momenta.
Proposition 51. Let (Σ,h, K) be a GB initial data set with ιξidivhK = 0 . Then
ADM angular momenta J(i) are conserved quantities and
Ji =
π
4
[
Y i(x = 1)− Y i(x = −1)] . (4.75)
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Proof. By ADM angular momenta formula (3.20), we know angular momenta of a 3
dimensional closed surface S are
Ji(S) = 1
8π
∮
S
Kabν
aξb(i) dS . (4.76)
Let S ⊂ Σ with unit normal vector ν and S1, S2 be two 3 dimensional surface with
isometry U(1)2 such that ∂S = S1 ∪ S2. Then if we consider ιξ(i)divhK = 0 we have
0 =
1
8π
∫
S
ιξ(i)divhK dµ0 =
1
8π
∮
S1∪S2
Kabν
aξb(i) dS = Ji(S2)− Ji(S1) . (4.77)
Thus angular momenta are conserved quantities. Since ιξidivhK = 0 and by Corollary
41 the twist potentials globally exist and it is
dY i = 2 ⋆
(
Si ∧ ξ♭(1) ∧ ξ♭(2)
)
, (4.78)
where (S1, S2)t = KabΦ
b − KcdΦaλ−1ΦcΦtd. On GB initial data (Σ,h, K) we can
construct an orthonormal frame (ζ, ν, ξ(1), ξ(2)) where
ζ = (detλ)−1/2ϵabcdνaξc(1)ξ
b
(2) , (4.79)
where ζ is in the direction of x. Then the ADM angular momenta is
Ji =
1
8π
lim
r→∞
∮
Sr
Kabν
aξb(i) dS =
1
8π
lim
r→∞
∮
Sr
Siaν
a dS
=
1
8π
lim
r→∞
∮
Sr
1
2 detλ
ϵabcdξ
c
(1)ξ
b
(2)∇dY (i)νa dS
=
1
16π
lim
r→∞
∮
Sr
1√
detλ
ζa∇aY i dS
=
π
4
∫ 1
−1
∂xY
i dx =
π
4
[
Y i(x = 1)− Y i(x = −1)] , (4.80)
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where dS =
√
hxx detλ dxdφ
1dφ2 and ζa =
√
hxx dx.
By Section 4.1 for the vacuum (µ = j = 0) t − φi-symmetric data, the metric
takes the form (4.49) with Aia = 0 and the extrinsic curvature is determined fully
from the twist potentials Y i. Thus this suggests that the data is characterized by five
scalar functions, or equivalently, the triple u = (v, λ′, Y ), where v is a function, λ′ is
a positive definite symmetric 2× 2 matrix, and Y is a column vector. Explicitly, for
vacuum t− φi symmetric initial data set, we can express the extrinsic curvature as
Kab = 2e
−2vSt(bλ
′−1Φa) . (4.81)
where Φa = (ξa(1), ξ
a
(2))
t is a column vector and S = (S1, S2)t is a column vector with
components Si defined by (4.78). This motivates the following definition.
Definition 52. Let (Σ, h,K) be a GB initial data set with µ ≥ 0 and ιξidivhK = 0.
We define the associated reduced data set to be the vacuum t−φi-symmetric data set
characterized by the triple u = (v, λ′, Y ) where (v, λ′) is extracted from the original
data set and Y is defined in (4.78) and we denote this initial data by (B, u).
Then we have the following result about this class of data.
Lemma 53. Let (B, u) be the associated reduced data set of a GB data set. Then the
associated reduced data set can be characterized by a triple u = (v, λ′, Y ) and orbit
space.
Proof. A vacuum t−φi-symmetric data set obtained from GB initial data set has the
following metric and extrinsic curvature
h = e2vh˜, h˜ = e2v
[
e2U
(
dρ2 + dz2
)
+ λ′ijdφ
idφj
]
, Kab = 2S
t
(aλ
−1Φb) (4.82)
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where U = V − 1
2
log
(
2
√
ρ2 + z2
)
and
Si =
1
2 detλ
ιξ(2)ιξ(1) ⋆ dY
i . (4.83)
Therefore, the vacuum t−φi-symmetric data set characterized by six functions (U, v, λ′, Y )
with boundary conditions (4.41)-(4.45). These functions are coupled by Hamiltonian
constraint (3.12). If we assumeKab = e
−2vK˜ab and apply Corollary 5, the Hamiltonian
constraint convert to the Lichnerowiscz equation
∆h˜Φ−
1
6
Rh˜Φ +
1
6
K˜abK˜
abΦ−5 = 0 , (4.84)
where Φ = ev. Now we substitute scalar curvature which is equation (5.48) (set
H ij = 0), extrinsic curvature (4.21), and ∆h˜ = e
2U∆3 to get
∆3v +
1
3
∆2U − det∇λ
′
12ρ2
= e−6v
∇Y tλ′−1∇Y
12ρ2
(4.85)
where ∆3 is three dimensional Laplace operator with respect to metric δ3. Now for
given (v, λ′ij, Y ), and definition of U we have a linear two dimensional Poisson equation
for V with Dirichlet boundary conditions:
⎧⎪⎪⎨⎪⎪⎩
∆2V = F (ρ, z) in B ≡ R2+
V = g(z) = −1
2
∑
rods log Vi(z)χIi on Γ ≡ ∂R2+
(4.86)
where V = o(r−1) and V = o(1), o(r1) as r →∞ and r → 0, respectively. Moreover,
χIi(x) = 0 if x /∈ Ii and χIi(x) = 1 if x ∈ Ii. Now we define a set
A1 ≡ {u = (v, λ′, Y ) : V is a solution of (4.86)} , (4.87)
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to be a class data set u such that the solution of equation (4.86) exists.
4.3 Global Topology of Slice
In this section we discuss global topology of the GB data (Σ,h, K) (argument of
[3, 5, 91]). Consider the GB data set, then Σ is complete, oriented, simply connected,
and it has two asymptotic ends, each of which is asymptotically flat or asymptotically
cylindrical. There is always at least one end of the former type. As a simple example,
the t =constant hypersurface is a maximal initial data slice of the Schwarzschild-
Tangherlini spacetime with the topology R× S3 [142], which has two asymptotically
flat ends. Asymptotically cylindrical ends (the geometry approaches a product metric
on R×N where N is a closed 3-manifold of positive Yamabe type by Proposition 44)
arise in the context of initial data set for extreme black holes.
In general, assume N is a four dimensional, closed, simply connected oriented
smooth manifold admitting an effective torus U(1)2 action, Orlik and Raymond clas-
sified these manifolds [126]. They proved since π1(M) = 0 (M is simply connected),
the only finite isotropy group is the identity. Moreover, they show that such manifolds
must have the topology of connected sums of copies of S2 × S2, CP2, and CP2 (note
that taking the connected sum with S4 is the identity operation), i.e.
N ∼= n1
(
S2 × S2)#n2 (CP2)#n3 (CP2#CP2) (4.88)
where # denotes the connected sum of manifolds [80]. Note that if N has spin
structure, then n2 = n3 = 0. One may obtain asymptotically flat ends by removing
points, or equivalently, taking the connected sum with R4. For example, the topology
of the maximal slice of Schwarzschild discussed above can be obtained simply by
removing two points from S4. But what about other types of end? The slice with
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cylindrical topology arises in the context of an extreme black hole. Since the horizon
of an extreme black hole has infinite distance from a point in the slice, the end of
slice has horizon topology. Therefore, topology of a slice of an extreme black hole is
equivalent to the slice topology in the domain of outer communication and we denote
it by Σ0. In [91] Holland, Hollands, and Ishibashi prove the following result about
topology of slice of black holes with R× U(1) isometry.
H i0
I +
I −
Singularity
Σ0
DOC
Figure 4.4: The domain of outer communication is the green region and it has topology
R× Σ0.
Theorem 54. [91, Result 2] Consider an analytic, stationary, rotating vacuum black
hole spacetime with isometry group R×U(1). Then the domain of outer communica-
tion has topology M ∼= R× Σ0 where
Σ0 ∼=
[
R4#n1
(
S2 × S2)#n2 (CP2)#n3 (CP2#CP2)]−B (4.89)
where B is a compact manifold without boundary such that ∂B¯ ∼= H and ni ∈ Z.
Since the slice of GB data has all assumptions of Theorem 54 with extra U(1) sym-
metry, we can obtain similar result for GB data with cylindrical topology. Therefore
we can summarize with the following corollary.
Corollary 55. Let (Σ,h, K) be a GB data set, then the topology of Σ is one of the
following
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(a) Σ has two asymptotically flat ends
Σ ∼= R4#n1
(
S2 × S2)#n2 (CP2)#n3 (CP2#CP2)#R4 (4.90)
where n1, n2, n3 ∈ Z. Note that if Σ has spin structure then n2 = n3 = 0.
(b) Σ has one asymptotically flat end and one cylindrical end with topology R × N
such that N ∼= S3, S1 × S2, L(p, q)
Σ ∼=
[
R4#m1
(
S2 × S2)#m2 (CP2)#m3 (CP2#CP2)]− B¯ (4.91)
where m1,m2,m3 ∈ Z and B¯ is a compact manifold with boundary ∂B¯ = N . Note
that if Σ has spin structure then m2 = m3 = 0.
For explicit example of five dimensional stationary black holes with U(1)2 sym-
metry, the argument is different. The t constant slice Σ0 of these solutions is a 4
dimensional manifold with horizon boundary. If the black hole is extreme, H is in-
finitely far away and if we remove H we obtain Σ. In non-extreme case one can
compactify Σ0 by gluing in a closed 4-ball D
4
∞ and get Q = Σ0 ∪D4∞, and then apply
the doubling procedure to obtain a closed manifold. Note that the double of Q is
the quotient space of Q ⊔Q obtained by identifying each point in the boundary ∂Q
of the first copy of Q with the corresponding point in the boundary of the second
copy [109] and denoted by QD. Then we remove two points from QD and the slice
topology is Σ ∼= R4#QD#R4 [3].
For the case of the Myers-Perry black hole the topology of ΣMP0 is Σ
MP
0
∼= [0, 1)×
S3 [7]. Note that ΣMP0 is asymptotically flat, simply connected, and has an inner
boundary ∂ΣMP0 = −S3. Then the topology of extreme Myers-Perry is ΣEMP =
(0, 1)×S3. For the non-extreme case, we compactify this manifold and we getQMP ∼=
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[0, 1]×S3 ∼= D4 and the doubling isQMPD ∼= S4. Then topology of non-extreme Myers-
Perry slice is ΣMP ∼= R4#S4#R4 ∼= (0, 1) × S3. The spatial slice ΣBR0 of the doubly
spinning black ring spacetime has topology
ΣBR ∼= R4 − Int(R)
where R is a regular neighborhood of an embedded S1 in R4. Note that Int(R) is
the standard choice and it is possible that we choose another 4-dimensional compact
manifold with boundary S1 × S2. We call Int(R) the standard black hole region. The
choice of the embedding of S1 into R4 is not relevant due to the fact that any pair
of ‘locally flat’ embeddings of S1 in R4 (or S4) differ by a homeomorphism of R4
(respectively S4), for this topological result see [21, 78].
Consider the 4-dimensional sphere S4. Let B be a closed 4-dimensional ball in
S4, let R be a regular closed neighborhood of a locally flat embedded S1 in S4, and
assume that B ∩R = ∅. Since S4 −B ∼= R4, it is immediate that
ΣBR0
∼= S4 − [B ⊔ Int(R)] . (4.92)
Regard S4 as the one-point compactification R4 ∪ {∞} of R4, and without loss of
generality assume that R is a regular neighborhood of the S1 formed by the w-axis of
R4 together with {∞}. Then one verifies that
S4 − Int(R) ∼= S2 ×D2, (4.93)
where D2 denotes the 2-dimensional closed disk; we refer the reader to Figure 4.5. It
follows that
ΣBR0
∼= (S2 ×D2)−B. (4.94)
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R3
S1 ×B3
S1 = R ∪ {∞}
(a) We delete S1 ×B3 from S4
S2 ×D2
S
1
×
B
3
S4
(b) S2×D2 is space around S1×B3
S2 ×D2#R4
(c) S2 ×D2#R4
Figure 4.5: The black ring slice as (S2 ×D2)#R4. (a) shows a regular neighborhood R ∼= S1 ×B3
of S1 = {w-axis} ∪ {∞} is deleted from S4 ∼= R4 ∪ {∞}. (b) the space obtained is homeomorphic to
S2 ×D2 (c) The black ring slice topology, S2 ×D2#R4.
Since removing a closed ball from a 4-manifold is equivalent to a connected sum
with R4, we also have that
ΣBR0
∼= (S2 ×D2)#R4,
The homology of ΣBR0 is computed as follows. Since R4 = ΣBR0 ∪R and R∩ΣBR0 =
∂R ∼= S1×S2 and R is homotopic to S1; the Mayer-Vietoris sequence for R4 = ΣBR0 ∪R
0→ Hi(S1 × S2)→ Hi(ΣBR0 )⊕Hi(S1)→ 0, i ≥ 1 ,
determines all homology groups of ΣBR0 and its Euler characteristic; namely[7]
Hn(ΣBR0 ) =
⎧⎪⎨⎪⎩ Z n = 0, 2, 30 others χ(ΣBR0 ) =
4∑
n=0
(−1)ndimHn(M) = 1.
This computation is a particular case of our Theorem 56.
Since ΣBR0
∼= R4−Int(R) where R is the regular neighborhood of an embedded S1, a
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standard dimension argument shows that ΣBR0 is simply-connected. Since H2(ΣBR0 ) ∼=
Z, the Hurewicz theorem shows that π2(ΣBR0 ) ∼= Z. More generally,
π1(Σ
BR
0 ) = 0, π2(Σ
BR
0 ) = Z, π3(ΣBR0 ) = Z π4(ΣBR0 ) ̸= 0, (4.95)
where the claims about π3(Σ
BR
0 ) and π4(Σ
BR
0 ) are prove in Appendix C.1.
Note that ΣBR0 is asymptotically flat, simply connected, and has an inner boundary
∂ΣBR0 = −S1 × S2. Then the topology of extreme black ring is ΣEBR = S2 ×B2#R4
where B2 is a 2 dimensional open ball. For the non-extreme case, we compactify this
manifold and we obtain QBR0
∼= S2 ×D2 and the doubling is QBRD ∼= S2 × S2. Then
topology of non-extreme black ring slice is ΣBR ∼= R4#S2 × S2#R4.
4.3.1 Topology of Σ0
In this section we study topology of Σ0 for multiple black holes[7]. We do not consider
Lens spaces topology and we assume Σ0 has spin structure with n1 = 0 in Theorem 54.
We define the standard region of a black hole with H ∼= #m (S1×S2) as Nϵ
(∨li=1S1i )
where Nϵ represents a regular neighbourhood. This definition requires us to show
that there are no knotted embeddings of Nϵ
(∨li=1S1i ) into R4. We compute the Euler
number of a slice of a five-dimensional spacetime containing m black holes (the exis-
tence of which is consistent with all known constraints). Observe that this means we
are considering spacetimes which contain a disjoint union of horizons, each of which
is consistent with the horizon classification of [91, 94]. Although there are no explicit
solutions for such geometries, we can still discuss aspects of their topology.
Theorem 56. Consider an asymptotically flat stationary spacetime (M, g) containing
m = n1 + n2 + n3 black holes and horizon
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H ∼=
(
n1∐
i=1
S3
)∐( n2∐
i=1
(
S1 × S2))∐( n3∐
i=1
#l (S1 × S2)
)
. (4.96)
Assume that the domain of outer communication has the form R × Σ0 where Σ0 ∼=
R4 −B and B is the standard black hole region for H. Then the Euler number of Σ0
is χ = 1− n1 + n3(l − 1) and the homology of Σ0 is given by expression (4.104).
Proof. In this case the black hole region is
B ∼=
(
n1∐
i=1
Int(B4)
)∐( n2∐
i=1
(
S1 × Int(B3)))∐( n3∐
i=1
Nϵ
(∨li=1S1i )
)
. (4.97)
The homology of the black hole region is
Hn(B) =
n1⨁
i=1
Hn
(
Int(B4)
) n2⨁
i=1
Hn
(
S1 × Int(B3)) n3⨁
i=1
Hn
(Nϵ (∨li=1S1i )) . (4.98)
Since Hn
(Nϵ (∨li=1S1i )) =⨁li=1Hn(S1i ) we have
Hn(B) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Zm n = 0
Zn2+n3l n = 1
0 others
(4.99)
Also the homology of the horizon is
Hn(H) =
n1⨁
i=1
Hn
(
S3
) n2⨁
i=1
Hn
(
S1 × S2) n3⨁
i=1
Hn
(
#l
(
S1 × S2)) (4.100)
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By the long exact sequence and the excision theorem, a calculation shows
Hn
(
#l (S1 × S2)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Z n = 0, 3
Zl n = 1, 2
0 n ≥ 4
(4.101)
then
Hn(H) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Zm n = 0, 3
Zn2+n3l n = 1, 2
0 n ≥ 4
(4.102)
Since R4 ∼= Σ0 ∪B with B ∩ Σ0 ∼= H, from the long exact sequence
Hn+1(R4)→ Hn(H)→ Hn(B)⊕Hn(Σ0)→ Hn(R4) (4.103)
we deduce the following:
dimHn R4 H B Σ0
n = 0 1 m m 1
n = 1 0 n2 + n3l n2 + n3l 0
n = 2 0 n2 + n3l 0 n2 + n3l
n = 3 0 m 0 m
n ≥ 4 0 0 0 0
Table 4.1: Homology groups of Σ0
The homology of a slice of spacetime containing m stationary black holes is
Hn(Σ0) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Z n = 0
Zn2+n3l n = 2
Zm n = 3
0 n = 1andn ≥ 4
(4.104)
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Then the Euler number is
χ(Σ0) =
4∑
n=0
(−1)ndim (Hn (Σ)) = 1− n1 + n3 (l − 1) . (4.105)
We remark that under the assumptions of Theorem 56, Hurewics’ theorem implies
π2(Σ0) = Zn2+n3l. Further, suppose that (M, g) is an asymptotically flat stationary
spacetime containing a black hole with horizon H such that R4 ∼= Σ0 ∪ B, H ∼=
Σ0 ∩ B. We are unaware whether the following statement is true: topologically, the
only possibilty for the black hole region B with horizon #m (S1 × S2) is a regular
neighbourhood of ∨mi=1S1i . We can, however, show the following:
Theorem 57. Suppose that (M, g) is an asymptotically flat stationary spacetime con-
taining a black hole with horizon H such that R4 ∼= Σ0 ∪ B and H ∼= Σ0 ∩ B where
H ∼= #m (S1 × S2). Then the homology of B is the same as the homology of the
standard black hole region for H. Moreover, the homology of Σ0 is the same as the
homology of the Σ0 obtained by removing the standard black hole region from R4.
Proof. Consider the Mayer-Vietoris sequence
...Hn+1(R4)→ Hn(#m (S1 × S2))→ Hn(B)⊕Hn(Σ0)→ Hn(R4)... (4.106)
Observe that
• H0(B) = H0(Σ0) = Z since B and Σ0 are connected.
• H1(B) = Zm. This follows since by topological censorship [69, 70], asymptotic
flatness implies Σ0 is simply connected so H1(Σ) = 0.
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• H2(B) = 0 and H2(Σ0) = Zm. Indeed, by Alexander duality [80, Theorem
3.44], H2(Σ0 ∪ {∞}) = H2(S4 − B) = H1(B) = Zm. Then, observe that,
H2(Σ0) = H2(Σ0 ∪ {∞}) since removing an interior point of a 4-manifold does
not change the second homology group. This last statement is well known and
is proved as follows: consider the sequence for the pair (M4,M4−{p}) and use
that H2(M4,M4 − {p}) = H2(R4,R4 − {p}) = H2(S3) which holds by excision.
• H3(B) = 0 and H3(Σ) = Z. Analogously, by Alexander duality [80, Theorem
3.44], H3(Σ0 ∪ {∞}) = H3(S4 − B) = H˜0(B) = Z. Then H3(Σ0) = H3(Σ ∪
{∞}) = Z.
• Hn(B) = Hn(Σ0) = 0 for n ≥ 4 since B and Σ0 are 4-manifolds with boundary.
Observe this agrees with the homology of the standard case forH ∼= #m (S1×S2).
Recall that we previously defined the standard black hole region B for a black hole
with horizon a connected sum #m (S1 × S2) of m copies of S1 × S2 to be a smooth
regular neighbourhood of a subspace homemorphic to ∨mi=1S1i of S4. We want to make
sure that generically different ways to consider B are equivalent. Specifically, if B1 and
B2 are two different possible standard regions, then there is a diffeomorphism h : S
4 →
S4 such that h(B1) = B2. In fact the stronger statement that h is differentiable and
isotopic to the identity map follows from standard results in differential topology as
informally described below.
First, the notion of subspace is restricted to being a subcomplex in a triangulation
of S4, and smooth regular neighborhood is defined as done by Hirsch [89]. Then any
pair of smooth regular neighbourhoods of a subcomplex ∨mi=1S1i of S4 are differentiable
isotopic. By reasons of dimension, any pair of subcomplexes of S4 homemorphic to
∨mi=1S1i of S4 are isotopic, and this isotopy extends to an ambient differentiable isotopy
by the Isotopy Extension Theorem [88].
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4.4 Summary
This chapter is the first step toward mass-charge-angular momenta inequality. In Sec-
tion 4.1, we construct a class of n dimensional initial data with U(1)n−2 isometry plus
extra restrictions in Definition 36 and it is called t−φi symmetric data. This class of
initial data set includes initial data set of the all vacuum stationary, U(1)n−2-invariant
solutions of Einstein equations. Moreover, we construct a traceless-trancevese sym-
metric (0,2)-tensor which represents the extrinsic curvature in vacuum. In Section 4.2,
we consider a more general class of four dimensional data which is a generalization of
the three dimensional Brill’s data(see [39, 53]).
In our analysis we consider some assumptions regarding existence of the global
representation of h and we leave this as an open problem. Moreover, we study the
orbit space geometry of the GB initial data. In Section 4.3, we presented the topology
Σ for known black hole solutions and multiple black holes. If the topology of horizon is
not spherical or Lens space, we showed topology of Σ in the extreme and non-extreme
cases are different.
Chapter 5
A Mass Functional M and Positive
Mass Theorem
In this chapter we construct a mass functionalM for the class of generalized Brill (GB)
initial data sets which we defined in Chapter 4. We prove that mass of any GB initial
data set is greater than or equal to the mass of vacuum t− φi symmetric initial data
sets, i.e. associated reduced data. Moreover, the critical points of the mass functional
are stationary, U(1)2-invariant black solutions of the Einstein equation. Finally, we
prove a positive mass theorem for restricted class of GB data sets. The results of
this chapter appeared in the following journal article: (AA.2) Physical Review D, 90
(12), 124,078(2014)[3], and (AA.5) arXiv:1508.02337 which was submitted to Journal
of Mathematical Physics [5] in July 2015.
5.1 Construction of M
An important step in the proof of the mass angular momenta inequality was the con-
struction of a well-defined mass functionalM, which is a lower bound for ADM mass
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of any GB initial data set. In 3+1 dimensional case, Dain constructed a mass func-
tional for reduced vacuum t− φ symmetric initial data. In that case, M =M(v, Y )
depends on two scalar functions v and Y which can be shown to fully specify the ini-
tial data set. The proof shows that m =M(v, Y ) for t−φ symmetric maximal initial
data, and that m ≥ M for arbitrary axisymmetric maximal data [53]. M(v, Y ) can
be shown to be positive-definite and the unique minimizer is extreme Kerr, completing
the elegant argument [52].
It is natural to expect an analogous inequality would hold in D = 5 dimensions,
under suitable restrictions on the initial data. The situation is particularly interesting
as there are potentially two known candidates for minimizers: extreme Myers-Perry
black holes with H ∼= S3 [124], and extreme black rings with H ∼= S1 × S2 [64]. The
masses of these solutions satisfy
M3 =
27π
32
(|J1|+ |J2|)2 (Myers-Perry) (5.1)
M3 =
27π
4
|J1|(|J2| − |J1|) (black ring) (5.2)
where Ji are conserved angular momenta computed in terms of Komar integrals. Of
course it is not manifestly clear how an expression which is derived from the ADM
mass (i.e. evaluated at spatial infinity) would capture information on the topology of
the horizon - indeed, at the level of the initial data, the horizon is a minimal surface
in the interior. It is worth noting that another, related class of geometric inequali-
ties relating the area of marginally outer trapped surfaces to the angular momenta
(and charge) have also been established in three spatial dimensions[59, 103]. Once
again the geometries which uniquely saturate the bound were the horizon geometries
corresponding to the extreme Kerr geometry. As pointed out in Chapter 3, recently,
Hollands has derived an area-angular momenta inequality in general dimension D,
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for spaces admitting a U(1)D−3 action as isometries[90]. In this case, the inequality
depends on the topology of the marginally outermost trapped surface.
In this chapter, we construct a positive-definite functional M which evaluates
to the mass for GB initial data set. We prove a variational principle for this mass
functional. In particular, we show critical points ofM are stationary, U(1)2-invariant,
vacuum black holes. In this sense our mass functional is an extension of Dain’s
functional M(v, Y ), which also has this property. However, there are a number of
important differences. As we will elaborate, our functional contains boundary terms
which encode the ‘rod structure’ of the initial data.
Now , let (Σ,h, K) be a GB initial data set with metric
h = e2U+2v
(
dρ2 + dz2
)
+ e2vλ′ij
(
dφi + AiBdx
B
) (
dφj + AjBdx
B
)
(5.3)
with asymptotic behaviors in Definition 46. Then we parametrized the metric and
extrinsic curvature with the following conformal rescaling
hab = Φ
2h˜ab, Kab = Φ
−2K˜ab (5.4)
where Φ = ev. Then by the asymptotic behavior of GB initial data at the asymptot-
ically flat end in the chart (U, x), i.e. r →∞ we have
Φ− 1 = o(r−2), h˜ab = δab + o(r−2) . (5.5)
Then the integrand of ADM mass equation (3.17) is
∂ahac − ∂chaa = 2Φ (∂aΦ) h˜ac + Φ2
(
∂ah˜ac
)
− 2Φ (∂cΦ) h˜aa − Φ2
(
∂ch˜aa
)
= −6∂cΦ + ∂ah˜ac − ∂ch˜aa + o(r−3). (5.6)
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Therefore we find
MADM =
1
16π
lim
r→∞
∫
Sr
−6∂cΦnc dS +mh˜
=
1
64π
lim
r→∞
∫
Sr
−6v,r r3dxdφ1dφ2 +M h˜ADM (5.7)
= −3π
8
∫
IF
v,r dx+M
h˜
ADM (5.8)
where we that used Φ = ev = 1 + o1(r
−1) as r → ∞ in first equality. The second
equality follows from U(1)2-invariant symmetry of v. Recall the boundary of the orbit
space consists of the asymptotic regions
BF ≡ {z, ρ→∞, z(ρ2 + z2)−1/2 finite} = {r →∞,−1 ≤ x ≤ 1}, (5.9)
BE ≡ {z, ρ→ 0} = {r → 0,−1 ≤ x ≤ 1}. (5.10)
and the axis Γ. Now we find the ADM mass of the conformal metric h˜.
Lemma 58. Consider a GB data (Σ, h,K, µ, j) with the rescaling (5.4). Then
M h˜ADM = −
π
4
∫
BF
(
r3
2
V,r − r2V
)
dx. (5.11)
Proof. Let us consider the flat metric in coordinate (yi)
δ4 = dy
2
1 + dy
2
2 + dy
2
3 + dy
2
4 , (5.12)
with the following transformation to (r, x, φ1, φ2)( or (ρ = r
2
2
√
1− x2, z = r2
2
x, φ1, φ2))
y1 = r
√
1 + x
2
cosφ1 y2 = r
√
1 + x
2
sinφ1,
y3 = r
√
1− x
2
cosφ2, y4 = r
√
1− x
2
sinφ2,
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r =
√∑
i
y2i , x =
(y21 + y
2
2)− (y23 + y24)
r2
,
φ1 = arctan
(
y2
y1
)
, φ2 = arctan
(
y4
y3
)
.
First we write the conformal metric in (r, x, φ1, φ2) coordinate.
h˜ = δ4 +
(
e2V − 1)(dr2 + r2
4(1− x2)dx
2
)
  
BI
+
(
λ′ij − σij
)
dφidφi  
BII
+2λ′ijA
i
adx
adφj  
BIII
+ terms quadratic in Aia. (5.13)
The mass of δ4 is zero. By Assumption 2 in Definition 46, the last quadratic terms
in (5.13) will not give any contribution to the mass integral. Now we compute the
mass of each term BI , BII , and BIII . First, by the asymptotic behavior of functions
(equations (4.41) and (4.42) ) we have
BI +BII =
(
e2V − 1) δ4 + 1
2
[
f11
r2
− (e2V − 1)] r2(1 + x) (dφ1)2
+
1
2
[
−f11
r2
− (e2V − 1)] r2(1− x) (dφ2)2
=
(
e2V − 1)  
CI
δ4 +
[
f11r
−1−ϵ − (e2V − 1)] (y1dy2 − y2dy1)2
y21 + y
2
2  
CII
+
[−f11r−1−ϵ − (e2V − 1)] (y4dy3 − y3dy4)2
y23 + y
2
4  
CIII
,
+ λ′12
(y4dy3 − y3dy4)(y2dy1 − y1dy2)
(y21 + y
2
2)(y
2
3 + y
2
4)  
CIV
. (5.14)
Now we compute ADM mass of each one of these terms :
• CI : The CI is a conformal flat metric so the mass by argument similar to the
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(5.7) will be
MCIADM =
1
16π
lim
r→∞
∮
Sr
−3∂r
(
e2V − 1) dS. (5.15)
• CII : we consider CII as a metric (CII)ab such that only nonzero components
are
(CII)ab =
[
f11r
−1−ϵ − (e2V − 1)] (y22dy21 + y21dy22 − 2y1y2dy1dy2)
y21 + y
2
2
. (5.16)
Then the mass is
MCIIADM =
1
16π
lim
r→∞
∫
Sr
[
∂y1(CII)y1y2
y2
r
+ ∂y2(CII)y1y2
y1
r
− ∂yi(CII)y2y2
yi
r
− ∂yi(CII)y1y1
yi
r
+ ∂y1(CII)y1y1
y1
r
+ ∂y2(CII)y2y2
y2
r
]
ds
= − 1
16π
lim
r→∞
∫
Sr
(
∂r +
1
r
)[
f11r
−1−ϵ − (e2V − 1)] ds.
• CIII : This is similar to CII and we have
MCIIIADM = −
1
16π
lim
r→∞
∮
Sr
(
∂r +
1
r
)[−f11r−1−ϵ − (e2V − 1)] ds.
• CIV : This is similar to CII . Let the metric be
(CIV )ab =
λ′12 (y1y4dy2dy3 − y1y3dy2dy4 + y2y3dy1dy4 − y2y4dy1dy3)
(y21 + y
2
2)(y
2
3 + y
2
4)
. (5.17)
Then
MCIVADM =
1
16π
lim
r→∞
∫
Sr
[
(∂y1(CIV )y1y3 + ∂y2(CIV )y2y3)
y3
r
− (∂y3(CIV )y1y3 + ∂y4(CIV )y1y4)
y1
r
+ (∂y3(CIV )y2y3 + ∂y4(CIV )y2y4)
y2
r
+ (∂y1(CIV )y1y4 + ∂y2(CIV )y2y4)
y4
r
]
ds = 0 (5.18)
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Then the ADM mass will be
MBI+BIIADM =
1
16π
lim
r→∞
∫
Sr
{
−∂r
(
e2V − 1)+ 2
r
(
e2V − 1)} dS (5.19)
=
1
16π
lim
r→∞
∫
Sr
{
−∂r
(
e2V − 1)+ 2
r
(
e2V − 1)} r3
4
dxdφ1dφ2 (5.20)
=
π
4
lim
r→∞
∫
Sr
{
−2V,r + 4V
r
}
r3
4
dx = −π
4
∫
BF
(
r3
2
V,r − r2V
)
dx.
where in the third line we have used equation (4.42). Now if we consider the term
BIII
BIII =
1
2
r2(1 + x)dφ1
(
A1ρdρ+ A
1
zdz
)  
DI+DII
+
1
2
r2(1− x)dφ2 (A2ρdρ+ A2zdz)  
DIII+DIV
+o(r−3).
(5.21)
We prove that ADM mass of DI and DII parts are zero and others are exactly similar.
Consider DI as a metric
(DI)ab =
1
2
r2(1 + x)dφ1A1ρdρ = (y1dy2 − y2dy1)A1ρd
√
(y21 + y
2
2) (y
2
3 + y
2
4)
=
A1ρ
ρ
(y23 + y
2
4)(y1dy2 − y2dy1)(y1dy1 + y2dy2)
+
A1ρ
ρ
(y21 + y
2
1)(y1dy2 − y2dy1)(y3dy3 + y3dy3). (5.22)
Then the integrand of ADM mass is
(∂a(DI)ac − ∂c(DI)aa)nc = ρ (y1∂y2 − y2∂y1)A1ρ  
=0
= 0. (5.23)
Note that ξ(1) = ∂φ1 = y1∂y2 − y2∂y1 , which is a generator of the isometry group. Now
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consider DII as a metric
(DII)ab =
1
2
r2(1 + x)dφ1A1zdz =
1
2
(y1dy2 − y2dy1)A1zd
[(
y21 + y
2
2
)− (y23 + y24)]
=
A1z
z
(y1dy2 − y2dy1)(y1dy1 + y2dy2)
− A
1
z
z
(y1dy2 − y2dy1)(y3dy3 + y3dy3). (5.24)
Then the ADM mass is
(∂aDIIac − ∂c(DII)aa)nc =
z
2
(y1∂y2 − y2∂y1)A1z  
=0
= 0. (5.25)
There the ADM mass of conformal metric is zero, that is M h˜ADM = 0.
Returning to the mass of GB data we have
MADM =
π
4
∫
BF
[
−3
2
r3v,r −
(
r3
2
V,r − r2V
)]
dx , (5.26)
Then we define three one-form ω, α and χ such that
ω ≡ 2α + 6χ (5.27)
where
α ≡ (ρV,ρ − V )dz − ρV,zdρ (5.28)
=
(−r(1− x2)V,x − rxV ) dr + (r3
4
V,r − r
2
2
V
)
dx (5.29)
χ ≡ ρ (v,ρdz − v,zdρ) = −r(1− x2)v,xdr + r
3
4
v,rdx. (5.30)
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Then
dα = ∆2V ρdρdz, dχ = ∆3vρdρdz, dω = (2∆2V + 6∆3v) ρdρdz, (5.31)
where ∆3 is Laplace operator with respect to the metric
δ3 = dρ
2 + dz2 + ρ2dϕ2 (5.32)
on R3 and ϕ is an auxiliary 2π angle. Note that with transformation (4.39) in the
chart (r, x, φ) the metric is
δ3 = r
2
[
dr2 +
r2
4
(
(1− x2)−1dx2 + (1− x2)dϕ2)] , (5.33)
and ∆2 = ∂
2
ρ + ∂
2
z . Now by asymptotes of GB data set, we list the behaviour of χ1
and χ2 at boundary of the orbit space ∂B = Γ ∪ BF ∪ BE.
α =
(
r3
4
V,r − r
2
2
V
)
dx, χ =
r3
4
v,rdx, on BF (5.34)
α = −rxV dr, χ = 0, on Γ (5.35)
α = χ = 0, on BE, (5.36)
Now if we integrate equation(5.31) with coefficient π
4
over the orbit space B we have
π
4
∫
B
dω =
π
4
∫
∂B
ω
= −π
2
∫
Γ
rxV dr +
π
4
∫
BF
[(
r3
2
V,r − r2V
)
+
3r3
2
v,r
]
dx
=
π
2
∫ ∞
0
r [V (x = 1) + V (x = −1)] dr −MADM
=
π
4
∑
rods
∫
Ii
log Vi dz −MADM . (5.37)
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The first equality follows from Stokes theorem and the last equality follows from
equation (5.26) and orientation of (r, x) chart. We next compute the scalar curvature
of h˜ab. Then by equation (2.30) we have
−Rhe2v = −Rh˜ + 6e−2U
[
∆3v + (∇v)2
]
(5.38)
and ∇ is the derivative with respect to δ3. Now we compute the Ricci scalar Rh by
the following remark.
Remark 59. Consider a metric of the form
g = qABdx
AdxB + λ′ij(dφ
i + AiBdx
B)(dφj + AjBdx
B). (5.39)
The vector field ∂/∂φi are Killing fields and so all functions appearing in the metric
are independent of xA. Explicitly the metric components are
gBC = qBC + λ
′
ijA
i
BA
j
C , gij = λ
′
ij, gBi = λ
′
ijA
j
B , (5.40)
and the inverse is
gBC = qAB, gij = λ′ij + qBCAiBA
j
C g
Bi = −qBCAjC . (5.41)
A tedious but straightforward computation shows that in this coordinate basis the
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Ricci tensor is
(Rg)ij = −
1
4
DA log(detλ
′)qABDBλ′ij +
1
4
qAEqBCλ′ikλ
′
jlF
k
EBF
l
AC
+
1
2
λ′klqABDAλ′jlDBλ
′
ik +
1
2
Γ¯BACq
ACDBλ
′
ij −
1
2
qABDADBλ
′
ij
(Rg)BE = −
1
2
DBDE(log detλ
′) + (Rq)BE −
1
4
Tr(λ′−1DEλ′λ′−1DBλ′)
− (Rg)ij AiBAjE + (Rg)iB AiE + (Rg)iE AiB −
1
2
qACλ′ijF
i
ECF
j
ABb (5.42)
(Rg)iB =
1
2
DC(q
CEλ′ijF
j
BE) +
1
2
qCEλ′ijF
j
BEΓ¯
A
AC +
1
4
qCEλ′ijF
j
BC∂E(log(detλ
′))
− 1
2
qCEλ′ijF
j
AEΓ¯
A
BC + (Rg)ij A
j
B
= (Rg)ij A
j
B +
1
2
√
detλ′
√
det q
qABDC
(√
detλ′
√
det qλ′ijq
AEqCNF jEN
)
where F iAB ≡ 2∂[AAiB] , and D and Γ¯BAC are the covariant derivative and Christoffel
symbols of q, respectively.
Now by Remark 59 and fixing q = e2Uδ2 where
δ2 ≡ dρ2 + dz2 = r2
[
dr2 +
r2
4(1− x2)dx
2
]
, (5.43)
and the Ricci curvature for h˜ is
(Rh˜)ij = −
1
2
∇A∇Aλ′ij −
1
2
∇A (log ρ)∇Aλ′ij +
1
2
∇Aλ′ikλ′kl∇Aλ′lj
+
1
4
e−4Uλ′ikλ
′
jlH
kl (5.44)
(Rh˜)iA = (Rh˜)ij A
j
A +
1
2ρ
(δ2)AB∇C
(
ρe−2Uλ′ijδ
BN
2 δ
CE
2 F
j
NE
)
(5.45)
(Rh˜)AB = − (Rh˜)ij AiAAjB + (Rh˜)iAAiB + (Rh˜)iB AiA −
1
2
e−2UδCE2 λ
′
ijF
i
ACF
j
BE
− DADB log ρ− 1
4
Tr
[
λ′−1∇Aλ′λ′−1∇Bλ′
]
+ (Rq)AB (5.46)
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where F iAB ≡ 2∇[AAiB], and
H ij ≡ δAC2 δBE2 F iABF jCE = (Aiρ,z − Aiz,ρ)(Ajρ,z − Ajz,ρ) . (5.47)
Here ∇A is the covariant derivative with respect to flat 3 dimensional metric δ3 equa-
tion (5.32). Since Rq = −2e−2U∆2U where ∆2 is the Laplace operator respect to δ2,
the scalar curvature is
Rh˜e
2U = −1
4
e−2Uλ′ijH
ij − 2∆2U + 1
ρ2
− 1
4
Tr
[(
λ′−1∇λ′)2] . (5.48)
By equations (5.38) and (5.48) we have
−Rhe2v+2U = 1
4
e−2Uλ′ijH
ij+2∆2U− 1
ρ2
+
1
4
Tr
[(
λ′−1∇λ′)2]+6∆3v+6 |∇v|2 (5.49)
where |∇v|2 = (∇ρv)2 + (∇zv)2. Now we integrate equation (5.49) over B and use
(5.37)
MADM =
π
4
∫
B
[
Rhe
2v+2U +
1
4
e−2Uλ′ijH
ij − 1
ρ2
+
1
4
Tr
[(
λ′−1∇λ′)2]+ 6 |∇v|2 ] dµ
+
π
4
∑
rods
∫
Ii
log Vi dz (5.50)
Then we have the following theorem about properties of the mass functional.
Theorem 60. Assume (Σ,h, K) is a GB initial data set of Einstein constraint equa-
tions (3.7) and (3.8) with unit normal timelike vector n. Assume ιξ(i)G(n, ·) = 0 for
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i = 1, 2 and G(n, n) ≥ 0, where G is Einstein tensor. Then the mass functional is
M (v, λ′, Y ) ≡ π
4
∫
B
(
−det∇λ
′
2ρ2
+ e−6v
∇Y tλ′−1∇Y
2ρ2
+ 6 |∇v|2
)
dµ
+
π
4
∑
rods
∫
Ii
log Vi dz (5.51)
where Vi is defined by
Vi(z) = lim
ρ→0
2
√
ρ2 + z2λ′ijw
iwj
ρ2
, z ∈ Ii = (ai, ai+1), wi ∈ Z , (5.52)
to avoid the conical singularity. Then we have
(a) Mass of any GB initial data is greater than or equal to M.
(b) M evaluates ADM mass for t−φi symmetric, vacuum data (B, u) and it is finite.
(c) R×U(1)2-invariant, vacuum solutions of Einstein equations are critical points of
M.
(d) M≥ 0 for admissible set Ξ of orbit spaces which is defined in Definition 63 and
extreme R× U(1)2 invariant black holes.
Proof. We prove parts (a) and (b) here and parts (c) and (d) are Section 5.2 and
Section 5.3, respectively.
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(a) The ADM mass of any GB initial data is equation (5.50). Then
MADM =
π
4
∫
B
[
Rhe
2v+2U +
1
4
e−2Uλ′ijH
ij − 1
ρ2
+
1
4
Tr
[(
λ′−1∇λ′)2]
+6 |∇v|2
]
dµ+
π
4
∑
rods
∫
Ii
log Vi dz
≥ π
4
∫
B
[
|K|h e2v+2U −
1
ρ2
+
1
4
Tr
[(
λ′−1∇λ′)2]+ 6 |∇v|2 ] dµ
+
π
4
∑
rods
∫
Ii
log Vi dz
≥ π
4
∫
B
[
e−6v
2ρ2
[∇Y tλ′−1∇Y ]+− 1
ρ2
+
1
4
Tr
[(
λ′−1∇λ′)2]
+6 |∇v|2
]
dµ+
π
4
∑
rods
∫
Ii
log Vi dz (5.53)
The first inequality follows from Hamiltonian constraint equation (3.7) and elimi-
nating the positive term 1
4
e−2Uλ′ijH
ij. The second inequality follows from Lemma
49. Now, consider the term
− 1
ρ2
+
1
4
Tr
[(
λ′−1dλ′
)2]
. (5.54)
By matrix identities Tr(AdA) = ∇detA
detA
and [Tr(A)]2 = Tr(A2)+2 detA for matrix
A and the fact that detλ′ = ρ2 we have
− 1
ρ2
+
1
4
Tr
[(
λ′−1∇λ′)2] = −1
4
(
Tr
(
λ′−1∇λ′))2 + 1
4
Tr
[(
λ′−1∇λ′)2]
= −1
2
det∇λ′
detλ′
for 2× 2 matrices (5.55)
where we are using the notation det∇λ′ = 1
2
ϵikϵjl∇λ′ij · ∇λ′kl. Then we have
MADM ≥M(v, λ′, Y ) (5.56)
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where mass functional M is defined in (5.51).
(b) We know in t − φi symmetry in vacuum AiB = 0, G(n, n) = 0, and |K|h =
e−6v
2ρ2
[∇Y tλ′−1∇Y ]. Thus all inequalities in equation (5.53) are equalities. Hence
we haveMADM =M(v, λ′, Y ). Now we use the asymptotic conditions of GB data
in Definition 46 and show M has finite energy. Let r →∞ then
det∇λ′
2ρ2
= o(r−6), e−6v
∇Y tλ′−1∇Y
2ρ2
= o(r−2k−4), |∇v|2 = o(r−6) ,(5.57)
and as r → 0 and asymptotically flat
det∇λ′
2ρ2
= o(r−2), e−6v
∇Y tλ′−1∇Y
2ρ2
= o(r2k−8), |∇v|2 = o(r−4) , (5.58)
and as r → 0 and asymptotically cylindrical
det∇λ′
2ρ2
= o(r−2), e−6v
∇Y tλ′−1∇Y
2ρ2
= o(r2k−2), |∇v|2 = o(r−4) . (5.59)
since the volume element is O(r5), the functional M is finite.
Remark 61. One can write the mass functional in terms of the flat metric δ3 on R3
in cylindrical coordinates
M (v, λ′, Y ) = 1
8
∫
R3
(
−det∇λ
′
2ρ2
+ e−6v
∇Y tλ′−1∇Y
2ρ2
+ 6 |∇v|2
)
dµ0
+
π
4
∑
rods
∫
Ii
log Vi dz , (5.60)
where dµ0 = ρ dρdzdϕ =
r5
4
drdxdϕ. Moreover, we have two ends, one of which is at
the origin E = {ρ = z = 0} of R3 and it is not part of integration domain, because
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the integrand of M by asymptotic conditions (4.44) and (4.45) on E is finite. Hence
the domain of integration is auxiliary R3. Note that if we consider a region Ω ⊂ R3\Γ,
then the mass functional is
MΩ = 1
8
∫
Ω
(
−det∇λ
′
2ρ2
+ e−6v
∇Y tλ′−1∇Y
2ρ2
+ 6 |∇v|2
)
dµ0 +
1
4
∮
∂Ω
α ∧ dϕ , (5.61)
where α is defined in (5.28).
5.2 Critical Points of M
In this section we use two different methods to show the critical points or Euler-
Lagrange equations of the mass functionalM are vacuum stationary, U(1)2-invariant
spacetime (Theorem 60-c). Let we have vacuum solutions with R × U(1)2 isometry
group. The metric takes the canonical form [67, 96]
g = −Hdt2 + λ
′
ij
H1/2
(dφi − widt)(dφj − wjdt) + e2ν(dρ2 + dz2) , (5.62)
where ρ2 = detλ′ is harmonic on the orbit space. Remarkably, the vacuum field
(Euler-Lagrange) equations for this spacetime can be derived from the critical points
of the following Dirichlet energy (Carter functional) E which is defined for maps
(λ, Y ) : R3 → SL(3,R)/SO(3)[93, 113, 119], as first discussed by Carter for D = 4 in
[28](see [96] for general dimension):
E(λ, Y ) =
1
32
∫
R3
{(∇ detλ
detλ
)2
+ Tr
[(
λ−1∇λ)2]+ 2∇Y tλ−1∇Y
detλ
}
dµ0 , (5.63)
where ∇ is with respect to δ3 and the integration domain, R3, is the auxiliary space
which is obtained from the orbit space of spacetime B˜ in the same approach as Remark
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61 for mass functional M and λij = λ
′
ij
H1/2
. It follows that H = ρ2(detλ)−1. Here E
is just a particular harmonic map energy for mapping (λ, Y ) : R3 → SL(3,R)/SO(3)
with the field equations of E [67]
Gλ : div
(
λ−1∇λ) = − λ−1
detλ
∇Y · ∇Y t , (5.64)
GY : div
(
λ−1
detλ
∇Y
)
= 0 , (5.65)
where div is respect to δ3 and · is inner product respect to δ3 . Now in the following
sections we prove Euler-Lagrange equations of M are same as Gλ and GY .
Remark 62. Note that Dirichlet energy E has the field equations Gλ and GY which
are stationary, U(1)2-invariant vacuum solutions written in spacetime Weyl coordi-
nates with orbit space B˜. We show in the next two sections that critical points of mass
functional M are same as E in spacetime Weyl coordinate. However, the mass func-
tional is defined over spatial slice orbit space B and associated Weyl (quasi-isotropic)
coordinate (ρ, z). For non-extreme black holes, spacetime Weyl coordinates only cov-
ers the exterior region of the black hole spacetime and the manifold has an interior
boundary. In particular in these coordinates the mass functional is singular on the
inner boundary. One can always find quasi-isotropic coordinates on the initial data
slice Σ to complete the slice manifold Σ and compute the mass, but then the result-
ing geometry is not a critical point of M. But for extreme black holes, the usual
spacetime Weyl coordinates and quasi-isotropic coordinates coincide, and the mass
functional is well defined on these critical points.
5.2.1 M = Reduced Energy
In this section we show the mass functionalM can be thought of a reduced energy of
a Dirichlet energy [3]. This means over a region Ω ⊂ R3\Γ it equals Dirichlet energy
106
E plus a boundary term. In fact,M is a regularization of E in this special case since
we are removing the infinite boundary term. Consider a constant-time spatial slice of
the stationary, axisymmetric metric (5.62). The metric can be placed in the general
form of GB initial data metric with Aia = 0. Then we have
λ = e2vλ′, e2v =
√
detλ
ρ
. (5.66)
We wish to express the terms in M in terms of λij. First we have
∇λ = 1
2
(
detλ
ρ2
)− 1
2
(∇ detλ
ρ2
− 2detλ∇ρ
ρ3
)
λ′ +
(
detλ
ρ2
) 1
2
∇λ′ , (5.67)
and
λ−1∇λ = 1
2
(∇ detλ
detλ
− 2∇ρ
ρ
)
I+ λ′−1∇λ′ , (5.68)
where I is the identity matrix. Hence
Tr
[(
λ−1∇λ)2]
=
1
2
(∇ detλ
detλ
− 2∇ρ
ρ
)2
+ Tr
[(
λ′−1∇λ′)2]+ (∇ detλ
detλ
− 2∇ρ
ρ
)
Tr
[
λ′−1∇λ′]
=
1
2
(∇ detλ
detλ
)2
− 2
(∇ρ · ∇ρ
ρ2
)
+ Tr
[(
λ′−1∇λ′)2] . (5.69)
Note ∇ρ · ∇ρ = 1. Moreover, by taking determinant of equation (5.66) we have
v =
1
4
log(detλ)− log ρ
2
. (5.70)
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We then deduce
|∇v|2 =
(∇ detλ
4 detλ
− ∇ρ
2ρ
)2
=
1
16
(∇ detλ
detλ
)2
− 1
4
∇ (log ρ) · ∇ log
( ρ
detλ
)
. (5.71)
Then by equations (5.69) and (7.15), M over a bounded region Ω ⊂ R3\Γ is
MΩ = 1
8
∫
Ω
(
− 1
ρ2
− 1
8
(∇ detλ
detλ
)2
+
1
2
(∇ρ · ∇ρ
ρ2
)
+
1
4
Tr
[(
λ−1∇λ)2]
+
(
detλ
detλ′
)−3/2(
detλ
detλ′
)1/2
Tr (λ−1∇Y dY t)
2 detλ′
+
6
16
(∇ detλ
detλ
)2
+
6
4
(∇ρ · ∇ρ
ρ2
)
− 6
4
∇ρ · ∇ detλ
ρ detλ
)
dµ0 +
1
4
∮
∂Ω
α ∧ dϕ
= EΩ +
1
8
∫
Ω
{(∇ρ · ∇ρ
ρ2
)
− 3
2
∇ρ · ∇ detλ
ρ detλ
}
dµ0 +
1
4
∮
∂Ω
α ∧ dϕ
= EΩ +
1
8
∫
Ω
∇ ln (ρ) · ∇ ln
(
ρ
(detλ)3/2
)
dµ0 +
1
4
∮
∂Ω
α ∧ dϕ
= EΩ − 1
8
∫
Ω
∆3 ln (ρ) ln
(
ρ
(detλ)3/2
)
dµ0 +
1
4
∮
∂Ω
α ∧ dϕ
+
1
8
∮
∂Ω
ρ−1 ln
(
ρ
(detλ)3/2
)
∇ρ · ν dS , (5.72)
where ν is a normal unit vector on ∂Ω and dS = r
4
2
dxdϕ. Moreover,
∆3 ln ρ = 0, for Ω ⊂ R3\Γ. (5.73)
Hence, if we define
g = 2 log ρ. (5.74)
we have
MΩ = EΩ − 1
16
∮
∂Ω
(g + 6v)∇g · ν dS + 1
4
∮
∂Ω
α ∧ dϕ . (5.75)
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This shows that the mass functional and harmonic energy are the same up to the
boundary terms. Therefore, they have same Euler-Lagrange equations.
5.2.2 First Variation of M
Consider the mass functional and perturb it as following. Assume Cρ0 ≡ {ρ ≥ ϵ} is
the cylinder centered on the z axis Γ of radius ρ0 and we define Ωρ0 ≡ R3\Cρ0 . We
set
v = v + tv¯, λ′ = λ′ + tλ¯′, Y = Y + tY¯ (5.76)
where v¯ ∈ C∞c (R3), and λ¯′, Y¯ ∈ C∞c (Ωρ0). Then we have a one parameter family of
functional E(t) =M (v,λ′,Y ). Now we compute
E ′(0) = d
dt
⏐⏐⏐⏐⏐
t=0
E(t) . (5.77)
Clearly the boundary term is independent of perturb terms and its derivative with
respect to t vanishes. We take variation of the first term in E(t):
d
dt
⏐⏐⏐⏐⏐
t=0
[
−det∇λ
′
2ρ2
]
= − 1
2ρ2
Tr
[
adj∇λ¯′ · ∇λ′] . (5.78)
We take variation of the second term
d
dt
⏐⏐⏐⏐⏐
t=0
[
e−6v
∇Y tλ′−1∇Y
2ρ2
]
= e−6v
[∇Y tadjλ¯′∇Y
2ρ4
+
∇Y tλ′−1∇Y¯
ρ2
− 6v¯∇Y
tλ′−1∇Y
2ρ2
]
. (5.79)
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The last term is
d
dt
⏐⏐⏐⏐⏐
t=0
|∇v|2 = 12∇v · ∇v¯ , (5.80)
Thus the first variation is
E ′(0) = 1
8
∫
R3
{
e−6v
[∇Y tadjλ¯′∇Y
2ρ4
+
∇Y tλ′−1∇Y¯
ρ2
− 6v¯∇Y
tλ′−1∇Y
2ρ2
]
− 1
2ρ2
Tr
[
adj∇λ¯′ · ∇λ′]+ 12∇v · ∇v¯} dµ0 . (5.81)
To find critical point of E(ϵ), we set
E ′(0) = 0 . (5.82)
Let Ω ⊂ R3\Γ and consider E ′(0) over domain Ω. First term by integration of (5.79)
by parts and Stokes’ theorem is
∫
Ω
(
12∇v · ∇v¯ − 6v¯e−6v∇Y
tλ′−1∇Y
2ρ2
)
dµ0
= −
∫
Ω
(
12∆3vv¯ + 6v¯e
−6v∇Y tλ′−1∇Y
2ρ2
)
dµ0 +
∮
∂Ω
12v¯ν · ∇v dS
= −12
∫
Ω
v¯
(
2∆3v + e
−6v∇Y tλ′−1∇Y
2ρ2
)
dµ0 , (5.83)
where ν is outward normal vector to ∂Ω. The second term is
∫
Ω
e−6v
∇Y¯ tλ′−1∇Y
ρ2
dµ0 =
−
∫
Ω
Y¯ tdiv
(
e−6v
λ′−1∇Y
ρ2
)
dµ0 +
∮
∂Ω
e−6v
Y¯ tλ′−1∇Y · ν
ρ2
dS
−
∫
Ω
Y¯ tdiv
(
e−6v
λ′−1∇Y
ρ2
)
dµ0 , (5.84)
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The third term again by Stokes’ theorem is
∫
Ω
− 1
2ρ2
Tr
[
adj∇λ¯′ · ∇λ′] dµ0
=
∫
Ω
Tr
[
adjλ¯′div
(∇λ′
2ρ2
)]
dµ0 +
∮
∂Ω
Tr
[
adjλ¯′∇λ′ · ν] dS
=
∫
Ω
Tr
[
adjλ¯′div
(∇λ′
2ρ2
)]
dµ0 , (5.85)
and last term is
∫
Ω
e−6v
[∇Y tadjλ¯′∇Y
2ρ4
]
dµ0 . (5.86)
Then the Euler-Lagrange equations are
GX : 4∆3v + e
−6v∇Y tλ′−1∇Y
ρ2
= 0 , (5.87)
Gλ′ : div
(∇λ′
ρ2
)
+
e−6v
ρ4
∇Y · ∇Y t = 0 , (5.88)
GY : div
(
e−6v
ρ2
λ′−1∇Y
)
= 0 . (5.89)
We prove directly these equations are same as Gλ and GY . By form of vacuum
R× U(1)2 metric we set
λ = e2vλ′, detλ = ρ2e4v . (5.90)
Then we substitute equation (5.90) in GY and Gλ and we have
Gλ : div
(
e−2vλ′−1∇ (e2vλ′)) = −e−6vλ′−1
ρ2
∇Y · ∇Y t , (5.91)
GY : div
(
e−6v
ρ2
λ′−1∇Y
)
= 0 . (5.92)
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The equation (5.92) is exactly equation (5.87). We show Gλ equals equations (5.88)
and (5.89). First, we take trace of Gλ
0 = Tr
{
div
(
e−2vλ′−1∇ (e2vλ′))+ e−6vλ′−1
ρ2
∇Y · ∇Y t
}
= div
(
Tr
{
e−2vλ′−1∇ (e2vλ′)})+ e−6v∇Y tλ′−1∇Y
ρ2
= div
(∇ (e4vρ2)
e4vρ2
)
+ e−6v
∇Y tλ′−1∇Y
ρ2
= 4∆3v + 2∆3 ln ρ+ e
−6v∇Y tλ′−1∇Y
ρ2
= 4∆3v + e
−6v∇Y tλ′−1∇Y
ρ2
, (5.93)
and this equals equation (5.87). Since the trace operator and derivative commute
we have the second equality. The third equality follows from identity Tr (A−1∇A) =
∇detA
detA
. The final equality follows from equation (5.73). Finally, we need to show
traceless part of Gλ equals equation (5.88). Let us simplify Gλ:
0 = div
(
e−2vλ′−1∇ (e2vλ′))+ e−6vλ′−1
ρ2
∇Y · ∇Y t
= 2∆vI+ div
(
λ′−1∇λ′)+ e−6vλ′−1
ρ2
∇Y · ∇Y t
= 2∆vI+ div
(
adj (λ′)
ρ2
∇λ′
)
+
e−6vadj (λ′)
ρ4
∇Y · ∇Y t
= 2∆vI+
1
ρ2
∇ (adj (λ′)) · ∇λ′ + adj (λ′) div
(∇λ′
ρ2
)
+
e−6vadj (λ′)
ρ4
∇Y · ∇Y t
= 2∆vI+
det∇λ′
ρ2
I+ adj (λ′)
{
div
(∇λ′
ρ2
)
+
e−6v
ρ4
∇Y · ∇Y t
}
= 2∆vI− 1
2
Tr
{
adj (λ′) div
(∇λ′
ρ2
)}
I+ adj (λ′)
{
div
(∇λ′
ρ2
)
+
e−6v
ρ4
∇Y · ∇Y t
}
=
(
2∆v + e−6v
∇Y tλ′−1∇Y
2ρ2
)
I+ adj (λ′)
{
div
(∇λ′
ρ2
)
+
e−6v
ρ4
∇Y · ∇Y t
}
− e−6v∇Y
tλ′−1∇Y
2ρ2
I− 1
2
Tr
{
adj (λ′) div
(∇λ′
ρ2
)}
I
= Tracefree
[
adj (λ′)
{
div
(∇λ′
ρ2
)
+
e−6v
ρ4
∇Y · ∇Y t
}]
, (5.94)
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where I is the identity 2×2 matrix. The first to fourth equalities are straightforward.
The fifth equality follows from identity (adjA)A = detA. The sixth equality follows
from the identity
0 = ∆3 ln ρ =
det∇λ′
ρ2
+
1
2
Tr
{
adj (λ′) div
(∇λ′
ρ2
)}
, (5.95)
for Ω ⊂ R3\Γ. The last two equalities follow from decomposition of a matrix to trace
and trace-free part and equation (5.87). Therefore, any component of the left hand
side matrix in equation (5.94) is a linear combination of equation (5.88). Hence the
critical points of M are vacuum, stationary U(1)2 invariant solutions to the Einstein
equations.
5.3 Positive Mass Theorem for GB Initial Data
In this section we investigate the positivity ofM for a particular class of orbit spaces Ξ
which is defined in Definition 63 and extreme vacuum, R×U(1)2-invariant black holes
with arbitrary orbit space (Theorem 60-d). In addition, we extend Brill’s positive mass
theorem for GB initial data with B ∈ Ξ. Positivity is a desirable property as it plays
a key role in applications to geometric inequalities for three-dimensional initial data
[51, 53] and investigating the linear stability of extreme black holes [56]. We will show
that for a particular set of initial data, M can be expressed in a non-negative form.
A proof of positivity for arbitrary rod data remains to be found. In the following, we
will consider asymptotically flat data with a single additional asymptotic end with
N ∼= S3.
As we discuss in Section 4.2, it is better to work with coordinates (r, x) for orbit
space. This is equivalent to introducing a map from B ∼= R×R+\{aE} to the infinite
strip B ∼= R× [−1, 1] [3, 67]. We are given m± rod points a±i in I± (see Figure 4.3).
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Subdivide the inﬁnite strip into n ≤ m+ +m− rectangular columns Bs with
Bs = {−1 ≤ x ≤ 1, bs < r < bs+1} , s = 0, . . . , n (5.96)
where bi correspond to the location of the rod points ai after ordering along the
z
ρ
a1 a2 a3 aE a5 a6 a7
(a) Orbit space as half plane
y
x
I+
I−
b1 b4 b6
b2 b3 b5
B0 B3 B5 A6B1 B2 B4
(b) Orbit space as inﬁnite strip
Figure 5.1: The orbit space can be subdivided into subregions Bs which are half-annuli in the (ρ, z)
plane and rectangles in the (y, x) plane. In this case n = 7.
y = log r axis (see Figure 5.1). For convenience, we have chosen b1 < b2 < · · · < bn−1
We take b0 = 0 to correspond to the asymptotic end BE and bn+1 to correspond
to the asymptotically ﬂat end BF . Fix a region As. Then one of the following two
possibilities must occur: (a) distinct Killing ﬁelds v(s) and w(s) vanish on As∩I+ and
Bs ∩ I− respectively (in this case Ai is topologically S3 ×R), or (b) the same Killing
ﬁeld v(s) = v
i
(s)ξi vanishes on both of the disjoint sub-intervals Bs ∩ I± (in this case
Bs is topologically S
2 ×D where D is a non-contractible disc).
Deﬁnition 63. The admissible set Ξ of orbit spaces is a collection of B such that
diﬀerent Killing vectors vanish on Γ ∩Bs.
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Consider orbit space B ∈ Ξ. The mass functional is
M = π
16
∫
B
(
− det∇λ
′
2 detλ′
+ e−6v
∇Y tλ′−1∇Y
2 detλ′
+ 6 |∇v|2
)
r3drdx
+
π
2
∫
Γ∪BE∪BF
α. (5.97)
The boundary is Γ ∪ BF ∪ BE = I+ ∪ I− ∪ BF ∪ BE where BE and BE are defined in
(5.10) and (5.9), respectively. Then by equation (5.37) we have
∫
Γ∪BF∪BE
α =
∫ ∞
0
r (V |x=1 + V |x=−1) dr =
n∑
i=0
∫ bi+1
bi
r (V |x=1 + V |x=−1) dr. (5.98)
Consider the integral (5.97). We then express (5.97) as
M =
n∑
s=0
∫
Bs
Ms (5.99)
where Ms is the restriction of M to Bs. Now fix Bs and without loss of generality
we can select the following parametrization of the 3 independent functions contained
in λ′ij and v:
λ′11 =
r2(1− x)
2
√
1−W 2 e
V1−V2 λ′22 =
r2(1 + x)
2
√
1−W 2 e
V2−V1
λ′12 =
r2
√
1− x2W
2
√
1−W 2 v =
V1 + V2 + log
√
1−W 2
2
(5.100)
where v(s) = ∂φ¯1s and w(s) = ∂φ¯2s vanish on I+∩Bs and I−∩Bs, respectively such that
∂
∂φ¯ks
= αjsk
∂
∂φj
, k, j = 1, 2, s = 1, . . . , n, αjsk ∈ Z , (5.101)
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where for fixed s we have det(αjsk) = det
⎛⎜⎝α1s1 α2s1
α1s2 α
2
s2
⎞⎟⎠ = ±1 [96]. Let V1, V2 and W
be C1 functions whose boundary conditions on the axis are induced from those of λ′ij
and v (4.42) and (4.41). In particular, we have detλ′ = ρ2 and to remove conical
singularities on I± (4.48) we require:
2V − V1 + V2 = 0 on I+, 2V − V2 + V1 = 0 on I−, W = 0 on I±. (5.102)
Note that since λ′ij and v are continuous across the boundary of Ai, this will impose
boundary conditions on the parameterization functions in adjacent subregions. We
take covariant derivative of fuctions λ′ij and v
∇λ′11 = λ′11
(
(∇V1 −∇V2) + W∇W
1−W 2 +
2
r
dr − 1
1− xdx
)
∇λ′22 = λ′22
(
(∇V2 −∇V1) + W∇W
1−W 2 +
2
r
dr +
1
1 + x
dx
)
∇λ′12 = λ′12
(∇W
W
+
W∇W
1−W 2 +
2
r
dr − x
1− x2dx
)
∇v = 1
2
(∇V1 +∇V2)− W∇W
2(1−W 2) . (5.103)
Then we rewrite the second and fourth terms of M as functions of V1, V2, and W ,
yielding:
det∇λ′
detλ′
=
−1
(1−W 2)
[
|∇V1 −∇V2|2− 8
r2
∂x(V1 − V2)  
≡X
+(∇W )2 + W
2|∇W |2
1−W 2
+
4W 2
r2(1− x2)
]
(5.104)
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and
6 |∇v|2 = 3
2
|∇V1 +∇V2|2 + 3
2
W 2|∇W |2
(1−W 2)2 −
3W
1−W 2 (∇V1 · ∇W +∇V2 · ∇W )(5.105)
Now we substitute equations (5.104) and (5.105) in Mi
Ms = π
16
∫
As
(
e−6v
∇Y tλ′−1∇Y
2 detλ′
+ |∇V1 +∇V2|2 + |∇V1|2 + |∇V2|2 + |∇W |
2
2(1−W 2)
+
W 2
2(1−W 2)
[
|∇V1 −∇V2|2 − 6
W
(∇V1 · ∇W +∇V2 · dW )
]
+
2W 2|∇W |2
(1−W 2)2
+
W 2
r2(1−W 2)
⎡⎣4∂xV2 − 4∂xV1  
≡X1
+
2
(1− x2)
⎤⎦) r3dxdr
+
π
4
∫ bs+1
bs
r(V1 − V2)
⏐⏐⏐⏐⏐
x=−1
x=1  
≡X2
dr +
π
2
∫ bs+1
bs
r (V |x=1 + V |x=−1) dr
=
π
16
∫
As
(
e−6v
∇Y tλ′−1∇Y
2 detλ′
+ |∇V1 +∇V2|2 + |∇V1|2 + |∇V2|2
+
W 2
2(1−W 2)
[
|∇V1 −∇V2|2 − 6
W
(∇V1 · ∇W +∇V2 · ∇W )
]
+
|∇W |2
2(1−W 2)
+
W 2
r2(1−W 2)
[
4∂xV2 − 4∂xV1 + 2
(1− x2)
]
+
2W 2|∇W |2
(1−W 2)2
)
r3dxdr
(5.106)
Consider the first equality. The bulk terms follow from (5.104) and (5.105) while
second boundary term follows from (5.98) and the first boundary follows from X in
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(5.104)
∫
As
πX r3
32(1−W 2)dxdr =
∫
As
−π
4r2
(
1− W
2
(1−W 2)
)
∂x(V1 − V2)r3dxdr
=
π
4
∫ bs+1
bs
r(V1 − V2)
⏐⏐⏐⏐⏐
x=−1
x=1
dr
+
π
4
∫
Ai
W 2(∂xV2 − ∂xV1)
r2(1−W 2) r
3dxdr (5.107)
where terms in the right hand side of above equation are X1 and X2 in (5.106),
respectively. The second equality is obtained by noting the boundary contributions
cancel by regularity on the axis (5.102). The remaining terms can be shown to be
positive. Now let us write all terms with partial derivative with respect to r:
2(V1,r)
2 + 2(V2,r)
2 + 2V1,rV2,r +
2W 2(Wr)
2
(1−W 2)2 −
3W
(1−W 2) (V1,rWr + V2,rWr)
+
W 2
2(1−W 2)(V1,r − V2,r)
2
The last term is clearly positive. For others, if we define
a = V1,r b = V2,r c =
WWr
(1−W 2) , (5.108)
then we have
a2 + b2 + c2 + ab− 3
2
bc− 3
2
ac =
1
4
(
(a− b)2 + c2)+ 3
4
(a+ b− c)2 ≥ 0. (5.109)
Now write all terms with partial derivative respect to x. First we define
A = V1,x B = V2,x C =
WWx
(1−W 2) (5.110)
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and then we have
β
{
2(V1,x)
2 + 2(V2,x)
2 + 2V1,xV2,x +
2W 2(Wx)
2
(1−W 2)2 −
3W
(1−W 2) (V1,xWx + V2,xWx)
+
W 2
2(1−W 2)(V1,x − V2,x)
2 +
W 2
(1− x2)(1−W 2)
[
∂xV2 − ∂xV1 + 1
2(1− x2)
]}
= β
{
2(V1,x)
2 + 2(V2,x)
2 +
2W 2(Wx)
2
(1−W 2)2 −
3W
(1−W 2) (V1,xWx + V2,xWx)
+
W 2
2(1−W 2)
[
∂xV2 − ∂xV1 + 1
(1− x2)
]2
+ 2V1,xV2,x
}
= β
{
2A2 + 2B2 + 2AB + 2C2 − 3AC − 3BC
+
W 2
2(1−W 2)
[
∂xV2 − ∂xV1 + 1
(1− x2)
]2}
= 2β
{
3
4
(A+B − C)2 + 1
4
(A−B)2 + 1
4
C2
+
W 2
4(1−W 2)
[
∂xV2 − ∂xV1 + 1
(1− x2)
]2}
≥ 0 (5.111)
where β = 4(1−x
2)
r2
. Therefore,Ms ≥ 0 andM≥ 0 over B ∈ Ξ. In particular, the orbit
space of Myers-Perry initial data belongs to the admissible set. One might expect a
similar argument to hold for class (b). This case of course includes initial data for
black rings (the same Killing vector field vanishes on either side of the asymptotic
end). By choosing a general parametrization for the various functions in this region,
one finds that the boundary term has an indefinite sign. However our strategy is
merely sufficient to demonstrate positivity, and we expect positivity will hold for
general rod structure.
Consider the class of extreme, stationary, U(1)2-invariant vacuum solutions of Ein-
stein equations. These solutions are critical points of mass functional (by Theorem
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60-c) and their initial data sets (time-constant slices) belong to vacuum t−φi symmet-
ric class. Then, the mass functional evaluates the ADM mass of these initial data (by
Theorem 60-b). By Remark 62, for extreme solutions the spacetime Weyl coordinate
coincide with the quasi-isotropic coordinate of the associated initial data sets. Hence,
the initial data set in the quasi-isotropic coordinate gives mass and it satisfies in the
field equation (5.87)
−∆3v = e−6v∇Y
tλ′−1∇Y
4ρ2
(5.112)
By Remark 48 and ADM mass formula (5.37) and equation (5.26), we have
Mcp = −3π
2
∫
B
∆3v dµ =
3π
8
∫
B
∇Y tλ′−1∇Y
ρ2
dµ ≥ 0 . (5.113)
Therefore, M is non-negative for extreme R× U(1)2 invariant black holes with arbi-
trary orbit space.
In [23] Brill proved a positive energy theorem for a certain class of maximal, ax-
isymmetric initial data sets on R3. Brill’s theorem has been extended by Dain [53],
Gibbons and Holzegel [76] for a larger class of 3 dimensional initial data. Subse-
quently, Chrusc´iel [39] generalized the result to the maximal initial data set on a
simply connected manifold (with multiple asymptotically flat ends) admitting a U(1)
action by isometries. Moreover, in [76] a positive energy theorem was proved for a
restricted class of maximal, U(1)2-invariant, four-dimensional initial data sets on R4.
The purpose of this section is to generalize these results to a larger class of 4+1 initial
data. In particular, our result extends the work of [76] in four main directions:
1. We consider the general form of a U(1)2-invariant metric (i.e. we do not assume
the initial data has an orthogonally transitive U(1)2 isometry group) on asymp-
totically flat, simply connected, four-dimensional manifolds Σ admitting a torus
action.
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2. The orbit space B ∼= Σ/U(1)2 of Σ belongs to a larger class Ξ which is defined
below in Definition 63.
3. The boundary conditions on axes and fall-off conditions at spatial infinity are
weaker than those considered in [76]. In particular they include the data corre-
sponding to maximal spatial slices of the Myers-Perry black hole.
4. The manifold Σ possesses an additional end (either asymptotically flat or asymp-
totically cylindrical of the form R× S3).
First, we have the following definition
Definition 64. Let (Σ,h, K) be a GB initial data set. Then we define the following
subclass of GB data by
A ≡ {(Σ,h, K) : Rh, ρ−2 det∇λ′ ∈ L1(B), rV ∈ L1(R+), (Aiρ,z − Aiz,ρ), v ∈ L2(B)} ,
(5.114)
where Aiρ,z − Aiz,ρ2L2(R3) = ∫B(Aiρ,z − Aiz,ρ)(Ajρ,z − Ajz,ρ) dµ0 . (5.115)
Then we have the following result.
Theorem 65 (Positive mass theorem). Consider a GB initial data set (Σ,h, K). If
Rh ≥ 0 and B ∈ Ξ where Ξ is defined in Definition 63, then
0 ≤MADM ≤ ∞ . (5.116)
Moreover, we have MADM < ∞ if and only if the initial data set belongs to the set
A . Finally, provided Σ has a single asymptotic end, MADM = 0 if and only if h is
Euclidean metric on Σ = R4.
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Proof. The ADM mass of any GB data is equation (5.50). Then if Rh ≥ 0 we have
∞ ≥ MADM
≥ π
4
∫
B
[
− det∇λ
′
2ρ2
+ 6 |∇v|2
]
dµ +
π
2
∫ ∞
0
r [V (x = 1) + V (x = −1)] dr.
By the argument of the first part of this section, the right hand side is non-negative
if B ∈ Ξ. Thus we have (5.116). If MADM <∞, then all terms in equation (5.50) are
bounded and belong to A in Definition 64. Conversely, if the initial data set belongs
to A , then by equation (5.50) MADM <∞. Now if we assume h is Euclidean metric
on Σ = R4, clearly MADM = 0. Conversely, If MADM = 0, then by (5.50) we have
Rh = A
i
ρ,z − Aiz,ρ = 0. (5.117)
Now we need to show V = 0 and λ′ij = σij =
r2
2
diag(1 + x, 1− x). We prove it by the
technique we used to prove positivity of M in each Bs. Fix Bs and parametrization
(5.100). By equation (5.106) we have
0 =
π
4
∫
Bs
[
− det∇λ
′
2ρ2
+ 6 |∇v|2
]
dµ+
π
2
∫ ∞
0
r [V (x = 1) + V (x = −1)] dr
=
π
16
∫
Bs
(
|∇V1 +∇V2|2 + |∇V1|2 + |∇V2|2
+
W 2
2(1−W 2)
[
|∇V1 −∇V2|2 − 6
W
(∇V1 · ∇W +∇V2 · ∇W )
]
+
W 2
r2(1−W 2)
[
4∂xV2 − 4∂xV1 + 2
(1− x2)
]
+
|∇W |2
2(1−W 2) +
2W 2|∇W |2
(1−W 2)2
)
r3dxdr
≥ 0. (5.118)
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Then by equations (5.111) and (5.109), we have
∇V1 = ∇V2 = ∇(W )2 = 0 . (5.119)
Since W = 0 on I±, we have W ≡ 0. Also by equations (5.100) and (5.119), we have
∇v = 0 and by Definition 46, v vanishes at infinity. This implies v ≡ 0. Note that
in particular this implies there could not be another asymptotic end as r → 0, since
v ∝ − log r in that case. Moreover, by definition of v in the parametrization (5.100)
and v = 0, we have V1 = −V2 =constant. This means for each Bs we have
λ′kk =
r2(1− x)
2
e2V
s
1 λ′jj =
r2(1 + x)
2
e−2V
s
1 , λ′12 = 0 v = 0 . (5.120)
where k ̸= j and k, j = 1, 2. If we consider the last annulus Bn which extends to
spatial infinity, i.e. BF , then by the asymptotic conditions of λ′ij in Definition 46 and
∇V n1 = 0, we obtain V n1 = V n2 ≡ 0. Moreover, if we consider the common boundary
of Bn−1 and Bn, by the continuity of V s1 through boundary of Bs and (5.101), we have
4V n−11 = ± log
(
αk(n−1)1σklα
tl
(n−1)1
αk(n−1)2σklα
tl
(n−1)2
)
+ log
(
1 + x
1− x
)
, 0 = αk(n−1)1σklα
tl
(n−1)2 (5.121)
where for fixed k, αl(n−1)k = (α
1
(n−1)k, α
2
(n−1)k) and α
tl
(n−1)k = (α
1
(n−1)k, α
2
(n−1)k)
t. These
conditions arise by expressing λ′ij in Bn−1 in the fixed basis ξ(i) using the transforma-
tion (5.101). Since V n−11 = constant in the above equation and the right hand side is a
function of x for some αl(n−1)k, then we reach to a contradiction and this implies n = 1.
This is equivalent to Σ having the trivial orbit space, i.e. BΣ = BR4 . Moreover, we
obtain λ′ij = σij =
r2
2
diag(1+ x, 1− x) and by straightforward computation it implies
− 1
ρ2
+
1
4
Tr
[(
λ′−1∇λ′)2] = 0. (5.122)
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Hence equation (5.49) yields to
∆2V = 0, V vanishes at axis and infinity . (5.123)
By maximum principle on open set OR,ϵ = {(ρ, z) : ϵ < ρ < R}, we have V ≡ 0
after passing to the limits R → ∞ and ϵ → 0. By equation (5.117) the one form
βi = Aiρdρ + A
i
zdz is closed differential one-form and simply connectedness of Σ
implies that there exists function ψi such that βi = dψi, i.e. βi is exact. Then the
metric is
h =
dρ2 + dz2
2
√
ρ2 + z2
+ σijd
(
φi + ψi
)
d
(
φj + ψj
)
=
dρ2 + dz2
2
√
ρ2 + z2
+ σijdγ
idγj , (5.124)
where γi are new rotational angles. Hence, (Σ,h) is isometric to the Euclidean space
(R4, δ4).
5.4 Summary
This chapter contains two main results of this thesis. The first result is the construc-
tion of a mass functionalM for non-zero stress-energy tensor and study its properties.
We showed thatM is the lower bound of the ADM mass of any GB data and it evalu-
ates to the ADM mass of the associated reduced data. Moreover, its critical points are
stationary U(1)2- invariant, vacuum black holes. However, our analysis for positivity
only works for a particular admissible set of orbit spaces and there is an open problem
for the general orbit space. The second result is a generalization of Brill’s positive
mass theorem for GB initial data. We established this result by following the argu-
ment of 3+1 dimensional case and we proved the rigidity by a simple contradiction
argument. By this functional in hand, we will prove a local version of mass-angular
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momenta inequalities for any GB initial data in the next chapter.
Chapter 6
Mass-Angular Momenta
Inequalities
This chapter is dedicated to a central theorem of this thesis. Roughly speaking, we
prove a class of local geometric inequalities for generalized Brill initial data sets with
positive energy density and vanishing energy flux in the direction of U(1)2-isometries.
In particular, we prove for any GB initial data (Σ,h, K) with mass m and angular
momenta J1 and J2 with corresponding vacuum t − φi symmetric part (B, u), where
u = (v, λ′, Y ), if we have an extreme initial data set which is sufficiently close to the
associated reduced data (B, u) with same angular momenta and same orbit, we obtain
m ≥ f(J1, J2) (6.1)
where f depends on the orbit space. The results of this chapter appeared in the follow-
ing journal article: (AA.3) Classical and Quantum Gravity, 32 (16), 165,020.(2015)[4],
and (AA.5) arXiv:1508.02337 which was submitted to Journal of Mathematical Physics
[5] in July 2015.
126
6.1 Statement of the Problem and Main Result
Dain has proven the inequality m ≥ |J | for complete, maximal, asymptotically flat
axisymmetric vacuum initial data to the 3+1 dimensional Einstein equation. Here m
is the ADM mass associated with the data and J is the conserved angular momenta
associated with the U(1) isometry [51, 53]. A thorough account of this program with
references to further generalizations can be found in the review [54]. A natural problem
is to investigate whether these results can be generalized to higher dimensions. The
area-angular momenta inequalities (see [54] for a survey) have been shown to admit
such a generalization in all dimensions D for black holes with U(1)D−3 rotational
isometries [90]. Here we will focus on extending mass-angular momenta inequalities in
D = 5, as this is the only other possibility that admits asymptotically flat spacetimes
with these isometries.
Initial data sets with cylindrical ends arise within the context of stationary, ex-
treme black holes. Extreme black holes with degenerate Killing horizons have vanish-
ing surface gravity κ = 0, and in the limit as one approaches the horizon, Einstein’s
equations decouple in a precise manner into a set of equations defined only on the
horizon [107]. This gives rise to the notion of a near-horizon geometry, which often
thought of as an infinite ‘throat’ region in the spacetime (indeed the proper length to
a spatial section of the horizon is infinite).
Extreme black holes have attracted a great deal of interest in recent years. Due
to the decoupling described above, classifying near-horizon geometries is tractable
and yields important information on the full space of extreme solutions (e.g. allowed
geometries and topologies of spatial cross sections). Furthermore, extreme black hole
geometries saturate a number of geometric inequalities which must hold for initial
data sets and for marginally outer trapped surfaces in four dimensions [41, 51, 53]
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(see also [4, 90] for work on the latter problem in D > 4). Finally, extreme black
holes have the simplest microscopic description within string theory, and so are an
important testing ground for various calculations in quantum gravity, the most well-
known of which is black hole entropy counting. Recently, due to the work of Aretakis
and others [9, 10, 112, 122], extreme black holes have been shown to be unstable
to a certain horizon instability. An alternative approach to studying the non-linear
instability of the extreme Kerr-Newman family using perturbations of the initial data
of extreme Reisnner-Nordstsrom also has recently appeared [134].
Moreover, the slice Σ of such a near-horizon geometry has the form of the geometry
of a cylindrical end, where N ∼= H (see Figure 3.4a). In Theorem 60 of Chapter 5
we constructed a mass functional M as a lower bound for any GB initial data. The
mass functional evaluates to the ADM mass for vacuum t − φi symmetric data and
by Lemma 50 it is characterized by the triple u = (v, λ′, Y ). We also showed that
the critical points of this mass functional amongst this class of data are precisely the
R×U(1)2-invariant, vacuum solutions of the five-dimensional Einstein equation. The
goal of this chapter is to show the extreme R × U(1)2-invariant vacuum solutions
have minimum mass among all initial data sets with same orbit spaces and angular
momenta. To summarize we have the following remark.
Remark 66. Let (Σ,h, K) be a GB initial data set with positive energy density µ
and vanishing energy flux in direction of U(1)2-isometries, i.e. ιξ(i)j = 0. Then the
associated reduced data (B, u) has less or equal mass with respect to the GB initial
data.
The uniqueness results of Figueras and Lucietti [67] imply that, for fixed angular
momenta J1, J2 and interval structure, there is at most one asymptotically flat extreme
black hole. We will consider the case where an extreme solution exists. Then for a
fixed structure we can write the mass of the extreme black hole as mext = f(J1, J2)
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for some function f which depends on the interval structure. We have shown (under
suitable conditions) that for small variations with fixed angular momenta about the
extreme black hole initial data, the mass mext is a minimum; that is
m ≥ f(J1, J2). (6.2)
Note that m could be the mass of a dynamic black hole. This is shown by demon-
strating that the extreme black holes are local minima of the mass functional. Of
course, within the two explicitly known families of stationary black holes, the extreme
Myers-Perry [125] and extreme doubly-spinning black ring [131] for fixed angular mo-
menta, the extreme member of the family has the minimum mass, as is the case for
Kerr. However, as we showed in the Section 4.3 the orbit space and slice topology
of the extreme black ring and the non-extreme black ring are different. Therefore,
this result does not provide any information about the relation of these two types of
black ring. Moreover, for more general interval structure, there is no reason to expect
this to occur, or indeed that a non-extreme family of solutions with a given interval
structure contains an extreme limit.
By Remark 66 from now on we restrict attention to the mass functional, as it is a
lower bound for the mass of our original initial data. We set ϕ = (v¯, λ¯′, Y¯ ) where λ¯′ is
a symmetric 2× 2 matrix such that det λ¯′ = 0. As will be explained in the following
sections, ϕ will represent a perturbation about some fixed initial data u0 defined in
Definition 67 . This should consist of five free degrees of freedom, and the apparent
restriction det λ¯′ = 0 is simply a gauge choice. Let Ω be a (unbounded) domain and
we introduce the following weighted spaces of C1 functions with norm
∥f∥C1β(Ω) = supx∈Ω{σ
−β |f |+ σ−β+1 |∇f |} (6.3)
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and β < −1 and σ = √r2 + 1 and for a column vector and a matrix we define
respectively ⏐⏐Y¯ ⏐⏐ ≡ (Y¯ tλ′−10 Y¯ )1/2 , ⏐⏐λ¯′⏐⏐ ≡ (Tr [λ¯′tλ¯′])1/2 . (6.4)
Let ρ0 > 0 be a constant and Kρ0 be the cylinder ρ ≤ ρ0 in R3. We define the domain
Ωρ0 = R3\Kρ0 . The perturbations Y¯ and λ¯ are assumed to vanish in Kρ0 . This is
consistent with the physical requirement that the perturbations keep fixed the angular
momenta Ji and fixed orbit space. The Banach space B is defined by
∥ϕ∥B = ∥v¯∥C1β(R3) +
λ¯′
C1β(Ωρ0 )
+
Y¯ 
C1β(Ωρ0 )
. (6.5)
Now we define the class of extreme data. Note that we will denote non-negative
constants which depend on parameters of data such as mass and angular momenta
by C, Ci, and C
′.
Definition 67. The set of extreme class E is the collection of data arising from
vacuum extreme, asymptotically flat, R × U(1)2 invariant black holes which consist
of triples u0 = (v0, λ
′
0, Y0) where v0 is a scalar, λ
′
0 = [λij] is a positive definite 2 × 2
symmetric matrix, and Y0 is a column vector with the following bounds for ρ ≤ r2:
1.
∇Y t0 λ−10 ∇Y0
X0
≤ Cr−4 and e−2v0 ∇Y t0 λ−10 ∇Y0
X0
≤ Cr−2 in R3 where λ0 = e2v0λ′0,
2. C1ρI2×2 ≤ λ0 ≤ C2ρI2×2 and C3ρ−1I2×2 ≤ λ−10 ≤ C4ρ−1I2×2 in Ωρ0 ,
3. ρ2 ≤ X0 in R3 where X0 = detλ0 and X20 ≤ C ′ρ4 in Ωρ0 where limρ0→0C ′ =∞,
4. |∇v0|2 ≤ Cr−4, |∇ lnX0|2 ≤ Cρ−2 in R3 and
⏐⏐∇λ0λ−10 ⏐⏐2 ≤ Cρ−2 in Ωρ0 .
The choice of these bounds are consistent with the two known extreme black hole
initial data sets, extreme Myers-Perry and extreme doubly spinning black ring. It is
difficult to prove directly because the expressions in terms of the (ρ, z) coordinates are
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unwieldy. However, we have checked numerically that these bounds hold for a wide
range of parameters for these two cases. It is possible that there exists an extreme data
set which has slightly different bounds (i.e. this would correspond to another extreme
black hole with different orbit space). In that case we expect that the arguments
used in the proof of theorem 68 can be extended to take into account these different
estimates.
Note that by what has been proved in [3], M evaluated on the extreme class is
non-negative and given by (5.113) Now denote an extreme data set of this class by
u0 = (v0, λ
′
0, Y0) ∈ E. Then we have the following result
Theorem 68 (Mass angular momenta inequality).
(a) Let ϕ = (v¯, λ¯′, Y¯ ) ∈ B where B is the Banach space defined above and u0 =
(v0, λ
′
0, Y0) ∈ E is extreme data with fixed B. Then the functional M : B → R
has a strict local minimum at u0. That is, there exists ϵ > 0 such that
M(u0 + ϕ) >M(u0) (6.6)
for all ϕ ∈ B with ∥ϕ∥B < ϵ and ϕ ̸= 0.
(b) Let (Σ, hab, Kab) be a GB initial data set with mass m and fixed angular momenta
J1 and J2 and fixed orbit space B satisfies in Einstein constraint equations (3.7)
and (3.8). Assume ιξ(i)j = 0 for i = 1, 2 and µ ≥ 0. Let u = (v, λ′, Y ) describe the
associated t− φi vacuum symmetric data as in Remark 66 and write u = u0 + ϕ
where u0 is extreme data with the same J1, J2 and orbit space B. If ϕ is sufficiently
small (as in (a)) then
m ≥ f(J1, J2) =M(u0) (6.7)
for some f which depends on the orbit space B. Moreover, m = f(J1, J2) for data
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(Σ, h,K) in a neighbourhood if and only if the data are extreme data.
For the sake of illustration we mention two special cases of the theorem.
1. In dimension 5, a possible horizon topology is H ∼= S3. Consider fixed angular
momenta J1 and J2 and fixed orbit space B˜ consisting of a finite timelike interval
(the event horizon) and two semi-infinite spacelike intervals extending to asymp-
totic infinity (representing rotation axes). Then the orbit space of the slice will
be B ∼= B˜\{horizon interval} which corresponds to slice topology Σ ∼= R × S3
[3, 7]. By the uniqueness Theorem [67] extreme Myers-Perry solution is the
unique solution with this orbit space and fixed angular momenta. Thus there
exists f(x, y) = 3
[
π
32
(|x|+ |y|)2]1/3 such that mass of extreme Myers-Perry is
equal to f(J1, J2). Then by theorem 68 mass of any GB initial data sufficiently
close (in the sense made precise above) with the same interval structure and
angular momenta is greater than f(J1, J2).
2. Now consider the horizon topology H ∼= S2 × S1. Consider fixed angular mo-
menta J1 and J2 and fixed orbit space B˜ consisting of a point, a finite spatial
interval, and two semi-infinite intervals extending to asymptotic infinity. Then
the orbit space of the slice will be B ∼= B˜ which corresponds to slice topology
Σ ∼= S2 × B2#R4 [3, 7]. By the uniqueness theorem [67] the extreme doubly
spinning black ring is the unique solution with orbit space B˜ and fixed angular
momenta. Thus there exists f(x, y) = 3
[
π
4
|x| (|y| − |x|)]1/3 such that mass of
extreme doubly spinning black rings is equal to f(J1, J2). Then by Theorem 68
the mass of any GB initial data with the same orbit structure and fixed angular
momenta is greater than f(J1, J2).
Theorem 68 is a local inequality which should be satisfied for a wide class of
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(possibly dynamical) black holes with a fixed interval structure with a geometry suffi-
ciently near an extreme black hole. One may expect to prove a global result showing
that this inequality holds all data with fixed J1, J2 and B. Such a global inequality
has been proved in the electrovacuum in 3+1 dimensions [53]. A major obstacle to
extending this result to the present case is showing positivity of M for arbitrary in-
terval structures consistent with asymptotic flatness. However, for a class of interval
structures (including Myers-Perry black hole initial data) one can showM≥ 0 (The-
orem 60 and in [3]). We are currently investigating whether a global inequality can
be demonstrated in this particular setting. In this context, it is worth noting that
R×U(1)2-invariant vacuum spacetimes can be cast as harmonic maps from the orbit
space to SL(3,R)/SO(3) [93]. The target space metric is easily checked to be Einstein
with negative curvature (it is not conformally flat). This can be contrasted with the
four-dimensional case where the R × U(1)-invariant vacuum solutions are harmonic
maps to SL(2,R)/SO(2) ∼= H2 equipped with its standard Einstein metric.
6.2 Properties of The Second Variation of M
In this section we will study the properties of second variation of mass functionalM.
Let ϕ ∈ B and consider the real-valued function
Eϕ(t) ≡M(u0 + tϕ) (6.8)
and we assume
(v, λ′, Y ) ≡ (v(t), λ′(t), Y (t)) = (v0 + tv¯, λ′0 + tλ¯′, Y0 + tY¯ ) (6.9)
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where detλ′ = ρ2. This choice for determinant of λ′ requires that det λ¯ = 0, that is
0 = det
(
λ′0 + tλ¯
′)− ρ2 = tρ2Tr (λ′−10 λ¯′)+ t2 det λ¯′ = t2 det λ¯′.
Moreover we have
λ ≡ λ(t) = e2vλ′(t) X ≡ X(t) = detλ′ = e4vρ2 (6.10)
and X0 = X(0). Then by Section 5.2.2 the first variation is
E ′ϕ(t) =
1
8
∫
R3
[
e−6v
2ρ4
(∇Y tadj(λ¯′)∇Y + 2∇Y tadj(λ′)∇Y¯ − 6v¯∇Y tadj(λ′)∇Y )
− 1
2ρ2
Tr
(
adj(∇λ¯′)∇λ′)+ 12∇v.∇v¯ + ] dµ0. (6.11)
Now we compute the second variation by taking variation of terms in E ′ϕ(t). The first
term is
d
dt
(12∇v.∇v¯) = 12(∇v¯)2. (6.12)
The second term is
d
dt
e−6v
2ρ4
[
∇Y tadj(λ¯′)∇Y +∇Y tadj(λ′)∇Y¯ − 6v¯∇Y tadj(λ′)∇Y
]
=
e−6v
ρ4
[
2∇Y tadj(λ¯′)∇Y¯ +∇Y¯ tadj(λ′)∇Y¯
− 6v¯∇Y tadj(λ¯′)∇Y − 12v¯∇Y tadj(λ′)∇Y¯ + 18v¯2∇Y tadj(λ′)∇Y
]
. (6.13)
The last term is
d
dt
1
2ρ2
Tr
(
adj(∇λ¯′)∇λ′) = det∇λ¯′
ρ2
. (6.14)
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Then the second variation is
E ′′ϕ(t) =
1
8
∫
R3
(
12 |∇v¯|2 − det∇λ¯
′
ρ2
+
e−6v
ρ4
[
2∇Y tadj(λ¯′)∇Y¯ +∇Y¯ tadj(λ′)∇Y¯
− 6v¯∇Y tadj(λ¯′)∇Y − 12v¯∇Y tadj(λ′)∇Y¯ + 18v¯2∇Y tadj(λ′)∇Y
])
dµ0.(6.15)
Note that the integrand of the functional M is singular at ρ = 0. However, we
have defined the Banach space B only for functions Y¯ and λ¯′ with support in Ωρ0 .
Therefore, the domain of integration of the terms in which ∇Y¯ and ∇λ¯′ appear are
in fact Ωρ0 and hence the integrand is regular for those terms.
We now introduce axillary Hilbert spaces Hi, which are defined in terms of the
weighted Sobolev spaces
∥v¯∥2H1 =
∫
R3
|∇v¯|2 r−2dµ0 +
∫
R3
|v¯|2 r−4dµ0 (6.16)λ¯′2H2 = ∫
Ωρ0
⏐⏐∇λ¯′⏐⏐2 ρ−2dµ0 + ∫
Ωρ0
⏐⏐λ¯′⏐⏐2 ρ−4dµ0 (6.17)Y¯ 2H3 = ∫
Ωρ0
⏐⏐∇Y¯ ⏐⏐2 ρ−2dµ0 + ∫
Ωρ0
⏐⏐Y¯ ⏐⏐2 ρ−4dµ0 (6.18)
and their corresponding inner products. The following auxiliary Hilbert space for φ
with norm defined by
∥ϕ∥2H = ∥v¯∥2H1 +
λ¯2H2 + Y¯ 2H3 , (6.19)
with its corresponding inner product. We have B ⊂ H and the following Poincare´
inequalities
Lemma 69. Let ϕ ∈ H and δ ̸= 0 is a real number. Then
(a) |δ|−2 ∫R3 |∇v¯|2 r−2δ−1dµ0 ≥ ∫R3 |v¯|2 r−2δ−3dµ0.
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(b) |δ|−2 ∫
Ωρ0
⏐⏐∇λ¯′⏐⏐2 ρ−2δdµ0 ≥ ∫Ωρ0 ⏐⏐λ¯′⏐⏐2 ρ−2δ−2dµ0.
(c) 2 |δ|−2 ∫
Ωρ0
∇Y¯ t∇Y¯ ρ−3δdµ0 ≥ 3
∫
Ωρ0
Y¯ tY¯ ρ−3δ−2dµ0.
Proof. (a) The proof of this part is similar to Theorem 1.3 of [15].
(b) The proof of part (b) is as following. We know for any symmetric matrices λ¯ we
have ⏐⏐λ¯′⏐⏐2 = λ¯′211 + λ¯′222 + 2λ¯′212. (6.20)
Let ∆3 be Laplace operator respect to δ3 on R3.
∆3(ln ρ) = 0, on Ωρ0 . (6.21)
Then for each one of these functions λ¯′ij we have
0 = −
∫
Ωρ0
(
ρ−2δλ¯
′2
ij
)
∆3 (ln ρ) dµ0
= −
∮
∂Ωρ0
(
ρ−2δλ¯′2ij
)∇ (ln ρ) · n dS + ∫
Ωρ0
∇ (ρ−2δλ¯′2ij)∇ (ln ρ) dµ0
=
∫
Ωρ0
∇ (ρ−2δλ¯′2ij)∇ (ln ρ) dµ0
=
∫
Ωρ0
(−2δρ−2δ−2λ¯′2ij∇ρ+ 2λ¯′ijρ−2δ−1∇λ¯′ij) dµ0 (6.22)
where n is unit normal vector on Ωρ0 and dS = ρ dzdϕ. The second equality
follows by Stokes’ theorem. The third equality follows from compact supportness
of λ¯′ij on Ωρ0 . Now if we expand the derivatives in the integrand and use the
Ho¨lder inequality we have
|δ|−2
∫
Ωρ0
⏐⏐∇λ¯′ij⏐⏐2 ρ−2δdµ0 ≥ ∫
Ωρ0
⏐⏐λ¯′ij⏐⏐2 ρ−2δ−2dµ0. (6.23)
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Then we have the following inequality
|δ|−2
∫
Ωρ0
⏐⏐∇λ¯′⏐⏐2 ρ−2δdµ0 ≥ ∫
Ωρ0
⏐⏐λ¯′⏐⏐2 ρ−2δ−2dµ0. (6.24)
(c) The proof is similar to part (b). We have
0 = −
∫
Ωρ0
(
ρ−3δY¯ tY¯
)
∆3 (ln ρ) dµ0
= −
∮
∂Ωρ0
(
ρ−3δY¯ tY¯
)∇ (ln ρ) · n dS + ∫
Ωρ0
∇ (ρ−3δY¯ tY¯ )∇ (ln ρ) dµ0
=
∫
Ωρ0
∇ (ρ−3δY¯ tY¯ )∇ (ln ρ) dµ0
=
∫
Ωρ0
[−3δρ−3δ−2Y¯ tY¯∇ρ+ 2ρ−3δ−1 (∇Y¯ t) Y¯ ] dµ0 (6.25)
where n is unit normal vector on Ωρ0 and dS = ρ dzdϕ. Now if we expand
the derivatives in the integrand and use the Cauchy-Schwarz inequality (utw ≤
(utu)1/2(wtw)1/2 for vectors u and w) we have
2 |δ|−2
∫
Ωρ0
∇Y¯ t∇Y¯ ρ−3δdµ0 ≥ 3
∫
Ωρ0
Y¯ tY¯ ρ−3δ−2dµ0. (6.26)
Lemma 70. If ϕ ∈ B and 0 < t < 1, then
(a) The function Eϕ(t) is C2 in the t variable.
(b) For every ϵ > 0 there exist η(ϵ) such that for ∥ϕ∥B < η(ϵ) we have
⏐⏐E ′′ϕ(t)− E ′′ϕ(0)⏐⏐ ≤ ϵ ∥ϕ∥2H . (6.27)
Proof. (a) To show Eϕ(t) is C2 it is enough to to show the third derivatives exist for
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all 0 < t < 1. First we have
E ′′′ϕ (t) =
1
8
∫
R3
e−6v
ρ4
(
3∇Y¯ tadj(λ¯′)∇Y − 42v¯∇Y¯ tadj(λ¯′)∇Y¯ − 12v¯∇Y¯ tadj(λ′)∇Y¯
+ 108v¯2∇Y tadj(λ¯′)∇Y + 144v¯2∇Y tadj(λ′)∇Y¯ − 216v¯3∇Y tadj(λ′)∇Y
)
dµ0.
Note ∇Y¯ and λ¯′ have compact support in Ωρ0 . Therefore, by parts (1) and
(2) of Definition 67 and relation adjλ¯′ = − 1
ρ2
adjλ′0λ¯
′adjλ′0 and det λ¯
′ = 0 it is
straightforward but tedious to show that all terms are bounded by the norm B.
The only term with different domain is
− 216v¯
3
X0
∇Y t0λ−10 ∇Y0 (6.28)
which is bounded on R3 by part 1 of Definition 67. Then Eϕ(t) is C2.
(b) First by integrand of E ′′ϕ(t) we have
E ′′ϕ(t)− E ′′ϕ(0) =
∫
R3
(
A1|t0 + ...+ A6|t0
)
dµ0 (6.29)
where
A1 = 18
e−6vv¯2
ρ4
∇Y t0 adjλ′0∇Y0 A2 =
e−6v
ρ4
(18v¯2t− 6v¯)∇Y t0 adjλ¯′∇Y0
A3 =
e−6v
ρ4
(36v¯2t− 12v¯)∇Y¯ tadjλ′0∇Y0
A4 =
e−6v
ρ4
(18v¯2t2 − 12v¯t+ 1)∇Y¯ tadjλ′0∇Y¯
A5 =
e−6v
ρ4
(36v¯2t2 − 24v¯t2 + 2)∇Y¯ tadjλ¯′∇Y0
A6 =
e−6v
ρ4
(18v¯2t3 − 18v¯t2 + 3t)∇Y¯ tadjλ¯′∇Y¯ .
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All of these terms satisfy (6.101) by similar steps as in [51]. First we have
|v¯| ≤ σβ ∥v¯∥C1β(R3) ≤ ∥v¯∥C1β(R3) ≤ ∥ϕ∥B ≤ η . (6.30)
By part (1) of Definition 67 we have
∫
R3
A1|t0dΣ0 =
∫
R3
18v¯2
∇Y t0λ−10 ∇Y0
X0
[
e−6tv¯ − 1] dµ0
≤ 18C [e6η − 1] ∫
R3
v¯2r−4dµ0
≤ 18C [e6η − 1] ∥v¯∥2H1 ≤ 18C [e6η − 1] ∥ϕ∥2H . (6.31)
Now we write A2 = B1 +B2 where
B1 =
e−6v
ρ4
18v¯2t∇Y t0 adjλ¯′∇Y0 (6.32)
B2 = −6e
−6v0
ρ4
v¯∇Y t0 adjλ¯′∇Y0
[
e−6tv¯ − 1] . (6.33)
We will prove it for B1 and B2 is similar. We have
∫
R3
B1dΣ = −
∫
R3
e−6v
ρ6
18v¯2t∇Y t0 adjλ′0λ¯′adjλ′0∇Y0 dµ0
≤ 18e6ηη
∫
R3
e−6v0
ρ6
⏐⏐λ¯′⏐⏐ v¯∇Y t0 (adjλ′0)2∇Y0 dµ0
≤ 18Cηe6η
∫
R3
⏐⏐λ¯′⏐⏐ v¯ρ−1r−6 dµ0
≤ 18Cηe6η ∥v¯∥H1
λ¯′H2 ≤ 18Cηe6η ∥ϕ∥2H . (6.34)
We used the identity adjλ¯′ = − 1
ρ2
adjλ′0λ¯
′adjλ′0 in the first line. The first inequality
arise from (6.30) and the matrix inequality utAu ≤ |A|utu for any 2 × 2 matrix
A. The second inequality is a consequence of parts (1) and (2) of Definition 67.
Finally, the third inequality follows from Ho¨lder’s inequality, ρ < r2, and part (1)
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of Lemma 10.
The term A3 can be expressed as A3 = B3 +B4 where
B3 = 36
e−6v
ρ4
v¯2t∇Y¯ tadjλ′0∇Y0 (6.35)
B4 = −12e
−6v0
ρ4
v¯∇Y¯ tadjλ′0∇Y0
[
e−6tv¯ − 1] . (6.36)
Then the bound of B3 is
∫
R3
B3dΣ ≤ 36ηe6η
∫
Ωρ0
1
X0
v¯∇Y¯ tλ′−10 ∇Y0 dµ0
≤ 36ηe6η
∫
Ωρ0
v¯
X0
(∇Y¯ tλ′−10 ∇Y¯ )1/2 (∇Y t0λ−10 ∇Y0)1/2 dµ0
≤ 36Cηe6η
(∫
Ωρ0
ρ−2∇Y¯ tλ′−10 ∇Y¯ dµ0
)1/2(∫
Ωρ0
v¯2r−4 dµ0
)1/2
≤ 36Cηe6η ∥v¯∥H1
Y¯ H3 ≤ 36Cηe6η ∥ϕ∥2H . (6.37)
The first inequality uses (6.30). We know λ−10 is a positive definite symmetric
matrix. Thus it has a square root matrix λ
−1/2
0 , that is λ
−1
0 =
(
λ
−1/2
0
)2
. Then
the integrand in the first line is equal to X−10 v¯u
tw where ut = ∇Y¯ tλ−1/20 and
w = λ
−1/2
0 ∇Y0. Since utw ≤ (utu)1/2(wtw)1/2 we have the second inequality.
The third inequality follows from Ho¨lder’s inequality and parts (1) and (2) of
Definition 1. The fourth inequality is by the definition of norm. B4 is exactly
similar to B3. We have A4 = B5 +B6 where
B5 =
e−6v
ρ4
(18v¯2t2 − 12v¯t)∇Y¯ tadjλ′0∇Y¯ , (6.38)
B6 =
e−6v0
ρ4
∇Y¯ tadjλ′0∇Y¯
[
e−6tv¯ − 1] (6.39)
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Then the bound of B5 is
∫
R3
B5 dµ0 ≤ (18η2 + 12η)e6η
∫
Ωρ0
X−10 ∇Y¯ tλ′−10 ∇Y¯ dµ0
≤ (18η2 + 12η)e6η
∫
Ωρ0
ρ−2∇Y¯ tλ′−10 ∇Y¯ dµ0
≤ (18η2 + 12η)e6η ∥ϕ∥2H . (6.40)
The first equality follows by (6.30) and definition of X. The second equality is
by part (3) of Definition 67. Proof of B6 is exactly similar to B5. Next, we have
A5 = B7 +B8 where
B7 =
e−6v
ρ4
(36v¯2t2 − 24v¯t2)∇Y¯ tadjλ¯′∇Y0, (6.41)
B8 = 2
e−6v0
ρ4
∇Y¯ tadjλ¯′∇Y0
[
e−6tv¯ − 1] (6.42)
Then the bound of B7 is
∫
R3
B7 dµ0
≤ (36η2 + 24η)e6η
∫
Ωρ0
⏐⏐λ¯′⏐⏐X−10 e2v0∇Y¯ t(λ−10 )2∇Y0 dµ0
≤ C(36η2 + 24η)e6η
∫
Ωρ0
⏐⏐λ¯′⏐⏐ ρ−1X−10 ∇Y¯ tλ−10 ∇Y0 dµ0
≤ C(36η2 + 24η)e6η
∫
Ωρ0
⏐⏐λ¯′⏐⏐ ρ−1X−10 (∇Y¯ tλ−10 ∇Y¯ )1/2 (∇Y t0λ−10 ∇Y0)1/2 dµ0
≤ C(36η2 + 24η)e6η
(∫
Ωρ0
ρ−2∇Y¯ tλ′−10 ∇Y¯ dµ0
)1/2(∫
Ωρ0
⏐⏐λ¯′⏐⏐2 ρ−4 dµ0)1/2
≤ C(36η2 + 24η)e6η Y¯ H3 λ¯′H2 ≤ C(36η2 + 24η)e6η ∥ϕ∥2H . (6.43)
The first inequality uses the identity adjλ¯′ = − 1
ρ2
adjλ′0λ¯
′adjλ′0, inequality (6.30),
and the matrix inequality utAu ≤ |A|utu for any 2 × 2 matrix A. The second
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inequality is a consequence of parts (1) and (2) of Definition 67. The third in-
equality follows from a similar argument for B3 by Ho¨lder and Cauchy-Schwartz
inequalities for vectors and the fact that e2v0 ≤ 1 on Ωρ0 . The fourth inequality
is a consequence of parts (1) and (3) of Definition 67. The fifth inequality follows
from part (1) of Definition 67 and ρ ≤ r2. Similarly the argument holds for B8.
Finally we have,
∫
R3
A6dµ0 ≤ C(18η2 + 18η + 3)e6η
∫
Ωρ0
⏐⏐λ¯′⏐⏐ e−6v0
ρ6
∇Y¯ t(adjλ′0)2∇Y¯ dµ0
≤ C(18η2 + 18η + 3)e6η
∫
Ωρ0
⏐⏐λ¯′⏐⏐ ρ−3∇Y¯ tλ′−10 ∇Y¯ dµ0
≤ C(18η2 + 18η + 3)e6ηη
∫
Ωρ0
ρ−2∇Y¯ tλ′−10 ∇Y¯ dµ0
≤ C(18η2 + 18η + 3)e6ηη Y¯ 2H3
≤ C(24η + 18η2 + 3)e8ηη ∥ϕ∥2H . (6.44)
The first inequality uses the identity adjλ¯′ = − 1
ρ2
adjλ′0λ¯
′adjλ′0, inequality (6.30),
and the matrix inequality utAu ≤ |A|utu for any 2 × 2 matrix A. The second
inequality is a consequence of part (2) of Definition 67. The third inequality
arises from the inequality ρ−1
⏐⏐λ¯′⏐⏐ ≤ σβ λ¯′
C1β(Ωρ0 )
≤ λ¯′
C1β(Ωρ0 )
≤ ∥ϕ∥B ≤
η.Therefore, E ′′ϕ(t) is uniformly continuous.
It is important to show that the second variation is non-negative. We will achieve
this by using Carter identity in Appendix B. We consider our parametrization of data
with relations (6.9) and (6.10) we have
X˙ = 4v¯X, λ˙ = λ¯ = 2v¯λ+ λλ′−1λ¯′, Y˙ = Y¯ . (6.45)
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Thus
λ−1λ˙ = 2v¯I + λ′−1λ¯′ (6.46)
since Tr
(
λ′−1λ¯′
)
= δ detλ′/ detλ′ = 0 we have Tr
(
λ−1λ¯
)
= 4v¯. Then by Carter
identity (6.47), the following identity holds for arbitrary v, v¯, Y , Y¯ , λ, and λ¯.
X−1Y¯ tλ−1Y¯ GX − 4v¯G˙X − 8v¯GtY Y¯ − 2Y¯ tλ−1λ¯GY
+ X−1Y¯ tλ−1GtλY¯ − Tr
(
λ−1λ¯G˙tλ
)
− 2G˙tY Y¯
= F (t)−∆ (X−1Y¯ tλ−1Y¯ + 16v¯2) (6.47)
where GX , GY , and Gλ are defined in (B.6), (5.87),(5.64)-(5.65) and
F (t) =
(
4∇v¯ +X−1Y¯ tλ−1∇Y )2 +X (U˙ t2λU˙2 +∇U t1λ∇U1)
+ Tr
[ (∇ (λ¯λ−1)+X−1∇Y Y¯ tλ−1)2 ]
G˙X = 4∆3v¯ +
e−6v
ρ4
{
2∇Y¯ tadjλ′∇Y +∇Y tadjλ¯′∇Y − 6v¯∇Y tadjλ′∇Y }
G˙λ = 2∆3v¯I + divδ
(
λ
′−1∇λ′
)
+
e−6v
ρ4
{
2adjλ′∇Y · ∇Y¯ t + adjλ¯′∇Y · ∇Y t − 6v¯adjλ′∇Y · ∇Y t}
G˙Y = div
(
e−6v
ρ4
{
adjλ′∇Y¯ + adjλ¯′∇Y − 6v¯adjλ′∇Y }) . (6.48)
The identity (6.47) can be verified directly. Now we show relation of the identity
(6.47) and second variation E ′′ϕ(t). First we have
I ≡ −4v¯G˙X − Tr
(
λ−1λ¯G˙λ
)
− 2G˙tY Y¯
= −4v¯G˙X − Tr
([
2v¯I + λ′−1λ¯′
]
G˙λ
)
− 2G˙tY Y¯
= −6v¯G˙X − Tr
(
λ′−1λ¯′G˙λ
)
− 2G˙tY Y¯
143
= −6v¯
[
4∆3v¯ +
e−6v
ρ4
{
2∇Y¯ tadjλ′∇Y +∇Y tadjλ¯′∇Y − 6v¯∇Y tadjλ′∇Y }]
− Tr
(
2λ′−1λ¯′∆3v¯I + λ′−1λ¯′divδ
(
λ
′−1∇λ′
)
+
e−6v
ρ4
λ′−1λ¯′
{
2adjλ′∇Y · ∇Y¯ t + adjλ¯′∇Y · ∇Y t − 6v¯adjλ′∇Y · ∇Y t})
− 2div
(
e−6v
ρ4
{
adjλ′∇Y¯ + adjλ¯′∇Y − 6v¯adjλ′∇Y })t Y¯ . (6.49)
We integrate by parts for the first term of the first line and all terms in the last line
and we use the following identities
det λ¯′ = 0, adjλ¯′λ¯′ = det λ¯′I = 0, −λ′−1λ¯′λ′−1 = adjλ¯
′
ρ2
. (6.50)
Then we have
∫
R3
I dµ0
=
∫
R3
(
−4v¯G˙X − Tr
(
λ−1λ¯G˙λ
)
− 2G˙tY Y¯
)
dµ0 (6.51)
=
∫
R3
{
24 |∇v¯|2 + e
−6v
ρ4
[
4∇Y¯ tadjλ¯′∇Y + 2∇Y¯ tadjλ′∇Y¯ − 12v¯∇Y¯ tadjλ′∇Y
− 24v¯∇Y¯ tadjλ′∇Y + 36v¯2∇Y tadjλ′∇Y
]
+ Tr
[
∇ (λ′−1λ¯′) δ (λ′−1∇λ′)]  
Z
}
.dµ0
In equation (6.51), all terms are in second variation except Z . First we integrate Z
over R3 and use Stokes’ theorem and the property of compact supportness of λ¯′ on
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Ωρ0 ⊂ R3 and we obtain
Z = Tr
{
λ′−1λ¯′δdiv
(
λ′−1∇λ′)}
= δTr
{
λ′−1λ¯′div
(
λ′−1∇λ′)}− Tr{δ(adjλ′λ¯′
ρ2
)
div
(
λ′−1∇λ′)}
= δTr
{
λ′−1λ¯′div
(
λ′−1∇λ′)}− Tr{adjλ¯′λ¯′
ρ2
div
(
λ′−1∇λ′)}
= δ
[
Trdiv
{
λ′−1λ¯′λ′−1∇λ′}− Tr{∇ (λ′−1λ¯′) (λ′−1∇λ′)}]
= δ
[
Trdiv
{
λ′−1λ¯′λ′−1∇λ′}+ Tr{λ′−1∇λ′λ′−1λ¯′λ′−1∇λ′}− Tr{λ′−1∇λ¯′λ′−1∇λ′}]
= δ
[
Trdiv
{
λ′−1λ¯′λ′−1∇λ′}− 1
ρ2
Tr
{
λ′−1∇λ′adjλ¯′∇λ′}− 1
ρ2
Tr
{
λ′−1∇λ¯′adjλ′∇λ′}]
= δ
[
Trdiv
{
λ′−1λ¯′λ′−1∇λ′}− 1
ρ2
Tr
{
λ′−1
(∇λ′adjλ¯′ +∇λ¯′adjλ′)∇λ′}]
= δ
[
Trdiv
{
λ′−1λ¯′λ′−1∇λ′}− 1
ρ2
Tr
{
λ′−1δ (∇λ′adjλ)∇λ′}]
= δ
[
Trdiv
{
λ′−1λ¯′λ′−1∇λ′}− 1
ρ4
Tr {δ (∇λ′adjλ)∇λ′adjλ′}
]
= δ
[
Trdiv
{
λ′−1λ¯′λ′−1∇λ′}− 1
2ρ4
δTr
{
(∇λ′adjλ)2
}]
= δ
[
Trdiv
{
λ′−1λ¯′λ′−1∇λ′}− 1
2
δTr
{(
λ′−1∇λ′
)2}]
= divTrδ
{
λ′−1λ¯′λ′−1∇λ′}− 1
2
δ2Tr
{(
λ′−1∇λ′
)2}
= divTrδ
{
−adjλ¯
′
ρ2
∇λ′
}
− 2δ2
(
− 1
ρ2
+
1
4
Tr
{(
λ′−1∇λ′
)2})
= −divTr
{
adjλ¯′
ρ2
∇λ¯′
}
+ 2
det∇λ¯′
ρ2
. (6.52)
Then we have
∫
R3
Z dµ0 =
∫
R3
{
divTr
{
adjλ¯′
ρ2
∇λ¯′
}
− 2det∇λ¯
′
ρ2
}
dµ0
=
∫
∂Ωρ0
−Tr
{
adjλ¯′
ρ2
∇λ¯′
}
dS −
∫
R3
2
det∇λ¯′
ρ2
dµ0
= −
∫
R3
2
det∇λ¯′
ρ2
dµ0. (6.53)
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The last equality follows from compact support of λ¯′ on Ωρ0 . For ϕ ∈ B we have the
following remarkable relation
∫
R3
(
−4v¯G˙X − Tr
(
λ−1λ¯G˙λ
)
− 2G˙tY Y¯
)
dµ0 = 16E ′′ϕ(t). (6.54)
Thus if t = 0, the field equations GX(0) = Gλ(0) = GY (0) = 0 hold and we have from
(6.47) (the integral over the divergence term vanishes by our boundary conditions)
E ′′ϕ(0) =
1
16
∫
R3
F (0)dΣ ≥ 0 (6.55)
where
F (0) =
(
4∇v¯ +X−10 Y¯ tλ−10 ∇Y0
)2
+X0
(
U˙ t2λU˙2 +∇U t1λ∇U1
)
+ Tr
[ (∇ (λ¯λ−10 )+X−10 ∇Y0Y¯ tλ−10 )2 ] ≥ X0∇U t1λ0∇U1. (6.56)
Now if E ′′ϕ(0) = 0, then F (0) = 0. Therefore, by inequality (6.56) we have ∇U1 = 0.
Also, since ϕ ∈ B, we have Y¯ = 0. Therefore, by F = 0 and Y¯ = 0 we have v¯ = 0
and λ¯ = 0. This is, however, not sufficient to prove that the extreme data set u0 is
a strict local minimum. For this one needs a stronger positivity result on E ′′ϕ(0) (see
for example, Theorem 40.B of [145]) which we now demonstrate. Now, we show the
following observation
Remark 71. Assume ϕ ∈ B, then we have the following identity
∫
Ωρ0
2ρ−2Tr
(
λ′−1∇λ′adjλ¯′∇λ¯′) dµ0 = −∫
Ωρ0
(
Tr
[
λ¯′∇ (λ′−1)])2 dµ0. (6.57)
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Proof of Remark 71. To prove this we start by Z . We have the following relations
∇ (λ′−1λ¯′) = ∇(adjλ′
ρ2
)
λ¯′ + λ′−1∇λ¯′, δ (λ′−1∇λ′) = −λ′−1λ¯′λ′−1∇λ′ + λ′−1∇λ¯′ .(6.58)
Then
Z = Tr
[
∇ (λ′−1λ¯′) δ (λ′−1∇λ′)]
= Tr
([
δ
(
λ′−1∇λ′)]2)+ Tr{[λ′−1λ¯′λ′−1∇λ′ +∇(adjλ′
ρ2
)
λ¯′
]
δ
(
λ′−1∇λ′)}
= Tr
([
δ
(
λ′−1∇λ′)]2)− Tr([adjλ¯′
ρ2
∇λ′
]2)
. (6.59)
Also we have
−det∇λ¯
′
ρ2
= δ2
(
−det∇λ
′
2ρ2
)
=
1
2
δ
(
Tr
[(
λ′−1∇λ′) δ (λ′−1∇λ′)])
=
1
2
Tr
([
δ
(
λ′−1∇λ′)]2)+ 1
2
Tr
((
λ′−1∇λ′) δ2 (λ′−1∇λ′))
=
1
2
Tr
([
δ
(
λ′−1∇λ′)]2)+ 1
ρ2
Tr
(
λ′−1∇λ′adjλ¯′∇λ¯′) . (6.60)
Then by equations (6.53), (6.60), and (6.59) we have the following identity
∫
Ωρ0
2
ρ2
Tr
(
λ′−1∇λ′adjλ¯′∇λ¯′) dµ0 = −∫
Ωρ0
Tr
([
adjλ¯′
ρ2
∇λ′
]2)
dµ0
= −
∫
Ωρ0
(
Tr
[−λ′−1λ¯′λ′−1∇λ′])2 dµ0
= −
∫
Ωρ0
[
Tr
[−λ¯′λ′−1∇λ′λ′−1]]2 dµ0
= −
∫
Ωρ0
[
Tr
[
λ¯′∇ (λ′−1)]]2 dµ0. (6.61)
The second equality follows from det λ¯′ = 0 and the identity Tr(A2) = (TrA)2−2 detA
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for 2×2 matrix A. The third equality follows from property of trace. The final equality
arises from the derivative of inverse matrix.
Then we prove a coercive condition required for u0 to be a local minimum.
Lemma 72. There exists µ > 0 such that for all ϕ ∈ B we have
E ′′ϕ(0) ≥ µ ∥ϕ∥2H . (6.62)
Proof. Let ϕ ∈ B. Note that E ′′ϕ(0) defines a bilinear form
a(ϕ, ϕ) ≡ E ′′ϕ(0) =
∫
R3
F (0)dµ0 (6.63)
as function of ϕ. The inequality (6.62) is equivalent to the following variational
problem
µ = inf
ϕ∈B,∥ϕ∥2H=1
a(ϕ, ϕ). (6.64)
Since a(ϕ, ϕ) is positive definite, we have µ ≥ 0. Now we prove µ > 0. Assume µ = 0,
then there exists a sequence {ϕn} such that
∥ϕn∥2H = 1 for all n (6.65)
and
lim
n→∞
a(ϕn, ϕn) = 0. (6.66)
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Then we have
0 = lim
n→∞
a(ϕn, ϕn) = lim
n→∞
∫
R3
F (0)dµ0
≥ lim
n→∞
∫
Ωρ0
X0∇U t1λ0∇U1dµ0 ≥ C1 lim
n→∞
∫
Ωρ0
ρ3∇U t1∇U1dµ0
≥ 3C1
2
lim
n→∞
∫
Ωρ0
ρU t1U1dµ0 ≥
3C1C3
2C ′
lim
n→∞
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯ndµ0. (6.67)
In the first inequality we used (6.56). The second follows from part 2 and 3 of
Definition 67. The third inequality follows from Lemma 69-(c). The fourth inequality
follows from part 3 of Definition 67. Therefore,
lim
n→∞
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯ndµ0 = 0. (6.68)
Next we establish some inequalities. First rewrite F (0) in the form
F (0) =
(
4∇v¯n + Y¯
t
nλ
−1
0 ∇Y0
X0
)2
+ 2At1λ0A1 + 2A
t
2λ0A2
+ Tr
[(
∇ (λ¯nλ−10 )+ ∇Y0Y¯ tnλ−10X0
)2 ]
(6.69)
where
A1 =
√
X0
2
[BI +BII +BIII ] , A2 =
√
X0
2
[BII −BI ] (6.70)
and
BI =
λ−10 ∇λ0λ−10 Y¯n
X
+
∇X0
X20
λ−10 Y¯n, BII =
λ−10 λ¯nλ
−1
0 ∇Y0
X0
+
X¯
X20
λ−10 ∇Y0
BIII = 2
λ−10 ∇Y¯
X0
. (6.71)
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Then we have the following inequality
a(ϕn, ϕn) +
∫
Ωρ0
2BtIλ0BI dµ0 ≥
∫
Ωρ0
1
4
BtIIIλ0BIII dµ0. (6.72)
where BI can be written as
BI =
λ−10√
X0
(
∇λ0λ−10 +
∇X0
X0
I2×2
)
Y¯n =
λ−10√
X0
MY¯n . (6.73)
By part 4 of Definition 67 we have
|M |2 ≤ 2 ⏐⏐∇λ0λ−10 ⏐⏐2 + 2 |∇ lnX0|2 ≤ Cρ−2 (6.74)
and we have
∫
Ωρ0
2BtIλ0BI dµ0 ≤
∫
Ωρ0
2
X0
|M |2 Y¯ tnλ−10 Y¯n dµ0 ≤ 2C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dµ0.(6.75)
Then by inequities (6.72) and (6.75) we have
a(ϕn, ϕn) + 4
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯ntdµ0 ≥
1
4
∫
Ωρ0
ρ−2∇Y¯ tnλ−10 ∇Y¯n dµ0. (6.76)
Now we take the limit of above equation and use the equation (6.68) to find
lim
n→∞
∫
Ωρ0
ρ−2∇Y¯ tnλ−10 ∇Y¯ndµ0 = 0. (6.77)
Thus
lim
n→∞
Y¯nH3 = 0. (6.78)
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We consider the first term in F (0). Then
a(ϕn, ϕn) +
∫
Ωρ0
(
Y¯ tnλ
−1
0 ∇Y0
X0
)2
dµ0 ≥ 8
∫
Ωρ0
(∇v¯n)2 dµ0. (6.79)
Since λ0 is a positive definite symmetric metric it has unique square root λ
1/2
0 . Now
if we set u = λ
−1/2
0 Y¯ and w = λ
−1/2
0 ∇Y0 we have
∫
Ωρ0
(
Y¯ tnλ
−1
0 ∇Y0
X0
)2
dµ0 ≤
∫
Ωρ0
(
Y¯ tnλ
−1
0 Y¯n
X0
)(∇Y t0λ−10 ∇Y0
X0
)
dµ0
≤ C
∫
Ωρ0
ρ−2Y¯ tnλ
−1
0 Y¯nr
−4 dµ0
≤ C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dµ0. (6.80)
The first inequality follows from the Cauchy-Schwarz inequality utw ≤ (utu)1/2(wtw)1/2.
The second inequality is by part 1 and 3 of Definition 67. The third inequality is by
the fact ρ ≤ r2. Then by inequality (6.80) and (6.79) we have
a(ϕn, ϕn) + C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dµ0 ≥ 8
∫
R3
|∇v¯n|2 dµ0 ≥ 8
∫
R3
|∇v¯n|2 r−2 dµ0 (6.81)
The last inequality is by part (1) of Lemma 10. Now if we take the limit of inequality
(6.81) and by the fact the right hand side is zero by (6.68), we have
lim
n→∞
∫
R3
|∇v¯n|2 r−2 dµ0 = 0. (6.82)
Thus by Lemma 69-(a) we have
lim
n→∞
∥v¯n∥H1 = 0. (6.83)
151
Now we consider the last term of F (0). We have the following inequality
a(ϕn, ϕn) +
∫
Ωρ0
Tr
[(∇Y0Y¯ tnλ−10
X0
)2 ]
dµ0 ≥ 1
2
∫
Ωρ0
Tr
[ (∇ (λ¯nλ−10 ))2 ] dµ0. (6.84)
The integrand of the second term on the left hand side has vanishing determinant
since det
(∇Y0Y¯ tnλ−10 ) = det(∇Y0Y¯ tn)ρ2 = 0. Thus by the matrix identity Tr(A2) =
(TrA)2 − 2 detA and inequality (6.80) we have
∫
Ωρ0
Tr
[(∇Y0Y¯ tnλ−10
X0
)2 ]
dµ0 ≤ C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dµ0. (6.85)
By relation (6.46) the right hand side expands
Tr
[ (∇ (λ¯nλ−10 ))2 ] = 2 [∇v¯n]2 + Tr [(∇λ¯′nλ′−10 )2]+ Tr [(λ¯′n∇ (λ′−10 ))2]
+ 2Tr
[
∇λ¯′n
(
adjλ¯′n
ρ2
)
∇λ′0λ′−10
]
. (6.86)
By integration we have
∫
Ωρ0
Tr
[ (∇ (λ¯nλ−10 ))2 ] dµ0 = ∫
R3
2 |∇v¯n|2 dµ0 +
∫
Ωρ0
Tr
[(∇λ¯′nλ′−10 )2] dµ0
≥
∫
R3
2 |∇v¯n|2 dµ0 + C21
∫
Ωρ0
⏐⏐∇λ¯′n⏐⏐2 ρ−2 dµ0. (6.87)
The equality is by identity (6.57). The inequality is by part 2 of Definition 67. Then
by substitution of inequalities (6.87) and (6.85) in (6.84) we have
a(ϕn, ϕn) + C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dµ0 ≥
∫
R3
|∇v¯n|2 dµ0 + C
2
1
2
∫
Ωρ0
⏐⏐∇λ¯′n⏐⏐2 ρ−2 dµ0.(6.88)
Now if we take the limit from both sides of this inequality and use equation (6.82) we
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have
lim
n→∞
∫
Ωρ0
⏐⏐∇λ¯′n⏐⏐2 ρ−2 dµ0 = 0. (6.89)
Thus by Lemma 69-(b) we have
lim
n→∞
λ¯′nH2 = 0. (6.90)
Thus (6.78), (6.83) and (6.90) contradict the fact that ∥ϕn∥H = 1. Hence µ > 0.
6.3 Proof of Theorem 68
Proof. The proof is straightforward and similar to the proof of Theorem 1 of [51] and
Chapter 40-B of [145].
(a) We have proved in Lemma 70 that E ′′ϕ(t) is C2 with respect to t. Also by Taylor’s
theorem we have
M(u0 + ϕ)−M(u0) = Eϕ(1)− Eϕ(0) =
E ′′ϕ(t)
2
where 0 < t < 1. (6.91)
To prove this is positive we will show E ′′ϕ(t) ≥ 0 and E ′′ϕ(t) = 0 implies ϕ = 0. By
Lemma 70-(b) E ′′ϕ(t) is uniformly continuous, that is for every ϵ > 0 there exists
η(ϵ) such that the following inequality holds
⏐⏐E ′′ϕ(t)− E ′′ϕ(0)⏐⏐ ≤ ϵ ∥ϕ∥2H (6.92)
for every ∥ϕ∥H < η(ϵ). From this inequality we have
E ′′ϕ(0)− ϵ ∥ϕ∥2H ≤ E ′′ϕ(t). (6.93)
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By Lemma 72 we have
(µ− ϵ) ∥ϕ∥2H ≤ E ′′ϕ(t) (6.94)
Choosing η(ϵ) such that 0 < ϵ < µ the desired result follows.
(b) Let u = u0 + ϕ be the associated t − φi symmetric part of the initial data set
(Σ, h,K) as in the statement of Theorem 68. It was proved that the ADM mass
of this data set satisfies [3]
m ≥M(u) =M(u0 + ϕ). (6.95)
Then by part (a) we have
M(u0 + ϕ) >M(u0), (6.96)
for nonzero ϕ. Since u0 is an extreme data set, there exists a function f such that
M(u0) = f(J1, J2). Thus
m ≥ f(J1, J2). (6.97)
Clearly, by definition if the initial data set is extreme, then m = f(J1, J2) .
Conversely, suppose the mass m of given initial data (Σ, h,K) satisfies m =
f(J1, J2) =M(u0). Hence ϕ = 0 and u = u0 and from (6.95) and Remark 66 the
initial data set is extreme. Thus m = f(J1, J2) if and only if the data set belongs
to the extreme class.
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6.4 Summary
This chapter provided the local proof of the mass-angular momenta inequalities for
U(1)2-invariant black holes. The idea of the proof was as following. Consider the
mass functional M with GB initial data (Σ,h, K). Then
1. Perturb the associated reduced data with ϕ = (v¯, Y¯ , λ¯′) ∈ B
ut = u0 + tϕ, Eϕ(t) =M (ut) . (6.98)
2. Necessary conditions for the local minimum are
E ′ϕ(0) :=
d
dt
Eϕ(t)
⏐⏐⏐⏐
t=0
= 0, E ′′ϕ(0) :=
d2
dt2
Eϕ(t)
⏐⏐⏐⏐
t=0
≥ 0. (6.99)
3. Sufficient conditions for the local minimum are
(i) For all ϕ ∈ B, there exists a fixed µ such that
E ′′ϕ(0) ≥ µ ∥ϕ∥2H (6.100)
(ii) Uniform continuity: For every ϵ > 0 there exist η(ϵ) such that for ∥ϕ∥B <
η(ϵ) we have ⏐⏐E ′′ϕ(t)− E ′′ϕ(0)⏐⏐ ≤ ϵ ∥ϕ∥2H . (6.101)
By Theorem 68 we showed that for a GB data sufficiently close to the extreme Myers-
Perry data we have
M3 ≥ 27π
32
(|J1|+ |J2|)2 . (6.102)
The case of black ring is more complicated. Our analysis is for fixed orbit spaces and
it does not compare extreme black ring and non-extreme black ring (see Figure 6.1).
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(a) Orbit space of a non-extreme black
ring slice on the inﬁnite strip.
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(b) Orbit space of an extreme black ring
slice on inﬁnite strip.
Figure 6.1: The doubling of extreme slice yield to non-extreme slice with double orbit space. Here
y = log r.
In particular, we show that for orbit space of extreme black ring we have the
following inequality for initial data suﬃciently close to the extreme black ring
M3 ≥ 27π
4
|J1| (|J2| − |J1|) . (6.103)
This local proof suggests the existence of global inequalities for some particular orbit
spaces.
Chapter 7
Deformations of Extreme
Myers-Perry Black Hole
In this chapter, we demonstrate the existence of a one-parameter family of initial data
for the vacuum Einstein equations in five dimensions representing small deformations
of the extreme Myers-Perry black hole. This initial data set has t− φi symmetry and
preserves the angular momenta, asymptotic geometries, and cross section area of the
extreme Myers-Perry event horizon but has strictly greater energy. The results of this
chapter appeared in the journal article: (AA.3) General Relativity and Gravitation,
47 (2), 129(2015)[7].
7.1 Motivation and Main Result
An important problem in mathematical general relativity is construction of an initial
data set with desired properties. This involves identifying the freely specifiable ‘de-
grees of freedom’ and then determining whether a corresponding solution of Einstein
constraint equations (3.7) and (3.8) exists and is unique. A useful approach to achieve
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this is the conformal method ([34, 35, 55, 116]). In the special case of data with con-
stant mean curvature the problem reduces to solving a conformally invariant system
of equations for the conformal factor and a vector field which generates the extrinsic
curvature. For spatially closed and asymptotically Euclidean initial data sets, one can
prove existence using the conformal method [34] (for spacetime dimension D ≥ 4).
Subsequently, Maxwell [116] constructed asymptotically Euclidean initial data with
apparent horizon boundary conditions (in particular, he treated the case with multiple
disconnected apparent horizons). This case is naturally relevant to black holes.
While the above results are powerful in their generality, one can also consider the
existence of initial data with very specific geometrical properties. This chapter will
be concerned with initial data sets which have one Euclidean end and one cylindrical
end. Roughly, the latter means that an initial data set (Σ, h) has an asymptotic
end which is diffeomorphic to R × N where N is a compact manifold. A systematic
analysis of initial data on manifolds with cylindrical ends was performed in [36, 37].
In particular, existence of solutions of Lichnerowiscz’s equation is proved using the
powerful barrier method [100]. The purpose of our analysis, however, is to prove the
existence of a rather specific class of perturbed initial data with additional properties
(e.g. preserving angular momenta of the background data). We will make clear at
the end of this section how our results are related to [36, 37].
The simplest example is a initial data set with cylindrical end geometry is the
extreme M =
√
J Kerr black hole [55]. These authors, using the conformal method
alluded to above, proved that there exists a one-parameter family of axisymmetric ini-
tial data of the vacuum Einstein equations which preserve the asymptotic behaviour,
angular momenta, and area of the cylindrical end (this area corresponds to the area
of the spatial sections of the horizon of the Kerr black hole). In particular, as a
consequence of the geometric inequalities, one can show the energy of any member
158
of this family must be strictly greater than that of the extreme Kerr initial data.
Note that the solutions satisfy weak regularity conditions (i.e. they belong to a cer-
tain Sobolev space) and in particular are not generically smooth, let alone analytic.
This last distinction could be important when considering the evolution of this initial
data. The extreme Kerr black hole is known to be the unique (analytic) vacuum, sta-
tionary, rotating asymptotically flat spacetime containing a single degenerate horizon
[8, 41, 53, 67, 92]. Hence the evolution of the initial data sets discussed above could
settle down to non-analytic asymptotically flat (possibly stationary) extreme black
holes. Of course, we cannot address this issue without understanding the evolution.
It is natural to investigate the possibility of extending the result of [55] to extreme,
five-dimensional black holes. The simplest candidate would be the extreme Myers-
Perry black hole [125], which is qualitatively similar to Kerr. A maximal slice can be
found with U(1)2 isometry and has topology R× S3 [7]. However there are two main
differences as one moves from n = 3 to n = 4 spatial dimensions. First, it turns out
that we will have to construct solutions of the constraint equations which belong to
Bartnik’s weighted Sobolev spaces W ′k,pδ [15]. Our asymptotic fall-off conditions at
the Euclidean end and cylindrical end require kp > n (see Lemma A.1 in [55]). We
only require weak differentiability to second order, so we take (k, p, δ) = (2, 3,−1)1
whereas in the analysis of [55], (k, p, δ) = (2, 2,−1/2). The latter spaces are weighted
Hilbert spaces, which are extremely useful in the elegant construction given in [55].
Second, we require five scalar functions to characterize our data as opposed to two
and our geometries have U(1)2 symmetry which complicates the parameterization of
the extrinsic curvature.
It is important to clarify what is new about this result and how it is related to the
analysis of [36, 37]. In particular, Theorem 6.1 of [36] asserts the existence of a class of
1One could also take (k, p, δ) = (3, 2,−1) but this leads to a stronger regularity condition for a
particular elliptic operator and the functions in the background metric do not satisfy this regularity.
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solutions to Lichnerowicz’s equation for complete initial data with non-negative scalar
curvature and strictly positive scalar curvature on cylindrical ends. These results are
quite powerful and general in that no symmetry assumptions are made on the data.
However, if one wishes to impose additional conditions (e.g. axisymmetry) on the
data, one might be interested if there exists special families of data with the same
ADM energy, asymptotic end geometries, and conserved angular momenta and/or
area of the cylindrical end. This work is concerned with finding a class of initial data
suitably close to the extreme Myers-Perry data that preserves the angular momenta
and area of its cylindrical end. This data set can be interpreted as perturbations of
extreme Myers-Perry.
The complete properties of Myers-Perry initial data set is in Appendix A. However,
we will review some of them here. The extreme Myers-Perry black hole has t − φi
symmetric initial data (Σ,h, K) and the slice metric can be written as
h =
P
r2
(
dr2 + r2dθ2
)
+ λijdφ
idφj (7.1)
where r > 0, θ ∈ (0, π/2), and φi ∈ (0, 2π) and
P = r2 + ab+ a2 cos2 θ + b2 sin2 θ, λ12 =
abµ
P
sin2 θ cos2 θ, (7.2)
λ11 =
a2µ
P
sin4 θ + (r2 + ab+ a2) sin2 θ, (7.3)
λ22 =
b2µ
P
cos4 θ + (r2 + ab+ b2) cos2 θ. (7.4)
Now if we choose ρ = 1
2
r2 sin 2θ and z = 1
2
r2 cos 2θ, then the conformal slice metric of
the extreme Myers-Perry black hole can be written
h˜ab = Φ
−2
0 hab, h˜ = e
2U
(
dρ2 + dz2
)
+ λ′ijdφ
idφj (7.5)
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where
Φ20 =
√
detλ
ρ
, λ′ij = Φ
−2
0 λij, e
2U = Φ−20
P
r4
. (7.6)
In general, the lapse and shift vectors are degrees of freedom for the initial data set
(see Chapter 3). But since we want to preserve geometrical properties of the initial
data under evolution, we compute the lapse of the extreme Myers-Perry spacetime
and select the shift vector to be the product of r and the shift of extreme Myers-Perry
metric.
N =
√
r4P
(P + µ)r4 + µ2 (r2 + ab)
, (7.7)
Xϕ =
raµ(r2 + ab+ b2)
(P + µ)r4 + µ2 (r2 + ab)
, Xψ =
rbµ(r2 + ab+ a2)
(P + µ)r4 + µ2 (r2 + ab)
. (7.8)
In addition, in Chapter 4 we showed that the extrinsic curvature of a t−φi symmetric
data can be generated from scalar potentials Y i. In the coordinate system used above,
these are
Y 1 =
a(a2 − b2)(r2 + ab+ b2) cos2 θ − r2a(2a2 + 2ab+ r2)
(a− b)2 +
a(r2 + ab+ a2)2(r2 + ab+ b2)
P (a− b)2 ,
Y 2 =
br2((a+ b)2 + r2)− b(a2 − b2)(r2 + ab+ a2) cos2 θ
(a− b)2 −
b(r2 + ab+ a2)(r2 + ab+ b2)2
P (a− b)2 .
Moreover, the area of event horizon cross-section of Myers-Perry initial data can be
denoted by A(r) which is the area of constant r, and we have
A0 = lim
r→0
A(r) = 2π2µ2
√
ab. (7.9)
Then the initial data of the extreme Myers-Perry black hole is (Σ,h, K). Then we
have the following result.
Theorem 73. Let (Σ,h, K) be the GB (t−φi-symmetric) initial data set constructed
by extreme Myers-Perry described as above (see Appendix A) with angular momenta J1
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and J2 such that J1J2 ≥ 0 and mass M . Then there is a small s0 such that for |s| < s0
there exists a family of initial data (Σ,hs, Ks) (i.e. solutions of the constraints on Σ)
such that:
(a) For s = 0 the family of initial data is extreme Myers-Perry initial data set, i.e.
(Σ,h, K). The family is differentiable in s and it is close to extreme Myers-Perry
with respect to an appropriate norm which involves two derivatives of the metric.
(b) The family of initial data has the same asymptotic geometry as the extreme Myers-
Perry initial data. The angular momenta and the area of the cylindrical end in
the family do not depend on s; they have same value as in extreme Myers-Perry
initial data set, namely J1, J2 and A0, respectively.
(c) The family of initial data is U(1)2-invariant and maximal (i.e TrhsK
s = 0).
(d) The energy of this family of initial data is positive.
Before proving Theorem 73 we investigate the evolution of the family of initial data.
Consider a member of the family of initial data set (Σ,hs, Ks) for fixed s ̸= 0. By an
argument similar to that given in [55], the fall-off of the lapse and shift can always
be selected so that the geometry of the cylindrical end and its area will be preserved,
for sufficiently short times. If we consider a member of the family of initial data set
(Σ,hs, Ks) for fixed s ̸= 0, then expanding these tensors for small time t we have
hsab(t) ≈ hsab(0) + h˙sab(0)t (7.10)
Ksab(t) ≈ Ksab(0) + K˙sab(0)t (7.11)
where ˙ denotes the derivative with respect to t. Here h˙sab and K˙
s
ab are obtained from
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the evolution equation
h˙sab = 2NK
s
ab + LXhsab, (7.12)
K˙sab = ∇a∇bN + LXKsab +N
{
2(hs)cdKad
sKsbc − (TrhsK)Ksab −Rsab
}
(7.13)
where N and X are the lapse and shift vector of the foliation and Rsab is the Ricci
curvature of the family. The lapse and shift can be calculated independently from
the initial data. In the case of the extreme Myers-Perry black hole, we argue that
if we choose lapse and shift with appropriate decay condition at the cylindrical end,
then this fall-off condition at the cylindrical end will be preserved along the whole
foliation. This process is similar to an asymptotic fall off condition. To preserve the
cylindrical geometry under evolution we should have
lim
r→0
h˙sab = 0, lim
r→0
K˙sab = 0, (7.14)
but this is equivalent to
lim
r→0
N = lim
r→0
∇N = lim
r→0
∇2N = 0, (7.15)
lim
r→0
Xa = lim
r→0
∇Xa = 0, (7.16)
where ∇ is a partial derivative with respect to the spatial coordinates. These condi-
tions are satisfied for the lapse and shift of the extreme Myers-Perry initial data with
lapse equation (7.7) and shift vector (7.8). The geometry of the cylindrical end will
be preserved under small deformations s, provided we impose the fall-off conditions
(7.15) and (7.16).
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7.2 Construction of Perturbed Initial Data Via Con-
formal Method
In this section we construct a one parameter family of initial data (Σ,hs, Ks) from
the extreme Myers-Perry initial data via the conformal method. This family is a
small perturbation of the extreme Myers-Perry initial data which preserves angular
momenta, cylindrical end geometry, and area of the even horizon H. Let (Σ,h, K)
be the maximal initial data (given in Appendix A) of the extreme Myers-Perry black
hole. It is a vacuum, t − φi symmetric initial data set which satisfies in Einstein
constraint equations (3.12). Firstly, we assume the following conformal rescaling for
the initial data
hab = Φ
2
0h˜ab, Kab = Φ
−2
0 K˜ab, (7.17)
where Φ0 = log v0 and by equation (4.81) and Appendix A we have
h˜ = e2U
(
dρ2 + dz2
)
+ λ′ijdφ
iφj, Kab = 2S
t
(aλ
−1Φb), (7.18)
where S = (S1, S2)t, Φ = (ξ(1), ξ(2))
t and
Sia =
1
2ρ2
ιξ(2)ιξ(1) ⋆ dY
i (7.19)
where Y i are twist potential of the initial data. By Corollary 5 and equation (3.12),
the constraint equations for conformal initial data (Σ, h˜, K˜) are
∆h˜Φ0 −
1
6
R˜Φ0 +
1
6
|K˜|2
h˜
Φ−50 = 0. (7.20)
divK˜ = 0. (7.21)
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Since (Σ, h˜, K˜) is a vacuum, t − φi symmetric data set, by Section 4.1 K˜ab is a TT
tensor, so the momentum constraint equation (7.21) is automatically satisfied and we
need only consider the Lichnerowicz equation (7.20). The Laplace operator associated
with the metric (7.18) (for any U, λ′ij) in t− φi symmetry can be written as
∆h˜Φ =
1√
det h˜
∇˜a
(√
det h˜ h˜ab∇˜bΦ
)
=
e−2U
ρ
∇a
(
ρδab2 ∇bΦ
)
=
e−2U
ρ
∇a
(
ρr−2δab4 ∇bΦ
)
=
e−2U
r2
∆4Φ (7.22)
where Φ is an arbitrary function of only r and θ and ∆4 and ∇ are the Laplace
operator and covariant derivative with respect to δ4, respectively. Secondly, we define
R˜0 and K˜
2
0 from the scalar curvature of the metric (7.18) and equation (4.20) as
R˜ = e−2U
(
−2∆2U + det∇λ
′
2ρ2
)
≡ e−2Ur−2R˜0, (7.23)
|K˜|2
h˜
=
e−2U
2ρ2
∇Y tλ′−1∇Y ≡ e−2Ur−2K˜20 , (7.24)
where ∆2 is the Laplace operator with respect to δ2 = dρ
2 + dz2, that is
∆2 =
∂2
∂ρ2
+
∂2
∂z2
=
1
r4
(
r2
∂2
∂r2
+ r
∂
∂r
+
∂2
∂θ2
)
. (7.25)
Then the Lichnerowicz equation (7.20) for the conformal triple (Σ, h˜, K˜) is
∆4Φ0 − R˜0
6
Φ0 +
K˜20
6Φ50
= 0. (7.26)
Finally, we perturb equation (7.26) about the solution given by the maximal initial
data for the extreme Myers-Perry black hole by taking
U → U + sU¯ , λ′ij → λ′ij + sλ¯′ij, Y i → Y i + sY¯ i (7.27)
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for a fixed set of U(1)2-invariant functions U¯ , λ¯′ij, Y¯
i, and small s, and then seek a
solution Φ of the form
Φ = Φ0 + u, (7.28)
where u is a function to be determined. Inserting (7.27) and (7.28) into (7.26), we
have
T (s, u) ≡ ∆4 (Φ0 + u)− 1
6
R˜s (Φ0 + u) +
K˜2s
6(Φ0 + u)5
= 0 (7.29)
where R˜s and K˜
2
s are obtained from R˜0 and K˜0 using the transformation (7.27). If
we plug in s = 0 in equation (7.29), we have equation (7.26). But before proving the
existence and uniqueness of the solution of the the operator T (s, u) we review some
properties of extreme Myers-Perry initial data.
Lemma 74. Let Φ0, R˜0, and K˜
2
0 be defined as in (7.6), (7.23), and (7.26), respectively
and a and b have same sign. Then we have following bounds:
1. (abµ)1/4 ≤ [(r2 + ab+ b2)(r2 + ab+ a2)]1/4 ≤ rΦ0 ≤ [(r2 + ab+ b2)(r2 + ab+ a2) + µ2]1/4 .
2.
⏐⏐⏐R˜0⏐⏐⏐ ≤ Cr4 and K˜20 ≤ Cr6 .
3. |∆4Φ0| ≤ Cr6 .
Proof. We will prove only part 1 here; the remaining bounds require lengthy algebraic
manipulations and we used MAPLE software.
1. We have
r2Φ20 =
[
(r2 + ab+ b2)(r2 + ab+ a2) +
µ(r2 + ab)(a2 cos2 θ + b2 sin2 θ) + µa2b2
P
]1/2
≤ [(r2 + ab+ b2)(r2 + ab+ a2) + µ2]1/2
(7.30)
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so if r →∞ then we have minimum of r2Φ20
√
(r2 + ab+ b2)(r2 + ab+ a2) ≤ r2Φ20. (7.31)
Therefore for a, b > 0 we have
(abµ)1/4 ≤ [(r2 + ab+ b2)(r2 + ab+ a2)]1/4 ≤ rΦ0
≤ [(r2 + ab+ b2)(r2 + ab+ a2) + µ2]1/4 (7.32)
Lemma 75. The function α in equation (7.75) is nonnegative and
α =
K˜20
2Φ60
+ r2|∇v|2 = hr−6 (7.33)
where h is a bounded nonnegative function.
Proof. First we know by conformal transformation hab = Φ
2h˜ab the scalar curvature
will be
R˜ = RΦ2 + 6
(
∆h˜v + |∇˜v|2
)
(7.34)
where v = logΦ. Since the extreme Myers-Perry initial data is a critical point of the
mass functional, it satisfies in the field equation (5.87)
∆h˜v = −
1
2Φ6
K˜abK˜
ab. (7.35)
Consequently, we have
R˜ = KabK
abΦ2 − 3Φ−6K˜abK˜ab + 6|∇˜v|2
= −2K˜abK˜abΦ−6 + 6e−2U |∇v|2. (7.36)
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Then by equations (7.23) we have
R˜0 = −2K˜20Φ−6 + 6r2|∇v|2. (7.37)
Therefore, by Lemma 74 the function α is
α =
R˜0
6
+
5K˜20
6Φ60
=
K˜20
2Φ60
+ r2(∇v)2 = hr−6. (7.38)
Lemma 76. If we transform metric functions by (7.27) for small s (i.e.−s0 < s < s0)
and Y¯ i, λ¯′ij ∈ C∞c (R4\Γ) and U¯ ∈ C∞c (R4\{0}) then
1.
R˜s
L′3−3
≤ C
2.
D1R˜s
L′3−3
≤ C
3.
D1R˜s1 −D1R˜s2
L′3−3
≤ C |s1 − s2|
4.
K˜2s
L′3−3
≤ C
5.
D1K˜2s
L′3−3
≤ C
6.
D1K˜2s1 −D1K˜2s2
L′3−3
≤ C |s1 − s2|
where D1 =
d
ds
.
Proof. The proof is straightforward. By definition of R˜λ we have
R˜s = −r2∆2
(
U + sU¯
)
+ r2
det
(∇λ′ + s∇λ¯′)
2ρ2
= −r2∆2U − r2s∆2U¯ + r
2
2ρ2
[
(∇λ′11 + s∇λ¯′11) · (∇λ′22 + sdλ¯′22)− (∇λ′12 + s∇λ¯′12)2
]
= R˜0 − r2s∆2U¯
+
r2
2ρ2
[
s∇λ¯′11 · ∇λ′22 + s(∇λ′11 + s∇λ¯′11) · ∇λ¯′22 − s(2∇λ′12 + s∇λ¯′12) · ∇λ¯′12
]
.
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Moreover, we have
D1R˜s = −r2∆2U¯ + r
2
2ρ2
[
∇λ¯′11 · ∇λ′22 + (∇λ′11 + s∇λ¯′11) · ∇λ¯′22 + s∇λ¯′11 · ∇λ¯′22
− (2∇λ′12 + s∇λ¯′12) · ∇λ¯′12 − s∇λ¯′12 · ∇λ¯′12
]
= −r2∆2U¯ + r
2
2ρ2
Tr
[∇λ¯′ · (∇λ′ + s∇λ¯′)] , (7.39)
and
D1R˜s2 −D1R˜s1 =
r2
2ρ2
Tr
[∇λ¯′ · ∇λ¯′] (s2 − s1) . (7.40)
For part (1) by triangle inequality we have
R˜s
L
′3
−3
≤
R˜0
L
′3
−3
+ |s|r2∆2U¯L′3−3 +
 r22ρ2 (s(2∇λ′12 + s∇λ¯′12) · ∇λ¯′12)

L
′3
−3
+
 r22ρ2 (s∇λ¯′11 · ∇λ′22 + s(∇λ′11 + s∇λ¯′11) · ∇λ¯′22)

L
′3
−3
≤ C. (7.41)
We used inequality of Lemma 74-2 and the fact that functions U¯ and λ¯′ij have
compact support outside the origin. We have similar result for D1R˜s and D1R˜s.
Moreover, by definition of full contraction of extrinsic curvature we have
K˜2s =
r2
2ρ4
[ (∇Y + s∇Y¯ )t adj (λ′ + sλ¯′) (∇Y + s∇Y¯ ) ]
=
r2
2ρ4
[
∇Y tadjλ′∇Y + s (2∇Y¯ tadjλ′∇Y +∇Y tadjλ¯′∇Y )
+ s2
(
2∇Y¯ tadjλ¯′∇Y +∇Y¯ tadjλ′∇Y¯ )+ s3∇Y¯ tadjλ¯′∇Y¯ ]
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= K˜20 +
r2
2ρ4
[
s
(
2∇Y¯ tadjλ′∇Y +∇Y tadjλ¯′∇Y )+ s3∇Y¯ tadjλ¯′∇Y¯
+ s2
(
2∇Y¯ tadjλ¯′∇Y +∇Y¯ tadjλ′∇Y¯ ) ]. (7.42)
Then have
D1K˜
2
s =
r2
2ρ4
[ (
2∇Y¯ tadjλ′∇Y +∇Y tadjλ¯′∇Y )
+ 3s2∇Y¯ tadjλ¯′∇Y¯ + 2s (2∇Y¯ tadjλ¯′∇Y +∇Y¯ tadjλ′∇Y¯ ) ] , (7.43)
and
D1K˜
2
s2
−D1K˜2s1
=
r2
2ρ4
[
2
(
2∇Y¯ tadjλ¯′∇Y +∇Y¯ tadjλ′∇Y¯ )+ 3(s2 + s1)∇Y¯ tadjλ¯′∇Y¯ ](s2 − s1) .
Then by triangle inequality and the fact that Y¯ i and λ¯′ have compact support outside
the axis, one can show it is bounded.
Now we prove the following important Lemma which shows existence and uniquenes
of the solution of the operator T equation (7.29).
Lemma 77. Let Y¯ i, λ¯′ij ∈ C∞c (R4\Γ) and U¯ ∈ C∞c (R4\{0}). Then, there exists s0 > 0
such that for all s ∈ (−s0, s0)
1. There exists a solution u(s) of (7.29) belonging toW
′2,3
−1 . (for clarity we suppress
the r− and θ− dependence of u(s)).
2. u(s) is continuously differentiable in s and Φ(s) = Φ0 + u(s) > 0.
3. u(s) is the unique solution of (7.29) for small u and small s.
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7.2.1 Proof of Lemma 77
The main tool we use to establish the Lemma 77 is the implicit function theorem
(see Theorem 17). The argument closely parallels that given in [55] and proceeds
as follows. Firstly, we select appropriate Banach spaces X,Y , and Z as required for
the implicit function theorem. Then we find neighbourhoods Ox ⊂ X and Oy ⊂ Y
for which the map T : Ox × Oy → Z is well-defined. Care must be given to select
Banach spaces that satisfy the fall-off conditions on the functions U , λ′ij, and Y
i at
infinity and singular behaviour at the origin of the function Φ0. Since the solution
need not be regular at the origin (we are working on R4 − {0}) we cannot select
the standard weighted Sobolev spaces W 2,3−1 defined in [15]. To begin we verify that
T : Ox ×Oy → Z is C1 . Next we show that D2T (0, 0) (which is defined in equation
(7.53)) is an isomorphism between Y and Z. The implicit function theorem is then
used to conclude the existence of a unique u with the properties of the lemma.
T is well-defined
We choose X = R, Y = W
′2,3
−1 and Z = L
′3
−3. Moreover, we choose Ox = R and
Oy = {u ∈ W ′2,3−1 : ∥u∥W ′2,3−1 < ξ} where ξ is computed as follows: by the inequality in
Lemma 10-3 for u ∈ Oy we have
r|u| ≤ C0ξ, (7.44)
where C0 is a constant. Also by Lemma 74, we have
rΦ0 ≥ (abµ)1/4. (7.45)
Then , if we choose ξ such that
(abµ)1/4
C0
> ξ > 0 , (7.46)
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then for all u ∈ Oy, we have
0 < (abµ)1/4 − C0ξ ≤ r (Φ0 + u) . (7.47)
First we prove that T : R×Oy → L′3−3 is well-defined. That is, we need to show that
for s ∈ R and u ∈ Oy we have T (s, u) ∈ L′3−3. By using the triangle inequality for
equation (7.29), we have
∥T (λ, u)∥L′3−3 ≤ ∥∆4u∥L′3−3  
I
+ ∥∆4Φ0∥L′3−3  
II
+
1
6
R˜s(Φ0 + u)
L
′3
−3  
III
+
 K˜2s6(Φ0 + u)5

L
′3
−3  
IV
(7.48)
We will show that each of these terms is bounded in L
′3
−3. To show this we will need
the required properties of the functions U¯ and λ¯′ij, and Y¯
i as well as the particular
fall-off conditions on functions (i.e U, λ′ij) of the conformal Myers-Perry metric.
(I) Since u ∈ Oy
∥∆4u∥L′3−3 ≤ ∥u∥W ′2,3−1 ≤ C (7.49)
where C is a function of a and b. Henceforth, the notation C is a constant related
only on metric parameters, i.e. a and b.
(II) In second term we use the bound on the Laplace operator Lemma 74-3:
∥∆4Φ0∥L′3−3 ≤
Cr6

L
′3
−3
≤ C. (7.50)
Finally, since Y¯ i and λ¯′ij have compact support outside the axis and U¯ and have
compact support outside the origin, and by using (7.47) and Lemma 76 one can show
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that (III) and (IV)) are bounded. Thus T : R×Oy → L′3−3 is well-defined.
T is C1
We denote by D1T (λ, u) the partial Fre´chet derivative of T with respect to the first
argument evaluated at (s, u) and by D2T (s, u) the partial Fre´chet derivative of T
with respect to the second argument u. These operators are formally obtained by
directional derivatives of T and they are linear operators between the following spaces:
D1T (s, u) : R→ L′3−3, (7.51)
D2T (s, u) : W ′2,3−1 → L
′3
−3. (7.52)
We use the notation D1T (s, u)[ζ] ∈ L′3−3 to denote the operator D1T (s, u) acting
on ζ ∈ R. Similarly, D2T (s, u)[v] ∈ L′3−3 denotes the operator D2T (s, u) acting on
v ∈ W ′2,3−1 . These linear operators will be
D1T (s, u)[ζ] = d
dt
T (s+ tζ, u)|t=0 = 1
6
(
−D1R˜s(Φ0 + u) + D1K˜
2
s
(Φ0 + u)5
)
ζ,
D2T (s, u)[v] = d
dt
T (s, u+ tv)|t=0 = ∆4v − 1
6
(
R˜s +
5K˜2s
(Φ0 + u)6
)
v. (7.53)
Now, we will prove that the map T : R×Oy → L′3−3 is C1. As a result of the properties
of functions of the metric, we cannot use the chain rule. Alternatively, we will show
that:
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1. The linear operator D1T (s, u)[ζ] and D2T (s, u)[v] are bounded. i.e.
∥D1T (s, u)[ζ]∥L′3−3 ≤ C|ζ|, (7.54)
∥D2T (s, u)[v]∥L′3−3 ≤ C ∥v∥W ′2,3−1 . (7.55)
2. The linear operator D1T (s, u)[ζ] and D2T (s, u)[v] are continuous in (s, u) in the
operator norms. That is, for every ϵ > 0 there exists δ > 0 such that
|s1 − s2| < δ =⇒ ∥D1T (s1, u)−D1T (s2, u)∥B(X,Z) < ϵ, (7.56)
∥u1 − u2∥W ′2,3−1 < δ =⇒ ∥D2T (s, u1)−D2T (s, u2)∥B(Y,Z) < ϵ. (7.57)
3. The operators D1T (s, u)[ζ] and D2T (s, u)[v] are the partial Fre´chet derivatives
of T . That is
lim
ζ→0
∥T (s+ ζ, u)− T (s, u)−D1T (s, u)[ζ]∥L′3−3
|ζ| = 0, (7.58)
lim
v→0
∥T (s, u+ v)− T (s, u)−D2T (s, u)[v]∥L′3−3
∥v∥
W
′2,3
−1
= 0. (7.59)
1. To prove inequality (7.54) we use triangle inequality, Lemma 76, and inequality
(7.47) then
∥D1T (s, u)[ζ]∥L′3−3 ≤
|ζ|
6
D1R˜s(Φ0 + u)
L
′3
−3
+
|ζ|
6
 D1K˜2s(Φ0 + u)5

L
′3
−3
≤ C |ζ| . (7.60)
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Similarly, by definition of Oy and Lemma 76 we have
∥D2T (s, u)[v]∥L′3−3 ≤ ∥∆4v∥L′3−3 +
1
6
R˜sv
L
′3
−3
+
 5K˜2s6(Φ0 + u)6v

L
′3
−3
≤ C ∥v∥
W
′2,3
−1
. (7.61)
2. To show that D1T (s, u) is continuous (it is in fact uniformly continuous), we use
the triangle inequality, inequality (7.47), and Lemma 76 to obtain
∥D1T (s1, u)−D1T (s2, u)∥L′3−3 ≤
1
6
(D1R˜s1 −D1R˜s2)(Φ0 + u)
L
′3
−3
+
D1K˜2s1 −D1K˜2s26(Φ0 + u)5

L
′3
−3
≤ C |s1 − s2| . (7.62)
To prove continuity in u consider the following identity for arbitrary x, y and integer
p:
1
xp
− 1
yp
= (y − x)
p−1∑
i=0
xi−py−1−i. (7.63)
Then
r−7
(
1
(Φ0 + u1)
6 −
1
(Φ0 + u2)
6
)
= (u2 − u1)M, (7.64)
where
M =
5∑
i=0
(r (u+ Φ0))
i−6 (rΦ0)
−1−i . (7.65)
Since u1, u2 ∈ Oy, and using the lower bound in equation (7.47) we have
M ≤ C. (7.66)
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Then by (7.66) and Lemma 74 we have
∥D2T (s, u1)[v]−D2T (s, u2)[v]∥L′3−3 =
v 5K˜2s6(Φ0 + u1)6 − v 5K˜
2
s
6(Φ0 + u2)6

L
′3
−3
≤ C
(u1 − u2) vr

L
′3
−3
(7.67)
The right hand side of the above equation can be bounded as follows: (we write dx
to represent the volume element for the Euclidean metric on R4\{0})
(u1 − u2) vr

L
′3
−3
=
(∫
R4\{0}
(u1 − u2)3 v3
r3
r5dx
)1/3
=
(∫
R4\{0}
(u1 − u2)3 (rv)3
r
dx
)1/3
≤ C ∥v∥
W
′2,3
−1
(∫
R4\{0}
(u1 − u2)3
r
dx
)1/3
≤ C ∥v∥
W
′2,3
−1
∥u1 − u2∥W ′2,3−1 . (7.68)
The first inequality follows from Lemma 10 and the second inequality from the defi-
nition of Sobolev norms. Therefore, we have
∥D2T (s, u1)[v]−D2T (s, u2)[v]∥L′3−3 ≤ C ∥v∥W ′2,3−1 ∥u1 − u2∥W ′2,3−1 . (7.69)
Thus, D2T (s, u) is a continuous operator.
3. Proving equation (7.58) is straightforward. We prove (7.59) as follows
T (s, u+ v)− T (s, u)−D2T (s, u)[v]
=
K˜2s
6
(
1
(Φ0 + u+ v)
5 −
1
(Φ0 + u)
5 +
5v
(Φ0 + u)
6
)
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By simplifying we have
r−7
(
1
(Φ0 + u+ v)
5 −
1
(Φ0 + u)
5 +
5v
(Φ0 + u)
6
)
= v2M1, (7.70)
where
M1 =
1
(r (Φ0 + u+ v))
5 (r (Φ0 + u))
6
∑
i+j+k=4
∀i,j,k≥0
Cijk (rΦ0)
i (ru)j (rv)k , (7.71)
where Cijk are numerical constants. To find the bound of M1 we will use equation
(7.44) and the fact that u, v ∈ V . Then we have
|M1| ≤ C (r
2 + ab+ b2)(r2 + ab+ a2) + µ2(
[(r2 + ab+ b2)(r2 + ab+ a2) + µ2]1/4 − C0ξ
)11 ≤ C. (7.72)
Then by Lemma 76 and above inequality we have
∥T (s, u+ v)− T (s, u)−D2T (s, u)[v]∥L′3−3 ≤ C
v2M1r

L
′3
−3
≤ C ∥v∥2
W
′2,3
−1
.(7.73)
By steps similar to (7.68) we have the second inequality. Hence, we have proved
statements (1), (2), and (3) and T (s, u) : R×Oy → L′3−3 is C1.
D2T (0, 0) is an isomorphism
We now verify that D2T (0, 0) : W ′2,3−1 → L′3−3 is an isomorphism. We write this linear
operator as
D2T (0, 0)[v] = ∆4v − αv (7.74)
where
α =
R˜0
6
+
5K˜20
6Φ60
. (7.75)
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An important property of the function α by Lemma 75 is a nonnegative bounded
function in R4\{0}, that is α = hr−6 where h ≥ 0. Therefore α ∈ L′3−3. Hence by
Theorem 14 whenM = R4\{0} and p = 3, δ = −1, the map ∆4−α is an isomorphism
from W
′2,3
−1 → L′3−3.
7.3 Proof of Theorem 73
Proof. In the previous section by conformal method we construct a family of initial
data sets (Σ,hs, Ks) such that
hsab = Φ
2h˜sab, K
s
ab = Φ
−2K˜sab (7.76)
where the conformal data (Σ, h˜s, K˜s) constructed from fixed perturbation Y¯ i, λ¯′ij ∈
C∞c (R4\Γ) and U¯ ∈ C∞c (R4\{0}), of the extreme Myers-Perry conformal data (Σ, h˜, K˜)
with transformation (7.27) for small s. Then by Lemma 77, there exists u(s) ∈ W ′1,3−1
such that Φ = Φ0 + u(s).
(a) By construction of the family when s = 0, then (Σ,hs, Ks) equals the extreme
Myers-Perry initial data (Σ, h˜, K˜). Moreover, since u(s) ∈ W ′1,3−1 , Φ is a twice
continuously differentiable function.
(b) The asymptotic geometry of the family (Σ,hs, Ks) is described by the asymptotic
behaviour of u(s). Since u(s) ∈ W ′1,3−1 and Φ0 = o(r−1), the asymptotic behaviour
of the family is same as the extreme Myers-Perry initial data. Moreover, we know
the cross-section area of the event horizon is related to the hsij and h
s
zz part of
the data. Then by the choice λ¯′ij ∈ C∞c (R4\Γ) and U¯ ∈ C∞c (R4\{0}), the per-
turbed data vanishes near event horizon and the area is preserved. Furthermore,
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by Proposition 51 the angular momenta obtained from the value of the twist po-
tentials at axis Γ. Then the choice Y¯ i ∈ C∞c (R4\Γ) implies preserved angular
momenta, i.e. Js1 = J1 and J
s
2 = J2.
(c) The perturbed part of the data (U¯ , λ¯′ij, Y¯
i) is only a function of r and θ, this
implies the family (Σ,hs, Ks) has U(1)2 symmetry. Moreover, the particular
form of the extrinsic curvature
Ksab = 2S
t
(a(λ
s)−1Φb) (7.77)
implies TrhsK
s = 0, i.e. maximality.
(d) In Theorem 68 of the Chapter 6, we proved that the mass of extreme class is less
than the mass of any perturbed data in small neighborhood. Hence, the mass of
the family (Σ,hs, Ks) is greater than or equals the mass of the extreme Myers-
Perry black hole. Therefore, (Σ,hs, Ks) has positive energy, i.e. E = ms−m > 0.
7.4 Summary
In this chapter, with the use of the implicit function theorem we constructed a family
of initial data with the same properties of the extreme Myers-Perry black hole initial
data. These properties are: asymptotic and horizon geometry, angular momenta, and
the cross-section area of the event horizon. Moreover, by Theorem 68 the energy of
this family is strictly greater than the extreme Myers-Perry initial data. This suggests
similar results for different orbit spaces such as orbit space of the extreme black ring,
see Figure 6.1b.
Chapter 8
Conclusion and Open Problems
In this thesis, extending upon the work of S. Dain [53] for four-dimensional axisym-
metric black holes we provide, for the first time, the main developments in the mass-
angular momenta inequalities and positive mass theorem for five-dimensional U(1)2-
invariant spacetimes. The results of this thesis can be divided into three main steps.
First, we defined generalized Brill (GB) initial data sets (Σ,h, K), which is a class
of initial data with symmetries, and we proved some of the topological and geometri-
cal characteristics of this class. Moreover, we constructed a one-parameter family of
initial data with asymptotic geometry and angular momenta of the extreme Myers-
Perry initial data set. Second, we constructed a mass functionalM and proved some
remarkable properties of this functional. Finally, we proved two geometrical inequali-
ties: 1) positive mass theorem for GB initial data sets, 2) local mass angular momenta
inequalities for GB initial data sets.
Although the local mass angular momenta inequality for a GB initial data set
is an interesting result and encodes the information about stability of this solution
under small perturbations, one would like to prove the global version of this inequality
for all (or some particular) orbit spaces. In this chapter, we give an overview of the
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current project which is the global mass angular momenta inequality for black holes
with horizon topology H ∼= S3 in five dimensions [2]. Moreover, we finish with an
outline of some open problems.
Consider the GB initial data (Σ,h, K) with the trivial orbit space, see Figure A.2.
Then we have the following global parametrization for the Killing part of the metric.
λ′11 =
(√
ρ2 + z2 − z
)
ep coshW, λ′22 =
(√
ρ2 + z2 + z
)
e−p coshW, (8.1)
λ′12 = ρ sinhW , (8.2)
and we define the functions
g ≡ 1
2
log ρ, g¯ ≡ 1
2
log
(√
ρ2 + z2 − z√
ρ2 + z2 + z
)
(8.3)
which are harmonic over Ω ⊂ R3\Γ, that is
∆3 log ρ = ∆3 log
(√
ρ2 + z2 − z√
ρ2 + z2 + z
)
= 0 on Ω ⊂ R3\Γ (8.4)
where the Laplace operator ∆3 is with respect to the following flat three dimensional
metric
δ3 = dρ
2 + dz2 + ρ2dϕ2 = r2
(
dr2 +
r2dx2
4(1− x2) +
r2(1− x2)
4
dϕ
)
. (8.5)
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Then the associated reduced data can be characterized by Ψ = (v, p,W, Y i). More-
over, the mass functional M has the following representation
M (Ψ) ≡ 1
16
∫
R3
{
12 |∇v|2 + |∇p|2 + sinh2W |∇p+∇g¯|2 + e
−6g−6v−g¯−p
cosh2W
⏐⏐∇Y 1⏐⏐2
+ e−6g+g¯+p−6v cosh2W
⏐⏐∇Y 2 − tanhW e−p−g¯∇Y 1⏐⏐2} dµ . (8.6)
where dµ = ρ dρdzdϕ and the covariant derivative is with respect to δ3. Moreover, if
we define the parameter of the Dirichlet energy E which is defined in equation (5.63)
by transformation
y1 = 2 log(detλ), y2 =
1
2
log
(
λ11
λ22
)
, y3 =
1
2
log
(
λ11λ22
detλ
)
, (8.7)
y4 = Y
1, y5 = Y
2 , (8.8)
and define the data Ψ¯ = (y1, . . . , y5) as parameters of the energy functional
E(Ψ¯) =
1
32
∫
R3
(
12 |∇y1|2 + cosh2 y3 |∇y2|2 + |∇y3|2 + e−(6y1+y2) |∇y4|2
+ e−6y1+y2
⏐⏐e−y2 tanhW∇y4 −∇y5⏐⏐2) dµ . (8.9)
Note that the relation of Ψ and Ψ¯ is
Ψ¯ = (y1, y2, y3, y4, y5)←→ (g + v, p+ g¯, q, Y 1, Y 2) = Ψ (8.10)
Therefore, for Ω ⊂ R3\Γ, we have the following relation between mass functional and
Dirichlet energy functional
EΩ(Ψ¯) = MΩ(Ψ) + 1
16
∮
∂Ω
(g + 2v)∇g · ν dS + 1
8
∮
∂Ω
p∇g¯ · ν dS . (8.11)
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2/δ
δ
ε
Figure 8.1: The green line is the axis. Ωδ,ε is the region between two blue curves and red lines.
Moreover, the Aδ,ε is the cylindrical region between red lines.
Now the strategy of proof is as follows. Let Ψ = (v, p,W, Y 1, Y 2) denote the given
initial data, and Ψ0 = (v0, p0,W0, Y
1
0 , Y
2
0 ) denote the extreme MP data with the same
angular momenta. Let δ, ε > 0 be small parameters and set Ωδ,ε = {δ < r < 2/δ; ρ >
ε} and Aδ,ε = B2/δ \ Ωδ,ε, where B2/δ is the ball of radius 2/δ centered at the origin,
see Figure 8.1. We will cut off the original initial data to obtain Ψδ,ε which satisfies
supp(vδ,ε−U0) ⊂ B2/δ, supp(pδ,ε−p0,Wδ,ε−W0, Y 1δ,ε−Y 10 , Y 2δ,ε−Y 20 ) ⊂ Ωδ,ε. (8.12)
Moreover, we must show this cut-off data will converge to the original, allowing us to
apply the convexity argument from Schoen and Zhou. This will allow us to prove the
following result [2].
Proposition 78. Let ε ≪ δ ≪ 1 and suppose that Ψ satisfies all the asymptotics
induced from GB data and extreme Myers-Perry initial data. Then Ψδ,ε satisfies
(8.12) and
lim
δ→0
lim
ε→0
M(Ψδ,ε) =M(Ψ). (8.13)
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This is the most difficult step in the proof. Then we can prove the global mass-
angular momenta inequality for this orbit space structure which appeared in the ar-
ticle, arXiv preprint arXiv:1510.06974, which was submitted to Journal of Communi-
cation in Mathematical Physics (CMP) in Oct 2015 [2].
Theorem 79. Assume that (Σ,h, K) is GB initial data with mass m and fixed angular
momenta J1 and J2 and fixed orbit space B = BMP such that ιξ(i)j = 0 and µ ≥ 0.
Then if Ψ = (v, p,W, Y i) then
M(Ψ)−M(Ψ0) ≥ 2C
(∫
R3
dist6P (3,R)(Ψ,Ψ0)
)1/3
(8.14)
where P (3,R) = SL(3,R)/SO(3,R) and Ψ0 is the data set of the extreme Myers-
Perry. It implies
m3 ≥ 27π
32
(|J1|+ |J2|)2 (8.15)
and the inequality is saturated if and only if the data is isomorphic to the slice extreme
Myers-Perry black hole.
This result shows that the mass functionalM is convex functional for black holes
with horizon topology H ∼= S3 and it is a generalization of Schoen-Zhou result to five
dimensional black holes [139].
There are several open questions concerning the properties of M. For instance,
since the ADM mass is conserved quantity under evolution of the Einstein equations,
it is necessary to prove M is a conserved quantity under axisymmetric evolution of
Einstein equations. Second, M is related to the recently constructed Hollands-Wald
energy functional [95]. This energy functional shows the relation between thermal
instability and dynamical instability for non-extreme black holes and black branes.
Moreover, Dain used his mass functional and showed the axisymmetric linear pertur-
bation of the extreme Kerr black hole is stable [56]. Therefore, we expect that the
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second variation of M must be related to the Hollands-Wald energy functional, and
it should be possible to use M and prove linear axisymmetric perturbations of the
extreme Myers-Perry black hole and (maybe) the extreme doubly spinning black rings
are stable. Such methods should be useful for dealing with the challenging issue of
non-linear stability.
Finally, in Table 8.1 we classify all the possible generalizations of the mass-angular
momenta inequality for GB initial data sets.
Mass-Charge-Angular Momenta
dimΣ = n n = 3 n = 4
vacuum
H ∼= Sn−1 Dain [53, 139] Local (AA.3),global (AA.6)
H =eqs. (3.33) — Local version (AA.3)
Tab ̸= 0 H
∼= Sn−1 Chrusciel,Dain [44, 58] Local (AA.5),global (AA.6)
H =eqs. (3.33) — Local version (AA.5)
Charges
H ∼= Sn−1 Chrusciel and Costa [41, 139] Open problem
H =eqs. (3.33) — Open problem
Multiple ends
H ∼= Sn−1 Chrusciel,Li,Wienstein[44, 139] Open problem
H =eqs. (3.33) — Open problem
Non-Maximal
H ∼= Sn−1 Cha and Khuri [30] Open problem
H =eqs. (3.33) — Open problem
Manifold with bdry
H ∼= Sn−1 Open problem Open problem
H =eqs. (3.33) — Open problem
Table 8.1: Open problems: mass-charge-angular momenta inequalities
We hope to address these open problems in the near future.
Appendix A
Myers-Perry Black Hole
In 1985 Myers and Perry found an asymptotically flat solution of the Einstein vac-
uum equations which describe a black hole with spherical horizon topology in all
dimensions[125]. Here we consider the five dimensional Myers-Perry black hole (M, g)
with the metric in coordinates (t, r˜, θ, φ1, φ2) and represented locally as [124]
ds2 = −dt2 + µ
P
(
dt+ a sin2 θdφ1 + b cos
2 θdφ2
)2
+
r˜2P
∆(r˜)
dr˜2 + Pdθ2
+
(
r˜2 + b2
)
cos2 θdφ22 +
(
r˜2 + a2
)
sin2 θdφ21, (A.1)
where
P = r˜2 + b2 sin2 θ + a2 cos2 θ, ∆ =
(
r˜2 + a2
) (
r˜2 + b2
)− µr˜2. (A.2)
The solution is parameterized by (µ, a, b) with orthogonally transitive isometry group
R × U(1)2, where R is the time translation symmetry and U(1)2 is the rotational
symmetry generated by ∂φ1 and ∂φ2 . Here (r˜, θ) parameterize the two-dimensional
surfaces orthogonal to orbits of the isometry group. The horizons of this black hole
are located at the roots of ∆(r˜), denoted r˜H± = ±
√
µ−a2−b2+
√
(µ−a2−b2)2−4a2b2
2
. The
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metric is written in a chart that covers the black hole exterior r˜H+ < r˜ < ∞. In
addition 0 < θ < π/2, and φ1, φ2 are rotational coordinate with period 2π. Moreover,
the singularity of this metric for nonvanishing a and b with a2 ̸= b2 is located at roots
of P , i.e.
sin2 θ =
r˜2 − a2
b2 − a2 (A.3)
where b > a. As it is well known, the solution is qualitatively similar to the Kerr
solution. In the extreme limit, µ = (a + b)2 and ∆(r˜) = (r˜2 − ab)2. The ADM mass
and angular momenta of this metric are
M =
3
8
πµ, J1 =
2
3
Ma, J2 =
2
3
Mb (A.4)
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Figure A.1: Carter-Penrose diagram of Myers-Perry black hole in 5 dimensions
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A.1 Myers-Perry Initial Data
Consider constant time slice of the Myers-Perry black hole in (t, r˜, θ, φ1, φ2). Then
the metric for initial data is
h =
r˜2P
∆(r˜)
dr˜2 + Pdθ2 + λijdφ
idφj (A.5)
where it covers the region r˜H+ ≤ r˜ ≤ ∞ (see dark gray region in Figure A.1a) and
the positive definite matrix λ has components
λ11 =
a2µ
P
sin4 θ + (r˜2 + a2) sin2 θ, λ12 =
abµ
P
sin2 θ cos2 θ, (A.6)
λ22 =
b2µ
P
cos4 θ + (r˜2 + b2) cos2 θ
The metric has a coordinate singular at inner boundary r = rH+ and the slice is a
Riemannian manifold with boundary ΣMP0 = [rH+,∞)× S3. One can define a quasi-
isotropic coordinate and extend the manifold to the doubling manifold or full slice
ΣMP (see Figure A.1a) as
r˜2 = r2 +
1
2
(
µ− a2 − b2)+ µ (µ− 2a2 − 2b2) + (a2 − b2)2
16r2
(A.7)
Note that the inner boundary at r˜H+ is shifted to r = 0 and the metric is
h =
P
r2
(
dr2 + r2dθ2
)
+ λijdφ
idφj (A.8)
where 0 < r < ∞, 0 < θ < π/2, and 0 < φ1, φ2 < 2π. The point r = 0 is
another asymptotic infinity (see Figure A.2) and one can show this with computing
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the distance to r = 0 along a curve of constant (θ, φ1, φ2) from r = r0, i.e.
Distance =
∫ r0
r
√
P
r
dr →∞ as r → 0 (A.9)
Let rmin = [(µ− (a+ b)2) (µ− (a− b)2)]1/4, then r = rmin is the stable minimal sur-
face in ΣMP which represents the event horizon of spacetime. In the extreme limit
µ = (a+ b)2 the quasi-isotropic coordinate simplifies to
r˜2 = r2 + ab (A.10)
The conformal metric h˜ of the slice is
h = Φ2h˜, h˜ = e2U
(
dρ2 + dz2
)
+ λ′ijdφ
idφj (A.11)
and can be determined by the relations
Φ2 =
√
detλ
ρ
, e2U =
Pρ
r4
√
detλ
, λ′ij = Φ
−2λij (A.12)
where ρ = 1
2
r2 sin 2θ and z = 1
2
r2 cos 2θ.
A.1.1 Non-extreme Myers-Perry Initial Data
The non-extreme Myers-Perry initial data set (ΣMP ,h, K) belongs to the class of
t − φi symmetric initial data. The manifold is a complete Riemannian manifold
ΣMP = R×S3 with two asymptotically flat ends (See Figure 3.4a). In this section we
show behaviour of this data near two ends and on the axis. The asymptotic behaviours
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of data at infinity (r →∞) are given by
Φ = 1 +
µ
4r2
+O(r−4), v = µ
4r2
+ o(r−4) (A.13)
λ′ij = σij +
filσlj
r2
Trfij = 0 (A.14)
V =
(a2 − b2) cos 2θ
r2
+O(r−4) (A.15)
The region r → 0 corresponds to another asymptotic region. In the non-extreme case,
we have
Φ =
4
√
(µ− (a+ b)2)2(µ− (a− b)2)2
4r2
+O(1), Φ,r = O(r−3) r → 0(A.16)
v = −2 log r +O(1) (A.17)
V =
4(a2 − b2) cos 2θ
(µ− (a− b)2) (µ− (a+ b)2)r
2 +O(r2) (A.18)
We will consider explicitly the non-extreme case so the end is asymptotically flat.
First we have the following expansion for v at origin and infinity
|∇v|2 = − µ
2r5
+O(r−7) r →∞ |∇v|2 = − 2
r3
+O(r−1) r → 0 (A.19)
since the volume element is ρdρdz = r5 sin θ cos θ drdθ, (dv)2 is bounded at origin and
infinity. Now we consider term which is related to the scalar curvature in the mass
functional M:
det∇λ′
detλ′
= O(r−8) r →∞ det∇λ
′
detλ′
= O(1) r → 0 (A.20)
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This is clearly bounded. Now we check the last term which is related to the full
contraction of extrinsic curvature:
∇Y tλ′−1∇Y
2 detλ′
= O(r−10) r →∞ e−6v∇Y
tλ′−1∇Y
2 detλ′
= O(r2) r → 0 (A.21)
An important piece of data in the mass functional is the twist potential column vector
Y = (Y 1, Y 2)t. Here we compute explicitly the twist potentials using equation (3.37)
of non-extreme Myers-Perry initial data (black hole) and they are
ρ
(1, 0)
I−
(0, 1)
I+
z
aE
(a) Orbit space of a Myers-Perry spatial slice
on upper half plane
y
x
(0, 1)
I+
(1, 0)
I−
(b) Orbit space of a Myers-Perry spa-
tial slice represented on inﬁnite strip
Figure A.2: (a) and (b) are spacetime interval structures for the Myers-Perry black hole.
Y 1 =
[C2 + 256r4Σ(a2 − b2) cos2 θ] (C − 16r2 (a2 − b2))μa
163r6Σ(a2 − b2)2 −
C2 − 32r4H1
256r4(a2 − b2)2μa
Y 2 = − [C (C − 32r
2 (a2 − b2)) + 256r4(a2 − b2)(Σ cos2 θ + (a2 − b2))]Cμb
163r6Σ(a2 − b2)2
+
C2 − 16r2C (a2 − b2) + 32r4H2
256r4(a2 − b2)2 μb
C = 16r4 + 8(μ+ a2 − b2)r2 + (μ− (a− b)2) (μ− (a+ b)2)
H1 = 3(a
2 − b2)2 + μ (3μ− 6b2 + 2a2)
H2 = (a
2 − b2)2 + μ (2a2 + 2b2 − 3μ) (A.22)
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A.1.2 Extreme Myers-Perry Initial Data
The extreme Myers-Perry initial data set (ΣEMP ,h, K) is a t − φi symmetric initial
data set. The manifold is a complete Riemannian manifold ΣEMP = R×S3 with one
asymptotically flat end and one cylindrical end (See Figure 3.4b). Similar to previous
section, we show the asymptotic behaviour. But we start with twist potentials
Y 1 =
a(a2 − b2)(r2 + ab+ b2) cos2 θ − r2a(2a2 + 2ab+ r2)
(a− b)2
+
a(r2 + ab+ a2)2(r2 + ab+ b2)
Σ(a− b)2
(A.23)
Y 2 =
br2((a+ b)2 + r2)− b(a2 − b2)(r2 + ab+ a2) cos2 θ
(a− b)2
− b(r
2 + ab+ a2)(r2 + ab+ b2)2
Σ(a− b)2
The expansion at infinity is
Y 1 =
a3(a+ b)2
(a− b)2 −
4J1
π
cos2 θ(2− cos2 θ) +O(r−2) (A.24)
Y 2 = −ab
2(a+ b)2
(a− b)2 −
4J2
π
cos4 θ +O(r−2) (A.25)
The asymptotic behaviour of the conformal factor at infinity is given by
Φ = 1 +
µ
4r2
+O(r−4) r →∞ (A.26)
Hence this region is an asymptotically flat end. In the extreme case, however, one
can check that
Φ =
(ab(a+ b)3)1/4
(a cos2 θ + b sin2 θ)r
+O(r) r → 0 (A.27)
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By examining the behaviour of the metric h, one can see that the asymptotic region
r → 0 is a cylindrical end. In fact, explicit computation of U and λ′i shows that
the conformal metric h˜ approaches the metric of a cone over an S3 equipped with an
inhomogeneous metric,
h˜ = Ω2
(
dr2 + r2γ
)
(A.28)
where Ω = Ω(θ) ̸= 0 and γ is conformal to the inhomogeneous metric on cross-sections
of the horizon of the extreme Myers-Perry black hole. One can expand the function
V at infinity and at the origin. As we discussed before we only consider the behaviour
of V near ρ = 0. We find
V =
(a2 − b2) cos 2θ
4r2
+O(r−4) r →∞ (A.29)
V+ =
2z + a2 + ab√
4z2 + 3a2b2 + 2a2z + b4 + 2b2z + 4abz + a3b+ 3ab3
z ∈ I+(A.30)
V− =
−2z + b2 + ab√
a4 + 3a3b+ 3a2b2 − 2a2z + ab3 − 4abz − 2b2z + 4z2 z ∈ I−(A.31)
Thus V satisfies boundary conditions of GB data. In particular, we read off V¯ =
1
4
(a2 − b2)x and it follows h˜ (see (A.12)) has vanishing ADM mass. In addition,
when z → ±∞ we have V± → 1 and V± are bounded continuous functions on rods
I±. Therefore, they are integrable. Let us consider boundedness of other terms in
the mass functional M. We will consider explicitly the extreme case so the end is
asymptotically flat. First we have the following expansion for v at origin and infinity
(dv)2 = − µ
2r5
+O(r−7) r →∞ (dv)2 = −C(θ)
r4
+O(r−3) r → 0 (A.32)
since the volume element is ρdρdz = r5 sin θ cos θ drdθ, (dv)2 is bounded at origin and
infinity. Now we consider a term which related to scalar curvature in mass functional
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M. We use identity (5.55) and we have
det∇λ′
detλ′
= O(r−8) r →∞ det∇λ
′
detλ′
= O(r−4) r → 0 (A.33)
This is clearly bounded. The only term remaining is related to the full contraction of
extrinsic curvature and we have
∇Y tλ′−1∇Y
2 detλ′
= O(r−10) r →∞ e−6v∇Y
tλ′−1∇Y
2 detλ′
= O(r−4) r → 0 (A.34)
Appendix B
Carter Identity In Dimension Five
In this section we first derive a five-dimensional version of Carter’s identity. Assume
we are in a five-dimensional vacuum spacetime with isometry group R× U(1)2. The
field equations can be expressed simply as the conservation of a current (see [67] for
details) such that.
divJ = div
(
ρΦ−1∇Φ) = 0 (B.1)
This equation arises as critical points of action (3.38) and where
Φ ≡ Φ(X, Y, λ) =
⎛⎜⎝ 1X −Y tX
− Y
X
λ+ Y Y
t
X
⎞⎟⎠ Φ−1 =
⎛⎜⎝X + Y tλ−1Y Y tλ−1
λ−1Y λ−1
⎞⎟⎠ (B.2)
and detΦ = 1, λ is a positive definite 2 × 2 symmetric matrix with detλ = X and
Y is a column vector. One can derive the Mazur identity (for a detailed discussion
see [29]) for two matrices Φ[1] and Φ[2] (not necessarily solutions) with corresponding
currents J[1], J[2]
∆Ψ− Tr
(
Φ[2]
(
divJ˚
)
Φ−1[1]
)
=
1
ρ2
Tr
(
J˚ tΦ[2]J˚Φ
−1
[1]
)
(B.3)
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where ∆ is Laplace operator with respect to flat metric δ3 and
Ψ = Tr
(
Φ[2]Φ
−1
[1] − I
)
J˚ = J[2] − J[1] (B.4)
and
divJ =
⎛⎜⎝−GX − Y tGY −XGtY λ+ Y tGX + Y tGλ + Y tGY Y t
−GY Gλ +GY Y t
⎞⎟⎠ (B.5)
Note that this identity holds quite generally for any field theory which can be derived
from a positive definite action with Lagrangian of the form L ∼ Tr(Φ−1dΦ)2. The
linearized version of this identity in four dimensions was originally found by Carter [27]
and plays an important role in geometric inequalities in 3+1 dimensional spacetime
[51, 53, 57, 59]. We will now derive a generalization of this identity for five dimensions.
Assume we have Φ[1](X, Y, λ) and Φ[2](X2, Y2, λ2) related by
X2 = X + tX˙ Y2 = Y + tY˙ λ2 = λ+ tλ˙
Gλ2 = Gλ + tG˙λ, GX2 = GX + tG˙X
(B.6)
The overdot ˙ represents the linear order of expansion or first variation with respect
to t (when taking variations of the products of several terms, we use the notation δ
instead of dot for convenience of notation).
B.1 LHS of Carter identity
We start by expanding of the main terms in left hand side of Carter identity
Φ[1] = Φ, Φ[2] = Φ+ tΦ˙+ t
2Φ¨+O(t3), divJ˚ = divJ˙t+ tdivJ¨t2+O(t3) , (B.7)
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where
Φ˙ =
⎛⎜⎝ − X˙X2 X˙Y tX2 − Y˙ tX
X˙Y
X2
− Y˙
X
λ˙+ δ
[
Y Y t
X
]
⎞⎟⎠ Φ¨ =
⎛⎜⎝ X˙2X3 − X˙2Y tX2 + X˙Y˙ tX2
− X˙2Y
X2
+ X˙Y˙
X2
δ2
[
Y Y t
X
]
⎞⎟⎠ (B.8)
divJ˙ =
⎛⎜⎝−G˙X − Y˙ tGY − Y tG˙Y δ [−XGtY λ+ Y tGX + Y tGλ + Y tGY Y t]
−G˙Y G˙λ + G˙Y Y t +GY Y˙ t
⎞⎟⎠ (B.9)
The first term is straightforward
Ψ = Tr
([
Φ + tΦ˙ + t2Φ¨ +O(t3)
]
Φ−1 − I
)
= Tr
(
tΦ˙Φ−1 + t2Φ¨Φ−1
)
+O(t3)
= t2Tr
(
Φ¨Φ−1
)
+O(t3)
= t2
[
X˙2
X3
(
X + Y tλ−1Y
)
+ 2
(
−X˙
2Y t
X2
+
X˙Y˙ t
X2
)
λ−1Y
+ Tr
(
δ2
[
Y Y t
X
]
λ−1
)]
+O(t3)
=
(
Y˙ tλ−1Y˙
X
+
X˙2
X2
)
t2 +O(t3) (B.10)
In the second term in equation (B.7) is
Tr
(
Φ[2]
(
divJ˚
)
Φ−1[1]
)
= tTr
(
ΦdivJ˙Φ−1
)
+ t2Tr
(
Φ˙divJ˙Φ−1
)
+ t2Tr
(
ΦdivJ¨Φ−1
)
+O(t3)
= tTr
(
divJ˙
)
+ t2Tr
(
Φ˙divJ˙Φ−1
)
+ t2Tr
(
divJ¨
)
+O(t3)
= tδ [Tr (divJ)] + t2Tr
(
Φ˙divJ˙Φ−1
)
+ t2δ2 [Tr (divJ)] +O(t3)
= t2Tr
(
Φ˙divJ˙Φ−1
)
+O(t3) (B.11)
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Then after some lines of algebra we obtain
LHS = ∆
(
Y˙ tλ−1Y˙
X
+
X˙2
X2
)
+
Y˙ tλ−1Y˙
X
GX − X˙
X
G˙X − 2X˙
X
GtY Y˙
− 2Y˙ tλ−1λ˙GY + Y˙
tλ−1GtλY˙
X
− Tr
(
λ−1λ˙G˙tλ
)
− 2G˙tY Y˙ (B.12)
B.2 RHS of Carter identity
To find RHS we expand each term and we have
J˚11 =
[
−∇
(
X˙
X
)
− Y˙
tλ−1∇Y
X
+
Y tλ−1λ˙λ−1∇Y
X
− Y
tλ−1∇Y˙
X
+
X˙Y tλ−1∇Y
X2
]
t+O(t)
J˚22 =
[
− λ−1λ˙λ−1∇λ+ λ−1∇λ˙− λ
−1λ˙λ−1∇Y Y t
X
+
λ−1∇Y˙ Y t
X
+
λ−1∇Y Y˙ t
X
− X˙λ
−1∇Y Y t
X2
]
t+O(t)
J˚21 =
[
λ−1λ˙λ−1∇Y
X
− λ
−1
X2
(
X∇Y˙ − X˙∇Y
)]
t+O(t)
J˚12 =
[
−∇Y˙ t + Y˙
t∇X
X
+ Y t∇
(
X˙
X
)
+ Y˙ tλ−1∇λ− Y tλ−1λ˙λ−1∇λ+ Y tλ−1∇λ˙
+
Y˙ tλ−1∇Y Y t
X
− Y
tλ−1λ˙λ−1∇Y Y t
X
+
Y tλ−1∇Y˙ Y t
X
+
Y tλ−1∇Y Y˙ t
X
− X˙Y
tλ−1∇Y Y t
X2
]
t+O(t) (B.13)
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Since we only want the order O(t2) we have Φ[2] = Φ[1] = Φ and
Tr
(
J˚ tΦ[2]J˚Φ
−1
[1]
)
= Tr
[(
J˚ t11Φ11 + J˚
t
21Φ21
)(
J˚11Φ
−1
11 + J˚12Φ
−1
21
)
+
(
J˚ t11Φ12 + J˚
t
21Φ22
)(
J˚21Φ
−1
11 + J˚22Φ
−1
21
)
+
(
J˚ t12Φ11 + J˚
t
22Φ21
)(
J˚11Φ
−1
12 + J˚12Φ
−1
22
)
+
(
J˚ t12Φ12 + J˚
t
22Φ22
)(
J˚21Φ
−1
12 + J˚22Φ
−1
22
)]
= I1 + I2 + I3 + I4 (B.14)
To compute this we divide it to four terms. First, we compute I1:
I1 = Tr
[(
J˚ t11Φ11 + J˚
t
21Φ21
)(
J˚11Φ
−1
11 + J˚12Φ
−1
21
)]
= Tr
[
1
X
(
J˚ t11 − J˚ t21Y
)(
J˚11
(
X + Y tλ−1Y
)
+ J˚12λ
−1Y
)]
=
1
X
Tr
[
XA21 + A1Y
tλ−1A2Y + A3
]
(B.15)
where
A1 = −∇
(
X˙
X
)
− Y˙
tλ−1∇Y
X
A2 = ∇
(
λ˙λ−1
)
+
∇Y Y˙ tλ−1
X
A3 = −2∇Y˙ tλ−1Y + X˙Y
tλ−1∇Y
X
+ Y tλ−1λ˙λ−1∇Y
+
∇XY˙ tλ−1Y
X
+ Y˙ tλ−1∇λλ−1Y (B.16)
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Second, by straightforward computation we get
I2 = Tr
[(
J˚ t11Φ12 + J˚
t
21Φ22
)(
J˚21Φ
−1
11 + J˚22Φ
−1
21
)]
= Tr
[
1
X
(
−J˚ t11Y t − J˚ t21
(
Xλ+ Y Y t
))(
J˚21
(
X + Y tλ−1Y
)
+ J˚22λ
−1Y
)]
=
1
X
Tr
[(−A1Y t +Bt1) (λ−1A2Y + λ−1B1)] (B.17)
where B1 =
X˙
X
∇Y + λ˙λ−1∇Y −∇Y˙ . Third, we obtain
I3 = Tr
[(
J˚ t12Φ11 + J˚
t
22Φ21
)(
J˚11Φ
−1
12 + J˚12Φ
−1
22
)]
= Tr
[
1
X
(
J˚ t12 − J˚ t22Y
)(
J˚11Y
tλ−1 + J˚12λ−1
)]
=
1
X
Tr
[
(−A1Y + C1)
(
Y tλ−1A2 + Ct1λ
−1)] (B.18)
where C1 = ∇λλ−1Y˙ + ∇XX Y˙ −∇Y˙ . Finally, we have
I4 = Tr
[(
J˚ t12Φ12 + J˚
t
22Φ22
)(
J˚21Φ
−1
12 + J˚22Φ
−1
22
)]
= Tr
[
1
X
(
−J˚ t12Y t + J˚ t22
(
Xλ+ Y Y t
))(
J˚21Y
tλ−1 + J˚22λ−1
)]
=
1
X
Tr
[(
A1Y Y
t +XA2λ−
(
Y Bt1 + C1Y
t
)) (
λ−1A2
)]
(B.19)
Then the right hand side will be
RHS = A21 +
1
X
Bt1λ
−1B1 +
1
X
Ct1λ
−1C1 + Tr
(
A22
) ≥ 0 (B.20)
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This is positive since λ is a positive definite matrix. Thus Carter identity is
∆
(
Y˙ tλ−1Y˙
X
+
X˙2
X2
)
+
Y˙ tλ−1Y˙
X
GX − X˙
X
G˙X − 2X˙
X
GtY Y˙
− 2Y˙ tλ−1λ˙GY + Y˙
tλ−1GtλY˙
X
− Tr
(
λ−1λ˙G˙tλ
)
− 2G˙tY Y˙
=
(
∇
(
X˙
X
)
+
Y˙ tλ−1∇Y
X
)2
+X
(
U˙ t2λU˙2 +∇U t1λ∇U1
)
+ Tr
[(
∇
(
λ˙λ−1
)
+
∇Y Y˙ tλ−1
X
)2 ]
(B.21)
where
U1 ≡ λ
−1Y˙
X
U2 ≡ λ
−1∇Y
X
(B.22)
This is the five-dimensional extension of Carter’s identity which appeared in [27] .
Appendix C
Higher Homotopy Groups for
Maximal Spatial Slices
This appendix appeared in the journal article (AA.1) Classical and Quantum Gravity,
31 (5), 055,004(2014)[7]. The computations below rely on the excision theorem for
homotopy groups:
Theorem 80 (Excision for Homotopy Groups). [80, Thm 4.23] Let X be a CW-
complex decomposed as the union of subcomplexes A and B with nonempty connected
intersection C = A ∩ B. If (A,C) is m-connected and (B,C) is n-connected, m,n ≥
0, then the map πi(A,C) → πi(X,B) induced by inclusion is an isomorphism for
i < m+ n and a surjection for i = m+ n.
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C.1 The doubly spinning black ring maximal spa-
tial slice
In this part we verify that π3(ΣBR) = Z and π4(ΣBR) ̸= 0. We know
ΣBR ∼= S4 −
(
B4 ∪ Int(R)) , (C.1)
where B4 is a closed 4-dimensional ball in S4, R ∼= S1 × B3 is a regular closed
neighborhood of a locally flat embedded S1 in S4, and B4 ∩R = ∅. Consider
S4 =M ∪N (C.2)
where
M = S4 − Int(R), N = S4 − Int(B), and ΣBR =M ∩N (C.3)
Observe that ΣBR and its closure in S
4 are homotopy equivalent. The following
connectivity properties hold:
• Claim 1. The pair (N,ΣBR) is 2-connected.
• Claim 2. The pair (M,ΣBR) is 3-connected.
First we verify that π3(ΣBR) = Z and π4(ΣBR) ̸= 0 assuming that both claims hold,
and after the computation we will verify claims. The excision theorem for homopy
groups [80, Thm 4.23] applied to S4 as the union of M and N together with claims 1
and 2 imply that the maps induced by inclusion
π4
(
M,ΣBR
) ∼=−→ π4(S4, N) (C.4)
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is an isomorphism, and
π5
(
M,ΣBR
) −→ π5(S4, N) (C.5)
is surjective. In (4.93) we show that M ∼= S2 ×D2; then the long exact sequence for
the pair (M,ΣBR) yields
0 = πi+1(M)→ πi+1(M,ΣBR)
∼=→ πi(ΣBR)→ πi(M) = 0, i ≥ 3.
It follows that
π3(ΣBR) ∼= π4
(
M,ΣBR
)
and π4(ΣBR) ∼= π5
(
M,ΣBR
)
. (C.6)
Then the long exact sequence of homotopy groups for the pair (S4, N) and the fact
that N is contractible shows that
0 = πi+1(N)→ πi+1(S4)
∼=→ πi+1(S4, N)→ πi(N) = 0. (C.7)
The isomorphims from (C.4), (C.6), and (C.7) imply that
π3(ΣBR)
∼=→ π3(ΣBR)
∼=→ π4(M,ΣBR)
∼=→ π4(S4, N)
∼=→ π4(S4)
∼=→ Z
verifying that π3(ΣBR) ∼= Z. Analogously, from (C.5), (C.6), and (C.7) the composi-
tion
π4(ΣBR)
∼=→ π4(ΣBR)
∼=→ π5(M,ΣBR)→ π5(S4, N)
∼=→ π5(S4)
∼=→ Z2
is a surjective map, verifying that π4(ΣBR) is not trivial.
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Verification of claim 1. Since ΣBR is 1-connected and N is contractible, the long
exact sequence for (N,ΣBR) yields
0 = πi+1(N)→ πi+1
(
N,ΣBR
)→ πi (ΣBR)→ πi(N) = 0. (C.8)
It follows that
(
N,ΣBR
)
is 2-connected as claimed.
Verification of claim 2. Observe that the pair (B, ∂B) is 2-connected. Indeed,
since B is a 4-dimensional ball, the long exact sequence of homotopy groups for
(B, ∂B),
0 = πi+1B → πi+1(B, ∂B)→ πi(∂B)→ πiB = 0, (C.9)
shows that
πi+1(B, ∂B) ∼= πi(∂B) ∼= πi(S3). (C.10)
Analogously, observe that the pair (ΣBR, ∂B) is 1-connected. Indeed, since ∂B ∼= S3,
the long exact sequence for (ΣBR, ∂B) shows that
0 = π1(S
3)→ π1(ΣBR)→ π1(ΣBR, ∂B)→ π0(S3) = 0. (C.11)
Since π1(ΣBR) ∼= π1(ΣBR) = 0, it follows that π1(ΣBR, ∂B) is trivial. Since (B, ∂B) is
2-connected and (ΣBR, ∂B) is 1-connected, a direct application of the excision theorem
for higher homotopy groups [80, Thm 4.23] applied to M = ΣBR ∪ B shows that the
composition
πi(B, ∂B)
∼=→ πi(M,ΣBR), i = 1, 2 (C.12)
is an isomorphism, and the composition
π3(B, ∂B)→ π3(M,ΣBR) (C.13)
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is surjective. Then equations (C.10), (C.12) and (C.13) yield that πi(M,ΣBR) is trivial
for 0 ≤ i ≤ 3, hence (M,ΣBR) is 3-connected as claimed.
An application to the Hurewicz map π3(ΣBR)→ H3(ΣBR). An interesting appli-
cation of the fact π3(ΣBR) ∼= Z is that the Hurewicz map π3(ΣBR) → H3(ΣBR) is
an isomorphism. Indeed, the excision theorem for homology shows that Hi(M,B) ∼=
Hi(ΣBR, ∂B), and the long exact sequence in homology for the pair (M,B) shows
that HiM ∼= Hi(M,B). Therefore
Hi(ΣBR, ∂B) ∼= HiM. (C.14)
Since ∂B ∼= S3, the Hurewicz maps between the long exact sequences of homotopy
and homology groups for the pair (ΣBR, ∂B) provide the commutative diagram,
π3(S
3) →→
∼=
↓↓
π3(ΣBR)
↓↓
0 = H4(M) ∼= H4(ΣBR, ∂B) →→H3(S3) ∼= →→H3(ΣBR) →→H3(ΣBR, ∂B) ∼= H3(M) = 0
Since π3(S
3) = Z, the diagram shows that π3(ΣBR) contains an infinite cyclic group,
and maps onto an infinity cyclic group (this does not imply that π3(ΣBR) is an infinite
cyclic group). Since we show that π3(ΣBR) ∼= Z, it follows that the Hurewicz map
π3(ΣBR)→ H3(ΣBR) is an isomorphism.
C.2 The Black Saturn maximal spatial slice
In this part we verify that π3(ΣBS) = Z ⊕ Z and π4(ΣBS) is not trivial. The com-
putation follows the same strategy as the previous computation; in this case the
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computation relies on facts about homotopy groups for S4. From [7] ,
ΣBS = S
4 − {B41 ⊔ Int (B42) ⊔ [S1 × Int(B3)]}
where B41 and B
4
2 are disjoint closed ϵ-ball in S
4, R ∼= S1 × B3 is a regular closed
neighborhood of an embedded S1 in S4 and R ∩ (B41 ∪B42) = ∅. Consider
S4 =M ∪N
where M = S4 − Int(R) ∼= S2 × D2 and N = S4 − Int(B1 ∪ B2) ∼= S3 × R and
M ∩N = ΣBS. The following connectivity properties hold:
• Claim 1. The pair (N,ΣBS) is 2-connected.
• Claim 2. The pair (M,ΣBR) is 3-connected.
First we verify that π3(ΣBS) = Z⊕ Z assuming that both claims hold, and after the
computation we will verify the claims. By the excision theorem for homotopy groups
applied to S4 =M ∪N we obtain that the map induced by inclusion
πi(M,ΣBS)→ πi(S4, N) (C.15)
is an isomorphism for i ≤ 4, and it is surjective for i = 5. Since M is 2-connected,
the long exact sequence for (M,ΣBS) yields that
πi+1(M,ΣBS) ∼= πi(ΣBS), i ≥ 3. (C.16)
Consider the long exact sequence for (S4, N),
π4(S
3)→ π4(S4)→ π4(S4, N)→ π3(S3)→ π3(S4). (C.17)
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Since π4(S
3) ∼= Z/2 is finite, π4(S4) ∼= Z and π3(S4) = 0 we have an exact sequence
0→ Z→ π4(S4, N)→ Z→ 0. (C.18)
Since π4(S
4, N) is an abelian group, it follows that
π4(S
4, N) ∼= Z⊕ Z. (C.19)
Therefore the isomorphisms (C.15), (C.16) and (C.19) show that
π3(ΣBS) ∼= Z⊕ Z. (C.20)
Analogously, the long exact sequence for (S4, N) provides an exact sequence
π5(S
4, N)→ π4(N)→ π4(S4). (C.21)
Since N is homotopic to S3, π4(S
3) ∼= Z/2 is finite, and π4(S4) ∼= Z, the map
π5(S
4, N)→ π4(N) ∼= Z/2 (C.22)
is surjective. In particular π5(S
4, N) ̸= 0. Then the isomorphism from (C.16) for
i = 4, the surjections from (C.15) for i = 5 and (C.22) show that the composition
π4(ΣBS) ∼= π4(ΣBS)
∼=→ π5(M,ΣBS)→ π5(S4, N)→ π4(S3) ∼= Z/2 (C.23)
is surjective and hence π4(ΣBS) is not trivial.
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Verification of Claim 1. Since N is homotopy equivalent to S3×R, the long exact
sequence for
(
N,ΣBS
)
provides an exact sequence
πi+1(S
3)→ πi+1(S3 × R,ΣBS)→ πi(ΣBS)→ πi(S3). (C.24)
It follows that
πi+1(S
3 × R,ΣBS) ∼= πi(ΣBS), i = 0, 1. (C.25)
Since ΣBS is 1-connected, it follows that (N,ΣBS) is 2-connected.
Verification of Claim 2. Consider S2×D2 as the union of ΣBS and P = B1∪B42∪γ
where γ is a simple path in ΣBS from ∂B
4
1 to ∂B
4
2 . Let ∂P denote the intersection
of P and ΣBS. The introduction of γ is to guarantee that ∂P is connected; indeed
observe that ∂P is homotopic to a wedge of a pair of 3-spheres S3 ∨ S3.
First we show (P, ∂P ) is 3-connected. Since P is contractible, the long exact
sequence for (P, ∂P ) implies that
πi+1(P, ∂P ) ∼= πi(S3 ∨ S3) i ≥ 0. (C.26)
Since S3 is 3-connected, the wedge S3 ∨ S3 is 2-connected by the main result in [87].
Then (C.26) implies that (P, ∂P ) is 3-connected.
Now we show that (ΣBS, ∂P ) is 1-connected. The long exact sequence for this pair
provides the exact sequence (of sets)
0 = π1(∂P )→ π1(ΣBS)
∼=→ π1(ΣBS, ∂P )→ π0(∂P ) = 0 (C.27)
Since ΣBS is 1-connected, it follows that (ΣBS, ∂P ) is 1-connected.
Then the excision theorem for homotopy groups applied to M = ΣBS ∪ P implies
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that
πi(P, ∂P ) ∼= πi(M,ΣBS), 0 ≤ i ≤ 3. (C.28)
Since (P, ∂P ) is 3-connected, we have that (M,ΣBS) is 3-connected.
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