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0.2 Summary
The method of paired comparisons is seen as a technique used to rank a set of objects with
respect to an abstract or immeasurable property. To do this, the objects get to be compared
two at a time. The results are input into a model, resulting in numbers known as weights
being assigned to the objects. The weights are then used to rank the objects. The method of
paired comparisons was first used for psychometric investigations. Various other applications
of the method are also present, for example economic applications, and applications in sports
statistics.
This study involves taking paired comparison models and making them time-dependent.
Not much research has been done in this area. Three new time series models for paired com-
parisons are created. Simulations are done to support the evidence obtained, and theoretical
as well as practical examples are given to illustrate the results and to verify the efficiency of
the new models. A literature study is given on the method of paired comparisons, as well as
on the areas in which we apply our models.
Our first two time series models for paired comparisons are the Linear-Trend Bradley-
Terry Model and the Sinusoidal Bradley-Terry Model. We use the maximum likelihood
approach to solve these models. We test our models using exact and randomly simulated
data for various time periods and various numbers of objects. We adapt the Linear-Trend
Bradley-Terry Model and received our third time series model for paired comparisons, the
Log Linear-Trend Bradley-Terry Model.
The daily maximum and minimum temperatures were received for Port Elizabeth, Uiten-
hage and Coega for 2005 until 2009. To evaluate the performance of the Linear-Trend
Bradley-Terry Model and the Sinusoidal Bradley-Terry Model on estimating missing tem-
perature data, we artificially remove observations of temperature from Coega’s temperature
dataset for 2006 until 2008, and use various forms of these models to estimate the missing
data points.
The exchange rates for 2005 until 2008 between the following currencies: the Rand,
Dollar, Euro, Pound and Yen, were obtained and various forms of our Log Linear-Trend
Bradley-Terry Model are used to forecast the exchange rate for one day ahead for each
month in 2006 until 2008.
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One of the features of this study is that we apply our time series models for paired
comparisons to areas which comprise non-standard paired comparisons; and we want to
encourage the use of the method of paired comparisons in a broader sense than what it is
traditionally used for.
The results of this study can be used in various other areas, like for example, in sports
statistics, to rank the strength of sports players and predict their future scores; in Physics,
to calculate weather risks of electricity generation, particularly risks related to nuclear power
plants, and so forth, as well as in many other areas.
It is hoped that this research will open the door to much more research in combining
time series analysis with the method of paired comparisons.
Key words: Paired comparisons, Time series analysis, Maximum likelihood approach.
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Chapter 1
Literature Review
1.1 Introduction
This study deals with time-dependent models for paired comparisons. Not much research
has been done in this area, and the only such work that could be found was in a PhD thesis
by Glickman [17] in 1993. The models he developed are closely related to the discrete-time
Kalman Filters, and to Bayesian dynamic models. His one class of models is for normal
outcome variables (which he applies to NFL football tournaments), and his other class of
models is for indicator outcome variables (which he applies to the 1988-1989 World Cup
Chess events and to simulated data) [17].
In our study, we will suggest three new time series models for paired comparisons; all
are based on the Bradley-Terry Model for paired comparisons. We will apply our models to
simulated data, as well as to real-life data. The real-life areas in which we will apply our
models are: estimating missing temperature data, and exchange rate forecasts.
The main focus of this study is the models which we develop, but their application is also
a focus point. We will be applying our models to non-standard paired comparisons datasets
in an innovative way. There are however many other areas in which our models can also be
applied.
It is hoped that this research will lead to many more studies in the future in the area of
combining time series analysis with the method of paired comparisons.
8
1.2 The Method of Paired Comparisons
Some of the information in this section of the literature study was obtained from the author’s
Master’s dissertation [48]. The method of paired comparisons started out in 1860 by Fechner
[13]; however, this was further developed and fashioned by Thurstone in 1927, with his
psychometric publications, one being “a law of comparative judgment” [52, 53, 54].
In the method of paired comparisons, a set of N objects needs to be ranked with respect
to an abstract property. To do this, the objects get to be compared two at a time. The
comparisons are done by people known as judges, who show preference to one of the two
objects or give the pair of objects a score with respect to the abstract property. As we are
dealing with an abstract property, the preference or score of an object is in relation to the
other object in the pair, not as a measured value of the property’s occurrence in the objects.
The preferences or scores are then input into the model, and the output of the model is a
weight for each object, which is then used to rank the objects with respect to the abstract
property [9]. In some models, the weights have further meaning other than simply being
values used to rank the objects.
The reason why objects are compared two at a time is because this avoids what is
known as sensory fatigue, which is the lack of concentration and the confusion believed to
be experienced by a person if he/she has to evaluate more than two objects at a time [32].
An example of this would be an art competition. Suppose we have ten pieces of art
(objects) and eight judges. Two pieces of art are displayed to the judges at a time for each
possible combination of two of the ten pieces of art, and each judge gives a score to the two
objects for each of the
(
10
2
)
= 45 displays. A score of -1 would be given, if the judge prefers
the first pieces of art; a score of 0, if he/she says they are equally good; and a score of 1, if
he/she prefers the second piece of art.
If each possible pair of objects is displayed once, and each of the judges gives a score to
the pair of objects, then we have 45×8 = 360 judgments. These scores are then input into
the model, and the output of the model is a weight for each object. The weights are now
used to rank the pieces of art, from best to worst, i.e. the piece of art with the highest weight
is ranked first, the piece of art with the second highest weight is ranked second, and so on...
In the example above, each pair of objects was compared the same number of times
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(eight times as we had eight judges). This type of experiment in said to be balanced. If the
pairs of objects are not all compared the same number of times, the experiment is said to
be unbalanced. For balanced paired comparisons, where we have N objects and each pair of
objects gets compared n times, the number of comparisons is n
(
N
2
)
[9].
Some paired comparison models allow for ties in the scores, while others do not. Some
models only deal with preferences (binary scores), i.e. the judge only says which object he
or she prefers between the two, while other paired comparison models give scores to the two
objects being presented in relation to each other, for example, saying how many times the
one object is better than the other object.
Most paired comparison models assume a distribution for the scores (underlying distri-
bution). We thus have three types of paired comparison models - Continuous models (in
which the underlying distribution is a continuous distribution), Discrete models (in which
the underlying distribution is a discrete distribution) and distribution-free models (in which
an underlying distribution of the scores is not assumed) [32].
An application for the method of paired comparisons is sports statistics. For most sports,
we haveN teams or players (objects) and they are compared with each other in pairs (as each
game is played). Depending on the game, the tournaments can be balanced (round-robin
tournaments) or unbalanced.
The method of paired comparisons is a generalization of the two-category case of the
method of constant stimuli. In the method of constant stimuli, each stimulus is compared
with a single standard, while in paired comparisons each stimulus (object) serves as a stan-
dard. Thus, with N stimuli (objects), there are N(N−1)
2
=
(
N
2
)
pairs of objects [3].
Some of the models for paired comparisons are the following:
• Thurstone-Mosteller Model
• Linear Model
• Bradley-Terry Model
• Regression Model
• Haines-Litvine Model (Exponential AHP Model)
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• Poisson Model
• Approximate Bayesian Poisson Model
• Maximum Likelihood Binomial-Poisson Model
• Bayesian Binomial-Poisson Model
• SL-Model for Paired Comparisons
• Row Sum Method and Generalised Row Sum Method
• Analytical Hierarchy Process (AHP)
The first five of the above models are continuous models for paired comparisons; the
next five are discrete models, while the remaining two are distribution-free models [32, 48].
Obviously, a continuous model assumes a continuous underlying distribution and a discrete
model assumes a discrete underlying distribution, hence the classification of the model.
The Thurstone-Mosteller Model assumes a normal distribution, while the Bradley-Terry
Model assumes quite a wide class of distributions. The Haines-Litvine Model assumes an
exponential underlying distribution, but it utilizes ratios of underlying random variables [32].
The Poisson Model and the Approximate Bayesian Poisson Model, assume that the un-
derlying distribution of the scores is the Poisson distribution; while, the Bayesian Binomial-
Poisson Model and the Maximum Likelihood Binomial-Poisson Model were all developed in
the sports context (football) as follows:
Xini ∼ Binomial(ni, pj)
Xjnj ∼ Binomial(nj, pi)
where Xi and Xj are the number of goals scored in a match between team i and team j, pi
and pj are the probabilities that team i or team j respectively scores a goal when they have
a scoring opportunity, and ni and nj are the number of situations when the respective team
had a real possibility of scoring a goal and are distributed as follows:
ni ∼ Poisson(λi)
nj ∼ Poisson(λj )
It can be shown that:
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Xi ∼ Poisson(λipj)
Xj ∼ Poisson(λjpi)
Hence, the name Binomial-Poisson Model [21, 31, 32].
The SL-distribution was developed in 2006 and has the S-distribution for the difference of
pairs of scores. This results in a truncated Negative Binomial distribution, as the underlying
distribution of the scores. The model was applied to real-life tennis data [48].
This study aims to develop time series models for the method of paired comparisons. Not
many paired comparison models for time series analysis have been developed yet. However,
there are many practical applications where such models can be of significant importance
[32].
This type of model has numerous applications; for example, in sports statistics, such a
model can be used to rank the strength of sports players and predict their scores, taking
into account how their performance may have changed over time. Economic applications, for
example, exchange rates, are also available for such a model, as well as many other practical
applications, such as missing data forecasts. As was mentioned in the introduction, this
study develops three new time series models for paired comparisons; and they are applied to
real-life situations, namely: To estimate missing temperature data and to forecast exchange
rates.
The models we have developed are based on the Bradley-Terry Model; and hence, we will
look somewhat deeper into the Bradley-Terry Model.
1.3 The Linear Model, the Bradley-Terry Model and
the Dynamic Bradley-Terry Model
Two of the models for paired comparisons are the Linear Model and the Bradley-Terry
Model (which we will be the basis of our time series models for paired comparisons). The
Bradley-Terry Model is a special case of the Linear Model, so it is necessary to look at both
these models in this section. We will also be looking at the Dynamic Bradley-Terry Model,
a time-dependent model based on the Bradley-Terry Model [17].
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1.3.1 The Linear Model
In this section we sum up some of the main results of the Linear Model, as explained by
David [9] and Litvine [32]. Suppose there are N objects, O1, ..., ON to be compared n times
by judges. Let Yijγ (i, j,= 1, 2, ..., N, i 6= j; γ = 1, 2, ..., n) be a random variable, which takes
on the value of 1 if Oi is preferred in the γ
th comparison of objects Oi and Oj, and 0 if Oj is
preferred in this comparison. Let it be assumed that all these comparisons are statistically
independent, except that Yijγ + Yjiγ = 1.
Let P(Yijγ = 1) = pijγ. The only restriction on pijγ is that 0 ≤ pijγ ≤ 1 and pijγ = 1−pjiγ.
We will assume there is no judge effect (and no replication effect if some judges judge objects
more than once), i.e. that pijγ = pij for all γ = 1, 2, ..., n.
Stochastic transitivity holds for three objects Oi, Oj and Ok holds if pij ≥ 0.5, pjk ≥ 0.5
implies pik ≥ 0.5. If this is the case for any three of our objects, then every triad can be
ranked; and thus all our objects can be ranked, which would not necessarily be the same
ranking as if there were no replication or judge effect, and we rank our objects according to
the mean preference probability.
Strong stochastic transitivity holds for 3 objectsOi, Oj and Ok holds if pij ≥ 0.5, pjk ≥ 0.5
implies pik ≥ max(pij, pjk). If we have strong stochastic transitivity, as well as the condition
that pij = 0.5 implies that Oi ∼ Oj (Oi is equivalent to Oj), then pik = pjk for Ok ∼ Oj and
pik = pij if Ok ∼ Oj [9]. ObjectsOi, Oj and Ok can therefore be represented in a straight line,
where the preference probability between two objects corresponds to the interval between
them on the line; and this can be done for all N objects.
By stretching the line, we can ensure that equal distances on the line correspond to equal
preference probability; which leads us to a linear model.
Suppose for i = 1, 2, ..., N each object Oi has true value or merit Vi when judged on
some characteristic; then the N true merits V1, V2, ..., VN can be represented by N points
on a merit scale. The observed merit of Oi, which will vary for each observation, can be
represented on the same scale by the continuous random variable yi where −∞ < Yi < ∞.
Oi will thus be preferred to Oj if Yi > Yj [9].
For i = 1, 2, ..., N let Zi = Yi−Vi. If the Zi are independently and identically distributed,
then Zi − Zj has the same distribution as Zj − Zi, i.e. Zi − Zj is symmetrically distributed
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about zero. Let the cumulative distribution of Zi−Zj be denoted as P (Zi−Zj < x) = H(x)
[9, 15].
Suppose we construct a merit scale with preference probabilities as follows:
pij = P (Oi preferred to Oj) = P (Yi > Yj) = P (Yi − Yj > 0) = P (Zi + Vi − Zj − Vj >
0) = P (Zi − Zj > −Vi + Vj) = P (Zj − Zi < Vi − Vj) = H(Vi − Vj) (1.1)
If we can construct the preference probabilities in terms of a symmetrical cumulative
distribution function, as above, then they are said to satisfy a linear model [9, 15].
Since in (1.1) we see that pij = P (Zi − Zj > −Vi + Vj), we thus have:
pij =
∫∞
−Vi+Vj h(x)dx, (1.2)
where h(x) is the density function corresponding to the cumulative distribution function
H(x).
1.3.2 The Bradley-Terry Model
The Bradley-Terry Model is obtained from a linear model [5] by letting the density function
h(x) in (1.2) be the density function of the squared hyperbolic secant distribution (which
is very similar to the normal distribution), and by defining pi > 0 as Vi = log(pi) for
i = 1, 2, ..., N . We thus have the preference probabilities defined as:
pij =
∫∞
−Vi+Vjh(x)dx =
∫∞
−log(pi)+log(pj)
1
4
sech2 x
2
dx = pi
pi+pj
(1.3)
The pi for i = 1, 2, ..., N need to be estimated, and are used to rank the objectsO1, O2, ..., ON.
Bradley and Terry [4, 9] used the maximum likelihood technique to estimate the weights
pi. If we define Xij = Σ
n
γ=1Yijγ (where Yijγ is defined as in the beginning of section 1.3.1),
then Xij is the number of times that object Oi gets preferred in its n comparisons with
object Oj . Thus, Xij ∼ Binomial(n, pij), where from (1.3) we have that pij = pipi+pj . We can
use the maximum likelihood approach to estimate the weights pi, i = 1, 2, ..., N .
Let xi = Σ
N
j=1
j 6=i
xij, i.e. the total number of wins object Oi has over other objects. We can
thus find the likelihood function as:
L(p1, ...pN) = C
ΠN
i=1
i6=j
pixi
Π i,j=1,...,N
i<j
(pi+pj)
n
where C = Πi<j
(
n
xij
)
.
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The log-likelihood function follows as:
l(p1, ...pN) = log(C) + Σ
N
i=1
i6=j
xilogpi − Σ i,j=1,...,N
i<j
nlog(pi + pj)
We find our estimates by setting ∂l
∂pi
= 0 for i = 1, 2, ..., N , i.e.
xi
pi
− ΣNj=n
j 6=i
1
pi+pj
= 0 (1.4)
and for uniqueness, we rescale our pi’s by adding the condition that Σ
N
i=1pi = 1 in the place
of the N th ML-equation, i.e. in place of xN
pN
− ΣNj=n
j 6=N
1
pN+pj
= 0, as the first N − 1 equations
imply the N th equation.
We can write (1.4) as:
pi =
xi
nΣN
j=1
j 6=i
(
n
pi+pj
) (1.5)
Bradley used the following method to find the pi’s:
Set a trial solution (p
(0)
1 , p
(0)
2 , ..., p
(0)
N ) and find solutions p
(1)
i for i = 1, 2, ..., N using (1.5)
where we use the latest value of pki in each instance, i.e. as:
p
(1)
i =
xi(
ΣN
j=1
j<i
(
n
p
(0)
i
+p
(0)
j
)
+ΣN
j=1
j>i
(
n
p
(0)
i
+p
(0)
j
)) (1.6)
We continue the process until |p(r)i − p(r−1)i | is less than a set value for all i.
Using this procedure, Bradley and Terry [4] constructed tables of pi values for all possible
experiments with (N, n) up to (3, 10), (4, 8) and (5, 5).
Dykstra [12] commented that the iterative process was found to be reasonably slow,
and that appropriate initial values must thus be chosen by assuming that all the pi’s are
approximately equal. Thus, if we have pi = p for all i = 1, 2, ..., N , and noting that Σ
N
i=1pi =
1, we have:
p + (t− 1)pi = 1, therefore (t− 1)p = 1− pi, therefore:
p = (1−pi)
(t−1) (1.7)
When substituting for the pi in (1.5), this yields:
pi =
xi
n(N−1)2−xi(N−2)
which we use as starting value for p1:
p
(0)
1 =
x1
n(N−1)2−x1(N−2) (1.8)
and from (1.7), we have starting values for pi for i = 2, 3, ..., N as:
p
(0)
i =
(1−p(0)1 )
(N−1) (1.9)
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He also notes that n can be replaced by nij when for cases where the pairs of objects are
not all judged the same amount of times.
Friskin [15] wrote a computer software program called PACMAN (Paired Comparison
Analyzer) using VB6 to solve for the most popular methods of paired comparisons, including
the Bradley-Terry Model, and using the maximum likelihood approach; and for this model
he includes the case where the pairs of objects are not all judged the same amount of times
(let n be replaced by n12 in (1.8)).
In dealing with our newly developed time series forms of the Bradley-Terry Model, we
will use Mathematica to do our calculations.
1.3.3 The Dynamic Bradley-Terry Model
As mentioned in section 1.1, Glickman [17] also developed time-dependent forms of paired
comparison models. One of these models is the Dynamic Bradley-Terry Model, a time-
dependent model based on the Bradley-Terry Model, which we will look at very briefly in
this section, as the models that we have developed are also time-dependent models, based
on the Bradley-Terry Model. His model, explained very briefly, works as follows [17]:
His model is explained in terms of chess tournaments happening at various time periods
(t). He defines y
(t)
ij in the same way that Xij was defined in section 1.3.2, as:
y
(t)
ij = P(player Oi defeats player Oj in tournament t) =
exp(γ(t)
i
)
exp(γ(t)
i
)+exp(γ(t)
j
)
where vector γ(t) = γ(t−1) + ν(t) and vector ν(t) is how much the teams’ abilities change
between tournament t and tournament t− 1. It is assumed that ν(t) and γ(t−1) are statis-
tically independent, and that (ν(t)| σ2) ∼ N (αt, σ2 Ip), where vector αt is the average
amount by which teams’ abilities changes between tournament t and tournament t− 1.
γ(1) has prior distribution N(µ(1), C(1)), and ω = 1
σ2
has prior distribution f(ω|a0, b0) ∝
ωα0−1e−b0ω.
µ(1), C(1), a0 and b0 are set beforehand, according to prior beliefs.
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1.4 Temperature and Weather Derivatives
As was mentioned before, one of the real-life areas to which we will apply our models is
estimating missing temperature data. Temperature has a great effect on many aspects of
life, especially in parts of the world which have hot summers and cold winters. Here are
some examples.
For farmers, a disease in potatoes known as potato blight occurs in warm, moist tem-
peratures, and farmers farming with sheep on hilly areas have to get their sheep to lower
ground before the cold weather occurs [14]. Having a moderate climate is required by potato
farmers, while having a temperature of about 18 - 20◦C is desirable for optimal results [37].
The blossoms of an apple tree die at approximately -4 - -2◦C, and 5% of the blossoms when
in heavy bloom are needed to produce a commercial crop [47].
The five important weather factors in architectural design are temperature, humidity,
sunshine, precipitation and wind [37]. When building glass-sided buildings in particular, the
amount of heat absorbed on a sunny day can be problematic; and these buildings need to
be fitted with cooling systems for hot days [14].
Low temperatures and fog are two of the main factors affecting ships. A low temperature
affects loading activities; and can lead to added protection being required for cargo and
passengers; low temperatures can also cause ice to form, making it impossible to operate
under such conditions [37].
In parts of the world where the temperature drops quite low, households’ electricity bills
are much higher during winter, due to central heating systems or heaters being used in
houses. When air conditioning is required in summers, due to high temperatures, household
electricity bills go up as well. Companies that offer refrigerated storage have higher electricity
bills during summer.
As we can see from the above examples, the weather − and specifically temperature −
affects many different aspects of society economically. The weather is very unpredictable; but
it has a major effect on the incomes and profits of businesses. The weather derivatives market
has come about in an attempt to reduce the financial risk associated with unpredictable and
extreme weather conditions [25].
A weather derivative is a contract with a payout, which in some way, depends on the
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weather; for example, the temperature, rainfall, humidity or snowfall, of which the most
common is temperature [1]. It is estimated that 98 - 99% of weather derivatives are based
on temperature [56]. The first weather derivative transaction took place in the USA in 1997,
and the industry has grown, not only in the USA, but it is also slowly spreading all over
Europe [1, 33, 39]. The Weather derivatives market, however, is not yet liquid in South
Africa [39].
In practice, it sometimes occurs that weather data are not recorded, and thus these data
sometimes need to be estimated. An example of when a full weather dataset is needed, is
when doing the calculations for a weather derivative. A study by Coulibaly [8] investigated
six different types of artificial neural networks, in order to estimate missing daily total
precipitation, daily minimum temperature and daily maximum temperature for 15 weather
stations located within the Gatineau watershed in north-eastern Canada, namely:
• The multilayer perceptron (MLP) network
• A variation of the MLP network (the time-lagged feedforward network (TLFN))
• The generalized radial basis function (RBF) network
• The recurrent neural network (RNN)
• Variations of RNN (the time-delay recurrent neural network (TDRNN))
• The counter-propagation fuzzy-neural network (CFNN)
These networks are all used along with different optimization methods.
With regard to estimating missing temperature data, the study found that the best
method to estimate missing daily minimum and maximum temperature is the multilayer
perceptron (MLP) network, but for estimating missing daily maximum temperatures, the
counter-propagation fuzzy-neural network (CFNN) performs in a similar way to the multi-
layer perceptron (MLP) network, but is less effective for estimating daily minimum tempera-
tures. It was noted that the generalized radial basis function (RBF) network can be suitable
for estimating maximum and minimum temperatures, as well [8].
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In our study, the dataset that we will use is the daily average temperatures for 2005
until 2009 of Coega, Uitenhage and Port Elizabeth, which are situated in the Eastern Cape
Province of South Africa. We will be evaluating the performance of two of our new time series
models for paired comparisons on estimating Coega’s daily average temperatures for each
day of 2006 until 2008, which we will artificially remove, one day at a time, from the dataset
that we use for our calculations. In our study, and in a study by Mraoua mentioned below,
we do not deal with daily minimum temperatures and daily maximum temperatures, but
with daily average temperatures, which are calculated as the average of the daily minimum
and daily maximum temperatures.
A paper by Mraoua [38] evaluates weather derivatives by using stochastic modeling. A
section of a paper of Mraoua [38] deals with the following situation, where weather data are
missing:
The daily average temperature data for the Casablanca weather station were obtained for
January 1960 to December 2003. Only 0.5% of the data were missing; and this percentage was
estimated by using principal component analysis (PCA). The missing values were sometimes
alone, and at other times next to each other, in the form of consecutive observations. To
evaluate the performance of the PCA method, a sample containing 573 observations for 11
variables (neighbouring weather stations) was obtained, and the missing data were created
artificially. These values were reconstructed by using an iterative algorithm of the PCA
method. The table given on the next page was constructed by the researcher in his paper.
RMSE (which is simply the square root of the Mean Squared Error (MSE)), as seen on
this table, is used to determine the accuracy of the principal component analysis estimates.
In our paper, instead of using principal component analysis, we will use various forms and
combinations of two of our newly constructed time series models for paired comparisons:
the Linear-Trend Bradley-Terry Model and the Sinusoidal Bradley-Terry Model, to estimate
the missing temperature data. This will be further explained in Chapter 4. We will use the
following measures to determine the accuracy of our estimates:
• The R2 values between the real data and the estimates of the data
• The Adjusted R2 values between the real data and the estimates of the data
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• The Mean Absolute Error between the real data and the estimates of the data
• The Mean Squared Error between the real data and the estimates of the data
• The Maximum Absolute Error between the real data and the estimates of the data
• The proportion of times that the Absolute Error between the real data and the esti-
mates of the data (rounded to zero decimal places) is 0
• The proportion of times that the Absolute Error between the real data and the esti-
mates of the data (rounded to zero decimal places) is at least 3
Observed value Reconstituted value Deviation RMSE
1 value
17.8 18.4 0.6 0.6
2 consecutive values
14.5 14.0 -0.5 0.35
14.9 14.9 0.0
3 consecutive values
21.8 21.3 -0.5
20.5 20.5 0.0 0.40
20.6 21.1 0.5
4 consecutive values
16.6 16.7 0.1
15.4 16.0 0.6 0.31
15.9 16.0 0.1
16.6 16.7 0.1
7 consecutive values
16.6 16.6 0.1
15.4 16.0 0.6
15.9 16.0 0.1
15.9 16.0 0.1 0.41
16.3 15.4 -0.9
14.8 14.7 -0.1
16.0 16.0 0.0
Table 1.1. Reconstitution of missing data using the PCA method for the
case of one, two, three, four and seven consecutive missing observations.
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1.5 Exchange Rates
Exchange traders, economists and business executives have tried to forecast exchange rates
ever since different currencies came into being. Speculation, based on exchange rates, pro-
vides the opportunity to make huge profits, as long as the speculators’ forecasts are more
often right than wrong [16]. We will be applying one of our models to forecast exchange
rates.
The exchange rates are, however, extremely hard to forecast, and there are many different
aspects which affect exchange rates, including economic factors, such as growth, interest rates
and inflation, psychological factors, political factors, and also whether large foreign exchange
dealers have moved in the same direction [11].
In a paper by Lubecke [34] where exchange rates for the British pound, the Deutsche
mark, the French franc, the Japanese yen, and the Swiss franc, for the period of 1986-1989,
were forecast by using the objective composite models, it was noted that no single forecasting
method in the study was statistically the best under all circumstances.
Lubecke [34] summarizes four general methods of doing forecasting below (his references
are added):
“SINGLE-METHOD MODELS
Forecasting method Brief description of methodology
1. Econometric [29, 30] Using economic variables to forecast exchange rates.
The model may consist of one or many equations.
2. Judgmental [30] Subjectively assigning values to exchange rate forecasts
based on the information of economic and other behav-
ioural factors.
3. Technical [30] Tracing the recent movements of foreign exchange rates
to forecast future spot rates.
4. Forward Rate [24, 28] The market rate at which one may contract to buy or
sell a foreign currency at a designated future date. ”
Table 1.2. The four general methods of doing forecasts.
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From Lubecke [34], we also get the following information:
We may wonder which forecasting method to use. The standard method to use is to
combine various forecasts into one composite forecast. This is done, either by intuition, or
by using mathematical means. These often improve the forecasting accuracy [41, 36, 35].
Not many mathematically combined forecasts have been done for exchange rates though [29].
It has been shown that some composite forecasts improve forecast accuracy and reduce
error variance [36, 18, 2, 22, 27].
“The number of forecasts being blended was limited to four, since it has been found that
the combination of three forecasts is better than any combination of a pair [18, 2, 27], but
the impact of adding another method reaches a plateau after three or four methods have
been combined [36].” [34]
Lubecke [34] compares ten mathematical methods of doing composite forecasting, based
on the four types of forecasts, to forecast one month’s exchange rate, as given on the next
page (his references are added).
The constrained linear-combination model and the constrained multiple-objective pro-
gramming model performed well in forecasting the direction of the exchange rate, while the
focus forecasting and the simple technical models delivered better accuracy (in terms of a
criterion like the Mean Squared Error and the Mean Absolute Error) [34].
We are going to use various forms of a new time series paired comparisons model which
we have developed, the Log Linear-Trend Bradley-Terry Model, to forecast future exchange
rates one day ahead between the following currencies: the Rand, Dollar, Euro, Pound and
Yen from January 2006 until December 2008. We will compare our results to those obtained
from a least squares method of forecasting exchange rates. Further research could be done,
seeing how our model improves existing forecasts when combined with them as a composite
model.
We use the following measures to determine the accuracy of our forecasts:
• The R2 values between the real data and the forecasts of the data
• The Adjusted R2 values between the real data and the forecasts of the data
• The Mean Absolute Error between the real data and the forecasts of the data
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• The Mean Squared Error between the real data and the forecasts of the data
• The Maximum Absolute Error between the real data and the forecasts of the data
• The Pre-Measure of Association between the real data and the forecasts of the data
“COMPOSITE MODELS
Forecasting method Brief description of methodology
1. Simple Average [10, 36, 20] A simple arithmetic average of several forecast rates.
2. Odds Matrix [20] Using forecasting accuracy, measured in terms of the fit
of each forecasting technique to the past data, to assign
weights.
3. Historical Weightings [10] Using forecasting accuracy, measured in terms of the fit
of each forecasting technique to the past data, to assign
weights.
4. Constrained Linear Using a goal-programming model to determine weights
Combination [40, 7, 23] constrained to be non-negative and sum to one, with no
constant term permitted.
5. Unconstrained Linear Using the regression analysis to determine weights. There
Combination [40, 36, 18, 22] are no restrictions on the weights or the constant term.
6. Weighting Based on Actual The weights based on the inverse proportions of the accu-
Forecast Errors [46] racy of individual forecasts, as measured by the mean
absolute errors.
7. Constrained Multiple Objective Allowing the articulation of multiple objectives and gener-
Linear Programming ating a list of optimum weights that are averaged using
[19, 26, 42, 43, 55, 57] the L(2) norm.
8. Unconstrained Multiple Similar to the constrained multiple objective linear pro-
Objective Linear Programming gramming model, but without restrictions on the weights
or on the constant term.
9. Historical Record of the Most Using the weights equal to the number of periods in a
Accurate Forecast in All forecasting method, showing the minimum forecast error
Previous Periods [6, 44] divided by the total number of periods.
10.Focus Forecasting [51, 45] Choosing the forecasting method which performed the
best in the last period as the sole forecast of this period ” [34]
Table 1.3. Ten mathematical methods of doing composite forecasting.
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Chapter 2
The Linear-Trend Bradley-Terry
Model
2.1 Introduction
Some of the results in this section were presented by the author at an international conference;
and these results can be found in the conference proceedings [49]. The Bradley-Terry Model
was defined in section 1.3.2. One way to extend the Bradley-Terry Model to a time series
form is to assume that each judge makes a judgment of each pair of objects at each time
t = 0, 1, ..., T − 1 (which could for example be days of a month).
Let Y tijγ (i, j = 1, 2, ..., N, i 6= j; γ = 1, 2, ..., n; t = 0, 1, ..., T − 1) be a random variable
which takes on the value 1 if Oi gets preferred in the γ
th comparison (by for example judge
number γ if each judge judges each pair of objects once at each time period) of objects Oi
and Oj at time t, and 0 if Oj gets preferred in this comparison.
We define Xtij = Σ
n
γ=1Y
t
ijγ , thenX
t
ij is the number of times that object Oi gets preferred in
its n comparisons with object Oj at time t. Thus, X
t
ij ∼ Binomial(n, ptij), where ptij = p
t
i
pt
i
+pt
j
.
We let the weights of the objects change linearly over time, i.e. pti = ai + bit, and so
define the Linear-Trend Bradley-Terry Model. We have thus introduced the 2N parameters
ai and bi for i = 1, 2, ..., N . Of course, the weights in the Bradley-Terry Model are assumed
to be positive and their sum is set to 1 for uniqueness; hence, the weights are all between
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0 and 1. We must therefore ensure that this is the case for the time periods with which we
will be dealing. We will always let ai be positive, as this will be the value of p
t
i at time 0.
If all the bi’s are non-negative, then the p
t
i’s will also be non-negative. However, we may
also get negative bi’s; thus the weights of the respective p
t
i’s decrease as time proceeds. In
such cases we need to ensure that the pti is positive for all the values of t with which we are
dealing, i.e. t = 0, 1, ..., T − 1 as well as for the k time periods we want to do forecasts on,
i.e. t = T, T + 1, ..., T + k − 1. From time t = e onwards for which there exists an object i
such that pei < 0, we cannot do forecasts. This, and how we do forecasts, will be explained
at a later stage in this chapter.
To ensure uniqueness, we will add the condition ΣNi=1p
0
i = Σ
N
i=1ai = 1.
In this chapter we will have sections which will deal with the testing of the models on
exact and randomly generated data, in which we will always choose our ai’s to be positives
and we will choose our bi’s in such a way that p
t
i = ai + bit > 0 for all t = 0, 1, ..., T − 1.
We will then standardize our parameters, and therewith our weights, to ensure uniqueness
by applying the uniqueness conditions.
2.2 Derivation
For the Bradley-Terry Model, we have for i, j = 1, 2, ..., N :
Xtij ∼ Binomial(n, ptij) where ptij = p
t
i
pt
i
+pt
j
To derive the Linear-Trend Bradley-Terry Model, we set pti = ai + bit for i = 1, 2, ..., N .
Thus:
Xtij ∼ Binomial(n, ptij) where ptij = p
t
i
pt
i
+pt
j
= ai+bit
ai+bit+aj+bj t
(2.1)
p(xtij) =
(
n
xtij
)(
ai+bit
ai+bit+aj+bjt
)xtij( aj+bj t
ai+bit+aj+bj t
)xtji
xtij = 0, 1, ..., n. x
t
ij = n− xtji
L(a1, ..., aN, b1, ..., bN) = Π
T−1
t=0 Πi<j
(
n
xtij
)(
ai+bit
ai+bit+aj+bjt
)xtij( aj+bj t
ai+bit+aj+bj t
)xtji
= CΠT−1t=0 Π i,j=1,...,N
i6=j
(
ai+bit
ai+bit+aj+bj t
)xt
ij
= CΠT−1t=0
Π i,j=1,...,N
i6=j
(ai+bit)
xt
ij
Π i,j=1,...,N
i6=j
(ai+bit+aj+bj t)
xt
ij
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= CΠT−1t=0
ΠN
i=1
i6=j
(ai+bit)
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(ai+bit+aj+bj t)
xt
ijΠ i,j=1,...,N
i>j
(ai+bit+aj+bj t)
xt
ij
= CΠT−1t=0
ΠNi=1
i6=j
(ai+bit)
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(ai+bit+aj+bj t)
xt
ijΠ i,j=1,...,N
i<j
(aj+bj t+ai+bit)
xt
ji
= CΠT−1t=0
ΠN
i=1
i6=j
(ai+bit)
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(ai+bit+aj+bj t)
xt
ij (aj+bjt+ai+bit)
xt
ji
= CΠT−1t=0
ΠNi=1
i6=j
(ai+bit)
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(ai+bit+aj+bj t)
xt
ij
+xt
ji
= CΠT−1t=0
ΠN
i=1
i6=j
(ai+bit)
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(ai+bit+aj+bj t)
n
where C = ΠT−1t=0 Πi<j
(
n
xt
ij
)
The log-likelihood function follows as:
l(a1, ..., aN, b1, ..., bN) = ln(C) + Σ
T−1
t=0 ln
( ΠNi=1
i6=j
(ai+bit)
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(ai+bit+aj+bj t)
n
)
= ln(C) + ΣT−1t=0
(
ln
(
ΠNi=1
i6=j
(ai + bit)
ΣNj=1
j 6=i
xtij)− ln(Π i,j=1,...,N
i<j
(ai + bit+ aj + bjt)
n
))
= ln(C) + ΣT−1t=0
(
ΣNi=1
i6=j
ln
(
ai + bit
)ΣNj=1
j 6=i
xtij −Σ i,j=1,...,N
i<j
ln
(
ai + bit+ aj + bjt
)n)
= ln(C) + ΣT−1t=0
(
ΣNi=1
i6=j
ΣNj=1
j 6=i
xtijln
(
ai + bit
)
− Σ i,j=1,...,N
i<j
n ln
(
ai + bit+ aj + bjt
))
= ln(C) + ΣT−1t=0
(
ΣNi=1
i6=j
ln
(
ai + bit
)
ΣNj=1
j 6=i
xtij − Σ i,j=1,...,N
i<j
n ln
(
ai + bit+ aj + bjt
))
∂l
∂ak
= ΣT−1t=0
(ΣN
j=1
j 6=i
xt
kj
ak+bkt
− ΣNj=1
k<j
n
ak+bkt+aj+bj t
− ΣNi=1
k>i
n
ai+bit+ak+bkt
)
= ΣT−1t=0
(ΣNj=1
j 6=i
xt
kj
ak+bkt
−ΣNj=1
k<j
n
ak+bkt+aj+bj t
− ΣNj=1
k>j
n
aj+bj t+ak+bkt
)
= ΣT−1t=0
(ΣNj=1
j 6=i
xt
kj
ak+bkt
−ΣNj=1
j 6=k
n
ak+bkt+aj+bj t
)
∂l
∂bk
= ΣT−1t=0
( tΣNj=1
j 6=i
xt
kj
ak+bkt
− ΣNj=1
k<j
nt
ak+bkt+aj+bjt
− ΣNi=1
k>i
nt
ai+bit+ak+bkt
)
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= ΣT−1t=0 t
(ΣN
j=1
j 6=i
xt
kj
ak+bkt
− ΣNj=1
k<j
n
ak+bkt+aj+bj t
−ΣNj=1
k>j
n
aj+bj t+ak+bkt
)
= ΣT−1t=0 t
(ΣNj=1
j 6=i
xt
kj
ak+bkt
− ΣNj=1
j 6=k
n
ak+bkt+aj+bj t
)
To find the ML-estimates of the ai’s and bi’s (denoted as Ai’s and Bi’s), we must solve
the following equations:
ΣT−1t=0
(
f tk − gtk
)
= 0 and ΣT−1t=0 t
(
f tk − gtk
)
= 0 for k = 1, ..., N,
where
f tk =
ΣNj=1
j 6=i
xt
kj
Ak+Bkt
and gtk = Σ
N
j=1
j 6=k
n
Ak+Bkt+Aj+Bjt
(2.2)
We can leave equation N , i.e. ΣT−1t=0
(
f tN − gtN
)
= 0, out of the first set of equations, as
they will correspond to the usual Bradley-Terry ML-equations, in which it is known that the
first N − 1 equations imply the N th equation (see (1.4)). To ensure uniqueness (for T > 2),
as in the Bradley-Terry Model, we replace this equation with the condition:
ΣNi=1Ai = 1 (2.3)
We thus have 2N equations in 2N unknowns. It should be noted that the weights, pti are
always positive, but do not sum over i to 1, unless t = 0, in which case ΣNi=1p
0
i = Σ
N
i=1ai = 1.
Also note that we will use lower case letters for actual parameters and actual data and
capitals for estimated parameters and estimated data. Selected Mathematica code can be
viewed in Appendix A.
We solve these ML-equations by using the FindRoot function in Mathematica, as the
NSolve function was not able to find a solution to our ML-equations, due to the complexity
of the equations. Unlike the NSolve function, the FindRoot function requires initial values.
We thus used the following approach to get these initial values:
1. Find the ML-solution P 0:BTi , for i = 1, ..., N , of the Bradley-Terry Model based on the
data from the first time period (t = 0).
2. Find the ML-solution P T−1:BTi , for i = 1, ..., N , of the Bradley-Terry Model based on
the data from the last time period (t = T − 1).
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3. Now for all i values we set Ainitiali = P
0:BT
i and we set our B
initial
i ’s such that A
initial
i +
Binitiali (T − 1) = P T−1:BTi . Thus, Binitiali = (P T−1:BTi − P 0:BTi )/(T − 1).
Note: The problem of finding appropriate initial values cannot be resolved by using the
initial values of Dykstra [12], as was mentioned in Chapter 1.3.2., as those estimates were
for non-time dependent forms of the Bradley-Terry Model, where we needed to find the Pi’s.
We can however use Dykstra’s approach when we find the Bradley-Terry solution of the Pi’s
for the data from the first and last time period; or in most cases, we can set the initial values
of the P ti ’s as simply
1
N
.
We used this approach where it worked; and if it failed, we used an approach that we
found always works, which is obtained by noting that ptij is the probability that object i
is preferred to object j in a comparison at time t. Thus, for a fixed j, high ptij values in
general would indicate that object i should be ranked high at time t, while low ptij values
would indicate that object i should be ranked low at time t. Thus we can approximate pti,
the weight of object i at time t, as the average over j of all the ptij ’s. Thus:
P t initiali = Σj
ptij
N
= Σj
xtij
nN
(2.4)
2.3 Tests on exact data
By exact data we mean data that fit our distribution perfectly, so from (2.1) we set:
xtij = E(x
t
ij) = np
t
ij where p
t
ij =
pt
i
pti+p
t
j
= ai+bit
ai+bit+aj+bj t
(2.5)
We first choose values for our parameters ai’s and bi’s; and then we find our data by
substituting them into the expectation in (2.5). The ai’s and bi’s are chosen in such a way
that ai + bit > 0 for t = 0, ..., T − 1 and for i = 1, ..., N .
We then input our data into Mathematica and find our ML-estimates Ai’s and Bi’s of
asti ’s and b
st
i ’s using (2.2) and (2.3) and our initial values. The a
st
i ’s and b
st
i ’s are defined as
standardized parameters in the following way:
asti =
ai
c
and bsti =
bi
c
(2.6)
and our standardized weights:
pt sti = a
st
i + b
st
i t =
ai
c
+ bi
c
t = ai+bit
c
=
pt
i
c
(2.7)
where c = ΣNi=1ai
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so that we can compare our standardized parameters asti ’s and b
st
i ’s with our ML-estimate
Ai’s and Bi’s which will comply with (2.3) (in other words they are already standardized).
Note: We get the same probabilities ptij ’s and data x
t
ij’s whether we use our parameters
or standardized parameters to find them, and ranking does not differ whether we work with
the weights or standardized weights to rank objects.
From our ML-estimates Ai’s and Bi’s and from (2.1), we have:
the ML-estimates of the weights pt sti : P
t
i = Ai +Bit, (2.8)
the ML-estimates of the probabilities ptij : P
t
ij =
P ti
P t
i
+P t
j
, (2.9)
and the ML-estimates of the data xtij : X
t
ij = nP
t
ij . (2.10)
If we find that our estimated data equal our exact data, i.e. xtij = X
t
ij , we know that our
method of solving our ML-equations was correct (and substituting our Ai’s and Bi’s into the
ai’s and bi’s in the ML-equations (2.2) and conditions (2.3) results in equality). The question
arises: Are our estimates of the parameters equal to our standardized true parameters, i.e.
Ai = a
st
i and Bi = b
st
i when we deal with exact data? We found that this would be the case
for T > 2, because for T = 2 our standardizing technique (2.6) and (2.7) does not ensure
uniqueness. What is important to us however (for the purposes of making forecasts of future
data and estimates of missing data) is not that the estimated parameters (Ai’s and Bi’s)
and estimated weights (P ti = Ai + Bit) are equal to or close to the true parameters (ai’s
and bi’s) and true weights (p
t
i = ai + bit) respectively, but that the estimated probabilities
(P tij =
P ti
P ti +P
t
j
) and thus the estimated data (Xtij = nP
t
ij) are equal to the true probabilities
(ptij =
pt
i
pti+p
t
j
) and true data (xtij = np
t
ij) respectively for the exact case; and that they are
very close to them for the cases where we deal with randomly simulated or real-life data.
2.3.1 T = 2;N = 3
We started our testing with the case in which we only have 2 time periods and 3 objects,
using exact data. We first chose our true parameters of the ai’s and bi’s:
a1 = 2, a2 = 3, a3 = 5, b1 = 1, b2 = 0, b3 = 0,
and found our exact data using (2.5).
As each of our xtij = np
t
ij should be a natural number, we chose our n in such a way to
ensure this. Below we tabulate our ptij ’s to illustrate this:
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Objects (i : j) p0ij p
1
ij
1:2 2
5
1
2
1:3 2
7
3
8
2:3 3
8
3
8
Table 2.1. ptij values on which we base the exact data for T = 2 and N = 3.
We thus chose n = 280. Note: In practice, we do not choose n, we are just choosing
n here in this theoretical example, so that we can illustrate a test on a valid exact dataset
(where our data xtij’s are natural numbers). As with the Bradley-Terry Model, n in the
Linear-Trend Bradley-Terry Model is the number of times that we compare the objects with
each other. The exact data are thus:
Objects (i : j) x0ij : x
0
ji x
1
ij : x
1
ji
1:2 112 : 168 140 : 140
1:3 80 : 200 105 : 175
2:3 105 : 175 105 : 175
Table 2.2. The exact data for T = 2 and N = 3.
After standarding our parameters and finding the ML-solution for our parameters using
Mathematica, we then found our ML-estimates of the weights, probabilities and data using
(2.8 - 2.10).
The estimates Ai’s, Bi’s and P
t
i ’s (see (2.8)) were not (and did not need to be, as was
explained earlier) good estimates of the asti ’s, b
st
i ’s and p
t st
i ’s, but the estimated probabilities
P tij ’s (see (2.9)), and the estimated data X
t
ij ’s (see (2.10)) were equal to the true probabilities
ptij ’s, and the exact data x
t
ij’s.
2.3.2 T = 3;N = 3
We then evaluated the case in which we have 3 time periods and 3 objects, using exact data.
We first chose our true parameters ai’s and bi’s to be:
a1 = 5, a2 = 3, a3 = 3, b1 = −1, b2 = 0, b3 = 1.
30
and again found our exact data by using (2.5).
Again, as each of our xtij’s should be a natural number, we chose our n in such a way to
ensure this. Below we tabulate our ptij ’s:
Objects (i : j) p0ij p
1
ij p
2
ij
1:2 5
8
4
7
1
2
1:3 5
8
1
2
3
8
2:3 1
2
3
7
3
8
Table 2.3. ptij values on which we base the exact data for T = 3 and N = 3.
We thus chose n = 336. The exact data are thus:
Objects (i : j) x0ij : x
0
ji x
1
ij : x
1
ji x
2
ij : x
2
ji
1:2 210 : 126 192 : 144 168 : 168
1:3 210 : 126 168 : 168 126 : 210
2:3 168 : 168 144 : 192 126 : 210
Table 2.4. The exact data for T = 3 and N = 3.
We standardized our parameters and found our ML-solution for our parameters using
Mathematica again.
From our ML-estimates Ai’s and Bi’s, we were then able to find ML-estimates of the
weights, probabilities and data using (2.8 - 2.10). The estimates Ai’s, Bi’s, P
t
i ’s, P
t
ij’s and
Xtij ’s were exactly the same as the a
st
i ’s, b
st
i ’s, p
t st
i ’s, p
t
ij ’s and x
t
ij’s they were to estimate,
which was to be expected, as we were working with exact data. The Mathematica code for
this section is given in Appendix A.1.
2.3.3 T = 5;N = 5
We then evaluated the case in which we have 5 time periods and 5 objects, using exact data.
We first chose our true parameters ai’s and bi’s to be:
a1 = 10, a2 = 8, a3 = 4, a4 = 6, a5 = 5, b1 = −2, b2 = 0, b3 = 3, b4 = 1, b5 = −1.
and again found our exact data using (2.5). Below we tabulate our ptij’s.
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Objects (i : j) p0ij p
1
ij p
2
ij p
3
ij p
4
ij
1:2 5
9
1
2
3
7
1
3
1
5
1:3 5
7
8
15
3
8
4
17
1
9
1:4 5
8
8
15
3
7
4
13
1
6
1:5 2
3
2
3
2
3
2
3
2
3
2:3 2
3
8
15
4
9
8
21
1
3
2:4 4
7
8
15
1
2
8
17
4
9
2:5 8
13
2
3
8
11
4
5
8
9
3:4 2
5
1
2
5
9
13
22
8
13
3:5 4
9
7
11
10
13
13
15
16
17
4:5 6
11
7
11
8
11
9
11
10
11
Table 2.5. ptij values on which we base the exact data for T = 5 and N = 5.
Again, as each of our xtij’s should be a natural number, we chose our n in such a way as
to ensure this. We thus chose n = 6126120. The exact data are thus:
Objects
(i : j) x0ij : x
0
ji x
1
ij : x
1
ji x
2
ij : x
2
ji x
3
ij : x
3
ji x
4
ij : x
4
ji
1:2 3403400 : 2722720 3063060 : 3063060 2625480 : 3500640 2042040 : 4084080 1225224 : 4900896
1:3 4375800 : 1750320 3267264 : 2858856 2297295 : 3828825 1441440 : 4684680 680680 : 5445440
1:4 3828825 : 2297295 3267264 : 2858856 2625480 : 3500640 1884960 : 4241160 1021020 : 5105100
1:5 4084080 : 2042040 4084080 : 2042040 4084080 : 2042040 4084080 : 2042040 4084080 : 2042040
2:3 4084080 : 2042040 3267264 : 2858856 2722720 : 3403400 2333760 : 3792360 2042040 : 4084080
2:4 3500640 : 2625480 3267264 : 2858856 3063060 : 3063060 2882880 : 3243240 2722720 : 3403400
2:5 3769920 : 2356200 4084080 : 2042040 4455360 : 1670760 4900896 : 1225224 5445440 : 680680
3:4 2450448 : 3675672 3063060 : 3063060 3403400 : 2722720 3619980 : 2506140 3769920 : 2356200
3:5 2722720 : 3403400 3898440 : 2227680 4712400 : 1413720 5309304 : 816816 5765760 : 360360
4:5 3341520 : 2784600 3898440 : 2227680 4455360 : 1670760 5012280 : 1113840 5569200 : 556920
Table 2.6. The exact data for T = 5 and N = 5.
We standardized our parameters and found the ML-solution for our parameters using
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Mathematica again. From our ML-estimates Ai’s and Bi’s, we were then able to find ML-
estimates of the weights, probabilities and data using (2.8 - 2.10). The estimates Ai’s, Bi’s,
P ti ’s, P
t
ij ’s and X
t
ij ’s were, as in the previous case, exactly the same as the a
st
i ’s, b
st
i ’s, p
t st
i ’s,
ptij ’s and x
t
ij’s they were to estimate, which was to be expected, as we were working with
exact data.
2.3.4 T = 30;N = 30
We then evaluated the case in which we have 30 time periods and 30 objects, using exact
data. We first chose our true parameters ai’s and bi’s respectively to be:
16, 33, 31, 7, 66, 9, 38, 3, 5, 18, 9, 15, 95, 12, 15, 5, 9, 7, 16, 11, 15, 16, 2, 9, 9, 10, 3, 6,
42, 41,
and
1, -1, -1, 1, -2, 0, -1, 1, 2, 0, 2, 0, -3, 0, 1, 2, 1, 2, 0, 1, 0, 2, 2, 1, 0, 2, 2, 1, -1, -1.
Below we give a table with selected ptij values obtained from these parameters.
Objects (i : j) p0ij p
1
ij p
2
ij p
27
ij p
28
ij p
29
ij
1 : 2 16
49
17
49
18
49
43
49
44
49
45
49
1 : 3 16
47
17
47
18
47
43
47
44
47
45
47
1 : 4 16
23
17
25
2
3
43
77
44
79
5
9
1 : 5 8
41
17
81
9
40
43
55
22
27
45
53
1 : 6 16
25
17
26
2
3
43
52
44
53
5
6
1 : 7 8
27
17
54
1
3
43
54
22
27
5
6
1 : 8 16
19
17
21
18
23
43
73
44
75
45
77
28 : 29 1
8
7
48
1
6
11
16
17
24
35
48
28 : 30 6
47
7
47
8
47
33
47
34
47
35
47
29 : 30 42
83
41
81
40
79
15
29
14
27
13
25
Table 2.7. Selected ptij values on which we base the exact data for T = 30 and N = 30.
Although our xtij’s (which are n × ptij ’s for the exact data from (2.5)) should be natural
numbers, as they correspond to binomial observations, this is not required by the model for
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us to be able to solve the ML-equations, and such an n would be extremely large, as can
be seen by table 2.7. We thus chose n = 100 and found our exact data, which were not all
natural numbers. This is an important point to mention, as this will also be the case when
we test our model on random data, as well as real life data, in which case we will be using
the model on data that does not come from a binomial experiment. Below we give a table
with selected xtij values.
Objects (i : j) x0ij x
1
ij x
2
ij x
27
ij x
28
ij x
29
ij
1 : 2 32.6531 34.6939 36.7347 87.7551 89.7959 91.8367
1 : 3 34.0426 36.1702 38.2979 91.4894 93.617 95.7447
1 : 4 69.5652 68 66.6667 55.8442 55.6962 55.5556
1 : 5 19.5122 20.9877 22.5 78.1818 81.4815 84.9057
1 : 6 64 65.3846 66.6667 82.6923 83.0189 83.3333
1 : 7 29.6296 31.4815 33.3333 79.6296 81.4815 83.3333
1 : 8 84.2105 80.9524 78.2609 58.9041 58.6667 58.4416
28 : 29 12.5 14.5833 16.6667 68.75 70.8333 72.9167
28 : 30 12.766 14.8936 17.0213 70.2128 72.3404 74.4681
29 : 30 50.6024 50.6173 50.6329 51.7241 51.8519 52
Table 2.8. Selected xtij values for the exact data for T = 30 and N = 30.
We standardized our parameters and found the ML-solution for our parameters using
Mathematica once again. We then proceeded to find ML-estimates of the weights, probabil-
ities and data using (2.8) to (2.10) which, along with the ML-estimates of the parameters,
were exactly the same as the quantities they were to estimate, as in the previous two cases
and as expected.
2.4 Tests on random data
By random data we mean data that we simulated to take on the distribution in (2.1). We first
choose values for our parameters ai’s and bi’s, and then find our data using Mathematica;
firstly, by setting the following:
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pti = ai + bit and p
t
ij =
pti
pt
i
+pt
j
(2.11)
Again ai’s and bi’s are chosen in such a way that ai+ bit > 0 for t = 0, ..., T −1. We then
define our data, noting that xtij is the number of successes (where object i is preferred over
object j) in n trial, as follows:
xtij = Σ
n
γ=0y
t
ijγ (2.12)
where ytijγ = 1 if in comparison γ at time t of object i and j, object i is preferred, and 0 if
in comparison γ at time t of object i and j, object j is preferred.
To simulate this, for each i = 1, ..., N , j = i + 1, ..., N , t = 0, ..., T − 1 and γ = 1, ..., n,
we select a random number between 0 and 1 denoted by rtijγ and we let:
ytijγ = 1 if r
t
ijγ < p
t
ij and 0 otherwise, and y
t
jiγ = 1− ytijγ . (2.13)
We then, for each case, input our data and found our ML-estimates Ai’s and Bi’s of a
st
i ’s
and bsti ’s using (2.2) and (2.3). The a
st
i ’s and b
st
i ’s are defined, as in section 2.3 (see (2.6)
and (2.7)).
We can compare our standardized parameters asti ’s and b
st
i ’s with our ML-estimates Ai’s
and Bi’s which will comply with (2.3) (in other words they are already standardized).
Again note that we get the same ptij ’s and data x
t
ij’s whether we use our parameters or
standardized parameters to find them, and the ranking does not differ whether we work with
the weights or standardized weights to rank objects.
As in the previous section, from our ML-estimates of the ai’s and bi’s, we have the
ML-estimates of the weights pt sti ’s, the ML-estimates of the probabilities p
t
ij ’s and the ML-
estimates of the data xtij’s, as in (2.8) to (2.10).
To discover whether our method of solving our ML-equations was correct, we can substi-
tute our Ai’s and Bi’s into the ai’s and bi’s in the ML-equations (2.2) resulting in equality.
An indication that the ML-estimates are global maxima of the likelihood function and not
merely local maxima is the fact that if we substitute values of the true parameters ai’s and
bi’s into the likelihood function, a slightly smaller value is obtained than if we substitute
their ML-estimates Ai’s and Bi’s into the likelihood function. (The values of true parame-
ters ai’s and bi’s from which the data were generated do not yield the maximum value of the
likelihood function due to the randomness of the data.)
Also, the fact when we work with exact data, the model gives the estimates of the
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parameters (that are equal to the true parameters for T > 2) which yield estimates of the
data that are equal to the exact data, indicating that our model works correctly, and that
the ML-estimates are global maxima of the likelihood function.
2.4.1 T = 2;N = 3
In Mathematica, we simulated data for our model by using (2.11) to (2.13) for two time
periods and for three objects, where n = 100, based on the parameters of the ai’s and bi’s
chosen to be:
a1 = 10, a2 = 8, a3 = 4, b1 = −2, b2 = 0, b3 = 3.
We found our ML-estimates Ai’s and Bi’s for our parameters ai’s and bi’s again using
the FindRoot function in Mathematica, as was explained before.
Although the estimates Ai’s, Bi’s and P
t
i ’s (see (2.8)) were not very good estimates of
the asti ’s, b
st
i ’s and p
t st
i ’s (as was the case when dealing with exact data with T = 2 and
N = 3 because our uniqueness condition does not hold when we have two time periods, as
mentioned before), the estimated probabilities P tij ’s (see (2.9)), and the estimated data X
t
ij ’s
(see (2.10)) were close to the true probabilities ptij’s, and the exact data x
t
ij’s. Our actual
data versus our estimated data are given below:
Time Period (t) Objects (i : j) Actual Scores (xtij : x
t
ji) Estimated Scores (X
t
ij : X
t
ji)
0 1:2 55:45 53.1773:46.8227
0 1:3 70:30 71.8227:28.1773
0 2:3 71:29 69.1773:30.8227
1 1:2 50:50 48.3321:51.6679
1 1:3 50:50 51.6679:48.3321
1 2:3 55:45 53.3321:46.6679
Table 2.9. The actual random data and the estimated data for T = 2 and N = 3.
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The R2 value between the simulated data and the estimated data was 0.979448, which
is very good. Comparing the Mean Squared Error (MSE) and Mean Absolute Error (MAE)
between the simulated data xtij and the estimated data X
t
ij over all t (t = 0, 1), with the
mean of the actual data, for each fixed i and j, we see that our estimates are good. These
are given in the table below:
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 52.5 50.7547 3.05208 1.7453
1:3 60 61.7453 3.05208 1.7453
2:3 63 61.2547 3.05208 1.7453
Table 2.10. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 2 and N = 3.
2.4.2 T = 3;N = 3
We then went on to simulating data using (2.11) to (2.13) for three time periods, still keeping
n = 100, based on the true parameters of the Ai’s and Bi’s, denoted ai’s and bi’s which were
chosen to be the same, as in the case where we were dealing with randomly generated data
for two time periods, i.e.:
a1 = 10, a2 = 8, a3 = 4, b1 = −2, b2 = 0, b3 = 3.
One can easily show that ptij > 0 for all t = 0, 1, 2. We found our ML-estimates Ai’s and
Bi’s for our parameters ai’s and bi’s as previously.
Graphically, the estimates of the parameters and weights Ai’s, Bi’s and P
t
i ’s (see (2.8))
seemed quite close to the true parameters and weights asti ’s, b
st
i ’s and p
t st
i ’s respectively.
(When dealing with exact data with T = 3 and N = 3, the estimates of the parameters and
weights were equal to the true parameters and weights respectively). What is especially of
interest to us is the fact that the estimated probabilities P tij ’s (see (2.9)) and the estimated
data Xtij ’s (see (2.10)) were close to the true probabilities p
t
ij ’s and the actual data x
t
ij’s.
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Our actual data versus our estimated data are given below:
Time Period (t) Objects (i : j) Actual Scores (xtij : x
t
ji) Estimated Scores (X
t
ij : X
t
ji)
0 1:2 55:45 52.3309:47.6691
0 1:3 70:30 71.5228:28.4772
0 2:3 71:29 69.5849:30.4151
1 1:2 50:50 49.6751:50.3249
1 1:3 50:50 52.1411:47.8589
1 2:3 55:45 52.4653:47.5347
2 1:2 46:54 45.7063:54.2937
2 1:3 36:64 35.6237:64.3763
2 2:3 39:61 39.6621:60.3379
Table 2.11. The actual random data and the estimated data for T = 3 and N = 3.
The R2 value between the simulated data and the estimated data was 0.98103, which is
very good. Comparing the Mean Squared Error (MSE) and Mean Absolute Error (MAE)
between the simulated data xtij and the estimated data X
t
ij over all t (t = 0, 1, 2), with the
mean of the actual data, for each fixed i and j, we see that our estimates are good. These
values are given in the table below:
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 50.3333 49.2375 2.43866 1.09588
1:3 52 53.0959 2.34833 1.34674
2:3 55 53.9041 2.95516 1.53729
Table 2.12. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 3 and N = 3.
The pt sti ’s and P
t
i ’s (which are already standardized) for each time period t are given
below:
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Time 0:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 1 0.454545 1 0.433074
2 2 0.394495 2 0.394495
3 3 0.172431 3 0.172431
Time 1:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 2 0.343091 2 0.343091
2 1 0.347579 1 0.347579
3 3 0.314914 3 0.314914
Time 2:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 3 0.253108 3 0.253108
2 2 0.300662 2 0.300662
3 1 0.457396 1 0.457396
Table 2.13. The pt sti ’s and P
t
i ’s (which are already standardized)
(for the random data), for each time period t, for T = 3 and N = 3.
2.4.3 T = 5;N = 5
We increased our number of objects to 5 and simulated data, using (2.11) to (2.13) for 5
time periods, with n = 100, based on the true parameters of the ai’s and bi’s, which were
chosen to be the following:
a1 = 10, a2 = 8, a3 = 4, a4 = 6, a5 = 5, b1 = −2, b2 = 0, b3 = 3, b4 = 1, b5 = −1.
One can easily show that ptij > 0 for all t = 0, 1, ..., 4. We ran our model in Mathematica
once again. Again, the estimates of the parameters and weights Ai’s, Bi’s and P
t
i ’s (see (2.8))
seemed quite close (by graphic inspection) to the true parameters and weights asti ’s, b
st
i ’s and
pt sti ’s respectively, and the estimated probabilities P
t
ij ’s (see (2.9)) and the estimated data
Xtij ’s (see (2.10)) seemed close to the true probabilities p
t
ij’s and the actual data x
t
ij’s.
Below are the plots of the simulated data xtij’s (in blue) versus the estimated data X
t
ij ’s
(in purple) for N = 5 and T = 5.
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Fig. 2.1. The random data xtij’s (in blue) versus
the estimated data Xtij ’s (in purple) for N = 5 and T = 5.
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The R2 value between the simulated data and the estimated data was 0.958229, which
is very good. Comparing the Mean Squared Error (MSE) and Mean Absolute Error (MAE)
between the simulated data xtij and the estimated data X
t
ij over all t (t = 0, 1, 2, 3, 4), with
the mean of the actual data, for each fixed i and j, we see that our estimates are good.
These are given in the table below:
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 38.6 39.5056 12.3954 3.2562
1:3 41.6 39.9455 21.5883 4.08497
1:4 38.4 38.7123 6.44934 2.04335
1:5 65.4 65.8367 17.8154 3.69575
2:3 46.8 48.4668 11.9165 3.20769
2:4 48.2 48.331 26.7887 5.01286
2:5 75 74.1078 5.21004 1.91985
3:4 51.8 49.9283 37.3973 4.99391
3:5 70.6 72.4839 14.4571 3.16087
4:5 75.8 74.3716 7.4419 2.26176
Table 2.14. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 5 and N = 5.
The pt sti ’s and P
t
i ’s (which are already standardized) for each time period t are given in
table 2.19 in the appendix at end of this chapter.
2.4.4 T = 30;N = 30
We increased our number of objects to 30 and simulated data using (2.11) to (2.13) for 30
time periods, with n = 100, based on the true parameters of the ai’s and bi’s, which were
chosen respectively to be:
16, 33, 31, 7, 66, 9, 38, 3, 5, 18, 9, 15, 95, 12, 15, 5, 9, 7, 16, 11, 15, 16, 2, 9, 9, 10, 3, 6,
42, 41,
and
1, -1, -1, 1, -2, 0, -1, 1, 2, 0, 2, 0, -3, 0, 1, 2, 1, 2, 0, 1, 0, 2, 2, 1, 0, 2, 2, 1, -1, -1.
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The Mathematica code for the simulation is given in Appendix A.2.
One can easily show that ptij > 0 for all t = 0, 1, ..., 29.We ran our model in Mathematica
again.
By graphical investigation, the estimates of the parameters and weights Ai’s, Bi’s and
P ti ’s (see (2.8)) seemed quite close to the true parameters and weights a
st
i ’s, b
st
i ’s and p
t st
i ’s
respectively, and the estimated probabilities P tij’s (see (2.9)) and the estimated data X
t
ij ’s
(see (2.10)) seemed close to the true probabilities ptij ’s and the actual data x
t
ij’s. We plotted
our actual data versus our estimated data. The respective graphs are for i = 1, ..., 30;
j = 1, ..., 30; j > i are given with the Mathematica code for finding the estimates in Appendix
A.3.
The R2 value between the simulated data and the estimated data was 0.940848, which
is very good. Comparing the Mean Squared Error (MSE) and Mean Absolute Error (MAE)
between the simulated data xtij and the estimated data X
t
ij over all t (t = 0, 1, 2, ..., 29), with
the mean of the actual data, for each fixed i and j, we see that our estimates are good.
These are given in table 2.20 in the appendix at the end of this chapter for some pairs of
objects.
In table 2.21 in the appendix at the end of this chapter, we tabulate the pt sti ’s and P
t
i ’s
(which are already standardized) against i for selected time periods t.
Tests on association of the ranks
Visually, we can see that the true ranks (obtained from the initial assumption that weights
of the objects change linearly over time, i.e. pti = ai+ bit) at each time period are very close
to the ranks obtained by our model with equation (2.7). We however formally compare these
ranks by working out two measures of association viz. Kendal’s Tau and Spearman’s Rho,
between the relevant two sets of ranks. We also do the relevant tests of significance based
on these measures of association.
The measures of association are interpreted as follows:
1. It equals 1 if the agreement is perfect.
2. It equals -1 if the disagreement is perfect (exact inverse order).
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3. It equals 0 or close to 0 if one of the rankings is not associated with the other.
4. In other cases, the proximity of the index to one of the three extreme points reflects
the degree of association.
Kendal’s Tau and Spearman’s Rho are calculated in Mathematica.
We thus conducted the following tests on significance:
H0: There is no association between the two sets of ranks.
H1: There is association between the two sets of ranks.
Using Kendal’s Tau: S = A−D = Nτ σ2 = n(n−1)(2n−5)
18
z = S
σ
= S√
σ2
Using Spearman’s Rho: σ2 = 1
(n−1) z =
p
σ
= p√
σ2
Reject H0 if |z| > z(1+γ)/2 where P (Z < zγ = γ), i.e. if γ = 0.999:
Using Kendal’s Tau: if |τ | > z(1+0.999)/2
√
σ2
N
= 3.29
√
30(30−1)(2(30)+5)
18
(302 )
= 0.424
Using Spearman’s Rho: if |ρ| > z(1+0.999)/2
√
σ2 = 3.29
√
1/29 = 0.611
If we rejectH0, then we can conclude that at a 100γ% significance level, there is sufficient
evidence to say that there is an association between the two sets of ranks. (If τ , ρ > 0 positive
association and if τ , ρ < 0 negative association).
The results in the table on the next page was obtained.
Hence, at each time period we reject H0 and conclude that at a 99.9% significance level
there is sufficient evidence to say that there is a positive association between the true ranks
and the ranks obtained by our model.
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Time t τ ρ
0 0.977917 0.996546
1 0.983776 0.998107
2 0.981437 0.996992
3 0.982607 0.997661
4 0.981437 0.997327
5 0.983776 0.997884
6 0.977917 0.996546
7 0.98611 0.998219
8 0.98611 0.998441
9 0.984944 0.99833
10 0.989601 0.998887
11 0.983776 0.997884
12 0.983776 0.998107
13 0.984944 0.99833
14 0.991921 0.999221
Time t τ ρ
15 0.989601 0.998887
16 0.988439 0.998664
17 0.990762 0.99911
18 0.989601 0.998776
19 0.990762 0.998998
20 0.991921 0.999221
21 0.991921 0.999221
22 0.990762 0.998998
23 0.990762 0.998998
24 0.989601 0.998776
25 0.991921 0.99911
26 0.990762 0.998998
27 0.990762 0.998998
28 0.994236 0.999444
29 0.990762 0.998998
Table 2.15. Values of τ and ρ at each time period t,
based on the random data, for T = 30 and N = 30.
2.5 Conclusion
We have created a time series model for paired comparisons, namely, the Linear-Trend
Bradley-Terry Model. We used the maximum likelihood approach to solve the model. The
ML-equations do not yield a closed form solution; thus we used Mathematica to find numeric
solutions. We tested our model in Mathematica using exact and randomly simulated data.
We identified an approach to find initial values for our estimates:
1. Find the ML-solution P 0:BTi , for i = 1, ..., N , of the Bradley-Terry Model based on the
data from the first time period (t = 0).
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2. Find the ML-solution P T−1:BTi , for i = 1, ..., N , of the Bradley-Terry Model based on
the data from the last time period (t = T − 1).
3. Now for all i values, we set Ainitiali = P
0:BT
i and we set our B
initial
i ’s such that A
initial
i +
Binitiali (T − 1) = P T−1:BTi thus Binitiali = (P T−1:BTi − P 0:BTi )/(T − 1).
For exact data, i.e. data that fit our distribution perfectly xtij = E(x
t
ij) (see (2.5)), we
get the following results:
Accuracy of estimates of:
Number of time periods ai’s, bi’s and p
t
i’s p
t
ij ’s and x
t
ij’s
T = 2 Not good Perfect
T > 2 Perfect Perfect
Table 2.16. The accuracy of the estimates of the exact data.
For random data, i.e. data that we simulated to take on the distribution in (2.1) (see
(2.11) to (2.13)), we get the following results:
Accuracy of estimates of:
Number of time periods ai’s, bi’s and p
t
i’s p
t
ij ’s and x
t
ij’s
T = 2 Not good Very good
T > 2 Very good Very good
Table 2.17. The accuracy of the estimates of the random data.
These results hold for further cases, other than those that were mentioned in this chapter.
For the cases we looked at, we obtained the following results for the R2 value between the
simulated data and the estimated data:
Number of objects and time periods Exact Data Random Data
N = 3, T = 2 1 0.979448
N = 3, T = 3 1 0.98103
N = 5, T = 5 1 0.958229
N = 30, T = 30 1 0.940848
Table 2.18. The R2 value between the simulated data
(exact data and random data) and the estimated data.
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We compared the Mean Squared Error (MSE) and the Mean Absolute Error (MAE)
between the simulated data xtij and the estimated data X
t
ij over all t (t = 0, 1, ..., T − 1),
with the mean of the actual data, for each fixed i and j, and found that our estimates are
good. The Mean Squared Errors and Mean Absolute Errors between the exact data xtij and
the estimated data Xtij for a fixed i and j over all t (t = 0, 1, ..., T − 1) were obviously all 0.
For our random data with N = 30 and T = 30, we tested whether the true ranks at each
time period have an association with the ranks obtained by our model at each time period,
and found that at a 99.9% significance level, there is sufficient evidence to say that there
is a positive association between the true ranks and the ranks obtained by our model. The
rankings were almost identical.
We can thus conclude that the time series model for paired comparisons that we have
developed works quite well, and we will apply this model to real-life data in Chapter 4.
2.6 Appendix
Time 0:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 0.30303 1 0.26959 1
2 0.242424 2 0.249263 2
3 0.121212 5 0.132621 5
4 0.181818 3 0.209858 3
5 0.151515 4 0.138667 4
Time 1:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 0.242424 1 0.210483 2
2 0.242424 1 0.22324 1
3 0.212121 3 0.17367 4
4 0.212121 3 0.208545 3
5 0.121212 5 0.108398 5
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Time 2:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 0.181818 4 0.151375 4
2 0.242424 2 0.197218 3
3 0.30303 1 0.214718 1
4 0.242424 2 0.207232 2
5 0.0909091 5 0.0781286 5
Time 3:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 0.121212 4 0.0922672 4
2 0.242424 3 0.171195 3
3 0.393939 1 0.255766 1
4 0.272727 2 0.205919 2
5 0.0606061 5 0.0478595 5
Time 4:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 0.0606061 4 0.0331594 4
2 0.242424 3 0.145173 3
3 0.484848 1 0.296815 1
4 0.30303 2 0.204606 2
5 0.030303 5 0.0175903 5
Table 2.19. The pt sti ’s and P
t
i ’s (which are already standardized)
(for the random data), for each time period t, for T = 5 and N = 5.
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Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 61.3 62.2295 17.3444 3.58134
1:3 65 65.0572 18.2557 3.33289
1:4 58.8 59.7909 35.3632 5.0163
1:5 47.1333 47.5624 15.9557 3.11907
1:6 75.2333 76.263 10.0019 2.57955
1:7 56.5333 56.2567 16.8455 3.24115
1:8 64.8333 65.9477 23.0626 3.62551
1:9 50.6333 50.6727 19.9542 3.50539
1:10 60.8333 61.6377 24.9501 3.99335
1:11 46.1333 46.9435 25.2143 4.13238
1:12 66.1333 65.5451 23.9989 4.24023
1:13 40.6333 41.2779 25.649 4.15984
1:14 71.3333 70.6498 28.0231 4.07897
1:15 51 51.0182 31.1467 4.544
...
26:27 59.1333 57.2971 44.2811 5.80348
26:28 64.9667 65.1328 21.6062 3.74733
26:29 56.9667 56.0533 12.5996 2.69179
26:30 56.1333 56.742 20.2057 3.54211
27:28 56.4667 57.9731 23.9816 3.83262
27:29 50.5333 50.3944 17.4298 3.48877
28:29 42.7 42.6755 19.2678 3.43756
28:30 44.2333 43.4086 22.8626 4.21225
29:30 50.2 50.8505 25.672 4.12509
Table 2.20. Some of the means of the actual random data and the estimated data,
and the corresponding Mean Squared Errors and Mean Absolute Errors,
based on the random data, for T = 30 and N = 30.
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Time 0:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 9 0.0279232 11 0.027413
2 6 0.0575916 6 0.0572362
3 7 0.0541012 7 0.0537536
4 23 0.0122164 23 0.0123215
5 2 0.115183 2 0.114568
6 18 0.0157068 20 0.0155252
7 5 0.0663176 5 0.0666677
8 28 0.0052356 28 0.00511968
9 26 0.008726 26 0.0089155
10 8 0.0314136 8 0.0315975
11 18 0.0157068 22 0.0152854
12 12 0.026178 13 0.0263323
13 1 0.165794 1 0.167541
14 15 0.0209424 15 0.0207074
15 12 0.026178 14 0.0262209
16 26 0.008726 27 0.0086427
17 18 0.0157068 18 0.0161344
18 23 0.0122164 24 0.0122177
19 9 0.0279232 10 0.0280848
20 16 0.0191972 16 0.0185269
21 12 0.026178 12 0.0265661
22 9 0.0279232 9 0.0284862
23 30 0.0034904 30 0.00353638
24 18 0.0157068 21 0.0154563
25 18 0.0157068 19 0.0156623
26 17 0.017452 17 0.0172188
27 28 0.0052356 29 0.00510816
28 25 0.0104712 25 0.0104657
29 3 0.0732984 3 0.0732283
30 4 0.0715532 4 0.0714599
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Time 1:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 10 0.0296684 10 0.0291943
2 6 0.0558464 6 0.0555085
3 7 0.052356 7 0.0520119
4 24 0.0139616 24 0.0140617
5 2 0.111693 2 0.111117
6 21 0.0157068 23 0.0155193
7 5 0.0645724 5 0.0649194
8 29 0.0069808 30 0.00686755
9 25 0.0122164 25 0.0123611
10 8 0.0314136 9 0.031579
11 18 0.0191972 18 0.0187694
12 13 0.026178 14 0.0263349
13 1 0.160558 1 0.162239
14 15 0.0209424 15 0.0207094
15 11 0.0279232 12 0.0279394
16 25 0.0122164 27 0.0120847
17 19 0.017452 19 0.0177865
18 21 0.0157068 21 0.0157544
19 11 0.0279232 11 0.0280692
20 15 0.0209424 17 0.0203325
21 13 0.026178 13 0.0265422
22 8 0.0314136 8 0.0318828
23 29 0.0069808 29 0.00696703
24 19 0.017452 20 0.0172162
25 21 0.0157068 22 0.015658
26 15 0.0209424 16 0.0206416
27 28 0.008726 28 0.00852768
28 25 0.0122164 26 0.0121719
29 3 0.0715532 3 0.0714562
30 4 0.069808 4 0.0697084
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Time 2:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 9 0.0314136 10 0.0309756
2 6 0.0541012 6 0.0537807
3 7 0.0506108 7 0.0502702
4 22 0.0157068 23 0.0158019
5 2 0.108202 2 0.107666
6 22 0.0157068 26 0.0155134
7 5 0.0628272 5 0.0631711
8 30 0.008726 30 0.00861543
9 22 0.0157068 22 0.0158067
10 9 0.0314136 9 0.0315604
11 16 0.0226876 16 0.0222533
12 13 0.026178 14 0.0263375
13 1 0.155323 1 0.156937
14 18 0.0209424 18 0.0207114
15 11 0.0296684 11 0.0296579
16 22 0.0157068 25 0.0155268
17 19 0.0191972 19 0.0194387
18 19 0.0191972 20 0.019291
19 12 0.0279232 12 0.0280535
20 16 0.0226876 17 0.022138
21 13 0.026178 13 0.0265184
22 8 0.034904 8 0.0352794
23 29 0.0104712 29 0.0103977
24 19 0.0191972 21 0.0189762
25 22 0.0157068 24 0.0156538
26 15 0.0244328 15 0.0240645
27 28 0.0122164 28 0.0119472
28 27 0.0139616 27 0.013878
29 3 0.069808 3 0.0696841
30 4 0.0680628 4 0.0679569
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Time 28:
Object (i) pt sti rank p
t st
i P
t
i rank P
t
i
1 9 0.0767888 9 0.0772902
2 29 0.008726 29 0.00885882
3 30 0.0052356 30 0.00498581
4 14 0.061082 14 0.0610473
5 25 0.017452 25 0.0179303
6 27 0.0157068 28 0.0153596
7 25 0.017452 26 0.0177153
8 16 0.0541012 16 0.0540602
9 5 0.106457 5 0.105392
10 17 0.0314136 17 0.0310786
11 3 0.113438 3 0.112836
12 19 0.026178 19 0.0264055
13 24 0.0191972 24 0.01908
14 23 0.0209424 23 0.0207626
15 10 0.0750436 10 0.0743399
16 5 0.106457 6 0.10502
17 12 0.0645724 13 0.0623942
18 4 0.109948 4 0.111244
19 18 0.0279232 18 0.0276475
20 11 0.0680628 11 0.069083
21 19 0.026178 20 0.0258986
22 1 0.125654 1 0.123591
23 8 0.101222 8 0.0995945
24 12 0.0645724 12 0.0647341
25 27 0.0157068 27 0.0155428
26 2 0.115183 2 0.113058
27 7 0.102967 7 0.100855
28 15 0.0593368 15 0.0582386
29 21 0.0244328 21 0.023609
30 22 0.0226876 22 0.0224175
52
Time 29:
Object (i) pt st
i
rank pt st
i
P t
i
rank P t
i
1 9 0.078534 9 0.0790715
2 29 0.0069808 29 0.00713105
3 30 0.0034904 30 0.0032441
4 14 0.0628272 14 0.0627875
5 27 0.0139616 27 0.0144789
6 24 0.0157068 26 0.0153537
7 24 0.0157068 24 0.015967
8 16 0.0558464 16 0.0558081
9 5 0.109948 5 0.108838
10 17 0.0314136 17 0.0310601
11 3 0.116928 3 0.11632
12 19 0.026178 19 0.0264081
13 27 0.0139616 28 0.0137778
14 22 0.0209424 22 0.0207646
15 10 0.0767888 10 0.0760584
16 5 0.109948 6 0.108462
17 12 0.0663176 13 0.0640463
18 4 0.113438 4 0.114781
19 18 0.0279232 18 0.0276319
20 11 0.069808 11 0.0708886
21 19 0.026178 20 0.0258748
22 1 0.129145 1 0.126988
23 8 0.104712 8 0.103025
24 12 0.0663176 12 0.0664941
25 24 0.0157068 25 0.0155385
26 2 0.118674 2 0.116481
27 7 0.106457 7 0.104274
28 15 0.061082 15 0.0599447
29 21 0.0226876 21 0.0218369
30 22 0.0209424 23 0.020666
Table 2.21. Selected pt st
i
’s and P t
i
’s (which are already standardized)
(for the random data), for each time period t, for T = 30 and N = 30.
53
Chapter 3
The Sinusoidal Bradley-Terry Model
3.1 Introduction
As with the case of the Linear-Trend Bradley-Terry Model, we extend the Bradley-Terry
Model to a time series form by assuming that each judge makes a judgment of each pair of
objects at each time t, t = 0, 1, ..., T − 1 (which could for example be the days of a month).
Let Y tijγ (i, j,= 1, 2, ..., N, i 6= j; γ = 1, 2, ..., n; t = 0, 1, ..., T − 1) be a random variable
which takes on the value 1 if object Oi gets preferred in the γ
th comparison (by for example
judge number γ if each judge judges each pair of objects once at each time period) of objects
Oi and Oj at time t, and 0 if Oj is preferred in this comparison.
We define Xtij = Σ
n
γ=1Y
t
ijγ , thenX
t
ij is the number of times that object Oi gets preferred in
its n comparisons with object Oj at time t. Thus, X
t
ij ∼ Binomial(n, ptij), where ptij = p
t
i
pt
i
+pt
j
.
We let the weights of the objects change sinusoidally over time, i.e. pti = mi+aiSin[
2pi
T
t]+
biCos[
2pi
T
t], and so define the Sinusoidal Bradley-Terry Model. We have thus introduced the
3N parameters mi, ai and bi for i = 1, 2, ..., N . The weights in the Bradley-Terry Model are
assumed to be positive and their sum is set to 1 for uniqueness; hence, the weights are all
between 0 and 1. We must thus ensure that this is the case for the time periods with which
we will be dealing. We will always let mi be positive and not too close to 0, and choose our
ai’s and bi’s in such a way that our p
t
i’s will also be non-negative.
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To ensure uniqueness, we will add the condition ΣT−1t=0 Σ
N
i=1p
t
i = Σ
T−1
t=0 Σ
N
i=1(mi + aiSin[
2pi
T
t]
+biCos[
2pi
T
t]) = T .
In this chapter, we will again be testing the model on exact and randomly generated data,
and choose our parametersmi, ai and bi in such a way that p
t
i = mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t] >
0 for all t = 0, 1, ..., T − 1. We will then standardize our parameters, and thus our weights,
to ensure uniqueness by applying the uniqueness condition.
3.2 Derivation
For the Bradley-Terry Model we have for i, j = 1, 2, ..., N :
Xtij ∼ Binomial(n, ptij) where ptij = p
t
i
pt
i
+pt
j
To derive the Sinusoidal Bradley-Terry Model, we set pti = mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t]
for i = 1, 2, ..., N thus:
Xtij ∼ Binomial(n, ptij) where ptij = mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
(3.1)
p(xtij) =
(
n
xt
ij
)(
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
)xtij × ...
...
(
mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
)xtji
xtij = 0, 1, ..., n. x
t
ij = n− xtji
L(m1, ..., mN, a1, ..., aN, b1, ..., bN)
= ΠT−1t=0 Πi<j
(
n
xt
ij
)(
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
)xtij × ...
...
(
mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
)xtji
= CΠT−1t=0 Π i,j=1,...,N
i6=j
(
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
)xt
ij
= CΠT−1t=0
Π i,j=1,...,N
i6=j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
xt
ij
Π i,j=1,...,N
i6=j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t])
xt
ij
= CΠT−1t=0
(
ΠN
i=1
i6=j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t])
xt
ij
× ...
... 1
Π i,j=1,...,N
i>j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t])
xt
ij
)
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= CΠT−1t=0
(
ΠN
i=1
i6=j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t])
xt
ij
× ...
... 1
Π i,j=1,...,N
i<j
(mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]+mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
xt
ji
)
= CΠT−1t=0
ΠN
i=1
i6=j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t])
xt
ij×...
1
...(mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]+mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
xt
ji
= CΠT−1t=0
ΠNi=1
i6=j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t])
xt
ij
+xt
ji
= CΠT−1t=0
ΠN
i=1
i6=j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t])
n
where C = ΠT−1t=0 Πi<j
(
n
xt
ij
)
The log-likelihood function follows as:
l(m1, ..., mN, a1, ..., aN, b1, ..., bN)
= ln(C) + ΣT−1t=0 ln
( ΠNi=1
i6=j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t])
ΣN
j=1
j 6=i
xt
ij
Π i,j=1,...,N
i<j
(mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t])
n
)
= ln(C) + ΣT−1t=0
(
ln
(
ΠNi=1
i6=j
(mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t])
ΣNj=1
j 6=i
xtij)− ...
...ln
(
Π i,j=1,...,N
i<j
(mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t] +mj + ajSin[
2pi
T
t] + bjCos[
2pi
T
t])
n
))
= ln(C) + ΣT−1t=0
(
ΣNi=1
i6=j
ln
(
mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t]
)ΣNj=1
j 6=i
xt
ij − ...
...Σ i,j=1,...,N
i<j
ln
(
mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t] +mj + ajSin[
2pi
T
t] + bjCos[
2pi
T
t]
)n)
= ln(C) + ΣT−1t=0
(
ΣNi=1
i6=j
ΣNj=1
j 6=i
xtijln
(
mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t]
)
− ...
...Σ i,j=1,...,N
i<j
n ln
(
mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t] +mj + ajSin[
2pi
T
t] + bjCos[
2pi
T
t]
))
= ln(C) + ΣT−1t=0
(
ΣNi=1
i6=j
ln
(
mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t]
)
ΣNj=1
j 6=i
xtij
−Σ i,j=1,...,N
i<j
n ln
(
mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t] +mj + ajSin[
2pi
T
t] + bjCos[
2pi
T
t]
))
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∂l
∂mk
= ΣT−1t=0
( ΣN
j=1
j 6=i
xt
kj
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
− ΣNj=1
k<j
n
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+aj+bj t
− ...
...ΣNi=1
k>i
n
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
)
= ΣT−1t=0
( ΣN
j=1
j 6=i
xt
kj
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
− ΣNj=1
k<j
n
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
− ...
...ΣNj=1
k>j
n
mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]+mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
)
= ΣT−1t=0
( ΣN
j=1
j 6=i
xt
kj
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
− ΣNj=1
j 6=k
n
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
)
∂l
∂ak
= ΣT−1t=0
( ΣNj=1
j 6=i
xt
kj
Sin[ 2pi
T
t]
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
− ΣNj=1
k<j
nSin[ 2pi
T
t]
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+aj+bjt
− ...
...ΣNi=1
k>i
nSin[ 2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
)
= ΣT−1t=0 Sin[
2pi
T
t]
( ΣNj=1
j 6=i
xt
kj
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
− ...
...ΣNj=1
k<j
n
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
− ...
...ΣNj=1
k>j
n
mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]+mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
)
= ΣT−1t=0 Sin[
2pi
T
t]
( ΣNj=1
j 6=i
xt
kj
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
−ΣNj=1
j 6=k
n
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
)
∂l
∂bk
= ΣT−1t=0
( ΣN
j=1
j 6=i
xt
kj
Cos[ 2pi
T
t]
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
−ΣNj=1
k<j
nCos[ 2pi
T
t]
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+aj+bj t
− ...
...ΣNi=1
k>i
nCos[ 2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
)
= ΣT−1t=0 Cos[
2pi
T
t]
( ΣNj=1
j 6=i
xt
kj
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
− ...
...ΣNj=1
k<j
n
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
− ...
...ΣNj=1
k>j
n
mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]+mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
)
= ΣT−1t=0 Cos[
2pi
T
t]
( ΣNj=1
j 6=i
xt
kj
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]
−ΣNj=1
j 6=k
n
mk+akSin[
2pi
T
t]+bkCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
)
To find the ML-estimates of the mi’s, ai’s and bi’s (Mi’s, Ai’s and Bi’s), we solve the
following equations:
ΣT−1t=0
(
f tk − gtk
)
= 0, ΣT−1t=0 Sin[
2pi
T
t]
(
f tk − gtk
)
= 0 and ΣT−1t=0 Cos[
2pi
T
t]
(
f tk − gtk
)
= 0 for
k = 1, ..., N
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where
f tk =
ΣN
j=1
j 6=i
xt
kj
Mk+AkSin[
2pi
T
t]+BkCos[
2pi
T
t]
and
gtk = Σ
N
j=1
j 6=k
n
Mk+AkSin[
2pi
T
t]+BkCos[
2pi
T
t]+Mj+AjSin[
2pi
T
t]+BjCos[
2pi
T
t]
(3.2)
As with the Linear-Trend Bradley-Terry Model, we can leave the redundant equation
N , i.e. ΣT−1t=0
(
f tN − gtN
)
= 0, out of the first set of equations, as they correspond to the
usual Bradley-Terry ML-equations, in which it is known that the first N−1 equations imply
the N th equation (see (1.4)). To ensure uniqueness, as in the Bradley-Terry Model and
Linear-Trend Bradley-Terry Model, we replace this equation with the condition:
ΣT−1t=0 Σ
N
i=1(Mi + AiSin[
2pi
T
t] +BiCos[
2pi
T
t]) = T (3.3)
An alternative condition which yields the same results for P tij and X
t
ij (as their solutions
are unique) and a scalar multiple of the results of Mi, Ai, Bi and P
t
i (as their solutions are
scale invariant) is:
ΣNi=1Mi = 1
We thus have 3N equations in 3N unknowns. It should be noted that the weights, pti are
always positive, but do not necessarily sum over i to 1 with either uniqueness condition. If
we use the first uniqueness condition, the pti on average sum over i to 1, i.e.
1
T
ΣT−1t=0 Σ
N
i=1p
t
i =
1
T
ΣT−1t=0 Σ
N
i=1(mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t]) = 1. If we use the second condition, the only time
that the pti are gaurenteed to sum over i to 1 is when t = 0, in which case Σ
N
i=1p
0
i = Σ
N
i=1mi =
1.
Also note that we will use lower case letters for actual parameters and actual data and
capitals for estimated parameters and estimated data. Selected Mathematica code can be
viewed in Appendix B.1. As with the Linear-Trend Bradley-Terry Model, we will be testing
the Sinusoidal Bradley-Terry Model on exact and on random data.
We solve these ML-equations by using the FindRoot function in Mathematica, as the
NSolve function is unable to find a solution to our ML-equations, due to the complixity
of these equations. The FindRoot function requires initial values to our estimates, and we
chose them as follows:
Find the solution of the Bradley-Terry Model, based on the data from the time periods
(t = 0, T
4
, T
2
and 3T
4
). We will denote them as the P 0:BTi ’s, P
T
4
:BT
i ’s, P
T
2
:BT
i ’s and P
3T
4
:BT
i ’s
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respectively.
Now for all i values we set:
• M initiali = (P 0:BTi + P
T
2
:BT
i )/2 (3.4)
• Ainitiali = (P
T
4
:BT
i − P
3T
4
:BT
i )/2 (3.5)
• Binitiali = (P 0:BTi − P
T
2
:BT
i )/2 (3.6)
The reasoning behind this is:
If f(t) =M + ASin[ 2pi
T
t] +BCos[ 2pi
T
t], then:
• M = (f(0) + f(T
2
))/2
• A = (f(T
4
)− f(3T
4
))/2
• B = (f(0) − f(T
2
))/2
3.3 Tests on exact data
By exact data we mean data that fit our distribution perfectly, so from (3.1) we set:
xtij = E(x
t
ij) = np
t
ij where p
t
ij =
pt
i
pt
i
+pt
j
=
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]+mj+ajSin[
2pi
T
t]+bjCos[
2pi
T
t]
(3.7)
We first choose values for our parameters mi’s, ai’s and bi’s and then find our data from
them using (3.7). The mi’s, ai’s and bi’s are chosen in such a way that mi + aiSin[
2pi
T
t]
+biCos[
2pi
T
t]t > 0 for t = 0, ..., T − 1 and for i = 1, ..., N .
To establish the sinusoidal pattern, we tested our model on fairly large datasets. Although
our xtij’s should be natural numbers as this is a binomial observation (i.e. each x
t
ij is the
number of times object Oi was preferred in its n comparisons to object at time t), this is
not required by the model for us to be able to solve the ML-equations, and choosing our n
in such a way to ensure this (see section 2.3.1-2.3.3) would be impossible most of the time.
This will be illustrated in the next subsection. We thus simply chose n to be 100 (as in
sections 2.3.4 and 2.4).
We then find our ML-estimates Mi’s, Ai’s and Bi’s of m
st
i ’s, a
st
i ’s and b
st
i ’s using (3.2)
and (3.3) with the initial values given in (3.4) to (3.6). The msti ’s, a
st
i ’s and b
st
i ’s are defined
as standardized parameters in the following way:
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msti =
mi
c
, asti =
ai
c
and bsti =
bi
c
(3.8)
and our standardized weights:
pt sti = m
st
i + a
st
i Sin[
2pi
T
t] + bsti Cos[
2pi
T
t] = mi
c
+ ai
c
Sin[ 2pi
T
t] + bi
c
Cos[ 2pi
T
t]
=
mi+aiSin[
2pi
T
t]+biCos[
2pi
T
t]
c
=
pti
c
(3.9)
where c = 1
T
ΣT−1t=0 Σ
N
i=1(mi + aiSin[
2pi
T
t] + biCos[
2pi
T
t]) if we use the uniqueness condition (3.3)
or c = ΣNi=1mi if we use the other uniqueness condition, so that we can compare our stan-
dardized parameters msti ’s, a
st
i ’s and b
st
i ’s with our ML-estimates Mi’s, Ai’s and Bi’s which
will comply with (3.3) (in other words they are already standardized).
Note: We get the same ptij ’s and data x
t
ij’s whether we use our parameters or standardized
parameters to find them, and ranking does not differ whether we work with the weights or
standardized weights to rank objects.
From our ML-estimates Mi’s, Ai’s and Bi’s, from (3.1), we have:
the ML-estimates of the weights pt sti : P
t
i = Mi + AiSin[
2pi
T
t] +BiCos[
2pi
T
t], (3.10)
the ML-estimates of the probabilities ptij : P
t
ij =
P t
i
P t
i
+P t
j
, (3.11)
and the ML-estimates of the data xtij : X
t
ij = nP
t
ij. (3.12)
If we find that our estimated data equal our exact data, i.e. xtij = X
t
ij , we know that our
method of solving our ML-equations was correct (and substituting our Mi’s, Ai’s and Bi’s
into the mi’s, ai’s and bi’s in the ML-equations (3.2) and conditions (3.3) results in equality).
The question arises: Are our estimates of the parameters equal to our standardized true
parameters, i.e. Mi = m
st
i , Ai = a
st
i and Bi = b
st
i , when we deal with exact data? We
found that this is always true. Note that we do not perform tests for T = 2 (in which this
might not be the case, as in the Linear-Trend Bradley-Terry Model), because to establish a
sinusoidal pattern, T cannot be too small.
3.3.1 T = 12, 20, 60, 100;N = 3
We started our testing with the case in which we have 12, 20, 60 and 100 time periods and
3 objects, using exact data. We first chose our true parameters of the mi’s, ai’s and bi’s:
m1 = 20, m2 = 18, m3 = 15, a1 = 10, a2 = 8, a3 = 4, b1 = 6, b2 = 5, b3 = 1,
and found our exact data using (3.7).
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As was mentioned at the beginning of section 3.3, choosing a value of n such that all the
xtij’s will be integers is impossible most of the time. Below we give a table of p
t
ij values for
T = 12 and N = 3 obtained from the above parameters, and we can see from it that there
does not exist an n such that each xtij = np
t
ij will be an integer.
Objects (i : j) (1 : 2) (1 : 3) (2 : 3)
p0ij
16
29
16
21
13
18
p1ij
2(1381+2
√
3)
5113
1
273
(171 + 7
√
3) 616+27
√
3
1047
p2ij
2(529+24
√
3)
2123
1
35
(17 + 3
√
3) 1
263
(128 + 17
√
3)
p3ij
15
28
30
49
26
45
p4ij
2(965+16
√
3)
3707
1
231
(129 + 5
√
3) 1
981
(528 + 13
√
3)
p5ij
2762−4
√
3
5113
6
7
+ 2−9+
√
3
616−27
√
3
1047
p6ij
4
7
4
7
1
2
p7ij
18
33+2
√
3
−3
7
(−3 +√3) 1
9
(24− 11√3)
p8ij
−2(−965+16
√
3)
3707
1
231
(129− 5√3) 1
981
(528− 13√3)
p9ij
1
2
10
21
10
21
p10ij
−2(−529+24
√
3)
2123
1
35
(17− 3√3) 1
263
(128− 17√3)
p11ij
6
359
(33 + 2
√
3) 3
7
(3 +
√
3) 1
9
(24 + 11
√
3))
Table 3.1. ptij values on which we base the exact data for T = 12 and N = 3.
We standardized our parameters and found our ML-solution for our parameters by using
Mathematica again. From our ML-estimatesMi’s, Ai’s and Bi’s, we then found ML-estimates
of the weights, probabilities and data using (3.10) to (3.12). The estimates Mi’s, Ai’s, Bi’s,
P ti ’s, P
t
ij’s and X
t
ij’s were exactly the same as the m
st
i ’s, a
st
i ’s, b
st
i ’s, p
t st
i ’s, p
t
ij ’s and x
t
ij’s they
were to estimate, as expected (as we were working with exact data).
3.3.2 T = 12, 20, 60, 100;N = 5
We then did tests for the case in which we have 12, 20, 60 and 100 time periods and 5
objects, using exact data. We first chose our true parameters of the mi’s, ai’s and bi’s:
m1 = 20, m2 = 18, m3 = 15, m4 = 10, m5 = 13, a1 = 10, a2 = 8, a3 = 4, a4 = 3, a5 = 4,
b1 = 6, b2 = 5, b3 = 1,b4 = 6, b5 = 7,
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and found our exact data using (3.7).
We standardized our parameters and found our ML-solution for our parameters using
Mathematica again. From our ML-estimates Mi’s, Ai’s and Bi’s, we were then able to find
ML-estimates of the weights, probabilities and data using (3.10) to (3.12). The estimates of
the parameters, weights, probabilities and data were again equal to the parameters, weights,
probabilities and data they were to estimate, as expected.
3.3.3 T = 12, 20, 60;N = 30
We then did our testing with the case in which we have 12, 20, and 60 time periods and 30
objects, using exact data. We first chose our true parameters of the mi’s, ai’s and bi’s:
m1 = 20, m2 = 18, m3 = 15, m4 = 10, m5 = 13, m6 = 12, m7 = 18, m8 = 15, m9 = 11,
m10 = 23, m11 = 16, m12 = 15, m13 = 22, m14 = 20, m15 = 14, m16 = 20, m17 = 24,
m18 = 15, m19 = 17, m20 = 12, m21 = 22, m22 = 23, m23 = 25, m24 = 25, m25 = 11,
m26 = 22, m27 = 20, m28 = 9, m29 = 26, m30 = 8, a1 = 10, a2 = 8, a3 = 4, a4 = 3, a5 = 4,
a6 = 2, a7 = 4, a8 = 2, a9 = 2, a10 = 2, a11 = 5, a12 = 3, a13 = 4, a14 = 3, a15 = 2, a16 = 2,
a17 = 1, a18 = 2, a19 = 4, a20 = 4, a21 = 5, a22 = 3, a23 = 4, a24 = 2, a25 = 4, a26 = 4,
a27 = 1, a28 = 1, a29 = 4, a30 = 4, b1 = 6, b2 = 5, b3 = 1, b4 = 6, b5 = 7, b6 = 6, b7 = 10,
b8 = 9, b9 = 6, b10 = 18, b11 = 8, b12 = 9, b13 = 13, b14 = 14, b15 = 11, b16 = 14, b17 = 18,
b18 = 10, b19 = 12, b20 = 3, b21 = 16, b22 = 16, b23 = 17, b24 = 19, b25 = 5, b26 = 14, b27 = 17,
b28 = 4, b29 = 21, b30 = 1
and found our exact data using (3.7).
We standardized our parameters and found the ML-solution for our parameters, using
Mathematica. From our ML-estimates Mi’s, Ai’s and Bi’s, we found the ML-estimates
of the weights, probabilities and data using (3.10) to (3.12). Once again, the estimates
of the parameters, weights, probabilities and data were equal to the parameters, weights,
probabilities and data they were to estimate, which was to be expected (as our data were
exact data).
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3.4 Tests on random data
In this section, we will simulate random data (data that we simulate to take on the distri-
bution in (3.1)) for our model, using Mathematica based on chosen true parameters of the
mi’s, ai’s and bi’s, with n = 100, as follows:
pti = mi + aiSin[
2pi
T
t] +biCos[
2pi
T
t] and ptij =
pt
i
pt
i
+pt
j
(3.13)
Again mi’s, ai’s and bi’s are chosen in such a way that p
t
i > 0 for t = 0, ..., T − 1. We
then define our data, noting that xtij is the number of successes (where object i is preferred
over object j) in n trial, as follows:
xtij = Σ
n
γ=1y
t
ijγ (3.14)
where ytijγ = 1 if in comparison γ at time t of object i and j, object i is preferred, and 0 if
in comparison γ at time t of object i and j, object j is preferred.
To simulate this, for each i = 1, ..., N , j = i + 1, ..., N , t = 0, ..., T − 1 and γ = 1, ..., n,
we select a random number between 0 and 1 denoted rtijγ and we let:
ytijγ = 1 if r
t
ijγ < p
t
ij and 0 otherwise, and y
t
jiγ = 1− ytijγ . (3.15)
We find our ML-estimates Mi’s, Ai’s and Bi’s of m
st
i ’s, a
st
i ’s and b
st
i ’s using (3.2) and
(3.3). The msti ’s, a
st
i ’s and b
st
i ’s are defined as standardized parameters, as in (3.8). We chose
the initial values for the parameters, as in (3.4) to (3.6).
We compare our standardized parametersmsti ’s, a
st
i ’s and b
st
i ’s with our ML-estimateMi’s,
Ai’s and Bi’s which will comply with (3.3) (in other words they are already standardized).
Note: We get the same ptij ’s and data x
t
ij’s whether we use our parameters or standardized
parameters to find them, and ranking does not differ whether we work with the weights or
standardized weights to rank objects.
From our ML-estimates Mi’s, Ai’s and Bi’s, and from (3.1) taking into account that an
estimate of X is E(X) = np for X ∼ Binomial(n,p), we get the ML-estimates of the weights
pt sti , the ML-estimates of the probabilities p
t
ij and the ML-estimates of the data x
t
ij using
(3.10) to (3.12).
As in the previous chapter, to test our method of solving our ML-equations, we substitute
our Mi’s, Ai’s and Bi’s into the mi’s, ai’s and bi’s in the ML-equations (3.2), resulting
in equality; and an indication that the ML-estimates are global maxima of the likelihood
function is the fact that if we substitute values of the true parameters mi’s, ai’s and bi’s
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into the likelihood function, a slightly smaller value is obtained than if we substitute their
ML-estimates Mi’s, Ai’s and Bi’s into the likelihood function.
Also, the fact that when we work with exact data, the model gives the estimates of the
parameters (that are equal to the true parameters) which yield estimates of the data that are
equal to the exact data, indicates that our model works correctly and that the ML-estimates
are global maxima of the likelihood function.
3.4.1 T = 12, 20, 60, 100;N = 3
We chose our true parameters to be:
m1 = 20, m2 = 18, m3 = 15, a1 = 10, a2 = 8, a3 = 4, b1 = 6, b2 = 5, b3 = 1,
and simulated data, using (3.13) to (3.15) based on these parameters and based on the time
periods 12, 20, 60 and 100.
We found our ML-estimates of the parameters using (3.2) and (3.3) with the NSolve
function using starting values based on (3.4) to (3.6).
Comparing the Mean Squared Error (MSE) and Mean Absolute Error (MAE) between
the simulated data xtij and the estimated dataX
t
ij over all t (t = 0, 1, ..., T−1), with the mean
of the actual data, for each fixed i and j, for the datasets T = 12, 20, 60, 100 respectively, we
see that our estimates are good. These are given in the following tables:
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 53.75 54.3995 10.0519 2.58033
1:3 56.9167 56.2672 38.5417 4.53453
2:3 51.3333 51.9828 18.9823 3.35522
Table 3.2. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 12 and N = 3.
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Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 53.4 53.0165 20.9214 3.49229
1:3 55.25 55.6335 18.6334 3.38994
2:3 53.1 52.7165 42.2543 5.32346
Table 3.3. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 20 and N = 3.
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 52.45 52.4656 32.029 4.3385
1:3 55.7 55.6844 26.1228 4.25757
2:3 53.2833 53.2989 19.6218 3.73953
Table 3.4. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 60 and N = 3.
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 52.15 51.9014 25.4676 4.06345
1:3 54.03 54.2786 23.0036 3.8898
2:3 52.67 52.4214 24.4784 3.99972
Table 3.5. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 100 and N = 3.
Below are plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in blue)
versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 12.
Fig. 3.1. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 12 and N = 3).
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Below are the plots of the simulated data xtij’s (in blue) versus the estimated data X
t
ij ’s
(in purple) found by (3.14) for T = 12.
Fig. 3.2. The random data xtij’s (in blue) versus the estimated
data Xtij ’s (in purple) for T = 12 and N = 3.
Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 20.
Fig. 3.3. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 20 and N = 3).
Below are the plots of the simulated data xtij’s (in blue) versus the estimated data X
t
ij ’s
(in purple) found by (3.14) for T = 20.
Fig. 3.4. The random data xtij’s (in blue) versus the estimated
data Xtij ’s (in purple) for T = 20 and N = 3.
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Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 60.
Fig. 3.5. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 60 and N = 3).
Below are the plots of the simulated data xtij’s (in blue) versus the estimated data X
t
ij ’s
(in purple) found by (3.14) for T = 60.
Fig. 3.6. The random data xtij’s (in blue) versus the estimated
data Xtij ’s (in purple) for T = 60 and N = 3.
Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 100.
Fig. 3.7. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 100 and N = 3).
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Below are the plots of the simulated data xtij’s versus the estimated data X
t
ij ’s (in purple)
found by (3.14) for T = 100.
Fig. 3.8. The random data xtij’s versus the estimated
data Xtij ’s (in purple) for T = 100 and N = 3.
3.4.2 T = 12, 20, 60, 100;N = 5
We chose our true parameters to be:
m1 = 20, m2 = 18, m3 = 15, m4 = 10, m5 = 13, a1 = 10, a2 = 8, a3 = 4, a4 = 3, a5 = 4,
b1 = 6, b2 = 5, b3 = 1,b4 = 6, b5 = 7,
and simulated data based on these parameters based on time periods 12, 20, 60 and 100.
Comparing the Mean Squared Error (MSE) and Mean Absolute Error (MAE) between
the simulated data xtij and the estimated data X
t
ij over all t (t = 0, 1, ..., T−1) with the mean
of the actual data, for each fixed i and j, for the datasets T = 12, 20, 60, 100 respectively, we
see that our estimates are good. These are given in tables 3.6 to 3.9 in the appendix at the
end of this chapter.
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Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) T = 12.
Fig. 3.9. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 12 and N = 5).
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Below are the plots of the simulated data xtij’s (in blue) versus the estimated data X
t
ij ’s
(in purple) found by (3.14) for T = 12.
Fig. 3.10. The random data xtij’s (in blue) versus the estimated
data Xtij ’s (in purple) for T = 12 and N = 5.
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Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 20.
Fig. 3.11. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 20 and N = 5).
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Below are the plots of the simulated data xtij’s (in blue) versus the estimated data X
t
ij ’s
(in purple) found by (3.14) for T = 20.
Fig. 3.12. The random data xtij’s (in blue) versus the estimated
data Xtij ’s (in purple) for T = 20 and N = 5.
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Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 60.
Fig. 3.13. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 60 and N = 5).
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Below are the plots of the simulated data xtij’s (in blue) versus the estimated data X
t
ij ’s
(in purple) found by (3.14) for T = 60.
Fig. 3.14. The random data xtij’s (in blue) versus the estimated
data Xtij ’s (in purple) for T = 60 and N = 5.
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Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 100.
Fig. 3.15. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 100 and N = 5).
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Below are the plots of the simulated data xtij’s (in blue) versus the estimated data X
t
ij ’s
(in purple) found by (3.14) for T = 100.
Fig. 3.16. The random data xtij’s (in blue) versus the
estimated data Xtij ’s (in purple) for T = 100 and N = 5.
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3.4.3 T = 12, 20, 60;N = 30
We chose our true parameters to be:
m1 = 20, m2 = 18, m3 = 15, m4 = 10, m5 = 13, m6 = 12, m7 = 18, m8 = 15, m9 = 11,
m10 = 23, m11 = 16, m12 = 15, m13 = 22, m14 = 20, m15 = 14, m16 = 20, m17 = 24,
m18 = 15, m19 = 17, m20 = 12, m21 = 22, m22 = 23, m23 = 25, m24 = 25, m25 = 11,
m26 = 22, m27 = 20, m28 = 9, m29 = 26, m30 = 8, a1 = 10, a2 = 8, a3 = 4, a4 = 3, a5 = 4,
a6 = 2, a7 = 4, a8 = 2, a9 = 2, a10 = 2, a11 = 5, a12 = 3, a13 = 4, a14 = 3, a15 = 2, a16 = 2,
a17 = 1, a18 = 2, a19 = 4, a20 = 4, a21 = 5, a22 = 3, a23 = 4, a24 = 2, a25 = 4, a26 = 4,
a27 = 1, a28 = 1, a29 = 4, a30 = 4, b1 = 6, b2 = 5, b3 = 1, b4 = 6, b5 = 7, b6 = 6, b7 = 10,
b8 = 9, b9 = 6, b10 = 18, b11 = 8, b12 = 9, b13 = 13, b14 = 14, b15 = 11, b16 = 14, b17 = 18,
b18 = 10, b19 = 12, b20 = 3, b21 = 16, b22 = 16, b23 = 17, b24 = 19, b25 = 5, b26 = 14, b27 = 17,
b28 = 4, b29 = 21, b30 = 1
and simulated the data based on these parameters, based on time periods 12, 20 and 60.
Comparing the Mean Squared Error (MSE) and Mean Absolute Error (MAE) between
the simulated data xtij and the estimated data X
t
ij over all t (t = 0, 1, ..., T − 1), with the
mean of the actual data, for each fixed i and j, for the datasets T = 12, 20, 60 respectively,
we see that our estimates are good. These are given for some pairs of objects in tables 3.10
to 3.12 in the appendix at the end of this chapter.
77
Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 12.
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Fig. 3.17. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 12 and N = 30).
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Below are selected plots of the simulated data xtij’s (in blue) versus the estimated data
Xtij ’s (in purple) found by (3.14) for T = 12.
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Fig. 3.18. Some of the random data xtij’s (in blue) versus the
estimated data Xtij ’s (in purple) for T = 12 and N = 30.
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Below are the plots of the standardized true weights found by (3.8) and (3.9) pt sti ’s (in
blue) versus the estimated weights P ti ’s (in purple) found by (3.10) for T = 20.
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Fig. 3.19. The standardized true weights pt sti ’s (in blue) versus the estimated
weights P ti ’s (in purple) (for the random data for T = 20 and N = 30).
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Below are selected plots of the simulated data xtij’s (in blue) versus the estimated data
Xtij ’s (in purple) found by (3.14) for T = 20.
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Fig. 3.20. Some of the random data xtij’s (in blue) versus the
estimated data Xtij ’s (in purple) for T = 20 and N = 30.
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The plots of the simulated data xtij’s versus the estimated data X
t
ij ’s found by (3.14)
for T = 60 are given in Appendix B.1 in the Mathematica code used to find them and the
ML-estimates of the parameters.
3.5 Conclusion
We have created a time series model for paired comparisons, namely, the Sinusoidal Bradley-
Terry Model. We used the maximum likelihood approach to solve the model. The ML-
equations do not yield a closed form solution; thus we used Mathematica to find numeric
solutions. We tested our model in Mathematica, using exact and randomly simulated data.
We identified the following approach to find initial values for our estimates:
Find the solution of the Bradley-Terry Model, based on the data from the time periods
(t = 0, T
4
, T
2
and 3T
4
). We will denote them as the P 0:BTi ’s, P
T
4
:BT
i ’s, P
T
2
:BT
i ’s and P
3T
4
:BT
i ’s
respectively. Now, for all values of i we set:
• Mi = (P 0:BTi + P
T
2
:BT
i )/2
• Ai = (P
T
4
:BT
i − P
3T
4
:BT
i )/2
• Bi = (P 0:BTi − P
T
2
:BT
i )/2
For exact data, i.e. data that fit our distribution perfectly, i.e. xtij = E(x
t
ij), for the
different cases where we vary T , the number of time periods, and N , the number of objects,
we found that the estimates Mi’s, Ai’s, Bi’s, P
t
i ’s, P
t
ij ’s and X
t
ij’s were exactly the same as
the msti ’s, a
st
i ’s, b
st
i ’s, p
t st
i ’s, p
t
ij ’s and x
t
ij’s that they were intended to estimate.
For random data, i.e. data that we simulated to take on the distribution in (3.1) (see
(3.13) to (3.15)), for the different cases where we vary T , the number of time periods, and
N , the number of objects, we found, based on comparing the Mean Squared Error (MSE)
and Mean Absolute Error (MAE) between the simulated data xtij and the estimated data
Xtij , with the mean of the simulated data, for a fixed i and j over all t (t = 0, 1, ..., T − 1),
that our estimates were good.
We can thus conclude that the time series model for paired comparisons that we have
developed works quite well; and we can apply this model to real-life data, as in Chapter 4.
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3.6 Appendix
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 51.4167 51.1868 14.3629 3.34738
1:3 56.75 55.7536 9.06336 2.29657
1:4 66.8333 67.3059 24.1629 4.15755
1:5 60.8333 61.5869 23.7862 4.11612
2:3 53.0833 54.6048 18.1306 3.51075
2:4 67.5 66.3245 11.0343 2.66806
2:5 61.0833 60.5076 17.9457 3.52631
3:4 62. 61.6757 11.9033 2.83842
3:5 54.9167 55.766 14.6695 3.20414
4:5 44.5833 43.5561 18.9364 3.22298
Table 3.6. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 12 and N = 5.
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 52.55 52.2579 20.0902 3.23707
1:3 54.6 54.4335 29.7946 4.27308
1:4 67.45 67.7872 20.707 3.7675
1:5 61. 61.1214 30.7512 4.97572
2:3 53.3 52.2291 14.2564 3.01597
2:4 65.15 65.86 22.6087 3.77194
2:5 58.95 59.0188 18.541 3.49218
3:4 64.35 63.4629 20.1619 3.81344
3:5 57.05 56.6998 19.5137 2.96094
4:5 42.3 42.46 26.2183 4.09588
Table 3.7. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 20 and N = 5.
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Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 52.1833 51.8139 22.6167 3.7465
1:3 54.15 55.0369 20.7179 3.47215
1:4 67.1167 66.9575 20.9359 3.52562
1:5 60.6333 60.275 29.2766 4.509
2:3 53.4167 53.2803 19.8748 3.60791
2:4 64.9167 65.3308 18.4947 3.39964
2:5 59.1833 58.5361 23.1027 3.86473
3:4 61.85 62.0414 25.53 4.17876
3:5 54.65 55.2092 26.1252 3.92767
4:5 42.0833 42.5297 18.0921 3.25177
Table 3.8. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 60 and N = 5.
Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 52.01 51.7735 22.3181 3.81332
1:3 54.98 55.3749 20.9886 3.79939
1:4 67.72 67.3447 19.0505 3.5469
1:5 60.74 60.9569 25.3998 4.10629
2:3 53.57 53.6568 29.6475 4.45093
2:4 66.22 65.8583 20.8251 3.58812
2:5 59.27 59.3084 21.8956 3.7557
3:4 61.9 62.2542 18.5119 3.40401
3:5 55.49 55.6176 23.9542 3.68525
4:5 43.19 42.8072 24.422 4.02272
Table 3.9. The means of the actual random data and the estimated data,
and the Mean Squared Errors and Mean Absolute Errors, for T = 100 and N = 5.
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Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 53.0833 52.8991 19.1179 3.85783
1:3 56. 55.3578 18.5884 3.65868
1:4 67.5 66.8768 19.5357 3.38661
1:5 60.5 61.6866 22.1494 3.49938
1:6 61.5 61.7629 38.7848 4.93841
1:7 53.4167 52.9756 15.7666 3.23119
1:8 56.25 57.7674 29.2203 4.7944
1:9 63.5 64.2527 26.4002 4.20637
1:10 48.6667 49.1756 36.1671 4.50071
1:11 55. 55.8049 14.8152 2.90934
1:12 57.25 57.9181 34.5134 5.0553
1:13 48.1667 48.506 16.9481 3.73855
1:14 53.4167 51.9705 19.5854 3.71408
1:15 63.0833 61.7317 12.5202 2.56079
...
26:27 56.5 54.7738 13.1362 2.89965
26:28 70. 68.6645 10.8373 2.62887
26:29 49.1667 48.2245 17.8638 3.70802
26:30 70.75 70.615 23.6772 4.13179
27:28 65.6667 63.8637 23.7369 4.32201
27:29 42.8333 43.334 10.7032 2.60398
27:30 66.75 65.6692 19.5279 3.53352
28:29 31.4167 30.3443 11.1438 2.81757
28:30 51.9167 53.3081 41.0848 5.0782
29:30 70.25 71.109 16.1672 3.45321
Table 3.10. Some of the means of the actual random data and the estimated data,
and the corresponding Mean Squared Errors and Mean Absolute Errors, for T = 12 and N = 30.
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Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 51.8 52.0284 23.7651 3.80428
1:3 55.75 54.9912 17.6766 3.57702
1:4 68.25 67.4318 17.7079 3.02786
1:5 60.4 61.0826 12.09 2.52164
1:6 61. 62.0695 24.1106 3.79463
1:7 52.8 52.5742 19.1716 3.58914
1:8 57.1 56.7977 21.2609 3.49861
1:9 62.15 64.1931 29.9082 4.49742
1:10 49.3 49.6283 21.2216 3.48949
1:11 56.3 55.6909 12.3374 2.85939
1:12 57.9 57.5232 27.026 3.96772
1:13 48.45 48.105 38.3382 4.70876
1:14 51.5 51.5477 22.0028 4.01643
1:15 61.5 61.0547 15.5701 3.07344
...
26:27 55.6 56.5133 24.7351 4.19982
26:28 69.55 69.5034 26.1042 4.46653
26:29 50.7 49.3566 14.9691 2.99962
26:30 73.1 71.6428 14.8616 3.08066
27:28 62.25 63.0839 13.1516 2.95929
27:29 41.7 42.6777 20.4242 3.9129
27:30 65.4 65.153 7.31073 2.16866
28:29 30.65 30.48 16.6077 3.17759
28:30 53.2 53.5392 25.2628 4.24634
29:30 71.75 71.2101 10.6414 2.78918
Table 3.11. Some of the means of the actual random data and the estimated data,
and the corresponding Mean Squared Errors and Mean Absolute Errors, for T = 20 and N = 30.
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Objects (i : j) Mean of actual data Mean of estimated data MSE MAE
1:2 51.8167 51.9396 27.0707 4.03648
1:3 55.3333 54.87 23.07 3.68757
1:4 66.0833 66.8869 22.8726 3.67209
1:5 60.9833 60.481 28.1988 4.26736
1:6 60.9833 61.4051 28.7208 4.20985
1:7 52.4667 52.269 29.8988 4.20504
1:8 57.0833 56.9845 24.5368 3.8602
1:9 62.9667 63.951 19.621 3.43507
1:10 49.4833 49.2144 20.5482 3.62326
1:11 54.6 55.2085 22.8967 3.75282
1:12 57.2833 57.0991 25.7025 4.24046
1:13 47.8667 47.7765 29.4305 4.15795
1:14 50.5667 51.1555 23.5909 4.13904
1:15 60.0833 60.5997 19.8554 3.85891
...
26:27 55.4333 55.4479 35.5027 5.03676
26:28 69.5333 69.072 19.8001 3.5931
26:29 47.5667 48.5097 22.8952 3.74331
26:30 71.4833 70.9933 20.6371 3.72158
27:28 63.0167 63.5915 27.6113 4.19023
27:29 42.6 42.9052 27.8871 4.32715
27:30 66.2333 65.3393 18.372 3.62037
28:29 28.6167 30.227 29.6761 4.35862
28:30 53.1167 53.2061 20.9255 3.83634
29:30 70.4667 71.1599 22.5448 3.39937
Table 3.12. Some of the means of the actual random data and the estimated data,
and the corresponding Mean Squared Errors and Mean Absolute Errors, for T = 60 and N = 30.
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Chapter 4
The Estimation of Missing
Temperature Data using the
Linear-Trend Bradley-Terry Model
and the Sinusoidal Bradley-Terry
Model
4.1 Introduction
As was mentioned in the literature review in section 1.4, in a section of a paper of Mraoua
[38], the daily average temperature data for the Casablanca weather station were obtained
for January 1960 to December 2003. 0.5% of the data were missing, and these data were
estimated using principal component analysis (PCA). To evaluate the performance of the
PCA method, a sample contains 573 observations for 11 variables (neighbouring weather
stations) was obtained and the missing data were created artificially. These values are
reconstructed using an iterative algorithm of the PCA method.
It was mentioned by Hilliard-Lomas [21] that before 1996, paired comparison models
for discrete distributions had not been successfully constructed. Continuous models were
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used on discrete data, in which case many assumptions that should have been met for using
such models had been violated. These violations were simply overlooked. Similarly, we
will use our Linear-Trend Bradley-Terry and Sinusoidal Bradley-Terry Models for different
scenarios than those for which the Bradley-Terry Model is usually used; thus, violating the
assumption that the data are from a binomial experiment. This is obviously not a serious
violation, because if a model fits a certain dataset well, then it can be used to model the
dataset, and we can in any case test the accuracy of the estimates made by doing so.
The normal distribution often gets used to approximate the binomial distribution (thus
the binomial distribution can get used to approximate the normal distribution), thus models
like the Bradley-TerryModel, the Linear-Trend Bradley-Terry Model and Sinusoidal Bradley-
Terry Model, which has the binomial distribution as the underlying distribution of the scores
(data), can be used in certain cases where the data is approximately normal. This is one of
the main features of this thesis, that is, to apply paired comparisons models to data that
comprise non-standard paired comparisons.
In this chapter, we will work with the temperature data from weather stations in Coega,
Port Elizabeth and Uitenhage. The temperatures of an area (and the difference between the
temperatures of two areas) over a long period (for example, a year) have a sinusoidal pattern.
Temperatures (or the difference between temperatures) for a small period (for example, a
week), are approximately linear. On the next page, we give the plots of the daily average
temperatures for Coega, Port Elizabeth and Uitenhage for 1 January 2006 to 31 December
2008.
To evaluate the performance of the Linear-Trend Bradley-Terry Model and the Sinusoidal
Bradley-Terry Model on estimating missing temperature data, we are going to artificially
remove single observations of temperature for a time period of a year, one day at a time,
from Coega’s temperature dataset and use the Linear-Trend Bradley-Terry Model and the
Sinusoidal Bradley-Terry Model to estimate these data points. We will treat the dataset as
if there were actually no missing data points and only artificially removed points, and any
data points that are really missing we will estimate with a simple interpolation procedure
and treat them as if they were real data points.
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Fig. 4.1. The daily average temperatures for Coega for 1 January 2006 to 31 December 2008
Fig. 4.2. The daily average temperatures for Port Elizabeth for 1 January 2006 to 31 December 2008
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Fig. 4.3. The daily average temperatures for Uitenhage for 1 January 2006 to 31 December 2008
In the paper of Mraoua [38], the square root of the Mean Square Error (MSE) was used to
evaluate the accuracy of estimates, when removing 1, 2, 3, 4 or 7 consecutive values once off.
In our paper, MSE, as well as other criteria are used to evaluate the accuracy of estimates
when removing only 1 value at a time, not once off, but for each day of a period of a year.
The daily maximum and minimum temperatures were received for Port Elizabeth, Uiten-
hage and Coega for 1 January 2005 until 1 January 2009. We then calculated the average
temperature on each day for these areas as y(area)(day) = the average of the area’s maximum
temperature of the day and the area’s minimum temperature of the day. On 5 days the
temperatures (both maximum and minimum) were not recorded in Coega in this time pe-
riod, namely 3 May 2006, 8-10 May 2006 and 26 March 2007. As it comprised so few days
on which temperatures were not recorded, we simply put values in the dataset for them as
follows:
yCoega 3 May 2006 = (yCoega 2 May 2006 + yCoega 4 May 2006)/2
yCoega 26 March 2007 = (yCoega 25 March 2007 + yCoega 27 March 2007)/2
yCoega 9 May 2006 = (yCoega 7 May 2006 + yCoega 11 May 2006)/2
(yCoega 8 May 2006 and yCoega 10 May 2006 was not available)
yCoega 8 May 2006 = (yCoega 7 May 2006 + yCoega 9 May 2006)/2
101
(using yCoega 9 May 2006 as calculated above)
yCoega 10 May2006 = (yCoega 9 May 2006 + yCoega 11 May 2006)/2
(using yCoega 9 May 2006 as calculated above)
4.2 Methodology
For the sake of simplicity, we will treat these estimates as the true average temperatures on
these days and define our “actual dataset” to have these values for the days on which tem-
peratures were not measured. We used the different techniques given below to estimate our
data. The Mathematica code for the techniques are given in Appendix C.1. As benchmarks,
we will be comparing our estimates to those obtained by the following methods:
• Linear Regression of temperature
• Multiple Linear Regression of temperatures
• Linear Regression of differences of temperature
We will also be looking at the performance of estimates received as linear combinations of
the estimates (using the different estimation techniques).
For each technique (based on the Linear-Trend and the Sinusoidal Bradley-Terry Models),
it should be noted that the likelihood is proportional to
(
pt
i
pt
i
+pt
j
)xtij × ( ptj
pt
i
+pt
j
)xtji
, and that the
estimates Xt12 and X
t
13 of x
t
12 and x
t
13 respectively that gets used (as explained later) in
calculation the missing data estimates is defined as Xt12 = n(
P t1
P t1+P
t
2
) and Xt13 = n(
P t1
P t1+P
t
2
),
where the P ti ’s are the estimates of the p
t
i’s.
The models in sections 4.2.1 to 4.2.9 are run where time 0 is:
• 29 December 2005 until 28 December 2006 to estimate Coega’s temperatures in 2006.
(Time 3 (the middle of 0,1,..,6) is thus 1 January 2006 until 31 December 2006.)
• 29 December 2006 until 28 December 2007 to estimate Coega’s temperatures in 2007.
(Time 3 (the middle of 0,1,..,6) is thus 1 January 2007 until 31 December 2007.)
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• 29 December 2007 until 28 December 2008 to estimate Coega’s temperatures in 2008.
(Time 3 (the middle of 0,1,..,6) is thus 1 January 2008 until 31 December 2008.)
The models in sections 4.2.10 to 4.2.11 are run where time 0 is:
• 2 July 2005 until 1 July 2006 to estimate Coega’s temperatures in 2006.
(Time 182 (the middle of 0,1,..,365) is thus 1 January 2006 until 31 December 2006.)
• 2 July 2006 until 1 July 2007 to estimate Coega’s temperatures in 2007.
(Time 182 (the middle of 0,1,..,366) is thus 1 January 2007 until 31 December 2007.)
• 2 July 2007 until 2 July 2008 (because 2008 is a leap year) to estimate Coega’s tem-
peratures in 2008.
(Time 182 (the middle of 0,1,..,366) is thus 1 January 2008 until 31 December 2008.)
4.2.1 Linear-Trend Bradley-Terry 1 (LBT1) estimates
We run the Linear-Trend Bradley-Terry (where T = 7 (i.e. working with a week’s data at a
time) and N = 3) as follows:
1. We defined our dataset xtij = y
t
i = temperature in area i at time t for t = 0, 1, 2, ..., 6.
Note that xtij does not depend on j, and the link between the temperature in area i
and the temperature in area j at time t is obtained by how we will define ntij.
(Area 1 = Coega, Area 2 = Uitenhage and Area 3 = Port Elizabeth).
2. We assume y31 is missing and replace it with the average of y
t
1 for t = 0, 1, 2, 4, 5, 6
(i.e. for each day of the year, one day at a time, we assume Coega’s temperature was
missing on the day, and replace it with a value (the average temperature in Coega of
the three days before and the three days after this day) in the dataset. This value,
almost like an “initial value” of the missing temperature in Coega on the given day,
gets used in the calculations of the estimate of the missing temperature in Coega on
the given day.)
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Note: The average of yt1 for t = 0, 1, 2, 4, 5, 6 is the same as the estimate of the data at
time 3 (i.e. Y 31 ) received from a linear regression of of (t, y
t
1) for t = 0, 1, 2, 4, 5, 6.
3. We replace n with ntij = x
t
ij+x
t
ji to link the temperature in area i and the temperature
in area j at time t.
4. We run our Linear-Trend Bradley-Terry Model, as given in (2.2) and (2.3) and find
the estimates X312 and X
3
13 of x
3
12 and x
3
13 using (2.8) to (2.10).
5. The estimate of Coega’s temperature is then given as the average of X312 and X
3
13.
We sometimes struggled to solve the model using the initial values of the weights sug-
gested in section 2.2. We thus tried the following initial values when this was the case:
1. The weights obtained from the Approximate Linear-Trend Bradley-Terry 1 estimates
(see section 4.2.2).
2. The weights obtained from the Linear-Trend Bradley-Terry 1 estimates from one time
period back.
3. The weights obtained from the Linear-Trend Bradley-Terry 1 estimates from two time
periods back.
4. The weights obtained from the Linear-Trend Bradley-Terry 2 estimates (see section
4.2.3).
5. The weights obtained from the Linear-Trend Bradley-Terry 2 estimates from one time
period back.
6. The weights obtained from the Linear-Trend Bradley-Terry 2 estimates from two time
periods back.
7. Various linear combinations of the above weights.
We were thus always able to find estimates when using this model.
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4.2.2 Approximate Linear-Trend Bradley-Terry 1 (ALBT1) esti-
mates
This model is exactly the same as the Linear-Trend Bradley-Terry 1 estimates, except that
we replaced equation N of the second set of ML-equations in (2.2), i.e. ΣT−1t=0 t
(
f tN − gtN
)
= 0,
with ΣNi=1Bi = 1, just as we replaced equation N of the first set of ML-equations in (2.2)
with (2.3), i.e. with ΣNi=1Ai = 0. We then simply solve the model, using the initial values of
the weights suggested in section 2.2.
4.2.3 Linear-Trend Bradley-Terry 2 (LBT2) estimates
Exactly the same as the Linear-Trend Bradley-Terry 1 estimates, except that when we assume
that y31 is missing, we replace it with its multiple linear regression estimate, as defined in
section 4.2.7, thus resulting in a slightly different estimate to that obtained from the LBT1
Model. This was explained in the first point 2 of section 4.2.1.
4.2.4 Approximate Linear-Trend Bradley-Terry 2 (ALBT2) esti-
mates
This model is exactly the same as the Linear-Trend Bradley-Terry 2 estimates, except that
we replaced equation N of the second set of ML-equations in (2.2), i.e. ΣT−1t=0 t
(
f tN − gtN
)
= 0,
with ΣNi=1Bi = 1, just as we replaced equation N of the first set of ML-equations in (2.2)
with (2.3), i.e. with ΣNi=1Ai = 0. We then simply solve the model, using the initial values of
the weights suggested in section 2.2.
4.2.5 Linear-Trend Bradley-Terry using differences (LBTD) esti-
mates
We run the Linear-Trend Bradley-Terry (where T = 7 and N = 3) as follows:
1. We defined yti = temperature in area i at time t for t = 0, 1, 2, ..., 6.
(Area 1 = Coega, Area 2 = Uitenhage and Area 3 = Port Elizabeth).
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2. We defined our dataset xtij = y
t
i − ytj + n2 for t = 0, 1, 2, ..., 6, where n is chosen to be
sufficiently large so that xtij > 0 for all i, j = 1, 2, 3 and all t values. We simply chose
n = 20 for each iteration, so that the smallest xtij is slightly larger than 0, which seems
to be one of the best choices for n.
3. We assume y31 is missing and must be estimated, thus x
3
12 and x
3
13 is also unknown.
4. We run our Linear-Trend Bradley-Terry Model as given in (2.2) and (2.3) with time 3
taken out of the equations, and found the estimates X312 and X
3
13 of x
3
12 and x
3
13 using
(2.8) until (2.10).
5. The estimate of Coega’s temperature is then given as the average of X312 + y
3
2 − n2 and
X313 + y
3
3 − n2 .
We sometimes struggled to solve the model using the initial values of the weights sug-
gested in section 2.2. We thus tried the following initial values when this was the case:
1. The weights obtained from the Approximate Linear-Trend Bradley-Terry using differ-
ences estimates (see section 4.2.6).
2. The weights obtained from the Linear-Trend Bradley-Terry using differences estimates
from one time period back.
3. The weights obtained from the Linear-Trend Bradley-Terry using differences estimates
from two time periods back.
4. Various linear combinations of the above weights.
We were thus always able to find estimates by using this model.
4.2.6 Approximate Linear-Trend Bradley-Terry using differences
(ALBTD) estimates
This model is exactly the same as the Linear-Trend Bradley-Terry using differences esti-
mates except that we replace equation N of the second set of ML-equations in (2.2), i.e.
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ΣT−1t=0 t
(
f tN − gtN
)
= 0, with ΣNi=1Bi = 0, just as we replaced equation N of the first set of
ML-equations in (2.2) with (2.3), i.e. with ΣNi=1Ai = 1. We then have no problem solving
the model using the initial values of the weights suggested in section 2.2.
4.2.7 Linear Regression of temperature (REG) estimates
1. We defined our dataset yt = temperature in Coega at time t for t = 0, 1, 2, ..., 6.
2. We assume y3 is missing and estimate it by finding a and b in the linear regression
equation yt = a + bt through the points yt for t = 0, 1, 2, 4, 5, 6.
3. We estimate y3 as Y3 = a+ b(3).
4.2.8 Multiple Linear Regression of temperatures (MREG) esti-
mates
1. We defined our dataset yti = temperature in area i at time t for t = 0, 1, 2, ..., 6.
(Area 1 = Coega, Area 2 = Uitenhage and Area 3 = Port Elizabeth).
2. We assume y31 is missing and estimate it by finding the linear regression equation
yt1 = a + by
t
2 + cy
t
3 through the points y
t
i for i = 1, 2, 3 and t = 0, 1, 2, 4, 5, 6.
3. We estimate y31 as Y
3
1 = a + by
3
2 + cy
3
3 by using the temperature of Uitenhage y
3
2 and
Port Elizabeth y32 on the day (when t = 3) that the temperature was not measured in
Coega.
4.2.9 Linear Regression of differences of temperature (REGD) es-
timates
1. We defined yti = temperature in area i at time t for t = 0, 1, 2, ..., 6.
(Area 1 = Coega, Area 2 = Uitenhage and Area 3 = Port Elizabeth).
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2. We defined our dataset xtij = y
t
i − ytj + n2 for t = 0, 1, 2, ..., 6, where n is chosen to
be sufficiently large, so that xtij > 0 for all i, j = 1, 2, 3 and all t. We simply chose
n = 20 for each iteration, so that the smallest xtij is slightly larger than 0, as was done
previously.
3. We assume y31 is missing and must be estimated, thus x
3
12 and x
3
13 is also unknown.
4. We estimate x312 by finding a1 and b1 in the linear regression equation x
t
12 = a1 + b1t
through the points xt12 for t = 0, 1, 2, 4, 5, 6.
5. We estimate x313 by finding a2 and b2 in the linear regression equation x
t
13 = a2 + b2t
through the points xt13 for t = 0, 1, 2, 4, 5, 6.
6. We thus estimate x312 as X
3
12 = a1 + b1(3) and x
3
13 as X
3
13 = a2 + b2(3).
7. The estimate of Coega’s temperature is then given as the average of X312 + y
3
2 − n2 and
X313 + y
3
3 − n2 .
4.2.10 Sinusoidal Bradley-Terry using differences (SBTD) esti-
mates
We run the Sinusoidal Bradley-Terry (where T = 365 or 366 (for 2008) and N = 3) as
follows:
1. We defined yti = temperature in area i at time t for t = 0, 1, 2, ..., 364 (or 365 for 2008).
(Area 1 = Coega, Area 2 = Uitenhage and Area 3 = Port Elizabeth).
2. We defined our dataset xtij = y
t
i − ytj + n2 for t = 0, 1, 2, ..., 364 (or 365 for 2008), where
n is chosen to be sufficiently large so that xtij > 0 for all i, j = 1, 2, 3 and all t values.
We simply chose n = 20 for each iteration, so that the smallest xtij is slightly larger
than 0, which seems to be one of the best choices for n.
3. We assume y1821 is missing and must be estimated, thus x
182
12 and x
182
13 is also unknown.
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4. We run our Sinusoidal Bradley-Terry Model as given in (3.2) and (3.3) with time 182
taken out of the equations, and found the estimates X18212 and X
182
13 of x
182
12 and x
182
13
using (3.10) to (3.12).
5. The estimate of Coega’s temperature is then given as the average of X18212 + y
182
2 − n2
and X18213 + y
182
3 − n2 .
We struggled to solve the model using the initial values of the weights suggested in (3.4)
to (3.6). We thus tried the following initial values when this was the case:
1. The weights obtained from the Approximate Sinusoidal Bradley-Terry using differences
estimates (see section 4.2.11).
2. The weights obtained from the Sinusoidal Bradley-Terry using differences estimates
from one time period back.
3. The weights obtained from the Sinusoidal Bradley-Terry using differences estimates
from two time periods back.
4. Various linear combinations of the above weights.
Convergence in finding estimates using this model was to slow for practical purposes, and
thus the results of this model will not be included in the next section (the results section).
4.2.11 Approximate Sinusoidal Bradley-Terry using differences (AS-
BTD) estimates
This model is exactly the same as the SBTD estimates, except that we replace equation N of
the second set of ML-equations in (3.2), i.e. ΣT−1t=0 Sin[
2pi
T
t]
(
f tN − gtN
)
= 0, with ΣNi=1Ai = 0,
and equation N of the third set of ML-equations in (3.2), i.e. ΣT−1t=0 Cos[
2pi
T
t]
(
f tN − gtN
)
= 0,
with ΣNi=1Bi = 0, just as we replaced equation N of the first set of ML-equations in (3.2)
with (3.3), or alternatively with ΣNi=1Mi = 1. We then simply solve the model using the
initial values of the weights suggested in section (3.4) to (3.6).
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4.2.12 Linear Combinations of estimates
The estimates from the models that work with differences of temperature are very much
determined by the temperature in Port Elizabeth and Uitenhage on the day that the tem-
perature is missing in Coega, while the estimates from models that work with just the
temperatures is more influenced by the temperature in Coega on the days before and after
the temperature was not measured. We thus felt that it would be interesting to look at the
linear combinations of various estimates of temperatures received from the models:
• Linear-Trend Bradley-Terry 1 estimates
• Approximate Linear-Trend Bradley-Terry 1 estimates
• Linear-Trend Bradley-Terry 2 estimates
• Approximate Linear-Trend Bradley-Terry 2 estimates
• Linear-Trend Bradley-Terry using differences estimates
• Approximate Linear-Trend Bradley-Terry using differences estimates
• Linear Regression of temperature estimates
• Multiple Linear Regression of temperatures estimates
• Linear Regression of differences of temperature estimates
• Approximate Sinusoidal Bradley-Terry using differences estimates
4.3 Results of the combination of estimates
In this section, we look at the following criteria to evaluate the combinations of the estimates,
as mentioned in section 4.2:
• The R-squared values between the real data and the estimates of the data
• The Adjusted R-squared values between the real data and the estimates of the data
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• The Mean Absolute Error (MAE) between the real data and the estimates of the data
• The Mean Squared Error (MSE) between the real data and the estimates of the data
• The Maximum Absolute Error (Max AE) between the real data and the estimates of
the data
• The Smoothed proportion of times that the Absolute Error between the real data and
the estimates of the data are 0
• The Smoothed proportion of times that the Absolute Error between the real data and
the estimates of the data are at least 3
The combination which yields a maximum R2 or Adjusted R2 can be seen as best, while
the combination which yields a minimum MAE, MSE, or Max AE can be seen as best.
Similarly, we want the proportion of times that the Absolute Error between the real data
and the estimates of the data are 0 to be maximized, and the proportion of times that
the Absolute Error between the real data and the estimates of the data are are least 3, to
be minimized. If we were to plot the graph of the linear combination of a × estimate 1
+(1− a)× estimate 2 as a goes from 0 to 1 for the last two criteria, we would see that this
graph needs smoothing. This graph is given for the optimal combination of estimates in
section 4.4.
We thus smooth these criteria as follows:
1. For each point f(a) we take the average of this point, the point before and the point
after it.
i.e. f(a) is replaced by (f(a− 0.01) + f(a) + f(a + 0.01))/3
2. We employ the above 32 times for a much smoother graph.
We also look at the Mean Squared Error and Mean Absolute Error between the real data
and the estimates of the data for:
• The 20% most unreliable(1) days
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• The 20% most unreliable(2) days
For the linear combination of estimate 1 and estimate 2, when we say 20% most unreli-
able(i) days, we mean the first 20% of the days when days are ranked from largest to smallest
according to absolute difference of the real temperature and estimated temperature for the
day using estimate i (i = 1, 2).
We give five criteria (R-squared, Adjusted R-squared, Mean Absolute Error, Mean Squared
Error and Maximum Absolute Error) calculated between the real data and the estimates of
the data, for each estimate (diagonal elements), and each linear combination of estimates (off-
diagonal elements). We also give the optimal value of a in a×estimate 1+(1−a)×estimate 2
for each linear combination of estimates in terms of these criteria, where estimate 1 is given
on the left of the table and estimate 2 is given at the top of the table, followed by ranks of the
combinations according to these criteria. These are found in tables 4.1.1.1 to 4.5.3.3 in the
appendix at the end of this chapter. The results of the other criteria are found in Appendix
C.2. Note that we also include the combinations of the estimates with themselves, i.e. simply
the estimate not as a linear combination. These estimates did not need smoothing.
We decided that the best criteria to use to evaluate the linear combination of estimates
are the Mean Squared Error and the Mean Absolute Error. Using the Mean Absolute Error
as our criterion, the best four linear combinations of estimates were:
For 2006 :
1. 0.16×MREG estimate + 0.84×ASBTD estimate
2. 0.24×ALBT2 estimate + 0.76×ASBTD estimate
3. 0.05×ALBT1 estimate + 0.95×ASBTD estimate
4. 0.03× REG estimate + 0.97×ASBTD estimate
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For 2007 :
1. 0.23×LBT2 estimate + 0.77×ASBTD estimate
2. 0.2×MREG estimate + 0.8×ASBTD estimate
3. 0.27×ALBT2 estimate + 0.73×ASBTD estimate
4. 0.13×LBT1 estimate + 0.87×ASBTD estimate
For 2008 :
1. 0.16×LBT1 estimate + 0.84×ASBTD estimate
2. 0.14×ALBT1 estimate + 0.86×ASBTD estimate
3. 0.08×REG estimate + 0.92×ASBTD estimate
4. 0.16×LBTD estimate + 0.84×ASBTD estimate
Using the Mean Squared Error as our criterion, the best four linear combinations of
estimates were:
For 2006 :
1. 0.16×MREG estimate + 0.84×ASBTD estimate
2. 0.11×ALBT1 estimate + 0.89×ASBTD estimate
3. 0.06×REG estimate + 0.94×ASBTD estimate
4. 0.23×ALTB2 estimate + 0.77×ASBTD estimate
For 2007 :
1. 0.21×LBT1 estimate + 0.79×ASBTD estimate
2. 0.33×LBT2 estimate + 0.67×ASBTD estimate
3. 0.11×REG estimate + 0.81×ASBTD estimate
4. 0.18×ALBT1 estimate + 0.82×ASBTD estimate
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For 2008 :
1. 0.13×LBT1 estimate + 0.87×ASBTD estimate
2. 0.13×ALBT1 estimate + 0.87×ASBTD estimate
3. 0.2×LBT2 estimate + 0.8×ASBTD estimate
4. 0.08×REG estimate + 0.92×ASBTD estimate
We can thus see that a linear combination of the Approximate Sinusoidal Bradley-Terry
Model using differences and one of the other estimates (all not using differences, except
one), with a higher weighting to the Approximate Sinusoidal Bradley-Terry Model using
differences were in the top 4 linear combinations of estimates each time. We also look at the
individual estimates with respect to Mean Squared Error and Mean Absolute Error. Using
the Mean Absolute Error as our criterion, the individual estimates from best to worst were:
For 2006 : ASBTD, ALBTD, REGD, ALBT2, LBT2, LBTD, MREG, LBT1, ALBT1,
REG.
For 2007 : ASBTD, ALBTD, REGD, ALBT2, LBT2, LBTD, MREG, LBT1, ALBT1,
REG.
For 2008 : ASBTD, REGD, ALBTD, ALBT2, LBT2, LBTD, MREG, LBT1, ALBT1,
REG.
Using the Mean Squared Error as our criterion, the individual estimates from best to
worst were:
For 2006 : ASBTD, ALBTD, REGD, ALBT2, LBT2, LBTD, MREG, LBT1, ALBT1,
REG.
For 2007 : ASBTD, ALBTD, REGD, LBT2, ALBT2, LBTD, MREG, LBT1, ALBT1,
REG.
For 2008 : ASBTD, REGD, ALBTD, LBT2, ALBT2, LBTD, LBT1, ALBT1, MREG,
REG.
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Note that regression will not necessarily minimize the mean squared error, as we are not
a finding mean squared error between data points and a regression line we fit to them, but
for all the data points, between the data point (which we assume to be missing) and the
regression estimate found (repeatedly for each day) by using only temperature data for the
days around the day on which temperature is assumed to be missing.
We can see that the Approximate Sinusoidal Bradley-Terry Model using differences was
always ranked first, followed by either the Approximate Linear-Trend Bradley-Terry Model
using differences and then the Regression Model using differences, or these two the other
way around.
We give the graphs of the linear combination of estimates, a×LBT1 estimate + (1 −
a)×ASBTD estimate, versus the actual temperatures, followed by the graphs of the various
criteria for this linear combination.
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Graphs of:
1. The actual temperatures (in blue)
2. a×LBT1 estimate + (1 − a)×ASBTD estimate (in yellow to red to black as a goes
from 0 to 1)
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Fig. 4.4. Graphs of:
1. The actual temperatures (in blue)
2. a×LBT1 estimate + (1 − a)×ASBTD estimate (in yellow to red to black as a goes
from 0 to 1)
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Fig. 4.5. Graphs of the criteria for the linear combination of estimates, a×LBT1 estimate +
(1− a)×ASBTD estimate, for 2006 (blue lines), 2007 (green lines) and 2008 (red lines)
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4.4 Conclusion
Our models performed well in estimating the missing temperature data. It is interesting
to note that the Approximate Linear-Trend Bradley-Terry Model using differences always
outperformed the Linear-Trend Bradley-Terry Model using differences, in terms of the Mean
Absolute Error and the Mean Squared Error. Also, the Approximate Linear-Trend Bradley-
Terry 2 Model always outperformed the Linear-Trend Bradley-Terry Model in terms of the
Mean Absolute Error, but outperformed the Linear-Trend Bradley-Terry Model two out of
three times in terms of the Mean Squared Error. The Linear-Trend Bradley-Terry 1 Model,
however, always outperformed the Approximate Linear-Trend Bradley-Terry 1 Model, in
terms of the Mean Absolute Error and the Mean Squared Error.
The best model was the Approximate Sinusoidal Bradley-Terry Model using differences.
The optimal combination of models was a linear combination of one of the estimates that
does not use differences of temperature and the Approximate Sinusoidal Bradley-Terry Model
using differences estimate, with a higher weighting given to the ASBTD estimate.
We would recommend the following technique for the using these models on estimating
missing temperature data:
1. Do the analysis, as we have done, on the days in a time period around the missing
temperature day, for example, the week before and the week after the missing tem-
perature day, making the temperatures for these days artificially missing, one day at
a time.
2. Choose a criterion to evaluate the estimates, and find which linear combination of
estimates yielded the best estimate (using the chosen criterion) most of the time.
3. Find the average value of a for the days in which this linear combination yielded the
best estimate, and find the estimated temperature for the true missing temperature
day using this linear combination of estimation techniques, with this average value of
a.
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4.5 Appendix
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.837515 0.837515 0.905091 0.915018 0.898644 0.920713 0.837515 0.8963 0.920499 0.929763
ALBT1 0.821002 0.908231 0.915698 0.902944 0.921285 0.821002 0.896087 0.921088 0.930468
LBT2 0.903222 0.913317 0.906249 0.920715 0.905318 0.903515 0.920496 0.929423
ALBT2 0.913317 0.916705 0.922718 0.914229 0.913317 0.92255 0.930838
LBTD 0.894742 0.920446 0.898357 0.909105 0.920212 0.929267
ALBTD 0.920446 0.921269 0.922621 0.920446 0.929417
REG 0.563914 0.886039 0.921065 0.930435
MREG 0.8826 0.92242 0.930932
REGD 0.920212 0.929384
ASBTD 0.929267
Table 4.1.1.1. R2 values between the real 2006 data and the estimates of the 2006 data
for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.16 0.15 0.23 0.06 1 0.36 0.06 0.08
ALBT1 0.22 0.16 0.28 0.1 1 0.34 0.1 0.11
LBT2 0 0.66 0.11 0.91 0.89 0.11 0.07
ALBT2 0.72 0.33 0.94 1 0.34 0.23
LBTD 0 0.88 0.57 0 0
ALBTD 0.94 0.81 1 0.11
REG 0.11 0.06 0.06
MREG 0.19 0.15
REGD 0.1
ASBTD
Table 4.1.1.2. Optimal a in terms of R2 values for 2006 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 39 30 43 20 50 45 21 5
ALBT1 53 36 29 42 15 53 46 17 3
LBT2 41 32 37 19 38 40 22 6
ALBT2 32 28 11 31 32 13 2
LBTD 47 23 44 35 26 9
ALBTD 23 16 12 23 7
REG 55 48 18 4
MREG 49 14 1
REGD 26 8
ASBTD 9
Table 4.1.1.3. Ranks in terms of R2 values for 2006 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.85056 0.85056 0.905686 0.907015 0.902948 0.91199 0.85056 0.889935 0.911937 0.922039
ALBT1 0.832235 0.907086 0.904374 0.906033 0.910905 0.832235 0.882571 0.910868 0.921445
LBT2 0.90328 0.905109 0.909352 0.91417 0.904575 0.90328 0.914096 0.922958
ALBT2 0.900908 0.913121 0.912759 0.901934 0.900908 0.912716 0.922092
LBTD 0.895844 0.910523 0.902379 0.909127 0.910423 0.920696
ALBTD 0.908636 0.910906 0.912636 0.908636 0.919396
REG 0.618525 0.86402 0.910868 0.921474
MREG 0.857366 0.912581 0.922333
REGD 0.908548 0.919393
ASBTD 0.91933
Table 4.1.2.1. R2 values between the real 2007 data and the estimates of the 2007 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.19 0.27 0.3 0.21 1 0.51 0.21 0.18
ALBT1 0.21 0.2 0.31 0.17 1 0.45 0.17 0.15
LBT2 0.6 0.61 0.42 0.93 1 0.42 0.3
ALBT2 0.55 0.38 0.93 1 0.38 0.27
LBTD 0.26 0.84 0.66 0.26 0.19
ALBTD 0.9 0.79 1 0.07
REG 0.16 0.1 0.09
MREG 0.22 0.18
REGD 0.07
ASBTD
Table 4.1.2.2. Optimal a in terms of R2 values for 2007 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 34 32 40 18 50 46 19 4
ALBT1 53 31 37 33 21 53 47 22 6
LBT2 38 35 26 11 36 38 12 1
ALBT2 43 13 14 42 43 15 3
LBTD 45 24 41 27 25 7
ALBTD 28 20 16 28 8
REG 55 48 23 5
MREG 49 17 2
REGD 30 9
ASBTD 10
Table 4.1.2.3. Ranks in terms of R2 values for 2007 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.829173 0.830881 0.890341 0.894865 0.879773 0.90757 0.829173 0.873662 0.907677 0.91767
ALBT1 0.821708 0.893075 0.893276 0.885778 0.907514 0.821708 0.869361 0.907649 0.917623
LBT2 0.887142 0.89 0.893995 0.908624 0.888615 0.887142 0.908703 0.918287
ALBT2 0.886098 0.899248 0.908392 0.888281 0.886098 0.908515 0.918237
LBTD 0.87359 0.906589 0.878097 0.889666 0.906701 0.916748
ALBTD 0.90631 0.907473 0.908219 0.906444 0.916489
REG 0.608555 0.84114 0.907618 0.917583
MREG 0.826367 0.908361 0.918238
REGD 0.906444 0.9165
ASBTD 0.916421
Table 4.1.3.1. R2 values between the real 2008 data and the estimates of the 2008 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.69 0.21 0.29 0.29 0.13 1 0.55 0.12 0.12
ALBT1 0.25 0.27 0.34 0.12 1 0.53 0.12 0.11
LBT2 0.54 0.63 0.25 0.92 1 0.24 0.2
ALBT2 0.58 0.23 0.9 1 0.23 0.19
LBTD 0.08 0.87 0.67 0.08 0.08
ALBTD 0.93 0.87 0 0.08
REG 0.24 0.07 0.07
MREG 0.13 0.12
REGD 0.08
ASBTD
Table 4.1.3.2. Optimal a in terms of R2 values for 2008 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 49 33 29 43 20 50 45 17 4
ALBT1 53 32 31 42 21 53 47 18 5
LBT2 38 34 30 12 36 38 11 1
ALBT2 40 28 14 37 40 13 3
LBTD 46 24 44 35 23 7
ALBTD 27 22 16 25 9
REG 55 48 19 6
MREG 52 15 2
REGD 25 8
ASBTD 10
Table 4.1.3.3. Ranks in terms of R2 values for 2008 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.837067 0.837067 0.904829 0.914784 0.898364 0.920494 0.837067 0.896014 0.92028 0.92957
ALBT1 0.820509 0.907978 0.915466 0.902677 0.921068 0.820509 0.895801 0.92087 0.930277
LBT2 0.902956 0.913078 0.905991 0.920496 0.905057 0.90325 0.920277 0.929228
ALBT2 0.913078 0.916475 0.922505 0.913993 0.913078 0.922336 0.930648
LBTD 0.894452 0.920227 0.898077 0.908854 0.919992 0.929072
ALBTD 0.920227 0.921052 0.922408 0.920227 0.929223
REG 0.562713 0.885725 0.920848 0.930244
MREG 0.882276 0.922206 0.930742
REGD 0.919992 0.929189
ASBTD 0.929072
Table 4.2.1.1. Adjusted R2 values between the real 2006 data and the estimates of the 2006 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.16 0.15 0.23 0.06 1 0.36 0.06 0.08
ALBT1 0.22 0.16 0.28 0.1 1 0.34 0.1 0.11
LBT2 0 0.66 0.11 0.91 0.89 0.11 0.07
ALBT2 0.72 0.33 0.94 1 0.34 0.23
LBTD 0 0.88 0.57 0 0
ALBTD 0.94 0.81 1 0.11
REG 0.11 0.06 0.06
MREG 0.19 0.15
REGD 0.1
ASBTD
Table 4.2.1.2. Optimal a in terms of Adjusted R2 values for 2006 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 39 30 43 20 50 45 21 5
ALBT1 53 36 29 42 15 53 46 17 3
LBT2 41 32 37 19 38 40 22 6
ALBT2 32 28 11 31 32 13 2
LBTD 47 23 44 35 26 9
ALBTD 23 16 12 23 7
REG 55 48 18 4
MREG 49 14 1
REGD 26 8
ASBTD 9
Table 4.2.1.3. Ranks in terms of Adjusted R2 values for 2006 data
127
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.850149 0.850149 0.905426 0.906759 0.902681 0.911747 0.850149 0.889632 0.911694 0.921824
ALBT1 0.831773 0.90683 0.904111 0.905774 0.910659 0.831773 0.882248 0.910623 0.921229
LBT2 0.903014 0.904847 0.909103 0.913934 0.904312 0.903014 0.913859 0.922745
ALBT2 0.900635 0.912882 0.912518 0.901664 0.900635 0.912475 0.921877
LBTD 0.895558 0.910276 0.90211 0.908876 0.910177 0.920478
ALBTD 0.908385 0.910661 0.912395 0.908385 0.919174
REG 0.617474 0.863646 0.910623 0.921258
MREG 0.856974 0.912341 0.922119
REGD 0.908296 0.919171
ASBTD 0.919107
Table 4.2.2.1. Adjusted R2 values between the real 2007 data and the estimates of the 2007 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.19 0.27 0.3 0.21 1 0.51 0.21 0.18
ALBT1 0.21 0.2 0.31 0.17 1 0.45 0.17 0.15
LBT2 0.6 0.61 0.42 0.93 1 0.42 0.3
ALBT2 0.55 0.38 0.93 1 0.38 0.27
LBTD 0.26 0.84 0.66 0.26 0.19
ALBTD 0.9 0.79 1 0.07
REG 0.16 0.1 0.09
MREG 0.22 0.18
REGD 0.07
ASBTD
Table 4.2.2.2. Optimal a in terms of Adjusted R2 values for 2007 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 34 32 40 18 50 46 19 4
ALBT1 53 31 37 33 21 53 47 22 6
LBT2 38 35 26 11 36 38 12 1
ALBT2 43 13 14 42 43 15 3
LBTD 45 24 41 27 25 7
ALBTD 28 20 16 28 8
REG 55 48 23 5
MREG 49 17 2
REGD 30 9
ASBTD 10
Table 4.2.2.3. Ranks in terms of Adjusted R2 values for 2007 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.828703 0.830417 0.89004 0.894576 0.879443 0.907316 0.828703 0.873315 0.907423 0.917444
ALBT1 0.821218 0.892782 0.892982 0.885464 0.90726 0.821218 0.869002 0.907395 0.917396
LBT2 0.886832 0.889697 0.893703 0.908373 0.888309 0.886832 0.908453 0.918062
ALBT2 0.885785 0.898971 0.908141 0.887974 0.885785 0.908264 0.918012
LBTD 0.873243 0.906333 0.877762 0.889363 0.906445 0.91652
ALBTD 0.906053 0.907218 0.907967 0.906187 0.916259
REG 0.607479 0.840703 0.907364 0.917357
MREG 0.82589 0.908109 0.918014
REGD 0.906187 0.916271
ASBTD 0.916191
Table 4.2.3.1. Adjusted R2 values between the real 2008 data and the estimates of the 2008 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.69 0.21 0.29 0.29 0.13 1 0.55 0.12 0.12
ALBT1 0.25 0.27 0.34 0.12 1 0.53 0.12 0.11
LBT2 0.54 0.63 0.25 0.92 1 0.24 0.2
ALBT2 0.58 0.23 0.9 1 0.23 0.19
LBTD 0.08 0.87 0.67 0.08 0.08
ALBTD 0.93 0.87 0 0.08
REG 0.24 0.07 0.07
MREG 0.13 0.12
REGD 0.08
ASBTD
Table 4.2.3.2. Optimal a in terms of Adjusted R2 values for 2008 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 49 33 29 43 20 50 45 17 4
ALBT1 53 32 31 42 21 53 47 18 5
LBT2 38 34 30 12 36 38 11 1
ALBT2 40 28 14 37 40 13 3
LBTD 46 24 44 35 23 7
ALBTD 27 22 16 25 9
REG 55 48 19 6
MREG 52 15 2
REGD 25 8
ASBTD 10
Table 4.2.3.3. Ranks in terms of Adjusted R2 values for 2008 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1.2266 1.22656 0.926681 0.865815 0.957601 0.84681 1.2266 0.950331 0.848086 0.790045
ALBT1 1.2813 0.913434 0.863443 0.942825 0.845455 1.2813 0.954013 0.846563 0.789317
LBT2 0.94069 0.875981 0.92422 0.842605 0.926707 0.936334 0.844013 0.790104
ALBT2 0.875981 0.864951 0.824051 0.870047 0.875981 0.824921 0.783946
LBTD 0.969192 0.849403 0.958096 0.906206 0.850947 0.791754
ALBTD 0.849403 0.845431 0.824819 0.849403 0.791208
REG 1.96807 0.985212 0.846614 0.789479
MREG 1.00005 0.825883 0.783588
REGD 0.850947 0.791479
ASBTD 0.79201
Table 4.3.1.1. Mean Absolute Errors between the real 2006 data and the estimates of the 2006 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.97 0.16 0.14 0.18 0.07 1 0.29 0.07 0.06
ALBT1 0.22 0.13 0.22 0.08 1 0.27 0.08 0.05
LBT2 0 0.66 0.24 0.91 0.86 0.23 0.11
ALBT2 0.76 0.41 0.94 1 0.42 0.24
LBTD 0 0.91 0.58 0 0.06
ALBTD 0.95 0.77 1 0.12
REG 0.1 0.05 0.03
MREG 0.24 0.16
REGD 0.11
ASBTD
Table 4.3.1.2. Optimal a in terms of Mean Absolute Errors for 2006 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 51 50 38 30 45 21 51 43 22 5
ALBT1 53 36 28 42 18 53 44 19 3
LBT2 41 32 37 15 39 40 16 6
ALBT2 32 29 11 31 32 13 2
LBTD 47 23 46 35 26 9
ALBTD 23 17 12 23 7
REG 55 48 20 4
MREG 49 14 1
REGD 26 8
ASBTD 10
Table 4.3.1.3. Ranks in terms of Mean Absolute Errors values for 2006 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1.1625 1.1625 0.876246 0.863348 0.902978 0.849216 1.1625 0.955265 0.849873 0.793722
ALBT1 1.21767 0.871423 0.869888 0.891969 0.85287 1.21767 0.980281 0.853511 0.796919
LBT2 0.88842 0.868064 0.860737 0.836395 0.88001 0.88842 0.8368 0.785914
ALBT2 0.876668 0.829158 0.833503 0.875236 0.876668 0.833745 0.787548
LBTD 0.933029 0.851769 0.904908 0.846222 0.852234 0.793782
ALBTD 0.865023 0.853039 0.834724 0.865023 0.801878
REG 1.80192 1.03112 0.853681 0.796484
MREG 1.05343 0.835153 0.785949
REGD 0.865616 0.801874
ASBTD 0.802255
Table 4.3.2.1. Mean Absolute Errors between the real 2007 data and the estimates of the 2007 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.15 0.17 0.2 0.15 1 0.38 0.15 0.13
ALBT1 0.16 0.09 0.2 0.13 1 0.33 0.13 0.08
LBT2 0.34 0.61 0.45 0.94 1 0.45 0.23
ALBT2 0.63 0.49 0.98 1 0.5 0.27
LBTD 0.26 0.9 0.57 0.26 0.18
ALBTD 0.93 0.71 1 0.09
REG 0.11 0.07 0.05
MREG 0.29 0.2
REGD 0.09
ASBTD
Table 4.3.2.2. Optimal a in terms of Mean Absolute Errors for 2007 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 36 28 43 19 50 46 20 4
ALBT1 53 34 33 42 23 53 47 25 7
LBT2 40 32 27 16 39 40 17 1
ALBT2 37 11 12 35 37 13 3
LBTD 45 21 44 18 22 5
ALBTD 29 24 14 29 9
REG 55 48 26 6
MREG 49 15 2
REGD 31 8
ASBTD 10
Table 4.3.2.3. Ranks in terms of Mean Absolute Errors for 2007 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1.17515 1.1719 0.930918 0.912078 0.964041 0.861017 1.17515 0.991385 0.860957 0.810064
ALBT1 1.20821 0.922289 0.920424 0.951321 0.861753 1.20821 1.0144 0.860812 0.811246
LBT2 0.954626 0.938707 0.917996 0.865184 0.937598 0.954626 0.864957 0.816371
ALBT2 0.951173 0.897036 0.863899 0.93467 0.951173 0.863158 0.817005
LBTD 0.981889 0.86609 0.969795 0.926101 0.865634 0.815312
ALBTD 0.867618 0.861951 0.865433 0.867031 0.822849
REG 1.78224 1.09525 0.860926 0.811665
MREG 1.15182 0.864431 0.818144
REGD 0.867031 0.822682
ASBTD 0.823346
Table 4.3.3.1. Mean Absolute Errors between the real 2008 data and the estimates of the 2008 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.69 0.22 0.25 0.2 0.13 1 0.51 0.12 0.16
ALBT1 0.21 0.23 0.22 0.12 1 0.51 0.12 0.14
LBT2 0.35 0.48 0.15 0.91 1 0.15 0.17
ALBT2 0.51 0.27 0.92 1 0.27 0.18
LBTD 0.1 0.91 0.76 0.11 0.16
ALBTD 0.93 0.85 0 0.11
REG 0.19 0.07 0.08
MREG 0.15 0.1
REGD 0.12
ASBTD
Table 4.3.3.2. Optimal a in terms of Mean Absolute Errors for 2008 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 51 50 34 29 43 14 51 46 13 1
ALBT1 53 32 31 40 15 53 47 11 2
LBT2 41 37 30 21 36 41 20 5
ALBT2 38 28 18 35 38 17 6
LBTD 45 24 44 33 23 4
ALBTD 27 16 22 25 9
REG 55 48 12 3
MREG 49 19 7
REGD 25 8
ASBTD 10
Table 4.3.3.3. Ranks in terms of Mean Absolute Errors for 2008 data
132
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.41884 2.41884 1.39889 1.24789 1.49439 1.17035 2.41884 1.5215 1.17312 1.03065
ALBT1 2.69358 1.34565 1.23634 1.42319 1.15695 2.69358 1.52686 1.15964 1.01947
LBT2 1.46581 1.29311 1.42072 1.18345 1.39315 1.45801 1.18648 1.04212
ALBT2 1.29311 1.24404 1.14939 1.26063 1.29311 1.15173 1.02017
LBTD 1.62504 1.18776 1.49754 1.36707 1.19098 1.0442
ALBTD 1.18776 1.1571 1.1503 1.18776 1.04233
REG 6.44674 1.67529 1.15993 1.01998
MREG 1.7807 1.15311 1.01803
REGD 1.19098 1.04277
ASBTD 1.0442
Table 4.4.1.1. Mean Squared Errors between the real 2006 data and the estimates of the 2006 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.2 0.16 0.27 0.11 1 0.35 0.11 0.09
ALBT1 0.23 0.16 0.29 0.12 1 0.32 0.13 0.11
LBT2 0 0.68 0.11 0.89 0.87 0.11 0.07
ALBT2 0.74 0.34 0.93 1 0.35 0.23
LBTD 0 0.86 0.56 0 0
ALBTD 0.93 0.8 1 0.1
REG 0.13 0.07 0.06
MREG 0.2 0.16
REGD 0.09
ASBTD
Table 4.4.1.2. Optimal a in terms of Mean Squared Errors for 2006 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 38 30 43 19 50 45 20 5
ALBT1 53 35 28 40 15 53 46 17 2
LBT2 42 32 39 21 37 41 22 6
ALBT2 32 29 11 31 32 13 4
LBTD 47 23 44 36 26 9
ALBTD 23 16 12 23 7
REG 55 48 18 3
MREG 49 14 1
REGD 26 8
ASBTD 9
Table 4.4.1.3. Ranks in terms of Mean Squared Errors for 2006 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.10475 2.10475 1.31157 1.29375 1.34827 1.22327 2.10475 1.54167 1.22392 1.08458
ALBT1 2.37058 1.29111 1.33015 1.30327 1.23961 2.37058 1.64277 1.23997 1.09328
LBT2 1.36738 1.33711 1.28405 1.2125 1.32928 1.36738 1.21355 1.08948
ALBT2 1.39597 1.22408 1.23105 1.36691 1.39597 1.23161 1.10081
LBTD 1.5169 1.27935 1.35573 1.28668 1.28072 1.13372
ALBTD 1.30663 1.23957 1.23469 1.30663 1.15376
REG 5.31478 1.89909 1.23999 1.09254
MREG 2.05798 1.2354 1.09851
REGD 1.30777 1.1538
ASBTD 1.15609
Table 4.4.2.1. Mean Squared Errors between the real 2007 data and the estimates of the 2007 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.21 0.26 0.32 0.24 1 0.49 0.24 0.21
ALBT1 0.21 0.2 0.31 0.2 1 0.43 0.2 0.18
LBT2 0.58 0.63 0.44 0.91 1 0.44 0.33
ALBT2 0.57 0.4 0.92 1 0.41 0.3
LBTD 0.25 0.83 0.65 0.25 0.19
ALBTD 0.89 0.77 1 0.11
REG 0.18 0.11 0.11
MREG 0.23 0.2
REGD 0.11
ASBTD
Table 4.4.2.2. Optimal a in terms of Mean Squared Errors for 2007 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 34 29 38 13 50 46 14 1
ALBT1 53 28 36 30 21 53 47 22 4
LBT2 41 37 26 11 35 41 12 2
ALBT2 43 15 16 40 43 17 6
LBTD 45 24 39 27 25 7
ALBTD 31 20 18 31 8
REG 55 48 23 3
MREG 49 19 5
REGD 33 9
ASBTD 10
Table 4.4.2.3. Ranks in terms of Mean Squared Errors for 2007 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.20102 2.1875 1.40466 1.34405 1.53926 1.18435 2.20102 1.6172 1.18296 1.05353
ALBT1 2.31277 1.36664 1.36476 1.45994 1.18432 2.31277 1.67461 1.18253 1.0536
LBT2 1.4777 1.43865 1.38053 1.18287 1.43044 1.4777 1.18179 1.05377
ALBT2 1.49645 1.30898 1.18653 1.43456 1.49645 1.18489 1.05471
LBTD 1.67241 1.21187 1.56209 1.44345 1.21032 1.07554
ALBTD 1.21639 1.18492 1.18956 1.21448 1.07958
REG 5.03948 2.0436 1.18297 1.05411
MREG 2.42186 1.18764 1.05525
REGD 1.21448 1.0794
ASBTD 1.08074
Table 4.4.3.1. Mean Squared Errors between the real 2008 data and the estimates of the 2008 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.75 0.23 0.3 0.31 0.15 1 0.54 0.15 0.13
ALBT1 0.26 0.27 0.33 0.14 1 0.52 0.14 0.13
LBT2 0.55 0.63 0.25 0.9 1 0.25 0.2
ALBT2 0.58 0.24 0.88 1 0.24 0.2
LBTD 0.09 0.85 0.67 0.09 0.09
ALBTD 0.92 0.87 0 0.08
REG 0.26 0.08 0.08
MREG 0.13 0.12
REGD 0.09
ASBTD
Table 4.4.3.2. Optimal a in terms of Mean Squared Errors for 2008 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 49 33 29 43 17 50 45 14 1
ALBT1 52 31 30 38 16 52 47 12 2
LBT2 39 36 32 13 34 39 11 3
ALBT2 41 28 20 35 41 18 5
LBTD 46 24 44 37 23 7
ALBTD 27 19 22 25 9
REG 55 48 15 4
MREG 54 21 6
REGD 25 8
ASBTD 10
Table 4.4.3.3. Ranks in terms of Mean Squared Errors for 2008 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 5.22485 5.22485 3.49825 3.4506 3.86501 3.42692 5.22485 3.83158 3.44521 3.48976
ALBT1 6.15014 3.43408 3.61022 3.85823 3.16853 6.15014 4.02538 3.19121 3.27141
LBT2 5.22662 5.22662 4.57815 3.87572 3.52155 5.22662 3.8875 3.82331
ALBT2 5.23223 4.51079 3.87572 3.73257 5.23223 3.8875 3.65945
LBTD 4.8433 3.87572 4.42715 4.55033 3.8875 3.82331
ALBTD 3.87572 3.16196 3.87572 3.87572 3.77845
REG 9.75 4.47655 3.1905 3.28688
MREG 5.98206 3.8875 3.63201
REGD 3.8875 3.80983
ASBTD 3.82331
Table 4.5.1.1. Maximum Absolute Errors between the real 2006 data and the estimates of the 2006 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.56 0.48 0.54 0.5 1 0.48 0.5 0.45
ALBT1 0.42 0.37 0.52 0.38 1 0.36 0.38 0.34
LBT2 1 0.24 0 0.75 1 0 0
ALBT2 0.16 0 0.79 1 0 0.26
LBTD 0 0.9 0.89 0 0
ALBTD 0.78 1 1 0.87
REG 0.19 0.22 0.19
MREG 0 0.18
REGD 0.9
ASBTD
Table 4.5.1.2. Optimal a in terms of Maximum Absolute Errors for 2006 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 44 44 12 10 25 7 44 23 9 11
ALBT1 53 8 14 24 2 53 37 4 5
LBT2 47 47 42 26 13 47 32 20
ALBT2 50 40 26 17 50 32 16
LBTD 43 26 38 41 32 20
ALBTD 26 1 26 26 18
REG 55 39 3 6
MREG 52 32 15
REGD 32 19
ASBTD 20
Table 4.5.1.3. Ranks in terms of Maximum Absolute Errors for 2006 data
136
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 4.58784 4.49439 4.47774 4.46211 4.47741 4.45882 4.58784 4.46795 4.45986 4.46235
ALBT1 4.93457 4.62048 4.92515 4.33483 4.2996 4.93457 4.93457 4.30334 4.29441
LBT2 5.35337 5.21556 5.34681 4.97506 4.93473 5.34935 4.99583 5.04561
ALBT2 5.37503 5.19927 4.97506 5.37503 5.37503 4.99583 5.04561
LBTD 5.34681 4.97506 4.41344 5.34183 4.99583 5.04561
ALBTD 4.97506 4.27503 4.97506 4.97506 4.97506
REG 7.85833 7.59065 4.28583 4.28114
MREG 8.36636 4.99583 5.04561
REGD 4.99583 4.99583
ASBTD 5.04561
Table 4.5.2.1. Maximum Absolute Errors between the real 2007 data and the estimates of the 2007 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.53 0.95 0.96 0.95 0.95 1 0.96 0.95 0.95
ALBT1 0.61 0.99 0.85 0.82 1 1 0.82 0.84
LBT2 0.14 0 0 0.77 0.72 0 0
ALBT2 0.96 0 1 1 0 0
LBTD 0 0.49 0.36 0 0
ALBTD 0.52 1 1 1
REG 0.96 0.48 0.5
MREG 0 0
REGD 1
ASBTD
Table 4.5.2.2. Optimal a in terms of Maximum Absolute Errors for 2007 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 17 16 15 11 14 9 17 13 10 12
ALBT1 21 19 20 7 5 21 21 6 4
LBT2 49 44 46 25 24 48 32 38
ALBT2 50 43 25 50 50 32 38
LBTD 46 25 8 45 32 38
ALBTD 25 1 25 25 25
REG 54 53 3 2
MREG 55 32 38
REGD 32 32
ASBTD 38
Table 4.5.2.3. Ranks in terms of Maximum Absolute Errors for 2007 data
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 4.37676 4.09312 3.89933 3.69891 4.21475 3.69257 4.37676 3.71135 3.69292 3.46317
ALBT1 4.09312 3.74209 3.50487 3.89714 3.61439 4.09312 3.56487 3.61475 3.31692
LBT2 5.41431 5.41431 4.65981 4.15603 3.77065 5.41431 4.15833 4.4068
ALBT2 5.43636 4.65981 4.15603 3.57366 5.43636 4.15833 4.4068
LBTD 4.65981 4.15603 4.24419 4.65981 4.15833 4.4068
ALBTD 4.15603 3.61502 4.15603 4.15603 4.15603
REG 6.41667 4.73039 3.61542 3.26433
MREG 9.23848 4.15833 4.4068
REGD 4.15833 4.15833
ASBTD 4.4068
Table 4.5.3.1. Maximum Absolute Errors between the real 2008 data and the estimates of the 2008 data
for each estimate and each linear combination of estimates
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0 0.4 0.46 0.9 0.19 1 0.58 0.19 0.34
ALBT1 0.38 0.43 0.86 0.17 1 0.69 0.17 0.32
LBT2 1 0 0 0.75 1 0 0
ALBT2 0 0 0.72 1 0 0
LBTD 0 0.5 1 0 0
ALBTD 0.9 1 1 1
REG 0.6 0.1 0.2
MREG 0 0
REGD 1
ASBTD
Table 4.5.3.2. Optimal a in terms of Maximum Absolute Errors for 2008 data
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 37 19 18 13 35 11 37 14 12 3
ALBT1 19 15 4 17 7 19 5 8 2
LBT2 49 49 44 22 16 49 29 39
ALBT2 52 44 22 6 52 29 39
LBTD 44 22 36 44 29 39
ALBTD 22 9 22 22 22
REG 54 48 10 1
MREG 55 29 39
REGD 29 29
ASBTD 39
Table 4.5.3.3. Ranks in terms of Maximum Absolute Errors for 2008 data
138
Chapter 5
The Log Linear-Trend Bradley-Terry
Model
Some of the author’s results in this section were presented at an international conference;
and they can be found in the conference proceedings [50]. We apply a modified version of
our Linear-Trend Bradley-Terry Model, which we will derive in this chapter, to exchange
rate data in the next chapter. The Linear-Trend Bradley-Terry Model was found as follows:
We have N objects, O1, ..., ON, each having non-negative weight p
t
i at time t, which is
the likeliness of Oi being preferred in a comparison. Objects get to be compared two at a
time. At time t: P (Oj → Oi) = ptij = p
t
i
pt
i
+pt
j
and pti = ai+ bit. (Oj → Oi means preferring Oi
over Oj). Each pair of objects get to be compared n times at each time t = 0, 1, ..., T − 1.
Xtij = n(Oj → Oi) (at time t)∼ Binomial(n, ptij). Clearly, Xtij +Xtji = n. The estimate
of Xtij is np
t
i.
The Bradley-Terry Models can be generalized to deal with any data representing differ-
ences between object weights; however, the exchange rates deal with ratios of object weights.
To apply our data to the Linear-Trend Bradley-Terry Model, we had to transform our data
to make them represent the differences between object weights. To do this, we took the
natural logarithm of our data xtij’s. Now we had that y
t
ij + y
t
ji = 0, where y
t
ij = Log(x
t
ij).
Our model however requires our data to be positive, and we must have xtij + x
t
ji = n; thus,
we chose our n and let ztij = y
t
ij +
n
2
> 0. Clearly, ztij + z
t
ji = n, as required of x
t
ij in the
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Linear-Trend Bradley-Terry Model. Thus, for the Log Linear-Trend Bradley-Terry Model,
ztij = y
t
ij +
n
2
= Log(xtij) +
n
2
and is distributed as follows:
ztij ∼ Binomial(n, ptij),
where ptij =
pti
pt
i
+pt
j
and pti = ai + bit, and the x
t
ij’s form our dataset.
From (3.2) and (3.3), the ML solutions to the ai’s and bi’s are thus found by solving the
following ML-equations for i = 1, ..., N :
ΣT−1t=0 (f
t
i − gti) = 0 and ΣT−1t=0 t(f ti − gti) = 0
where f ti =
ΣN
j=1
j 6=i
Log(xt
ij
)+n/2
Ai+Bit
and gti = Σ
N
j=1
j 6=i
n
Ai+Bit+Aj+Bj t
. (5.1)
As with the Linear-Trend Bradley-Terry Model, we can leave equationN , ΣT−1t=0 (f
t
N − gtN ) =
0, out of the first set of equations, as the first N − 1 equations imply the N th equation (see
(1.4)), and we replace this equation with the condition:
ΣNi=1Ai = 1 (5.2)
As this model is very similar to the Linear-Trend Bradley-Terry Model, we do not first
test this model on simulated data, but just proceed to use this model on real data. The
methods used in doing our calculations are the same as that of the Linear-Trend Bradley-
Terry Model.
The parameter n is just a theoretical parameter in this model, not the number of times
objects were compared with each other, as typically in the Linear-Trend Bradley-Terry. In
our application of the model, we tried different values of n and found that we get the best
results (estimates/forecasts yielding the smallest Mean Squared Errors and Mean Absolute
Errors) when making n sufficiently large. If we see n as the number of times we compare two
objects, we can argue that n can be any value if the objects are compared 100% accurately,
i.e. if the judgment is not subjective, as will be the case in the application in the next
chapter.
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Chapter 6
Exchange Rate Forecasts using the
Log Linear-Trend Bradley-Terry
Model
6.1 Introduction
In this chapter, we use the Log Linear-Trend Bradley-Terry Model to forecast future spot
exchange rates. Our forecasting technique will fall into the category of technical forecasts
[34], as we will be using in each forecast, recent data of the exchange rates to forecast future
exchange rates. We are going to compare our forecasts with least squares (LS) forecasts, for
which will use the same data to make forecasts.
We will use our Log Linear-Trend Bradley-Terry Model for different scenarios than that
which the Bradley-Terry Model is usually used for, that is, to forecast the spot exchange
rate between the following currencies: the Rand, Dollar, Euro, Pound and Yen for one day
ahead. As was similarly mentioned in Chapter 4, just as the normal distribution gets used
to approximate the binomial distribution (thus the binomial distribution can get used to
approximate the normal distribution), models like the Bradley-Terry Model and the Log
Linear-Trend Bradley-Terry Model, which has the binomial distribution as the underlying
distribution of the scores (data), can be used in certain cases on data which are approximately
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normal. This is a features of this thesis, that is, to apply paired comparisons models to data
that comprise non-standard paired comparisons.
To evaluate the performance of the Log Linear-Trend Bradley-Terry Model on forecast-
ing the exchange rate, we are going to compare our forecasts to the actual exchange rates
observed for the days we forecast, using the following criteria:
• The R2 values between the real data and the forecasts of the data
• The Adjusted R2 values between the real data and the forecasts of the data
• The Mean Absolute Error between the real data and the forecasts of the data
• The Mean Squared Error between the real data and the forecasts of the data of the
data of the data
• The Maximum Absolute Error between the real data and the forecasts of the data
• The Pre-Measure of Association between the real data and the forecasts of the data
6.2 Methodology
Our future data to forecast were the exchange rates of each day of a month, for the months of
January 2006 until December 2008. Our data used to make the forecasts were the exchange
rates between these currencies on the days prior to the day needing a forecast.
If we wanted to, for example, forecast the exchange rates of January 2007 using data
going back 4 days, we would use the various exchange rates of 28 December 2006 until 31
December 2006 to forecast the exchange rates of 1 January 2007. Then we would use the
data of 28 December 2006 until 1 January 2007 to forecast the exchange rates of 2 January
2007, etc. until we forecast the exchange rates of 31 January 2007.
We tried different values for the parameter n in the Log Linear-Trend Bradley-Terry
Model and used data going back different time periods (3 - 7 days), but eventually found that
our model is most stable when we make n a sufficiently large value; so we chose n = 1000000.
Exchange rates are ratios of currencies, but the log of an exchange rate gives the difference
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in the logs of currencies. (Remember Log(a
b
) = Log(a) − Log(b).) Our dataset consists of
these differences i.e. log of exchange rates, plus a constant.
We replace equation N of the second set of ML-equations in (5.1), i.e. ΣT−1t=0 t(f
t
N − gtN ) =
0, with ΣNi=1Bi = 0, just as we replaced equation N of the first set of ML-equations in (5.1)
with (5.2), i.e. with ΣNi=1Ai = 1. We then solve the model using the initial values of the
weights suggested for the Linear-Trend Bradley-Terry Model in section 2.2. We will thus be
using the Log Linear-Trend Bradley-Terry Model in the form of the Approximate Linear-
Trend Bradley-Terry using differences estimates as in section 2.4.6; so our forecasts will be
Approximate Log Linear-Trend Bradley-Terry using differences forecasts. It should be noted
that the likelihood is proportional to
(
pt
i
pt
i
+pt
j
)xt
ij ×
(
ptj
pt
i
+pt
j
)xt
ji
.
(In Chapter 4, we found that the Approximate Linear-Trend Bradley-Terry Model using
differences estimates were better than the Linear-Trend Bradley-Terry Model using differ-
ences estimates for the data we tested them on, using the Mean Absolute Error and the
Mean Squared Error to evaluate the estimates.)
We obtained three types of forecasts using this model: Lag 0 forecasts, Lag 1:R fore-
casts and Lag 1:Y forecasts. The Mathematica code for finding these forecasts are given in
Appendix D.1. We did a least squares fit to our data using past data going back for the
different time periods (3 - 7 days), and also used this fit to forecast results (as a benchmark
for our results).
6.2.1 Log Linear-Trend Bradley-Terry Lag 0 forecasts
1. We let N = 5 in the Approximate Log Linear-Trend Bradley-Terry using differences
forecasts and define our dataset as xtij = Log of the exchange rate between currency i
and currency j + n
2
for i, j = 1, ..., 5 and time t = 0, ..., T − 1.
(Currency 1 = Rand, Currency 2 = Dollar, Currency 3 = Euro, Currency 4 = Pound,
Currency 5 = Yen.)
2. t = 0 corresponds to 3, 4, 5, 6 or 7 days before day 1 of the specific month, i.e. the
first day on which we want to forecast the currencies, and T − 1 corresponds to the
day before the specific day of the month (for each day of the month) on which we want
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to forecast the currencies.
3. We solve the ML-equations (5.1) and (5.2) (with equation N of the second set of ML-
equations in (5.1) replaced by ΣNi=1Bi = 0) and obtain our forecast weights Ai’s and
Bi’s, and make our forecasts for X
T
ij ’s (for time t = T ) using (2.8) to (2.10).
4. The currency exchange rate between currency i and currency j is then forecast as
Exp(XTij − n2 ).
6.2.2 Log Linear-Trend Bradley-Terry Lag 1:R forecasts
The same as our Lag 0 forecasts, except that N = 10, and we define:
1. ztij = the exchange rate between currency i and currency j for i, j = 1, ..., 5 at time
t = 0, ..., T − 1.
2. ztij = z
t−1
ij for i, j = 6, ..., 10. (These are the exchange rates of the previous time period.)
3. zt16 = z
t
61 = 1. (This is like saying that the exchange rate between the Rand on a
certain day and the Rand on the previous day is 1.)
4. zt1j = z
t
16 z
t
6j = z
t
6j for j = 7, ..., 10 and z
t
i1 = z
t
i6 z
t
61 = z
t
i6 for i = 7, ..., 10.
5. ztij = z
t
i1 z
t
1j for i = 2, ..., 5 and j = 6, ..., 10.
6. ztij = z
t
i1 z
t
1j for i = 6, ..., 10 and j = 2, ..., 5.
7. xtij = z
t
ij +
n
2
for i, j = 1, ..., 10 and time t = 0, ..., T − 1.
6.2.3 Log Linear-Trend Bradley-Terry Lag 1:Y forecasts
The same as our Lag 0 forecasts, except that N = 10, and we define:
1. ztij = the exchange rate between currency i and currency j for i, j = 1, ..., 5 at time
t = 0, ..., T − 1.
2. ztij = z
t−1
ij for i, j = 6, ..., 10. (These are the exchange rates of the previous time period.)
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3. zt5,10 = z
t
10,5 = 1. (This is like saying that the exchange rate between the Yen on a
certain day and the yen on the previous day is 1.)
4. zt5j = z
t
1,10 z
t
10,j = z
t
10,j for j = 6, ..., 9 and z
t
i5 = z
t
i,10 z
t
10,1 = z
t
i,10 for i = 6, ..., 9.
5. ztij = z
t
i5 z
t
5j for i = 1, ..., 4 and j = 6, ..., 10.
6. ztij = z
t
i5 z
t
5j for i = 6, ..., 10 and j = 1, ..., 4.
7. xtij = z
t
ij +
n
2
for i, j = 1, ..., 10 and time t = 0, ..., T − 1.
6.3 Results and discussion
We now give the graphs of the exchange rates and forecast exchange rates for January
and February 2006. The graphs of the exchange rates and forecast exchange rates for the
randomly selected months December 2006, July 2007 and April 2008, are given in Appendix
D.2. The days of the month are given on the x−axis and the exchange rates or forecast
exchange rates are given on the y−axis.
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Below, we give the graphs of the actual data (in black), Lag 0 forecasts (in red), Lag 1:R
forecasts (in blue), Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for
January 2006.
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Fig. 6.1. The actual data (in black), Lag 0 forecasts (in red), Lag 1:R forecasts (in blue),
Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for January 2006
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Below, we give the graphs of the actual data (in black), Lag 0 forecasts (in red), Lag 1:R
forecasts (in blue), Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for
February 2006.
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Fig. 6.2. The actual data (in black), Lag 0 forecasts (in red), Lag 1:R forecasts (in blue),
Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for February 2006.
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From the graphs, we can see that if the models forecast the data quite well. Our forecasts
from 3 methods, as well those from the least squares approach are quite close to each other
most of the time. We went on to calculate the following values between the forecast exchange
rates and the observed exchange rates for each exchange rate and each criteria, to test the
accuracy of our forecasts compared to the least squares forecasts:
• The R2 values between the real data and the forecasts of the data
• The Adjusted R2 values between the real data and the forecasts of the data
• The Mean Absolute Error between the real data and the forecasts of the data
• The Mean Squared Error between the real data and the forecasts of the data of the
data of the data
• The Maximum Absolute Error between the real data and the forecasts of the data
• The Pre-Measure of Association between the real data and the forecasts of the data
A general formula for Pre-Measure of Association is:
error before information is obtained - error after information is obtained
error before information is obtained
(6.1)
and is used to see how much a forecast or estimation error is reduced when extra infor-
mation is obtained.
The forecast before information is obtained we define as forecasting that the exchange
rate will increase if it increased from the previous day and that it will decrease if it decreased
from the previous day. The forecast after information is obtained we define as our forecast of
whether the exchange rate will increase or decrease based on the model we use to make our
forecast, where other exchange rates (which previously increased or decreased) also influence
our forecast.
The error before information is obtained we define as the proportion of times in a month
that the forecast before information is obtained was incorrect, while the error after infor-
mation is obtained we define as the proportion of times in a month that the forecast after
information is obtained was incorrect. The error in our conclusions could have become
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worse, so based on our definition of a Pre-Measure of Association, negative Pre-Measures of
Association are possible.
We now give the graphs of the criteria for January and February 2006. The number of
days back data we use is given on the x−axis and the criterion to evaluate our forecasts is
given on the y−axis.
Below, we give the graphs of the R2 values for the January 2006 Lag 0 (in red), Lag1:R
(in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.3. The R2 values for the January 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Adjusted R2 values for the January 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.4. The Adjusted R2 values for the January 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Mean Absolute Errors for the January 2006 Lag 0 (in
red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.5. The Mean Absolute Errors for the January 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Mean Squared Errors for the January 2006 Lag 0 (in
red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.6. The Mean Squared Errors for the January 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Maximum Absolute Errors for the January 2006 Lag 0
(in red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.7. The Maximum Absolute Errors for the January 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Pre-Measures of Association for the January 2006 Lag
0 (in red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.8. The Pre-Measures of Association for the January 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the R2 values for the February 2006 Lag 0 (in red), Lag1:R
(in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.9. The R2 values for the February 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Adjusted R2 values for the February 2006 Lag 0 (in
red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.10. The Adjusted R2 values for the February 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Mean Absolute Errors for the February 2006 Lag 0 (in
red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.11. The Mean Absolute Errors for the February 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Mean Squared Errors for the February 2006 Lag 0 (in
red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.12. The Mean Squared Errors for the February 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Maximum Absolute Errors for the February 2006 Lag
0 (in red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.13. The Maximum Absolute Errors for the February 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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Below, we give the graphs of the Pre-Measures of Association for the February 2006 Lag
0 (in red), Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
Fig. 6.14. The Pre-Measures of Association for the February 2006 Lag 0 (in red),
Lag1:R (in blue), Lag1:Y (in green) and least squares (in purple) forecasts.
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We give the rankings in terms of the various criteria for the various exchange rate forecasts
of January and February 2006 in tables 6.3.1 to 6.22.6 in the appendix at the end of this
chapter. The rankings for the randomly selected months December 2006, July 2007 and
April 2008, are given in Appendix D.3. The rankings rank the best forecast first, and the
worst forecast last. Therefore, the best forecast when R2, Adjusted R2 or Pre-Measure of
Association is used to evaluate forecasts, is the one which yields the highest R2, Adjusted
R2 or Pre-Measure of Association respectively, and the best forecast when using the Mean
Absolute Error, the Mean Squared Error or the Maximum Absolute Error, is the one which
yields the lowest Mean Absolute Error, Mean Squared Error or Maximum Absolute Error
respectively.
For each criterion, and overall, for all the exchange rates for January 2006 until December
2008, the techniques (where d = the number of days’ data we use to make the forecasts)
that were ranked first the highest number of times, the second highest number of times, the
third highest number of times, and the fourth highest number of times are:
Criterion 1st the most 1st the 2nd most 1st the 3rd most 1st the 4th most
R2 LS d=7 Lag1:R d=7 Lag1:R d=5 Lag1:Y d=7
Adj R2 LS d=7 Lag1:R d=7 Lag1:R d=5 Lag1:Y d=7
MAE LS d=7 Lag1:R d=7 Lag1:Y d=7 Lag1:R d=5
MSE LS d=7 Lag1:R d=7 Lag1:Y d=7 Lag1:R d=5 tied with Lag0 d=7
Max AE Lag1:Y d=7 LS d=7 Lag1:R d=7 Lag0 d=7
Pre-Measure Lag1:R d=6 Lag1:Y d=6 Lag1:R d=7 LS d=7
Overall LS d=7 Lag1:R d=7 Lag1:Y d=7 Lag1:R d=5
Table 6.1. The techniques that were ranked first the highest number of times, the second highest
number of times, the third highest number of times, and the fourth highest number of times.
For each criterion, and overall, for all the exchange rates for January 2006 until December
2008, the techniques that were ranked first, second, third and fourth, the highest number of
times are:
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Criterion 1st the most 2nd the most 3rd the most 4th the most
R2 LS d=7 Lag1:Y d=7 Lag1:Y d=7 Lag0 d=7
Adj R2 LS d=7 Lag1:Y d=7 Lag1:Y d=7 Lag0 d=7
MAE LS d=7 Lag1:Y d=7 Lag1:R d=7 Lag0 d=7
MSE LS d=7 Lag1:R d=7 Lag1:Y d=7 LS d=7
Max AE Lag1:Y d=7 Lag1:R d=3 tied with Lag1:R d=6 Lag0 d=7 Lag1:Y d=6
Pre-Measure Lag1:R d=6 Lag1:R d=7 Lag1:R d=6 Lag1:R d=5
Overall LS d=7 Lag1:R d=7 Lag1:R d=7 Lag0 d=7
Table 6.2. The techniques that were ranked first, second, third and fourth, the highest number of times.
The following criteria between the forecast exchange rates and the observed exchange
rates for each exchange rate were also calculated, but they did not provided good results.
We noted that this is because of the random nature of exchange rates, and because the
forecasts were just based on past exchange rate data:
• The percent of times that the correct direction of an exchange rate is forecast
• The percent of times that the correct direction of the average exchange rate of the next
k days is forecast
• The percent of times that if in the next k days, at least one day will have an exchange
rate that is better by m%, that this is forecast
• The percent of times that if in the next k days, there is not a single day that has an
exchange rate that is better by m%, that this is forecast
6.4 Conclusion
In this section, we have illustrated how to use the Log Linear-Trend Bradley-Terry Model.
With the criteria, Maximum Absolute Error and Pre-Measure of Association, forms of our
model were found to be the best, most of the time, in making forecasts. With all the other
criteria we looked at, a least squares forecast was found to be the best, most of the time, in
making forecasts.
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Although the least squares forecasts were better than our forecasts most of the time, our
new model’s forecasts were quite good. It can be of interest to see how our model improves
existing forecasts when combined as a Composite Model, as mentioned in section 1.5. The
forecasts could also be improved by finding the optimal linear combination of forecasts from
different forecasting techniques. Similar to the estimation of missing temperature data in
Chapter 4, the following technique is recommended for using these techniques on forecasting
exchange rates:
1. Do the analysis, as we have done, on a small time period before the day for which you
want to forecast the exchange rate, for example, on the days in the week before this
day.
2. Choose a criterion to evaluate the forecasts, and find which forecast (the Log Linear-
Trend Bradley-Terry Lag 0 forecast, one of the Log Linear-Trend Bradley-Terry Lag 1
forecasts, or the least squares forecast, all using data going back for various days, for
example, 3 - 7 days, as well as the all linear combinations of these forecasts) was the
best forecast most of the time in terms of the chosen criterion.
3. Use the forecasting technique (with the average value of the optimal weights if dealing
with a linear combination of forecasting techniques) which led to the this forecast, to
forecast the exchange rate for the day for which the exchange rate needs to be forecast.
6.5 Appendix
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 16
4 17 14 15 13
5 12 11 10 8
6 9 6 7 5
7 4 2 3 1
Table 6.3.1. R-squared ranks for the January 2006
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 16
4 17 14 15 13
5 12 11 10 8
6 9 6 7 5
7 4 2 3 1
Table 6.3.2. Adjusted R-squared ranks for the January 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 2 3 1
Table 6.3.3. Mean Absolute Error ranks for the January 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 14 15 13
5 12 11 10 9
6 8 6 7 5
7 4 2 3 1
Table 6.3.4. Mean Squared Error ranks for the January 2006
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 8 4 3 1
4 7 5 6 2
5 13 10 11 9
6 16 15 14 12
7 17 18 19 20
Table 6.3.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 6 12 15
4 12 6 6 5
5 20 15 15 15
6 6 6 6 12
7 1 1 1 1
Table 6.3.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 16 3 17 1
4 20 19 18 15
5 13 14 12 11
6 8 4 5 2
7 9 10 6 7
Table 6.4.1. R-squared ranks for the January 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 16 3 17 1
4 20 19 18 15
5 13 14 12 11
6 8 4 5 2
7 9 10 6 7
Table 6.4.2. Adjusted R-squared ranks for the January 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 7 4 10 1
4 15 20 9 14
5 13 19 5 16
6 8 18 2 17
7 6 12 3 11
Table 6.4.3. Mean Absolute Error ranks for the January 2006
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 16 5 17 1
4 20 18 19 13
5 15 14 12 7
6 9 4 6 2
7 11 10 8 3
Table 6.4.4. Mean Squared Error ranks for the January 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 6 20 1
4 16 12 19 5
5 15 7 17 3
6 8 4 10 2
7 13 11 14 9
Table 6.4.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 1 1 5 1
4 17 13 19 19
5 17 6 13 6
6 6 11 13 11
7 6 6 1 13
Table 6.4.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 17 18 19 14
4 20 15 16 12
5 13 10 11 7
6 9 6 8 4
7 5 2 3 1
Table 6.5.1. R-squared ranks for the January 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 18 19 14
4 20 15 16 12
5 13 10 11 7
6 9 6 8 4
7 5 2 3 1
Table 6.5.2. Adjusted R-squared ranks for the January 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 19 18 14
4 20 15 16 12
5 13 10 11 8
6 9 6 7 4
7 5 3 2 1
Table 6.5.3. Mean Absolute Error ranks for the January 2006
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 17 18 20 16
4 19 14 15 13
5 12 10 11 8
6 9 6 7 3
7 5 2 4 1
Table 6.5.4. Mean Squared Error ranks for the January 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 19 20 14
4 13 15 16 17
5 8 10 11 12
6 1 2 3 4
7 5 6 7 9
Table 6.5.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 7 2 2 7
4 9 13 13 13
5 9 9 9 13
6 18 18 18 13
7 2 2 2 1
Table 6.5.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 12
5 13 9 8 3
6 10 5 4 1
7 11 6 7 2
Table 6.6.1. R-squared ranks for the January 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 12
5 13 9 8 3
6 10 5 4 1
7 11 6 7 2
Table 6.6.2. Adjusted R-squared ranks for the January 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 18 19 20
4 15 11 12 10
5 16 13 14 9
6 8 6 5 2
7 7 3 4 1
Table 6.6.3. Mean Absolute Error ranks for the January 2006
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 20 19 17
4 16 15 14 12
5 13 9 8 3
6 10 4 5 1
7 11 6 7 2
Table 6.6.4. Mean Squared Error ranks for the January 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 16 17 8
4 1 5 4 13
5 3 12 11 10
6 2 6 7 9
7 14 18 19 20
Table 6.6.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 1 2 2 4
4 4 14 14 14
5 9 9 9 14
6 9 14 14 14
7 9 6 6 6
Table 6.6.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 15 4 18 20
4 14 5 17 19
5 12 3 13 16
6 9 2 10 11
7 6 1 7 8
Table 6.7.1. R-squared ranks for the January 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 4 18 20
4 14 5 17 19
5 12 3 13 16
6 9 2 10 11
7 6 1 7 8
Table 6.7.2. Adjusted R-squared ranks for the January 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 14 3 18 20
4 13 4 17 19
5 12 5 15 16
6 9 1 10 11
7 6 2 7 8
Table 6.7.3. Mean Absolute Error ranks for the January 2006
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 16 4 18 20
4 14 5 17 19
5 12 3 13 15
6 9 1 10 11
7 6 2 7 8
Table 6.7.4. Mean Squared Error ranks for the January 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 1 18 20
4 7 2 16 17
5 6 3 10 15
6 11 14 13 8
7 9 19 5 4
Table 6.7.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 16 9 9 5
4 16 9 16 5
5 19 9 19 9
6 9 5 9 1
7 5 1 1 1
Table 6.7.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.8.1. R-squared ranks for the January 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.8.2. Adjusted R-squared ranks for the January 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 10 12 11 9
6 6 8 7 5
7 3 4 2 1
Table 6.8.3. Mean Absolute Error ranks for the January 2006
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.8.4. Mean Squared Error ranks for the January 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 20 19 17
4 15 13 16 14
5 5 7 10 6
6 8 9 12 11
7 1 2 4 3
Table 6.8.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 18 5 5
4 5 18 5 5
5 5 5 5 5
6 5 5 5 5
7 1 1 1 1
Table 6.8.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.9.1. R-squared ranks for the January 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.9.2. Adjusted R-squared ranks for the January 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 20 18 19
4 15 16 14 13
5 11 12 10 9
6 5 8 7 6
7 2 4 3 1
Table 6.9.3. Mean Absolute Error ranks for the January 2006
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 6 8 7 5
7 2 4 3 1
Table 6.9.4. Mean Squared Error ranks for the January 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 14 13 15 16
5 9 11 10 12
6 5 6 7 8
7 1 2 3 4
Table 6.9.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 5 5 5
4 1 4 1 1
5 18 18 18 17
6 9 9 9 9
7 14 14 14 9
Table 6.9.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 8 3 13 16
4 6 1 14 19
5 9 2 15 20
6 7 4 10 18
7 11 5 12 17
Table 6.10.1. R-squared ranks for the January 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 8 3 13 16
4 6 1 14 19
5 9 2 15 20
6 7 4 10 18
7 11 5 12 17
Table 6.10.2. Adjusted R-squared ranks for the January 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 9 2 10 16
4 6 1 14 20
5 7 3 11 19
6 8 4 12 18
7 13 5 15 17
Table 6.10.3. Mean Absolute Error ranks for the January 2006
forecasts of the Euro-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 6 1 8 12
4 7 2 10 16
5 9 3 13 19
6 11 4 14 18
7 15 5 17 20
Table 6.10.4. Mean Squared Error ranks for the January 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 1 8 6
4 9 3 10 12
5 14 2 11 13
6 18 4 16 15
7 20 7 17 19
Table 6.10.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 1 17 1 7
4 11 17 11 7
5 11 17 11 11
6 1 20 1 1
7 7 11 1 7
Table 6.10.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Euro-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 10 1 13 15
4 16 3 19 20
5 14 4 17 18
6 9 2 11 12
7 6 5 7 8
Table 6.11.1. R-squared ranks for the January 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 10 1 13 15
4 16 3 19 20
5 14 4 17 18
6 9 2 11 12
7 6 5 7 8
Table 6.11.2. Adjusted R-squared ranks for the January 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 14 1 17 19
4 16 5 18 20
5 12 4 13 15
6 9 3 10 11
7 6 2 7 8
Table 6.11.3. Mean Absolute Error ranks for the January 2006
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 12 1 14 15
4 18 5 20 19
5 13 3 16 17
6 9 2 10 11
7 6 4 7 8
Table 6.11.4. Mean Squared Error ranks for the January 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 8 1 6 5
4 11 3 10 9
5 17 2 16 12
6 14 4 19 18
7 13 7 15 20
Table 6.11.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 6 6 1 3
4 6 17 6 3
5 12 17 12 17
6 12 20 12 6
7 3 6 2 12
Table 6.11.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 12 11 10 9
4 20 19 18 17
5 16 15 14 13
6 8 7 6 5
7 3 1 2 4
Table 6.12.1. R-squared ranks for the January 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 11 10 9
4 20 19 18 17
5 16 15 14 13
6 8 7 6 5
7 3 1 2 4
Table 6.12.2. Adjusted R-squared ranks for the January 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 7 8 6 2
4 19 20 18 17
5 13 15 10 9
6 14 16 12 11
7 4 5 3 1
Table 6.12.3. Mean Absolute Error ranks for the January 2006
forecasts of the Pound-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 10 11 6 5
4 19 20 18 16
5 15 17 14 13
6 9 12 7 8
7 1 2 3 4
Table 6.12.4. Mean Squared Error ranks for the January 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 7 9 12
4 13 14 15 17
5 18 16 19 20
6 8 6 10 11
7 2 1 3 4
Table 6.12.5. Maximum Absolute Error ranks for the January 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 1 1 1 1
4 1 1 1 1
5 9 9 9 9
6 17 17 17 17
7 13 13 13 13
Table 6.12.6. Pre-Measure of Association ranks for the January 2006
forecasts of the Pound-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 4
7 5 3 2 1
Table 6.13.1. R-squared ranks for the February 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 4
7 5 3 2 1
Table 6.13.2. Adjusted R-squared ranks for the February 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 12 10 9 4
6 11 6 7 2
7 8 3 5 1
Table 6.13.3. Mean Absolute Error ranks for the February 2006
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 16
4 17 15 14 13
5 12 11 10 7
6 9 6 5 2
7 8 3 4 1
Table 6.13.4. Mean Squared Error ranks for the February 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 13 7
5 9 3 2 1
6 15 12 10 8
7 11 6 5 4
Table 6.13.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 13 13 13
4 13 13 13 13
5 9 9 9 9
6 5 5 5 5
7 1 1 1 1
Table 6.13.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 11 17 7 20
4 9 14 3 19
5 6 13 1 18
6 5 10 2 16
7 8 12 4 15
Table 6.14.1. R-squared ranks for the February 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 11 17 7 20
4 9 14 3 19
5 6 13 1 18
6 5 10 2 16
7 8 12 4 15
Table 6.14.2. Adjusted R-squared ranks for the February 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 17 7 20
4 9 16 3 19
5 6 13 1 18
6 5 10 2 15
7 8 11 4 14
Table 6.14.3. Mean Absolute Error ranks for the February 2006
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 10 15 4 19
4 8 14 2 20
5 6 13 1 18
6 7 11 3 17
7 9 12 5 16
Table 6.14.4. Mean Squared Error ranks for the February 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 9 4 10
4 12 16 3 19
5 7 17 1 20
6 11 14 6 18
7 8 13 2 15
Table 6.14.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 14 9 9 19
4 14 19 9 14
5 2 14 2 9
6 2 2 1 2
7 2 9 2 14
Table 6.14.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 16
4 17 14 15 13
5 12 10 11 9
6 8 6 7 2
7 5 3 4 1
Table 6.15.1. R-squared ranks for the February 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 16
4 17 14 15 13
5 12 10 11 9
6 8 6 7 2
7 5 3 4 1
Table 6.15.2. Adjusted R-squared ranks for the February 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 12
5 13 10 11 5
6 9 6 7 2
7 8 3 4 1
Table 6.15.3. Mean Absolute Error ranks for the February 2006
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 15
4 17 14 16 12
5 13 10 11 8
6 9 5 7 2
7 6 3 4 1
Table 6.15.4. Mean Squared Error ranks for the February 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 10
4 17 13 15 10
5 16 12 14 9
6 8 6 7 2
7 5 3 4 1
Table 6.15.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 16 13 13 13
4 16 16 16 16
5 9 9 9 9
6 1 1 1 1
7 1 1 1 1
Table 6.15.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 17 14
4 19 16 15 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table 6.16.1. R-squared ranks for the February 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 17 14
4 19 16 15 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table 6.16.2. Adjusted R-squared ranks for the February 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 7 4 3 1
7 8 6 5 2
Table 6.16.3. Mean Absolute Error ranks for the February 2006
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 16
4 17 15 14 13
5 12 11 10 9
6 8 7 6 4
7 5 2 3 1
Table 6.16.4. Mean Squared Error ranks for the February 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 11 10 9
4 20 19 18 16
5 17 15 14 13
6 8 7 6 5
7 4 2 3 1
Table 6.16.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 13 13 13
4 13 13 13 13
5 6 10 10 10
6 6 6 6 5
7 4 1 1 1
Table 6.16.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 4 20 19
4 15 5 17 16
5 8 3 11 14
6 7 2 10 12
7 6 1 9 13
Table 6.17.1. R-squared ranks for the February 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 4 20 19
4 15 5 17 16
5 8 3 11 14
6 7 2 10 12
7 6 1 9 13
Table 6.17.2. Adjusted R-squared ranks for the February 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 3 20 19
4 12 2 16 18
5 6 1 8 9
6 10 4 14 15
7 7 5 11 13
Table 6.17.3. Mean Absolute Error ranks for the February 2006
forecasts of the Dollar-Euro exchange rate.
200
days back lag 0 lag 1: R lag 1: Y LS
3 17 2 20 19
4 15 5 18 16
5 7 1 11 12
6 8 3 10 13
7 6 4 9 14
Table 6.17.4. Mean Squared Error ranks for the February 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 10 17 16
4 20 14 19 18
5 8 3 11 13
6 6 1 9 12
7 4 2 5 7
Table 6.17.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 14 1 14 14
4 8 5 5 8
5 14 4 14 14
6 8 2 14 8
7 8 2 8 5
Table 6.17.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 17 20 18
4 16 13 14 15
5 12 9 10 11
6 8 6 5 7
7 4 2 1 3
Table 6.18.1. R-squared ranks for the February 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 17 20 18
4 16 13 14 15
5 12 9 10 11
6 8 6 5 7
7 4 2 1 3
Table 6.18.2. Adjusted R-squared ranks for the February 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 17 18 19
4 16 14 13 15
5 12 10 9 11
6 7 6 5 8
7 3 2 1 4
Table 6.18.3. Mean Absolute Error ranks for the February 2006
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 17 18 20
4 15 13 14 16
5 11 10 9 12
6 7 6 5 8
7 3 2 1 4
Table 6.18.4. Mean Squared Error ranks for the February 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 17 18 20
4 15 13 14 16
5 7 4 5 11
6 3 1 2 6
7 10 8 9 12
Table 6.18.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 17 17 17
4 13 13 6 6
5 13 13 6 6
6 6 5 6 6
7 1 1 1 1
Table 6.18.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 13 16 14 15
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table 6.19.1. R-squared ranks for the February 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 13 16 14 15
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table 6.19.2. Adjusted R-squared ranks for the February 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 20 18 19
4 8 11 9 12
5 14 13 15 16
6 1 2 3 4
7 5 6 7 10
Table 6.19.3. Mean Absolute Error ranks for the February 2006
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 13 16 14 15
5 9 10 11 12
6 5 6 7 8
7 1 2 3 4
Table 6.19.4. Mean Squared Error ranks for the February 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 11 12 10 9
4 18 20 17 19
5 15 16 14 13
6 8 7 6 5
7 2 4 3 1
Table 6.19.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 5 5 5
4 1 1 1 1
5 5 5 5 5
6 17 17 17 17
7 13 13 13 13
Table 6.19.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 1 20 19
4 17 8 16 15
5 14 7 13 12
6 11 5 9 10
7 6 2 3 4
Table 6.20.1. R-squared ranks for the February 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 1 20 19
4 17 8 16 15
5 14 7 13 12
6 11 5 9 10
7 6 2 3 4
Table 6.20.2. Adjusted R-squared ranks for the February 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 1 19 17
4 20 2 16 14
5 15 5 13 12
6 11 4 10 9
7 7 3 6 8
Table 6.20.3. Mean Absolute Error ranks for the February 2006
forecasts of the Euro-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 1 20 18
4 17 2 16 15
5 14 3 13 11
6 12 4 10 9
7 8 5 7 6
Table 6.20.4. Mean Squared Error ranks for the February 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 4 19 20
4 13 10 12 15
5 14 8 9 6
6 11 16 5 2
7 7 17 3 1
Table 6.20.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 18 18 14
4 10 14 3 10
5 1 10 3 3
6 3 3 1 10
7 3 3 14 14
Table 6.20.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Euro-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 13 2 17 18
4 15 6 19 20
5 12 8 14 16
6 9 3 10 11
7 4 1 5 7
Table 6.21.1. R-squared ranks for the February 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 2 17 18
4 15 6 19 20
5 12 8 14 16
6 9 3 10 11
7 4 1 5 7
Table 6.21.2. Adjusted R-squared ranks for the February 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 5 15 16
4 14 2 19 20
5 11 3 17 18
6 9 4 10 13
7 6 1 7 8
Table 6.21.3. Mean Absolute Error ranks for the February 2006
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 13 3 17 19
4 15 5 18 20
5 12 6 14 16
6 9 2 10 11
7 4 1 7 8
Table 6.21.4. Mean Squared Error ranks for the February 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 2 19 20
4 17 14 16 15
5 12 13 11 10
6 8 9 7 6
7 3 1 4 5
Table 6.21.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 1 2 6 2
4 2 2 6 9
5 18 12 20 18
6 15 12 15 15
7 12 6 9 9
Table 6.21.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.22.1. R-squared ranks for the February 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.22.2. Adjusted R-squared ranks for the February 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.22.3. Mean Absolute Error ranks for the February 2006
forecasts of the Pound-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.22.4. Mean Squared Error ranks for the February 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 18 20 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table 6.22.5. Maximum Absolute Error ranks for the February 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 13 13 13
4 1 1 1 1
5 5 5 5 5
6 5 5 5 5
7 13 13 13 13
Table 6.22.6. Pre-Measure of Association ranks for the February 2006
forecasts of the Pound-Yen exchange rate.
211
Chapter 7
Conclusion
This study involved taking paired comparison models and making them time-dependent,
by letting their parameters be functions of time. Three new time series models for paired
comparisons were created.
We created our first time series model for paired comparisons, namely, the Linear-Trend
Bradley-Terry Model. We used the maximum likelihood approach to fit the model. The ML-
equations do not yield a closed form solution; thus, we used Mathematica to find numeric
solutions.
We tested the Linear-Trend Bradley-Terry Model, by using exact and randomly simulated
data for 2 time periods and 3 objects, for 3 time periods and 3 objects, for 5 time periods
and 5 objects, and for 30 time periods and 30 objects. For exact data, the parameters (for
T > 2), weights (for T > 2), probabilities (for all T ) and data (for all T ) were estimated
perfectly. For random data, the parameters (for T > 2), weights (for T > 2), probabilities
(for all T ) and data (for all T ) were estimated very accurately.
We created our second time series model for paired comparisons, namely, the Sinusoidal
Bradley-Terry Model. We used the maximum likelihood approach to solve the model. The
ML-equations again did not yield a closed form solution; thus, we used Mathematica to find
numeric solutions.
We tested the Sinusoidal Bradley-Terry Model, by using exact and randomly simulated
data for 3 objects and 12, 20, 60 and 100 time periods, for 5 objects and 12, 20, 60 and
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100 time periods, and for 30 objects and 12, 20 and 60 time periods. For exact data, the
parameters, weights, probabilities and data were estimated perfectly. For random data, the
parameters, weights, probabilities and data were estimated very accurately.
We tested various forms of the Linear-Trend Bradley-Terry Model and the Sinusoidal
Bradley-Terry Model to estimate missing temperature data, where the data points were ar-
tificially removed. We found that a weighted average of estimates obtained from a technique
which does not use differences, and estimates obtained from the Approximate Sinusoidal
Bradley-Terry using differences method, resulted in the best estimates.
We then adapted the Linear-Trend Bradley-Terry Model and received our third time
series model for paired comparisons, the Log Linear-Trend Bradley-Terry Model. We used
this model to forecast currency exchange rates. Although one of the least squares techniques
gave the best forecasts most of the time in terms of all but two of the criteria we used to
evaluate the forecasts, our new model’s forecasts were quite good; and in terms of the criteria,
Maximum Absolute Error and Pre-Measure of Association, forms of our Log Linear-Trend
Bradley-Terry Model gave the best forecasts most of the time.
The main focus of this study was to develop new time series paired comparison models,
which we succeeded in doing. We also illustrated how to use our newly developed models
to find estimates and forecasts of real-life data, and the applications were on datasets that
were not traditionally used in paired comparisons analysis.
It is hoped that this research will lead to much more research in combining time series
analysis with the method of paired comparisons.
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Appendix A
The Linear-Trend Bradley-Terry
Model - Tests on Random Data
A.1 Mathematica code for finding the ML-estimates of
the parameters for the case when we are dealing
with exact data and (T = 3;N = 3)
In this section, we give the Mathematica code for finding the ML-estimates for the parameters
of the Linear-Trend Bradley-Terry Model when we use exact data for the case where (T = 3;
N = 3) (See the start of section 2.3 and section 2.3.2).
n=336;T=3;NN=3;
a[1]=5;a[2]=3;a[3]=3;b[1]=-1;b[2]=0;b[3]=1;
p[t ,i ]=(a[i]+b[i]*t);p[t ,i ,j ]=p[t,i]/(p[t,i]+p[t,j]);cons:=Sum[a[i],{i,1,NN}]
pst[t ,i ]=p[t,i]/cons;
x[t ,i ,j ]=n*p[t,i,j];
(*Finding the initial values:*)
fl[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
gl[k ]:=((Sum[x[0,k,j],{j,1,k-1}]+Sum[x[0,k,j],{j,k+1,NN}])/(P[k]));
eqnsl=Table[gl[k]-fl[k]==0,{k,1,NN-1}];eqnsl=Append[eqnsl,Sum[P[i],{i,1,NN}]==1];
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varsl=Table[P[k],{k,1,NN}];
varsvall=Table[{Extract[varsl,{i}],1/NN},{i,1,NN}];
FindRoot[eqnsl,varsvall]
initl=Table[P[i],{i,1,NN}]/.%;
fu[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
gu[k ]:=((Sum[x[T-1,k,j],{j,1,k-1}]+Sum[x[T-1,k,j],{j,k+1,NN}])/(P[k]));
eqnsu=Table[gu[k]-fu[k]==0,{k,1,NN-1}];eqnsu=Append[eqnsu,Sum[P[i],{i,1,NN}]==1];
varsu=Table[P[k],{k,1,NN}];
varsvalu=Table[{Extract[varsl,{i}],1/NN},{i,1,NN}];
FindRoot[eqnsu,varsvalu]
initu=Table[P[i],{i,1,NN}]/.%;
initb=(initu-initl)/(T-1);
init=Join[initl,initb];
(*Finding the solution:*)
f[t ,k ]:=Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN-1}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssoln=FindRoot[eqns,varsval]
A[1]=varssoln[[1]][[2]];A[2]=varssoln[[2]][[2]];A[3]=varssoln[[3]][[2]];
B[1]=varssoln[[4]][[2]];B[2]=varssoln[[5]][[2]];B[3]=varssoln[[6]][[2]];
eqnsLHS=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}],{k,1,NN}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}],{k,1,NN-1}]];
P[t ,i ]=(A[i]+B[i]*t);P[t ,i ,j ]=P[t,i]/(P[t,i]+P[t,j]);
X[t ,i ,j ]=n*P[t,i,j];
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A.2 Mathematica code for generating Random Data
(T = 30;N = 30)
In this section, we give the Mathematica code for simulating random data for the Linear-
Trend Bradley-Terry Model for the case where (T = 30; N = 30) (See the start of section
2.4 and section 2.4.4).
T=30;NN=30;
a[1]=16;a[2]=33;a[3]=31;a[4]=7;a[5]=66;a[6]=9;a[7]=38;a[8]=3;a[9]=5;a[10]=18;
a[11]=9;a[12]=15;a[13]=95;a[14]=12;a[15]=15;a[16]=5;a[17]=9;a[18]=7;a[19]=16;a[20]=11;
a[21]=15;a[22]=16;a[23]=2;a[24]=9;a[25]=9;a[26]=10;a[27]=3;a[28]=6;a[29]=42;a[30]=41;
b[1]=1;b[2]=-1;b[3]=-1;b[4]=1;b[5]=-2;b[6]=0;b[7]=-1;b[8]=1;b[9]=2;b[10]=0;
b[11]=2;b[12]=0;b[13]=-3;b[14]=0;b[15]=1;b[16]=2;b[17]=1;b[18]=2;b[19]=0;b[20]=1;
b[21]=0;b[22]=2;b[23]=2;b[24]=1;b[25]=0;b[26]=2;b[27]=2;b[28]=1;b[29]=-1;b[30]=-1;
p[t ,i ,j ]:=(a[i]+b[i]*t)/(a[i]+b[i]*t+a[j]+b[j]*t)
For[i=1,i≤NN,i++,For[j=1,j≤NN,j++,For[t=0,t≤T-1,t++,
For[k=1,k≤100,k++,If[RandomReal[]≤p[t,i,j],y[t,i,j,k]=1,y[t,i,j,k]=0]]]]]
x[t ,i ,j ]:=Sum[y[t,i,j,k],{k,1,100}]
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A.3 Mathematica code for finding the ML-estimates of
the parameters for the case when we are dealing
with randomly generated data (T = 30;N = 30)
In this section, we give the Mathematica code for finding the ML-estimates of the parameters
of the Linear-Trend Bradley-Terry Model, when we use the randomly generated data for the
case where (T = 30; N = 30) (See the start of section 2.4, appendix A.2 and section 2.4.4).
We plotted our actual data (in blue) versus our estimated data (in purple). Selected graphs
are given after the Mathematica code:
n=100;T=30;NN=30;
(*Defining the data:*)
x[0,1,1]=100;x[0,1,2]=30;x[0,1,3]=27;x[0,1,4]=76;
...
x[29,30,28]=27;x[29,30,29]=52;x[29,30,30]=100;
(*Finding the initial values:*)
fl[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
gl[k ]:=((Sum[x[0,k,j],{j,1,k-1}]+Sum[x[0,k,j],{j,k+1,NN}])/(P[k]));
eqnsl=Table[gl[k]-fl[k]==0,{k,1,NN-1}];
eqnsl=Append[eqnsl,Sum[P[i],{i,1,NN}]==1];
varsl=Table[P[k],{k,1,NN}];
varsvall=Table[{Extract[varsl,{i}],Sum[x[0,i,j],{j,1,NN}]/(n*NN)},{i,1,NN}];
FindRoot[eqnsl,varsvall]
initl=Table[P[i],{i,1,NN}]/.%;
fu[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
gu[k ]:=((Sum[x[T-1,k,j],{j,1,k-1}]+Sum[x[T-1,k,j],{j,k+1,NN}])/(P[k]));
eqnsu=Table[gu[k]-fu[k]==0,{k,1,NN-1}];
eqnsu=Append[eqnsu,Sum[P[i],{i,1,NN}]==1];
varsu=Table[P[k],{k,1,NN}];
varsvalu=Table[{Extract[varsu,{i}],Sum[x[T-1,i,j],{j,1,NN}]/(n*NN)},{i,1,NN}];
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FindRoot[eqnsu,varsvalu]
initu=Table[P[i],{i,1,NN}]/.%
initb=(initu-initl)/(T-1);
init=Join[initl,initb];
(*Finding the estimates:*)
f[t ,k ]:=Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN-1}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssoln=FindRoot[eqns,varsval];
A[1]=varssoln[[1]][[2]];
A[2]=varssoln[[2]][[2]];
A[3]=varssoln[[3]][[2]];
...
B[28]=varssoln[[58]][[2]];
B[29]=varssoln[[59]][[2]];
B[30]=varssoln[[60]][[2]];
P[t ,i ]=(A[i]+B[i]*t);P[t ,i ,j ]=P[t,i]/(P[t,i]+P[t,j]);
X[t ,i ,j ]=n*P[t,i,j];
(*The actual values of the parameters and probabilities:*)
a[1]=16;a[2]=33;a[3]=31;a[4]=7;a[5]=66;a[6]=9;a[7]=38;a[8]=3;a[9]=5;a[10]=18;
a[11]=9;a[12]=15;a[13]=95;a[14]=12;a[15]=15;a[16]=5;a[17]=9;a[18]=7;a[19]=16;a[20]=11;
a[21]=15;a[22]=16;a[23]=2;a[24]=9;a[25]=9;a[26]=10;a[27]=3;a[28]=6;a[29]=42;a[30]=41;
b[1]=1;b[2]=-1;b[3]=-1;b[4]=1;b[5]=-2;b[6]=0;b[7]=-1;b[8]=1;b[9]=2;b[10]=0;
b[11]=2;b[12]=0;b[13]=-3;b[14]=0;b[15]=1;b[16]=2;b[17]=1;b[18]=2;b[19]=0;b[20]=1;
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b[21]=0;b[22]=2;b[23]=2;b[24]=1;b[25]=0;b[26]=2;b[27]=2;b[28]=1;b[29]=-1;b[30]=-1;
p[t ,i ]=(a[i]+b[i]*t);
p[t ,i ,j ]=p[t,i]/(p[t,i]+p[t,j]);
cons:=Sum[a[i],{i,1,NN}];
pst[t ,i ]=p[t,i]/cons;
(*Plotting the graphs:*)
ListLinePlot0[a ,i ,j ]:=ListLinePlot[a,DataRange->{0,Dimensions[a][[2]]-1},
ImageSize->200,AspectRatio->1,PlotStyle->{{Thick,Blue},{Thick,Purple}},
AxesLabel->{Style[t,20,FontFamily->“Helvetica”],
Style[Subsuperscript[x,ToString[i]<> ”” <>ToString[j],t],25,FontFamily->“Helvetica”]},
LabelStyle->Directive[20,FontFamily->“Helvetica”]]
plotx[i ,j ]:=ListLinePlot0[{Table[x[t,i,j],{t,0,T-1}],Table[X[t,i,j],{t,0,T-1}]},i,j]
GraphicsGrid[{{plotx[1,2],plotx[1,3],plotx[1,4],plotx[1,5]},
{plotx[1,6],plotx[1,7],plotx[1,8],plotx[1,9]},
{plotx[1,10],plotx[1,11],plotx[1,12],plotx[1,13]},
{plotx[1,14],plotx[1,15],plotx[1,16],plotx[1,17]},
...
{plotx[26,29],plotx[26,30],plotx[27,28],plotx[27,29]},
{plotx[27,30],plotx[28,29],plotx[28,30],plotx[29,30]}}
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Fig. A.1. The random data xtij’s (in blue) versus
the estimated data Xtij ’s (in purple) for N = 30 and T = 30.
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Appendix B
The Sinusoidal Bradley-Terry Model -
Tests on Random Data
B.1 Mathematica code for finding the ML-estimates of
the parameters for the case when we are dealing
with randomly generated data (T = 60;N = 30)
In this section, we give the Mathematica code used to find the ML-estimates of the param-
eters for the case when we are dealing with randomly generated data for 60 time periods
and 30 objects. We plotted our actual data (in blue) versus our estimated data (in purple).
Selected graphs are given after the Mathematica code:
(*Defining the data:*)
Data={{{100,54,60,61, ... 41,16,100}}};
x[t ,i ,j ]:=Data[[t+1]][[i]][[j]];
(*Finding the initial values:*)
T=60;NN=30;n=100;
f[t ,k ]:=Sum[n/(p[k]+p[j]),{j,1,k-1}]+Sum[n/(p[k]+p[j]),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]+Sum[x[t,k,j],{j,k+1,NN}])/(p[k]));
eqns[0]=Table[g[0,k]-f[0,k]==0,{k,1,NN-1}];
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eqns[0]=Append[eqns[0],Sum[p[i],{i,1,NN}]==1];
vars[0]=Table[p[k],{k,1,NN}];
eqns[T/4]=Table[g[T/4,k]-f[T/4,k]==0,{k,1,NN-1}];
eqns[T/4]=Append[eqns[T/4],Sum[p[i],{i,1,NN}]==1];
vars[T/4]=Table[p[k],{k,1,NN}];
eqns[T/2]=Table[g[T/2,k]-f[T/2,k]==0,{k,1,NN-1}];
eqns[T/2]=Append[eqns[T/2],Sum[p[i],{i,1,NN}]==1];
vars[T/2]=Table[p[k],{k,1,NN}];
eqns[3*T/4]=Table[g[3*T/4,k]-f[3*T/4,k]==0,{k,1,NN-1}];
eqns[3*T/4]=Append[eqns[3*T/4],Sum[p[i],{i,1,NN}]==1];
vars[3*T/4]=Table[p[k],{k,1,NN}];
varsval[t ]:=Table[{Extract[vars[t],{i}],Sum[x[t,i,j],{j,1,NN}]/(n*NN)},{i,1,NN}];
init[0]=Table[p[i],{i,1,NN}]/.FindRoot[eqns[0],varsval[0]];
init[T/4]=Table[p[i],{i,1,NN}]/.FindRoot[eqns[T/4],varsval[T/4]];
init[T/2]=Table[p[i],{i,1,NN}]/.FindRoot[eqns[T/2],varsval[T/2]];
init[3*T/4]=Table[p[i],{i,1,NN}]/.FindRoot[eqns[3*T/4],varsval[3*T/4]];
initM=(init[0]+init[T/2])/2;
initA=(init[T/4]-init[3*T/4])/2;
initB=(init[0]-init[T/2])/2;
(*Finding the estimates:*)
f[t ,i ]:=Sum[(x[t,i,j]/(M[i]+A[i]*Sin[(2*Pi/T)*t]+B[i]*Cos[(2*Pi/T)*t])-
n/((M[i]+A[i]*Sin[(2*Pi/T)*t]+B[i]*Cos[(2*Pi/T)*t])
+(M[j]+A[j]*Sin[(2*Pi/T)*t]+B[j]*Cos[(2*Pi/T)*t]))),{j,1,i-1}]
+Sum[(x[t,i,j]/(M[i]+A[i]*Sin[(2*Pi/T)*t]+B[i]*Cos[(2*Pi/T)*t])-
n/((M[i]+A[i]*Sin[(2*Pi/T)*t]+B[i]*Cos[(2*Pi/T)*t])
+(M[j]+A[j]*Sin[(2*Pi/T)*t]+B[j]*Cos[(2*Pi/T)*t]))),{j,i+1,NN}];
eqns={};
For[i=1,i≤NN-1,eqns=Append[eqns,Sum[f[t,i],{t,0,T-1}]==0];i++];
For[i=1,i≤NN,eqns=Append[eqns,Sum[Sin[(2*Pi/T)*t]*f[t,i],{t,0,T-1}]==0];i++];
For[i=1,i≤NN,eqns=Append[eqns,Sum[Cos[(2*Pi/T)*t]*f[t,i],{t,0,T-1}]==0];i++];
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Clear[i];
eqns=Append[eqns,Sum[Sum[M[i]+A[i]*Sin[(2*Pi/T)*t]
+B[i]*Cos[(2*Pi/T)*t],{i,1,NN}],{t,0,T-1}]==T];
varsval={};
For[i=1,i≤NN,varsval=Append[varsval,{M[i],initM[[i]]}]i++];
For[i=1,i≤NN,varsval=Append[varsval,{A[i],initA[[i]]}];i++];
For[i=1,i≤NN,varsval=Append[varsval,{B[i],initB[[i]]}];i++];
vars={};
For[i=1,i≤NN,vars=Append[vars,M[i]];i++];
For[i=1,i≤NN,vars=Append[vars,A[i]];i++];
For[i=1,i≤NN,vars=Append[vars,B[i]];i++];
varssoln=FindRoot[eqns,varsval];
Cons=(1/T)*N[Sum[Sum[m[i]+a[i]*Sin[(2*Pi/T)*t]
+b[i]*Cos[(2*Pi/T)*t],{i,1,NN}],{t,0,T-1}]];
vartrue=N[Join[Table[m[i],{i,1,NN}],
Table[a[i],{i,1,NN}],Table[b[i],{i,1,NN}]]/Cons];
varest=Table[varssoln[[i]][[2]],{i,1,3*NN}];
Do[M[i]=varssoln[[i]][[2]];A[i]=varssoln[[NN+i]][[2]];
B[i]=varssoln[[2*NN+i]][[2]],{i,1,NN}]
(*The actual values of the parameters and probabilities:*)
m[1]=20;m[2]=18;m[3]=15;m[4]=10;m[5]=13;
m[6]=12;m[7]=18;m[8]=15;m[9]=11;m[10]=23;
m[11]=16;m[12]=15;m[13]=22;m[14]=20;m[15]=14;
m[16]=20;m[17]=24;m[18]=15;m[19]=17;m[20]=12;
m[21]=22;m[22]=23;m[23]=25;m[24]=25;m[25]=11;
m[26]=22;m[27]=20;m[28]=9;m[29]=26;m[30]=8;
a[1]=10;a[2]=8;a[3]=4;a[4]=3;a[5]=4;
a[6]=2;a[7]=4;a[8]=2;a[9]=2;a[10]=2;
a[11]=5;a[12]=3;a[13]=4;a[14]=3;a[15]=2;
a[16]=2;a[17]=1;a[18]=2;a[19]=4;a[20]=4;
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a[21]=5;a[22]=3;a[23]=4;a[24]=2;a[25]=4;
a[26]=4;a[27]=1;a[28]=1;a[29]=4;a[30]=4;
b[1]=6;b[2]=5;b[3]=1;b[4]=6;b[5]=7;
b[6]=6;b[7]=10;b[8]=9;b[9]=6;b[10]=18;
b[11]=8;b[12]=9;b[13]=13;b[14]=14;b[15]=11;
b[16]=14;b[17]=18;b[18]=10;b[19]=12;b[20]=3;
b[21]=16;b[22]=16;b[23]=17;b[24]=19;b[25]=5;
b[26]=14;b[27]=17;b[28]=4;b[29]=21;b[30]=1;
p[t ,i ]=m[i]+a[i]*Sin[(2*Pi/T)*t]+b[i]*Cos[(2*Pi/T)*t];
p[t ,i ,j ]=p[t,i]/(p[t,i]+p[t,j]);
cons:=Sum[m[i],{i,1,NN}];
pst[t ,i ]=p[t,i]/cons;
(*Plotting the graphs:*)
plotx[i ,j ]:=ListLinePlot[{Table[x[t,i,j],{t,0,T-1}],Table[X[t,i,j],{t,0,T-1}]}]
GraphicsGrid[{{plotx[1,2],plotx[1,3],plotx[1,4],plotx[1,5]},
{plotx[1,6],plotx[1,7],plotx[1,8],plotx[1,9]},
{plotx[1,10],plotx[1,11],plotx[1,12],plotx[1,13]},
{plotx[1,14],plotx[1,15],plotx[1,16],plotx[1,17]},
...
{plotx[26,29],plotx[26,30],plotx[27,28],plotx[27,29]},
{plotx[27,30],plotx[28,29],plotx[28,30],plotx[29,30]}}
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Fig. B.1. Some of the random data xtij’s (in blue) versus
the estimated data Xtij ’s (in purple) for T = 60 and N = 30.
233
Appendix C
Calculations of Estimates of Missing
Temperature Data
C.1 Mathematica code for finding the estimated data
The code for the following estimation techniques, as discussed in Chapter 4, follows:
• Linear-Trend Bradley-Terry 1 estimates
• Approximate Linear-Trend Bradley-Terry 1 estimates
• Linear-Trend Bradley-Terry 2 estimates
• Approximate Linear-Trend Bradley-Terry 2 estimates
• Multiple Linear Regression of temperatures estimates
(*Defining the data:*)
X[1]={19.05,18.8,20.05,...,13.35,12,14.4,15.85};
X[2]={18.45,17.9,18.85,...,14.15,10.65,11.55,15.85};
X[3]={19.05,18.65,20.25,...,13.85,12.6,15.3,17.4};
(*Defining variables for our estimates:*)
dataLBT[1]={};dataLBT2[1]={};dataMREGfit[1]={};
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dataLBT[2]={};dataLBT2[2]={};dataMREGfit[2]={};
dataLBT[3]={};dataLBT2[3]={};dataMREGfit[3]={};
(*Defining the first time 0 of each year, the last time 0 of each year, the
number of each year and the number of days in each year:*)
TheStart[2006]=365-3;LastStart[2006]=365+365-3;
TheYear[2006]=1;daysinyear[2006]=365;
TheStart[2007]=365+365-3;LastStart[2007]=365+365+365-3;
TheYear[2007]=2;daysinyear[2007]=365;
TheStart[2008]=365+365+365-3;LastStart[2008]=365+365+365+366-3;
TheYear[2008]=3;daysinyear[2008]=366;
(*Code for defining the data for finding LBT1 estimates:*)
DefineData:=Do[
T=7;NN=3;x[t ,i ,j ]:=X[i][[t+1+Start]];
truex[3,1,j ]:=X[1][[3+1+Start]];
x[3,1,j ]:=(x[0,1,j]+ x[1,1,j]+ x[2,1,j]+x[4,1,j]+ x[5,1,j]+x[6,1,j])/6;
n[t ,i ,j ]:=x[t,i,j]+x[t,j,i],{ins,0,0}];
(*Code for finding potential initial values:*)
FindBT0sol:=Do[
fl[k ]:=Sum[n[0,k,j]/(P[k]+P[j]),{j,1,k-1}]+Sum[n[0,k,j]/(P[k]+P[j]),{j,k+1,NN}];
gl[k ]:=((Sum[x[0,k,j],{j,1,k-1}]+Sum[x[0,k,j],{j,k+1,NN}])/(P[k]));
eqnsl=Table[gl[k]-fl[k]==0,{k,1,NN-1}];
eqnsl=Append[eqnsl,Sum[P[i],{i,1,NN}]==1];
varsl=Table[P[k],{k,1,NN}];
varsvall=Table[{Extract[varsl,{i}],0.5},{i,1,NN}];
initl=Table[P[i],{i,1,NN}]/.FindRoot[eqnsl,varsvall],{ins,0,0}];
FindBTTmin1sol:=Do[
fu[k ]:=Sum[n[T-1,k,j]/(P[k]+P[j]),{j,1,k-1}]+Sum[n[T-1,k,j]/(P[k]+P[j]),{j,k+1,NN}];
gu[k ]:=((Sum[x[T-1,k,j],{j,1,k-1}]+Sum[x[T-1,k,j],{j,k+1,NN}])/(P[k]));
eqnsu=Table[gu[k]-fu[k]==0,{k,1,NN-1}];
eqnsu=Append[eqnsu,Sum[P[i],{i,1,NN}]==1];
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varsu=Table[P[k],{k,1,NN}];
varsvalu=Table[{Extract[varsu,{i}],0.5},{i,1,NN}];
initu=Table[P[i],{i,1,NN}]/.FindRoot[eqnsu,varsvalu],{ins,0,0}];
Findinit:=Do[initb=(initu-initl)/(T-1);
init=Join[initl,initb],{ins,0,0}];
(*Code for finding the ALBT1 estimates:*)
FindLBT1solAltIV:=Do[
f[t ,k ]:=Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN-1}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN-1}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
eqns=Append[eqns,Sum[B[i],{i,1,NN}]==0];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssolnalt=FindRoot[eqns,varsval];
(*Code for using the ALBT1 estimates as initial values:*)
f[t ,k ]:=Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN-1}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsvalalt=Table[Extract[vars,{i}]->varssolnalt[[i,2]],{i,1,2*NN}],{ins,0,0}];
(*Code for finding the LBT1 estimates:*)
FindLBT1sol:=Do[DefineData;
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FindBT0sol;
FindBTTmin1sol;
Findinit;
f[t ,k ]:=Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN-1}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssolnLBT1=FindRoot[eqns,varsval];FindLBT1solAltIV,{ins,0,0}];
(*Code for finding the LBT1 estimates using different initial values:*)
FindLBT1solOTHER[other ]:=Do[
varsval=Table[{Extract[vars,{i}],other[[i,2]]},{i,1,2*NN}];
varssolnLBT1=FindRoot[eqns,varsval],{ins,0,0}];
(*Code for setting the LBT1 estimates:*)
SetLBT1sol:=Do[oldoldvarssolnLBT1=oldvarssolnLBT1;
oldvarssolnLBT1=varssolnLBT1;
A[1]=varssolnLBT1[[1]][[2]];A[2]=varssolnLBT1[[2]][[2]];
A[3]=varssolnLBT1[[3]][[2]];B[1]=varssolnLBT1[[4]][[2]];
B[2]=varssolnLBT1[[5]][[2]];B[3]=varssolnLBT1[[6]][[2]];
P[t ,i ]:=A[i]+B[i]*t;P[t ,i ,j ]=P[t,i]/(P[t,i]+P[t,j]);
Xc[t ,i ,j ]:=n[t,i,j]*P[t,i,j];
Xest[t ,i ,j ]:=(Sum[Xc[t,i,k],{k,1,i-1}]+Sum[Xc[t,i,k],{k,i+1,NN}])/2;
dataLBT[TheYear[year]]=Append[dataLBT[TheYear[year]],{truex[3,1,2],Xest[3,1,2]}];
Clear[A,B],{ins,0,0}];
(*Code for finding and setting the MREG estimates:*)
FindSetMREGsol:=Do[datatofit[TheYear[year]]={};
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datatofit[TheYear[year]]=Append[datatofit[TheYear[year]],{x[0,2,1],x[0,3,1],x[0,1,2]}];
datatofit[TheYear[year]]=Append[datatofit[TheYear[year]],{x[1,2,1],x[1,3,1],x[1,1,2]}];
datatofit[TheYear[year]]=Append[datatofit[TheYear[year]],{x[2,2,1],x[2,3,1],x[2,1,2]}];
datatofit[TheYear[year]]=Append[datatofit[TheYear[year]],{x[4,2,1],x[4,3,1],x[4,1,2]}];
datatofit[TheYear[year]]=Append[datatofit[TheYear[year]],{x[5,2,1],x[5,3,1],x[5,1,2]}];
datatofit[TheYear[year]]=Append[datatofit[TheYear[year]],{x[6,2,1],x[6,3,1],x[6,1,2]}];
dataMREGfit[TheYear[year]]=Append[dataMREGfit[TheYear[year]],{truex[3,1,2],
Fit[datatofit[TheYear[year]], {1, x, y}, {x,y}]/.x->x[3,2,1]/.y->x[3,3,1]}],{ins,0,0}];
(*Code for defining the data for finding LBT2 estimates:*)
DefineLBT2Data:=Do[x[3,1,j ]:=Fit[datatofit[TheYear[year]], {1, x, y},
{x,y}]/.x->x[3,2,1]/.y->x[3,3,1];n[t ,i ,j ]:=x[t,i,j]+x[t,j,i],{ins,0,0}];
(*Code for finding the ALBT1 estimates:*)
FindLBT2solAltIV:=Do[
f[t ,k ]:=Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN-1}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN-1}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
eqns=Append[eqns,Sum[B[i],{i,1,NN}]==0];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssolnalt=FindRoot[eqns,varsval];
(*Code for using the ALBT1 estimates as initial values:*)
f[t ,k ]:=Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN-1}],
238
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsvalalt=Table[Extract[vars,{i}]->varssolnalt[[i,2]],{i,1,2*NN}],{ins,0,0}];
(*Code for finding the LBT2 estimates:*)
FindLBT2sol:=Do[
DefineLBT2Data;
f[t ,k ]:=Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n[t,k,j]/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN-1}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssolnLBT2=FindRoot[eqns,varsval];FindLBT2solAltIV,{ins,0,0}];
(*Code for finding the LBT2 estimates using different initial values:*)
FindLBT2solOTHER[other ]:=Do[
varsval=Table[{Extract[vars,{i}],other[[i,2]]},{i,1,2*NN}];
varssolnLBT2=FindRoot[eqns,varsval],{ins,0,0}];
FindLBT2solOldOldIV:=Do[
varsval=Table[{Extract[vars,{i}],oldoldvarssolnLBT2[[i,2]]},{i,1,2*NN}];
varssolnLBT2=FindRoot[eqns,varsval],{ins,0,0}];
(*Code for setting the LBT2 estimates:*)
SetLBT2sol:=Do[
oldoldvarssolnLBT2=oldvarssolnLBT1;oldvarssolnLBT2=varssolnLBT2;
A[1]=varssolnLBT2[[1]][[2]];A[2]=varssolnLBT2[[2]][[2]];
A[3]=varssolnLBT2[[3]][[2]];B[1]=varssolnLBT2[[4]][[2]];
B[2]=varssolnLBT2[[5]][[2]];B[3]=varssolnLBT2[[6]][[2]];
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P[t ,i ]:=A[i]+B[i]*t;P[t ,i ,j ]=P[t,i]/(P[t,i]+P[t,j]);Xc[t ,i ,j ]:=n[t,i,j]*P[t,i,j];
Xalt[t ,i ,j ]:=(Sum[Xc[t,i,k],{k,1,i-1}]+Sum[Xc[t,i,k],{k,i+1,NN}])/2;
dataLBT2[TheYear[year]]=Append[dataLBT2[TheYear[year]],{truex[3,1,2],Xalt[3,1,2]}];
Clear[A,B],{ins,0,0}];
(*Code for definitions that can be called up for more initial values:*)
AvgSolvar[a ,sol1 ,b ,sol2 ,i ]:=sol1[[i,1]]->(a*sol1[[i,2]]+b*sol2[[i,2]])/(a+b);
AvgSol[a ,sol1 ,b ,sol2 ]:={AvgSolvar[a,sol1,b,sol2,1],AvgSolvar[a,sol1,b,sol2,2],
AvgSolvar[a,sol1,b,sol2,3],AvgSolvar[a,sol1,b,sol2,4],
AvgSolvar[a,sol1,b,sol2,5],AvgSolvar[a,sol1,b,sol2,6]};
optionLBT1:={varsvalalt,oldvarssolnLBT1,oldoldvarssolnLBT1,
varssolnLBT2,oldvarssolnLBT2,oldvarssolnLBT2};
optionLBT2:={varsvalalt,oldvarssolnLBT2,oldoldvarssolnLBT2,
varssolnLBT1,oldvarssolnLBT1,oldvarssolnLBT1};
(*Code to check our LBT1 estimates (code can be called up):*)
LBT1correct:=And[Abs[eqns[[1,1]]/.varssolnLBT1]<5*10ˆ(-5),
Abs[eqns[[2,1]]/.varssolnLBT1]<5*10ˆ(-5),Abs[eqns[[3,1]]/.varssolnLBT1]<5*10ˆ(-5),
Abs[eqns[[4,1]]/.varssolnLBT1]<5*10ˆ(-5),Abs[eqns[[5,1]]/.varssolnLBT1]<5*10ˆ(-5)];
(*Code to check our LBT2 estimates (code can be called up):*)
LBT2correct:=And[Abs[eqns[[1,1]]/.varssolnLBT2]<5*10ˆ(-5),
Abs[eqns[[2,1]]/.varssolnLBT2]<5*10ˆ(-5),Abs[eqns[[3,1]]/.varssolnLBT2]<5*10ˆ(-5),
Abs[eqns[[4,1]]/.varssolnLBT2]<5*10ˆ(-5),Abs[eqns[[5,1]]/.varssolnLBT2]<5*10ˆ(-5)];
FindLBT1correctsol:=Do[
For[a=b,a<20,a++,For[b=1,b<20,b++,For[c=1,c<7,c++,For[d=1,d<7,d++,
FindLBT1solOTHER[AvgSol[a,optionLBT1[[c]],b,optionLBT1[[d]]]];
If[LBT1correct,c=8;d=8;a=100;b=100]]]]],{ins,0,0}];
FindLBT2correctsol:=Do[
For[a=1,a<20,a++,For[b=a,b<20,b++,For[c=1,c<7,c++,For[d=1,d<7,d++,
FindLBT2solOTHER[AvgSol[a,optionLBT2[[c]],b,optionLBT2[[d]]]];
If[LBT2correct,c=8;d=8;a=100;b=100]]]]],{ins,0,0}];
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(*Finding the estimates using the above code:*)
year=2008; (*Year can be set to 2006, 2007 or 2008*)
For[Start=TheStart[year],Start<LastStart[year],Start++,
FindLBT1sol;
If[LBT1correct==False,FindLBT1correctsol];
SetLBT1sol;
If[LBT1correct==False,Print[Start];
Print[{Abs[eqns[[1,1]]/.varssolnLBT1],Abs[eqns[[2,1]]/.varssolnLBT1],
Abs[eqns[[3,1]]/.varssolnLBT1],Abs[eqns[[4,1]]/.varssolnLBT1],
Abs[eqns[[5,1]]/.varssolnLBT1]}];
Start=LastStart[year];Print[“Error”]];
FindSetMREGsol;
FindLBT2sol;
If[LBT2correct==False,FindLBT2correctsol];
SetLBT2sol;
If[LBT2correct==False,Print[Start];Start=LastStart[year];Print[“Error”]]]
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The code for the following estimation techniques, as discussed in Chapter 4 follows:
• Linear-Trend Bradley-Terry using differences estimates
• Approximate Linear-Trend Bradley-Terry using differences estimates
• Linear Regression of temperature estimates
• Linear Regression of differences of temperature estimates
(*Defining the data:*)
Y[1]={19.05,18.8,20.05,...,13.35,12,14.4,15.85};
Y[2]={18.45,17.9,18.85,...,14.15,10.65,11.55,15.85};
Y[3]={19.05,18.65,20.25,...,13.85,12.6,15.3,17.4};
(*Defining variables for our estimates:*)
dataLBTdif[1]={};dataREGdif[1]={};dataREG[1]={};
dataLBTdif[2]={};dataREGdif[2]={};dataREG[2]={};
dataLBTdif[3]={};dataREGdif[3]={};dataREG[3]={};
(*Defining the first time 0 of each year, the last time 0 of each year, the
number of each year and the number of days in each year:*)
TheStart[2006]=365-3;LastStart[2006]=365+365-3;
TheYear[2006]=1;daysinyear[2006]=365;
TheStart[2007]=365+365-3;LastStart[2007]=365+365+365-3;
TheYear[2007]=2;daysinyear[2007]=365;
TheStart[2008]=365+365+365-3;LastStart[2008]=365+365+365+366-3;
TheYear[2008]=3;daysinyear[2008]=366;
(*Code for defining the data for finding LBTD estimates:*)
DefineData:=Do[
T=7;NN=3;n=20;y[t ,i ]:=Y[i][[t+1+Start]];x[t ,i ,j ]:=y[t,i]-y[t,j]+n/2,{ins,0,0}];
(*Code for finding potential initial values:*)
FindBT0sol:=Do[
fl[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
gl[k ]:=((Sum[x[0,k,j],{j,1,k-1}]+Sum[x[0,k,j],{j,k+1,NN}])/(P[k]));
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eqnsl=Table[gl[k]-fl[k]==0,{k,1,NN-1}];eqnsl=Append[eqnsl,Sum[P[i],{i,1,NN}]==1];
varsl=Table[P[k],{k,1,NN}];
varsvall=Table[{Extract[varsl,{i}],0.5},{i,1,NN}];
initl=Table[P[i],{i,1,NN}]/.FindRoot[eqnsl,varsvall],{ins,0,0}];
FindBTTmin1sol:=Do[
fu[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
gu[k ]:=((Sum[x[T-1,k,j],{j,1,k-1}]+Sum[x[T-1,k,j],{j,k+1,NN}])/(P[k]));
eqnsu=Table[gu[k]-fu[k]==0,{k,1,NN-1}];
eqnsu=Append[eqnsu,Sum[P[i],{i,1,NN}]==1];
varsu=Table[P[k],{k,1,NN}];
varsvalu=Table[{Extract[varsu,{i}],0.5},{i,1,NN}];
initu=Table[P[i],{i,1,NN}]/.FindRoot[eqnsu,varsvalu],{ins,0,0}];
Findinit:=Do[initb=(initu-initl)/(T-1);
init=Join[initl,initb],{ins,0,0}];
(*Code for finding the ALBTD estimates:*)
FindLBTdifsolAltIV:=Do[
f[t ,k ]:=Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,2}]+Sum[g[t,k]-f[t,k],{t,4,T-1}]==0,{k,1,NN-1}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,2}]+Sum[t*(g[t,k]-f[t,k]),{t,4,T-1}]==0,{k,1,NN-1}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];eqns=Append[eqns,Sum[B[i],{i,1,NN}]==0];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssolnalt=FindRoot[eqns,varsval];
(*Code for using the ALBTD estimates as initial values:*)
f[t ,k ]:=Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]
+Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]
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+Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN-1}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsvalalt=Table[Extract[vars,{i}]->varssolnalt[[i,2]],{i,1,2*NN}],{ins,0,0}];
(*Code for finding the LBTD estimates:*)
FindLBTdifsol:=Do[
DefineData;
FindBT0sol;
FindBTTmin1sol;
Findinit;
f[t ,k ]:=Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,1,k-1}]+
Sum[n/(A[k]+B[k]*t+A[j]+B[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]+
Sum[x[t,k,j],{j,k+1,NN}])/(A[k]+B[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,2}]+Sum[g[t,k]-f[t,k],{t,4,T-1}]==0,{k,1,NN}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,2}]+Sum[t*(g[t,k]-f[t,k]),{t,4,T-1}]==0,{k,1,NN-1}]];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==1];
vars=Join[Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssolnLBTdif=FindRoot[eqns,varsval];FindLBTdifsolAltIV,{ins,0,0}];
(*Code for finding the LBTD estimates using different initial values:*)
FindLBTdifsolOTHER[other ]:=Do[
varsval=Table[{Extract[vars,{i}],other[[i,2]]},{i,1,2*NN}];
varssolnLBTdif=FindRoot[eqns,varsval],{ins,0,0}];
(*Code for setting the LBTD estimates:*)
SetLBTdifsol:=Do[
oldoldvarssolnLBTdif=oldvarssolnLBTdif;oldvarssolnLBTdif=varssolnLBTdif;
A[1]=varssolnLBTdif[[1]][[2]];A[2]=varssolnLBTdif[[2]][[2]];
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A[3]=varssolnLBTdif[[3]][[2]];B[1]=varssolnLBTdif[[4]][[2]];
B[2]=varssolnLBTdif[[5]][[2]];B[3]=varssolnLBTdif[[6]][[2]];
P[t ,i ]:=A[i]+B[i]*t;P[t ,i ,j ]=P[t,i]/(P[t,i]+P[t,j]);X[t ,i ,j ]:=n*P[t,i,j];
Y[3,1]=((X[3,1,2]+y[3,2]-n/2)+(X[3,1,3]+y[3,3]-n/2))/2;
dataLBTdif[TheYear[year]]=Append[dataLBTdif[TheYear[year]],{y[3,1],Y[3,1]}];
Clear[A,B],{ins,0,0}];
(*Code for finding and setting the REG and REGD estimates:*)
FindSetREGsol:=Do[
Dr[1,2]=Fit[Join[Table[{t,x[t,1,2]},{t,0,2}],Table[{t,x[t,1,2]},{t,4,6}]],{1,z},z]/.z->3;
Dr[1,3]=Fit[Join[Table[{t,x[t,1,3]},{t,0,2}],Table[{t,x[t,1,3]},{t,4,6}]],{1,z},z]/.z->3;
Ydr[3,1]=((Dr[1,2]+y[3,2]-n/2)+(Dr[1,3]+y[3,3]-n/2))/2;
dataREGdif[TheYear[year]]=Append[dataREGdif[TheYear[year]],{y[3,1],Ydr[3,1]}];
Yr[3,1]=Fit[Join[Table[{t,y[t,1]},{t,0,2}],Table[{t,y[t,1]},{t,4,6}]],{1,z},z]/.z->3;
dataREG[TheYear[year]]=Append[dataREG[TheYear[year]],{y[3,1],Yr[3,1]}];
Clear[A,B],{ins,0,0}];
(*Code for definitions that can be called up for more initial values:*)
AvgSolvar[a ,sol1 ,b ,sol2 ,i ]:=sol1[[i,1]]->(a*sol1[[i,2]]+b*sol2[[i,2]])/(a+b);
AvgSol[a ,sol1 ,b ,sol2 ]:={AvgSolvar[a,sol1,b,sol2,1],AvgSolvar[a,sol1,b,sol2,2],
AvgSolvar[a,sol1,b,sol2,3],AvgSolvar[a,sol1,b,sol2,4],
AvgSolvar[a,sol1,b,sol2,5],AvgSolvar[a,sol1,b,sol2,6]};
optionLBTdif:={varsvalalt,oldvarssolnLBTdif,oldoldvarssolnLBTdif};
(*Code to check our LBTD estimates (code can be called up):*)
LBTdifcorrect:=And[Abs[eqns[[1,1]]/.varssolnLBTdif]<2*10ˆ(-4),
Abs[eqns[[2,1]]/.varssolnLBTdif]<2*10ˆ(-4),Abs[eqns[[3,1]]/.varssolnLBTdif]<2*10ˆ(-4),
Abs[eqns[[4,1]]/.varssolnLBTdif]<2*10ˆ(-4),Abs[eqns[[5,1]]/.varssolnLBTdif]<2*10ˆ(-4)];
FindLBTdifcorrectsol:=Do[
For[a=1,a<20,a++,For[b=a,b<20,b++,For[c=1,c<4,c++,For[d=1,d<4,d++,
FindLBTdifsolOTHER[AvgSol[a,optionLBTdif[[c]],b,optionLBTdif[[d]]]];
If[LBTdifcorrect,c=5;d=5;a=100;b=100]]]]],{ins,0,0}];
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(*Finding the estimates using the above code:*)
year=2008;(*Year can be set to 2006, 2007 or 2008*)
Start=TheStart[year](*Iteration 1 was done “manually”*)
FindLBTdifsol
LBTdifcorrect
FindLBTdifcorrectsol
SetLBTdifsol;
FindSetREGsol;
For[Start=TheStart[year]+1,Start<LastStart[year],Start++,
FindLBTdifsol;
If[LBTdifcorrect==False,FindLBTdifcorrectsol];
SetLBTdifsol;
If[LBTdifcorrect==False,Print[Start];Start=LastStart[year];Print[“Error”]];
FindSetREGsol];
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The code for the following estimation techniques, as discussed in Chapter 4 follows:
• Sinusoidal Bradley-Terry using differences estimates
• Approximate Sinusoidal Bradley-Terry using differences estimates
(*Defining the data:*)
Y[1]={19.05,18.8,20.05,...,13.35,12,14.4,15.85};
Y[2]={18.45,17.9,18.85,...,14.15,10.65,11.55,15.85};
Y[3]={19.05,18.65,20.25,...,13.85,12.6,15.3,17.4};
(*Defining variables for our estimates:*)
dataSBTdif[1]={};dataSBTdif[2]={};dataSBTdif[3]={};
(*Defining the first time 0 of each year, the last time 0 of each year, the
number of each year and the number of days in each year:*)
TheStart[2006]=365-182;LastStart[2006]=365+365-182;
TheYear[2006]=1;daysinyear[2006]=365;
TheStart[2007]=365+365-182;LastStart[2007]=365+365+365-182;
TheYear[2007]=2;daysinyear[2007]=365;
TheStart[2008]=365+365+365-182;LastStart[2008]=365+365+365+366-182;
TheYear[2008]=3;daysinyear[2008]=366;
(*Code for defining the data for finding SBTD estimates:*)
DefineData:=Do[
T=7;NN=3;n=20;
y[t ,i ]:=Y[i][[t+1+Start]];x[t ,i ,j ]:=y[t,i]-y[t,j]+n/2,{ins,0,0}];
(*Code for finding potential initial values:*)
FindBTsols:=Do[
f0[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
g0[k ]:=((Sum[x[0,k,j],{j,1,k-1}]+Sum[x[0,k,j],{j,k+1,NN}])/(P[k]));
eqns0=Table[g0[k]-f0[k]==0,{k,1,NN-1}];
eqns0=Append[eqns0,Sum[P[i],{i,1,NN}]==1];
vars0=Table[P[k],{k,1,NN}];
varsval0={{P[1],1/((x[0,2,1]/x[0,1,2])+(x[0,3,1]/x[0,1,3]))},
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{P[2],1/((x[0,1,2]/x[0,2,1])+(x[0,3,2]/x[0,2,3]))},
{P[3],1/((x[0,1,3]/x[0,3,1])+(x[0,2,3]/x[0,3,1]))}};
init0=Table[P[i],{i,1,NN}]/.FindRoot[eqns0,varsval0];
f1[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
g1[k ]:=((Sum[x[90,k,j],{j,1,k-1}]+Sum[x[90,k,j],{j,k+1,NN}])/(P[k]));
eqns1=Table[g1[k]-f1[k]==0,{k,1,NN-1}];
eqns1=Append[eqns1,Sum[P[i],{i,1,NN}]==1];
vars1=Table[P[k],{k,1,NN}];
varsval1={{P[1],1/((x[90,2,1]/x[90,1,2])+(x[90,3,1]/x[90,1,3]))},
{P[2],1/((x[90,1,2]/x[90,2,1])+(x[90,3,2]/x[90,2,3]))},
{P[3],1/((x[90,1,3]/x[90,3,1])+(x[90,2,3]/x[90,3,1]))}};
init1=Table[P[i],{i,1,NN}]/.FindRoot[eqns1,varsval1];
f2[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
g2[k ]:=((Sum[x[181,k,j],{j,1,k-1}]+Sum[x[181,k,j],{j,k+1,NN}])/(P[k]));
eqns2=Table[g2[k]-f2[k]==0,{k,1,NN-1}];
eqns2=Append[eqns2,Sum[P[i],{i,1,NN}]==1];
vars2=Table[P[k],{k,1,NN}];
varsval2={{P[1],1/((x[181,2,1]/x[181,1,2])+(x[181,3,1]/x[181,1,3]))},
{P[2],1/((x[181,1,2]/x[181,2,1])+(x[181,3,2]/x[181,2,3]))},
{P[3],1/((x[181,1,3]/x[181,3,1])+(x[181,2,3]/x[181,3,1]))}};
init2=Table[P[i],{i,1,NN}]/.FindRoot[eqns2,varsval2];
f3[k ]:=Sum[n/(P[k]+P[j]),{j,1,k-1}]+Sum[n/(P[k]+P[j]),{j,k+1,NN}];
g3[k ]:=((Sum[x[273,k,j],{j,1,k-1}]+Sum[x[273,k,j],{j,k+1,NN}])/(P[k]));
eqns3=Table[g3[k]-f3[k]==0,{k,1,NN-1}];
eqns3=Append[eqns3,Sum[P[i],{i,1,NN}]==1];
vars3=Table[P[k],{k,1,NN}];
varsval3={{P[1],1/((x[273,2,1]/x[273,1,2])+(x[273,3,1]/x[273,1,3]))},
{P[2],1/((x[273,1,2]/x[273,2,1])+(x[273,3,2]/x[273,2,3]))},
{P[3],1/((x[273,1,3]/x[273,3,1])+(x[273,2,3]/x[273,3,1]))}};
init3=Table[P[i],{i,1,NN}]/.FindRoot[eqns3,varsval3],{ins,0,0}];
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Findinit:=Do[initm=(init0+init2)/2;inita=(init1-init3)/2;initb=(init0-init2)/2;
init=Join[initm,inita,initb],{ins,0,0}];
(*Code for finding the ASBTD estimates:*)
FindSBTdifsolAltIV:=Do[
f[t ,k ]:=Sum[n/(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]
+B[k]*Cos[(2*Pi/daysinyear[year])*t]
+M[j]+A[j]*Sin[(2*Pi/daysinyear[year])*t]
+B[j]*Cos[(2*Pi/daysinyear[year])*t]),{j,1,k-1}]
+Sum[n/(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]
+B[k]*Cos[(2*Pi/daysinyear[year])*t]
+M[j]+A[j]*Sin[(2*Pi/daysinyear[year])*t]
+B[j]*Cos[(2*Pi/daysinyear[year])*t]),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]+Sum[x[t,k,j],{j,k+1,NN}])/
(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]+B[k]*Cos[(2*Pi/daysinyear[year])*t]));
eqns=Join[
Table[Sum[g[t,k]-f[t,k],{t,0,181}]+Sum[g[t,k]-f[t,k],{t,183,T-1}]==0,{k,1,NN-1}],
Table[Sum[Sin[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,0,181}]+
Sum[Sin[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,183,T-1}]==0,{k,1,NN-1}],
Table[Sum[Cos[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,0,181}]+
Sum[Cos[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,183,T-1}]==0,{k,1,NN-1}]];
eqns=Append[eqns,Sum[M[i],{i,1,NN}]==1];
eqns=Append[eqns,Sum[A[i],{i,1,NN}]==0];eqns=Append[eqns,Sum[B[i],{i,1,NN}]==0];
vars=Join[Table[M[k],{k,1,NN}],Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,3*NN}];
oldoldvarsvalalt=oldvarsvalalt;oldvarsvalalt=varsvalalt;
varssolnalt=FindRoot[eqns,varsval];
(*Code for using the ASBTD estimates as initial values:*)
f[t ,k ]:=Sum[n/(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]
+B[k]*Cos[(2*Pi/daysinyear[year])*t]
+M[j]+A[j]*Sin[(2*Pi/daysinyear[year])*t]
249
+B[j]*Cos[(2*Pi/daysinyear[year])*t]),{j,1,k-1}]
+Sum[n/(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]
+B[k]*Cos[(2*Pi/daysinyear[year])*t]
+M[j]+A[j]*Sin[(2*Pi/daysinyear[year])*t]
+B[j]*Cos[(2*Pi/daysinyear[year])*t]),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]+Sum[x[t,k,j],{j,k+1,NN}])/
(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]+B[k]*Cos[(2*Pi/daysinyear[year])*t]));
eqns=Join[
Table[Sum[g[t,k]-f[t,k],{t,0,181}]+Sum[g[t,k]-f[t,k],{t,183,T-1}]==0,{k,1,NN-1}],
Table[Sum[Sin[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,0,181}]
+Sum[Sin[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,183,T-1}]==0,{k,1,NN}],
Table[Sum[Cos[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,0,181}]
+Sum[Cos[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,183,T-1}]==0,{k,1,NN}]];
eqns=Append[eqns,Sum[M[i],{i,1,NN}]==1];
vars=Join[Table[M[k],{k,1,NN}],Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsvalalt=Table[Extract[vars,{i}]->varssolnalt[[i,2]],{i,1,3*NN}],{ins,0,0}];
(*Code for finding the SBTD estimates:*)
FindSBTdifsol:=Do[
DefineData;
FindBTsols;
Findinit; f[t ,k ]:=Sum[n/(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]
+B[k]*Cos[(2*Pi/daysinyear[year])*t]
+M[j]+A[j]*Sin[(2*Pi/daysinyear[year])*t]
+B[j]*Cos[(2*Pi/daysinyear[year])*t]),{j,1,k-1}]
+Sum[n/(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]
+B[k]*Cos[(2*Pi/daysinyear[year])*t]
+M[j]+A[j]*Sin[(2*Pi/daysinyear[year])*t]
+B[j]*Cos[(2*Pi/daysinyear[year])*t]),{j,k+1,NN}];
g[t ,k ]:=((Sum[x[t,k,j],{j,1,k-1}]+Sum[x[t,k,j],{j,k+1,NN}])/
(M[k]+A[k]*Sin[(2*Pi/daysinyear[year])*t]+B[k]*Cos[(2*Pi/daysinyear[year])*t]));
250
eqns=Join[
Table[Sum[g[t,k]-f[t,k],{t,0,181}]+Sum[g[t,k]-f[t,k],{t,183,T-1}]==0,{k,1,NN-1}],
Table[Sum[Sin[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,0,181}]
+Sum[Sin[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,183,T-1}]==0,{k,1,NN}],
Table[Sum[Cos[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,0,181}]
+Sum[Cos[(2*Pi/daysinyear[year])*t]*(g[t,k]-f[t,k]),{t,183,T-1}]==0,{k,1,NN}]];
eqns=Append[eqns,Sum[M[i],{i,1,NN}]==1];
vars=Join[Table[M[k],{k,1,NN}],Table[A[k],{k,1,NN}],Table[B[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,3*NN}];
varssolnSBTdif=FindRoot[eqns,varsval];FindSBTdifsolAltIV,{ins,0,0}];
(*Code for finding the SBTD estimates using different initial values:*)
AvgSolvar[a ,sol1 ,b ,sol2 ,i ]:=sol1[[i,1]]->(a*sol1[[i,2]]+b*sol2[[i,2]])/(a+b);
AvgSol[a ,sol1 ,b ,sol2 ]:={AvgSolvar[a,sol1,b,sol2,1],AvgSolvar[a,sol1,b,sol2,2],
AvgSolvar[a,sol1,b,sol2,3],AvgSolvar[a,sol1,b,sol2,4],AvgSolvar[a,sol1,b,sol2,5],
AvgSolvar[a,sol1,b,sol2,6],AvgSolvar[a,sol1,b,sol2,7],AvgSolvar[a,sol1,b,sol2,8],
AvgSolvar[a,sol1,b,sol2,9]};
optionSBTdif:={varsvalalt,oldvarsvalalt,oldoldvarsvalalt,
oldvarssolnSBTdif,oldoldvarssolnSBTdif};
FindSBTdifsolOTHER[other ]:=Do[
varsval=Table[{Extract[vars,{i}],other[[i,2]]},{i,1,3*NN}];
varssolnSBTdif=FindRoot[eqns,varsval], {ins,0,0}];
(*Code for setting the SBTD estimates:*)
SetSBTdifsol:=Do[
oldoldvarssolnSBTdif=oldvarssolnSBTdif;oldvarssolnSBTdif=varssolnSBTdif;
M[1]=varssolnSBTdif[[1]][[2]];M[2]=varssolnSBTdif[[2]][[2]];
M[3]=varssolnSBTdif[[3]][[2]];A[1]=varssolnSBTdif[[4]][[2]];
A[2]=varssolnSBTdif[[5]][[2]];A[3]=varssolnSBTdif[[6]][[2]];
B[1]=varssolnSBTdif[[7]][[2]];B[2]=varssolnSBTdif[[8]][[2]];
B[3]=varssolnSBTdif[[9]][[2]];
P[t ,i ]:=M[i]+A[i]*Sin[(2*Pi/daysinyear[year])*t]+B[i]*Cos[(2*Pi/daysinyear[year])*t];
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P[t ,i ,j ]=P[t,i]/(P[t,i]+P[t,j]);
X[t ,i ,j ]:=n*P[t,i,j];
Y[182,1]=((X[182,1,2]+y[182,2]-n/2)+(X[182,1,3]+y[182,3]-n/2))/2;
dataSBTdif[TheYear[year]]=Append[dataSBTdif[TheYear[year]],{y[182,1],Y[182,1]}];
Clear[M,A,B],{ins,0,0}];
(*Code to check our SBTD estimates (code can be called up):*)
SBTdifcorrect:=And[Abs[eqns[[1,1]]/.varssolnSBTdif]<2*10ˆ(-5),
Abs[eqns[[2,1]]/.varssolnSBTdif]<2*10ˆ(-5),
Abs[eqns[[3,1]]/.varssolnSBTdif]<2*10ˆ(-5),
Abs[eqns[[4,1]]/.varssolnSBTdif]<2*10ˆ(-5),
Abs[eqns[[5,1]]/.varssolnSBTdif]<2*10ˆ(-5),
Abs[eqns[[6,1]]/.varssolnSBTdif]<2*10ˆ(-5),
Abs[eqns[[7,1]]/.varssolnSBTdif]<2*10ˆ(-5),
Abs[eqns[[8,1]]/.varssolnSBTdif]<2*10ˆ(-5)];
(*Code for definitions that can be called up for more initial values:*)
FindSBTdifcorrectsol:=Do[
For[a=1,a<20,a++,For[b=a,b<20,b++,For[c=1,c<6,c++,For[d=1,d<6,d++,
FindSBTdifsolOTHER[AvgSol[a,optionSBTdif[[c]],b,optionSBTdif[[d]]]];
If[SBTdifcorrect,c=5;d=5;a=100;b=100]]]]],{ins,0,0}];
(*Finding the estimates using the above code:*)
year=2008;(*Year can be set to 2006, 2007 or 2008*)
Start=TheStart[year](*Iteration 1 was done “manually”*)
FindSBTdifsol
SBTdifcorrect
FindSBTdifcorrectsol
SBTdifcorrect
SetSBTdifsol;
For[Start=TheStart[year]+1,Start<LastStart[year],Start++,
FindSBTdifsol;
If[SBTdifcorrect==False,FindSBTdifcorrectsol];
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SetSBTdifsol;
Print[dataSBTdif[TheYear[year]][[Dimensions[dataSBTdif[TheYear[year]]][[2]]]]];
oldEst=dataSBTdif[TheYear[year]][[Dimensions[dataSBTdif[TheYear[year]]][[1]]]][[2]];
If[SBTdifcorrect==False,Print[Start];Start=LastStart[year];Print[“Error”]]];
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C.2 Analysis of the estimates
The following criteria used to analyze our estimates were given in Chapter 4:
• The R2 values between the real data and the estimates of the data
• The Adjusted R2 values between the real data and the estimates of the data
• The Mean Absolute Error between the real data and the estimates of the data
• The Mean Squared Error between the real data and the estimates of the data
• The Maximum Absolute Error between the real data and the estimates of the data
The following criteria used to analyze our estimates are given in this section:
• The proportion of times that the Absolute Error between the real data and the esti-
mates of the data (rounded to zero decimal places) are 0
• The proportion of times that the Absolute Error between the real data and the esti-
mates of the data (rounded to zero decimal places) are at least 3
If we were to plot the graph of the linear combination of a×estimate 1 +(1−a)×estimate 2
as a goes from 0 to 1 for the last two criteria, we would see that this graph needs smoothing.
We thus smooth these criteria as follows:
1. For each point on the graph, we took the average of this point, the point before and
the point after it, i.e. f(a) is replaced by (f(a− 0.01) + f(a) + f(a + 0.01))/3.
2. We employ the above 32 times for a much smoother graph.
We also look at the Mean Squared Error and Mean Absolute Error between the real
data and the estimates of the data for:
• The 20% most unreliable(1) days
• The 20% most unreliable(2) days
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.263014 0.263677 0.349856 0.366097 0.311712 0.352312 0.255305 0.34355 0.346999 0.369102
ALBT1 0.243836 0.348556 0.363581 0.307962 0.362198 0.237164 0.329676 0.355018 0.36835
LBT2 0.317808 0.340017 0.331739 0.361499 0.344303 0.327795 0.360183 0.373645
ALBT2 0.334247 0.344691 0.37459 0.356021 0.340198 0.374887 0.377552
LBTD 0.30137 0.354313 0.300909 0.319665 0.35021 0.369479
ALBTD 0.361644 0.360287 0.371401 0.3643 0.3733
REG 0.150685 0.323514 0.353159 0.36548
MREG 0.30411 0.369901 0.375414
REGD 0.358904 0.3733
ASBTD 0.375342
Table C.1.1.1. Proportions of times that the Absolute Error between the real data and the estimates of the data are 0 between the real 2006
data and the estimates of the 2006 data for each estimate, and smoothed proportions of times that the Absolute Error between the real data
and the estimates of the data are 0 between the real 2006 data and the estimates of the 2006 data for each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.92 0.52 0.24 0.47 0 1 0.55 0 0.25
ALBT1 0.45 0.14 0.47 0.13 1 0.25 0.14 0
LBT2 0.12 0.7 0.12 0.76 0.77 0.12 0
ALBT2 0.75 0.52 0.92 0.94 0.54 0.09
LBTD 0 1 0.52 0 0
ALBTD 0.93 0.73 0.82 0
REG 0.12 0.07 0
MREG 0.34 0
REGD 0
ASBTD
Table C.1.1.2. Optimal a in terms of the above-mentioned criterion for 2006 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 51 50 30 14 45 28 52 35 32 12
ALBT1 53 31 17 46 18 54 40 25 13
LBT2 44 37 39 20 34 41 22 6
ALBT2 38 33 5 24 36 4 1
LBTD 48 26 49 43 29 11
ALBTD 19 21 9 16 8
REG 55 42 27 15
MREG 47 10 2
REGD 23 7
ASBTD 3
Table C.1.1.3. Ranks in terms of the above-mentioned criterion for 2006 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.263014 0.284105 0.348736 0.367984 0.321613 0.360733 0.259082 0.321973 0.360861 0.375027
ALBT1 0.263014 0.351391 0.364837 0.321536 0.360864 0.261453 0.32788 0.359463 0.370742
LBT2 0.356164 0.39114 0.368751 0.377141 0.349686 0.352363 0.377049 0.401632
ALBT2 0.375342 0.379316 0.387196 0.362226 0.372822 0.387119 0.404176
LBTD 0.312329 0.371332 0.319489 0.37153 0.373133 0.386679
ALBTD 0.364384 0.35869 0.386007 0.367595 0.37892
REG 0.2 0.314555 0.358261 0.374489
MREG 0.306849 0.385892 0.411082
REGD 0.367123 0.379376
ASBTD 0.367123
Table C.1.2.1. Proportions of times that the Absolute Error between the real data and the estimates of the data are 0 between the real 2007
data and the estimates of the 2007 data for each estimate, and smoothed proportions of times that the Absolute Error between the real data
and the estimates of the data are 0 between the real 2007 data and the estimates of the 2007 data for each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.31 0.16 0 0 0.13 1 0.32 0 0.12
ALBT1 0.14 0 0 0.14 0.74 0.31 0.14 0.07
LBT2 0.41 0.67 0.49 0.9 1 0.49 0.64
ALBT2 0.78 0.61 1 1 0.61 0.57
LBTD 0.17 1 0.47 0.2 0.33
ALBTD 1 0.63 0.33 0.83
REG 0.12 0 0.08
MREG 0.36 0.35
REGD 0.81
ASBTD
Table C.1.2.2. Optimal a in terms of the above-mentioned criterion for 2007 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 51 50 41 24 44 33 54 43 32 16
ALBT1 51 39 28 45 31 53 42 34 22
LBT2 37 4 23 13 40 38 14 3
ALBT2 15 11 5 30 19 6 2
LBTD 48 21 46 20 18 7
ALBTD 29 35 8 25 12
REG 55 47 36 17
MREG 49 9 1
REGD 26 10
ASBTD 26
Table C.1.2.3. Ranks in terms of the above-mentioned criterion for 2007 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.270492 0.268308 0.343107 0.343745 0.3284 0.330164 0.265089 0.313847 0.332192 0.365883
ALBT1 0.226776 0.347103 0.343305 0.327902 0.327763 0.227529 0.301869 0.329092 0.362241
LBT2 0.303279 0.341526 0.329499 0.327434 0.337994 0.309873 0.328541 0.341291
ALBT2 0.333333 0.347126 0.342398 0.337026 0.33204 0.343022 0.346369
LBTD 0.327869 0.33292 0.328141 0.331358 0.333855 0.347478
ALBTD 0.333333 0.324624 0.335898 0.33468 0.350302
REG 0.191257 0.291632 0.327925 0.358959
MREG 0.273224 0.338201 0.347768
REGD 0.333333 0.350283
ASBTD 0.333333
Table C.1.3.1. Proportions of times that the Absolute Error between the real data and the estimates of the data are 0 between the real 2008
data and the estimates of the 2008 data for each estimate, and smoothed proportions of times that the Absolute Error between the real data
and the estimates of the data are 0 between the real 2008 data and the estimates of the 2008 data for each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.28 0.14 0.11 0.11 1 0.54 0.11 0.14
ALBT1 0.32 0.14 0.06 0.13 1 0.35 0.12 0.13
LBT2 0.07 0.04 0 0.83 0.87 0 0.61
ALBT2 0.91 0.44 1 1 0.45 0.11
LBTD 0.08 1 0.81 0 0.24
ALBTD 0.93 0.58 0.07 0.16
REG 0.14 0.07 0.08
MREG 0.42 0.52
REGD 0.17
ASBTD
Table C.1.3.2. Optimal a in terms of the above-mentioned criterion for 2008 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 51 13 11 36 32 52 44 29 1
ALBT1 54 9 12 39 41 53 47 34 2
LBT2 46 16 33 42 19 45 35 17
ALBT2 24 8 15 20 30 14 10
LBTD 40 28 37 31 23 7
ALBTD 24 43 21 22 4
REG 55 48 38 3
MREG 49 18 6
REGD 24 5
ASBTD 24
Table C.1.3.3. Ranks in terms of the above-mentioned criterion for 2008 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.109589 0.110426 0.0436545 0.0362155 0.0289716 0.021918 0.122045 0.0595505 0.021918 0.0141626
ALBT1 0.128767 0.0356078 0.0346505 0.0291015 0.0216628 0.130892 0.0534404 0.0219192 0.0143184
LBT2 0.0575342 0.044096 0.0372347 0.0219178 0.0432405 0.0566429 0.0219178 0.013714
ALBT2 0.0410959 0.0343035 0.0219178 0.0391265 0.0447948 0.0219178 0.0136987
LBTD 0.0520548 0.0221829 0.0309945 0.037614 0.0221828 0.0137693
ALBTD 0.0219178 0.0220115 0.0219179 0.0219178 0.0137001
REG 0.287671 0.0658936 0.0220136 0.0149638
MREG 0.0767123 0.0219178 0.0136986
REGD 0.0219178 0.0136992
ASBTD 0.0136986
Table C.2.1.1. Proportions of times that the Absolute Error between the real data and the estimates of the data at least 3 between the real 2006
data and the estimates of the 2006 data for each estimate, and smoothed proportions of times that the Absolute Error between the real data
and the estimates of the data are at least 3 between the real 2006 data and the estimates of the 2006 data for each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.18 0.41 0.44 0 1 0.39 0 0
ALBT1 0.37 0.29 0.35 0.3 1 0.38 0 0
LBT2 0 0.37 0 0.87 0.86 0 0
ALBT2 0.25 0 1 1 0 0
LBTD 0 0.81 0.8 0 0
ALBTD 1 1 0 0
REG 0.16 0 0
MREG 0 0
REGD 0
ASBTD
Table C.2.1.2. Optimal a in terms of the above-mentioned criterion for 2006 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 51 40 34 28 21 52 47 22 8
ALBT1 53 33 32 29 11 54 44 23 9
LBT2 46 41 35 18 39 45 17 6
ALBT2 38 31 12 37 42 12 3
LBTD 43 27 30 36 26 7
ALBTD 12 24 20 12 5
REG 55 48 25 10
MREG 49 19 2
REGD 12 4
ASBTD 1
Table C.2.1.3. Ranks in terms of the above-mentioned criterion for 2006 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.0794521 0.079717 0.0278504 0.0252493 0.0289277 0.0209166 0.0864854 0.0326319 0.0209207 0.0184883
ALBT1 0.0986301 0.0263118 0.0281398 0.0291054 0.0305195 0.104671 0.0438717 0.0302901 0.0228989
LBT2 0.0356164 0.0356164 0.0343865 0.031542 0.0319755 0.035882 0.0309063 0.0249905
ALBT2 0.0465753 0.0363537 0.0350259 0.0335881 0.046984 0.0345536 0.030141
LBTD 0.0657534 0.042764 0.0389359 0.0431856 0.0427742 0.0304172
ALBTD 0.0493151 0.0311118 0.0357951 0.0493151 0.0301444
REG 0.273973 0.0590591 0.0306382 0.0240296
MREG 0.0739726 0.0355652 0.0298069
REGD 0.0493151 0.0301404
ASBTD 0.030137
Table C.2.2.1. Proportions of times that the Absolute Error between the real data and the estimates of the data at least 3 between the real 2007
data and the estimates of the 2007 data for each estimate, and smoothed proportions of times that the Absolute Error between the real data
and the estimates of the data are at least 3 between the real 2007 data and the estimates of the 2007 data for each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.49 0.39 0.56 0.52 1 0.56 0.52 0.43
ALBT1 0.39 0.31 0.44 0.4 1 0.37 0.41 0.34
LBT2 1 0.69 0.64 0.74 1 0.63 0.61
ALBT2 0.68 0.39 0.8 1 0.38 0
LBTD 0.33 0.74 0.45 0.32 0
ALBTD 0.78 0.76 0 0
REG 0.21 0.22 0.2
MREG 0.24 0.07
REGD 0
ASBTD
Table C.2.2.2. Optimal a in terms of the above-mentioned criterion for 2007 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 51 9 7 11 2 52 26 3 1
ALBT1 53 8 10 12 20 54 41 18 4
LBT2 32 33 28 24 25 35 22 6
ALBT2 42 36 30 27 43 29 16
LBTD 48 38 37 40 39 19
ALBTD 44 23 34 44 17
REG 55 47 21 5
MREG 49 31 13
REGD 44 15
ASBTD 14
Table C.2.2.3. Ranks in terms of the above-mentioned criterion for 2007 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.122951 0.120237 0.0433643 0.0354099 0.0458569 0.0249408 0.125106 0.0693179 0.024858 0.0191408
ALBT1 0.128415 0.0381525 0.0361598 0.0410224 0.0241043 0.129923 0.0712239 0.0242122 0.0186738
LBT2 0.0409836 0.038559 0.0298801 0.0218694 0.0441538 0.0438635 0.0218731 0.0171445
ALBT2 0.0409836 0.0316924 0.0220346 0.0392259 0.0426216 0.0220412 0.0166569
LBTD 0.0737705 0.0274663 0.0475459 0.042219 0.0255064 0.024602
ALBTD 0.0300546 0.0241676 0.0221002 0.0300546 0.0247961
REG 0.281421 0.0883406 0.0251998 0.0199062
MREG 0.0901639 0.0225334 0.0153166
REGD 0.0300546 0.0248213
ASBTD 0.0245902
Table C.2.3.1. Proportions of times that the Absolute Error between the real data and the estimates of the data at least 3 between the real 2008
data and the estimates of the 2008 data for each estimate, and smoothed proportions of times that the Absolute Error between the real data
and the estimates of the data are at least 3 between the real 2008 data and the estimates of the 2008 data for each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.45 0 0.17 0.36 0.15 1 0.42 0.18 0.22
ALBT1 0.37 0.17 0.34 0.14 1 0.67 0.14 0.22
LBT2 0.22 0.66 0.46 1 1 0.45 0.24
ALBT2 0.75 0.21 1 1 0.21 0.38
LBTD 0.21 0.82 0.76 0.21 0
ALBTD 0.91 0.86 0.65 0.2
REG 0.15 0.1 0.13
MREG 0.14 0.23
REGD 0.19
ASBTD
Table C.2.3.2. Optimal a in terms of the above-mentioned criterion for 2008 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 51 50 40 30 43 21 52 45 20 5
ALBT1 53 32 31 37 13 54 46 15 4
LBT2 35 33 25 7 42 41 8 3
ALBT2 35 29 9 34 39 10 2
LBTD 47 24 44 38 23 17
ALBTD 26 14 11 26 18
REG 55 48 22 6
MREG 49 12 1
REGD 26 19
ASBTD 16
Table C.2.3.3. Ranks in terms of the above-mentioned criterion for 2008 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.76496 2.76496 1.36715 1.22922 1.24288 1.1163 2.76496 1.41976 1.11672 1.02359
ALBT1 2.92327 1.19022 1.19027 1.07929 1.02603 2.92327 1.44955 1.0278 0.912542
LBT2 2.15832 1.8977 1.93314 1.73213 1.70423 2.03601 1.73413 1.51506
ALBT2 2.02737 1.75473 1.72864 1.83703 2.02737 1.7288 1.50834
LBTD 2.29552 1.6794 1.44258 1.50663 1.68299 1.47736
ALBTD 1.94827 1.539 1.68814 1.94827 1.68777
REG 4.53756 1.22702 0.858048 0.751682
MREG 2.41544 1.48336 1.28389
REGD 1.94883 1.69287
ASBTD 1.81883
Table C.3.1.1. Mean Absolute Errors between the real 2006 data and the estimates of the 2006 data
for the 20% most unreliable(1) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0 0 0 0 1 0 0 0
ALBT1 0 0 0 0 1 0 0 0
LBT2 0 0 0 0.45 0.08 0 0
ALBT2 0 0 0.49 1 0 0
LBTD 0 0.37 0 0 0
ALBTD 0.48 0 1 0
REG 0 0 0
MREG 0 0
REGD 0
ASBTD
Table C.3.1.2. Optimal a in terms of the above-mentioned criterion for 2006 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 16 13 14 8 50 17 9 4
ALBT1 53 10 11 7 5 53 19 6 3
LBT2 47 39 40 34 31 46 35 24
ALBT2 44 36 32 38 44 33 23
LBTD 48 26 18 22 27 20
ALBTD 41 25 29 41 28
REG 55 12 2 1
MREG 49 21 15
REGD 43 30
ASBTD 37
Table C.3.1.3. Ranks in terms of the above-mentioned criterion for 2006 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.52343 2.52343 1.35729 1.29298 1.2961 1.20176 2.52343 1.48177 1.20068 1.03987
ALBT1 2.70295 1.23746 1.32785 1.17876 1.20127 2.70295 1.52021 1.19817 1.05322
LBT2 2.1105 1.97805 1.84287 1.71048 1.68831 2.1105 1.71541 1.50353
ALBT2 2.11511 1.72308 1.8084 1.75588 2.11511 1.81033 1.58104
LBTD 2.23925 1.81276 1.52932 1.77134 1.8153 1.58423
ALBTD 2.06906 1.61324 1.83066 2.06906 1.76661
REG 4.08624 1.19817 0.881164 0.812628
MREG 2.53116 1.54583 1.35199
REGD 2.06941 1.75972
ASBTD 1.93688
Table C.3.2.1. Mean Absolute Errors between the real 2007 data and the estimates of the 2007 data
for the 20% most unreliable(1) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0 0 0 0 1 0 0 0
ALBT1 0 0 0 0 1 0 0 0
LBT2 0 0.02 0 0.29 1 0 0
ALBT2 0.04 0 0.35 1 0 0
LBTD 0 0.4 0.22 0 0
ALBTD 0.39 0.43 1 0
REG 0 0 0
MREG 0 0
REGD 0
ASBTD
Table C.3.2.2. Optimal a in terms of the above-mentioned criterion for 2007 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 49 49 16 12 13 10 49 17 8 3
ALBT1 53 11 14 5 9 53 19 7 4
LBT2 44 40 38 26 25 44 27 18
ALBT2 46 28 33 29 46 34 22
LBTD 48 35 20 32 36 23
ALBTD 41 24 37 41 31
REG 55 6 2 1
MREG 52 21 15
REGD 43 30
ASBTD 39
Table C.3.2.3. Ranks in terms of the above-mentioned criterion for 2007 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.61788 2.54435 1.44697 1.38967 1.4531 1.17094 2.61788 1.64026 1.16809 1.07355
ALBT1 2.67769 1.34724 1.40371 1.32375 1.2314 2.67769 1.60975 1.22979 1.12039
LBT2 2.15039 1.9422 1.92497 1.55855 1.92577 2.15039 1.55736 1.3855
ALBT2 2.14059 1.67776 1.63405 1.98199 2.14059 1.63191 1.47642
LBTD 2.33429 1.54652 1.60935 1.75123 1.54697 1.42528
ALBTD 1.93338 1.75805 1.83551 1.93105 1.64992
REG 3.95605 1.61854 0.953881 0.905097
MREG 2.72461 1.36952 1.28052
REGD 1.93134 1.65564
ASBTD 1.81029
Table C.3.3.1. Mean Absolute Errors between the real 2008 data and the estimates of the 2008 data
for the 20% most unreliable(1) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0 0 0 0 0 1 0.14 0 0
ALBT1 0 0 0 0 1 0.02 0 0
LBT2 0 0 0 0.43 1 0 0
ALBT2 0.04 0 0.63 1 0 0
LBTD 0 0.34 0.05 0 0
ALBTD 0.47 0.75 0 0
REG 0.1 0 0
MREG 0 0
REGD 0
ASBTD
Table C.3.3.2. Optimal a in terms of the above-mentioned criterion for 2008 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 49 17 14 18 6 50 29 5 3
ALBT1 52 11 15 10 8 52 25 7 4
LBT2 46 42 37 23 38 46 22 13
ALBT2 44 32 28 43 44 27 19
LBTD 48 20 24 33 21 16
ALBTD 41 34 36 39 30
REG 55 26 2 1
MREG 54 12 9
REGD 40 31
ASBTD 35
Table C.3.3.3. Ranks in terms of the above-mentioned criterion for 2008 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 8.07955 8.07955 2.66291 2.17947 2.50966 1.79383 8.07955 3.0289 1.79434 1.62996
ALBT1 9.25858 2.07353 2.04264 2.03797 1.55051 9.25858 3.15835 1.55764 1.35805
LBT2 5.154 4.2018 4.61535 3.60893 4.05581 5.06298 3.61301 2.85143
ALBT2 4.54066 4.04792 3.56107 4.20225 4.54066 3.56177 2.77704
LBTD 5.88316 3.48104 3.34832 3.56764 3.49059 2.80089
ALBTD 4.11789 3.19209 3.75369 4.11789 3.26442
REG 22.4101 2.39948 1.04472 0.917161
MREG 6.56989 2.93721 2.2254
REGD 4.12207 3.27856
ASBTD 3.57957
Table C.4.1.1. Mean Squared Errors between the real 2006 data and the estimates of the 2006 data
for the 20% most unreliable(1) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0 0 0 0 1 0 0 0
ALBT1 0 0 0 0 1 0.01 0 0
LBT2 0 0.1 0 0.64 0.65 0 0
ALBT2 0.32 0 0.79 1 0 0
LBTD 0 0.44 0 0 0
ALBTD 0.63 0.4 1 0
REG 0 0 0
MREG 0 0
REGD 0
ASBTD
Table C.4.1.2. Optimal a in terms of the above-mentioned criterion for 2006 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 50 16 12 15 7 50 21 8 6
ALBT1 53 11 10 9 4 53 22 5 3
LBT2 47 41 45 33 37 46 34 19
ALBT2 43 36 29 42 43 30 17
LBTD 48 27 26 31 28 18
ALBTD 38 23 35 38 24
REG 55 14 2 1
MREG 49 20 13
REGD 40 25
ASBTD 32
Table C.4.1.3. Ranks in terms of the above-mentioned criterion for 2006 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 6.80563 6.80563 2.84142 2.73256 2.66568 2.24182 6.80563 3.64865 2.2419 1.79583
ALBT1 7.86898 2.49383 3.02758 2.24007 2.26616 7.86898 4.15824 2.26021 1.86917
LBT2 4.93735 4.75992 4.28411 3.64112 4.02163 4.93735 3.65255 3.00715
ALBT2 5.13211 3.98175 3.98639 4.43012 5.13211 3.99165 3.38512
LBTD 5.54309 4.10234 3.52257 4.2039 4.1092 3.46765
ALBTD 4.72085 3.58367 4.13617 4.72085 3.87503
REG 18.02 2.99415 1.36327 1.21239
MREG 7.7491 3.27882 2.80735
REGD 4.72332 3.85558
ASBTD 4.25565
Table C.4.2.1. Mean Squared Errors between the real 2007 data and the estimates of the 2007 data
for the 20% most unreliable(1) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0 0 0 0 1 0.17 0 0
ALBT1 0 0 0 0 1 0.14 0 0
LBT2 0.21 0.15 0 0.58 1 0 0
ALBT2 0.21 0 0.61 1 0 0
LBTD 0 0.51 0.4 0 0
ALBTD 0.56 0.53 1 0
REG 0 0 0
MREG 0 0
REGD 0
ASBTD
Table C.4.2.2. Optimal a in terms of the above-mentioned criterion for 2007 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 49 49 14 12 11 6 49 24 7 3
ALBT1 53 10 17 5 9 53 35 8 4
LBT2 44 43 38 23 31 44 25 16
ALBT2 46 28 29 39 46 30 19
LBTD 48 32 21 36 33 20
ALBTD 40 22 34 40 27
REG 55 15 2 1
MREG 52 18 13
REGD 42 26
ASBTD 37
Table C.4.2.3. Ranks in terms of the above-mentioned criterion for 2007 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 7.17998 7.00286 2.66319 2.51397 3.00312 1.86909 7.17998 3.62973 1.8618 1.56309
ALBT1 7.47792 2.36789 2.64417 2.62005 2.1181 7.47792 3.70066 2.1132 1.73168
LBT2 5.02094 4.47209 4.39668 3.13519 4.40829 5.02094 3.13025 2.63164
ALBT2 5.0403 3.79641 3.38567 4.57157 5.0403 3.38291 2.85337
LBTD 6.01177 3.12314 3.97824 4.42667 3.1243 2.73426
ALBTD 4.07882 3.74143 3.86103 4.07161 3.25016
REG 16.4176 3.88093 1.35874 1.18889
MREG 8.81103 2.76045 2.42226
REGD 4.07238 3.26709
ASBTD 3.64487
Table C.4.3.1. Mean Squared Errors between the real 2008 data and the estimates of the 2008 data
for the 20% most unreliable(1) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 0.22 0 0 0 0 1 0.24 0 0
ALBT1 0 0 0 0 1 0.18 0 0
LBT2 0 0.23 0 0.67 1 0 0
ALBT2 0.25 0 0.74 1 0 0
LBTD 0 0.42 0.44 0 0
ALBTD 0.74 0.76 0 0
REG 0.11 0 0
MREG 0 0
REGD 0
ASBTD
Table C.4.3.2. Optimal a in terms of the above-mentioned criterion for 2008 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 50 49 15 11 19 6 50 28 5 3
ALBT1 52 9 14 12 8 52 30 7 4
LBT2 44 42 39 23 40 44 22 13
ALBT2 46 32 27 43 46 26 18
LBTD 48 20 35 41 21 16
ALBTD 38 31 33 36 24
REG 55 34 2 1
MREG 54 17 10
REGD 37 25
ASBTD 29
Table C.4.3.3. Ranks in terms of the above-mentioned criterion for 2008 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.76496 2.68105 1.80815 1.82521 1.49072 1.66866 2.52016 1.82954 1.65965 1.58382
ALBT1 2.92327 1.60936 1.74711 1.29776 1.53554 2.84746 1.78893 1.51551 1.43448
LBT2 2.15832 2.02737 1.83719 1.92359 0.989256 1.97215 1.9311 1.80708
ALBT2 2.02737 1.53375 1.76628 0.974868 1.95778 1.76322 1.67118
LBTD 2.29552 1.94827 0.932216 1.53621 1.94883 1.81883
ALBTD 1.94827 0.857391 1.48188 1.94789 1.75575
REG 4.53756 2.04993 1.51779 1.42581
MREG 2.41544 1.68289 1.65397
REGD 1.94883 1.75779
ASBTD 1.81883
Table C.5.1.1. Mean Absolute Errors between the real 2006 data and the estimates of the 2006 data
for the 20% most unreliable(2) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 1 0.81 1 1 1 0.87 1 0.91
ALBT1 0.94 0.83 1 0.89 1 0.9 0.9 0.91
LBT2 0 1 1 1 1 1 0.68
ALBT2 1 1 1 1 1 1
LBTD 0 1 1 0 0
ALBTD 1 1 1 1
REG 0.54 0.53 0.48
MREG 1 0.81
REGD 1
ASBTD
Table C.5.1.2. Optimal a in terms of the above-mentioned criterion for 2006 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 52 51 29 32 9 19 50 33 18 15
ALBT1 54 16 22 5 13 53 27 10 7
LBT2 47 44 34 35 4 43 36 28
ALBT2 44 12 26 3 42 25 20
LBTD 48 38 2 14 40 30
ALBTD 38 1 8 37 23
REG 55 46 11 6
MREG 49 21 17
REGD 40 24
ASBTD 30
Table C.5.1.3. Ranks in terms of the above-mentioned criterion for 2006 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.52343 2.40726 1.67794 1.5953 1.55713 1.56645 2.30033 1.53433 1.56215 1.50929
ALBT1 2.70295 1.56874 1.64715 1.46672 1.6172 2.58292 1.61063 1.60648 1.57588
LBT2 2.1105 1.96319 1.77497 1.76913 0.986754 1.8501 1.77143 1.68825
ALBT2 2.11511 1.66043 1.8179 0.989433 2.00498 1.80124 1.74286
LBTD 2.23925 1.9167 0.989822 1.47918 1.94528 1.75451
ALBTD 2.06906 0.882559 1.54389 2.06892 1.90513
REG 4.08624 1.85104 1.60342 1.55819
MREG 2.53116 1.81475 1.76523
REGD 2.06941 1.90514
ASBTD 1.93688
Table C.5.2.1. Mean Absolute Errors between the real 2007 data and the estimates of the 2007 data
for the 20% most unreliable(2) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 1 1 1 1 1 1 1 0.96
ALBT1 1 1 0.91 1 1 1 1 0.94
LBT2 1 1 1 1 1 1 1
ALBT2 1 0.97 1 1 1 0.97
LBTD 0.87 1 0.98 0.82 0.83
ALBTD 1 1 1 1
REG 0.71 0.6 0.62
MREG 0.57 0.56
REGD 1
ASBTD
Table C.5.2.2. Optimal a in terms of the above-mentioned criterion for 2007 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 51 50 23 16 10 13 49 8 12 7
ALBT1 54 14 21 5 20 53 19 18 15
LBT2 46 41 30 28 2 34 29 24
ALBT2 47 22 33 3 42 31 25
LBTD 48 38 4 6 40 26
ALBTD 44 1 9 43 36
REG 55 35 17 11
MREG 52 32 27
REGD 45 37
ASBTD 39
Table C.5.2.3. Ranks in terms of the above-mentioned criterion for 2007 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 2.61788 2.4631 1.87773 1.8308 1.69742 1.77971 2.38635 1.71821 1.79523 1.67948
ALBT1 2.67769 1.70015 1.8728 1.41042 1.75626 2.59657 1.72124 1.76995 1.62767
LBT2 2.15039 1.96707 1.7898 1.77782 1.22611 1.86039 1.7849 1.68074
ALBT2 2.14059 1.55488 1.83308 1.28435 2.04498 1.83469 1.70345
LBTD 2.33429 1.87828 1.14959 1.45769 1.86298 1.77881
ALBTD 1.93338 0.955812 1.37229 1.93134 1.75378
REG 3.95605 2.04899 1.77063 1.64404
MREG 2.72461 1.83691 1.71504
REGD 1.93134 1.75434
ASBTD 1.81029
Table C.5.3.1. Mean Absolute Errors between the real 2008 data and the estimates of the 2008 data
for the 20% most unreliable(2) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 1 0.67 1 0.92 1 0.93 0.92 0.91
ALBT1 1 0.7 1 0.9 1 0.97 0.9 0.89
LBT2 1 1 0.8 1 1 0.81 0.78
ALBT2 1 0.44 1 1 0.44 0.45
LBTD 1 1 0.97 1 0.45
ALBTD 1 1 0 1
REG 0.52 0.52 0.5
MREG 0.25 0.27
REGD 1
ASBTD
Table C.5.3.2. Optimal a in terms of the above-mentioned criterion for 2008 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 52 50 38 31 13 26 49 17 29 11
ALBT1 53 14 37 6 21 51 18 22 9
LBT2 47 43 28 24 3 35 27 12
ALBT2 46 8 32 4 44 33 15
LBTD 48 39 2 7 36 25
ALBTD 42 1 5 40 19
REG 55 45 23 10
MREG 54 34 16
REGD 40 20
ASBTD 30
Table C.5.3.3. Ranks in terms of the above-mentioned criterion for 2008 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 8.07955 7.75474 4.12482 4.05389 3.21565 3.54415 7.19587 4.34732 3.52075 3.25641
ALBT1 9.25858 3.6196 3.91317 2.68086 3.18627 8.96202 4.39368 3.12264 2.96114
LBT2 5.154 4.54066 4.1847 4.11676 1.37406 4.63863 4.12155 3.57608
ALBT2 4.54066 3.27266 3.75894 1.38863 4.37595 3.74933 3.37251
LBTD 5.88316 4.11789 1.43148 3.65424 4.12207 3.57957
ALBTD 4.11789 1.04052 2.93233 4.11687 3.5488
REG 22.4101 5.57537 3.12767 2.98946
MREG 6.56989 3.74457 3.3304
REGD 4.12207 3.55137
ASBTD 3.57957
Table C.6.1.1. Mean Square Errors between the real 2006 data and the estimates of the 2006 data
for the 20% most unreliable(2) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.72 0.51 1 0.6 1 0.79 0.62 0.47
ALBT1 0.69 0.48 0.96 0.65 1 0.7 0.67 0.54
LBT2 0 1 0.05 1 1 0.04 0.07
ALBT2 1 1 1 1 1 0.52
LBTD 0 1 1 0 0
ALBTD 1 1 1 0.35
REG 0.32 0.39 0.31
MREG 0.61 0.4
REGD 0.34
ASBTD
Table C.6.1.2. Optimal a in terms of the above-mentioned criterion for 2006 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 52 51 38 30 12 18 50 40 17 13
ALBT1 54 24 29 5 11 53 42 9 7
LBT2 46 43 39 31 2 45 35 21
ALBT2 43 14 28 3 41 27 16
LBTD 48 33 4 25 36 22
ALBTD 33 1 6 32 19
REG 55 47 10 8
MREG 49 26 15
REGD 36 20
ASBTD 22
Table C.6.1.3. Ranks in terms of the above-mentioned criterion for 2006 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 6.80563 6.41986 3.77653 3.50651 3.57263 3.45363 6.0751 3.16384 3.44237 3.23463
ALBT1 7.86898 3.57905 3.87289 3.26125 3.58946 7.4201 3.61019 3.54846 3.39524
LBT2 4.93735 4.52855 4.00134 3.9453 1.74247 4.2307 3.95136 3.63609
ALBT2 5.13211 3.77942 4.10779 1.85923 4.87026 4.05963 3.83582
LBTD 5.54309 4.53073 1.74776 3.25154 4.57973 3.9503
ALBTD 4.72085 1.36229 3.2723 4.72045 4.22973
REG 18.02 5.2055 3.54291 3.36762
MREG 7.7491 4.09058 3.84052
REGD 4.72332 4.22988
ASBTD 4.25565
Table C.6.2.1. Mean Square Errors between the real 2007 data and the estimates of the 2007 data
for the 20% most unreliable(2) days for each estimate and each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.9 0.95 0.87 0.83 1 1 0.83 0.71
ALBT1 0.8 0.85 0.81 0.75 1 1 0.75 0.61
LBT2 1 1 0.91 1 1 0.91 0.79
ALBT2 1 0.82 1 1 0.86 0.64
LBTD 0.51 1 0.97 0.44 0.66
ALBTD 1 1 1 0.39
REG 0.64 0.44 0.37
MREG 0.49 0.4
REGD 0.38
ASBTD
Table C.6.2.2. Optimal a in terms of the above-mentioned criterion for 2007 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 51 50 22 14 17 13 49 5 12 6
ALBT1 54 18 26 8 19 52 20 16 11
LBT2 45 38 30 27 2 36 29 21
ALBT2 46 23 33 4 44 31 24
LBTD 48 39 3 7 40 28
ALBTD 42 1 9 41 34
REG 55 47 15 10
MREG 53 32 25
REGD 43 35
ASBTD 37
Table C.6.2.3. Ranks in terms of the above-mentioned criterion for 2007 data.
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LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 7.17998 6.60647 4.19615 3.94311 3.98957 3.79139 6.34908 3.83281 3.80284 3.37266
ALBT1 7.47792 3.75061 4.07212 3.06635 3.73704 7.15866 3.88805 3.74936 3.2881
LBT2 5.02094 4.49132 4.02571 3.74712 2.02389 4.20326 3.75687 3.3699
ALBT2 5.0403 3.46131 3.84627 2.26277 4.7776 3.85036 3.41028
LBTD 6.01177 4.06507 2.13192 3.41101 4.05365 3.63043
ALBTD 4.07882 1.36135 2.7622 4.07238 3.57319
REG 16.4176 5.66083 3.75202 3.31568
MREG 8.81103 3.86329 3.43432
REGD 4.07238 3.57503
ASBTD 3.64487
Table C.6.3.1. Mean Square Errors between the real 2008 data and the estimates of the 2008 data
for the 20% most unreliable(2) days for each estimateand each linear combination of estimates.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 1 0.68 0.59 1 0.43 1 0.82 0.42 0.39
ALBT1 0.72 0.55 1 0.45 1 0.83 0.44 0.46
LBT2 1 1 0.56 1 1 0.55 0.45
ALBT2 1 0.43 1 1 0.42 0.38
LBTD 0.16 1 0.92 0.18 0.13
ALBTD 1 1 0 0.67
REG 0.53 0.25 0.26
MREG 0.23 0.22
REGD 0.66
ASBTD
Table C.6.3.2. Optimal a in terms of the above-mentioned criterion for 2008 data.
LBT1 ALBT1 LBT2 ALBT2 LBTD ALBTD REG MREG REGD ASBTD
LBT1 52 50 41 32 33 25 49 27 26 10
ALBT1 53 22 37 6 19 51 31 21 7
LBT2 45 43 34 20 2 42 24 9
ALBT2 46 14 28 4 44 29 11
LBTD 48 36 3 12 35 17
ALBTD 40 1 5 38 15
REG 55 47 23 8
MREG 54 30 13
REGD 38 16
ASBTD 18
Table C.6.3.3. Ranks in terms of the above-mentioned criterion for 2008 data.
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Appendix D
Calculations of Exchange Rate
Forecasts
D.1 Mathematica code for finding the lag 0, lag1:R
and lag1:Y estimates
As was mentioned in Chapter 6, we used our Log Linear-Trend Bradley-Terry Model to
forecast exchange rates for various currencies. We used 3 methods to do our forecasts,
namely, using the Log Linear-Trend Bradley-Terry Model on our data, which we denote
as the lag 0 method, using the Log Linear-Trend Bradley-Terry Model on our data where
we doubled the number of objects with the new artificial objects causing a link with the
Rand value of the previous day, as described in Chapter 6, which we denote as the lag 1:R
method, and using the Log Linear-Trend Bradley-Terry Model doing the same, but linked
with the Yen of the previous day, which we denote as the lag 1:Y method, and compared
these forecasts with least squares forecasts. Below we give the Mathematica code for finding
these forecasts.
(*Defining the data:*)
Y:={{0.1771,0.1792,0.1772,...,125.689,127.414,128.117,128.304}}
(*Defining variables for the forecasts:*)
preddata[lag ,month ,year ,ssn ,nopn ,i ,j ]:={};
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(*Defining the number of days in a month for each month of a year including
a leap year:*)
npredper={31,28,31,30,31,30,31,31,30,31,30,31};
npredperl={31,29,31,30,31,30,31,31,30,31,30,31};
(*Defining the number of days to add to the first day of a year to get to the
beginning of each month of a year including a leap year:*)
monthstart={0,31,28,31,30,31,30,31,31,30,31,30};
monthstartl={0,31,28,31,30,31,30,31,31,30,31,30};
(*Defining n and the number of days we go back in finding the forecasts:*)
nop[1]=1000000;ss[1]=3;ss[2]=4;ss[3]=5;ss[4]=6;ss[5]=7;
(*Defining the first time 0 of each year and the last time 0 of each year:*)
startc[2006]=1+365;startc[2007]=1+365+365;startc[2008]=1+365+365+365;
endc[2006]=1492-366-365-365-31;endc[2007]=1492-366-365-31;endc[2008]=1492-366-31;
(*Code for defining the lag 0 data:*)
DefineData[lag0]:=Do[
Z[t ,i ,i ]:=1;
Z[t ,1,2]:=Y[[1]][[t+start]];Z[t ,1,3]:=Y[[2]][[t+start]];Z[t ,1,4]:=Y[[3]][[t+start]];
Z[t ,1,5]:=Y[[4]][[t+start]];Z[t ,2,3]:=Y[[5]][[t+start]];Z[t ,2,4]:=Y[[6]][[t+start]];
Z[t ,2,5]:=Y[[7]][[t+start]];Z[t ,3,4]:=Y[[8]][[t+start]];Z[t ,3,5]:=Y[[9]][[t+start]];
Z[t ,4,5]:=Y[[10]][[t+start]];Z[t ,i ,i ]:=1;
Z[t ,2,1]:=1/Y[[1]][[t+start]];Z[t ,3,1]:=1/Y[[2]][[t+start]];Z[t ,4,1]:=1/Y[[3]][[t+start]];
Z[t ,5,1]:=1/Y[[4]][[t+start]];Z[t ,3,2]:=1/Y[[5]][[t+start]];Z[t ,4,2]:=1/Y[[6]][[t+start]];
Z[t ,5,2]:=1/Y[[7]][[t+start]];Z[t ,4,3]:=1/Y[[8]][[t+start]];Z[t ,5,3]:=1/Y[[9]][[t+start]];
Z[t ,5,4]:=1/Y[[10]][[t+start]];
X[t ,i ,j ]:=Log[Z[t,i,j]]+n/2;X[t ,i ,i ]:=2*(Log[Z[t,i,i]]+n/2),{ins,0,0}];
(*Code for defining the lag 1:R data:*)
DefineData[lag1R]:=Do[
Z[t ,i ,i ]:=1;
Z[t ,1,2]:=Y[[1]][[t+start]];Z[t ,1,3]:=Y[[2]][[t+start]];Z[t ,1,4]:=Y[[3]][[t+start]];
Z[t ,1,5]:=Y[[4]][[t+start]];Z[t ,2,3]:=Y[[5]][[t+start]];Z[t ,2,4]:=Y[[6]][[t+start]];
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Z[t ,2,5]:=Y[[7]][[t+start]];Z[t ,3,4]:=Y[[8]][[t+start]];Z[t ,3,5]:=Y[[9]][[t+start]];
Z[t ,4,5]:=Y[[10]][[t+start]];Z[t ,i ,i ]:=1;
Z[t ,2,1]:=1/Y[[1]][[t+start]];Z[t ,3,1]:=1/Y[[2]][[t+start]];
Z[t ,4,1]:=1/Y[[3]][[t+start]];Z[t ,5,1]:=1/Y[[4]][[t+start]];
Z[t ,3,2]:=1/Y[[5]][[t+start]];Z[t ,4,2]:=1/Y[[6]][[t+start]];
Z[t ,5,2]:=1/Y[[7]][[t+start]];Z[t ,4,3]:=1/Y[[8]][[t+start]];
Z[t ,5,3]:=1/Y[[9]][[t+start]];Z[t ,5,4]:=1/Y[[10]][[t+start]];
Z[t ,i /;And[i>5,i≤10],j /;And[j>5,j≤10]]:=Z[t-1,i-5,j-5];
Z[t ,1,6]:=1;Z[t ,6,1]:=1/1;
Z[t ,1,j /;j>6]:=Z[t,1,6]*Z[t,6,j];Z[t ,i /;i>6,1]:=Z[t,i,6]*Z[t,6,1];
Z[t ,i /;i<6,j /;j≥6]:=Z[t,i,1]*Z[t,1,j];Z[t ,i /;i≥6,j /;j<6]:=Z[t,i,1]*Z[t,1,j];
X[t ,i ,j ]:=Log[Z[t,i,j]]+n/2;X[t ,i ,i ]:=2*(Log[Z[t,i,i]]+n/2),{ins,0,0}];
(*Code for defining the lag 1:Y data:*)
DefineData[lag1Y]:=Do[
Z[t ,i ,i ]:=1;
Z[t ,1,2]:=Y[[1]][[t+start]];Z[t ,1,3]:=Y[[2]][[t+start]];Z[t ,1,4]:=Y[[3]][[t+start]];
Z[t ,1,5]:=Y[[4]][[t+start]];Z[t ,2,3]:=Y[[5]][[t+start]];Z[t ,2,4]:=Y[[6]][[t+start]];
Z[t ,2,5]:=Y[[7]][[t+start]];Z[t ,3,4]:=Y[[8]][[t+start]];Z[t ,3,5]:=Y[[9]][[t+start]];
Z[t ,4,5]:=Y[[10]][[t+start]];Z[t ,i ,i ]:=1;
Z[t ,2,1]:=1/Y[[1]][[t+start]];Z[t ,3,1]:=1/Y[[2]][[t+start]];Z[t ,4,1]:=1/Y[[3]][[t+start]];
Z[t ,5,1]:=1/Y[[4]][[t+start]];Z[t ,3,2]:=1/Y[[5]][[t+start]];
Z[t ,4,2]:=1/Y[[6]][[t+start]];Z[t ,5,2]:=1/Y[[7]][[t+start]];
Z[t ,4,3]:=1/Y[[8]][[t+start]];Z[t ,5,3]:=1/Y[[9]][[t+start]];
Z[t ,5,4]:=1/Y[[10]][[t+start]];
Z[t ,i /;And[i>5, i ≤10],j /;And[j>5,j≤10]]:=Z[t-1,i-5,j-5];
Z[t ,5,10]:=1;Z[t ,10,5]:=1/1;
Z[t ,5,j /;And[j>5,j<10]]:=Z[t,5,10]*Z[t,10,j];Z[t ,i /;And[i<10,i>5],5]:=Z[t,i,10]*Z[t,10,5];
Z[t ,i /;i<6,j /;j≥6]:=Z[t,i,5]*Z[t,5,j];Z[t ,i /;i≥6,j /;j<6]:=Z[t,i,5]*Z[t,5,j];
X[t ,i ,j ]:=Log[Z[t,i,j]]+n/2;X[t ,i ,i ]:=2*(Log[Z[t,i,i]]+n/2),{ins,0,0}];
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(*Code for defining the initial values:*)
Findinit:=Do[
fl[k ]:=Sum[n/(p[k]+p[j]),{j,1,k-1}]+Sum[n/(p[k]+p[j]),{j,k+1,NN}];
gl[k ]:=((Sum[X[0,k,j],{j,1,k-1}]+Sum[X[0,k,j],{j,k+1,NN}])/(p[k]));
eqnsl=Table[gl[k]-fl[k]==0,{k,1,NN-1}];
eqnsl=Append[eqnsl,Sum[p[i],{i,1,NN}]==1];
varsl=Table[p[k],{k,1,NN}];
varsvall=Table[{Extract[varsl,{i}],Sum[X[0,i,j],{j,1,NN}]/(n*NN)},{i,1,NN}];
initl=Table[p[i],{i,1,NN}]/.FindRoot[eqnsl,varsvall];
fu[k ]:=Sum[n/(p[k]+p[j]),{j,1,k-1}]+Sum[n/(p[k]+p[j]),{j,k+1,NN}];
gu[k ]:=((Sum[X[T-1,k,j],{j,1,k-1}]+Sum[X[T-1,k,j],{j,k+1,NN}])/(p[k]));
eqnsu=Table[gu[k]-fu[k]==0,{k,1,NN-1}];
eqnsu=Append[eqnsu,Sum[p[i],{i,1,NN}]==1];
varsu=Table[p[k],{k,1,NN}];
varsvalu=Table[{Extract[varsu,{i}],Sum[X[T-1,i,j],{j,1,NN}]/(n*NN)},{i,1,NN}];
initu=Table[p[i],{i,1,NN}]/.FindRoot[eqnsu,varsvalu];
initb=(initu-initl)/(T-1);init=Join[initl,initb],{ins,0,0}];
(*Code for finding the LLBT forecasts:*)
FindLLBTsol[lag ]:=Do[
f[t ,k ]:=Sum[n/(a[k]+b[k]*t+a[j]+b[j]*t),{j,1,k-1}]
+Sum[n/(a[k]+b[k]*t+a[j]+b[j]*t),{j,k+1,NN}];
g[t ,k ]:=((Sum[X[t,k,j],{j,1,k-1}]+Sum[X[t,k,j],{j,k+1,NN}])/(a[k]+b[k]*t));
eqns=Join[Table[Sum[g[t,k]-f[t,k],{t,0,T-1}]==0,{k,1,NN-1}],
Table[Sum[t*(g[t,k]-f[t,k]),{t,0,T-1}]==0,{k,1,NN-1}]];
eqns=Append[eqns,Sum[a[i],{i,1,NN}]==1];
eqns=Append[eqns,Sum[b[i],{i,1,NN}]==0];
vars=Join[Table[a[k],{k,1,NN}],Table[b[k],{k,1,NN}]];
varsval=Table[{Extract[vars,{i}],init[[i]]},{i,1,2*NN}];
varssoln=FindRoot[eqns,varsval],{ins,0,0}]
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(*Code for setting the LLBT forecasts:*)
SetLLBTdifsol[lag ,month ,year ]:=Do[
a[1]=varssoln[[1]][[2]];a[2]=varssoln[[2]][[2]];a[3]=varssoln[[3]][[2]];
a[4]=varssoln[[4]][[2]];a[5]=varssoln[[5]][[2]];b[1]=varssoln[[6]][[2]];
b[2]=varssoln[[7]][[2]];b[3]=varssoln[[8]][[2]];b[4]=varssoln[[9]][[2]];
b[5]=varssoln[[10]][[2]];
p[t ,i ,j ]=(a[i]+b[i]*t)/(a[i]+b[i]*t+a[j]+b[j]*t);
x[t ,i ,j ]=N[n*p[t,i,j]];
z[ssn,nopn,Ti ,1,2]=Exp[x[Ti,1,2]-n/2];z[ssn,nopn,Ti ,1,3]=Exp[x[Ti,1,3]-n/2];
z[ssn,nopn,Ti ,1,4]=Exp[x[Ti,1,4]-n/2];z[ssn,nopn,Ti ,1,5]=Exp[x[Ti,1,5]-n/2];
z[ssn,nopn,Ti ,2,3]=Exp[x[Ti,2,3]-n/2];z[ssn,nopn,Ti ,2,4]=Exp[x[Ti,2,4]-n/2];
z[ssn,nopn,Ti ,2,5]=Exp[x[Ti,2,5]-n/2];z[ssn,nopn,Ti ,3,4]=Exp[x[Ti,3,4]-n/2]
z[ssn,nopn,Ti ,3,5]=Exp[x[Ti,3,5]-n/2];z[ssn,nopn,Ti ,4,5]=Exp[x[Ti,4,5]-n/2];
preddata[lag,month,year,ssn,nopn,1,2]
=Append[preddata[lag,month,year,ssn,nopn,1,2],{Z[T,1,2],z[ssn,nopn,T,1,2]}];
preddata[lag,month,year,ssn,nopn,1,3]
=Append[preddata[lag,month,year,ssn,nopn,1,3],{Z[T,1,3],z[ssn,nopn,T,1,3]}];
preddata[lag,month,year,ssn,nopn,1,4]
=Append[preddata[lag,month,year,ssn,nopn,1,4],{Z[T,1,4],z[ssn,nopn,T,1,4]}];
preddata[lag,month,year,ssn,nopn,1,5]
=Append[preddata[lag,month,year,ssn,nopn,1,5],{Z[T,1,5],z[ssn,nopn,T,1,5]}];
preddata[lag,month,year,ssn,nopn,2,3]
=Append[preddata[lag,month,year,ssn,nopn,2,3],{Z[T,2,3],z[ssn,nopn,T,2,3]}];
preddata[lag,month,year,ssn,nopn,2,4]
=Append[preddata[lag,month,year,ssn,nopn,2,4],{Z[T,2,4],z[ssn,nopn,T,2,4]}];
preddata[lag,month,year,ssn,nopn,2,5]
=Append[preddata[lag,month,year,ssn,nopn,2,5],{Z[T,2,5],z[ssn,nopn,T,2,5]}];
preddata[lag,month,year,ssn,nopn,3,4]
=Append[preddata[lag,month,year,ssn,nopn,3,4],{Z[T,3,4],z[ssn,nopn,T,3,4]}];
preddata[lag,month,year,ssn,nopn,3,5]
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=Append[preddata[lag,month,year,ssn,nopn,3,5],{Z[T,3,5],z[ssn,nopn,T,3,5]}];
preddata[lag,month,year,ssn,nopn,4,5]
=Append[preddata[lag,month,year,ssn,nopn,4,5],{Z[T,4,5],z[ssn,nopn,T,4,5]}];
Clear[a];Clear[b],{ins,0,0}]
(*Finding the forecasts using the above code:*)
month=1;year=2006;(*Year can be set to 2006, 2007 or 2008, month can be set
to 1,2,...,12*)
(*Finding the lag 0 forecasts using the above code:*)
NN=5;predper=npredper[[month]];For[ssn=1,ssn<6(*6*),ssn++,
For[nopn=1,nopn<2(*2*),nopn++,
For[day=0,day<predper-28,day++,n=nop[nopn];
start=startc[year]-ss[ssn]+day+monthstart[[month]];
end=endc[year]+day+monthstart[[month]];
T=end-start+1;
ClearAll[Z,X,z,x];
DefineData[lag0];
Findinit;
Clear[a];Clear[b];
FindLLBTsol[lag0];
SetLLBTdifsol[lag0,month,year]]]];Clear[i];Clear[j];
(*Finding the lag 1:R forecasts using the above code:*)
NN=10;predper=npredper[[month]];
For[ssn=1,ssn<6(*6*),ssn++,For[nopn=1,nopn<2(*2*),nopn++,
For[day=0,day<predper-28,day++,n=nop[nopn];
start=startc[year]-ss[ssn]+day+monthstart[[month]];
end=endc[year]+day+monthstart[[month]];
T=end-start+1;
ClearAll[Z,X,z,x];
DefineData[lag1R];
Findinit;
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Clear[a];Clear[b];
FindLLBTsol[lag1R];
SetLLBTdifsol[lag1R,month,year]]]];Clear[i];Clear[j];
(*Finding the lag 1:Y forecasts using the above code:*)
NN=10;predper=npredper[[month]];
For[ssn=1,ssn<6(*6*),ssn++,For[nopn=1,nopn<2(*2*),nopn++,
For[day=0,day<predper-28,day++,n=nop[nopn];
start=startc[year]-ss[ssn]+day+monthstart[[month]];
end=endc[year]+day+monthstart[[month]];
T=end-start+1;
ClearAll[Z,X,z,x];
DefineData[lag1Y];
Findinit;
Clear[a];Clear[b];
FindLLBTsol[lag1Y];
SetLLBTdifsol[lag1Y,month,year]]]];Clear[i];Clear[j];
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D.2 Graphs of the actual and forecast data for 3 ran-
domly selected months
The graphs of the actual exchange rates, the forecast exchange rates using the Log Linear-
Trend Bradley-Terry Model with the lag 0 method, the lag 1:R method and the lag 1:Y
method, and the forecast exchange rates using the least squares method, for the randomly
selected months December 2006, July 2007 and April 2008, are in this section. The days of
the month are given on the x−axis and the value or forecast value of the exchange rate is
given on the y−axis.
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Below, we give the graphs of the actual data (in black), Lag 0 forecasts (in red), Lag 1:R
forecasts (in blue), Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for
December 2006.
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Fig. D.1. The actual data (in black), Lag 0 forecasts (in red), Lag 1:R forecasts (in blue),
Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for December 2006.
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Below, we give the graphs of the actual data (in black), Lag 0 forecasts (in red), Lag 1:R
forecasts (in blue), Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for
July 2007.
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Fig. D.2. The actual data (in black), Lag 0 forecasts (in red), Lag 1:R forecasts (in blue),
Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for July 2007.
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Below, we give the graphs of the actual data (in black), Lag 0 forecasts (in red), Lag 1:R
forecasts (in blue), Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for
April 2008.
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Fig. D.3. The actual data (in black), Lag 0 forecasts (in red), Lag 1:R forecasts (in blue),
Lag 1:Y forecasts (in green) and least squares forecasts (in purple) for April 2008.
295
D.3 Analysis of the forecasts
The ranking of the forecast exchange rates using the Log Linear-Trend Bradley-Terry Model
with the lag 0 method, the lag 1:R method and the lag 1:Y method, and the forecast
exchange rates using the least squares method, going back 3 to 7 days, for the randomly
selected months December 2006, July 2007 and April 2008, are given in this section.
The rankings rank the best forecast first, and the worst forecast last. Therefore, the best
forecast when R2, Adjusted R2 or Pre-Measure of Association is used to evaluate forecasts, is
the one which yields the highest R2, Adjusted R2 or Pre-Measure of Association respectively,
and the best forecast when using the Mean Absolute Error, the Mean Squared Error or the
Maximum Absolute Error, is the one which yields the lowest Mean Absolute Error, Mean
Squared Error or Maximum Absolute Error respectively.
296
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 4
7 5 3 2 1
Table D.1.1. R-squared ranks for the December 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 4
7 5 3 2 1
Table D.1.2. Adjusted R-squared ranks for the December 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 12
5 13 10 9 3
6 11 7 6 2
7 8 4 5 1
Table D.1.3. Mean Absolute Error ranks for the December 2006
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 16
4 17 15 14 12
5 13 11 10 7
6 9 6 5 2
7 8 3 4 1
Table D.1.4. Mean Squared Error ranks for the December 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 13 7
5 9 3 2 1
6 15 12 10 8
7 11 6 5 4
Table D.1.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 13 13 13
4 13 13 13 13
5 9 9 9 9
6 5 5 5 5
7 1 1 1 1
Table D.1.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 11 17 7 20
4 9 14 3 19
5 6 13 1 18
6 5 10 2 15
7 8 12 4 16
Table D.2.1. R-squared ranks for the December 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 11 17 7 20
4 9 14 3 19
5 6 13 1 18
6 5 10 2 15
7 8 12 4 16
Table D.2.2. Adjusted R-squared ranks for the December 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 17 8 20
4 9 15 3 19
5 6 13 1 18
6 5 11 2 16
7 7 10 4 14
Table D.2.3. Mean Absolute Error ranks for the December 2006
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 10 15 4 19
4 8 14 2 20
5 6 13 1 18
6 7 11 3 17
7 9 12 5 16
Table D.2.4. Mean Squared Error ranks for the December 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 9 4 10
4 12 16 3 19
5 7 17 1 20
6 11 14 6 18
7 8 13 2 15
Table D.2.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 3 3 17
4 13 17 3 13
5 3 17 3 3
6 3 3 1 1
7 3 13 3 17
Table D.2.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 12 10 11 8
6 9 5 6 2
7 7 3 4 1
Table D.3.1. R-squared ranks for the December 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 12 10 11 8
6 9 5 6 2
7 7 3 4 1
Table D.3.2. Adjusted R-squared ranks for the December 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 12 10 11 5
6 9 6 7 2
7 8 3 4 1
Table D.3.3. Mean Absolute Error ranks for the December 2006
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 16
4 17 14 15 12
5 13 10 11 8
6 9 5 6 2
7 7 3 4 1
Table D.3.4. Mean Squared Error ranks for the December 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 10
4 17 13 15 10
5 16 12 14 9
6 8 6 7 2
7 5 3 4 1
Table D.3.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 16 13 13 13
4 17 17 17 17
5 9 9 9 9
6 1 1 1 1
7 1 1 1 1
Table D.3.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 2 3 1
Table D.4.1. R-squared ranks for the December 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 2 3 1
Table D.4.2. Adjusted R-squared ranks for the December 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 7
6 8 4 3 1
7 9 5 6 2
Table D.4.3. Mean Absolute Error ranks for the December 2006
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 16
4 17 15 14 12
5 13 11 10 9
6 8 7 6 4
7 5 2 3 1
Table D.4.4. Mean Squared Error ranks for the December 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 11 10 9
4 20 19 18 16
5 17 15 14 13
6 8 7 6 5
7 4 2 3 1
Table D.4.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 13 13 13
4 13 18 18 18
5 7 10 10 10
6 5 7 7 5
7 4 1 1 1
Table D.4.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 5 19 20
4 14 3 16 17
5 6 1 8 11
6 7 2 10 12
7 9 4 13 15
Table D.5.1. R-squared ranks for the December 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 5 19 20
4 14 3 16 17
5 6 1 8 11
6 7 2 10 12
7 9 4 13 15
Table D.5.2. Adjusted R-squared ranks for the December 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 3 20 19
4 11 1 15 18
5 6 2 8 7
6 9 4 12 14
7 10 5 13 16
Table D.5.3. Mean Absolute Error ranks for the December 2006
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 2 20 19
4 14 3 16 17
5 6 1 8 9
6 7 4 11 12
7 10 5 13 15
Table D.5.4. Mean Squared Error ranks for the December 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 7 20 19
4 14 1 16 18
5 10 4 12 15
6 8 2 11 13
7 5 3 6 9
Table D.5.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 1 17 17
4 11 5 11 14
5 17 4 14 14
6 5 1 11 5
7 5 1 5 5
Table D.5.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 17 19 18
4 16 13 14 15
5 12 9 10 11
6 8 5 6 7
7 3 1 2 4
Table D.6.1. R-squared ranks for the December 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 17 19 18
4 16 13 14 15
5 12 9 10 11
6 8 5 6 7
7 3 1 2 4
Table D.6.2. Adjusted R-squared ranks for the December 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 17 18 19
4 16 13 14 15
5 11 10 9 12
6 7 6 5 8
7 3 2 1 4
Table D.6.3. Mean Absolute Error ranks for the December 2006
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 17 20 18
4 15 13 14 16
5 11 9 10 12
6 7 5 6 8
7 3 1 2 4
Table D.6.4. Mean Squared Error ranks for the December 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 17 19 18
4 15 13 14 16
5 7 4 5 11
6 3 1 2 6
7 10 8 9 12
Table D.6.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 17 17 17
4 15 15 13 13
5 11 11 6 6
6 6 5 6 6
7 1 1 1 1
Table D.6.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 14 13 15 16
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table D.7.1. R-squared ranks for the December 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 14 13 15 16
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table D.7.2. Adjusted R-squared ranks for the December 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 20 18 19
4 9 11 10 12
5 14 13 15 16
6 1 2 3 7
7 4 5 6 8
Table D.7.3. Mean Absolute Error ranks for the December 2006
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 20 19 17
4 13 15 14 16
5 9 10 11 12
6 5 6 7 8
7 1 2 3 4
Table D.7.4. Mean Squared Error ranks for the December 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 11 12 10 9
4 18 20 17 19
5 15 16 14 13
6 8 7 6 5
7 2 4 3 1
Table D.7.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 5 5 5
4 1 1 1 1
5 5 5 5 5
6 17 17 17 17
7 5 5 5 5
Table D.7.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 4 20 19
4 16 5 17 15
5 14 3 12 13
6 10 2 9 11
7 7 1 6 8
Table D.8.1. R-squared ranks for the December 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 4 20 19
4 16 5 17 15
5 14 3 12 13
6 10 2 9 11
7 7 1 6 8
Table D.8.2. Adjusted R-squared ranks for the December 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 1 20 17
4 19 2 16 15
5 14 3 13 12
6 11 4 9 10
7 7 5 6 8
Table D.8.3. Mean Absolute Error ranks for the December 2006
forecasts of the Euro-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 1 20 18
4 17 2 16 15
5 14 3 13 11
6 12 4 10 9
7 8 5 7 6
Table D.8.4. Mean Squared Error ranks for the December 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 4 19 20
4 13 10 12 15
5 14 8 9 6
6 11 16 5 2
7 7 17 3 1
Table D.8.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 18 18 17
4 10 14 6 10
5 1 10 3 3
6 3 6 1 6
7 6 10 14 14
Table D.8.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Euro-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 12 2 15 17
4 13 4 18 20
5 14 7 16 19
6 9 3 10 11
7 5 1 6 8
Table D.9.1. R-squared ranks for the December 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 2 15 17
4 13 4 18 20
5 14 7 16 19
6 9 3 10 11
7 5 1 6 8
Table D.9.2. Adjusted R-squared ranks for the December 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 2 13 14
4 15 1 19 20
5 16 4 17 18
6 9 5 10 11
7 6 3 7 8
Table D.9.3. Mean Absolute Error ranks for the December 2006
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 12 2 15 16
4 14 5 19 20
5 13 8 18 17
6 9 3 10 11
7 4 1 6 7
Table D.9.4. Mean Squared Error ranks for the December 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 2 19 20
4 17 14 16 15
5 12 13 11 10
6 8 9 7 6
7 3 1 4 5
Table D.9.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 1 2 7 2
4 2 2 7 11
5 16 13 19 19
6 13 13 16 16
7 11 2 7 7
Table D.9.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Euro-Yen exchange rate.
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nopagebreak
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.10.1. R-squared ranks for the December 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.10.2. Adjusted R-squared ranks for the December 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.10.3. Mean Absolute Error ranks for the December 2006
forecasts of the Pound-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.10.4. Mean Squared Error ranks for the December 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 18 20 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.10.5. Maximum Absolute Error ranks for the December 2006
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 17 17 17
4 1 1 1 1
5 5 5 5 5
6 5 5 5 5
7 13 13 13 13
Table D.10.6. Pre-Measure of Association ranks for the December 2006
forecasts of the Pound-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.11.1. R-squared ranks for the July 2007
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.11.2. Adjusted R-squared ranks for the July 2007
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 16
4 17 15 14 12
5 13 11 10 8
6 9 7 6 4
7 5 3 2 1
Table D.11.3. Mean Absolute Error ranks for the July 2007
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 16
4 17 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.11.4. Mean Squared Error ranks for the July 2007
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 16 15 14 12
5 13 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.11.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 6 14 14 18
4 14 14 18 20
5 10 10 10 10
6 6 2 2 2
7 6 6 2 1
Table D.11.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 17 19 14 20
4 13 16 10 18
5 8 12 6 15
6 5 9 3 11
7 2 4 1 7
Table D.12.1. R-squared ranks for the July 2007
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 19 14 20
4 13 16 10 18
5 8 12 6 15
6 5 9 3 11
7 2 4 1 7
Table D.12.2. Adjusted R-squared ranks for the July 2007
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 14 18 8 20
4 10 15 4 19
5 7 11 1 16
6 6 12 3 17
7 5 9 2 13
Table D.12.3. Mean Absolute Error ranks for the July 2007
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 14 18 9 20
4 10 16 5 19
5 7 13 3 17
6 6 12 2 15
7 4 8 1 11
Table D.12.4. Mean Squared Error ranks for the July 2007
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 19 15 20
4 12 14 10 17
5 9 13 6 16
6 4 7 2 11
7 3 5 1 8
Table D.12.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 2 9 5
4 12 12 17 2
5 5 9 1 2
6 5 12 5 17
7 12 12 9 17
Table D.12.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.13.1. R-squared ranks for the July 2007
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.13.2. Adjusted R-squared ranks for the July 2007
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 12
5 13 11 10 8
6 9 7 6 4
7 5 2 3 1
Table D.13.3. Mean Absolute Error ranks for the July 2007
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 6 7 4
7 5 2 3 1
Table D.13.4. Mean Squared Error ranks for the July 2007
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 6 7 5
7 4 2 3 1
Table D.13.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 15 15 13
4 15 15 15 13
5 9 9 9 4
6 9 4 4 4
7 4 1 1 1
Table D.13.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 12 10 11 9
6 8 6 7 5
7 4 2 3 1
Table D.14.1. R-squared ranks for the July 2007
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 12 10 11 9
6 8 6 7 5
7 4 2 3 1
Table D.14.2. Adjusted R-squared ranks for the July 2007
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 10
5 13 12 11 9
6 8 6 7 5
7 4 2 3 1
Table D.14.3. Mean Absolute Error ranks for the July 2007
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 12 10 11 9
6 8 6 7 5
7 4 2 3 1
Table D.14.4. Mean Squared Error ranks for the July 2007
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 14 15 13
5 12 10 11 9
6 8 6 7 5
7 4 2 3 1
Table D.14.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 5 5 1
4 17 17 17 17
5 5 1 1 1
6 5 5 5 5
7 5 5 5 5
Table D.14.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 5 19 20
4 15 3 16 17
5 12 1 13 14
6 9 2 10 11
7 6 4 7 8
Table D.15.1. R-squared ranks for the July 2007
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 5 19 20
4 15 3 16 17
5 12 1 13 14
6 9 2 10 11
7 6 4 7 8
Table D.15.2. Adjusted R-squared ranks for the July 2007
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 16 5 19 20
4 14 4 18 17
5 12 2 13 15
6 8 1 10 11
7 6 3 7 9
Table D.15.3. Mean Absolute Error ranks for the July 2007
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 16 3 19 20
4 15 4 17 18
5 12 1 13 14
6 8 2 10 11
7 6 5 7 9
Table D.15.4. Mean Squared Error ranks for the July 2007
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 4 16 13
4 19 5 20 18
5 14 1 17 12
6 11 2 10 9
7 8 3 7 6
Table D.15.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 16 1 16 16
4 14 3 19 19
5 14 3 3 10
6 10 10 10 3
7 3 2 3 3
Table D.15.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 17 18 20
4 14 13 15 16
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table D.16.1. R-squared ranks for the July 2007
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 17 18 20
4 14 13 15 16
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table D.16.2. Adjusted R-squared ranks for the July 2007
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 17 13 20
4 16 18 14 19
5 10 11 8 12
6 6 7 5 9
7 2 3 1 4
Table D.16.3. Mean Absolute Error ranks for the July 2007
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 11 10 8 18
4 15 13 12 20
5 16 17 14 19
6 6 7 5 9
7 2 3 1 4
Table D.16.4. Mean Squared Error ranks for the July 2007
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 12 10 9 11
4 3 1 2 4
5 15 13 14 16
6 19 17 18 20
7 5 6 7 8
Table D.16.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 9 9 9 9
4 5 5 5 5
5 9 9 9 20
6 9 9 9 9
7 2 2 1 2
Table D.16.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 17 19 20
4 14 13 15 16
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table D.17.1. R-squared ranks for the July 2007
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 17 19 20
4 14 13 15 16
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table D.17.2. Adjusted R-squared ranks for the July 2007
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 20 18 19
4 14 16 15 13
5 11 12 10 9
6 5 8 6 7
7 2 1 3 4
Table D.17.3. Mean Absolute Error ranks for the July 2007
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 17 20 18
4 13 16 15 14
5 9 11 10 12
6 5 6 7 8
7 1 2 3 4
Table D.17.4. Mean Squared Error ranks for the July 2007
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 14 13 15 16
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table D.17.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 20 17 17
4 9 9 9 9
5 14 9 14 14
6 1 1 1 1
7 1 1 1 1
Table D.17.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 5 20 19
4 15 4 17 16
5 12 3 14 13
6 9 2 10 11
7 6 1 7 8
Table D.18.1. R-squared ranks for the July 2007
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 5 20 19
4 15 4 17 16
5 12 3 14 13
6 9 2 10 11
7 6 1 7 8
Table D.18.2. Adjusted R-squared ranks for the July 2007
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 5 20 19
4 15 4 17 16
5 12 1 14 13
6 9 2 10 11
7 6 3 8 7
Table D.18.3. Mean Absolute Error ranks for the July 2007
forecasts of the Euro-Pound exchange rate.
331
days back lag 0 lag 1: R lag 1: Y LS
3 18 5 20 19
4 15 4 17 16
5 12 2 14 13
6 9 1 11 10
7 6 3 8 7
Table D.18.4. Mean Squared Error ranks for the July 2007
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 3 19 20
4 16 1 15 17
5 11 4 13 14
6 9 2 10 12
7 6 5 7 8
Table D.18.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 16 18 18
4 12 12 10 4
5 4 12 10 12
6 4 16 4 4
7 1 4 1 1
Table D.18.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Euro-Pound exchange rate.
332
days back lag 0 lag 1: R lag 1: Y LS
3 18 12 19 20
4 15 9 16 17
5 11 6 13 14
6 7 2 8 10
7 3 1 4 5
Table D.19.1. R-squared ranks for the July 2007
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 12 19 20
4 15 9 16 17
5 11 6 13 14
6 7 2 8 10
7 3 1 4 5
Table D.19.2. Adjusted R-squared ranks for the July 2007
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 8 19 20
4 15 6 16 18
5 12 4 13 14
6 9 2 10 11
7 3 1 5 7
Table D.19.3. Mean Absolute Error ranks for the July 2007
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 17 8 19 20
4 15 5 16 18
5 12 3 13 14
6 9 2 10 11
7 4 1 6 7
Table D.19.4. Mean Squared Error ranks for the July 2007
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 10 19 20
4 15 9 16 17
5 12 5 13 14
6 7 2 8 11
7 3 1 4 6
Table D.19.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 10 10 10 7
4 17 7 17 10
5 17 17 10 10
6 3 7 5 10
7 1 5 1 3
Table D.19.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.20.1. R-squared ranks for the July 2007
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.20.2. Adjusted R-squared ranks for the July 2007
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 8 7 6 5
7 3 4 2 1
Table D.20.3. Mean Absolute Error ranks for the July 2007
forecasts of the Pound-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.20.4. Mean Squared Error ranks for the July 2007
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 18 17
4 13 16 14 15
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.20.5. Maximum Absolute Error ranks for the July 2007
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 13 13 13
4 5 5 5 5
5 9 9 9 9
6 13 13 13 13
7 1 1 1 1
Table D.20.6. Pre-Measure of Association ranks for the July 2007
forecasts of the Pound-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.21.1. R-squared ranks for the April 2008
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.21.2. Adjusted R-squared ranks for the April 2008
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.21.3. Mean Absolute Error ranks for the April 2008
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 15 14 13
5 12 10 8 3
6 11 9 7 2
7 6 5 4 1
Table D.21.4. Mean Squared Error ranks for the April 2008
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 9 7 6 2
4 5 3 1 4
5 13 15 14 16
6 12 10 11 8
7 20 18 19 17
Table D.21.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Rand-Dollar exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 2 2 2 1
4 5 5 5 5
5 19 5 5 5
6 5 5 5 5
7 5 5 5 19
Table D.21.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Rand-Dollar exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 20 17 19
4 15 16 13 14
5 12 10 11 6
6 8 7 9 2
7 4 3 5 1
Table D.22.1. R-squared ranks for the April 2008
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 20 17 19
4 15 16 13 14
5 12 10 11 6
6 8 7 9 2
7 4 3 5 1
Table D.22.2. Adjusted R-squared ranks for the April 2008
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 19 2 20
4 14 17 8 18
5 15 12 16 10
6 11 9 6 4
7 7 5 3 1
Table D.22.3. Mean Absolute Error ranks for the April 2008
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 16 19 7 20
4 15 18 5 17
5 12 14 3 13
6 10 11 4 6
7 8 9 1 2
Table D.22.4. Mean Squared Error ranks for the April 2008
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 19 17 20
4 14 15 12 16
5 9 7 10 4
6 11 8 13 2
7 3 5 1 6
Table D.22.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Rand-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 9 15 15 20
4 9 2 2 2
5 2 9 1 2
6 2 2 9 9
7 15 15 15 9
Table D.22.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Rand-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 14 15 13
5 12 10 11 9
6 8 6 7 4
7 5 2 3 1
Table D.23.1. R-squared ranks for the April 2008
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 19 18 17
4 16 14 15 13
5 12 10 11 9
6 8 6 7 4
7 5 2 3 1
Table D.23.2. Adjusted R-squared ranks for the April 2008
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 12
5 13 11 10 9
6 8 7 6 5
7 4 3 2 1
Table D.23.3. Mean Absolute Error ranks for the April 2008
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 10
5 9 5 6 1
6 8 3 4 2
7 13 11 12 7
Table D.23.4. Mean Squared Error ranks for the April 2008
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 8 7 6 1
4 5 4 3 2
5 12 11 10 9
6 16 15 14 13
7 20 19 18 17
Table D.23.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Rand-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 7 7 7
4 13 13 13 7
5 7 1 1 1
6 13 18 18 18
7 7 1 1 1
Table D.23.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Rand-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 14 16 15 13
5 9 11 12 10
6 6 7 8 5
7 4 2 3 1
Table D.24.1. R-squared ranks for the April 2008
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 14 16 15 13
5 9 11 12 10
6 6 7 8 5
7 4 2 3 1
Table D.24.2. Adjusted R-squared ranks for the April 2008
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 10 11 12 9
6 8 6 7 5
7 4 2 3 1
Table D.24.3. Mean Absolute Error ranks for the April 2008
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 16 14 15 13
5 11 4 5 1
6 12 8 9 3
7 10 6 7 2
Table D.24.4. Mean Squared Error ranks for the April 2008
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 19 17
4 13 11 10 9
5 1 2 3 4
6 12 15 14 16
7 7 5 6 8
Table D.24.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Rand-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 13 13 13
4 5 5 5 5
5 1 1 1 1
6 13 18 18 18
7 5 5 5 12
Table D.24.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Rand-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 7 19 20
4 15 5 16 17
5 12 3 13 14
6 9 2 10 11
7 4 1 6 8
Table D.25.1. R-squared ranks for the April 2008
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 7 19 20
4 15 5 16 17
5 12 3 13 14
6 9 2 10 11
7 4 1 6 8
Table D.25.2. Adjusted R-squared ranks for the April 2008
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 16 4 19 20
4 15 5 17 18
5 12 6 13 14
6 9 2 10 11
7 3 1 7 8
Table D.25.3. Mean Absolute Error ranks for the April 2008
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 17 3 19 20
4 15 5 16 18
5 12 4 13 14
6 9 2 10 11
7 6 1 7 8
Table D.25.4. Mean Squared Error ranks for the April 2008
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 1 11 14
4 4 2 6 12
5 9 10 8 7
6 18 13 17 15
7 16 3 19 20
Table D.25.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Dollar-Euro exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 3 16 16
4 3 1 14 16
5 7 1 14 16
6 7 3 7 7
7 3 7 7 7
Table D.25.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Dollar-Euro exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 20 17 18
4 16 13 14 15
5 12 9 10 11
6 8 5 7 6
7 4 1 2 3
Table D.26.1. R-squared ranks for the April 2008
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 20 17 18
4 16 13 14 15
5 12 9 10 11
6 8 5 7 6
7 4 1 2 3
Table D.26.2. Adjusted R-squared ranks for the April 2008
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 17 18 20
4 15 13 14 16
5 11 6 7 12
6 8 5 9 10
7 3 1 2 4
Table D.26.3. Mean Absolute Error ranks for the April 2008
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 17 19 20
4 14 13 15 16
5 10 6 11 12
6 7 5 8 9
7 2 1 3 4
Table D.26.4. Mean Squared Error ranks for the April 2008
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 18 19 20
4 15 14 13 16
5 10 11 8 12
6 2 6 1 4
7 5 7 3 9
Table D.26.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Dollar-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 9 9 9 9
4 15 15 9 9
5 1 1 1 1
6 5 5 5 5
7 15 15 15 15
Table D.26.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Dollar-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 17 18 20
4 14 13 15 16
5 5 1 4 3
6 7 2 8 6
7 10 9 11 12
Table D.27.1. R-squared ranks for the April 2008
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 17 18 20
4 14 13 15 16
5 5 1 4 3
6 7 2 8 6
7 10 9 11 12
Table D.27.2. Adjusted R-squared ranks for the April 2008
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 14 13 15 16
4 8 5 7 6
5 2 1 3 4
6 10 9 11 12
7 18 17 19 20
Table D.27.3. Mean Absolute Error ranks for the April 2008
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 17 19 20
4 14 10 15 16
5 2 1 3 4
6 6 5 7 8
7 11 9 12 13
Table D.27.4. Mean Squared Error ranks for the April 2008
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 16 14 13
4 19 20 18 17
5 10 9 11 12
6 6 5 7 8
7 2 1 3 4
Table D.27.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Dollar-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 9 9 9 9
4 1 4 1 1
5 13 13 13 13
6 4 4 4 4
7 13 13 13 13
Table D.27.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Dollar-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 7 19 20
4 14 4 16 17
5 11 3 13 15
6 9 2 10 12
7 5 1 6 8
Table D.28.1. R-squared ranks for the April 2008
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 7 19 20
4 14 4 16 17
5 11 3 13 15
6 9 2 10 12
7 5 1 6 8
Table D.28.2. Adjusted R-squared ranks for the April 2008
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 15 4 19 20
4 14 5 17 18
5 11 3 13 16
6 9 2 10 12
7 6 1 7 8
Table D.28.3. Mean Absolute Error ranks for the April 2008
forecasts of the Euro-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 15 4 19 20
4 12 5 17 18
5 10 3 14 16
6 8 2 11 13
7 6 1 7 9
Table D.28.4. Mean Squared Error ranks for the April 2008
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 8 1 17 20
4 12 2 18 19
5 10 3 15 16
6 6 4 9 14
7 7 5 11 13
Table D.28.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Euro-Pound exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 9 9 1 1
4 6 13 6 1
5 13 13 13 13
6 9 20 13 13
7 6 9 1 1
Table D.28.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Euro-Pound exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 19 6 20 18
4 17 4 16 15
5 13 3 14 12
6 8 2 10 11
7 5 1 7 9
Table D.29.1. R-squared ranks for the April 2008
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 6 20 18
4 17 4 16 15
5 13 3 14 12
6 8 2 10 11
7 5 1 7 9
Table D.29.2. Adjusted R-squared ranks for the April 2008
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 19 5 20 18
4 15 4 17 16
5 9 3 12 14
6 7 2 10 11
7 6 1 8 13
Table D.29.3. Mean Absolute Error ranks for the April 2008
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 18 5 20 19
4 15 4 17 16
5 8 3 11 12
6 7 2 10 13
7 6 1 9 14
Table D.29.4. Mean Squared Error ranks for the April 2008
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 2 19 20
4 6 1 9 12
5 8 10 7 5
6 14 4 13 11
7 15 3 16 17
Table D.29.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Euro-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 13 17 3 3
4 13 13 6 1
5 1 19 6 6
6 6 19 6 6
7 6 17 3 13
Table D.29.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Euro-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 17 19 18 20
4 13 15 14 16
5 9 11 10 12
6 5 6 7 8
7 1 2 3 4
Table D.30.1. R-squared ranks for the April 2008
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 17 19 18 20
4 13 15 14 16
5 9 11 10 12
6 5 6 7 8
7 1 2 3 4
Table D.30.2. Adjusted R-squared ranks for the April 2008
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 18 20 19 17
4 1 4 2 5
5 11 12 10 9
6 16 14 13 15
7 6 3 7 8
Table D.30.3. Mean Absolute Error ranks for the April 2008
forecasts of the Pound-Yen exchange rate.
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days back lag 0 lag 1: R lag 1: Y LS
3 17 20 18 19
4 13 16 14 15
5 5 8 6 7
6 9 12 10 11
7 3 4 2 1
Table D.30.4. Mean Squared Error ranks for the April 2008
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 20 18 17 19
4 15 16 14 13
5 11 12 10 9
6 7 8 6 5
7 3 4 2 1
Table D.30.5. Maximum Absolute Error ranks for the April 2008
forecasts of the Pound-Yen exchange rate.
days back lag 0 lag 1: R lag 1: Y LS
3 5 5 5 5
4 1 1 1 1
5 9 9 9 9
6 17 17 17 20
7 13 13 13 13
Table D.30.6. Pre-Measure of Association ranks for the April 2008
forecasts of the Pound-Yen exchange rate.
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