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Summary 
For a graph G = (V (G), E (G)), a set S ~ V (G) dominates G if each vertex 
in V (G) \Sis adjacent to a vertex in S. The domination number I (G) (independent 
domination number i (G)) of G is the minimum cardinality amongst its dominating 
sets (independent dominating sets). G is k-edge-domination-critical, abbreviated k-1-
critical, if the domination number k decreases whenever an edge is added. Further, G 
is hamiltonian if it has a cycle that passes through each of its vertices. 
This dissertation assimilates research generated by two conjectures: 
Conjecture I. Every 3-1-critical graph with minimum degree at least two is hamil-
tonian. 
Conjecture 2. If G is k-1-critical, then I ( G) = i ( G). 
The recent proof of Conjecture I is consolidated and presented accessibly. Conj ec-
ture 2 remains open for k = 3 and has been disproved for k :::>: 4. The progress is 
detailed and proofs of new results are presented. 
Key terms: domination, independent domination, hamiltonicity, domination-critical 
graphs. 
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Chapter 1 
Introduction 
In general, a graph G is critical with respect to a property P if G possesses the 
property, but no proper induced subgraph, no proper spanning subgraph, or no proper 
spanning supergraph (as the case may be) of G possesses P. Studying criticality with 
respect to major graph-theoretical properties is important as it affords a deeper under-
standing of the property and the class of graphs that possesses it, and because induction 
(using properties of subgraphs of a graph G to deduce properties of G) is often used in 
graph-theoretical arguments. 
Sumner and Blitch initiated the study of edge-domination-critical graphs, i.e., graphs 
whose domination number drops when an arbitrary edge is added, in [ll] . The work 
in [ll] was continued by Wojcicka in [14] and these two papers gave rise to two ma-
jor conjectures, namely Conjectures 1 and 2*, which are stated below. Attempts to 
solve these conjectures have generated much research which this dissertation aims to 
assimilate and consolidate. 
1.1 Basic definitions and notation 
All graphs G = (V ( G) , E ( G)) will be finite, undirected and without loops or multi-
ple edges. Any basic graph-theoretic definitions and notation not defined below com-
ply with [3] , while definitions and notation pertaining to domination and related con-
cepts can be found in [8] . We define the most frequently used concepts below. 
The neighbourhood, closed neighbourhood and degree of a vertex v are defined and 
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denoted respectively by N (v) = {w EV (G) I vw EE (G)}, N [v] = N (v) U {v} 
and deg (v) = IN (v)I. The smallest (largest, respectively) value amongst the degrees 
of the vertices of G is called the minimum (maximum, respectively) degree of G and 
is denoted by 6 ( G) (fl ( G), respectively). 
A set S ~ V ( G) dominates the graph G, and S is called a dominating set of G, 
iffor each v E V (G) \S, there exists a vertex u E S with uv E E (G). The smallest 
cardinality amongst the dominating sets of G is called the domination number of G and 
is denoted by I (G). The graph G is called k-edge-domination-critical, abbreviated k-
1-critical, if / ( G) = k, and for every edge e E E (G), / ( G + e) = k - 1. (It is 
easy to see that the addition of an edge to any graph cannot decrease the domination 
number by more than one.) 
A set S ~ V(G) is said to be independent ifthe vertices in Sare pairwise non-
adjacent. The largest cardinality amongst the independent sets of G is called the in-
dependence number of G and denoted by (3 (G). The set Sis called an independent 
dominating set of G if it is independent and dominates G. The smallest cardinality 
amongst the independent dominating sets of G is called the independent domination 
number and is denoted by i ( G). Since any maximal independent set is an independent 
dominating set (cf [8, p. 70] ), it is easy to see that 
1(G) ~ i(G) ~ (J(G) 
for any graph G. A dominating cycle of G is a cycle such that each edge of G is 
incident with at least one vertex of the cycle. 
The length of a longest cycle in G is called the circumference of G and is denoted 
by c (G). A hamiltonian path of G is a path that passes exactly once through each 
vertex ofG. Further, G is said to behamiltonian if c (G) = IV (G)I, i.e., ifG contains 
a hamiltonian cycle, which is a cycle that passes exactly once through each vertex of 
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G. Finally, let w (G) denote the number of components of G. Then G is said to be 
I-tough iffor each cut-set S ofG, w (G - S):::; ISi. 
1.2 The two conjectures 
In [11], Sumner and Blitch showed that the !-')'-critical graphs are precisely the com-
plete graphs, and that G is 2-1-critical if and only if G is the disjoint union of non-trivial 
stars. They further showed that a disconnected 3-1-critical graph is the disjoint union 
of a complete graph and a 2-1-critical graph, and therefore concentrated their research 
on the connected 3-1-critical graphs. These are some of the results that they obtained: 
Every 3-1-critical graph of order n and size m 
• contains a triangle, 
• satisfies m :::; (n; 2), 
• has a I-factor if n is even and 
• has its clique number bounded below by 3 and above by n - 3. 
Further results from [11] are presented in Chapter 2. 
Sumner and Blitch also pointed out in [11] that all the examples of 3-1-critical 
graphs with n 2: 7 that they had constructed contained hamiltonian paths, and thought 
it logical to ask when a k-1-critical graph would contain a hamiltonian path or cycle. 
In [14], Wojcicka proved the following result: 
Theorem 1.1 If G is a connected, 3-1-critical graph on more than six vertices, then 
G has a hamiltonian path. 
She then formulated the following conjecture: 
Conjecture 1 Every connected 3-1-critical graph G with 8 ( G) 2: 2 is hamiltonian. 
This conjecture is referred to as W:Jjcicka 's Conjecture throughout this dissertation. 
Obviously, graphs with end-vertices are not hamiltonian, but it was proved by Xue and 
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Chen in [15] that 3-ry-critical graphs with end-vertices yield harniltonian graphs when 
all end-vertices are removed_ We state this result here for the sake of completeness. 
Theorem 1.2 Let G be a connected, 3-ry-critical graph with 8 ( G) = 1 and let Vi = 
{ v EV (G) I deg (v) = 1}. Then G - Vi is hamiltonian. 
Sumner and Blitch also formulated the following conjecture in [ll] : 
Conjecture 2* IfG is k-ry-critical, then i (G) = k. 
Both these conjectures have generated a great deal of research. Conjecture I has 
been solved. In [5], Favaron, Tian and Zhang showed that (i) 3-ry-critical graphs with 
8 ;::: 2 satisfy f3 :::; 8 + 2, and went on to prove the conjecture for f3 :::; 8 + 1. The 
outstanding case ((3 = 8 + 2) was proved by Tian, Wei and Zhang in [13]. The proofs 
make use of the following results established by Flandrin, Tian, Wei and Zhang in 
[6] : 3-ry-critical graphs with n vertices and minimum degree 8 ;::: 2 are (ii) I-tough 
and have the property that (iii) each longest cycle is a dominating cycle. Using (ii) 
and (iii), they proved that (iv) the circumference of these graphs is at least n - 1. In 
[5] , Favaron, Tian and Zhang used (ii) and (iv) to prove Wojcicka's Conjecture for 
f3 :::; 8 + 1. Furthermore, they showed that if f3 = 8 + 2, then (v) every maximum 
independent set contains all vertices of degree 6, and (vi) if x is a vertex of degree 8, 
then N(x) induces a clique. Tian, Wei and Zhang then showed in [13] that (vii) there 
is only one vertex of degree 8, and used (ii), (iv), (v), (vi) and (vii) to show that 3-ry-
critical graphs with f3 = 8 + 2 are hamiltonian, thus completing the proof ofWojcicka's 
Conjecture. The proofs are long and technical and we have attempted to make them 
as accessible as possible. 
We now know that Conjecture 2* does not hold fork ;::: 4. This conjecture was first 
shown not to be true by Ao who constructed a 4-ry-critical graph G with i ( G) = 5 in 
[1] . This construction was generalised by Ao, Cockayne, MacGillivray and Mynhardt 
4 
Section 1.3 More definitions 
in [2] to disprove the conjecture fork 2': 4. The conjecture remains open, however, for 
k = 3, but has been proved for various classes of graphs. In [ll] , Sumner and Blitch 
showed that the conjecture held for (viii) disconnected graphs, and so researchers have 
since focussed on the connected 3-')'-critical graphs. Favaron, Tian and Zhang [5] 
proved the conjecture when (ix) ti = 1 and (x) (3 = ti + 2 and ti 2': 2, leaving open 
the case (3 ~ ti+ 1, ti 2': 2. Sumner stated without proof in [10] that the conjecture 
holds when (xi) ti ~ 2 and Sumner and Blitch stated without proof in [ll] that the 
conjecture holds when (xii) the diameter is equal to 3. ('Ne know that the diameter 
of a 3-')'-critical graph is at most 3 - see Theorem 4.1 ). Proofs for (xi) and (xii) are 
supplied in this dissertation, and so the only remaining subcase concerns those graphs 
G with (3 (G) ~ ti (G) + 1, diam G = 2 and ti (G) 2': 3. Thus we see that (i) has also 
been important to the progress achieved with regards to Conjecture 2*. 
As mentioned earlier, this dissertation consolidates the work done in [5, 6, 10, ll, 
13, 14, 15] regarding the hamiltonian properties of 3-')'-critical graphs, and the work 
done in [1, 2, 5, 10, 11] on the independent domination number of k-')'-critical graphs. 
Further results on k-')'-critical graphs fork 2': 4 can be found in [ 4, 9] . 
Those readers who are interested in other issues surrounding criticality with respect 
to domination are referred to a survey of various types of criticality of domination, 
independence and irredundance by Grobler in [7] and the recent survey of domination 
critical graphs by Sumner and Wojcicka in [12] . 
1.3 More definitions 
Let A and B be two vertex subsets of a graph G. We say that A dominates B if every 
vertex of B\A is adjacent to at least one vertex in A. If A= {a} (B = {b}, respec-
tively), then we write "a dominates B" ("A dominates b", respectively). If A and B 
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are disjoint, then we use E (A, B) to denote the set of edges between vertices in A and 
vertices in B. If A i;;; V (G) and x E V (G), then NA (x) = {y EA I xy EE (G)} 
and degA (x) =INA (x)I. The distance between two vertices u and v will be denoted 
byd(u,v). 
By definition, if G is 3-')'-critical and u and v are any two nonadjacent vertices of 
G, then 1' (G + uv) = 2. In [11], Sumner and Blitch observed that there therefore 
exists a vertex x E V ( G) \ { u, v} such that in G, { u, x} dominates G - v but not v 
(denoted by [u, x] -+ v) or { v, x} dominates G - u but not u (denoted by [v, x] -+ u). 
This observation will be used often in the proofs that follow. 
Finally, we use the notation "•" to indicate the end of the proof of a theorem or 
lemma, and "D'' to indicate the end of the proof of a lemma within the proof of a 
theorem. 
1.4 Outline 
The remainder of this dissertation is divided into three chapters. Chapter 2 provides 
proofs of all the preliminary results needed forthe proofs of the two conjectures; Chap-
ter 3 contains the proof of Wojcicka's Conjecture and Chapter 4 details the progress 
made with regards to Conjecture 2*. 
Section 2.1 contains general results regarding the independent sets of 3-1-critical 
graphs. The proof of (ii) is given in Section 2.2 which also contains general results on 
cut-sets, cut-vertices and end-vertices of3-1-critical graphs. Results on independence 
number and independent domination number, including the proofs of (i), (v) and (vi), 
are presented in Section 2.3. Section 2.4 provides results pertaining to longest cycles, 
including the proofs of (iii), (iv) and (vii). 
Chapter 3 contains the proof of Wojcicka's Conjecture for the case /3 :::; 6 + 1 in 
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Section 3. I and for the case f3 = ti + 2 in Section 3 .2. 
Finally, Chapter 4 details the progress made towards proving Conjecture 2 * fork = 
3 in Section 4. I, and presents the construction of the counterexample to the conjecture 
fork 2': 4 in Section 4.2. 
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Preliminary results 
2.1 Independent sets 
The following lemmas relate to the independent sets of connected, 3-1-critical graphs 
and will be used often in the proofs that follow. Sumner and Blitch proved the next 
result in [11] , using the condition k ::::: 4 to ensure that W n Y (W) = 0 and that 
Y1Y2···Yk-1 is a path in G, but as observed in [6] , the result can be easily verified for 
k E {2, 3} by using the fact that G is 3-1-critical. 
Lemma 2.1 Let G be a connected, 3-f-critical graph and Wan independent set of 
k 2: 2 vertices in G. Then there exists an ordering F (W) = ( w1 , w2 , ... , wk) of the 
vertices of W and a sequence Y (W) = (y1 , y2, .. ., Yk-il of k - 1 distinct vertices in 
G such that [w;, y;] -> W;+i, for each i with 1 ::; i ::; k - 1. 
Note that we sometimes denote w, as f; (W) and y; as y, (W) for clarity. The fol-
lowing two lemmas were proved in [5] fork 2: 3, but can be extended to k 2: 2 as for 
Lemma2.1. 
Lemma 2.2 Let W be an independent set of k 2: 2 vertices of a connected, 3-1-
critical graph G, such that W u { x}, with x ¢:: W, is also independent. Then any 
sequence Y (W) defined in Lemma 2.1 belongs to N (x). 
Proof. For each i with 1 ::; i ::; k - 1, [w;, y,] -> w;+i· Since x ¢:: Wand xis not 
adjacent tow; for each i with 1 ::; i ::; k, it follows that xis adjacent toy, for each i 
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with 1 :<::: i :<::: k - 1. Hence Y (W) <;; N (x). • 
Lemma 2.3 Let W be an independent set of k 2': 2 vertices of a connected, 3-1-
critical graph G, WU { x} an independent set with x ~ Wand Y (W) the sequence 
defined in Lemma 2.1. If deg (x) = k - 1 or if every vertex in N (x) \Y (W) is 
adjacent to every vertex in W, then y;w; E E ( G) for each i with 2 '.<::: i '.<::: k - 1. 
Proof. Let F (W) = (wi, w2,. . ., wk) be the ordering of the vertices of W described 
in Lemma 2.1 and Y (W) = (Y1, Y2,. .. , Yk-1). 
For any i with 2 '.<::: i :<::: k - 1, the vertices w1 and W;+1 are not adjacent. So, there 
exists a vertex z E V ( G) \ { w 1 , wi+1 } such that 
Wefirstshowthatz EN (x)nY (W). Since WU{x} is independent, z dominatesx in 
both cases, and soz EN (x). Also byLemma2.2, Y (W) <;; N (x). If deg (x) = k-l, 
then Y (W) = N (x), hence z E N (x) n Y (W). If deg (x) # k - 1, then by the 
hypothesis every vertex in N (x) \Y (W) is adjacent to every vertex in W (including 
w1 and W;+1). Hence z EN (x) n Y (W)_ 
The case [w;+i, z] --+ w1 is impossible since the only vertex in Y (W) that possibly 
does not dominate w 1 is y1 and y1 does not dominate w2. Hence [wi, z] --+ W;+1- For 
each i with 2 '.<::: i '.<::: k - 2, z E {y;, Yi+l} as these are the only two vertices in Y (W) 
that possibly do not dominate W;+ 1 . However, z =I Yi+ 1 as Yi+ 1 does not dominate 
wi+2 for each i with 2 :<::: i :<::: k - 2. Thus z = y; and so y;w; E E ( G) for each i with 
2 :<::: i :<::: k - 2. Consider i = k - 1. The only vertex in Y (W) not adjacent to wk is 
Yk-1 · Thus z = Yk-1 and Yk- l Wk- l E E ( G). It follows that y;w; E E ( G) for each i 
with 2 '.<::: i '.<::: k - 1. • 
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2.2 Cut-sets, cut-vertices and end-vertices 
This section contains results involving cut-sets and end-vertices, which will be used 
in proving many of the results leading to the proof ofWojcicka's Conjecture. To begin 
with, Theorem 2.4(a) was proved in [11] and (b) in [15]. 
Theorem 2.4 Let G be a connected, 3-"(-critical graph. 
(a) Any vertex v of G is ajacent to at most one end-vertex of G. 
(b) If w is an end-vertex and v is adjacent to w, then N ( v) \ { w} induces a 
clique in G. 
Proof. (a) Suppose to the contrary that vis adjacent to two end-vertices a and b. Then 
since ab ¢: E ( G), we can assume without loss of generality that there is a vertex 
x E V (G) \ {a, b} such that [a, x] --+ b. Since a only dominates v (and itself), it 
follows that x dominates V ( G) \ {a, b, v} and so { v, x} dominates G, a contradiction. 
(b) Suppose to the contrary that there are two vertices a and b in N ( v) \ { w} such 
that ab ¢ E (G). We may assume without loss of generality that there is a vertex 
z E V ( G) \ {a, b} such that [a, z] --+ b. Since {aw, zb} n E ( G) = 0, it follows that 
z = w, and so a dominates V ( G) \ {b, w}. Thus {a, v} dominates G, contradicting 
1(G) = 3. • 
The following useful result involving cut-sets was proved in [11] . It was, however, 
improved upon in [6] for 8 (G) ::'.': 2 (see Theorem 2.10). 
Theorem 2.5 Let G be a connected, 3-"(-critical graph. If T is a cut-set of G, then 
G - T has at most ITI + 1 components. 
Proof. Let ITI = p and suppose to the contrary that G - T hasp+ 2 components 
with vertex sets A 1 , A 2 , ... , Ap+2. Let a; E Ai for each i with 1 ~ i ~ p + 2. Then 
W = {ai, a 2 , ••• , ap+2 } isanindependentsetinG. We may assumethatW is ordered as 
in Lemma 2.1, and choose a sequence Y (W) = (y1, Y2, ... , Yp+1) with [a;, y;] --+ ai+l 
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for each i with 1 ::; i ::; p + 1. It follows that each Yi is adjacent to vertices in more 
than one of the .A;'s, and so it must be that y; E T for each i with 1 ::; i ::; p + 1. But 
this is impossible since ITI = p. • 
The next major result that we prove is that every cut-vertex of a 3-1-critical graph 
is adjacent to an end-vertex. This will be useful in obtaining connectivity and tough-
ness properties of 3-1-critical graphs with /5 ;::: 2 needed in the proof ofWojcicka's 
Conjecture. We first prove the following result. 
Lemma 2.6 Let G be a connected, 3-1-critical graph with a cut-vertex v and let 
A and B be the vertex sets of the components of G - v. Then exactly one of A and 
B is contained in N ( v). 
Proof. If AU B ~ N(v), then v dominates G, contradicting 1 (G) = 3. 
Now suppose that A\N(v) ol 0 and B\N(v) ol 0. We may choose a' E A and 
b' E B such that d(a', v) = d(b', v) = 2. Choose a E N(v) n A and b E N(v) n B 
such that {aa',bb'} ~ E(G). 
We show that a dominates A orb dominates B. Suppose to the contrary that there 
is a1 EA, such that aa1 ¢: E(G). Then there is a vertex x such that 
[a, x] --> a1 or [ai, x] --> a. 
Consider the former case. Since N(a) nB = 0 and v does not dominate b1 , necessarily 
x E B, and we may assume without loss of generality that x = b, since b dominates 
b1. Similarly, in the latter case x E B U { v}, and since v dominates a, x E B. Again 
we may assume without loss of generality that x = b. Thus we can assume that b 
dominates B. 
Note that since b dominates BU { v} , no vertex a* E A dominates A, for otherwise 
{b, a*} is a dominating set, contradicting 1 (G) = 3. 
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Consider the vertices IJ and v. Since b'v rt E( G), there exists a vertex y such that 
[b', y] _, v or [v, y] _, IJ. 
In the former case, y E A to dominate a' and y dominates A, a contradiction. Hence it 
must be that [v, y] _, b', and y E Ain order to dominate a'. Thusv dominates B\ {b'}. 
Now consider the vertices a' and v. Since a'v rt E(G), there exists a vertex z such 
that 
[a',z]--tv or [v,z]--ta'. 
In the former case, z = b', since z must dominate B and not v, and so a' must dominate 
A, a contradiction. Therefore it must be that [v, z] _, a'. Since v does not dominate 
b', z EB, and so v dominates A\ {a'}. 
Furthermore, B is complete: Suppose to the contrary that bi and b2 are two vertices 
in Band b1b2 rt E(G). Then, without loss of generality, there exists a vertex x such 
that [b1 , x] _, b2. Now x E A to dominate a' and x dominates A, a contradiction. 
Since a' does not dominate A, there exists a vertex a1 EA such that a1a' rt E(G). 
Since a1b' rt E(G), there exists a vertex x such that 
The former case is impossible, since x = v to dominate B\ {b'}, but then a' is not 
dominated. Therefore [b', x] _, a1 and x E A to dominate a'. Note that x must 
also dominate v, but not a1 . Let x = a2, where a2 EA\ {a',a1 } and a2 dominates 
(A\ {a1 }) U {v}. 
Since a2b rt E( G), there exists a vertex x such that 
[a2,x]--tb or [b,x]--tll2. 
The former case is impossible since no vertex dominates b' and not b, and the latter 
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case is impossible since no vertex dominates a' and not a2. Thus either 
A~ N(v) or B ~ N(v) 
and the lemma follows. • 
Theorem 2.7 Let G be a connected, 3-ry-critical graph. If v is a cut-vertex of G, 
then v is adjacent to an end-vertex of G. 
Proof. By Theorem 2.5, G - v has exactly two components. Let A and B be the 
vertex sets of the components of G - v, and assume, without loss of generality, that 
B ~ N(v). Let X = A\N(v). Clearly, IXI "# 0. We show that IBI = 1. 
Suppose to the contrary that I BI ::'.': 2 and let {bi, b2 } ~ B. Consider any a E 
A n N ( v). Since abi tf. E ( G), there exists a vertex x such that 
[a, x] --t bi or [bi, x] --> a. 
In the former case, x dominates b2 but not bi, and so x E B. But then a dominates 
A and v dominates {v} U B, contradicting 'Y (G) = 3. In the latter case x dominates 
A\ {a}, again contradicting 'Y ( G) = 3. • 
Corollary 2.8 Let G be a connected, 3-"(-critical graph with {) ( G) ::?: 2. Then G is 
2-connected. 
Proof. If G is not 2-connected, then G has a cut-vertex v. By Theorem 2.7, vis 
adjacent to an end-vertex, contradicting{) ( G) :;:: 2. • 
In an attempt to prove Wojcicka's Conjecture, Flandrin, Tian, Wei and Zhang [6] 
proved a stronger result than the one stated in Theorem 2.5. We begin with a lemma. 
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Lemma 2.9 [6] Let G be a connected, 3-"(-critical graph If T0 is a cut-set of G 
such that w (G - T0 ) = !Toi+ 1, then vis a cut-vertex for any v E T0 . 
Proof. If !Toi = 1, then the result holds, so we can assume that !Toi 2 2. Let !Toi = 
k - 1 and let Tl, T2,. . ., Tk be the vertex sets of the components ofG - T0 . 
Consider a vertex w; ET;, for each i with 1 ::; i ::; k, and let 8; = T;\ {w;}. Let 
W = { w 1, w 2,. . ., wk}. Since W is an independent subset of V ( G), it follows from 
Lemma 2.1 that there is a sequence Y (W) = (yi, y2, .. ., Yk-I) such that [w;, y;] --t 
W;+J for each i with 1 ::; i ::; k - l (re-organising the numbering of the components if 
necessary). We consider two cases depending on T0 and the sets 8;. 
Case 1 !Toi 2 3 or !Toi = 2 and 8; ol 0 for each i with 1 ::; i::; 3. 
Since y; dominates 8; for each j ol i, it follows that Y (W) c;:; To and so Y (W) = To. 
Consider the vertices w 1 and Wk. Since w 1wk r/c E (G), there exists a vertex y E 
V (G) \ {w1, wk} such that 
In either case y E Y (W) since y dominates 8k U { w2} or 81 U { w2} respectively. 
Since YtWt E E (G) for each t with 2 ::; t ::; k - 1 and y1w 2 r/c E (G), the case 
[wk, y] --t w 1 is impossible. So we must have that [w1 , y] --t wk. Since YtWk EE (G) 
for each t with 1 ::; t ::; k - 2, it follows that y = Yk-1, i.e. [wi, Yk-1] --t wk. Hence 
Tk-I c;:; N (Yk-1). But we also have [wk-1, Yk-1] --t wk and since wk-I is not adjacent 
toanyvertexinT = T1 UT2U ... un-2u8k, wehaveT c;:; N (Yk-1). Thus{Yk-1,wk} 
dominates V ( G), contradicting ry ( G) = 3. Hence this case is impossible. 
Case 2 !Toi = 2 and at least one of 8 1 , 82 and 83 is empty. 
Without loss of generality, assume that 83 = 0, i.e. T3 = {w3}. Thus N(w3) c;:; To. 
We consider two subcases depending on the value of deg (w3). 
14 
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Case 2.1 deg (wa) = 1. 
Since [w1, Y1] --+ w2, y1 w3 E E ( G). Thus y1 is a cut-vertex and Y1 E To. By Theorem 
2.4(b), either N (y1) n T1 = 0 or N (y1) n T2 = 0. Consequently x E To\ {Y1} is also 
a cut-vertex and the lemma holds. 
Case 2.2 deg ( w3 ) = 2. 
Since [w1, Y1] --+ w2, it follows that Y1 wa E E ( G) and Y1 E To. Since [w2, Y2] --+ w3, 
wehavey2 E T1 andw2 isadjacenttoevery vertex in S2. Also, N (w3 ) = T0 = {y1, x} 
for some x with x # Y2-
Now T1 UT2 i N (To), for otherwise To dominates V (G), contradicting/ (G) = 3. 
Without loss of generality, we can assume that w2 ¢ N (To). By the connectedness of 
G, S2 # 0. 
Consider u 1 E T1 and u2 E T2. There is a vertex z such that 
[u1, z] --+ u2 or [u2, z]--+ u1. 
In either case, z dominates w3 so z E T0 . Since w 2 ¢ N (u1) UN (z), it is impossible 
that [ui, z] --+ ~· Hence [u2, z] --+ u1 . 
Suppose S1 = 0. If deg (w1 ) = 1, then using a similar argument to Case 2.1, the 
lemma holds. Thus we can assume deg ( w1 ) = 2, i.e. N ( w1) = T0 . Since { u2, z} 
dominates G - u1 (note that u1 = w1) and z E To, it follows that { u2, z} dominates 
G, contradicting/ (G) = 3. 
Hence S1 # 0. Again we consider [u2, z] --+ u1 , where z E T0 . Without loss of 
generality, we can assume that z = y1. Thus T1 \ {u1} <;;; N (y1). Consider u'1 E 
T1 \ { ui}. Using a similar argument to the one above, we have [u2, z'] --+ u~, for some 
z' E To. Since u~y1 EE (G), z' = x. Thus T1 \ { u~} <;;; N (x). 
Suppose that IT1 I :?: 3. Then there is a vertex u~ E Ti\ { ui, uD, and [u2, z"] --+ u'{ 
for some z" E T0 . But this is impossible since T0 <;;; N ( u'{). Thus ITil = 2. 
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Nowconsidertheverticesw2 andwa. Since [w2, Y2] _, W3, y2 dominates {w1, ui, x, y1} 
butnotw3. Thusy2 E To UT1. Since {U1Yi,W1X} n E(G) = 0, [w2,Y2] _, W3 is 
impossible, contradicting ry ( G) = 3. So this case is also impossible and the lemma 
holds. • 
Theorem 2.10 Let G be a connected, 3-ry-critical graph with 8 ( G) 2 2. Then G is 
I-tough. 
Proof. By Theorem 2.5, if T0 is a cut-set of a connected 3-ry-critical graph, then 
w(G-To) '.':'. ITol + 1. Wenowshowthatif8(G) 2 2, thenw (G-T0 ) '.':'. ITol. 
Suppose to the contrary that G is a connected 3-ry-critical graph with 8 ( G) 2 2 
and that G has a cut-set T0 such that w (G - T0 ) = ITol + 1. Then by Lemma 2.9 and 
Theorem 2.7, each vertex v E To is adjacent to an end-vertex, contradicting 8 (G) 2 2 . 
• 
Corollary 2.11 Let G be a connected, 3-ry-critical graph with 8 ( G) 2 2. If T is a 
cut-set of G, then G has at most ITI components. 
2.3 Independence numbers 
Favaron, Tian and Zhang established an upper bound for the independence number 
f3 (G) of a 3-ry-critical graph G with 8 (G) 2 2 in [5]. Before we present this result, 
we prove the following lemma. 
Lemma 2.12 Let x be a vertex of degree d 2 2 of a 3-ry-critical graph G, I a 
maximum independent set and let A= I\N [x]. lf II n N (x)I = d, then IAI '.':'. 1. 
Proof. Suppose to the contrary that N (x) ~ I and that JAi 2 2. Let {z, t} ~ A. 
Then N (x)U {z, t} ~I, so N (x)U {z, t} is independent. By Lemma 2.1, there exists 
an ordering (w1 , w2, ... , wd+2) of the vertices of N (x) U {z, t} and a path Y1Y2···Yd+1 
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contained in V ( G) \ ( N ( x) U { z, t}) such that [y;, w;] --+ w;+l for each i with 1 :::; 
i:::; d+ 1. Now for somepairi,j with 1 :::; i =/= j:::; d+ 1, {w;, wi} n {z, t} =/= 0. Thus 
eitherw; rf; N(x)orwi rf; N(x). Since{y;,yj} i;;; V(G)\(N(x)U{z,t}),either 
{ w;, y;} or { wi, Yi} does not dominate x, a contradiction. Hence IAI :::; 1. • 
Theorem 2.13 The independence number f3 ( G) of a 3-1-critical graph G of mini-
mum degree 8 (G) 2'. 2 satisfies f3 (G) :::; o (G) + 2. Moreover, if f3 (G) = o (G) + 2, 
then every maximum independent set contains all the vertices of degree 8 ( G). 
Proof. Let x be any vertex of degree o (G) in G, I any maximum independent set, 
and A= I\N [x]. Note that if x EI, then In N (x) = 0, and so II n N [x] I :::; o (G). 
By the definition of A, f3 (G) = IN [x] n II+ IAI and therefore f3 (G) = IAI + 1 if 
x EI and f3 (G) = IAI +IN (x) n II if x rf; I. Hence 
f3 (G) :::; max {IAI + 1, IAI +IN (x) n II}. 
If IAI :::; 1, then f3 (G) :::; max {2, 1 +IN (x) n II} :::; o (G) + 1. 
If IAI = 2, then by Lemma 2.12, II n N (x)I :::; o (G) - 1 and thus f3 (G) < 
max {3, 8 (G) + 1} = o (G) + 1since8 (G) 2'. 2. 
Now suppose that IAI 2'. 3, say IAI = k. By Lemma 2.1 there exists an ordering 
F (A) = (ai, a2, ... , ak) of the vertices of A and a sequence Y (A) = (Y1, Y2, ... , Yk-1) 
such that [a;, y;] ---> a;+l for each i with 1 :::; i :::; k - 1. Since AU { x} is independent, 
Y (A) i;;; N (x) by Lemma2.2, implying that o (G) 2'. k- l. Moreover, Y (A) nI = 0 
since A\ {a;, ai+1} i;;; N (y;) for each i with 1 :::; i :::; k --- 1 and thus IN (x) n II :::; 
8(G)- (k-1). 
If x ¢I, then III = IN (x) n II+ IAI :::: {j (G) + 1. If x EI, then III = IAI + 1 = 
k + 1 :::; 8 (G) + 2, since o (G) 2'. k - 1. Thus f3 (G) = III :::; 8 (G) + 2 in all cases 
Moreover, the only possibility for f3 ( G) to be equal to 8 ( G) + 2 is when x E I 
and IAI = 8 ( G) + 1. Since x and I are arbitrary, it follows that every maximum 
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independent set contains every vertex of degree o ( G). • 
We now present a few results regarding 3-1-critical graphs with independence num-
ber equal too+ 2 which will contribute to the proof ofWojcicka's Conjecture. 
Theorem 2.14 [5] Let G be a 3-r-critical graph with minimum degree o (G) :::: 2 
and /3 (G) = o (G) +2, and let x be a vertex of G of degree o = o (G). Then (N(x)) 
is a clique and fl ( G) :::: 26 ( G) . 
Proof. By Theorem 2.13, every maximum independent set S of G is of the form 
WU {x}. By Lemma 2.3 there exists an ordering F (W) = (w1 , w2 , ••• , Ws+ 1) of 
the vertices of W and an ordering Y (W) = (y1 , y2 , ... , y5 ) of the vertices of N ( x) 
such that 
[w;, y;] _,. W;+ 1 for each i with 1 ::; i ::; Ii, 
Y1Wj E E(G) for each j with 3 :S: j :S: o + 1 
and 
y;wi E E(G) for each pair i, j with 2 ::; i ::; o and j =I i + 1. 
For any pair i,j of vertices with 1 ::; i < j::; o, there exists a vertex y such that 
Without loss of generality, assume [w;+1 , y] --+ Wj+l· The vertex y belongs to N(x) by 
Theorem 2.13. The only vertex in N(x) not adjacent to wj+l is Y]· Soy = Y]· Since 
w;+1Yi r/:. E(G), Y;Y; E E(G). Since this holds for any pair i, j, it follows that (N(x)) 
is a clique. Moreover, every vertex y; E N(x)\ {y1} is adjacent to x, to every vertex of 
N(x)\ {y,} and to every vertex ofW\ { W;+i}. Hence deg(y;) :::: 1 + (6-1) + o = 26 
and therefore fl ( G) :::: 26 ( G) . • 
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Corollary 2.15 [5] Every 3-"(-critical graph G with o (G) > 2 and .6. (G) < 
28 ( G) satisfies f3 ( G) :::; o ( G) + 1. 
Theorem 2.16 [13] Let G be a connected, 3-"(-critical graph with o = o (G) ;::: 2 
and f3 = f3 ( G) = o ( G) + 2. Then G has only one vertex of degree o ( G) . 
Proof. Suppose that W = { wi, w2 , ... , ws+2 } is a maximum independent set of G. 
By Theorem 2. 13, W contains all the vertices of degree o. By Lemma 2. 1 there exists 
an ordering F(W) = (w;,, w;,, ... , w;H,) and a sequence Y(W) = (yl, Y2, ... , Ys+il 
of o + 1 vertices such that 
Suppose deg(w;;) = o for some j with 1 :::; j :::; o + 1. Since o ;::: 2, f3 = o + 2 ;::: 
4. We can therefore choose two vertices w;. and w;, from W\ { w;;, w;H1 } • Since 
w;. w;, ¢:. E(G), we can assume without loss of generality that there exists a vertex u E 
V(G)\ W such that [wi•, u] --> w;,. Obviously { w;;, w;H1 } ~ N(u), and in particular 
u E N(w;;)· By Theorem 2.14, (N(w;;) l is complete and thus N(w;;)\ { u} ~ N(u). 
Since 
{Yi, u} dominates G, contradicting 'Y ( G) = 3. 
Thus w;H, is the only vertex of degree o, and the proof is complete_ • 
2.4 Longest cycles 
In this section we state some results regarding longest cycles that will be used in the 
proof ofWojcicka's Conjecture. The notation defined here will be used throughout the 
dissertation. 
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Let C be a longest cycle of a graph G and Ha component ofG- V (C). We choose 
an arbitrary orientation on C and use classical notation: the successor (predecessor) 
of a vertex of C is denoted by v+ ( v-). If u and v are distinct vertices on C, then 
--+ --+ 
C [u, v] or u C v, (whichever is more convenient) is the path from u to v on C, fol-
-+ 
lowing the orientation. C [u, v] can also be considered to be the set of vertices on the 
+-- +--
path. C [u, v] = u C vis defined similarly. We define the following sets: 
X = Nc(H) = {x1,x2, .. .,xk}, 
where the indices follow the orientation of C; 
B x- = {b1 ,b2, .. .,h}, where b;-1 = x:;: 
--+ 
and C; - C [a;, b;], for each i with 1 :::; i :::; k, 
where the indices are taken modulo k. 
The first two results are classical in the theory of hamiltonicity and are therefore 
stated without proof. 
Lemma 2.17 For any vertex v E V ( H) , AU { v} is independent. 
Lemma 2.18 For any pair i, jwith 1 :::; i =? j:::; k, N (a;)nN(aj)n(V (G) \ V (C)) 
= 0. 
We obtain symmetric results by replacing A with B. 
Recall that a cycle C of a connected graph G is called a dominating cycle if each 
component of G - V ( C) has only one vertex, that is, if each edge of G is incident with 
a vertex of C. From the definition it is obvious that if C is a dominating cycle of a 
graph G, then V(C) dominates V(G). 
The following theorem is important for the proof ofWojcicka's Conjecture. It helps 
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to establish a lower bound for longest cycles of2-connected, 3-1-critical graphs (see 
Theorem 2.21), and was proved in [6] by Flandrin, Tian, Wei and Zhang. 
Theorem 2.19 [6] Let G be a connected, 3-ry-critical graph. Then each longest 
cycle of G is a dominating cycle. 
Proof. Suppose to the contrary that there exists a longest cycle C of G and a compo-
nent H ofG - V (C) such that IV (H)I :2: 2. Let C have an arbitrary orientation. Let 
the sets X, A, B and C; be defined as above. 
Suppose IXI = 1. Then X = {xi} and Xi is a cut-vertex. By Theorem 2.7 there 
exists an end-vertex v such that vxi E E ( G). But (N (xi) \ { v}) is not a clique since 
ai is not adjacent to any vertex of H, by Lemma 2.17. This is contrary to Theorem 
2.4(b) and so we can assume that IX I :2: 2. 
We denote the longest (x;, x;)-path with internal vertices in H by x,Hx;. We first 
prove the following lemma. 
Lemma 2.19.1 Y (A) <;; X and Y (B) <;; X. 
Proof. By symmetry, we only need to show that Y (A) <;; X. By Lemma 2.1, since 
A is independent, there exists an ordering F (A) = (a;,, a;,, ... , a;.) of the vertices of 
A and a sequence Y (A) = (Yi, y2 , ••• , Yk-i) such that [a;,, y,) -+a;<+, for each i with 
l::;i::;k-1. 
By Lemma 2.17, y, dominates V ( H) for each t with 1 ::; t :s; k - 1. Therefore 
Yt E V (H) U X. We will show that Yt E X for each t with 1 ::; t ::; k - 1. Suppose to 
the contrary that y, E V ( H) for some t with 1 ::; t ::; k - 1. Then k = 2, for otherwise 
{a;., y,} cannot dominate A\ {a;., a;,+,}, a contradiction. Without loss of generality, 
we can assume that [a1, Y1] -+ a2. 
--+ 
Any (xi, x 2)-path P (also written xi P x 2) that is internally disjoint from C contains 
at most one vertex of V (H), for suppose the contrary. Then by the maximality of C, 
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IC2 I ;::: 2. Thus at f x1, and so a1 dominates at. But then 
--> +- --> 
x1Px2Ca1atCx1 
is a cycle longer than C, a contradiction. 
Thus NH (x1) =NH (x2) = {u} for some vertex u EV (H). Since IV (H)I = 2, 
u is a cut-vertex ofG. So by Theorem 2.7, the vertex v (where {v} = V (H) \ {u}) is 
an end-vertex. By Theorem 2.4(b), x 1x2 EE (G). 
Since [a1, Y1] ---+ a2 and y1 = u, V (G) \ (V (H) U XU A) C N (a 1). By the 
maximality of C, 
a2 ¢:. N(z) for any z E V(C1), (2.1) 
for otherwise 
+- +- --> 
X1 c a2Z c a1z+ c X2UX1 
is a cycle longer than C if z f b1 and 
+- --> 
X1 Cata1 Cb1a2x2ux1 
is a cycle longer than C if z = b1. We now consider two cases. 
Casel V(G)\(V(C)uV(H))f0. 
Let H1 f H be a component of G - C and choose u1 E V (H1). Then V (H1) <::;; 
N (a 1 ). By Lemma 2.18, a2u 1 ¢:. E (G), and so there exists a vertex y such that 
In either case, y E V (H) in order to dominate v. Consequently, the second case is 
impossible since a1 ¢:. N (a2 ) UN (y). Hence [u1, y] ---+ a2 , and u1 must dominate 
V ( C) \ { x 1, x2, a2}. If u 1 also dominated xi, then 
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would be a cycle longer than C, a contradiction. Thus y dominates { x 1 , x2 , v} and so 
y = u. Again, by the maximality of C a1 = b1 and a2 = b2 . Now consider the vertices 
u and a1 . Since ua1 ¢ E ( G), there exists a vertex y' such that 
The former case is impossible since y' must belong to V (H) to dominate v, but V (H) 
= { u, v} and v is adjacent to u_ The second case is also impossible since y' must 
belong to V (H1) to dominate u 1, but V (H1) c;;; N (a1). This contradicts r (G) = 3, 
and so Y (A) c;;; X. 
Case 2 V(G-C) = V(H). 
Since r (G) = 3, neither { u, x1} nor {u, x2 } can dominate V (G). Thus 
Ne [x;] 7' V ( C) , for i = 1, 2. (2.2) 
Suppose a2 = b2. Then a 1 7' b1, by (2.2). Consider the vertices v and a2. Since 
va2 ¢ E ( G), there is a vertex y such that 
In the former case, y E {xi,x2 } since ua2 ¢ E (G). But this is impossible by (2.1) 
and (2.2). Thus [v,y]--+ a2, and consequently y E (N (x1) n N (x2)) \ {u,a2}, i.e., 
y E C1 . Since yu ¢ E ( G), there exists a vertex y' such that 
[y, y'J --+ u or [u, y'J -+ y. 
The former case is impossible since v cannot be dominated without u being dominated. 
Consider the latter case. Since y E N (x1 ) n N (x2) n Ci, either a2 or a vertex of C1 
will not be dominated by (2.1) and (2.2), and so this case is also impossible. This 
contradicts 1 (G) = 3, and so Y (A) c;;; X_ 
Suppose a2 7' b2. Then a 1b2 E E (G). By the maximality of C, a1 7' bi, x1b1 ¢ 
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E ( G) and a2x 1 rf: E ( G). Thus there exists a vertex y such that 
In either case, y E V (H) todominatev, and so a2 rf: N (y). The first case is impossible 
since a2 rf: N (x1 ) and the second case is impossible since a2 rf: N (b1) by (2.1). This 
contradicts 'Y ( G) = 3, consequently Y (A) <;; X and the proof of Lemma 2.19.1 is 
complete. D 
ByLemma2.19.l, Y(A) <;; X,andsowewriteX(A) = (x;,,x;,, ... ,x;k_,) for 
an ordering of the k - 1 vertices of X such that [a;,, x;,] --+ a;,+1 for each t with 
1 ::; t ::; k - 1, in what follows. 
For each t with 1 ::; t::; k - 1, we have that 
(2.3) 
and 
V (H) <;; N (x;,). (2.4) 
Let X\X (A)= {x;.} and choose u EV (H) n N (x;.). Then 
k 
u E nN (x;.). (2.5) 
t=l 
From (2.4) and the fact that IV (H) I :::: 2, we have: 
Lemma 2.19.2 Between any two vertices x; and Xj of X, there is an (x;, xj)-path 
P internally disjoint from C that contains at least two vertices of V ( H). 
By Lemma 2.19.2 and the maximality of C, IC;I :::: 2 for each i with 1 :S i :S k. 
We now consider two cases depending on IN (V (H))I = k. 
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Case 1 k 2: 3. 
(i) Consider the vertices u and b;._ 1 . Since ub;._1 ¢ E ( G), there exists a vertex y 
such that 
[u, y]-+ b;._ 1 or [b;._" y] -+ u. 
Suppose [b;._" y] -+ u. Then y ¢ X by (2.5) and soy E V (H) to dominate 
V(H)\ {u}. But no vertex of B\ {b,._1 } is dominated by {y,b;._i} (Lemma 2.17 
applied to B), a contradiction. Thus [u, y] -+ b;._1 • Obviously y ol xk and by (2.3), 
y ol x;, for any t with 1 '.'::'. t '.'::'. k - 1. Hence y E V ( C) \X. Moreover, 
V ( C) \ ( X u { b;._" y}) <;;.. N (y) ; b;._ 1 ¢ N [y] . (2.6) 
We need the following lemma. 
Lemma 2.19.3 y rj; Au Bu A+ u B-. 
Proof. By Lemma 2.17, A U { u} is independent, and so if y E A, { u, y} does not 
dominate A\ {y}, a contradiction. Thus y ¢ A, and by a similar argument y ¢ B. 
Suppose to the contrary that y E A+. Let y = ai for some i with 1 '.'::'. i '.'::'. k and let 
aj E A\ {a;}. By (2.6), ajat EE (G). Thus 
-+ +- --t 
x; Pxj C aiaj C X; 
is a cycle longer than C, a contradiction. Thus y ¢ A+. By a symmetric argument 
y ¢ B-. This completes the proof of Lemma 2.19.3. D 
(ii) We next consider the vertices u and y. Since uy ¢ E ( G), there exists some vertex 
Y1 such that 
Suppose [y, y1] -+ u. Then y1 ¢ X by (2. 5). Hence Y1 E V ( H) in order to dominate 
V (H) \ { u }. But then b;._1 cannot be dominated by {y, y1}, a contradiction. Thus 
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[y1,u]-+ y. By(2.6),Y1 E XU {b;._1 }. ButsinceyI dominatesB,yI i bi._,, by 
Lemma 2.17. Thus YI EX. By (2.3), YI = x;., that is, [u,x;.J -+ y. By Lemma 
2.19.3,y ¢:.AU B, soy+,y- ¢:. X = Nc(u). Hence 
Now consider the independent set B. As in the case of A there is an ordering 
of the vertices of B and an ordering 
ofk-1 vertices of X such that [xm,, b1,]-+ bz.+ 1 for each twith 1 ::; t::; k-l. By (2.7), 
B <;; N (x;,). So X;• t/:- X (B) and thus { X; 1 , x;,, .. ., x;,_1 } = { Xm1 xm,, .. ., Xm._1 }. 
Analogous to (2.3), we get 
We now prove the following lemma. 
Lemma 2.19.4 (a) AU {y+} and BU {y-} are independent. 
Proof. (a) Suppose to the contrary that AU {y+} is not independent. Then a;y+ E 
E (G) for some a; EA. 
Suppose y EC;. By (2.6), yai+1 EE (G), so 
+-- __, _, 
x;Hxi+1 Cy+ a; Cya;+J G X; 
is a cycle longer than C, a contradiction. 
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Thus y ¢ C,. But then the cycle 
--+ --+ +-
a;y+ C xiH X;+1 C ybi Ca; 
is a cycle longer than C since ybi E E ( G) by (2.6) and x;H X;+i contains at least 
two vertices. This contradicts the maximality of C. Hence Au {y+} is independent. 
Similarly we can show that B U {y-} is independent. 
(b) Suppose to the contrary that y+ y- E E ( G). Let y E C; \ {a;, b;} for some i 
with l '.:'.: i '.".'.: k. By(2.6), {a;,a;+1} ~ N(y), and so the cycle 
--+ +-- +-
yai+l Cx,Hx;+I Cy+y- Ca;y 
is longer than C, a contradiction. This completes the proof of Lemma 2.19.4. D 
(iii) Now consider the vertices y+ and y-. Since y+y- ¢ E (G), there is a vertex y2 
such that 
Ineithercasey2 E XuV(H) to dominate V(H) sincey ¢ AUBbyLemma2.19.3. 
By Lemma 2.19.4(a), it follows that y2 EX to dominate AU B. More precisely, by 
(2. 7) it follows that y2 E X\ { x;.}. Let y 2 = x;, for some t with 1 '.".'.: t '.".'.: k - 1. 
By Lemma 2.19.3, y- ¢ A. Thus if [y+, x;,] --t y-, A ~ N (y+) UN (x;,). But by 
Lemma 2.19.4(a), a),+i ¢ N (y+) and by (2.3) a;,+1 !/: N (x,,), a contradiction. 
Similarly [y-, Y2] --t y+ is impossible as one vertex of B will not be dominated by 
N(y-) uN(y2),contradicting')'(G) = 3. Hence IV(H)I = 1whenk~3. 
Case2 k = 2. 
Assume without loss of generality that aj, = a1 and ah = a2 . Then x;, = x 1 and x;, = 
x;, = x 2 . From theproofofLemma2.19.3 itiseasytoseethaty ¢ AuBuA+uB-
except when y = b2 and [u, y] --> b1. Hence if y of b2, then we can proceed in the 
same way we did in Case 1. Suppose that y = b2. Then y is not adjacent to u. So 
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there exists a vertex Yi such that 
Using a similar argument as in (ii) when k ::'.'. 3, we have that [u, y1] --+ y, i.e. [u, y1] -+ 
b2. Since (2.6) holds, y1 EX. 
Now b2 ~ a2, for otherwise { b2, u} does not dominate A, contradicting { b2, u} 
dominating V (G) \ {b2}. Thus y1 = x 2 to dominate a 2 . By the proof of Lemma 
2.19.4(b), b2b2 2 rf; E (G). Thus there exists some vertex y2 such that 
In either case, y2 E X to dominate AU { u} and by (2.7), y2 = x 1 . But (b2 2 , x 1] -+ b2 
is impossible since x 1b2 EE (G). Thus [b2 , x 1] --+ b2 2 . 
Further, b2 a1 EE (G) by (2.6), and hence b2 2 ~ a2, for otherwise 
+-
X1HX2 C aib2b2X1 
is a cycle longer than C by Lemma 2.19.2, a contradiction. Since [b2 , x1] --+ b2, either 
b2a2 EE (G) or x1a2 EE (G). Butthen 
f- +-
X 1Hx2Ca1b2 Ca2~X1 
or 
+-- +-
X 1HX2 C aib2 C a2x1 
is a cycle longer than C by Lemma 2.19.2, a contradiction. This contradicts 'Y ( G) = 3 
and hence IV (H)I = 1. 
The proof of Theorem 2.19 is now complete. • 
The following result is an obvious consequence of Theorem 2.19. 
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Corollary 2.20 [13] Let G be a connected, 3---y-critical graph. Then G has a cycle 
C such that V ( C) dominates V ( G). 
The next theorem, also proved by Flandrin, Tian, Wei and Zhang in [ 6] , uses The-
orem 2.19 to establish a lower bound for a longest cycle of a 3-1-critical graph. This 
result is crucial in the proof ofWojcicka's Conjecture. 
Theorem 2.21 [6] Let G be a connected, 3---y-critical graph of order n and C a 
longest cycle of G. If there exists a vertex u in V ( G) \ V ( C) such that IN ( u) n V ( C) I 2 
2, then c ( G) 2 n - 1. In particular, if G is 2-connected, then c ( G) 2 n - 1. 
Proof. Let C be a longest cycle of G, a connected 3-1-critical graph and suppose 
that there is a vertex y E V ( G) \ V ( C) such that degc (y) 2 2. We will show that 
IV(C)l 2 n-l 
By Theorem 2.19, V (G) \ V (C) is an independent set, so degc (u) = deg (u). 
Take u EV (G) \ V (C) such that 
deg(u) = max{deg (y) I y EV (G) \ V (C)}. 
Let deg (u) = k. Then by the hypothesis, k 2 2. Let X = N (u) and define the sets 
A, B and C; as before. We first prove the following lemma. 
Lemma 2.21.1 Let y EC;\ {a;, b;} for some i with 1 ~ i ~ k. If A~ N (y) and 
-t 
b EN (y)for some b E C [x;+i, x;] n B, then AU {y+} is an independent set in G. 
Proof. Supposethatb,y E E(G) forsomet =Ji. Sincea;+iY E E(G), we have that 
ajy+ €f. E ( G) for any j =J i + 1, otherwise 
f- f- -t 
X;+1UXj C °'i+1Y C ajy+ C X;+i 
is a cycle longer than C, a contradiction. Now suppose that a;+1Y+ E E ( G). Then 
f- -t f-
X;+1 C y+ai+l C b,y C Xt+1UX;+! 
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is a cycle longer than C, a contradiction. Thus A n N (y+) - 0 Since A is an 
independent set of G, the result follows. D 
To continue the proof of Theorem 2.21, assume to the contrary that IV ( C) I :S n- 2. 
Let v be an arbitrary vertex of V ( G - C) \ { u}. We prove the following lemma. 
Lemma 2.21.2 IN (u) n N (v)I ~ k - 1. 
Proof. Since A is independent, Lemma 2.1 asserts the existence of an ordering F (A) = 
(ail, a;,, ... , a;k) of the vertices of A and a sequence Y (A) = (Yi, Y2, ... , Yk~i) of k-1 
distinct vertices such that [a;,, Yt] --. a;<+1 for each t with 1 :S t :S k-1. If v ¢ N (A), 
then Y (A) i;;; N (v). Also, Y (A) i;;; X = N (u) since N (u) n A = 0. Thus 
IN (u) n N (v)I ~ IY (A)I = k - 1. 
If v E N (A), then by Lemma 2.18, IN ( v) n Al = 1. Without loss of generality, 
let aiv EE (G). Then aiv ¢ E (G) as C is a longest cycle in G. Also aiu and aia; 
do not belong to E ( G) for any j =J 1, for otherwise the cycle 
or 
t-- ---t 
C' = x; C aia; C x1ux; 
is a cycle of maximum length with a1v E E ( G - C'), contradicting Theorem 2.19. 
Thus Ai= {at, a2 , ••• , ak} is an independentsetofG. There exists an ordering F (A1) 
of the vertices of Ai and a sequence Y (Ai) of k -1 distinct vertices such that Lemma 
2.1 holds. Since N (u) n A1 = N (v) n Ai = 0, Y (A1 ) i;;; N (u) n N (v). Thus 
IN(u)nN(v)l~IY(A1)l=k-l. D 
By Lemma 2.21.2 and the choice of u, k - 1 :S deg (v) :S k for any vertex v E 
V ( G - C) \ { u}. We consider the following two cases. 
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Case 1 deg (v) = k - 1. 
Without loss of generality we may assume that N ( v) = X\ { x 1}. Since uv ¢ E ( G), 
there exists a vertex y such that 
[y, v] -+ u or [u, y] -+ v. 
We now show that y ¢ X in either case. 
In the former case, y ¢ X since N ( u) = X. 
In the latter case, y ¢ X\ {x1 } since N (v) = X\ {x1}. Moreover, y "I x1, for 
otherwise V (G) \(XU { v}) ~ N (x1) which implies that { v, x1} dominates V (G), 
contrary to ')' ( G) = 3. 
Since (AU B) n (N (u) UN (v)) = 0, (AU B) ~ N (y). By Lemma 2.18 and the 
fact that A and Bare independent sets in G, y E V (C) \(XU AU B). By Lemma 
2.21.1, A2 = AU{y+} is an independent set of G. Thus there exists an ordering F (A2 ) 
of A2 and a sequence Y (A2) of k distinct vertices such that Lemma 2.1 holds. Since 
N (u) n A2 = N (v) n A2 = 0, Y (A2) ~ N (u) n N (v). Thus IN (u) n N (v)I 2'. 
IY (A2)I = k, contradicting deg(v) = k-1. 
Case 2 deg (v) = k. 
Since v is an arbitrary vertex of V ( G - C) - { u} and k 2'. 2, we may assume ti ( G) 2'. 
2. We consider two subcases. 
Case 2.1 N (u) = N (v). 
Since uv ¢ E ( G), there exists a vertex y such that 
[v, y] -+ u or [u, y] -+ v. 
Since N(u) = N(v) = X, y ¢ X. By Lemma2.17, Au B ~ N(y). Hence 
y E V ( C) \(Xu Au B). Since y ¢ Au B, N (y+) n { u, v} = 0, and (by Lemma 
2.21.1) AU {y+} is independent. Further, ~ = AU {y+, v} is an independent set of 
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G. Thus there exists an ordering F (A3 ) of the vertices of A3 and a sequence Y (~)of 
k+ 1 distinct vertices that satisfy Lemma 2.1. Since N (u) n~ = 0, Y (A3 ) <;;; N (u). 
Thus IN (u)I ::'.'. IY (A3)j = k + 1, contrary to deg (u) = k. 
Case 2.2 N (u) f N (v). 
By Lemma2.21.2, IN (u) n N (v)I = k- l, and we assume without loss of generality 
that N ( u) n N ( v) = X\ {xi}. Since uv ¢ E ( G), there exists a vertex y such that 
[y, v] -> u or [y, u] -> v. 
By symmetry, we only deal with the case [y, v] -> u. Using similar arguments to 
those in Case 1, we can show that y E V (C) \X. If v ¢ N (A) UN (B), then 
AU B <;;; N (y). Since A and B are independent, y E C; \ {a;, b;} for some i with 
1 :'.':'. i :'.':'. k. Thisimpliesthaty+ ¢ N(u) nN(v). ByLemma2.21.l, Au {y+} is an 
independent set of G. Thus there exists an ordering F (A U {y+}) of the vertices of 
AU {y+} and a sequence Y (AU {y+}) of k distinct vertices such that Lemma 2.1 is 
satisfied. Since (Au {y+}) n N (u) n N (v) = 0, Y (Au {y+}) <;;; (N (u) n N (v)). 
Thus IN (u) n N (v)I ::'.'. IY (Au {y+})j = k, a contradiction. 
Now suppose v E N (A) UN (B). Without loss of generality assume that va1 E 
E (G). Let~= (A\ {a1}) U { ai }. Then~ is independent by the maximality of C. 
--? 
Also, uai ¢ E ( G), for otherwise uai C x 1 u is a longest cycle that is not dominating, 
which contradicts Theorem 2.19. Therefore ~ U { u} is independent. 
By the maximality of C, aiv ¢ E (G) and hence a1 f b1. Since N (v) = 
(X\{x1}) U {ai}, (~UB) n N(v) = 0. Thus~ U B <;;; N(y). Since A4 and 
Bare independent sets and N (u) = X, y E V (C) \ (A4 U BUX). 
Let y E C;\ {a;, b;} for some i with 1 ::; i ::; k, and define A5 = ~ U {y+}. We 
complete the proof by showing that ~ is independent. Since ~ n ( N ( u) n N ( v)) = 
0, the sequence Y (A5 ), as defined in Lemma 2.1, is contained in N (u) n N (v). This 
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implies that IN (u) n N (v)I 2: JY (~)I= k, a contradiction. 
Since A4 n ( N ( u) n N ( v)) = 0 and y+ rf. X u { a1}, ~ n ( N ( u) n N ( v)) = 0. 
We now show that A5 is independent. Since A4 is independent, we need only show 
that N (y+) n ~ = 0, where y EC;\ {ai, bi}. 
Since b;-1Y E E (G), it follows that y+aJ rf. E (G) for any j =Fi, for otherwise 
-+ +- -+ 
X; C ybi-1 C ajy+ C XjVX; 
is a cycle longer than C. To show that { aiy+, at y+} n E ( G) = 0, we consider the 
cases i =F k and i = k separately. 
Consider i =F k. Since ai+IY E E ( G), { aiy+, at y+} n E ( G) = 0, for otherwise 
+- -+ -+ 
X;+i c y+ a; c ya;+ I c X;UX;+i 
is a cycle longer than C, or 
+- -+ -+ 
X;+J c y+at c ya;+1 c X1UX;+1 
is a longest cycle in G that is not dominating, a contradiction. 
Now consider i = k. Since {bk_ 1y, aty} <; E (G), { aty+, aky+} n E (G) = 0, 
for otherwise 
-+ +- -+ 
xk Cybk-1 Caty+ Cx1uxk 
or 
+- -+ -+ 
X1 c y+ ak c yat c XkUX1 
is a longest cycle of G but is not dominating, a contradiction. Thus~ is independent, 
which completes the proof. Thus c ( G) 2: n - 1. • 
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The next result is a direct consequence of Theorem 2.21 and Corollary 2.8. 
Corollary 2.22 [13] Let G be a connected, 3-1-criticalgraphwith o (G) 2 2. Then 
c(G) 2 n - l. 
As indicated in [6], we can use Theorems 2.19 and 2.21 to prove Theorems 1.1 and 
1.2. We present the proofs below for the sake of completeness. Note that by Theorem 
2.19, we can choose a longest dominating cycle C of G. 
Proof of Theorem 1.1. If ICI 2 n - 1, then G contains a hamiltonian path. Assume 
that ICI '.':'.: n-2. Then by Theorem 2.21, dege (u) = 1 for any vertex u EV (G - C). 
Since G is 3-1-critical, we can easily prove that ICI = n- 2 when n > 6. Let { u, v} = 
V (G - C), {x} =Ne (u) and {y} =Ne (v). Since C is a dominating cycle, u and v 
are end-vertices. By Theorem 2.4(a), x # y. When x = y+ or x = y-, then G contains 
ahamiltonian path. When x # y+ andx # y-, then x+y+ E E(G), for suppose this is 
not the case. Then there is a vertex z such that [x+, z] --+ y+ or [y+, z] --+ x+. In either 
f- --> 
case, { u, v} <; N (z), which is impossible. Thus x+y+ EE (G) and ux C y+x+ C yv 
is a hamiltonian path. • 
Proof of Theorem 1.2. If c (G) = n - 1, then clearly G - V1 (G) is hamiltonian. If 
c (G) '.':'.: n - 2, then by Theorem 2.21, deg (u) = 1 for any vertex u E V (G - C). So 
G - Vi (G) is hamiltonian. • 
The proof ofWojcicka's Conjecture, which is given in Chapter 3, is obtained through 
contradiction. The results that follow apply to the longest cycles of a 3-1-critical graph 
G of order n with minimum degree o (G) 2 2, and which we assume is not hamil-
tonian. 
Let C be a longest cycle of such a graph G. Then by Theorem 2.21, ICJ = n - 1 
and so G - V ( C) has only one component H which consists of a single vertex. Let 
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V (H) = {x0 } and let the sets X, A, Band C; be defined as earlier in the section. In 
thi~ instance we let deg (x0 ) = r, and so 
x 
- {x1, X2, ... ,Xr} = N(xo), 
A {a1,a2, ... ,ar} =){+, i.e. ai = x{, 
B - {bi, 1'i,.. "br} = x-; i.e. b;-1 = x:; 
---+ 
and C; - c [a;, b;], 
for each i with 1 :::; i :::; r, where the indices are taken modulo r. We observe the 
following as a result of the maximality of C: 
• A and B are independent sets. 
• A n X = 0, which implies that A U { x0 } is an independent set. 
• B n X = 0, which implies that BU { x0 } is an independent set. 
We say that a vertex v of C; is an A-vertex if v+ a; E E( G) and a B-vertex if 
v-b; E E(G). Itis easy to see that each a; EA (each b; EB, respectively), for each i 
with 1 :::; i :::; r, is an A-vertex (a B-vertex, respectively). 
The following lemmas result from the maximality of C. 
Lemma 2.23 [5] Let U; EC; and Uj E cj be two A-vertices (or B-vertices) with 
i ol j. Then u;uj 1- E(G). 
Proof. Suppose to the contrary that u;uj E E( G). Then the cycle 
+-- ---t +-- + ---t 
'"U·Ca·u+Cx·xox·Cu- a-Cn-
....,,,,. J 33 i J it'-"? 
is longer than C, a contradiction. 
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Lemma 2.24 [5] (a) Let U; EC; and Uj E cj be two A-vertices (or B-vertices) 
--t 
with i 'lj.Foranyvertex v EC [ut,uj], if vu; E E(G) then v-ui ¢ E(G). 
--t 
(b) Let a; E Aand bi EB such that i 'I j + l.Foranyvertex v E C [aj+1,x;], 
if vbj E E(G), then v-ai ¢ E(G). 
Proof. (a) Supposetothecontrarythat{vu;,v-uj} i;;; E(G). Ifv = aithenvu; ¢ 
E(G), and if v = ut then v-ui ¢ E(G) by Lemma 2.23_ So we can assume that 
v ¢ { aj,ut}. 
--t 
Ifv EC [u£2,xj] then the cycle 
+--- --+ +-- --t --+ 
XjXoX; c uj aj c UjV- cut a; c UiV c Xj 
--t 
is longer than C, a contradiction. If v E C [aj, uj] then the cycle 
t-- --t --t t-- ----t 
XjXoXi c ujaj c V-Uj c VU; c a;ut c Xj 
is longer than C, a contradiction. 
(b) Suppose to the contrary that { vbj, v- ai} i;;; E(G). Then the cycle 
+---- +---- +-
vb; c a;v- c Xj+1X0Xi c v 
is longer than C, a contradiction. • 
Lemma 2.25 [13] Let a; E A and bi E B such that i 'I j + l. For any v E 
--t 
C [xi+i, b;_1], if vbj E E(G), then v+ai ¢ E(G). 
Proof. Suppose to the contrary that { vbi, v+ a;} i;;; E( G). Then the cycle 
----t t-- . + --t 
Xj+l C vbj C aiv C X;X0Xj+1 
is longer than C, a contradiction. • 
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Lemma 2.26 [5] Suppose b3_1a3 E E(G). If v E C; is an A-vertex with i =I j, 
then vx3 rf. E(G). If v EC; isa B-vertexwith i =I j - 1, then vx3 tj E(G). 
Proof. Suppose that bi_ 1ai E E(G) and that v E C; is an A-vertex with i =I j. 
Also suppose, to the contrruy, that vx3 E E(G). Now v and a3 are A-vertices and 
---> 
Xj E C [v+, aj J . Since bi_1ai E E(G), xiv tj E(G) by Lemma 2.24(a). The proof 
for the case where v is a B-vertex follows similarly from Lemma 2.24. • 
Lemma 2.27 [13] Suppose a;b3 E E(G)forsomepair i,jwith i =I j+l, {u, u+} ~ 
---> ---> 
C [a;,bj]and {v,v+} ~ C [bj,a;-]. Then 
l{uv,u+v+} nE(G)I::; 1 and l{u+v,v+u} nE(GJI::; 1. 
Proof. Suppose to the contrruy that { a;b;, uv, n+v+} ~ E( G). Then the cycle 
----t f-- <(-- ----t 
Xj+J Cvn c a;b3 cn+v+ c X;XoXj+I 
is longer than C, a contradiction. Similarly we can show that 
• 
The following three results are obtained using the maximality of C and the assump-
tion that ,6 ( G) ::; r + 1. 
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-+ 
Lemma2.28 [5] (a) Ifv E C;isan A-vertex, thenalltheverticesof C [a;,v]are 
A-vertices. 
-+ (b) If v E C; is a B-vertex, then all the vertices of C [v, bi] are B-vertices. 
Moreover, if a;bi E E( G), then all the vertices in C; \ {a;, bi} are A-vertices and 
B-vertices. 
Proof. (a) Suppose that v E C; is an A-vertex and that, to the contrary, there are 
-+ -+ 
vertices in C [at, v+] that are not adjacent to a;. Let y be the last vertex in C [at, v+] 
that is not adjacent to a;. Then y is an A-vertex, and by Lemma 2.23 AU {x0 , y} is 
independent. But IA U { xo, y} I = r + 2, contradicting /3 ( G) :S r + 1. 
(b) The proof here is similar to (a). 
Now suppose a;b; E E(G). Then bi is an A-vertex and so by (a), all the vertices 
-+ --+ 
in C [a;, bi] are A-vertices. Similarly all the vertices in C [at, b;] are B-vertices. 
Thus all the vertices in C; \ {a;, b;} are both A-vertices and B-vertices. • 
Lemma 2.29 [5] Let u; E C; be an A-vertex. If N(u;) n Ci-l # 0, then u,b;-1 E 
E(G).Similarly,letv; E Gibe a B-vertex. If N(v;)nCi+ 1 #0,then v;ai+1 E E(G). 
Proof. SupposethatN(u;)nC;-1 #0,andthattothecontraryu,b;_ 1 ¢ E(G).Lety 
be the last vertex in C;_ 1 that is adjacent to u,. By Lemma 2.24(a) y+ is not adjacent to 
a; for j # i and y+ is not adjacent to u; by the choice of y. Also N(u;) n (A\ {a;}) = 0 
byLemma2.23. Hence {y+, x0 , u;}U (A\ {a;}) is an independent setofr+2vertices, 
contradicting/] ( G) :S r + 1. The proof is similar if v; is a B-vertex. • 
Lemma 2.30 [5] For each a; E A\B, N(a;) n B # 0 and for each b; E B\A, 
N(b;) n A# 0. 
Proof. Let a; E A\B and suppose to the contrary that N (ai) n B = 0. Then BU 
{a;, xo} is an independent set of r + 2 vertices, contradicting /3 (G) :Sr+ 1. Similarly, 
• 
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The following lemmas result from the maximality of C and the assumption that 
deg (x0 ) = fJ (G) and (3 (G) = fJ (G) + 2. 
Lemma 2.31 [13] For each a; E A (or bi E B), there exists a vertex y such that 
[a;, y] --+ x 0 (or [bj, y] --+ x0 ), where y !/:- X. 
Proof. Since a;x0 rf:_ /')( G), there exists a vertex y such that [a;, y] --+ x 0 or [x0 , y] --+ 
a;. Suppose that [x0 , y] --+ a;. Then { x;, y} dominates G since (X) is a clique (by 
Theorem 2.14), contradicting I (G) = 3. Thus [a;, y]--+ xo and obviously y !/:- X. • 
Lemma2.32 [13] (a) If a;bJ E E(G)forsomepair i, jwith i !/:- {j,j + 1} ,then 
N(b;-1) n { a.;+J, a;+2, ... , ai} = 0. 
(b) If a;bi E E ( G) for some pair i, j with i !/:- {j, j - 1 }, then 
N (aJ+1) n {b;, b;+1, ... , bi-d = 0. 
Proof. (a) Suppose to the contrary that 
By Theorem 2.14, (X) is a clique and so 
---+ ---+ ---+ 
b;_ 1ae C bjai C XeX;XoXJ+1 C b;-1 
is a cycle longer than C, a contradiction. 
The second case follows a similar proof. 
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Wojcicka's Conjecture 
In this chapter we complete the proof ofWojcicka's Conjecture, restated below for 
emphasis. To summarise, the following properties of a connected 3-1-critical graph G 
with 8 (G) 2: 2 have contributed towards the proofofWojcicka's Conjecture: 
(i) Theorem 2.13 [5] f3(G)::; 8 (G) + 2. 
(ii) Theorem 2.10 [6] G is I-tough. 
(iii) Theorem 2.19 (6] Each longest cycle of G is a dominating cycle. 
(iv) Theorem 2.21 [6] c (G) 2: n - 1. 
(v) Theorem 2.13 [5] If f3 (G) = 8 (G) + 2, then every maximum independent set 
contains all vertices of degree 8 ( G). 
(vi) Theorem 2.14 [5] If f3 (G) = 8 (G) + 2 and deg (x) = 8 (G), then N [x] induces 
a clique. 
(vii) Theorem 2.16 (13] If f3 (G) = 8 (G) + 2, then G has only one vertex of degree 
8 (G). 
Result (i) helped to divide the proof of the conjecture into the two cases /3 ::; 8 + 1 
and f3 = 8 + 2. Results (ii) and (iii) were used to obtain (iv), which is central to the 
proof of the conjecture. Further, (v) was used to obtain (vi) which was in tum used to 
prove (vii). Finally, (vi) and (vii) are crucial results in the proof of the case /3 = 8 + 2. 
Proofs of all these results have been given in Chapter 2, as indicated. 
Conjecture 1 (Wojcicka's Conjecture) Every connected, 3-1-critical graph G with 
8 ( G) 2: 2 is hamiltonian. 
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Let G be a 3-1-critical graph of order n and with {j ( G) 2: 2. If C is a longest cycle 
ofG, and G is not hamiltonian, then it follows from (iv) that IV (C)I = n - 1. Thus 
V ( G - C) contains one vertex, which we will call x0 . 
To prove the conjecture for (3 (G) ::; {j (G) + 1, we first show that if G is non-
hamiltonian, then (3 (G) 2: deg (xo) + 2 (Theorem 3.1). Since deg (xo) 2: {j (G), it is 
an obvious consequence of Theorem 3.1 that G is hamiltonian when (3 (G) ::; {j (G)+ 1. 
Another consequence of Theorem 3.1 is that if (3 (G) = {j (G) + 2, then deg (x0 ) = 
{j ( G), an observation which is crucial to the proof of the case (3 ( G) = {j ( G) + 2. 
The proofs for both cases make extensive use of the results involving longest cycles, 
which occur in Section 2.4. 
3.1 The case (3 < 6 + 1 
The following theorem will help to establish the conjecture for (3 ::; {j + 1. 
Theorem 3.1 [5] Let G be a non-hamiltonian, 3-T-critical graph with o( G) 2: 2 
and let C be a longest cycle of G with x0 the only vertex not on C. Then (3 ( G) 2: 
deg(x0 ) + 2. 
Proof. Let the sets X, A, B and C; be defined as in Section'2.4 and let deg(x0 ) = r. 
Suppose to the contrary that (3 ( G) ::; r + 1. We consider three cases, depending on the 
value of r. 
Case 1 r = 2. 
WefirstshowthatAnB = 0. Supposetothecontrarythata1 = b1. Thena1b2 ~ E(G) 
andb1a2 ~ E(G) byLemma2.23. ByLemma2.29, E (C1, C2) = 0. ThusG-{xi, x2} 
consists of three components, contradicting Corollary 2.11. Thus a1 f b1 and a2 f b2. 
ByLemma2.30 either {a1b1,a2b2} ~ E(G) or {a1b2,a2b1} ~ E(G). We will show 
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that in either case 
Case 1.1 {aibi, a2b2} <;::: E(G). 
By Lemma 2.28, the vertices in C; \ { ai, b;} are both A-vertices and B-vertices for 
i = 1, 2, and so by Lemma 2.23, E(Ci, C2) <;::: {aib2, a2bi}. By the 1-toughness ofG, 
E(Ci, C2) # 0. Therefore, at least one of ai~ and a2bi belongs to E(G). Suppose, 
without loss of generality, that aib2 E E(G) and a2bi ¢ E(G). Since aib2 E E(G), 
IC;I ~ 3 fori = 1,2, for otherwise {b2,x2} dominates G if !Gil= 2 and {ai,x2 } 
dominates G if IC2 1 = 2, contradicting 'Y (G) = 3. 
Since a2 b1 ¢ E(G), there is a vertex x E V(G)\ { a2 , bi} such that 
In either case, x =xi since x must dominate {x0, ai, b2 } but must not be adjacent to 
bi or a2. 
Now, [a2 , xi] _, bi is impossible since for each v E Ci\ { ai, bi} , v ¢ N ( a2 ) by 
Lemma 2.23 and v ¢ N(x1 ), for otherwise the cycle 
+- _, +-
a1b2 C X2Xoxiv C biv- Cai 
is longer than C, a contradiction. So [bi, x1] _, a2 • But this is not possible because for 
eachv E C2 \ {a2 ,b2}, v ¢ N(bi) byLemma2.23 andv ¢ N(xi), for otherwise the 
cycle 
+- +- --+ 
vxixox2 C aib2 C v+ a2 C v 
is longer than C, a contradiction. Hence a2bi E E(G). 
Case 1.2 {aib2,a2bi} <;::: E(G). 
We show that {aibi,a2b2} <;::: E(G). Suppose that aibi ¢ E(G). Then there exists a 
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vertex x E X such that 
since x must dominate xo. 
Suppose [ ar, x] ---> bi. Then x = xr as x2 dominates bi. But a2XI ¢ E ( G), for 
otherwise 
<---- -+ 
a2x1 XoX2 Car b2 Caz 
is a cycle longer than C, a contradiction. Thus [b1 , x] ---> a1 . In this case x = x 2 since 
xr dominates a1 . But b2x 2 ¢ E(G) by Lemma 2.26. Thus a1b1 E E(G). 
Similarly we can show that a2b2 E E(G). 
Hence {a1bi,a1b2,a2b1,a2bz} ~ E(G) and as shown in Case 1.1, IC;I 2': 3, and 
the vertices in C;\ {a;, b;} are both A- and B-vertices, for i = 1, 2. Consider the ver-
tices vi E Ci\{ai,bi}andv2 E C2\{a2,b2}.ByLemma2.23,thereisanx E 
V(G)\ { v1 , v2} such that 
Suppose, without loss of generality, that [vi,x] -> v2 • Then x E X as x must dominate 
{x0 , a2 , b2}. Note that x # x1, for otherwise a2xi E E(G) and the cycle 
<---- <-
Xi X o X 2 C a1b2 C azxr 
is longer than C, a contradiction. So x = x2. But then b2x2 E E( G), which contra-
dicts Lemma 2.26. Hence { v1 , x} does not dominate V(G)\ {v2 } for any x E X, 
contradicting 1( G) = 3. Therefore /3 ( G) 2': r + 2 if r = 2. 
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Case 2 r = 3. 
For convenience, we define: 
p i{a1b3,a2b1,a3b2}nE(G)I 
q - i{a1b2,a2b3,a3b1}nE(G)I. 
We first show that I Ci I 2 2 for each i with 1 ::; i::; 3. Suppose to the contrary that 
IC;I ::; 1, for some i, say i = 1. Then a1 =bi, and by Lemma 2.23, 
is a cycle as long as C but does not contain a1 , and so 
deg (a1 ) =deg (xo) = 3. 
By Lemma 2.26, a3b2 ~ E ( G). 
Now consider the vertices a1 and x0 . Since a1 is not adjacent to xo, there exists a 
vertexy E V (G) \ { x0 , a1} such that 
In either case, since N (a1 ) = N(x0 ) = X and a2a3 and b2b3 do not belong to E(G), 
itfollowsthaty E C1 U C2\ {a2 ,a3 ,b2 ,bs}. Thevertexymustdominate C2 and C3, 
and thus a3b2 E E(G) by Lemma 2.29, a contradiction. 
We now prove two results regarding the numbers p and q. 
Lemma 3.1.1 If p 2 2, then p = 3. 
Proof. Without loss of generality, assume to the contrary that {a1b3, a2b1} ~ E(G) 
44 
Section 3 .I The case /3 ::; 8 + 1 
and that a3b2 ¢ E(G). Then there exists x EX\ {x3} such that 
The first case is impossible since a2x1 and a1x2 do not belong to E(G) by Lemma2.27. 
Similarly the second case is impossible, contradicting 1(G) = 3. Hence a3b2 E E(G) 
andp = 3. D 
Lemma 3.1.2 If q ?: 2, then q = 3 and p = 3. 
Proof. Assume, without loss of generality, that {a1b2,a2b3} ~ E(G), and suppose, 
to the contrary, that a3b1 ¢ E(G). Then there exists some x EX such that 
If [a3,x]---> bi, thenx E {x1,x3}. Buta2 ¢ N(x1 ) U N(x3 ) byLemma2.24(b) and 
(1) respectively, and so this case is impossible. So, [b1, x] --+ a3 , where x E { x1, x2}. 
But b2 ¢ N(x1 ) U N(x2 ) by Lemma 2.24(b) and (1) respectively, a contradiction. Thus 
a3b1 E E(G) and q = 3. 
We now prove that a2b1 E E(G). Suppose to the contrary that a2b1 ¢ E(G). Then 
for somex E {x1,x3}. ByLemma2.24, a2 ¢ N(x1)UN(x3) andb1 ¢ N(x1)UN(x3 ). 
So in either case x1 must be adjacent to x3. But this results in the cycle 
-+ -+ -+ 
X1X3 c b3a2 c b2al c X2XoX1 
which is longer than C, a contradiction. So a 2b1 E E(G). Since q = 3, we can use 
symmetric arguments to show that a 1b3 and a3b2 belong to E(G), and hence p = 3. D 
To prove the theorem for r = 3, we consider the following two cases: 
p?:2andp::;l. 
45 
Chapter 3 Wojcicka's Conjecture 
Case 2.1 p 2 2. 
By Lemma 3.1.1 this implies that p = 3, and so b;a;+1 E E(G) for each i with 1 ~ 
i ~ 3. We also know that [C;I 2 2 for each i with 1 ~ i ~ 3, and we now show that 
[C;[ 2 3. Suppose, to the contrary, that C1 = { a1 , b1}, for example. Then the cycle 
<-
X1a1b3 c a2b1X2XoX1 
is longer that C, a contradiction. Thus [C;[ 2 3 for each i with 1 ~ i ~ 3. 
Now suppose a1b1 !/:. E(G). Then 
forsomex EX. Suppose [a1,x]-+ b1. Then{a2,aa} <;;; N(x), wherex E {x1 ,xa}. 
But a2 !/:. N(x3 ) and a3 !/:. N(xi) by Lemma 2.26, a contradiction. By a symmetrical 
argument, we can show that the second case is impossible. Hence a1b1 E E(G). Sim-
ilarly, a2b2 and a3b3 belong to E( G). By Lemma 2.28, all the vertices in C; \ {a;, b;} , 
for each i with 1 ~ i ~ 3, are A-vertices and B-vertices. 
Since [C,[ 2 3 for each i with 1 ~ i ~ 3, we can take vi E C1 \ { ai, b1} and 
v2 E C2 \ { a2, b2} . By Lemma 2.23 there exists a vertex x E X such that 
In either case x must dominate { a3 , b3 }, but b3 !/:. N(x2) U N(xa) and aa !/:. N(x1) by 
Lemma 2.26, a contradiction. Hence the theorem holds when p 2 2. 
Case 2.2 p ~ 1. 
By Lemma 3. 1.2 this implies that q ~ 1 too. Assume without loss of generality that 
a2b1 and aabi do not belong to E(G). By Lemma 2.29, 
Now consider the vertices x0 and a1. Since x0a1 !/:. E(G), there is a vertex y E 
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V(G)\ {x0 , a1} such that 
In both cases y must dominate {a2 , a3}. Soy~ C2 U C1 and y is not an A-vertex. 
If[a1,Y]-+ xo, theny ~ X andthusy E C3\ {a3}. SinceN(b2) nC3 = 0, a1b2 E 
E(G), and so a3b1 and a2b3 do not belong to E(G), since q :S 1. Since a2b3 ~ E(G), 
y E C3 \ { a3, b3}. Since y is not an A-vertex, a3b:i ~ E(G) by Lemma 2.28. Thus 
N(a3) n B = 0, contradicting Lemma 2.30. 
Thus [x0 , y] -+ a1 and y must dominate AU B\ { a1}. Since 
it follows that y E X\ {xi}. Suppose y = x 2 • Then [xo, x2] -+ ai and therefore 
{x2a3, x2~, x 2b3} ~ E(G). Hence by Lemma 2.24, b:Ja2 and a3b1 do not belong to 
E(G). 
Applying Lemma 2.30 to bi, a2 and a3 , we get a;b; E E(G) for each i with 1 :S 
i :S 3. Thus by Lemma 2.28 all the vertices in C;\ {a;,b;} are A- and B-vertices 
for each i with 1 :S i :S 3. By Lemma 2.23, E ( C; \ {a;, b;}, CJ\ { aJ, bi}) = 0 for 
1 :Si < j :S 3. But there must be at least one edge between the vertex sets C1,C2, Ca 
since G - X has at most three components as G is 1-tough. The only possible edges 
are a1 b3 and a1 b2 • 
Suppose a1b3 E E(G), i.e. p = 1, and consider the vertices a3 and b2. Since a3 b2 ~ 
E(G), 
forsomex EX. Ineithercasex ~ {x3,x2} since {b2,aa} ~ N(x2) n N(x3). Hence 
x = x 1 and thus x 1a2 E E(G) in the first case and x1b1 E E(G) in the second case. 
In each case, this contradicts Lemma 2.27. 
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Therefore a 1b3 tf_ E(G), i.e. p = 0, and a1b2 E E(G). By Lemma 2.24, x3 b1 and 
x1b1 do not belong to E(G). Now consider the vertices b2 and b3 . Since b2b3 tf_ E(G), 
there is a vertex x such that 
In the first case, x = x3 , since {x1b3 , x 2b3 } <;; E(G), which implies that x3b1 E E(G), 
a contradiction. In the second case, x = x 1 , since { x 2b2 , x3 b2 } <;; E( G), implying 
x 1b1 E E(G), a contradiction. Soy# x 2 . In a similar way we can show that y # x3 , 
and thus 1( G) = 3 is contradicted. 
Therefore (3 (G) ::'.': r + 2 when r = 3. 
Case3 r 2': 4. 
Since the set A is contained in the independent set AU {x0 }, it follows from Lemma 
2.2 that there is an ordering F(A) = (ah, ah, ... , aj,) of the vertices of A and a 
sequence Y (A) = (x;"x;,, ... ,x4 _,) ofr - 1 vertices of N(x0 ) = X such that 
[aj., x;,] -+ a1t+i for each t with 1 :::; t :::; r - 1. Let X\ V(Y (A)) = { x;,.}. We have 
the following: 
and 
Y(A)\{x;,} c N(aj,) 
Y(A)\{x4 _,} c N(aj,) 
Y (A)\ { x;,_,, x;,} c N(a;,) for each l with 2 :::; l :::; r - 1 
(3.1) 
r- 2:::; IN(x;,) nAI:::; r-1 for each twith 1:::; t:::; r-1. (3-2) 
Since r ::'.': 4, 
N(x;,) n (A\ {aj,}) # 0 for each t with 1:::; t:::; r -1. (3.3) 
The following lemma follows from (3.3) and Lemma 2.26. 
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Lemma 3.1.3 For every index t # ir, b,_1a, tf: E(G). 
Now consider the vertices x0 and air· Since x0 aj, tf: E(G), either 
for some vertex Ya E V (G) \ {x0 , aj,}-
Suppose [ai,, Ya] --+ xo. Clearly, Ya tj: XU A. Let Ya E Ck\ { ak} for some k with 
1 ~ k ~ r. Then I Ck I ~ 2. We first prove the following five lemmas. 
Lemma 3.1.4 k = ir-1· 
Proof. Suppose not. Since [a;,., Ya] --+ x0 , it follows that Yaak+ 1 E E( G) and thus by 
Lemma 2.29, ak+ibk E E(G) for some k + 1 # ir. But this contradicts Lemma 3.1.3. 
Hence Ya E C;,._ 1 . D 
Lemma 3.1.5 a;,.b;,._, E E(G). 
Proof. Suppose not. Then Yab;,._, E E(G) which implies that a;,._ 1b;,._, E E(G), by 
Lemma 2.29. But this, once again, contradicts Lemma 3.1.3. D 
Lemma 3.1.6 N(x;,._i) n A= {a;,., a;,._ 1 } and thus r = 4. 
Proof. By Lemma 3.1.5 and Lemma 2.24(a), N(x;,._J n (A\ {a;,., a;,_1 }) = 0. The 
lemma therefore holds by (3 .2). D 
Lemma 3.1.7 a;,._1 b;,._ 1 E E(G). 
Proof. Since a;,.x;,._ 1 E E(G) by Lemma 3.1.6, N(a;,._ 1 ) n (B\ {b;,._1 }) 0 by 
Lemma 2.24(b). Thus a;,._ 1 b;,._ 1 E E(G) by Lemma 2.30. D 
Lemma 3.1.8 Ya = b;,._ 1 , i.e. [a;,., b;,._1 ] --+ x0 . 
Proof. Suppose not. Then by Lemma 3.1.7 and Lemma 2.28, Ya is an A-vertex, and 
by Lemma 2.23, {ya, a;,.} does not dominate A\ {a;,., a;,._1 }, a contradiction. D 
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Using r = 4 and (3.1), we find that there are at least two vertices in A that are 
adjacent to at least two vertices in Y (A). So we can choose a vertex aj # a;,. and 
--> 
one neighbour x. of ai in X\ {x;,.} such that Xs # xi. If x, E C [xH1 ,x;,._,J, 
--> 
then by Lemma2.24(a), {a;,.,b;,._,} does not dominate b8 _ 1 . Ifx, E C [x;,.,Xj_ 1], 
then by Lemma 2.24(b ), {a;,., b;,._1 } does not dominate a,. Thus it is impossible that 
[a;,.,b;,._1 ] --+ Xo. 
Therefore [x0 , Ya] --+a;,.. Since N(x0 ) n (AU B) = 0, we get 
(AU B) \{a;,.}<;;; N(ya)· (3.4) 
Suppose that Ya E Ct for some t with 1 ~ t ~ r. Ift = ir-t, then Yab;,._ 2 E E(G) 
by (3.4), and thus a;,._ 1 b;,._, E E(G) by Lemma 2.29. But this contradicts Lemma 
3.1.3. Ift # ir_ 1 , then Yaat+I E E(G), again by (3.4), and thus a,+Ibt E E(G) by 
Lemma2.29. Again, thiscontradictsLemma3.l.3. Thus ya EX. Sincex;,.a;,. E E(G), 
Ya E Y (A). 
Now consider the independent set B. Since B is contained in the independent set 
BU {x0}, we obtain an ordering F(B) = (b1,,b1,, ••• ,b1,.) of the vertices of Band a 
sequence Y (B) = (xk,, xk,, ... , xk._,) of r - 1 vertices of X such that [b1,, xk,] --+ 
b1<+1 for each t with 1 ~ t ~ r - 1. Let X\Y (B) = { x1o,-}. 
We can show by a symmetric argument that [b1o,-, Yb] --+ x0 is impossible for any 
vertex Yb E V(G)\ {b1o,-, xo} and that [xo, Yb] --+ bk. for some Yb E X. Analogous to 
(3 .4), we also have the following: 
(3 .4') 
By the second inequality of (3.2), A\N(x) # 0 for each x E Y (A). Thus by (3.4'), 
Yb = x;,.. Similarly Ya = X1o,-. 
Now, Yb= x;,. implies that A<;;; N(x;,.). By Lemma 2.3, aj,xi, E E(G) for each t 
50 
Section 3 .2 The case f3 = 8 + 2 
with 2 ~ t ~ r - 1. Thus 
IN(a;) n XI 2:: r - 1 for any a; E A. (3.5) 
Also by Lemma 2.26, we have b;,._1a;,. If: E(G), and so, using Lemma 3. 13, the fol-
lowing now holds: 
For every t with 1 ~ t ~ r, bt_1a, If: E(G). (3.6) 
We are now ready to conclude the proof. Suppose that aibi E E( G) for some i =/= j. 
By (3.6), j =/= i - 1. By Lemma 2.24, ai+1x; and a;+iXJ+1 do not belong to E(G) and 
thus IN(a;+1) n XI ~ r - 2, which contradicts (3.5). Therefore 
aibi If: E( G) for all i =/= j. (3.7) 
For each ai =/= bi, a;b; E E(G) by Lemma 2.30 and (3.7). Hence if a; =/= b;, all the 
vertices in C; \ {a;, bi} are A-vertices and B-vertices by Lemma 2.28. Thus by Lemma 
2.23, E( Ci, Ci) = 0 for all i =/= j. This contradicts the fact that G is 1-tough, and hence 
f3 (G) ;:::: r + 2 when r;:::: 4. • 
As a direct consequence of Theorem 3. 1, we have the following result: 
Corollary 3.2 [5] If Gisaconnected, 3_,-criticalgraphwith 8(G);:::: 2and (J(G) ~ 
8(G) + 1, then G is hamiltonian. 
This leaves open only the case f3 = {j + 2, which is considered in the next section. 
3.2 The case (3 = 6 + 2 
Theorem 3.3 which was proved by Tian, Wei and Zhang in [13] is the final result 
needed to settle Wojcicka's Conjecture. 
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Theorem 3.3 [13] If G is a connected, 3-"(-critical graph with o ( G) > 2 and 
fJ ( G) = o ( G) + 2, then G is hamiltonian_ 
Proof. Suppose to the contrary that G is not hamiltonian and let C be a longest cycle 
ofG. By Theorem 2.21, IV(C)I = n - l. 
Let x0 be the only vertex not on C and define the sets X, A, Band C; as in Section 
2.4. By Theorem 3.1, fJ (G) 2". deg(x0 )+2. Since fJ (G) = o (G)+2 by the hypothesis, 
and deg(xo) ;:::: o (G), it follows that deg(x0 ) = o (G) = r. It follows from Theorem 
2.16 that deg (v) > r for any vertex v E V(G)\ { x0 }. Thus 
V(C') = V(C) foreachlongestcycleC' ofG. (3.8) 
Before continuing with the proof of the theorem, we prove the following lemma. 
Lemma 3.3.1 ICil ;:::: 2for each i with 1 :'.:'. i :'.:'. r. 
Proof. Suppose to the contrary that a; = b; for some i with 1 ::; i ::; r. Then 
--+ 
X;XoX;+1 C X; 
is a cycle as long as C which does not contain a;, contradicting (3.8). Therefore the 
result holds. D 
We now proceed with the proof of Theorem 3 .3 and consider two cases depending 
on the value of r. 
Case 1 r = 2. 
We define 
Clearly p ::; 4, and furthermore p ;:::: 1, otherwise { x0 , ai, °'2, b1 , b2 } is an independent 
set consisting of five vertices, contradicting fJ ( G) = 4. We first prove two lemmas 
before proceeding with the proof of this case. 
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Lemma 3.3.2 IC;I ::'.: 3 for i = 1, 2. 
Proof. SupposetothecontrruythatlC1I = 2. ThenlC2I ::'.: 3,forotherwise{xi,x2}is 
a dominating set, contradicting/ (G) = 3. We now showthatE ( {a1 , a2}, {bi, b2 }) = 
{a1b1}, i.e. p = 1. 
Suppose a2b1 E E(G). Then 
is a cycle as long as C which does not contain a 1 • This contradicts (3.8), so a2b1 rf: 
E(G). Similarly a1b2 rf: E(G). 
Suppose a2b2 E E(G) and recall that E(Ci, C2 ) =I 0 by Theorem 2.10. We can, 
therefore, assume without loss of generality that N(b1) n C2 =I 0. Let u E C2 such that 
ub1 E E(G). Then {u-b2,u-a1} nE(G) = 0byLemma2.24, andu-x2 rf: E(G) by 
Lemma 2.27. Now consider the vertices a 1 and b2 . Since a1b2 rf: E(G), either 
In both cases u- cannot be dominated, contradicting / ( G) = 3. Thus a2b2 rf: E( G). 
Therefore either 
Without loss of generality assume that [a2 , x2] --t b2 , hence x2a 1 E E(G) and x 2b2 rf: 
E ( G). Also, note that I C2 I ::'.: 4, otherwise { x 2 , b2} dominates V( G), contradicting 
1(G) = 3. 
Consider the vertices a1 and a2 . Since a 1a 2 rf: E(G), either 
' 
for some x E XU {x0 }. Consider the latter case and note that x rf: X since X <;;; 
N(a1) and x =I x0 as {a2 ,x0 } does not dominate {b1 ,b2 }. Therefore [a2 ,x] --t a1 is 
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impossible and thus [a1, x1] ---> a2, which implies that a2x1 ¢ E( G). 
We will now prove that C2 \ { a2, b2} <;:;; N(a1 ). Suppose to the contrary that there is 
a vertex v E C2 \ { a2, b2} such that va1 ¢ E(G). Then either 
[v,x]->a1 or [a1,x]->v 
for some x E X. The former is impossible since X <;:;; N( a1). The latter is impos-
sible since {a1,x1} does not dominate a2 and {a1, x2 } does not dominate b2. Hence 
C2\ {a2,~} <;:;; N(a1 ). Since IC2l 2': 4, wehavethefollowingcycle: 
which is as long as C, but excludes b1, contradicting (3.8). D 
Lemma 3.3.3 p ::; 2. 
Proof. We first show that { a2b1, ai b2} ~ E ( G). Suppose to the contrary that a2b1 and 
ai b2 are edges in G. Then, by Lemma 2.26, a2x1 and b2x2 are not edges in G. Let u E 
---+ 
C1\{ai,b1}suchthatu ¢ N(b2)but C [xi,u-J <;:;; N(b2),andletv E C2\{a2,b2 } 
---+ 
such that v ¢ N(b1 ) but C [x2 ,v-J <;:;; N(b1). Then uv ¢ E(G), for otherwise 
----t t-- --+ t--
u v C b2u- C x 1x 0x 2 C v-b1 Cu 
is a cycle longer than C, a contradiction. 
Without loss of generality we may assume that there exists a vertex x E X such 
that [u, x] ---> v. Then ua2 ¢ E(G), for otherwise 
<-- ---+ +-
X1XoX2 c ua2 c b2u- c X1 
is a cycle longer than C, and (by our choice of u) ub2 ¢ E(G). Thus x must dominate 
{ a2 , b2}. If x = xi, then a2 is not dominated and if x = x2, then b2 is not dominated, 
a contradiction. 
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Thus {a2b1,a1b2} % E(G), and sop S: 3. Supposetothecontrruythatp = 3. 
Without loss of generality, we may assume that a2b1 tf. E( G). Therefore, either 
Consider the former case. Since a 1b1 E E(G), b1 a2 ¢:. E(G) by Lemma 2.24(a). 
Therefore b1 x 1 E E( G). But this results in the cycle 
----> ----> 
b1 X1XoX2 c ~a1 c b1, 
which is as long as C but excludes bi, contradicting (3.8). Similarly, if we assume 
[b1,x1]-+ a2 , we get a contradiction. Thusp S: 2. D 
We are now ready to prove the theorem for {j ( G) = 2 by considering four subcases. 
Case 1.1 {a1b1,a2b1} s:;; E(G). 
Since a2b2 ¢:. E ( G), either 
Consider the former case. Since a 2a 1 ¢:. E(G), a 1x2 E E(G). But this results in the 
cycle 
+- +-
X2XoX1 C a2b1 C aix2 
which is longer than C, a contradiction. Therefore [a2 ,x2] -+ b2 is impossible, and 
thus [b2 , x1] -+ a2 and x1b1 E E(G). 
Now consider the vertices a1 and b2. Since a1~ ¢:. E( G), either 
Consider the latter case and note that b2aj ¢:. E(G) by Lemma 2.24(a); therefore 
x2aj E E(G). But this results in the cycle 
----> --> 
X2ai c bi a2 c X1 XoX2, 
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which is as long as C but excludes ai, contradicting (3.8). Therefore [b2 , x2] ---+ ai is 
impossible and so [ai, x2] ---+ b2. Now b2 a1 rf:. E( G), for otherwise 
---+ ---+ 
b2 a1 c biXiXoX2 c b2 
is a cycle as long as C excluding b2, contradicting (3 .8). Also, b;; x2 rf:. E( G), for 
otherwise 
---+ ---+ 
b2 X2X0Xi c bi a2 c b2 
is a cycle as long as C which excludes b2, again contradicting (3.8). 
We get a contradiction in a similar way if we assume that { a1~, a2b2} <::;; E( G). 
Case 1.2 {a1 bi,a2~} <::;; E(G). 
Consider the vertices ai and x 0 . By Lemma 2.31 there exists a vertex y such that 
[a1,y] ---+ Xo. Since {aib2,aia2} n E (G) = 0, it follows that {yb2,ya2} <::;; E (G). 
Suppose that y E C1. Then clearly y rf:. { a1 , bi} . Also y ol bj, otherwise the cycle 
f- f-
bj b2 C X2XoX1 C bj 
is as long as C and excludes bi, contradicting (3.8). 
We now show that 
By Lemma 2.25 and the fact that yb2 E E(G), it follows that y+a2 rf:. E(G). Next, 
y+x1 rf:. E(G), for otherwise the cycle 
results, which is longer than C. Further, y+x2 rf:. E(G), for otherwise the cycle 
---+ ---+ ---+ 
X2Y+ c biai c ya2 c X1XoX2 
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results, which is also longer that C. Finally, y+ar rf. E(G) as aresultof Lemma 2.24(a) 
and the fact that ya2 E E(G). 
Now consider the vertices ar and a2. Since ara2 rf. E(G), either 
But in either case y+ cannot be dominated, a contradiction. Hence y E C2. 
We now show that Cr <;;:; N [ar]. Suppose the contrary and let u be the first vertex 
f-
in C [br, a1] not adjacent to a1. Then yu E E(G) and soy ol b2, for otherwise 
+- f---
b2X1XoX2 Cu+arub2 C a2b2 
is a cycle longer than C. By Lemma 2.24(a), y+br rf. E(G) because yb2 E E(G). 
Next, y+xr rf. E(G), for otherwise 
is a cycle longer than C. Further, y+ a2 rf. E(G), for otherwise the cycle 
----+ +- +-- +--
y + C X1XoX2 Cu+ ar C uy C a2y+ 
is longer than C. Thus N(y+) n {br, xi, a2} = 0. Now consider the vertices a2 and bi. 
Since a2br rf. E( G), either 
But in either case y+ cannot be dominated; a contradiction. Therefore Cr <;;:; N[ar]. 
Again, by Lemma 2.31, there exists a vertex y' EX such that [a2,y'] -> xo. By 
a similar argument, we can show that C2 <;;:; N[a2]. Thus E(C1 , C2) = 0 by Lemma 
2.23, contradicting the I-toughness of G. 
Case 1.3 arb2 E E(G); {arb1,a2b1,a2b2}nE(G) = 0. 
Since a1b1 rf. E(G), either [ar, x1] -> br or [bi, x2] -> a1. If [ar, x1] ---+ bi, then 
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a2x1 E E(G) since aia2 ¢ E (G). But this results in the cycle 
+- +-
X1XoX2 c ai~ c a2X1, 
which is longer than C, a contradiction. Thus [b1 , x2] -> a1 and so b2x 2 E E( G). 
Since a2b2 ¢ E ( G), either 
for some x E X. The former case is impossible since X r;; N(b2 ). Thus [b2 , x] -t a2 
and x = x1 . But the cycle 
--+ +-
a2 C b2a1 C bix1xox2a2 
results, which is longer than C, a contradiction. 
We obtain a contradiction in a similar way if a 2bi E E ( G) and { a 1 b1, ai b2, a2b2} n 
E(G) = 0. 
Case 1.4 aib1 E E(G); { a1b2, a2b1, a2b2} n E( G) = 0. 
Since a 2b2 ¢ E(G), either [a2 , x 2] -t b2 or [b2, x1] -> a2· Without loss of generality, 
assume that [a2, x2] -t b2. This implies that x 2a1 E E(G) and that x2b2 ¢ E(G). 
Since a 1a 2 ¢ E(G) and X r;; N(a1), it follows that [a1, x1] -t a 2, implying that 
a2x1 tf. E(G). 
Now consider the vertices ai and a 1. Note that ai ai ¢ E( G), for otherwise the 
cycle 
results, which is as long as C but excludes a2 , a contradiction. Therefore 
for some x EX. Since X r;; N(a1), it follows that [a1 ,x] -t a;t. But {a1,x1} does 
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not dominate a2 and { a1 , x 2} does not dominate b2 , a contradiction. 
Similarly, if a 2b2 E E(G) and {a1bi, a1b2 , a2b1 } n E(G) = 0, we obtain a contra-
diction. 
This proves the theorem for r = 2. 
Case 2 r ?'. 3. 
Two additional lemmas are required for the proof of this case, the first of which is 
given below. 
Lemma 3.3.4 There exists a maximum independent set of the form 
AU{x0 ,b} forsome bEB 
or 
BU {x0 ,a} for some a EA. 
Proof. Suppose the contrary. Then 
N[a.;] n B i 0 for each a; E A 
and 
(3.9) 
We will consider two cases. 
Case 1 There exists a maximum independent set 1 such that A ~ 1 or B ~ 1. 
Without loss of generality, assume that A ~ I. Since deg(xo) = 6 (G) ( = r), it follows 
from Theorem 2.13 that x0 E I. So we may suppose that 
I=AU{xo,u}, 
where u E V(G)\ ( {x0 } U XU AU B). Let Su {x0 } =I. Then Sis an independent 
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set consisting of r + 1 vertices. By Lemma 2.2 there exists an ordering 
F(S) = (s1, s2, ... , Br+1) 
of the vertices of S, and the sequence 
such that 
[s;, Yi] --+ B;+1 for each i with 1 :<::: i :<::: r. 
We will first show the following: 
(i) {Y1, Y2,. .. , Yr}= X. 
(ii) N(s;) n X;::: r - 1 for each i with 1 :<::: i :<::: r + 1. 
(iii) Ifx; =y1, then IN(xi) nAI;::: r-2; otherwise IN(xi) nAI;::: r-1. 
(iv) <Li+lbi !/:. E(G) for each i with 1 :<::: i :<::: r. 
(i) By Lemma 2.2, Y(S) <;;;: N(xo) = X. Since IY(S)I = IXI = r, (i) follows. 
(ii) Since [si, Yi] --+ si+l for each i with 1 :<::: i :<::: r, it follows that 
Y\ {Y1} C N(s1), 
Y\ {y,} C N(sr+J) and 
Y\ {y;, YH1} C N(s;) for each i with 2 :<::: i :<::: r. 
By Lemma 2.3, y;si E E(G) for each i with 2 :<::: i :<::: r, and so (ii) follows. 
(iii) Since S =AU {u}, 
IA n N(xi)I ;::: IS n N(x;)I - 1 for each i with I :<::: i :<::: r. 
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Suppose that Xi = Yl· Since S\ { 81, 82} ~ N(xi), 
IA n N(xi)I 2". ((r + 1) - 2) - 1 = r - 2. 
Suppose that xi = Yj, where j > 1. Then S\ { 8J+1} ~ N(x;) by Lemma 2.3. There-
fore 
IAnN(x;)I > ((r+l)-1)-1 
r - 1. 
Hence (iii) holds. 
(iv) Suppose that r 2". 4. Then by (iii), 
IN( xi) n Al 2". r - 2 2". 2 for each i with 1 ::; i ::; r. 
So X;+i is adjacent to some aj # ai+l· If ai+1b; E E(G), then 
--> --> 
xaxi+l aj C b;a;+1 C XjXo 
is a cycle longer than C. 
Supposer = 3 and suppose to the contrary that a1b3 E E(G). By Lemma 2.26, 
a3x1 tf- E( G), and a2x1 tf- E( G), for otherwise the cycle 
+- +-
X1XoX2 c aib3 c a2Xl 
results, which is longer than C. It follows from (iii) thaty1 = xi, and that IN (x2 ) n Al 
2". 2 and IN (x3) n Al 2". 2. Since { ai, a3} n N (x2) # 0, a2b1 </:- E ( G), otherwise a 
cycle longer than C results. Similarly a3b2 tf- E (G). 
Suppose that 81 = a 1. Then [ai, x 1] --+ 82. Since { a1a2, aia3, x1a2, x1a3} nE( G) = 
0, { ai, x1 } does not dominate at least one of 8 3 and 8 4 , a contradiction. 
Suppose that 81 = a2. Then [a2, x1] --+ 82. Now b1a2 tf- E ( G) and b1x1 tf_ E( G) 
by Lemma 2.26 and our assumption that a 1 b3 E E ( G), so { a2 , x1} does not dominate 
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b1 , a contradiction. 
Suppose that s1 = a3 . Then [a3, x 1] -+ s2. Now b2a3 ¢ E ( G) and b2x1 ¢ E( G) by 
Lemma2.26 and our assumption thata1b3 EE (G). Hence {a3 , xi} does not dominate 
b2 , a contradiction. 
Suppose that s1 = u. Then [u,x1]-+ s2 and {a1,a2,a3} = {s2,s3 ,s4 }. This 
implies that at least one of x1 a2 and x1 a3 are in G, a contradiction. 
Hence (iv) holds. 
We define 
h=max{j-ila;b;EE(G), a;EA, b;EB}, 
where all operations are modulo r, and show that 
h=O. (3 .10) 
Suppose to the contrary that h 2: 1. Then we may suppose without loss of generality 
that 
a1bh+l E E(G) for some h > 0. 
By (iv), a1 f ah+2 , which implies that x1 f xh+2· Moreover, by Lemma 2.24, 
{%+iXi, ah+lxh+2} n E (G) = 0 and so IN(ah+1) n XI::; r - 2, contradicting (ii). 
We now show that 
C;\ {a., b;} ~ N(a;) n N(b;) for each i with 1::; i::; r. 
Suppose the contrary Note that it follows from (3 .9) and (3 .10) that 
a;b; E E( G) for each i with 1 ::; i ::; r. 
~ can therefore choose, without loss of generality, a vertex w E C1 such that wb1 ¢ 
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---+ 
E(G) and C [a1, w-J <:::: N(b1). Since w is a B-vertex, BU { w} is independent. Also, 
C; \{bi} <:::: N(b;), for each i with 2 ::;= i ::;= r, (3.11) 
for otherwise there will beavertexz E C,\{a;,b;}, wherei =f 1, suchthatzb; tf. E(G) 
---+ 
and C [a,, z-J <:::: N(b,). Thus z is a B-vertex, and by Lemma 2.23, B U {z, w} is 
an independent set, hence BU {z, w, x0 } is an independent set of r + 3 vertices, a 
contradiction. 
By Lemma 2.31 there exists y ¢. X such that [b1 , y] ---+ x0 . Since b1 a2 ¢. E( G), y ¢. 
A\ {a2}. Furthermore y =f a2, for otherwise a2br E E(G), contradicting (3.10). 
Clearly y <t B\ {b1}, otherwise B\ {bi, y} cannot be dominated (by Lemma 2.23). 
r 
Moreover, y <t LJ C, \ {a.;, b;}, otherwise B cannot be dominated (by (3 .11) and Lemma 
i=2 
2.23). Hence y E C1\ {a1 ,b1}. Since {b1a2 ,b1b,} n E(G) = 0, {ya2 ,ybr} <;; E(G). 
It follows that y =f bi, for otherwise the cycle 
---+ ----> 
X1XoX2b1a1 c b! a2 c X1 
results, which is longer than C. 
Let A 1 =AU {y+}. Since yb, E E(G), it follows from Lemma2.25 that A 1 \ { a 1 } 
is independent. Moreover, since ya2 E E(G), it follows from Lemma 2.24(a) that 
y+a1 ¢. E(G) and so A1 is independent. Thus there is an ordering F(A1 ) of the 
vertices of A1 and a sequence Y(A1) such thatLemma 2. 1 is satisfied. Since A1 U{ x0 } 
is independent, it follows from Lemma 2.2 that Y(A1 ) <:::: X, and by applying (ii) to 
Ai, it follows that IN (y+) n XI ::'.'. r - 1. This implies that at least one of y+ x1 and 
y+ x 2 is in E( G), contradicting Lemma 2.27. 
Hence C; \ {a;, b;} <:::: N(b;) for each i with 1 ::;= i ::;= r. Similarly, we can show that 
C;\ {a;,b;} <;; N(a;) for each i with 1 ::;= i ::;= r. 
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It therefore follows from Lemma 2.23 and (3.10) that 
contradicting the 1-toughness of G. 
Case 2 For each maximum independent set I, A ct I and B ct I. 
Under the condition that A ct I and B ct I, we will show the following: 
-t 
(i) If v E Ci is an A-vertex, then all the vertices of C [a;, v] are A-vertices. 
If N(a;) n C;-1 =f 0, then aibi-I E E(G). 
-t 
(ii) Ifv E C; is a B-vertex, then all the vertices of C [v, bi] are B-vertices. 
If N(b;) n C;+1 =f 0, then ai+1b; E E(G). 
We will only show the proof of (i) as the proof of (ii) is similar. 
-t 
Suppose the contrary, and assume that y is the last vertex in C [ ai, v+] that is not 
adjacent to a;. Clearly, y ¢:. { ai, v+}, and y is an A-vertex. By Lemma2.23, AU{y+} 
is an independent set, and so AU {y+, x 0 } is a maximum independent set containing 
A, contradicting the hypothesis. 
Now suppose to the contrary that N(a,) n C;-1 =f 0 and a;bi-1 ¢:. E(G). Let y be 
-t 
the last vertex of Ci-I which is not adjacent to ai. It follows from Lemma 2.24(a) 
that y+ aJ ¢:. E ( G) for j =f i. Therefore A U {y+, x 0 } is a maximum independent set 
containing A, contradicting the hypothesis This concludes the proof of (i). 
Now consider the independent set A. By Lemma 2.2 we can find an ordering F( A) = 
( aj,, .. ., aJ,) of the vertices of A and a sequence Y (A) <::;; X such that 
[aJ,, Yi] -+ aii+' for each i with 1 :<::: i :<::: r - 1. 
Without loss of generality we may assume that 
{x1} = X\Y(A). 
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We will first show the following: 
(iii) ai+1b; ~ E(G) for each i with 1 :Si :Sr - 1. 
(iv) y E Cr, where [ai, y] --+ xo, and so I Cr I 2". 2. 
(iii) Suppose firstly that r 2". 4. Since { aj, It f i, i + 1} ~ N(y;), 
IN(y;) n Al 2". r - 2 2 2. 
Therefore IN(x;) n Al 2 2 for each i with 2 :Si :Sr, and so X;+ia; E E(G) for each 
i with 1 :Si :Sr - 1 and some j f i + 1. Now ai+1b; ~ E(G), for otherwise 
---> ---> 
X;+ia; c b;ai+l c XjXOXi+l 
is a cycle longer than C. 
Now consider r = 3 and assume without loss of generality that Y(A) = (x2, x3). 
Suppose the contrary and let 
We first show that if p 2 2, then p = 3. (This is similar to the proof used in Theorem 
3.1 ). 
Assume without loss of generality that { a1 b3 , a 2b1 } ~ E( G) and a3b2 ~ E( G). 
Then there exists some x E X\ { x3} such that 
The former case is impossible since x 1 does not dominate a2 and x2 does not dominate 
a 1 by Lemma 2.26. Similarly, [b2 , x] --+ a3 can be shown to be impossible and so 
a3b2 E E(G) and thus p = 3. 
Now consider the vertices a3 and b2 . 
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Suppose a3b2 E E(G). Then {a1x3,a2x3} n E(G) = 0, for otherwise a cycle 
longer than C results. Since Y(A) = (x2, x3), x3aii E E(G) and so ail = a3. Also, 
x2ah ¢ E(G) and so a12 = a1. Therefore F(A) = (a3, ai, a2), i.e. [a3 , x2] _, a 1 and 
[a1, X3] _, a2. 
Consider [a1, x3] _, a2 and note that a1b3 E E(G) since x3b3 ¢ E(G) by Lemma 
2.26. Sop 2 2andthusp = 3,i.e. {a2b1,a3b2,a1b3} ~ E(G). 
Now consider [a3,x2] _, a1. Since b3x2 ¢ E(G) by Lemma 2.26, a3b3 E E(G). 
Hence C3 \ { a3, b3} ~ N(a3) n N(b3 ) by (i) and (ii). It follows from Lemma 2.23 that 
( C3 \ { a3, b3}) n N(a1) = 0 and from Lemma 2.26 that ( C3 \ { a3, b3}) n N(x3) = 0. 
Thus [ai,x3] _, a2 implies that C3 = {a3,b3}. But this contradicts Lemma 2.25 
because a3b2 E E(G) and ~a1 (= ata1 ) E E(G). 
Now suppose that a3b2 ¢ E( G). Since we have assumed (to the contrary) that 
a;+1b; E E(G) for some i with 1 :::; i :::; r - 1, we may assume without loss of 
generality that a2b1 E E( G). By Lemma 2.26, it follows that 
Since [aj"X2]-> a32 and [a32,x3]-> aj,, it follows that {aJi,a32} = {a1,a3} and 
that a2 =ah. Suppose that a3 = aj,. Then [a3,x2]-+ a1, which is impossible since 
{aa,x2} does not dominate I>;. Soa1 = aj, and F(A) = (a1,a3,a2). Thus [a1,x2] _, 
a3 and since x2b3 ¢ E(G) by Lemma 2.26, a1~ E E(G). Thus p 2 2 and sop= 3, 
contradicting a3b2 ¢ E(G). This concludes the proof of(iii). 
(iv) By Lemma 2.31, [a1,y] _, x 0 for some y ¢ X. Suppose to the contrary that 
y E Ck for some k with 1 :::; k:::; r - 1. Then ak+1 of a1, and so yak+1 E E(G). By 
(ii) ak+1bk E E(G), contradicting (iii) and thus (iv) holds. 
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(v) Suppose to the contrary that a1br-I E E(G). Then by Lemma 2.32(b), 
and by (iii), arbr-I €/; E(G). It follows from (3.9) that arbr E E(G), and (i) and (ii) 
imply that Cr\ {a"' br} ~ N(ar) n N(br ). Now, by (iv), y E Cr where [a1, y] --> xo. If 
y E Cr\ {br}, thenbyLemma2.23 a2 cannot be dominated. Soy= br, i.e. [a1,br]--> 
xo. Therefore brar- 1 E E(G) and a1br-I E E(G), contradicting Lemma 2.32. 
We can now complete the proof of Lemma 3.3.4. 
Again by Lemma 2.31 there is a vertex y tf; X such that [a1, y] --> x 0 . It follows from 
(v)thatybr-I E E(G). Sincey E Cr by(iv),itfollowsfrom(ii)thatarbr-I E E(G), 
contradicting (iii). D 
Thus there exists a maximum independent set of the form 
AU { x0 , b} for some b E B 
or 
BU {x0 ,a} for some a EA. 
It follows, therefore, that A f. B. So we may assume without loss of generality that 
b1 ~ A and that AU {bi, x0 } is a maximum independent set. Let 
Then there is an ordering F(A1) of the vertices of A1 and a sequence Y(A1) such that 
Lemma2.1 is satisfied. By Lemma 2.2, Y(A1) ~ N(x0 ) = X, and in fact Y(A1) = X 
since 
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It now follows from Lemma 2.3 that for every a E Ai, 
IN(a) n XI = IN(a) n Y(Ai)I 2". r - 1 2". 2 (3.12) 
and for every x E X, 
(3.13) 
We now formulate and prove the second lemma, which we will use to complete the 
proof of this case. 
Lemma 3.3.5 { ai} u B is independent. 
Proof. Supposefirstlythatxibi E E(G). Then byLemma2.24(a), B\ {bi}nN(ai) = 
0. Also, aibi if. E(G) since AU {bi} is independent. Therefore { ai} U Bis indepen-
dent. 
Now suppose xibi if. E(G). Since bi E Ai, it follows from (3.12) that X\ {xi}~ 
N(bi). For each i with 2 :::; i :::; r - 1, since bix;+i E E(G), it follows that aib; if. 
E( G), for otherwise the cycle 
+- +- +-
X;+1bi c aib; c X2XoX1 c X;+i 
results, which is longer than C. Since xi bi if. E(G) it follows from (3.13) and Lemma 
2.26 that aibr if. E(G). Furthermore, aibi if. E(G) since Ai is independent. Thus 
B U { ai} is independent. D 
Let Bi =BU {ai}. By Lemma 3.3.5 there is an ordering F(Bi) of the vertices of 
Bi and a sequence Y(Bi) such that Lemma 2.1 is satisfied. As for Ai, Y(Bi) = X 
and for every b E Bi, 
IN(b) nXI 2". r -1, 
while for every x EX, 
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It follows from Lemma 2.31 that there is a vertex y r/:. X such that [bi, y] ___, x0 . Since 
Ai and B are independent, 
(3.14) 
and y If. AU B. 
We will now show the following: 
(vi) yECi\{ai,bi} 
(vii) y r/:. { b}, at} and thus I Ci I 2': 5. 
(vi) Suppose the contrary and suppose firstly that y E Cr. It follows from (3 .14) that 
{yb2, yai} c:;; E(G). Thus {y+ai, y+bi}nE(G) = 0 byLemma2.25, and (A\ {ai} )n 
N(y+) = 0byLemma2.24(a). ThusAiU{y+} is a maximal independent set excluding 
xo, a contradiction. Now suppose that y E Ck for some k with 2 :::; k :::; r - 1. By 
(3.14), yb, E E(G) and so it follows from Lemma 2.24(a) that y+bi r/:. E(G). Since 
ybk+I E E(G), Lemma 2.25 implies that y+ak+i r/:. E(G). Further, since yak+i E 
E(G), it follows from Lemma 2.24 (1) that (A\ {ak+i}) n N(y+) = 0. Again Ai U 
{y+} is a maximal independent set excluding x0 , and so (vi) holds. 
(vii) Suppose to the contrary that y = b}. By (3.14), ybr E E(G) and so the cycle 
results, which is as long as C but excludes bi, contradicting (3 .8). 
Now suppose that y = at. By (3 .14), yar E E ( G) and so the cycle 
results, which is as long as C but excludes a1 , again contradicting (3.8). 
Thusy E Ci\ {ai,at,b},bi} and so ICil 2': 5. Therefore(vii)holds. 
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Let A2 = AU {y+} and B2 = BU {y-}. It follows from Lemma 2.24(a) and 
the inclusion AU B ~ N (y) that A2 and B2 are independent. Thus we can obtain an 
ordering F(A2 ) of the vertices in A2 and a sequence Y(A2), and an ordering F(B2 ) 
of the vertices in B2 and a sequence Y (B2 ), such that Lemma 2.1 is satisfied in both 
instances, and where Y(A2 ) = Y(B2) = X. 
We will show the following: 
(viii) A% N(x), for any x EX. 
(ix) B % N(x), for any x EX. 
(x) y+y- ¢ E(G). 
(viii) Suppose the contrary. Then there exists x E X such that A ~ N(x). Let x = 
Yt(A1 ) for some t with 1 ~ t ~ r. Then 
(3.15) 
Since A~ N(x), ft+1(A1) =bi and hence ft(A1) EA. 
Now consider Y(A2 ) and let x = y,(A2) for some s with 1 ~ s ~ r. Then 
Since A ~ N(x), Js+1(A2) = y+ and thus xy+ ¢ E(G). Since A2 is independent, 
{f,(A1), x} cannot dominate y+, contradicting (3.15). Thus (viii) holds. 
(ix) Usingasimilarargumenttotheoneweusedin(viii), wecanshowthatB % N(x) 
for any x EX. 
(x) Supposetothecontrarythaty+y- E E(G). Then 
---? -; +-
ya1 C y-y+ C X2XoX1 C a2y 
is a cycle longer than C, a contradiction. Thus (x) holds. 
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WenowcompletetheproofofTheorem 3.3. By (x), y+y- tf: E(G). Therefore there 
exists a vertex z E V ( G) \ {y+, y-} such that 
[y+,z]-> y- or [y-,z]-> y+. 
In either case z E X to dominate x0 . Suppose [y+, z] -> y-. Then A ~ N(z) since 
A2 is independent, contradicting (viii). Suppose [y-, z]-> y+. Then B ~ N (z) since 
B 2 is independent, contradicting (ix). 
This completes the proof. • 
Combining Theorem 3. 1, Corollary 3.2 and Theorem 3.3, we have the following: 
Theorem 3.4 (Wojcicka's Theorem) If G is a connected, 3-1-critical graph with 
8 (G) :::>: 2, then G is hamiltonian. 
Wojcicka's Theorem can be restated (using Corollary 2.8) as: 
Theorem 3.4' Any 2-connected, 3-"'{-critical graph is hamiltonian. 
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Domination-critical graphs and the 
independent domination number 
In [11] , Sumner and Blitch conjectured the following: 
Conjecture 2* IfG is a k-f-Critical graph, then 'Y(G) = i(G). 
This conjecture has generated much research into domination-critical graphs, and 
work related to the conjecture may be found in [1, 2, 5, 10, 11] . Ao, Cockayne, 
McGillivray and Mynhardt [2] disproved the conjecture for each k 2'. 4 by construct-
ing a counterexample. The construction of the counterexample will be provided in 
Section 4.2. The conjecture may, therefore, be restated as follows: 
Conjecture 2 IfG is a 3-"(-critical graph, then 'Y(G) = i(G). 
This conjecture remains open. However, there are partial results available which 
we give in Section 4.1. 
4.1 Results on i for 3-1-critical graphs 
Before we give results on the independent domination number for 3-"(-critical graphs, 
we present a result that was proved in [11] , and which we will need. 
Theorem 4.1 [11] The diameter of a 3-f-critical graph is at most 3. 
Proof. Let G be a 3-f-critical graph and suppose to the contrary that diam G 2'. 4. 
Let {a, b} ~ V(G) such that d(a, b) =diam G, and let A= N(a), B = N(b) and 
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C = V(G)\ (N[a] u N[b]). Since 7(G) = 3, C =/' 0. 
Let r E A ands E B. Since d(a, b) ;:::: 4, rs '/:. E(G). Hence without loss of 
generality we may assume that there exists a vertex v E V ( G) \ { r, s} such that 
[r, v] _, s. 
Since r '/:. N(B) U B, v must dominate (B\ { s}) U {b}. Therefore v EB and r must 
dominate A. 
Now consider any t E B\ { s}. Since rt '/:. E ( G), there exists a vertex y E 
V(G)\ {t,r} such that 
[t, y] _, r or [y, r] _, t. 
Consider the former case. Since yr '/:. E ( G), y '/:. A U {a}. But then { t, y} cannot 
dominate a. Thus [y, r] _, t, and so for every t E B there exists a vertex t' such that 
[t', r] _, t. Since t*t ¢:. E(G), t* =F b. Therefore t* E B if { t*, r} is to dominate b. 
It follows that t* dominates B\ {t}, that t* is unique and that (t*)* = t. In particular 
[t, r] _, t*, and so B can be partitioned into nonadjacent pairs { t, t*}. 
Next, consider any u E A and t E B. There exists a vertex y such that 
[u, y] _, t or [t, y] _, u. 
The latter case is impossible as { t, y} cannot dominate { t*, a}. Therefore [u, y] _, t. 
Also, y E B since y must dominate b, and in fact y = t*. Moreover, u must dominate 
A. Since our choice of u was arbitrary, (A) must be complete. 
Since G is connected, there exists w E A and c E C such that we E E(G). There 
must also exist c' E C such that we' ¢ E( G), otherwise { w, b} dominates G, a con-
tradiction. Since ac' ¢ E(G), there exists x E V(G)\ {a, c'} such that 
[a, x] _, c' or [c', x] -> a. 
73 
Chapter 4 Domination-critical graphs and the independent domination number 
The latter case is impossible since x has to dominate { w, b }- In the former case, x E B 
since x must dominate b. But then {a, x} cannot dominate x*, a contradiction. Thus 
diamG:::; 3. • 
We are now ready to present partial results for Conjecture 2. IfG is a disconnected 
3-1-critical graph, then G is the disjoint union of a complete graph and a 2-1-critical 
graph H, i.e. His the disjoint union of non-trivial stars. Thus f](G) = 3 and so the 
conjecture holds because 1(G) :::; i(G) :::; f](G). 
Therefore, we need only consider connected 3-1-critical graphs. As proved in [5] , 
the conjecture holds for connected graphs with 8 = 1 (see Theorem 4.2). Thus we need 
only consider graphs with 8 2': 2. According to Theorem 2.13, these graphs satisfy the 
condition thatf]:::; 8+2. It was shown in [5] thatthe conjecture is satisfied if f3 = 8+2 
(see Theorem 4.3), which leaves open the case f3 :::; 8 + 1. 
It was mentioned in [11] that the conjecture holds for graphs with diameter equal 
to 3 (see Theorem 4.4) and when 8 :::; 2 (see Theorem 4.5). Thus graphs with 8 = 2, 
f3 :::; 8 + 1 = 3 and diameter equal to 3 satisfy the conjecture. The only remaining 
subcase concerns those graphs with diameter equal to 2 and f3 :::; 8 + 1, where 8 2': 3, 
and as far as we know, no proof exists. 
Theorem 4.2 [5] If G is a connected 3-r-critical graph with 8 (G) - 1, then 
i(G) = 3. 
Proof. Letx E V(G)suchthatdeg(x) = landletN(x) = {u}.Letlbeamaximum 
independent set containing x (either u or x will be contained in I; if u E I, then 
exchange u and x). Let A= I\ {x}. 
Suppose that IAI 2': 3. Let { a1 , ai, a3 } ~ A be ordered in such a way that there 
exists a sequence (y1, Y2) so that 
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(as inLemma2. 1). Since Y1 and Y2 are distinct vertices and IN(x) I = 1, it is impossible 
for { ai, Y1} and { a 2 , y2 } to dominate x, a contradiction. Therefore, IAI :<::: 2 and so 
III :<::: 3. Hence ,8 (G) = 3 and so i(G) = 3. • 
This result is presented here for the sake of completeness but it is improved upon 
in Theorem 4.5. 
Theorem4.3 [5]IJGisa3-ry-criticalgraphwith 8(G) 2': 2and ,8(G) =c5(G)+2, 
then i(G) = 3. 
Proof. By Theorem 2. 16 there is only one vertex of degree c5 ( G) . Let x E V ( G) such 
that deg ( x) = c5 = c5 ( G) and let X = N ( x). By Theorem 2.14 N [x] induces a clique 
and by Theorem 2. 13 every maximum independent set of G is of the form A U { x}, 
where AnX = 0. 
By Lemma 2.2 there is an ordering (ai, a2 , ••• , ao+i) of the vertices of A and a 
sequence (y1, Y2, ... , y0) = X such that [a;, y,] ----+ a;+i for each i with 1 :<::: i :<::: c5. By 
Lemma 2.3 the only edges that do not exist between X and A are of the form y;a;+ 1 
for each i with 1 :<::: i :<::: c5, and possibly y1a1 . 
Suppose to the contrary that i( G) > 3. Then for every triple a, b, c where [a, b] ----+ c, 
we have that ab E E( G), for otherwise {a, b, c} is an independent dominating set In 
particular y1a1 E E(G) since [y1, ai] ----+ a2. If 
V(G)\(A u N[x]) <:;:; N(a2 ), 
then {y1 , a2 } is a dominating set, contradicting 'Y ( G) = 3. Therefore there exists a 
vertex z E V(G)\(A U N[x]) such that za2 '/:- E(G). Thus there is a vertex w E 
V (G) \ {a2, z} such that [a2 , w] ----+ z or [z,w] ----+ a2 . Note that w must dominate x 
but w ol x, for otherwise in the former case {x, a2} does not dominate ai and in the 
latter case { x, z, a2 } is an independent dominating set Thus w E X. 
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Suppose [w, a2] ---t z. Then w = y; for some i with 2 ~ i ~ o, since y1a2 rf- E(G). 
This case is therefore impossible since {y;, a 2} does not dominate ai+l· 
Suppose [w,z] ---t a2 • Thenw = y1 ,sincey;a2 E E(G) foreachiwith2 ~ i ~ o. 
Thus y1z E E(G). Since our choice of z was arbitrary, it follows that 
and so {y1 , a 2 } dominates G, contradicting 'Y ( G) = 3. Hence i( G) = 3. • 
Although the following results were mentioned in [11] , we were unable to find 
proofs in the available literature and we thus provide original proofs here. 
Theorem 4.4 If G is a connected 3-')'-criticalgraphwithdiam G = 3, then i(G) = 
3. 
Proof. Let a and b be any two vertices of G such that d(a, b) = 3 and let X = 
V(G)\ (N[a] U N[b]). Since 'Y (G) = 3, X =F (/). Choose any vertex x E X; then 
{a, b, x} is an independent set. If {a, b, x} is also a dominating set, then we are done. 
Hence we may assume (to the contrary) that there is a vertex y which is not dominated 
by {a, b, x} . Clearly y E X and yx rf- E( G). Therefore we can assume without loss 
of generality that there exists a vertex z such that[x, z] ---t y. Since x rf- N(a) U N(b), 
z E N(a) n N(b). But then azb is an a-b path oflength 2, contradicting d(u, v) = 3.• 
Theorem 4.5 If G is a connected 3-r-critical graph with 8( G) ~ 2, then i( G) = 3. 
Proof. Suppose to the contrary that i(G) 2: 4. It follows from Theorem 4.2 that 
o (G) = 2. Choose a vertex u E V (G) such that deg (u) = 2. Let N (u) = {v, w} 
and consider an independent dominating set S ofG - N[u]. Then ISi 2 3, for other-
wise S' = Su { u} is an independent dominating set of G with IS'I ~ 3, contrary to 
our assumption. 
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Let {a, b, c} s;; S. Since ab ¢: E( G) and S' is independent, we may assume without 
loss of generality that 
[a, v] --+ b. 
Note that cv E E(G) but bv ¢: E(G). Also av E E(G), otherwise {a,v,b} is an 
independent dominating set, contradicting our assumption that i( G) ;::: 4. 
Now consider the vertices a and c. Since ac ¢: E(G) and S' is independent, either 
[a, w] --+ c or [c, w] --+ a. 
Suppose [a,w]--+ c. Then {aw,bw} s;; E(G) but cw¢: E(G). Since {c,w} cannot 
dominate G, there exists a vertex d =I v such that { c, d, w} is independent. Since 
cd ¢: E(G), there exists a vertex x EV (G) \ { c, d} such that 
[c, x] --+ d or [d, x] --+ c. 
Since x must dominate u, x E N[u]. In the former case x = w because x dominates b 
and in the latter case x E {u, w} because ex¢: E(G) and u must be dominated. Thus 
{ c, d, x} is an independent dominating set, contradicting our hypothesis. 
The case [c, w] --+ a is dealt with in a similar way. • 
We could also consider this conjecture from the point of view of connectedness_ 
Please note that if G is a connected 3-'Y-critical graph with a cut-vertex v, then accord-
ing to Theorem 2.7, o(G) = 1, and by Theorem 4.2 G satisfies the conjecture. 
Thus the only graphs to consider are those that are 2-connected, in which case 8 ;::: 2, 
and by Theorem 2.13, f3::; 8 + 2. By Theorem 4.3, if f3 = o + 2, then the conjecture is 
satisfied, and by Theorems 4.4 and 4.5, again the only case that remains open concerns 
graphs with f3 ::; o + 1, diameter equal to 2 and o ;::: 3. 
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4.2 Construction of a counterexample for k > 4 
We now present the construction of a counterexample to Conjecture 2* for the case 
k ::;:: 4 as given by Ao, Cockayne, MacGillivray and Mynhardt [2] _ In addition to 
the concepts and terms already defined, we will make use of the following concept 
in this section_ A set U precisely dominates a set W (or G - v) if W = N[U] (or 
V(G)\{v}=N[U])_ 
We will also make use of the following observation from [4], which we state here 
as a theorem. The proof is easy and has therefore been omitted. 
Theorem 4.6 [4] The graph G with 'Y(G) = k is k-'Y-critical if and only if/or every 
two nonadjacent vertices u and v of G, there exists a set S with ISi = k - 2 such 
that SU { v} precisely dominates G - u or S U { u} precisely dominates G - v. 
The construction 
Construct the graph Gk, where k ::;:: 4, as follows: 
AU B UC (disjoint union), where 
C - {{i,j,l}l{a;,a,,ai}<;A; i,j,laredistinct}. 
We usuallywriteijl for {i,j, l} EC. Form the graph Fk by adding edges such that: 
• (AU B) ~ K2k 
• {a;,b;,aj,bj,a1,b1} <; N(ijl). 
The graph Fk is a proper spanning subgraph of Gk. We will first prove a few lemmas 
before continuing with the construction of Gk- Note that Fk (C) ~Kt, where t = G)-
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Lemma 4.7 1(Fk) = k - 2. 
Proof. Any vertex a; E A (orb, E B) is adjacent to xyz E C if and only if i E 
{x, y, z }. Furthermore if X <;:; A and IXI = k - 2, then X n N(xyz) f- 0, for any 
xyz E C. Therefore X dominates Fk, and so 1(Fk) :::; k - 2. Now consider Y <;:; A 
with IYI :::; k - 3. Let {a;, aj, at} <;:; A\Y. Then ijl E C\N(Y) and so Y does not 
dominate Fk. Since our choice ofY was arbitrary, it is easy to see that 1(Fk) 2': k - 2 
and the result follows. • 
Lemma 4.8 There exists a (k - 2)-1-critical graph G, which is obtained.from F, 
by adding edges between vertices in C. 
Proof. Consider ar E A and ijl E C with r ¢ { i, j, l}, i.e. ar and ijl are not adjacent 
in F,. Then A\ {a;, aj, at} is a (k-3)-subset of A which precisely dominates Fk -ijl. 
A similar argument holds for nonadjacent vertices br E B and ijl E C. If we add 
edges between all the vertices in C, we obtain a graph F~, with 1(F~) = 2. Note that 
{a1 , 123} is an example ofa dominating set of F~. 
If k = 4, it is easy to see that Fl is 2-r-critical, and so Fl = G4 . If k 2': 5, then 
k- 2 > 2. 
Since it is possible to decrease the domination number by adding edges between 
vertices in C, we can add edges to Fk by joining pairs of vertices in C to obtain F~, so 
that if cc' ¢ E(Fn, then 1(Fk +cc') = k - 3. It follows from Theorem 4.6 that Fk is 
(k - 2)-1-critical, i.e. F~ = Gk· • 
The construction above does not result in a unique graph Gk, but we consider Gk to 
be any (fixed) (k - 2)-r-critical graph thus obtained. Note that Gk has the following 
properties, which we will make use of: 
Pl Any X <;:; AU B with IXI = k - 2 and l{a;,b;} nXI < 1, for each i with 
1 :::; i :::; k, dominates Gk . 
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P2 If Y ~ C with IYI = k - 3, then either Y does not dominate C, in which case 
Y may (or may not) dominate AU B, or Y dominates C, in which case Y does not 
dominate {a;, b;} for at least one i with 1 :<::: i :<::: k. 
P3 If Z ~ C with I ZI :<::: k - 4, then Z does not dominate C, for otherwise Z U { a1 } 
(say) dominates Gk, a contradiction. 
Construct the graph H~, where k ::". 4, as follows: 
V(HU 
u 
V(Gk) U U U W (disjoint union), where 
\U u W) ~ Kk,k, with (U, W) the bipartition of (U u W), 
and where each a; E A is joined to u; and w;, for each i with 1 :<::: i :<::: k. Define the 
set I as follows: 
I= {i E {1, ... ,k} I theredoesnotexista (k-3)-subset 
of C which dominates (CU A)\ {a;}}. 
(Note that I= 0 if k = 4.) 
If I= 0, then let Hk = H~. 
If If 0, then let Hk be the graph obtained from H~ by joining b; to u; and W;+ 1 for 
each i E I, where all operations are performed modulo k. 
The graph H5 is depicted in Figure 1. The lemmas that follow show that Hk is the 
required counterexample. 
Lemma 4.9 1(Hk) = k. 
Proof. If Dis a dominating set of Gk, then clearly DU { u1, w1} dominates Hk; hence 
1(Hk) :<::: k. Let X be any dominating set of Hk. Since each vertex in AU B is ad-
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u 
123 
235 
w A 
(Au B) ~ K 10 
c 
Figure 1 [2] The graph H 5 
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jacent to at most one vertex in each of U and W, X n (AU B) dominates at most 
IX n (AU B)I = m vertices in each ofU and W. 
Ifm = k, we are done. 
If m = k - 1, then X n (AU B) does not dominate at least one vertex in each of U 
and W Since C n N(U u W) = 0, there must be at least one vertex of U u Win X. 
Hence IXI 2': k. 
If m :::; k - 2, then (U U W) contains a 4-cycle whose vertices are not dominated 
by x n (Au B). Hence IX n (U u W)I 2': 2. Thus ifm = k - 2, IXI 2': k. 
Now suppose IX n V(Gk)I < k - 2. Since 1(Gk) = k - 2, there must be at least 
onevertexv of Gk dominated by X n (UUW) and not by XnV(Gk)· Necessarily 
v EA u B, and since (Au B) is complete, it follows that X n (Au B) = 0, and so 
x n c dominates c. By P3, IX n Cl = k - 3. 
Suppose there exists i E { 1, ... , k} such that C' = X n C dominates (A u 
B)\{a;, b,}. Then it/:. I, and by the construction of Hk, N[b,] n (U U W) = 0, which 
is impossible since X <;; ( C' U U U W). 
Hence there are at least two integers i, j such that C' does not dominate any vertex 
in {a;, b,, ah bj}. Now: 
N(ai) n (U u W) {ui, wi} 
N(aj) n (U u W) {uj,Wj} 
N(b,) n (U u W) 
- { U;, WH1} 
N(bi) n (U u W) - {uj, Wj+1}. 
Note that if IX n (U U W)I > 2, then IXI 2': k, and we are done. Hence assume 
IX n (U U W)I = 2. In order for X to dominate UU W, X n (U UW) = {ur, w.} for 
somepairofintegersr, s E {l,. .. , k}. By the above, r E {i,j} ands E {i, i + l,j,j + 1}. 
Without loss of generality we may assume that i < j, and note that possibly i + 
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1 = j. However, {u;, w;} does not dominate { a1, b1}; {u;, W;+1} and {u;, w1} do not 
dominate b;, while {u;,wJ+1} does not dominate a1. Similarly, no set {u;,ws} with 
s E {i,j, i + l,j + 1} dominates {ai, b;, a1, b1}. Hence if IX n (U U W)I = 2, then 
IX n V(Gk)I 2: k - 2 and thus IXI 2: k. 
Thus 1( Hk) = k, as required. • 
Lemma 4.10 Hk is k-1-critical. 
Proof. Consider any two nonadjacent vertices x,y of Hk. If {x,y} <;;; V(Gk), then 
1(Gk+xy) = k-3 by Lemma4.8. For any dominating setX ofGk+xy, XU{u1, w1} 
is a dominating set of Hk + xy of cardinality k - 1. 
If {x,y} <;;; U U W, then we can say (without loss of generality) that {x,y} -
{u1,u2}. (The case is similar for any other {u,;,ui}, where i # j or for {w;,wi}, 
where i # j.) In the case { x, y} = { u1 , u2}, { u1, a3 , a4, ... , ak} has cardinality k - 1 
and is a dominating set of Hk + u1u2. 
Therefore, we may assume that x EU U Wand y E V(Gk)· Again without loss of 
generality, we may assume that x = u1. (The proof is similar if x = w; for some i.) 
We consider three cases. 
Case 1 y E A, i.e. y = a; for some i # 1; say i = 2. 
Then { a2 , u3 , a4, a5, ... , ak} is a dominating set of Hk + xy with k - 1 vertices. 
Case 2 y EB, i.e. y = b; for some i. 
If i = 1, then u1b1 rt E(Hk)· It follows from the construction of Hk from H~ that 
there exists a ( k - 3)-subset C' of C such that C' dominates V (Gk) \ { a1, b1} . Thus 
C' U { u1, w1} is a (k - 1 )-set which dominates Hk + u 1b1 . 
Hence we may assume that i 2: 2. If there exists a (k - 3)-subset C' of C which 
dominates V(Gk)\ {a;, b;}, then C' U { u 1, wi} is a (k - 1)-set that dominates Hk + 
u 1b;. If no such C' exists, then b; is adjacent to u; and W;+i· Consider the set D -
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(A\{a1, a;, ai+I}) U {b;, ui+1}. By Pl, D dominates Gk; u;+J dominates WU {ui+i}; 
An D dominates U\ { u1 , u;, U;+i}; b; dominates U; and in Hk + u1b;, also u1 . Thus 
Dis a (k - 1)-set that dominates Hk + u1b;. 
Case 3 y E C, say y = ijl. 
The set D = A\ {a;, a;, a1} dominates Gk -ijl, and thus DU { ui, w 1 } is a (k-1)-set 
that dominates Hk + u1ijl. • 
Lemma 4.11 i(Hk) > k. 
Proof. Consider any independent dominating setD of Hk. Note that ID n (AU B)I :::; 
1 and exactly one of D n U and D n W is empty, say D 1 = D n U # 0. Let 
D2 = D n (AU B). If D2 = 0, then D1 = U and D n C # 0. Hence IDI > k. If 
D2 # 0, thenD2 dominatesatmostonevertexineachofU and W, and so ID1 1 :::;: k-1. 
Since D2 does not dominate C, D n C # 0 and so IDI > k. • 
Note that the exact value of i(Hk) depends on the subgraph (C) of Hk. The fol-
lowing theorem now follows directly from the preceding lemmas and disproves the 
conjecture fork :::;: 4. 
Theorem 4.12 [2] For any k:::;: 4, there exists a k-"(-criticalgraph Hk with i(Hk) > 
k. 
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