We consider the long-time behavior of a nonlinear PDE with a memory term which can be recast in the abstract form
Introduction

Description of the problem
We begin with some physical motivation. The longitudinal wave equation in a thin rod and the transverse wave motion of a taut string are quite different from the point of view of physics. However, it turns out that the wave equation which governs the motion of the string also governs the longitudinal rod motion. Though the two models enjoy several apparent similarities, their mathematical features and their physical interpretations can be strikingly different, a fact which has attracted considerable attention in the mathematical literature.
The derivation of the wave equation for a rod is based on several assumptions. These include uniform stress distribution, constant cross-section, and material homogeneity. Generally, the effects of lateral inertia are neglected. The effects of lateral inertia on longitudinal vibrations were first presented by Rayleigh [ where c = E/ρ * is the bar velocity, E is Young's modulus, ρ is the mass density per unit lenght, ν is Poisson's ratio, and κ is the polar radius of gyration. By using nondimensional analysis one is led to consider the elementary prototype u tt − ∆u tt = ∆u.
There are models which are mathematically and physically more significant, arising in the mechanics of solids, which account for variable material density (depending on the velocity u t ), memory effects, and also for potential mechanical damping. As a benchmark model, one may take as in [18] the equation
where the relaxation function g(s) is considered to be identically zero, γ ≥ , and ρ(s) is a monotone increasing function. Variable density, where the mass depends on the velocity, occurs in several technological situations where the interaction between the rod and the surrounding environment activated by the motion of the rod has impact on the mass. An example is a hollow pipe filled with gas in a swinging motion. Pumping the gas when vibrations get faster will increase the rod mass. Another example is a rod surrounded by metal dust with magnetic properties controlled by the current running through the rod. With acceleration of the rod, one increases the current and, hence, the attraction rate of the dust, which influences the mass of the rod. Of particular interest is the polynomial character of the nonlinear density ρ(s) = ρ + |s| ρ s for ρ ≥ .
With the above motivation, and inspired by the model considered in (1.1), we formulate the following problem. Let Ω be a bounded domain of ℝ N , N ≤ , with smooth boundary ∂Ω := Γ and, for the displacement u(x, t), consider the quasilinear viscoelastic PDE where g is the relaxation function and ρ is a nonnegative parameter subject to
In our case, we are assuming that the density is not constant, so that we are dealing with a thin rod which possesses a rigid surface and whose interior is somehow permissive to slight deformations such that the material density varies according to the velocity. Our aim is to study the decay rates associated with the above model which does not necessarily account for mechanical damping (γ = in (1.2)). The energy function associated with the model corresponds to the sum of the potential, the kinetic, and the viscoelastic energy given by 
(t − s)|u(t) − u(s)| ds.
The main result of this paper shows that the above energy decays to zero uniformly with the rate that is determined from the solutions of the ODE quantifying the behavior of g (t) . In order to point out the interest (both physical and mathematical) and the challenges associated with the problem under consideration, we find it instructive to review some of the recent literature.
Overview of the literature
The asymptotic behavior, including decay rates for the energy, of an abstract second-order equation with memory have been treated in a very large body of literature. Very general results for a semilinear second-order abstract model with memory were obtained in [2] , see also [1] for a detailed account of the literature pertinent to the subject. Of particular significance is [24] , where methods of complex analysis and of the frequency domain have been applied in order to characterize optimal results applicable to this abstract problem. In what follows, we shall thus focus on the literature specific to a particular "quasilinear" equation in (1.2), which, as we shall see, enjoys rather specific features.
The model described in (1.2) with Ω ⊂ ℝ , with strong mechanical damping γ > , and up to quadratic nonlinearity, has been recently studied by several authors, including [6] (see the references therein). In the case of an exponentially decaying kernel g(s), it was shown in [6] that the energy of solutions enjoys an exponential decay. While the existence of weak solutions has been proved in [6] , the uniqueness of such solutions was left as an open question.
The long-time behavior has been studied in [20] for the model described in (1.2) with γ = , ρ ∈ [ , ], and for a relaxation kernel satisfying the inequality g ὔ (s) ≤ −ξg p (t), p ∈ [ , / ). The exponential (p = ) and algebraic (p ∈ ( , / )) decay rates of solutions for the energy function associated with (1.2) have been established in [20] . Since the solutions considered in [20] are weak solutions without a uniqueness property and the calculations leading to the energy decay depend on the higher-order regularity of solutions, one may conclude that the decay rates proved in [20] are valid for regular solutions or for the limits (not necessarily unique) of Galerkin approximations.
The first complete study of well-posedness of the system related to (1.2) is given in [10] . More specifically, a more general version of (1.2) is considered, given by
with the given initial data involving the history of the process. Here, A denotes a positive self-adjoint operator on a Hilbert space H and θ ∈ [ , ]. The above model with infinite memory is amenable to semigroup treatment. The Hadamard well-posedness of finite energy solutions was shown in [10] for the full range of parameters ρ ∈ [ , ], γ > , and for natural dissipative-type assumptions imposed on the nonlinear forcing f(u). The method of proof in [10] is based on semigroup theory with a study of the monotonicity of the nonlinear terms involving ρ. This is possible due to the infinite character of the memory term, where the memory itself becomes a state variable, see [11] . The long-time behavior for the same model but with γ = , θ = , and with exponential characteristics of the memory kernel can be found in [9] . This brings us to the main aim of the present paper. Our ultimate goal is to go well beyond the wellposedness and to study decay rates associated with the energy of the model without structural dissipation (γ = ) and with weak viscoelastic dissipation represented by very general forms of the relaxation kernel. However, in order to motivate our analysis, we will begin by analyzing the role played by each type of damping: structural (γ > , θ = ), frictional (θ = ), and memory dissipation g(s) in securing the uniform decay of the energy. Note that in [6] , the authors consider both structural mechanical damping (γ > , θ = ) along with an exponential type of relaxation kernel. This is clearly an overdamped model on the strength of the estimates in [20] . In view of this, the first question that arises in the above context is whether one can uniformly stabilize the system in the following three scenarios. (i) g = (no memory term) and θ = , γ > .
(ii) g = (no memory term) and θ = , γ > . (iii) Memory term present along with the absence of mechanical damping, i.e., γ = . As we will see in the next section, in the cases (i) and (iii) the answer is positive, while in case (ii) the answer is negative. Frictional damping, alone, is too weak (unlike in the classical wave equation) to induce uniform stabilization. In view of the above, our positive results will focus on the case (iii) (absence of mechanical damping, be it structural or frictional), where exploring various general types of memory dissipation provides effective algorithms for the stabilization and the long-time behavior.
Uniform versus strong stability in linear dynamics
In order to gain sufficient insight into the long-time behavior of solutions to (1. Proof. The proof is rather straightforward and is based on spectral analysis. For the first case listed above, we deal with a harmonic oscillator -a very common and popular mechanism used for the attenuation of vibrations in the oscillating body. This is given by 
Since B is positive, self-adjoint, and isomorphic on H, a standard partition of energy allows proving the exponential decay of the energy on any space compatible with fractional powers of A. In particular, the energy function E (t) ≡ ‖A / u(t)‖ H + ‖A / u t (t)‖ H decays exponentially to zero.
Remark 1.2.
In view of this, adding the memory term −g * Bu, the exponential characteristic of the kernel will clearly lead to exponential decays (as asserted in [6] 
. Thus, it is tempting to think that the dynamics is exponentially stable with a weak dissipation provided by K. It is known that uniform stability is equivalent to strong stability for analytic semigroups, provided the resolvent of A is compact. This last assertion easily follows from the fact that "uniform equals strong" in the case when the semigroup S(t) is compact along with the observation that one has Im S(t) ∈ D(A), t > , for analytic semigroups. In our case, it is clear that the operator K strongly stabilizes to zero. Indeed, we have the energy identity
Here, ‖ ⋅ ‖ = ‖ ⋅ ‖ H . Thus, strong stability on H follows (via the relaxed Lyapunov method) from the fact that when K / u t = , we have u t = , and then from the equation Bu = which implies that u ≡ and U ≡ . However, the system is not exponentially stable. This last statement follows from the result due to Russell [26] (see also [28] ) which states that the group dynamics can not be stabilized by compact feedback (K is compact).
In view of the above, we are in the following interesting situation. The dynamics is analytic and has a group property. However, the resolvent of the generator is not compact. This prevents the applicability of the general result establishing the equivalence of strong and uniform stability, which is valid for analytic semigroups with compact resolvents. More to the point, the spectrum of the generator consists of two branches of eigenvalues asymptotically converging to two points on the imaginary axis +i, −i . This is seen by solving the eigenvalue equation
These two limit points (when n → ∞) constitute the continuous spectrum of A lying on the imaginary axis. Thus, in spite of the fact that the underlying semigroup is analytic, the nature of the instability is infinitedimensional and the system is only strongly stable (but not exponentially stable). Strong stability can be alternatively deduced from the Arendt-Batty theory (see [3] ) by invoking (i) the boundedness of the semigroup along with the fact that (ii) the point spectrum is in the left complex plane and (iii) the only two (finitely many) elements of the spectrum are on the imaginary axis. Indeed, items (i) and (ii) have been already argued. As for (iii), we show that R(λ = iα, A) is bounded except for the points λ = i, λ = −i. Since there are no eigenvalues on the imaginary axis, of A and also of A * , it suffices to consider the continuous spectrum only.
To this end, we consider the equation
The above amounts to
Taking the imaginary parts in (1.6), after accounting for the self-adjointness of B and K, we obtain, first for
Taking real parts, we have (B − α I )u, u ≤ C ‖g‖ + ‖f ‖ ‖u‖.
Thus, for any α such that α ̸ = , we obtain the solvability of the system (1.6), i.e., ‖U‖ H ≤ C‖F‖ H .
For α = , the solution U ∉ H. Hence, the points { , − } belong to the continuous spectrum. For α = , we have ‖B / u‖ ≤ C[‖f ‖ + ‖g‖] and the bounded invertibility of B gives ‖U‖ H ≤ C‖f ‖ H , as desired. We conclude that the frictional damping is too weak in order to force uniform decays for the analytic semigroup. Summarizing, the linear dynamics generates an analytic group which can be strongly stabilized by the frictional damping u t -however, the obtained stability is not uniform. This takes us to the case (iii) where there is no mechanical damping at all but the memory damping is present. However, in this case, (1.5) with the added memory term becomes
and applying [I + A] − to both sides of this equation gives
where the operator B ≡ [I + A] − A is self-adjoint and isomorphic on H -hence, a generator of an analytic semigroup on H. Thus, (1.7) is a standard harmonic oscillator with memory. The classical theory of viscoelasticity will provide uniform decays of the energy (in any space compatible with fractional powers of B, hence, A), provided the relaxation kernel satisfies some suitable conditions. Then, the uniform (exponential or polynomial) decay rates established in [20] for (1.3) with γ = are not unexpected.
In view of Lemma 1.1, the correct stabilization problem to study is (1.2) without any mechanical damping, as in [20] . However, [20] considers a rather restrictive setup by (i) restricting the nonlinearity to ρ ∈ [ , ] (rather than considering ρ ∈ [ , ]) and (ii) assuming a very specific behavior of the relaxation kernel
and restricting the range of p < / (rather than assuming the optimal range p ∈ [ , )), thus allowing weaker forms of dissipation induced by memory. In addition, the decay rates obtainable for weak solutions depend on the uniqueness property of such solutions. This property was not established either in [6] or in [19, 20] .
Goal of the paper
It is the goal of this paper to show that a very general memory mechanism is sufficient to uniformly stabilize the energy of the nonlinear dynamics up to the critical growth
The result is optimal in the sense that the stabilization will be determined by the solutions to the ODE driven by the rescalings of the function H(s) which characterizes the relaxation kernel g(s). There is no need for any mechanical damping. Most importantly, typical limitations in the existing literature on the growth of the nonlinearity (N = , ρ ≤ , and p ∈ [ , / )) will be removed. Indeed, the range for ρ is allowed to cover the entire interval [ , ] -which is optimal -and the range of p is maximally allowed, i.e., p ∈ [ , ). The above is in contrast with the viscoelastic literature where the methodology developed in the field does not permit the range of p above / (see [19] [20] [21] 23] and, more generally, the references cited in [14, 16] ). The outline of the paper is as follows. In the first theorem formulated in the next section, we assert the Hadamard well-posedness. While this result could be obtained directly from the methods in [10] , we provide an independent proof which does not depend on the semigroup framework (not available in the present case since the memory is finite). The second theorem is the main result which asserts uniform decay rates of the energy. These decay rates are predicted by the ODE driven by the function H(s) which characterizes the decays exhibited by the relaxation kernel. This type of result is obtained by extending in [16] the analysis of [15] from frictional to viscoelastic damping. It should be pointed out that the formulation of the viscoelastic assumption g ὔ + H(g) ≤ was first given in [1] in the context of second-order linear viscoelastic evolutions with a brief outline of the proof of decay rates. However, both the assumptions and the methods in [1] are very different from [16] and also from [14] , where the latter follows the methodology of [15] . In the present paper, while following the general philosophy of [16] , there are new technical details brought to the picture by the interaction between the nonlinearity and viscoelasticity. This is at the level of exploiting multipliers.
As a final note, we mention that the model under consideration in the present work is simple enough in order to focus on the new main features such as the nonlinearity interacting with viscoelasticity, which forces a new methodology and tricks. However, the same methods could be easily applied to a multitude of generalizations obtained by the addition of various semilinear terms.
Assumptions and main results
The following assumption is necessary.
Assumption 1.3. The relaxation function g : ℝ + → ℝ + is a C ∩ L decreasing function and satisfies g( ) >
and
We begin with the well-posedness of weak solutions. 
In addition, such a solution is continuously dependent on the initial data in the same topology of X. Remark 1.5. The existence of weak solutions to (1.2) with the structural damping term and ρ ∈ [ , ] was proved in [6] . However, in [6] , no information is provided for the uniqueness of such solutions. The latter (along with continuous dependence) was shown in [10] for the full range of parameters ρ ∈ [ , ] for (1.3).
The semigroup method used in [10] could be adapted and forced into the present situation. However, for the convenience of the reader, we shall provide a self-contained proof which extends the Galerkin methodology in [6] by allowing for critical exponents for ρ and furnishing the full Hadamard well-posedness. The well-posedness result could be proved under weaker assumptions imposed on g(s) (see [10] ). However, we do not insist on this since our main point is the analysis of the long-time behavior where more restrictive assumptions are needed.
In order to formulate the long-time behavior results, we recall the binary notation
We will also use the notation
The following lemma establishes a helpful relationship between these operators. Lemma 1.6. For any g, w ∈ C (ℝ), we obtain the identity
Proof. Considering regular solutions and differentiating the expression
one obtains the desired equality for smooth solutions. The extension of the same relation to weak solutions follows from a standard density argument and from the Hadamard well-posedness of weak solutions guaranteed by Theorem 1.4.
Let u be the unique global weak solution to problem (1.2) (guaranteed by Theorem 1.4). We define the corresponding energy functional by
Note that, in view of (1.8), we have that
The energy satisfies the following identity.
Lemma 1.7.
We have the identity
Proof. Multiplying (1.2) (applied to smooth solutions) by u t , performing an integration by parts, and using Lemma 1.6, we obtain the desired result. The extension of this relation to all weak solutions is obtained by density and Hadamard well-posedness arguments.
As a consequence of Lemma 1.7, every solution of (1.2) in the class (1.9) satisfies the identity
and, therefore, the energy is a nonincreasing function of the time variable t. Our main result is the quantification of decay rates for the energy function that is dissipated by the viscoelastic damping. The quantitative description of the decay rates will be described by the ODE that is derived from the differential relation satisfied by g. To formulate this result we need the following assumption. where H ∈ C (ℝ + ) with H( ) = is a given strictly increasing and convex function. Moreover, H ∈ C ( , ∞) and
(ii) With reference to the function H introduced above, let y(t) be the solution of the ODE
We assume that there exists α ∈ [ , ) such that y −α ∈ L ( , ∞).
Now, we are in a position to state our main result. 
withĤ (s) = c H(c s).
Remark 1.10. It will be seen in the process of the proof that the assumption on the convexity of H(s) can be relaxed to postulating such a convexity only near the origin.
Remark 1.11. The above result provides sharp decay rates for the solutions to viscoelastic dynamics. Indeed, the decay rates are as good as these supplied by the relaxation kernel (modulo rescaling). It is the same function H(s) that provides an upper bound for the decay rates of g(s) and E(t). Of course, since the assumption on g(s) is in the form of an inequality, it may happen that the actual decay rates of g(t) are better than the ones described by the differential equation with H(s). For this reason, we are not saying that the decay rates of E(t) are the same as those of g(t). This can only happen when the decay rates of g(t) are characterized by an equality and not by an inequality (as in [1] ). However, in the case of an inequality, the result stated in Theorem 1.9 is optimal (modulo rescaling constants).
We shall verify the above assumption on two canonical examples. (i) In the case when H(s) is linear, one obtains exponential decay rates of the viscoelastic PDE. If H(s) = as, a > , then y(t)
∼ e −at . Thus, any ≤ α < satisfies the first part of Assumption 1.8. As for the second condition, we trivially have
So, both parts of Assumption 1.8 are satisfied. (ii) In the case when H(s) is polynomial, say, H(s) ∼ |s| p− s, p ∈ ( , ), then
We thus need − α p − > , which gives < α < − p. The above is realizable as long as p ∈ ( , ), which corresponds to the optimal range of polynomials. Regarding the second condition in Assumption 1.8, we compute
As seen above, the role of Assumption 1.8 is to quantify the critical behavior of the viscoelastic damping via a very general convex function H. This kind of quantification was introduced in [15] in the case of frictional damping. However, for viscoelastic-memory dissipation, this convex analysis framework was formulated first in [1] . The above result is optimal and it improves previous results on several accounts: (i) the decay rate of the energy reconstructs the decay rates of the relaxation kernel, (ii) even when restricted to polynomial cases, it applies to the full range of admissible parameters p ∈ [ , ), (iii) previous results in the literature, including [20] , cover only the case p ∈ [ , / ); in addition, the nonlinearity in [20] is restricted to quadratic growth (in three dimensions).
The rest of the paper is devoted to proofs. The main idea behind the proofs is to "build" differential equations describing the decay rates for the energy of solutions. This method has been introduced in [15] in the case of frictional damping and in [14, 16, 17] in the case of viscoelastic damping. 
where u ὔ := ∂ t u. Since
according to Sobolev immersions we have
and the same occurs for N = , when ρ ≥ . The first estimate. Setting w = u ὔ m (t) in (2.1), we deduce that
On the other hand, since
integrating (2.4) over ( , t) and taking (2.2) and (2.4) into account, we arrive at the first estimate
where L is a positive constant independent of m ∈ ℕ and t ∈ [ , ∞).
The second estimate. Substituting w = u ὔὔ m (t) in (2.1), we deduce that
where η > is an arbitrary number which comes from the inequality
Taking (2.5) and (2.6) into account, we infer that
From the last inequality, choosing η > small enough, we obtain the second estimate
We observe that the estimates (2.5) and (2.7) imply that there exists a subsequence (u μ ) of (u m ) and a function u such that, for all T > ,
Analysis of the nonlinear term. From the first estimate, we deduce that
where C > comes from the immersion (2.3). On the other hand, from the Aubin-Lions theorem we deduce that there exists a subsequence of (u μ ), still represented by the same notation, such that
Combining (2.11)-(2.12) and thanks to the Lions lemma, we deduce that
Multiplying (2.1) by θ ∈ D( , T ) and integrating the obtained result over ( , T ), we get
14)
The convergences (2.8), (2.10), and (2.13) are sufficient to pass to the limit in (2.14) in order to obtain
Uniqueness and Hadamard well-posedness
Let us consider two possible solutions U = (u, u t ), V = (v, v t ) ∈ X with corresponding initial data U( ), V( ) in H (Ω) × H (Ω) and let z ≡ u − v. We want to show that z ≡ ∈ X when Z( ) = . We consider the case N = , hence, ρ ≤ . Let us consider first the case ≤ ρ ≤ . We have
where we have used the elementary inequality ||x| − |y|| ≤ |x − y|. We also have
Here,
Since ρ ≤ , we have
where C denotes different embedding constants. Similarly, we have
Combining the above yields
by virtue of the a priori bound in X. Thus, by taking Ct < / one obtains the uniqueness of a solution for t ∈ [ , / C] with C a universal constant independent of the solution. Repeating the same process with a constant step yields global uniqueness. The Hadamard well-posedness follows immediately from
To obtain continuous dependence in X, it suffices to repeat the estimate for the second time derivative.
To complete the proof, we need to consider the case ρ ∈ [ , ). As in [10] , we shall rely on the monotonicity of the nonlinear term instead of treating it as a perturbation. Rewriting
Using the monotonicity of ρ(s) and an appropriate rescaling yields 
The remaining estimate for ‖∇z‖ H is obtained from the integral representation.
Proof of Theorem 1.9
In line with the methodology developed in [15] , our aim is to prove the following inequality. 
1) for all T > T and all n ∈ ℕ, where the constant k T depends on T but does not depend on n and where D(t) is
given in (1.11).
The following inequality will be used frequently, see [14] .
Lemma 3.2. Let u be a solution of (1.2) and let ψ ∈ L ( , ∞). Then,
In order to establish (3.1), our task is reduced to the reconstruction of the full energy in terms of the dissipation. This is done, as usual, by employing suitable multipliers. For the reconstruction of each part of the energy, the kinetic, potential, and viscoelastic energies will be linked to suitable multipliers.
Recovering the kinetic energy
We shall first recover the kinetic energy on Ω. For this purpose, a by now standard procedure is to multiply (1.2) by the viscoelastic multiplier
We shall analyze the above terms separately. For the first term, we have
For the second term, we have
For the third and fourth term, we have
respectively.
Combining (3.2)-(3.6), we arrive at
Algebraic manipulations applied to (3.7) give
Next, we shall analyze the terms on the right-hand side of (3.8).
Estimate for J + J . We have
Now, let m ∈ ℕ be an arbitrary natural number. Thus, having in mind the definition of the energy in (1.10) and, in addition, the fact that
for all v ∈ H (Ω), we deduce that 10) where C comes from the embedding H → L (ρ+ ) and the constant C depends on g, C , l, ρ, E( ) but does not depend on n, which is crucial in the proof. Returning to (3.9) and taking (3.10) into account, we obtain
where the constant C depends on g, C , l, E( ), ρ but does not depend on n. Analogously, one has
where C is a positive constant which does not depend on n. We then conclude that
where C = C(g, C , E( ), ρ) does not depend on n.
Estimate for J . Similarly to J , we infer that
Combining (3.8), (3.9) , and (3.11)-(3.14), and recalling that ‖g‖ L ( ,∞) < , we write
Since g( ) > , we can select a point t < T with t close to zero such that, for all t ≥ t ,
With this in mind, from (3.15) we obtain the recovery of the entire kinetic energy
for all t ≥ t and for some positive constant C that does not depend on n.
Recovering the potential energy
Having obtained the reconstruction of the kinetic energy, we proceed to recover the potential energy. This is done by the usual "equipartition" of the energy. Multiplying (1.2) by u and integrating over Ω × (nT, (n + )T ), we infer that
After performing some integration by parts, we obtain
To estimate the term
employing the Cauchy-Schwarz inequality combined with the inequality
we have 19) where ε is an arbitrary positive constant. To estimate the term
initially we note that
which implies that
where C = C(ρ, C , l, E( )). From the last inequality and from the fact that
for all t ≥ , where
we infer that 20) where the constant C = C(ρ, C , l, E( )) does not depend on n.
analogously, we deduce that
where the constant C does not depend on n. By (3.17)-(3.21) we can write
Combining (3.16) and (3.22) suitably, we recover the kinetic and the potential energy, namely,
where C is a positive constant which does not depend on n.
Recovering the viscoelastic energy
As a last step, we recover the viscoelastic energy. Adding and subtracting in (3.23) the terms
in order to recover the energy E(t), we obtain
From (3.24), choosing ε sufficiently small, k > , and T large enough, we obtain the observability inequality In the last step, we need to relate the viscoelastic energy to the viscoelastic damping. In the case when the relaxation function obeys a linear equation, this relation is straightforward and is expressed by a suitable multiplication. However, in the case of general decays, additional arguments are used. Here, we follow [16] . From Assumption 1.8 it is clear that α ≥ α . The main point, however, is that the argument can be reiterated (based on [16, Lemma 8] leading to α = ). This allows us to replace H α , the function in (3.26), by the original functionĤ which is a rescaling of H(s) . This means thatĤ ≡ cH(C/s) for some c, C > . Now, from (3.26) and taking (3.25) into account, we deduce that We shall use (3.28) in order to bring the functions H in front of the integrals. Let us denote a = meas(Ω).
We note that the functionĤ − + k is concave. Thus, we have 
Total recovery of the energy
Substituting E(nT ) as given in (3.29) into (3.27) and having in mind the notation in (1.11), we obtain 
D(t) dt
for T large enough, where C is a positive constant (different in different occurrences) which does not depend on n andH = Ĥ − + k I − .
Since E(t) is nonincreasing, from the last inequality we deduce that 
for T sufficiently large. The above inequality proves Lemma 3.1. The rest of the proof follows by using the procedure in [15] , which gives that
From the above we have E (n + )T +H C − E(n + )T ≤ E(nT ), n = , , . . . .
By [15, Lemma] the asymptotic behavior of E(t) can be compared to the solutions of an ODE driven by p(s) ∼H(C − s), where the functionH given above depends explicitly on H describing the viscoelastic damping.
Examples
In this short section, we limit ourselves to a few canonical examples showing the applicability of a more general theory. The examples provided are very simple so that they easily illustrate various patterns of the long-time behavior of the energy which are quantified by the ODE S t +H (S) = .
we also obtain the desired convexity of H( 
