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RÉSUMÉ 
Dans ce mémoire nous nous intéressons à des méthodes d'estimations robustes de 
la pente de la droite de régression linéaire simple ainsi que du paramètre d'échelle de 
la densi té des erreurs en présence de valeurs aberrantes dans l'échantillon de données. 
Une revue des méthodes d'estimations des paramètres de la droite de régression est 
prpsfmtée. Nous y analysons numàiquement les différentes méthodes afin de décrire le 
comportement des estimateurs en présence d'une valeur aberrante dans l'échantillon. 
Une méthode d'estimation bayésienne est présentée afin d'estimer la pente de la droite 
de régression lorsque le paramètre d'échelle est connu. Nous exprimons le problème 
d'estimation de la pente de la droite de régression en un problème d'estimation d'un pa­
rarndre de position, cc qui nous permet d'utiliser ks résult.ats de robustesse bayésif~DlH: 
pour un paramètre de position. Le comportement de cet estimateur est ensuite étudié 
numériquement lorsqu'il y a une valeur aberrante dans l'échantillon de données. Enfin, 
nous explorons une méthode bayésienne d'estimation simultanée du paramètre d'échelle 
et de la pente de la droite de régression. Nous exprimons le problème comme une estima­
tion des paramètres de position et échelle même si les résultats de robustesse bayésienne 
pour ce cas ne sont pas encore publiés. Nous étudions tout de même le comportement 
des estimateurs de façon numérique. 
MOTS CLÉS: Régression linéaire, infénmce bayésienne, robustesse, valeurs aber­
rantes, densités à ailes relevées, densités GEP (Generalized exponential power), p­
credence. 
INTRODUCTION
 
La régression linéaire simple est un outil couramment utilisé dans plusieurs domaines 
avec le but de modéliser la relation existant entre deux variables d'intérêts. La technique 
consiste à faire passer une droite de façon à ce qu'elle se rapproche le plus possible de la 
tendance linéaire décrite par les données en estimant les paramètres de la droite. Toute­
fois, lorsque certaines observations dévient de façon marquée de la trajectoire linéaire, 
plusieurs méthodes d'estimations en sont affectées, produisant des droites plus ou moins 
représentatives des observations. Ces données, appelées valeurs aberrantes, proviennent 
souvent d'une saisie erronée des données ou d'une mauvaise technique d'échantillonnage, 
par exemple. Plusieurs méthodes d'estimations ont été développées afin de limiter ou 
de supprimer l'influence de telles valeurs. Lorsqu'elles y parviennent, on qualifie alors 
ces méthodes de robustes. 
Détns ce mémoire, n01\S n01\S intéressons à lét rob1\st.esse oe mét.hodes cl'r.stimations rlr.s 
paramètres de la régression linéaire, incluant le paramèt.re de la pente de la droite 
et le paramètre d'échelle de la densité des erreurs. Plus particulièrement, nous nous 
intéresserons à un modèle dont la droite passe par l'origine. Au chapitre l, la robustesse 
d'estimateurs de la pente de la clroite de régression et du paramètre d'échelle est discutée 
dans un contexte fréquentiste. À la section 1.2, nous débutons par l'analyse du cas 
classique de l'estimation par la méthode des moindres carrés, ce qui est équivalent à 
la méthode d'estimation du maximum de vraisemblance en supposant la densité des 
erreurs normale. La section 1.3 est consacrée à la classe d'estimateurs-M, une classe qui 
englobe entre autres la méthode des moindres carrés. L'algorithme du processus itératif 
permettant l'estimation des paramètres y est discuté. Nous analysons la robustesse de 
certains des estimateurs-M les plus répandus dans la littérature, tel que l'estimat.eur de 
Buber, Andrews, des moindres valeurs absolues et bipoids de Tukey. Nous terminons 
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le chapitre 1 par la présentatioll, à la section 1.4, de l'estimation pal' la méthode de la 
droite résistante de Thkey, suivi d'une analyse du comportement de cet estimateur en 
prfspnœ d'unp. vakur aberrante. Dans cette section, l'estimation est limith-~ à la pente de 
la droite de régression étant donné que cette méthode n'est pas conçue pour l'estimation 
d'un paramètre d'échelle. 
Au chapitre 2, nous proposons une méthode d'estimation bayésienne robuste pour la 
pente de la droite de régression lorsque le paramètre d'échelle est considéré connu. 
Les premières sections de ce chapitre introduisent les différents contextes nécessaires 
à l'application de la théorie sur la robustesse présentée à la section 2.5. Ainsi, à la 
section 2.2, nous décrivons le contexte d'inférence bayésienne. Ensuite, les motivations 
nous amenant à exprimer le problème d'estimation de la pente de la droite de régression 
en un problème d'estimation d'un paramètre de position sont discutées à la section 2.3. 
Nous présentons dans la section 2.4 un survol des différents ouvrages sur ['estimation 
hayésienne rohuste. La section 2.5 discute de la théorie sur la robustesse d'un paramètre 
de position dans un contexte bayésien. Entre autres, nous énumérons des conditions 
d'èpaisseurs (~t de règularité qll(-~ düiv('~Ilt satisfaire les ailes (1"1I11e dcnsiti~ à. des fins de 
robustesse. Ces conditions sont pnsuitc simplifi~es grâce à la notion de p-crédence A­
droite et à gauche, permettant de caractériser les ailes d'une densité. À la section 2.6, la 
robustesse de l'estimateur bayésien de la pente de la droite de régression est analysée en 
présence d'une valeur aberrante dans l'échantillon. Deux densités ayant des ailes plus 
relevées que celles de la loi normale sont considérées: la loi de Student et la loi GEP de 
type V. 
Au chapitre 3, nous étudions la méthode d'estimation vue au chapitre précédent, mais 
en considérant le paramètre d'échelle inconnu et aléatoire. Nous exprimons la régression 
comme un problème de position et d'échelle. La contribution originale la plus importante 
de ce mémoire est d'avoir exprimé la régression, d'abord en un problème de position 
(avec échelle connue) puis en un problème de position et d'échelle. Nous pouvons ainsi 
analyser la robustesse de la régression à. travers le prisme de la robustesse bayésienne 
ct arriver ainsi à une régression bayésierme robuste remarquable. La théorie concernant 
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l'estimation simultanée de la pente de la droite de nSgrcssion et du paramètre d'échelle 
étant en cours de développcment, l'approche adoptée consiste à explorer numériquemcnt 
le comportement des estimateurs en présence d'une vakur a,bcrrantc. Dans la section 3.2, 
nous présentons un contexte bayésien plus général que celui du chapitre 2. Le contenu 
théorique de la section 3.3 est similaire à celui de la section 2.3, mais en y ajoutant. un 
paramètre d'échelle inconnu et aléatoire. Enfin, la section 3.4 explore de façon numérique 
la robustesse des estimateurs du paramètre de la régression et du paramètre d'échelle à 
l'aide des lois Student et GEP de type V. 
CHAPITRE 1 
MÉTHODES DE RÉGRESSION ROBUSTE 
1.1 Contexte théorique 
La régression linéaire simple consiste à ajuster une droite le plus fidèlement possible à un 
ensemble de données (Xi, Yi), i = 1, ... , n. Le modèle est défini par l'équation suivante: 
(1.1 ) 
où ci est un terme d'erreur. On suppose généralement que les erreurs sont des variables 
aléatoires d'espérance nulle. Afin d'utiliser le modèle, on estime les paramètres de la 
droite, c'est-à-dire l'ordonnée à l'origine Cl' ainsi que la pente /3, par a et b respectivement. 
La méthode d'estimation des moindres carrés (MC) est la plus couramment utilisée et 
ce, malgré qu'elle ait été développée au début des années 1800 (voir Rousseeuw et 
Leroy, 2003). Cependant, au fil du temps, son utilisation fréquente a mis à jour une 
de ses faiblesses. La méthode des moindres carrés n'est pas à l'abri d\lDe influence 
négative, voire catastrophique, causée par une ou plusieurs valeurs aberrantes sur les 
estimateurs des paramètres du modèle de régression. Cela se traduit généralement par 
un trop grand poids donné aux observations s'écartant significativement de la tendance 
générale de l'ensemble de points. On dit alors que la méthode n'est pas robuste aux 
W1.leurs é1.b~rrant~s. Dans œtt8 s~ct.ion, nous décrirons rpwlqll~s méthod8s rl'~st.imations 
robustes. À l'airk 0 'un j~lI 08 donné~s, nous étudierons le romport~m~nt d~ œs méthodes 
lorsqu'une valeur est aberrante tant en abscisse qu'en ordonnée. Bien que l'équation (1.1) 
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contienne deux paramètres (a et (3), nous mettrons l'emphase, dans ce mémoire, sur le 
modèle dont l'ordonnée à l'origine a est nulle, soit 
(1.2) 
En effet, la méthode d'estimation robuste que nous proposons a d'abord été développée 
pour estimer le paramètre du modèle (1.2). Il existe plusieurs méthodes d'estimations 
robustes. Les méthodes qui seront décrites dans ce mémoire ne constituent pas une liste 
exhaustive des techniques existantes. Les méthodes choisies l'ont été de façon subjective 
et nous nous excusons auprès des auteurs des méthodes dont nous ne traiterons pas. 
Notons tout de même, parmi ces méthodes, celle de la droite de la moindre médiane 
(<<Ieast median of squares», Rousseeuw, 1984) et de la droite la plus profonde (<<deepest 
line» , Rousseeuw et Hubert, 1999). Dans le cas de la technique de la droite de la moindre 
médiane, notée LMS, elle consiste à minimiser, par rapport à ex et (3, l'expression sui­
vante: 
mediE~ = medi(Yi - Cr - (3xi)2, 
pour i = 1, ... , n et où medi(hi ) = médiane(h 1 , ... ,hn )· 
Dans le cas de la technique de la droite la plus profonde, Rousseeuw et HubeI' définissent 
d'abord le vecteur de paramètres e = (a, (3) comme un «nonfit» si et seulement si il 
existe un nombre v différent de Xi, tel que Ei < 0 \/Xi < v et E, > 0 \/Xi > v ou Ei > 0 
V.Xi < v et Ei < 0 \/Xi > v, où Ei = Yi - a - (3xi, i = 1, ... ,n. Les estimateurs de a et (3, 
par la technique de la droite la plus profonde, sont les valeurs de a. et b qui maximisent 
en a et (3 
maxo:,{3rdepth(Ei) , 
où rdepth(Ei) est le nombre de points minimal que l'on doit soustraire à l'ensemble de 
données afin que e= (a, (3) soit un «nonfit». 
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1.2 Estimateur des moindres carrés 
La technicJllP des moindres carrés est la mét.hode d'est.imat.ion des paramèt.res la plus 
répandue, entre autres, à cause de la simplicité des calculs mathématiques, et la plus 
couramment implémentée dans les logiciels statistiques. Pour le modèle (1.1), l'esti­
mation des moindres carrés consiste à minimiser, par rapport à a et {J, l'expression 
suivante: 
n nI>? = I)Yi - a - {JXi)2. (1.3) 
i=! i=l 
Les estimateurs de i3 et a, notés b et a, sont donnés par 
b _ Z~=l (Xi - x) (Yi - y) (1.4)
- zn
. 
(X - )2'X
,=1 , 
a = y - bx, 
où X = *Z~l Xi eL fj = *Z~l Yi Les valeurs a et bobtenues sont, respectivement, des 
estimés de J'ordonnée à l'origine et de la pente de l'équation (1.1). Pour le cas particulier 
où a est nul, l'estimateur des moindres carrés du paramètre {J de l'équation (1.2) est 
obtenu en minimisant l'équation 
n n
I>? = 2)Yi - {JXi)2 (1.5 ) 
i=! i=! 
par rapport à {J. L'estimateur du paramètre {J est alors donné par J'équation 
(1.6) 
Afin d'ét.urlier le comport.ement. de l'est.imat.eur D, la mét.hode des moindres carrés est. 
appliquée aux 10 points du tableau 1.1. Ce jeu de données a été simulé à partir du 
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modèle )Ji = 2,5 :r:i + ci, avec c, "-' N(O; 2,52 ). La robustesse de l'estimateur h pour le 
modèle (1.2) sera ensuite analysée en faisant varier un des points, soit en augmentant 
ou en diminuant. cl 'abord son ordonn~e, puis son abscisse. CeI.t.e donnr.0 jouera le rôk 
de valeur aberrante. 
2 Xi Yi 
1 1,1 2,4 
2 1,2 0,5 
3 1,5 7,6 
4 3,0 10,3 
5 3,7 6,4 
6 3,9 9,2 
7 3,9 10,7 
8 5,0 15,6 
9 5,7 13,6 
10 7,1 18,8 
Tableau 1.1 Coordonnées .r et )J pour les 10 points de l'ensemble de données 
Notons chaque coordonnée par Pi = (Xi; Yi), i = l, ... ,10. Sans perte de généralité, nous 
avons choisi de faire varier les coordonnées du point PlO = (7,1; 18,8). Les dix points 
Pi originaux sont représentés dans la figure 1.1 avec la droite de régression obtenue par 
la méthode des moindres carrés. On y perçoit une tendance linéaire positive entre les 
variables X et y. L'estimation de (3, par la méthode des moindres carrés, donne un estimé 
b = 2,6269. La droite estimée décrit la tendance linéaire de l'ensemble des points. Pour 
constater la faible influence du point PlO sur la pente de la droite de l'équation (1.2), 
l'estimation par la méthode des moindres carrés est refaite en enlevant le point PlO, ce 
qui donne bMC = 2,6178, soit Ulle légère diminution par rapport il h = 2,6269. Si le 
point PlO n'a qlle peu d'influence sm l'est.imat.ion de la pente (3, il en va autrement de 
la variance de b. Ainsi, clans ce m~moi[(\ lorsqu'il est quest.ion cie l'influence clu point. 
PlO sur la pente, nous ne considérons que l'influence qu'à le point sur la valeur de b. 
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Figure 1.1 Les 10 points originaux avec la droite de régression obtenue par la méthode 
des moin<lres carrés. La pente de la droite est b = 2,6269. 
Considérons d'abord le cas où le point PlO est clairement aberrant en ordonnée, en 
considérant les nouveaux points P j(6) = (7,1; 68,8) et P j(6 /) = (7,1; -31,2), soit le 
point PlO auquel on a ajouté et soustrait 50 à YlO. Les points Pj(6) et Pj(b 1) s'écartent 
considérablement de la tendance linéaire du reste des points, comme on peut le voir sur 
les graphiques (u) el (1)) <le la figure 1.2. Les estimés <le (J pour chaque graphique sont 
donnés respectivement par bl = 4,7662 et bll = 0,4872. Les points Pj(b) et P j(61) attirent 
la droite de façon importante. Ils ont une grande influence sur la c!roite par rapport 
aux autres points. Cela force la droite à faire un mauvais compromis entre la valeur 
aberrante et les autres points, dans la mesure où la droite passe par une région dans 
laquelle ne se trouve presque aucun point. La méthode n'est clairement pas robuste. 
Notons que nous n'abordons pas les techniques permettant de déterminer à quel moment 
une donnée est considérée aberrante. Pour qu'une méthode d'estimation soit dite ro­
buste, on s'attend à ce que l'influence du point PlO sur la pente (J soit limitée, ou mieux, 
9 
12 
0 ~ ~ 
~ 
'1 
0
.,g 
0 
N 0 
';' 
e 
.
0
. , 
(a) (b) 
Figure 1.2 Estimé des moindres carrés de la pente du modèle Yi = (3 X t + éi (a) lorsque 
le point p~~) = (7,1; 68,8), (b) lorsque le point Pl(~/) = (7,1; -31,2). Le symbole A 
représente le point PlO dont la coordonnée Y a été modifiée. 
qu'elle s'estompe à mesure que le point s'éloigne du reste de l'ensemble de points. Ce 
n'est pas le cas pour la méthode d'estimation des moindres carrés, comme on peut le voir 
dans la figure 1.3. En effet, plus la valeur de YIO augmente, plus la valeur de b augmente 
et vice-versa. Le comportement de b peut s'expliquer par le fait que, de l'équation (1.6), 
on peut exprimer b comme une fonction linéaire en YlO, c'est-à-dire b = Cl + C2YIO où 
et C2 = 10,.2'
Li=l :l'i 
En effet, de l'équation (1.6), pour n = 10, on a 
= 1,822374 + 0,0427943ylO' 
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Figure 1.3 Comportement de l'estimé b pour différentes valeurs de la coordonnée YIO. 
La valeur de C2 = 0,0427943 correspond exactement à la pente de la droite de la fi­
gure 1.3. 
Considérons maintenant le cas où le point PlO est clairement aberrant en abscisse, c'est­
à-dire le point PlO dont on a ajouté et enlevé 50 à la coordonnée .T 10 Les graphiques 
(a) ct (h) dc la figure 14 nous indiquent claircmcnt quc les points P j(6[[) = (57,1; 18,8) 
et P j(6 V) = (-42,0; 18,8) influencent ln, trajectoiw (10. la droite en l'attimnt R, meSllrc 
CJu'ils s'f]oignent. des autrcs points. Les estimfs dc (3 sont donnés respectivcmcnt par 
b[[r = 0,4075 et brv = -0,2578. Encore une fois, la droite se compromet en passant par 
une région dans laquelle ne se trouve presque aucun point. D'ailleurs, sur le graphique 
(b) de la figure lA, on constate que la droite passe sous tous les points (elle y est forcée 
puisqu'elle doit passer par l'origine), ce qui s'avère un comportement peu souhaitable si 
on désire modéliser l'ensemble des points. Le fai t que les estimés b[[ r et brv soient près 
de 0 est illustré par la figure 1.5. Celle-ci nous indique que lorsque l'abscisse du point 
PlO tend vers plus ou moins l'infini, la pente de la droite de régression converge vers 
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Figure 1.4 Estimé des moindres carrés de la pente du modèle Yi = (3 Xi +Ej (a) lorsque 
le point Pj(b/l) = (57,1 ; 18,8), (b) lorsque le point Pj(b V ) = (-42,9; 18,8). Le symbole Â 
représente le point PlO dont la coordonnée Y a été modifiée. 
O. En considérant l'équation (1.6), le comportement de l'estimé b peut s'expliquer de la 
façon suivante: 
= O. 
On remarque que lorsque XlO est. t.rès gmnd, b ~ 1LlQ. Dans ce cas, c'est le point PlO = 
XIQ 
(XlO; YlO) qui d~t.ient. prat.iquement. tout. le poids sur la droit.e ancrée à l'origine. On 
constate que la méthode d'estimation des moindres carrés n'est pas robuste en présence 
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Figure 1.5 Comportement cie l'estimé b pour différentes valeurs de la coordonnée Xl0. 
d'une valeur aberrante en x. 
Des hypothèses additionnelles sur les erreurs Ci sont généralement posées dans un modèle 
de régression linéaire. Les erreurs ci sont réputées être des variables aléatoires identi­
quement et indépendamment distrihuées partageant le même paramètre d'échelle (J. On 
écrira ~ i.i.cl F, pour une distribution quelconque F. Si par exemple F est une N(O, 1), 
cda wvient. h clire que Ct i.i.d N(O, (J2). Notons que (J2 reprr-sente diws ce criS part.iculier 
la variance et. on a none homoscéd::tsticit,é. Généra1cment, le paramèt.re (J2 est inconnu 
et doit être Jui aussi estimé à partir de J'échantillon. Son estimé est nécessaire pour faire 
de l'inférence statistique sur le paramètre {J. Nous utiliserons pour ce faire la méthode 
du maximum de vraisemblance, qui est une technique d'estimation qui permet d'esti­
mer à la fois Jes paramètres {J et (J2 Lorsque F est une N(O, 1), on peut montrer que 
les méthodes des moindres carrés et du maximum de vraisemblance donnent le même 
estimé b. Pour Je paramètre (J2, la méthode du maximum de vraisemblance donne 
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Cependant, on utilisera généralement l'estimateur sans biais de (12 suivant: 
,2 1 Ln ( )2(1 = -- Yi - bXi .
n-1 
i=l 
Comme (12 ne représente généralement pas la variance des erreurs fi, mais plutôt le 
carré du paramètre d'échelle, nous travaillerons avec le paramètre (l, estimé par 
Dans ce mémoire, nous n011S int.éresserons aussi ft la robust.esse de êJ. Les graphiques 
(a) et. (b) de 1ft figure 1.ô illust.rent. le comport.ement. de J'est.imé êJ lorsque le point 
PlO tend vers plus ou moins l'infini en ordonnée et en abscisse, respectivement. Cela 
nous permet d'avoir une idée de l'influence du point aberrant. sur êJ. Le graphique (a) 
démontre clairement que êJ n'est pas un estimateur robuste à une valeur aberrante en y. 
En effet, plus le point PlO s'éloigne vers plus ou moins l'infini, plus l'estimé êJ augmente. 
Rappelons que le paramètre (1 est une mesure de dispersion des erreurs, c'est-à-dire de 
la distance verticale entre les points et la droite. On voit alors que le graphique (a) de 
la figure 1.6 est cohérent avec le graphique (a) de la figure 1.2 et la figure 1.3. Pour Je 
graphique (b), à mesure que le point PlO tend vers plus ou moins l'infini, l'influence qu'il 
exerce sur l'estimateur de (1 se stabilise. Cela s'explique par l'estimé de la pente de la 
droite qui converge vers 0 (voir figure 1.5). L'influence de la valeur aberrante est donc 
limitée. Cela indique généralement une certaine robustesse. Cependant, l'estimateur de 
(J converge vers une valeur donnée par êJ = 9,1557, qui n'apparaît pas appropriée pour 
le jeu de données du tableau 1.1. Eu effet, la valeur de (j lorsque le point PlO est retiré 
est êJ* = 2,2802, q11i est. nett.ement. inférieur à. 9,1 557. On con<:\11t. 'Ille l'est.iIIlat.(~ur llll 
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Figure 1.6 Comportement de l'estimé If associé aux moindres carrés (a) pour différentes 
valeurs de la coordonnées YlO, (b) pour différentes valeurs de la coordonnée XlO. 
paramètre d'échelle n'est pas robuste à une valeur aberrante en x, même si l'influence 
de la valeur aberrante est limitée. 
1.3 Estimateurs-M 
L'équation (1.5) peut être généralisée dans le but d'accl'üître la robustesse de l'estima­
teur b lorsqu'une ou plusieurs valeurs extrêmes se retrouvent dans l'échantillon. Hu­
beI' (1964) a introduit la classe d'estimateurs-M en propos<tnt l'idée suivante. Dans 
l'équation (1.5), HubeI' a remplacé Et par une fonction des erreurs Ei et de (J, notée 
p (~ ), pour i = 1, ... , n. La fonction pC), appelée fonction objectif, est choisie de façon 
à être symétrique (p( -u) = p(u)) et à avoir un unique minimum en O. 
Pour le modèle défini à l'équation (1. 2), on su ppose que 'ci, pour i = 1, ... 1 n: sont des 
variables aléatoires indépendantes de même loi, notée F. Précisons qu'on ne pose pas 
d'hypothèse quant à la nature de la loi F. Le paramètre (J joue le rôle de paramètre 
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d'échelle. 
L'estimateur-M de !J est défini de la façon suivante: 
Définition 1. Soit un modèle de régression linéaire simple défini par l'équation 
Yi = !JXi + éi, où ';i i.i.d. selon une loi quelconque, pour i = 1, ... , n. Alors b est un 
estimateur-M de !J, si b minimise 
Xt p(~.) = t P(Yi -a!J (1. 7)'). 
1.=1 ,=1 
Si on suppose que p est une fonction continue et dérivable en tout point, alors il s'avère 
souvent plus facile de chercher l'estimateur b qui est solution en !J de 
t?/J (Yi -(J!JXi) Xi = 0, (1.8) 
t=1 
où 'rf;(u) = d~p(e)IIi='" 
L'estimateur des moindres carrés est un cas particulier de l'estimateur-yI en posant 
p(u) = u2 Notons que dans ce cas particulier, le paramètre a n'intervient pas dans le 
calcul de b. En effet, j'estimateur des moindres carrés de !J est la valeur qui minimise 
tp(:)=t(~)2 
i=1 i=1 
= a
1 
2 L
n ê; 
i=1 
Tl 
On voit par la dernière ligne, que la minimisation en /3 ne dépend pas de a. 
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1.3.1 Méthode itérative 
Dans son ouvrage, HubeI' (1981) présente quelques méthodes permettant d'estimer (3 et 
a, pour toute fonction objectif pC). Il s'agit des méthodes itératives de Newton, de HubeI' 
et des moindres carrés repondérés (reweighted least squares). Ces méthodes se simplifient 
dans certains cas particuliers, par exemple lorsque l'estimateur de {3 ne requiert pas la 
connaissance du paramètre a. Ces méthodes consistent à estimer {3 et a à tour de rôle à 
partir d'une estimation préalable de {3. Pour la simplicité de ses calculs mathématiques et 
son efficacité dans la compilation informatique, nous présentons uniquement la méthode 
itérative des moindres carrés repondérés. Pour les méthodes de Newton et HubeI', voir 
Dutter (1977), HubeI' (1981), Hoaglin et al. (1983) et Hoaglin et al. (1985). 
Méthode itérative des moindres carrés repondéTés. L'intérêt de cette méthode est de 
pouvoir utiliser les techniques de calculs bien connues de la méthode des moindres carrés. 
Définissons d'abord la fonction dc poids w( u) par w(u) = 1/J~'). Le procédé itératif associe 
à chaque itération, et cc pour chaque point de rensernblc, un poids calculé à partir de 
la fonction de poids w(u). Ainsi, la mfthode consiste Ft choisir d'abord un estimf initial 
pour (J, que l'on note b(O). La nature de ce b(O) dépend de l'est.imatellf-M employé. Par 
la suite, on applique le procédé itératif de telle sorte qu'à l'itération k + l, à partir de 
b(k) connu, on estime 
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e(k) = y. _ b(k) X 
t 1. • 11 
â(k) = _1_ med· [Ie(k) _ med· [e(k)] 1] (1.9)0,6745 " J J ' 
(k)] 1j;~(k) _ (e;k)) [ (UO)wi - W â(k) e~k) ) 
â(k)( 
où medj (hj ) = médiane(h 1 , ... , hn ), pour une fonction quelconque h et où wt) est une 
pondération qui doit être estimée à chaque itération. Notons que la valeur du paramètre 
d'échelle a n'a de sens que si elle est associée à une distribution F spécifiée. Rappelons 
que ~ i.i.d F. Par exemple, pour un même jeu de données, un paramètre a associé 
à une distribution F qui est N(O, 100) sera dix fois plus petit qu'un a associé à une 
N(O, 1). Il peut sembler étonnant que l'estimation de a donnée par l'équation (1.9) ne 
soit associée à aucune distribution F spécifiée. En fait, l'équation (1.9) est du même 
ordre que l'écart-type, en plus rohuste. Cela signifie qu'implicitement, la distribution F 
associée est supposée avoir une dispersion semblable à la N(O, 1), même si elle n'est pas 
spfcififc. 
1.3.2 Exemples d'estimateurs-M 
Nous allons décrire dans cette section quelques estimateurs-NI souvent mentionnés dans 
les ouvrages sur la robustesse de l'estimation des paramètres de la régression. Il 's'agit 
des estimateurs des moindres valeurs absolues, de Buber, d'Andrews et de Tukey. Pour 
chaque estimateur, nous utiliserons les données introduites à la section 1.2 afin d'analyser 
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Figure 1.7 (a) Fonction objectif et (b) fonction 1/J reliées à la méthode itérative des 
moindres carrés repondérés pour l'estimateur des moindres carrés. 
son comportement en présence d'une valeur extrême. Il est important de choisir une 
valeur initiale de l'estimateur qui est adéquate pour s'assurer que le processus itératif 
converge et afin de diminuer le nombre d'itérations nécessaire. 
Estimateur des moindres carrés 
Comme nous l'avons vu au début de la section 1.3, l'estimateur de /3 obtenu par la 
technique des moindres carrés est un estimateur-M. Nous avons aussi vu que le calcul 
de b ne requiert pas la connaissance du paramètre d'échelle (J. La fonction objectif est 
donnée par p (u) = u2 alors que 1/J(ll) = 2u et w(u) = 2. On peut observer graphiquement 
ces fonctions sur les figures 1.7 (a) et (b) et 1.8, respectivement. Le processus itératif 
des moindres carrés repondérés converge en une itération car il accorde à chaque point 
d l' bl 'd d (k) - (~) - 2 ., 1 b(k+l) I:~-l x, y,e ensem e, un pOl s e W i - W â(k) - , ce q\ll rcSll tr. en - I:~=l xf ' 
pour tout k. Le comportement de cet estimateur a déjà ét.r. étudié. 
19 
0.0 0.2 0.4 06 0.8 10 
Figure 1.8 Fonction de poids rdiée à la méthock itérative des moindres c,arrés rt")­
pondérés pour l'estimateur des moindres carrés. 
Estimateur des moindres valeurs absolues 
La méthode d'estimation des moindres valeurs absolues (aussi appelée méthode Ld a 
été développée vers le milieu des années 1700 par Roger Joseph Boscovich (voir Birkes et 
Dodge, 1993). Toutefois, la difficulté reliée aux calculs d'estimation en a fait une méthode 
peu populaire qui a rapidement perdu de son attrait lorsque la méthode des MC a vu 
le jour. Ce n'est que beaucoup plus tard que Francis Ysidro Edgeworth, reprenant les 
travaux de Boscovich, a constaté qu'il s'agissait d'une technique d'estimation pouvant 
atténuer le problème du trop grand poids attribué aux grandes valeurs résiduelles par la 
méthode des moindres carrés (voir Rousseeuw et Leroy 2003). La méthode L j consiste 
à trouvp,r la valeur b qui minimise en 13 la fonction suivante: 
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La fonction objectif est (1 (11,) = 111,1, alors que la fonction1/; est donnée par 
+1, si 11, > 0; 
1/; (11,) = sgn(11,) = 0, si 11. = 0; 
-1, si11,<O. 
Bien que la dérivée de la fonction objectif n'est pas définie en 11, = 0, on admet tout. de 
même que 1/;(0) = 0, soit le point milieu entre 1/;(0-) et 1/;(0+). On voit que w(11,) = I~I 
si 11, i- 0 avec limu~o w(11,) = 00. Tout comme dans Je cas de la méthode des moindres 
carrés, l'estimation du paramètre f3 ne requiert pas la connaissance du paramètre u. Le 
poids de l'équation (110) associé à l'estimateur LI, tel que proposé par Hoaglin et al. 
(1983), est donné par 
(k))(Ic) ei 
w i = W ( Ô"(k) 
. le;kll . (k) _ (Ic)'A . 
SI â(k) > 0, avec I1mle;kll~o w i - 00. On a a qUI est constant par rapport à i 
et s'annulera dans le calcul de 1/k+I) Les figures 19 (a) et (b) et 110 illustrent les 
fonctions p, '1/) et 11J, respectivement. Afin d'étuùier l'effet ù 'une valeur aberrante sur 
l'estimateur LI, nous allons à nouveau considérer Ic;s données du t.ableau Il, avec le 
point PlO Ruqm:l on a ajouté et. retranché 50 à son oroonnée puis à son abscisse. Hoaglin 
et al. (1985) proposent d'utiliser comme valeur initiale b(O), l'estimé des IVIC obtenu de 
l'équation (16), soit b(O) = 1;~~lx~r. 
Nous supposons maintenant que le procédé itératif a convergé pour un niveau de précision 
donné à l'itération k. Dans le but d'alléger la notation, ei, Ô" et Wi sans l'indice k in­
diquent les valeurs lorsque le processus itératif a convergé. Les graphiques (a) et (b) de 
la figure 1.11 illustrent les cas où les point pi~) = (7,1 ; 68,8) et pi~ l) = (7,1 ; -31,2), 
respectivement, sont aberrants en ordonnée. Les estimés de f3 sont donnés respective­
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Figure 1.9 (a) Fonction objectif et (b) fonction 1/J reliées à la méthode itérative des 
moindres carrés repondérés pour l'estimateur des moindres valeurs absolues. 
ment par br = 2,7436 et brr = 2,3860. Dans les deux cas, on remarque que la droite 
ne subit que très peu l'influence du point extrême. L'estimé de la pente s'éloigne peu 
de la valeur de bLI = 2,3859 qui correspond à l'estimé LI de /3 lorsque le point PlO est 
retiré des données. La méthode itérative des moindres carrés repondérés donne prati ­
quement tout le poids au point P7 (ou Pg ) lorsque l'ordonnée YlO tend vers plus (ou 
moins) l'infini, respectivement. En effet, on observe que 'UJ7 = 1;1 (ou 'UJg = I~I) est 
très grand par rapport aux autres poids. Ulle particularité de la méthode LI est qu'elle 
produit un estimé b qui passe t.OlljOllfS par au moins un point de J'ensemble de données 
lorsque le modèle 1.2 est considéré (voir Birkes et Dodge, 1993). Puisque la droite doit 
passer par l'origine, on remarque que les estimés br et brr sont déterminés uniquement 
par les points P7 et Pg respectivement. En effet, br = ~~=~ = 13~97 = 2,7436 alors que 
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Figure 1.10 Fonr.tion dr. poids rP.iiée à lé\. méthodr. itémtiw dcs moindres cmrés rc­
pondérés pour l'estimateur des moindres valeurs absolues. 
6b" = ;:=g = It7 = 2,3860. Ce qui est équivalent à 
'1\' 10 
L..i=1 Xi Yi Wib, = lim 
'1\'10 2IW 71--->oo L..i=1 Xi W,. 
X7Y7 W 7 
- 2 
X 7W 7 
Y7 
X7 
et 
bfl = lim 
Iwgl--->oo 
yg 
Xg 
Le point PlO a une illfiuence importante sur l'estimation de {3 lorsque 'VIO se retrouve 
dans l'intervalle [16,95; 19,45]. Dans cet intervalle, la droite passe exactement par le 
point PlO' À mesure que le point PlO augmente entre 16,95 et 19,45, la pente de la 
droite progresse. On perçoit exactement cette situation sur la figure 1.13. La méthode 
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Figure 1.11 Estim0 des moindres vakurs absol \les de la pente du mod8lc 'Yi = (J xi + Ei 
(a) lorsque le point Pj(b) = (7,1; 68,8), (b) lorsque le point Pj(b l ) = (7,1; -31,2). Le 
symbole. représente le point PlO dont la coordonnée y a été modifiée. 
réagit de façon robuste à une valeur aberrante en y. Par contre, on s'attend à ce que le 
poids accordé à un point par une méthode d'estimation performante soit plus élevé si ce 
point est non aberrant que s'il est aberrant. À la figure 1.12, on considère le point Pl(~) 
= (7,1; 19,5), qui n'est pas une donnée aberrante par rapport aux neuf autres points 
Pi. Toutefois, le modèle n'y accorde pas plus de poids qu'il ne le faisait pour le point 
Pj(b) = (7,1; 68,8) du graphique (a) de la figure 1.11. En effet, l'estimé de (J est le même 
dans les deux cas, bv = b l = 2,7436. Le modèle de régression L j est robuste aux valeurs 
aberrantes en ordonnée, mais manque de finesse lorsqu'il n'y a pas de points aberrants. 
Le cas où le point PlO est aberrant en abscisse est représenté par les graphiques (a) 
ct (b) de la figure 1.14. La pellte de la droite pour chaque graphique est estimée à 
b If = 0,3293 et DIV = -0,4382 rcspcct,ivement.. Puisque k modèk force la droite il, 
passer par] 'origillf\ on observe que ks estimés Off 1 et blv sont déterminés uniquement 
par les points Pj(b lf ) = (57,1; 18,8) et Pj(b V ) = (-42,9; 18,8) respectivement. Rappelons 
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Figure 1.12 Estimé des moindres valeurs absolues de la pente du modèle Yi = (J Xi + 
€i lorsque le point pi~) = (7,1; 19,5). Le symbole. représente le point PlO dont la 
coordonnée y a été modifiée. 
que les erreurs représentent la distance verticale entre un point et la droite. On voit que 
si la droite passait autour des neuf autres points, l'erreur générée par la valeur aberrante 
serait gigantesque. Puisqu'on désire minimiser la somme des valeurs absolues des erreurs, 
on préférera rejeter ces neuf points et passer par le point P1(6 11 ). Cela explique que la 
méthode L 1 ne produit pas un estimé 6 robuste à une valeur aberrante en x. 
La figure 1.15 illustre le comportement de l'estimateur <.le {J. Lorsque Xl0 tend vers plus 
ou moins l'infini, la valeur de l'estimé b ten<.l vers zéro. Lorsque 1.1:10 1 sera suffisamment 
grand, l'estimateur de {3 sera da8rminé uniqucmcnt pé'l.r Je point (XIO; 18,8) et l'origine. 
La Voleur de l'est.imé sera alors 
6 = lim 18,8 - 0 = O. 
IX10I->oo X10 - 0 
Lorsque la valeur X10 se déplace dé'l.ns la région des neuf autres points, la droite sant.em 
d'un point à l'autre, ce qui explique les sauts de la figure (1.15). 
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Figure 1.13 Comportement de l'estimé b pour différentes valeurs de la coordonnée YlO. 
Nous nous intéressons maintenant au comportement de l'estimateur de (J de l'équa­
tion (1.9) face à un point aberrant en ordonnée et en abscisse. L'estimé de (J, lorsque 
le point PlO est supprimé de l'ensemble, est donné par êJL 1 = 3,5036. Le graphique (a) 
de la figure 1.16 illustre le comportement de êJ. Lorsque le point PlO tend vers plus 
ou moins l'infini en ordonnée, l'estimé de (J devient constant. Cela s'explique par le 
fait que l'estimé de fi devient lui aussi constant lorsque le point PlU tend vers plus ou 
moins l'infini (voir figure; 1.13) et par la [(~Sistall(e; qu'offre la médiane par rapport. ~t 
des valeurs t.rop éloignées dans le ealcul de êJ. Lorsque l'ordonnée YJO tend vers plus 
ou moins l'infini, l'estimé de (J est égal à 3,3872 ou 3,4737, respectivement. L'estimé 
sous-estime quelque peu êJL 1 L'estimateur êJ est robuste à une valeur aberrante en y,• 
mais tout comme pour l'estimateur de (J, il manque de finesse. 
Sur la figure 1.16 (b), lorsque le point PlO tend vers plus ou moins l'infini en abscisse, on 
observe que l'estimé de (J excède la valeur de êJL 1 = 3,5036. On peut en déduire sur les 
figures 1.14 (a) et (b) que l'amplitude de la plupart des résidus est plus importante que 
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Figure 1.14 Estimé des moinores valeurs absolues oc la pente du modple Yi = /3 Xi + Ci 
(a) lorsque le point P1(b ll ) = (57,7; 18,8), (b) lorsque le point P1(b V ) = (-42,9; 18,8). Le 
symbole ... représente le point PlO dont la coordonnée y a été modifiée. 
lorsque le point PlO est retiré de l'échantillon (lh l ). L'estimation qui en résulte ne reflète 
pas l'allure de nos données. Le point aberrant, en exerçant une influence considérable 
sur la pente de la droite, affecte également l'estimation de (J. L'estimateur êJ n'est pas 
robuste à une valeur aberrante en x. 
Estimateur de Huber 
L'estimateur de Buber a comme fonction objectif 
si lui S; m; 
(1.11)p lu) ~ ( 
2m lui - m 2 , si lui> m. 
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Figure 1.15 Comportement de l'estimé b pour différentes valeurs de la coordonnée .rlO. 
La dérivée de p( u) donne la fonction 'I/J(u) 
2u, si lui:::; m; 
(1.12) 
2msgn(u), si lui> m. 
où m est une constante. Enfin, la fonction w(u) est donnée par 
2, si lui:::; m; 
111(71.) = 
2m 
si lui> m.TUT' 
L'estimateur-M de Buber est un hybride entre l'estimateur des moindres carrés et l'esti ­
mateur des moindres valeurs absolues. Bu ber a considéré que l'estimateur des moindres 
carrés performe très bien lorsqu'il n'y a pas de valeurs aberrantes alors que l'estimateur 
des moindres valeurs absolues est très peu influencé par des valeurs y~ aberrantes. La 
fonction objectif d'un estimateur-M de Buber est donc quadratique en son centre et est 
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Figure 1.16 Comportement de l'estimé (j associé aux moindres valeurs absolues (a) 
pour différentes valeurs de la coordonnée YlO, (b) pour différentes valeurs de la coor­
donnée XlO. 
linéaire dans les extrêmes. Nous allons maintenant analyser le comportement. des estima­
teurs de (3 et (J en présence d'une valeur aberrante dans l'échantillon. Tel que suggérés 
par Birkes et Dodge (1993), nous avons fixé la constante à m = 1,5. Rappelons que ~ 
i.i.d F, où F est non spécifiée Toutefois, il est implicite que F a une dispersion sem­
blable à une N(O,l). On sait que Pr[-1,5 < Z < 1,5] = 0,866 et que Pr[IZI > 1,5] = 0,134 
si Z N(O,l). Par ce choix arbitraire de m = 1,5, la majorité des résidus seront traitésrv 
selon les moindres carrés et llne plus petite proportion, tout de même non négligeable 
de résidus à plus grande amplitude, sera traitée selon les moindres valeurs absolues. Les 
graphiques des fonctions p(u), 'I./J(u) et w(u) sont illustrés sur les figures 1.17 (a), 1.17 
(b) et 1.18, respectivement, pour m = l,S. On â, utilisé l'estimatcur dcs MC Lommc va­
leur initiale b(O). Les poids w;k) du processus d'itération des moindres Larrés repondérés 
sont donnr-s par 
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Figure 1.17 (a) Fonction objectif et (b) fonction 1j; reliées à la méthode itérative des 
moindres carrés repondérés pour J'estimateur de Huber avec 171 = 1,5. 
2, 
(1.13) 
. le~k) 1 
S1 ô-(k) > m. 
Le cas où le point PlO est clairement aberrant en ordonnée est présenté sur les figures 1.19 
(a) et (b). Les estimés de la pente sont br = 2,9274 et brr = 2,2555 respectivement, en 
fixant. 171 = 1,~. Ces valeurs sont. peu f-Ioignép.s de bH = 2,6178, l'est.imf- Huber de /3 
lorsque le point PlO est. rdirf- de J'ensemble oe oonnées. LF\, valeur abermnte F\, oonc une 
faible influence sur J'estimation de (3. Lorsque le point PlO est aberrant, l'estimateur 
de Huber se comporte, à une constante additive près, comme J'estimateur des moindres 
carrés calculé sur les points p], ... ,Pg, puisque max{lell, ... ,legl} < 171<7. SeullelOl > 
171 <7 a un poids WlO qui est inférieur à 2, et qui est d'autant plus petit que elO est grand, 
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Figure 1.18 Fonct.ion de poids n;li~c: à la mNhock ithativC' ries moinrires carr~s re­
pondérés pour J'estimateur de Huber avec m = 1,5. 
puisque la droite passe dans la région des neuf points. On peut montrer que 
2m êJr 
lim WlO = lim -- = 0, 
IVIOI-+oo IVIOI-+oo lelO 1 
où êJr est l'estimé du paramètre (]" lorsque 7110 tend vers l'infini (nous verrons plus loin 
dans cette section que cet estimé converge lorsque Y10 tend vers l'infini). L'estimateur 
de Huber, lorsque la coordonnée )/10 tend vers plus l'infini, est alors Calculé de li:!. fa~ol\ 
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Figure 1.19 Estimé de HubeI' de la pente du modèle 1h = (3.Ti -1- éi (a) lorsque le point 
Pl(~) = (7,1; 68,8), (b) lorsque le point Pl(~') = (7,1 ; -31,2). Le symbole. représente le 
point PlO dont la coordonnée y a été modifiée, 
suivante: 
,\,10 
L-i=1 Xi Yi Wi &, = lim Yl0~OO I:J~I xf Wi 
= lim [I:;=I.Ti1/i2 XlOYIOWlO]
,\,9 2 -1- ,\,9 2Y10~OO L-i=1 Xi 2 L-i=1 xi 2 
604,7 XIO 
= -3- -1- 9 2 lim YIO'WIO 
2' 1 2 I:'i=1 xi YlO~OO 
= 26178 -1- XI0 lim 
, 2 L:T= 1 xf Y10~OO 
XI0 , 
= &MC -1- 9 2 2ma , 
2 I:i=l xi 
où &MC est l'estimé de /3 des moindres carrés obtenu à la section 1.2 lorsque le point PlO 
est retiré de J'ensemble de données. Notons que &MC = &H· Ainsi, &1 = &MC -1- 0,3096 = 
2,9274. De façon similaire, lorsque YlO tend vers moins l'infini, on obtient 
XlO 2'&Il = &MC - 9 2 mali, 
2 L:i=1 xi 
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Figure 1.20 Comportement de l'estimé b de HubeI' pour (a) différentes valeurs de la 
coordonnée YlO (b) différentes valeurs de la coordonnée XlO. 
olt ûrr est l'estimé du paramètre a lorsque Y10 tend vers moins l'infini. Donc, brr = 
bivle - 0,3623 = 2,2555. Lorsque YlO E (10,2; 25,8), correspondant au segment de droite 
dont la pente est non nulle sur la figure 1.20 (a), aucune valeur résiduelle n'est plus 
grande que la constante m = 1,5. Chaque point se voit alors attribuer le même poids 
et l'estimateur de Buber est en fait l'estimateur des MC appliqué sur les dix püints. 
L'(-~stirnateur de HubeI' est robuste en présencc d'une vakm aberrante en Ot'ClüIlllèc, 
mais comme l'est.imat.eur des moindres valeurs absolues, il mi'LnCjue de finesse. On voit. 
sur la figure 1.20 (a) que l'est.imateur de Buber, qui surestime bH , est égal à 2,9274 peut 
importe que l'ordonnée du point PlO soit égale à 30 ou à 100 000, par exemple. 
Considérons maintenant le cas olt le point PlO est clairement aberrant en abscisse. Sur 
les graphiques (a) et (b) de la figure 1.21, on observe les droites dont les pentes sont 
estimées à brr 1 = 0,3859 et blv = -0,3231 respectivement. On remarque très bien sur ces 
graphiques que les points Pj(b rr ) = (57,1; 18,8) et P1(6 V ) = (-42,9; 18,8) respectivement., 
ont une emprise importante sur la droite de telle sorte que celle-ci dévie de la tendance 
•• 
• 
• 
•• 
• 
• 
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Figure 1.21 Estimé de HubeI' de la pente du modèle Yi = {3 Xi + éi (a) lorsque le 
. (f l!) ( ) ( ) . (l V) ( )pOint PlO = 57,7; 18,8, b lorsque le pomt PJO = -42,9; 18,8 . Le symbole. 
rr.pr~sente k~ point PlO ciont la coordonn~e y a ~té modifi~c. 
linpaire des 9 autres points en empmntant une trajectoire cians la(]uelle ne sp trouve 
presque aucun point. On observe sur la figure 1.20 (b) que plus l'abscisse du point 
PlO tend vers plus ou moins l'infini, plus la pente de la droite tend vers O. Les résidus 
étant la distance verticale ent.re les point.s et la droit.e, cet.te dernière aura t.endance à se 
rapprocher de PlO pour évit.er d'énormes résidus. Lorsque la convergence est. at.t.einte, 
disons à l'itération k, pour les dix points de l'ensemble, I~I est soit plus petit que 
m = 1,5, soit juste un peu plus grand de telle sorte que les poids Wi sont à peu près les 
mêmes pour les dix point.s, soit de 2 où légèrement supérieurs. L'estimat.eur de HubeI' se 
comporte donc à peu près comme l'estimateur des MC. La mét.hode n'est pas robuste 
à une valeur aberrant.e en x. On notera que pour cert.aines valeurs de XlO, on a observé 
que l'estimé b oscille ent.re deux valeurs. Par exemple, lorsqu'on considère x]O = -29,3, 
on obtient les valeurs -0,4199 et. -0,4335. Hoaglin et al. (1985) ment.ionnent qu'il est. 
j)ossiblc que l'équation (1.8) avec la fonction 7./) de HubeI' donne plus d'une solutions. 
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Figure 1.22 L'estimé de b en fonction du nombre d'itérations effectuées avec la méthode 
des moindres carrés repondérés, lorsque XIO = -29,3. 
La figure 1.22 illustre le comportement de l'estimé b en fonction du nombre d'itérations 
pour XJO = -29,3. 
On étudie maintenant le comportement de l'estimateur de a en présence d'une valeur 
aberrante. Lorsque PlQ est ahenant en ordonnée, l'influence qu'il détient sur j'estimation 
de (J est limitée. En efl"ct, on observe sur le graphique (a.) ùe la. figure 1.23 que lorsque 
le point PlO tend vers plus 011 moins l'infini, l'cstirnf ck a cesse ciP. croître ct devient, 
constant R 3,3586 011 3,9281 respectivement.. Il s'agit de valems qui surr,stimp-nt. êJH = 
3,2051, soit l'estimé de a calculé en omettant le point PlO' Le comportement de êJ, lorsque 
YIO tend vers plus ou moins l'infini, s'explique de façon similaire au comportement de 
êJ relié à l'estimateur LI de 13 vu à la section précédente. Il s'agit donc d'un estimateur 
robuste à une valeur aberrante en y, mais qui manque de finesse en produisant la méme 
valeur de êJ pour un point dont l'ordonnée vaut 30 que pour un point dont XlO = 100 000, 
par exemple. 
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Figure 1.23 Comportement de J'estimé [; associé à Huber (a) pour différentes valeurs 
de la coordonnées YlO, (b) pour différentes valeurs de la coordonnée Xl0· 
Le graphique (b) de la figure 1.23 illustre le comportement de [; lorsque le point PlO 
est aberrant en abscisse. On peut y voir que [; converge vers la valeur 5,5598 lorsque 
X]O tend vers plus ou moins l'infini. Cependant, comme pour l'estimé du paramètre 
d'échelle associé à l'estimateur L] de {3, les graphiques (a) et (h) de la figure 1.21 
indiquent que la majorité des résidus ont des valeurs plus grandes que ô- H. Ces grands 
r6sidus sont à l'originp- de la surèvaluation du paralll~~tn~ d'6chd1e. Le poillt. aberrant. 
PlO, on influençant j'estimateur b do Huber affecte l'estimation de a, qui s'av~re non 
robuste par rapport à une valeur aberrante en x. 
Estimateur d'Andrews 
L'c~st.imatenr d'Andrews, allssi appelé Andrew's waves ou estimateur sinus, a pour fonc­
tion objectif 
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Figure 1.24 (a) Fonction objectif et (b) fonction 7j; reliées à la méthode itérative des 
moindres carrés repondérés pour l'estimateur d'Andrews avec constante A = 2,1. 
A 2 [1 - cos (~O], sil li 1 :::; 7f A ; 
p (u) = 
Sa fonction 7j), est donnée par 
A sin ("*), si lui :::; 7f A ; 
7j;(u) = 
0, si lui> nA. 
Les fonctions p(u) et 7j;(u) sont illustrées sur les figures 1.24 (a) et 1.24 (b), respecti­
vement, pour A = 2,1. L'estimateur d'Andrews appartient à la classe d'estimateurs-M 
redescendants (redescending M-estimators, c'est-à-dire 7j;( u) = 0 pour un certain nombre 
positif t tel que lui> t, voir Hampel et al. (1986), Lawrence et Arthur (1990)). Pour 
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Figure 1.25 Fonction d~ poids rdié<: à la méthode itérative cks moinclr8s carrés r<:­
pondérés pour J'estimateur d'Andrews avec constante A = 2,1. 
cette c:lasse d'estimateurs, Hoalgin et al. (1985) suggèrent de choisir une valeur initiale 
de f3 en procédant de la façon suivante. Tout d'abord, on choisit un estimateur-M dont 
la fonction ?jJ est monotone, comme l'estimateur LI, On utilise le processus d'itération 
jusqu'à ce qu'on ait atteint une précision suffisante pour calculer l'estimé des moindres 
valeurs absolues. Enfin, pour calculer l'estimateur d'Andrews, on utilise comme valeur 
initiale bo, l'estimé obtenu à l'étape d'avant. Plusieurs valeurs de A ont été proposées 
par différents auteurs (voir Hoalgin et al., 1983). Entre autres, Hogg utilise des valeurs 
de A égales à 1,5 et 2, Gross suggère de prendre A = 1,8 ou A = 2,4, alors que An­
drews et al. (1972) proposent de prendre A = 2,1. De façon arbitraire, nous avons choisi 
A = 2,1. Le processus itératif des moindres carrés repondérés accorde à chaque point le 
poids suivant: 
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(k) si 1 ;~:~ S Ir A ; 1 
e, (1.14) 
(k) 10, si ;è,,) > Ir A. 
1 
La figure 1.25 présente la fonction de poids w(u) avec A = 2,1. 
On considère d'abord le cas où le point PlO est clairement aberrant en ordonnée en 
utilisant les points Pl(~) = (7,1 ;68,8) et Pj(~f) = (7,1 ;-31,2). Les graphiques (a) et (b) 
de la figure 1.26 illustrent que la droite suit la tendance linéaire des points Pi pour 
i = l, ... ,9. Les estimés pour les 2 graphiques sont bl = 2,6171 et b/l = 2,6169 respecti­
vement. La droite ne se laisse pas influencer par les points p~~) et Pj(6 J) respectivement, 
compte tenu du fait que l'estimateur d'Andrews, lorsque le point PlO n'exerce aucune 
inAu8nœ sur la droit8, est bA = 2,6168. On voit par 1'~q1Hüion (1.14) q\W le: proœssus 
ithatif (ks moindres carrt's rr.pondérés n'accorde aucun poids (Wi = 0) ~ un point dont 
la valeur résiduelle est trop grande, ce qui est exactement le cas lorsque YIO tend vers 
plus ou moins l'infini. L'estimateur de f3 est alors calculé en tenant compte uniquement 
des points Pj, P2 , ... , Pg fixés. L'estimé b devient alors constant et égal à bl et b/l 
respectivement, tel qu'illustré sur la figure 1.27 (a). La technique d'estimation rejette 
le point aberrant PlO' L'estimateur b d'Andrews est clairement robuste à une valeur 
aberrante en y. La légère différence observée entre bl et bl[ provient du fait que les 
poids w;k) accordés à chaque point diffèrent lorsque YIO tend vers soit plus l'infini, soit 
moins l'infini. En analysant les données, nous avons constaté que l'estimé du paramètre 
d'échelle tend vers deux valeurs différentes correspondant aux cas où YIO tend vers plus 
ou moins l'infini (on remarque cette si tuation sur le graphique (b) de la figure 1. 27. 
Nous y reviendrons un peu plus loin). Les poids w;k) de l'équation (1.14) dépendent de 
l'estimé du paramètre d'échelle, d'où la différence entre hl et hl[. 
Le graphique (b) (18 la figure 1.27 ctépeint. k comport8ment. de l'estimé â lorsque 1'01'­
ctonnée du point. PlO varie. On remarque que lorsqll8 la coordonnée Yl0 tend vers plus 
ou moins l'infini, l'estimé â devient constant et vaut â1 = 3,6686 ou â /1 = 3,2901 
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Figure 1.26 Estimé d'Andrews de la pente du modèle Yi = (3 xi +éi (a) lorsque le point 
Pj(b) = (7,1; 68,8), (b) lorsque le point Pj(bI) = (7,1; -31,2). Le symbole Â représente le 
point PlO dont. la coordonnée y a été modifiée. 
rpspect.ivement.. T01lt comme les est.imatems-M V1l précE'dpmment., lp fait. CJ1lP (j défini 
par l'équation (1.9) devient constant est dû à la résistance de la médiane par rapport à 
une valeur aberrante et au fait que l'estimateur b d'Andrews devient lui aussi constant 
lorsque l'ordonnée du point PlO tend vers l'infini (voir graphique (a) de la figure 1.27). 
On constate que (j 1 et (j If s'apparentent à (j A = 3,2049, c'est-à-dire, l'estimateur de CT 
lorsque le point PlO est retiré des données. On conclut que (j associé à l'estimateur-M 
d'Andrews est un estimateur robuste à une valeur aberrante en y qui manque de finesse, 
tout comme les estimateurs-M vus précédemment. 
On considère maintenant le cas où le point PlO est clairement aberrant en abscisse. 
Les points Pj(b lf ) = (57,7; 18,8) et pib V ) = (-42,9; 18,8) des graphiques (a) et (b) 
de la figure 1. 28, at.tirent la droite, forçant cette dernière à emprunter une trajectoire 
dans laquelle Ile se trouve presque aucun point. Les estimés sont hl 11 = 0,3909 et 
hIV = -0,3029 respectivement. Ces estimés sont non conformes à la tendance linéaire 
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Figure 1.27 Comportement, pour différentes valeurs de ]a coordonnées YlO, (a) de 
l'estimé b et (b) de l'estimé ô-, tous deux associés à Andrews. 
décrite par les neuf points non aberrants. Le graphique (a) de la figure 1.29 décrit le 
comportement de b, à savoir, lorsque XIO tend vers plus ou moins l'infini, l'estimateur de 
f3 tend vers O. L'explication est similaire à celle donnée pour l'estimateur-M de Huber. 
(k) 
Lorsque la convergence est atteinte à l'itération k, les quantités ;hl sont inférieures à 
J[ A pour tout i = l, ... , 10. De plus, les poids 11J?) , pour i = l, ... , 10, sont. t.ous ~l. peu 
pr(~s 6gaux. L'estimat.eur-M d'Andrews se comporte de façon similaire à j'est.imateur cks 
MC. L'est.imé b d'Andrews n'est pas robuste à une valeur aberrante en x. Tout comme 
pour l'estimateur-M de Huber, on observe que pour certaines valeurs de XIO, la méthode 
itérative des moindres carrés repondérés produit une solution qui oscille entre deux 
valeurs. Hoaglin et al. (1985) discutent. brièvement de telles situations lorsqu'on travaille 
avec un estimateur-M redescendant. Ils mentionnent que pour cc type d'estimateur, 
la solution de l'équat.ion (1.8) peut ne pas être unique, ou encore, le procédé itératif 
pourrait. mener à des minimums locaux. 
Sur le graphique (b) de la figure 1.29, on peut observer le comportement de ['estimateur 
•• •• 
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Figure 1.28 Estimé d'Andrews de la pente du modèle )Ji = (1.7;.; + c; (a) lorsque le 
point Pl(~rl) = (57,7; 18,8), (b) lorsque le point Pl(~V) = (-42,9; 18,8). Le symbole Â 
rr.présr.ntr. Ir. point PlO rlont la coordonnée y a été modifiée. 
de (J lorsque le point Pla tend vers plus ou moins l'infini en abscisse. Tout. comme J'est.i­
mateur de Huber, lorsque XIa tend vers plus ou moins l'infini, l'estimation de (J converge 
vers un estimé êJ = 5,5598, qui surestime êJ 1\ = 3,2049. Tout comme pour êJ associé à 
l'estimateur-M de Huber, la majorité des résidus ont une amplitude plus importante 
que lorsque le point PlO est retiré de l'échantillon (êJ A). L'influence que détient le point 
aberrant PlO sur l'estimation de (3 s'étend aussi à l'estimation du paramètre d'échelle 
de telle sorte que êJ n'est pas robuste en présence d'une valeur aberrante en X . 
Estimateur bipoids de Tukey 
L'estimateur bipoids de Tukey (Tukey's biweight) aussi appelé estimateur bicarré (bis­
quare estimator) a comme fonction objectif 
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Figure 1.29 Comportement, pour différentes valeurs de la coordonnées XIO, (a) de 
l'estimé (3 et (b) de l'estimé êJ, tous deux associés à Andrews. 
si lui -::; B; 
p(u) = 
si lui> B. 
Sa fonction </J obtenue en dérivant pest 
</J(u) = 
0, si lui> n. 
L'estimateur de Thkey, tout comme celui d'Andrews, est un estimateur-M redescendant. 
La valeur initiale de b a M.~ choisie de la même façon que pour l'estimateur d'Andrews. 
Pour ce qui est de la valeur constante B, Hoaglin et al. (1983) proposent de la choisir telle 
que 6 -::; B -::; 12. Le choix de B dans cet intervalle permet d'obtenir un estimateur-M 
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Figure 1.30 (a) Fonction objectif et (b) fonction 1/J reliées à la méthode itérative des 
moindres carrés repondérés, pour l'estimateur bipoids de Thkey avec constante B = 8. 
bipoids qui est résistant aux valeurs aberrantes. Nous avons choisi, de façon arbitraire, 
B = 8. Le processus d'itération des moindres carrés repondérés accorde un poids, associé 
à l'estimateur b de Thkey, de 
1 (k) 1[1 - (â~t)'"B)T, si ;;k) S; B; (k)
wi = 
0, si 1 (k) 1;'k) > B. 
Les fonctions p(u), 1/J(u) et w(u) sont illustrées sur les figures 1.30 (a), 1.30 (b) et 1.31, 
respectivement, pour B = 8. 
Considérons d'abord le cas où le point PlO est clairement aberrant en ordonnée. Ce cas 
est illustré sur les graphiques (a) et (b) de la figure 1.32. Malgré que les points Pj(6) et 
P j(6!) , respectivement, s'écartent de la tendance linéaire formée par les points restants, 
44 
a 
<0"
<0'"

f
 
~ 
<0 
N 
<0 
a
 
<0
 
10 
Figure 1.31 Fonction de poids reliée à la méthode itérative des moindres carrés re­
pondérés, pour l'estimateur bipoids de Tukey avec constante B = 8. 
la droite ne semble en aucun cas être affectée. Pour les deux graphiques, l'estimé de (J 
est bf = bIf = 2,6178 respectivement. Compte tenu du fait que l'estimé b de Tukey, 
lorsque le point PlO est enlevé des données, est b7' = 2,6178, on voit que la technique 
d'estimation écarte ce point. Elle n'en tient pas compte dans l'estimation de {3. Lorsqu'il 
y a convergence à l'itération k, alors pour une valeur résiduelle trop éloignée de B, c'est­
à-dire lorsque YlO tend vers plus ou moins l'infini, le processus itératif attribue à ce point 
un poids wi~) égal à zéro, tel qu'illustré sur la figure 1.33 Ce point n'a aucune influence 
sur la droite et est considéré par le modèle comme une valeur aberrante. Il est clair que 
l'estimateur-M de Tukey est robuste à une valeur aberrante en y. 
On considère maintenant le cas où le point PlO est aberrant en abscisse. Les points 
Pj(6 If ) = (57,1; 18,8) et P j(6 V ) = (-42,9; 18,8) détiennent une grande influence sur 
l'estimation de /3 comme l'illustrent les graphiques (a) et (b) cIe la figure 1.34. La droite 
se compromet en suivant un trajet qui se retrouve quelque part entre le point aberrant et 
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Figure 1.32 Estimé bipoids de Tukey de la pente du modèle Yt = /3 Xi + éi (a) lorsque 
le point p}b) = (7,1; 68,8), (b) lorsque le point P1(b 1) = (7,1; -31,2). Le symbole Â 
représente le point PlO dont la coordonnée y a été modifiée. 
le reste de J'ensemble. Les estimés de la pente lorsque le point PlO est aberrant, donnés 
par blll = 0,4075 et blV = -0,2578 respectivement, ne sont pas représentatifs de l'estimé 
de (3 lorsque le point PlO n'a pas d'influence, c'est-à-dire b'j' = 2,6178. Lorsque ce point 
tend vers plus ou moins l'infini, la pente de la droite converge vers la valeur 0, telle 
qu'illustrée sur la figure 1.35 L'explication du comportement de b est similaire à celui 
des estimateurs-!'v1 de HubeI' et Andrews. Lorsqu'il y a convergence dans le processus 
itératif des moindres carrés rcpondérés, l'estimateur-M de Tukey se comporte de façon 
similaire à l'estimateur des MC puisque les poids wi k ) associés sont à peu près les mêmes. 
Cela ~xpli(j\lC quc l'cstimélJcllf-!'v1 dc Tukey n'cst. pas robust.e à une vakllf abnmnt.e en 
x. 
La. robustesse de l'estimateur â en présence d'une valeur aberrante tant en ordonnée 
qu'en abscisse, est analysée grâce, entre autres, aux graphiques (a) et (b), respectivement 
de la figure 1.36. L'estimé de a lorsque le point PlO est retiré de l'ensemble est donné 
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Figure 1.33 Comportement de l'estimé b pour différentes valeurs de la. coordonnée YlO. 
par â'j' = 3,2051. On voit sur le graphique (a) de la figure 1.36 que lorsque le point 
PlO tend vers plus ou moins l'infini, l'estimé de CT devient constant et prend les valeurs 
3,667 et 3,29 respectivement. L'explication du comportement de il lorsque l'ordonnée 
du point PlO tend vers plus ou moins l'infini est semblable à celle du comportement 
de fT associé à l'estimateur d'Andrews. Cela découle de la similarité de leur fonction '1/) 
comme en témoigne les graphiques des figures 1.24 et 1.30. L'emploi de la médiane dans 
le calcul de â et le fait que l'estimateur de {3 soit constant pour de grandes valeurs de 
YlO, tel qll'jIJustré sur la figure 1.33, font en sorte que l'estimé du paramNre ci'échelle 
soit constant égal à 3,667 ou 3,29 lorsque l'ordonnée du point PlO tend vers plus ou 
moins l'infini respectivement. L'estimateur de CT associé à. l'estimateur-M de Tukey est 
robuste à une valeur aberrante en y, mais manque de finesse tout comme ce fut le cas 
pour les estimateurs-M vus précédemment. Lorsque le point PlO est aberrant en abscisse, 
l'estimateur de CT n'est pas robuste. On observe sur le graphique (b) de la figure 1.36 que 
l'influence que détient le point aberrant sur â est limité, car ce dernier converge vers 
il = 5,559 qui surévalue cependant â. À nouveau, les valeurs résiduelles plus grandes que 
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Figure 1.34 Estimé bipoids de Tukey de la pente du modèle Yi = (3 Xi + éi (a) lorsque 
le point Pj(~[[) = (57,7; 18,8), (b) lorsque le point P j(6 V ) = (-42,9; 18,8). Le symbole Â 
représente le point PlO dont la coordonnée y a été modifiée. 
â'j' étant majoritaire, les médianes dans le calcul de l'estimateur du paramètre d'échelle 
en seront affectées, d'où la surestimation du paramètre J. 
1.4 Droite résistante de Tukey 
La droite résistante (resistant line) a été proposée par Tukey (voir Johnstone et Vel­
leman, 1985) afin de permettre d'ajuster une droite de la forme Yi = 0: + (3 X·, à un 
ensemble de points (.7:; 7J). Nous présenterons dOllc dans cette section la méthode per­
mettant d'estimer les paramètres du modèle 
Yi = 0: + (3 Xi + éi, 
où i = 1, ... , n. L'emphase sera toutefois mis sur le paramètre d'intérêt de ce mémoire, 
soit (3. La méthode ne permet pas d'estimer la pente (3 du modèle étudié dans ce 
mémoire, Yi = (3 Xi + éi· Puisque la tendance décrite par les données du tableau 1.1 
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Figure 1.35 Comportement de l'estimé b pour différentes valeurs de la coordonnée .:rIO. 
suggère que la vraie droite pourrait passer par l'origine, nous allons simplement poser 
ct = o. 
Soit un ensemble de TL points de la forme (Xi, y.;), i = l, ... , TL et soit les statistiques 
d'ordre X(1) ::; X(2) ::; ... ::; X(n)' On oivisp l'pnspmblp OP donnpps pn t.rois sons-pnspmblps, 
notés C, C, et D de taille respective nc, ne et no, avec ne + ne + no = n, et tel que 
(1.15) 
C = {(xi;yd x(nc+ 1) ::; Xi::; X(n-nD)} (1.16)1 
D = {(.T,; )Ji) X(n-nD+l) ::; .Ti ::; X(n)}' (1.17) 1 
Alors a et b sont les estimateurs de ct et {J, si a et b sont solution en ct et {J de l'équation 
(1.18) 
où mpo(xi;y,)Ec(Yi - ct - (3 xd est. la mpoiéinp oc l'enspmbk oes erreurs E:i = y, - ct - (3 X, 
éiSsociéps à tons les couples (Xi; Yi) E C. Lorsque l'échant.illon oc oonnéps ]p pprmpt, 
on divise les données de façon à ce que ne = no. Cependant, s'il y a des égalités 
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Figure 1.36 Comportement de l'estimé (j associé à Tukey (a) pour différentes valeurs 
de la coordonnée YIO, (b) pour différentes valeurs de la coordonnée X10. 
entre certaines valeurs Xi, on distribue les valeurs égales dans le même groupe. On doit 
cependant s'assurer que les sous-ensembles G et D contiennent au moins trois points 
chacun afin d'obtenir une certaine robustesse par rapport à une valeur aberrante. Un 
grand nomhre d'égalités pourrait occasionner des problèmes dans la façon de répartir les 
valeurs dans les trois sous-ensembles. Velleman et Hoaglin (1981) proposent., dans leur 
programme informatique, des solut.ions il. ces probl(~mes, comme la réduct.ioll dn llombre 
de sons-ensembles cie t.rois ft deux. Quant. ft la quant.it.é d'observations qni devrait se 
retrouver dans les ensembles G et D, lorsqu'il n'y a pas d'égalité parmi les Xi, Hoaglin 
et al. (1983) proposent trois façons de répartir les observations telles que présentées 
dans le tableau 1.2. 
Plusieurs méthodes peuvent être liées à la méthode de la droite résistante. Ces méthodes 
ont été développées durant les années 1940 et 1950 dans le but commun de représenter 
un ensemble de données (Xi, Yi) par une droite (voir Wald 1940, Nair et Shrivastava 1942, 
Bartlett 1949, Mood 1950 et Kildea 1981), Elles pourraient être considérées comme des 
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Sous-ensemble n = 3rn n = 3m + 1 n = 3m + 2 
G nc =m nc =m nc = m + 1 
C ne =m ne = m + 1 ne =m 
D nD =m nD = m, nD = m + 1 
Tableau 1.2 Répartition des observations selon la taille d'échantillon n lorsque toute 
les coordonnées Xi des points Pi sont distinctes 
précurseurs de la méthode de la droite résistante en ce sens que l'idée est sensiblement 
la même: on divise les n données en sous-ensembks après avoir ordonnp ks Xi. 
1.4.1	 Algorithme 
Afin de résoudre l'équation (1.18), on procède par itération. Cette section décrit l'algo­
rithme donné par Velleman et Hoaglin (1981) afin de trouver les estimateurs de 0: et (3. 
Puisque les auteurs ne proposent pas de méthodes permettant d'estimer le paramètre 
d'échelle (J, comme ce fut le cas pour les estimateurs-M, nous omettrons dans cette 
section ce paramètre. L'estimé de (3, pour k 2' 2, est donné par 
(1.19) 
où 
2. e(bk) = med(xi;Yi)Ede;k)) - med(xi;y.)Ec(e;k)) 
3.	 a) Si le(bk-dl < le(bk-2)1, alors
 
i e(bd- = e(bk-l),
 
ii e(bk)+ = e(bk-2),
 
iii b-'; = bk-l,
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b) Si le(bk-dl > le(bk-2)1, alors
 
i e(bk)- = e(bk-2),
 
ii e(bk)+ = e(bk-d,
 
Puisqu'on a e(bk)- < 0 < e(bk)+ ou e(bk)+ < °< e(bk)- et le(bk)-I < le(bk)+I, alors 
on peut voir que °< >(1 e;~k>~b+) < 0,5. L'algorithme est construit de telle sorte que
C)k E. k 
la valeur ak n'a pas d'inr.id0.nœ sur 1'0.st.ime' 011 pammèt.r0. ,8. Sans pnt,r, (le; gfnfmlit,é, 
n011S posons ft œt.tr. ft.apr. a.1e = 0, pour tout k 2 0, ce qui donne e;k) = Yi - Ok Xt , 
Les quantités med(xi;Yi)Ec(e;k)) et med(xi;Y;)ED(e;k)) sont appelées valeurs sommaires. 
Par exemple, à chaque itération, bl; prendra la valeur o'un des estimés b obtenus aux 
deux itérations précédentes, soit cel ui dont la différence des valeurs sommaires (e(bk-l) 
ou e(bk_2)) est la plus près de zéro. Ainsi, pour k = 2, si le(bo)1 < le(b1)1, alors l'estimé 
b2 sera donné par 
e(bo) )
b2 = bo + (b 1 - bo) ( e(bo) _ e(bd ' 
et si le(bo)\ > le(bj)l, alors 
L'estimateur de a, lorsqu'il n'est pas fixé à zéro, est obtenu de l'équation 
à partir dr, ]'r.stime' 0 trouvf par la mfthode it.fmtivr. après r.onvr.rgr.nœ. Lorsqur, e(ok)- = 
0, alors l'estimé bk de l'équation (1.19) est égal à ok et la convergence est atteinte. En 
pratique, on appliquera le processus itératif jusqu'à ce que e(bk)- soit jugé suffisamment 
près de zéro. Lorsque k = 2, J'ut.ilisation de l'équat.ion (1.19) nécessite la connaissance 
des valeurs initiales bo, bj , e(bo) et e(bd afin de déterminer b:;, bt, e(b2)- et e(b2)+ On 
calcule d'abord bo de la façon suivante 
Yi) - YCb0= , 
XD - Xc 
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où 
et 
La valeur e(bo) est ensuite obtenue par l'équation suivante 
_ ( (0)) (0)
e (bo ) - med(Ti;y,)ED ei - med(Ti;YilEc(e i ). 
Il s'agit de la différence des valeurs sommaires à j'itération k = O. Puis, on calcule 
l'estimé b] comme suit 
b] = bo + e(bo). 
Enfin, on obtient e(h]) de la mêmc façon que c(bo), mais Cl} remplaçant ho par hl, 
Les valeurs Do et 0] définissent. alors 11n int.ervalle cont.enant. la vraie valc:m de {J. À 
c:hf1,0Ue it.C>mt.ion, on rest.reint. l'int.ervalle en t.rouvant. de nO\lvdles bornes de façon à. se 
rapprocher de (3. Puisque l'algorithme consiste à chercher bk tel que e(bk)- = 0 (on voit 
par l'équation (1.19) qu'à cet instant, il n'y a plus d'amélioration possible à apporter à 
l'estimé b) on aura généralement des valeurs de e(bo) et e(b,) de signes opposés, ce qui 
est souhaitable puisque cela indique que la vraie valeur (3 se trouve entre bo et b]. Si e(bo) 
et e(b]) sont de même signe, alors on ajuste b] jusqu'à ce que e(bo) et e(bd soient de 
signe opposé. Par exemple, si e(bo) et e(b]) sont positifs (négatifs), alors on ajoutera un 
certain nombre positif (négatif) à bl de telle sorte que e(b 1) devienne négatif (positif). 
Cet ajustement sera fait à chaque itération si nécessaire, de façon à ce que e(bk-d et 
e(bk) soient toujours de signe opposé, et par conséquent e(bk+d- et e(bk+l)+ aussi. 
Afin d'estimer (3, il est aussi possible d'itérer avec l'équation bk = bk-] + e(bk_]). Par 
contre, l'estimé pourrait tendre vers plus d'une valeur (oscillation entre ùeux valeurs 
par cxemple, voir Hoaglin et al. 1983) ou encore converger très lentement. L'approche 
donn8c par l'équf1,tion (1.19) est. donc préférable. 
Nous a]]ons étudier le comportement de l'estimateur de la droite résistante de Tukey 
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Groupe Élément. du sous-ensemble 
G {Pl, P2 , P3 } = {(1,1; 2,4), (1,2; 0,5), (1,5; 7,6)} 
C {P4 , Ps, P6 , P7 } = {(3,O; 10,3), (3,7; 6,4), (3,9; 9,2), (3,9; 10,7)} 
D {Ps, Pg , PlO} = {(5,0; 16,6), (5,7; 13,6), (7,1; 18,8)} 
Tableau 1.3 Répart.ition des point.s selon le t.ableau 1.2 lorsque l'ordonnée du point. 
PlO tend vers plus ou moins J'infini 
à l'aide des données du tableau 1.1. Nous considérons d'abord le cas où le point PlO 
est clairement aberrant en ordonnée. Les figures 1.37 (a) et 1.37 (b) décrivent le com­
portement de l'estimateur de la pente en présence du point aberrant pi6) = (7,1 ; 68,8) 
et Pl(6') = (7,1; -32,2), respectivement. La pente de la droite ne semble subir que très 
peu l'influence du point extrême, puisque qu'elle passe par la trajectoire linéaire que 
décrivent les neuf autres points. Les estimés de (3 sont donnés, respectivement, par 
b, = 3,3846 et b" = 2,4348, soit une surestimation et une sous-estimation de l'estimé 
de (3 lorsque le point PlO est retiré de l'ensemble, c'est-à-dire bOR = 2,9643. La fi­
gure 1.38 indique clairement que l'influence que détient le point aberrant sur la droite 
est limitée. En effet, on constate que le point PlO influence de façon significative l'esti­
mateur de (3 seulement lorsque son ordonnée se si tue dans l'intervalle ouvert (17; 22,75). 
À l'extérieur de cet intervalle, les estimés de (3 sont égaux à 3,3846 et 2,4348 lorsque YIO 
tr~nd VfTS plus ou moins l'infini, respectivement.. 
Nous allons maintenant tenter d'expliquer le comportement de l'estimateur de (3 en 
présence d'une valeur aberrante. La. taille de notre échantillon est n = 10. Nous avons 
réparti les données en trois sous-ensembles selon le tableau 1.2, en assignant les points P6 
et P7 , dont les valeurs X6 et X7 sont égales, dans le sous-ensemble C de l'équation (1.16). 
La répartition des points est présentée dans le tableau 1.3. 
À partir de l'équation (1.18), on cherche l'égalité entre les médianes des erreurs des 
sous-ensembles G et D. Puisque ces deux sous-ensembles possèdent un nombre impair 
d'observations, la médiane des résidus sera exactement égale à un de ces résidus. Sup­
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Domaine de YIO Valeur sommaire de G Valeur sommaire de D Comportement 
(k)
medxiEck(ei ) (k)medx,EDk(ei ) de b 
(-00;17] (k)el (k) eg b = 2,4348 
(17;22,75) (k)el (k) e lO b croît avec YIO 
[22,75; (0) (k)el (k) es b = 3,3846 
Tableau 1.4 Comportement de l'estimé de f3 pour les trois points sommaires différents, 
lorsque l'ordonnée du point PlO tend vers plus ou moins l'infini 
posons que le processus itératif converge avec une précision suffisante à j'itération k. 
Puisque nous faisons varier l'ordonnée du point PlO tout en gardant fixe son abscisse, 
on a toujours Xl S X2 S ... S XlO. La répartition des données selon le tableau 1.3 fait 
en sorte que les sous-ensembles G et D seront toujours composés des mêmes éléments. 
Par contre, la valeur sommaire du sous-ensemble D variera dépendamment de la valeur 
de YIO. En fait, pour ce sous-ensemble, on observe trois valeurs sommaires différentes. 
Ces trois cas son résumés dans le tableau 1.4. 
Dans le premier cas, c'est-à-dire lorsque l'ordonnée du point PlO se situe entre moins 
l'infini et 17, l'estimé de f3 est la solution de eik)= e~k), soit la pente d'une droite passant 
par les points rI et J'g. Le seul élément variable de l'ensemble D est le point J'1O. Plus 
1, d '1 .,'1 . . 1" fi' 1 l "d (k), '1' -l (k)or onnee (e ce POInt se oigne vers mOInS 'In m, p liS e WSI 11 elO s e Oigne lle eg 
(k) C l d . 'fi . (k) (k) (k) d' '1' . t'et es . cs (ellX ermers etant xes, on a tOllJollrs e lO < eg :::: es, 011 estima ,Ion 
constante de f3 égal à br r = 2,4248. Le deuxième cas correspond à la situation où 
l'ordonnée du point PlO est dans l'intervalle ouvert (17; 22,75). L'estimé de f3 est la 
solution de eik ) = ei~), soit la pente d'une droite passant par les points Pl et PlO' 
La valeur sommaire du sous-ensemble D étant déterminée par ei~), sa valeur change à 
mesure que l'ordonnée YlO change. L'estimé de ,8 n'est plus constant comme on peut 
le remarquer sur la figure 1.38. Enfin, la dernière va.leur sommaire est obtenue lorsque 
l'ordonnée du point PlO est supérieure à 22,75. L'estimé de ,8 est la solution de eik)= eàk), 
soit la pente d'une droite passant par les points Pl et Ps· Le raisonnement est sembla.ble 
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(a) (b) 
Figure 1.37 Estim8 de la. droite r8sistante de Tilkey de la. pente cil! mod0.k Yi = ,6 Xi +éi 
(a) lorsque le point Pj(b) = (7,1; 68,8), (b) lorsque le point Pj(bJ) = (7,1; -31,2 ). Le 
symbole Â représente le point PlO dont la coordonnée y a été modifiée. 
au premier cas, alors que cette fois-ci, on a toujours e~k) < eàk) < e;~). On conclut que 
la méthode d'estimation produit un estimateur de {3 robuste à une valeur aberrante 
en ordonnée. Cependant, l'estimé de {3 calculé lorsque le point PlO = (7,1; 22,75) est 
Je même que celui calculé lorsque le point PlO = (7,1; 100000). Puisque le point dont 
les coordonnées sont (7,1; 22,75) n'est pas un point aberrant, on s'attend à ce qu'une 
méthode d'estimation robuste lui accorde plus de poids dans le calcul de l'estimé b, ce 
qui n'est pas le cas ici. La méthode est donc robuste, mais manque de finesse. 
Considérons maintenant le cas où le point PJO est aberrant en abscisse. Les figures 1.39 
(a) et 1.39 (b) illustrent l'influence que détiennent les points Pj(b ll ) = (57,1; 18,8) 
et pi~V) = (-42,9; 18,8), respectivement. Les estimés de ,6 sont donués par hrll = 
2,4348 et hIV = 2,9643, respectivement. La méthode d'estimation de la droite résistante 
nécessite qu'on ordonne les va.leurs Xi, de la plus petite à la plus grande. Puisqu'on fait 
varier l'abscisse du point PlO, J'ordre parmi les Xi (-'.n SP.fi\, affecte'. La répartition des 
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Figure 1.38 Comportement de l'estimé b pour différentes valeurs de la coordonnée YIO. 
observations dans les sous-ensembles C, C et D sc fait. de ctiffércnt.cs façons à mCSllfC 
que la valeur aberrante parcourt les réels. Afin de maintenir l'égalité des tailles des 
groupes C et D (ne = nD), tout en s'assurant que les valeurs Xi égales entre elles 
se retrouvent dans le même groupe, nous avons réparti les observations entre les sous-
ensembles C, C et D, selon les différents cas illustrés dans le tableau 1.5. La figure 1.40 
décrit le comportement de l'estimé b lorsque le point PlO tend vers plus ou moins l'infini 
en abscisse. Nous verrons que les différents sauts qu'on peut y observer sont dus à la 
répartition des observations décrite dans le tableau 1.5. 
Supposons que la convergence de l'estimé b atteint une précision suffisante à l'itération 
k. On considère à nouveau les sous-ensembles C et D des équations (1.15) et (1.17). 
Pour le cas 1J c'est-à-dire, lorsque XlO E (-00; 3), les sous-ensembles C et D contiennent 
chacun quatre éléments. Tous les points des deux sous-ensembles ont des coordonnées 
fixes à l'exception du point PlO dont le résidu e\~) devient de plus el! plus grand, à 
mesure que XlO s'éloigne vers moins l'iufini. L(·~ résidu e\~) sera toujours plus grand que 
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10 20 30 40 50 60 -40 -30 -20 -10 
(a) (b) 
Figure 1.39 Estimé de la droite résistante de Tukcy de la pcnt,e du modèk :Yi = fJ 1:i +êi 
(a) lorsque le point Pj(t lI ) = (57,1; 18,8), (b) lorsque le point Pj(t V ) = (-42,9; 18,8 ), 
Le symbole Â représente le point PJO dont la coordonnée x a été modifiée, 
les autres résidus de telle sorte que nous avons e~k) < e~k) < e~k) < e\~). Ainsi, la valeur 
sommaire de G est toujours déterminée par ~(e\k) + e~k)). Dans le sous-ensemble D, 
les résidus sont ordonnés tels que e~k) < e~k) < e~k) < e~k). La valeur sommaire de D 
pst donnée par ~(e~k) + e~k)). On voit clairement que la valeur aberrante n'a aucune 
influence sur le point sommaire dans cet intervalle. L'effet de PlO sur l'estimation de f3 
sera donc le même pour toute valeur de XjO dans l'intervalle. L'estimé bk = 2,0429 pour 
tout XlO dans l'intervalle est la solution de 
= o. 
Il s'agit donc de la pente d'une droite passant entre Pj et P3 et entre P7 et P9 de 
façon à ce que la distance verticale entre la droite et les quatre points soit la même. 
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Figure 1.40 Comportement de l'estimé b pour différentes valeurs de la coordonnée Xl0. 
Cas Domaine .TlO Groupe G Groupe C Groupe D 
1 (-00; 3) PlO, Pl, P2 , P3 P4 , P5 H, P7 , Pa, Pg 
2 3 PlO, Pl, P2 , P3, P4 0 P5 , Pô, P7 , Ps, Pg 
3 (3; 3,9) Pl, P2 , P3 , P4 P5 , PlO Pô, P7 , Pa, Pg 
4 3,9 Pl, P2 , P3 , P4 , P5 0 PlO, Pô, P7 , Pa, Pg 
5 (3,9; 00) Pl, P2 , P3 P4 , P5 , Pô, P7 Pa, Pg, PlO 
Tableau 1.5 Répartition des données originales selon la position de l'abscisse du point 
PlO par rapport aux autres coordonnées Xi, pour i = 1, ... ,9 
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Dans le deuxième cas, ,7:10 =x4 = 3. De plus, on a toujours .7:6 = X7 = 3,9. Nous 
avons réparti les données de façon à cc que les sous-ensembles C et D aient chacun cinq 
0.1émc:nt.s. Nous avons séparé le jC:ll dc: donnéc:s c:n dC:llx group('s plut.ôt CIIlC: t.rois dans k 
but d'avoir des tailles égales pour les sous-ensembles Cet D et aussi pour s'assurer que 
les valeurs x égales se retrouvent dans le même sous-ensemble. Pour le sous-ensemble 
C, on observe que e~k) < eik) < e~k) < e~k) < ei~) alors que pour le sous-ensemble D, on 
a e~k) < e~k) < e~k) < e~k) < e~k). Ainsi, les valeurs sommaires des deux sous-ensembles 
sont données par e~k) et e~k), respectivement, d'où l'estimé de f3 égal à 1,2917, soit la 
pente d'une droite passant par les points P3 et P7 . 
Dans le troisième cas, c'est-à-dire lorsque XlO E (3; 3,9), les groupes Cet D contiennent 
à nouveau quatre éléments chacun. Par contre, le seul élément variable, c'est-à-dire le 
point PlO, ne se retrouve ni dans C, ni dans D. Tous les autres éléments étant fixes, les 
points sommaires des deux sous-ensembles C et D le seront aussi pour toute valeur de 
XIO dans l'intervalle. Les valeurs sommaires ~ (el k) + e~k)) et ~ (e~k) + e~k)) des sous­
ensembles C et D respectivement, sont à l'origine de l'estimation constante de fi éga!c 
il, 2,1O\Jl. 
Lorsque XIO = X6 = X7 = 3,0, 18s dix obs('rvat.ions sont. ft nOllvc:all r0.part.ic:s c:n c!C:llX 
groupes de cinq éléments en respectant la condition que X6, X7 et xlO soient dans le 
k
même sous-ensemble. La valeur sommaire de C est donnée par ei ) alors que celle du 
sous-ensemble D est. e~k). L'estimé b = 2,9643 est donc la valeur de f3 telle que e\k) = e~k), 
soit la pente d'une droite passant par les points Pl et P7 . 
Pour le dernier intervalle, (3,9; (0), l'estimé b se comporte différemment selon que XlO soit 
dans l'intervalle h = (3,9; 5,95), lz = [5,95; 7,85) et /3 = [7,85; (0). Les sous-ensembles 
sont donnés par C = {P1 ,P2 ,P3 } et D = {PS,P9,PlO }. Les différentes valeurs de b 
obtenues (b constant égale à 3,3846 lorsque XlO E /1, b décroissant lorsque X10 E Jz et b 
constant égale à 2,4348 lorsque XlO E /3), sont dues aux différentes valeurs sommaires 
résultant de l'algorithme. Pour des valeurs de XlO dans l'intervalle /1, med(xi;Y;)Ec;(e'k) = 
k
ei ) alors que med(x,;Y;)Eo(ed = e~k). L'estimé b = 3,3846 est la valeur de ,ri qui est 
solution de eik ) = e~k) soit la pente d'une droite passant par les points Pl et Ps. Pour 
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Cas Domaine Valeur sommaire de G Valeur sommaire de D b 
de XlO med(xi;Yi)Ed eik ) med(xi;Y,)E 0 (ei k ) 
1 (-00; 3) !(e\k) + e~k)) .!.(e(k) + e(k))2 7 9 2,0429 
2 3 (k) e3 
(k) 
e7 1,2917 
3 (3; 3,9) !(e;k) + e~k)) .!.(e(k) + e(k))2 7 s 2,1091 
4 3,9 (k)e] (k) e7 2,9643 
5 (3,9; 5,95) (k)e] (k) es 3,3846 
6 [5,95; 7,85) (k)el (k)eJO décroissant 
7 [7,85;00) (k)el (k)eg 2,4348 
Tableau 1.6 Valeurs sommaires des groupes G et D selon la valeur de la coor­
donnée XIQ. Les valeurs sommaires de G et D sont définies par med(/';Yi)Ede~k)) et 
( (k)) . med(:I:,;Y;)ED ei ,respectIvement 
des valeurs de x]O dans l'intervalle /2, les valeurs sommaires des sous-ensembles G et D 
sont données par les résidus e;k) et e;~), respectivement. Comme la pente est celle d'une 
droite passant par les points PI et PlO, et que le point PlO est. variable, cela explique 
que la pente diminue à. mesure que XlO augmente. Enfin, pour des valeurs de XJO dans 
['intervalle 13, l'estimé b = 2,4348 est la valeur de /3 telle que les valeurs sommaires e\k) 
de G et e~k) de D sont égales, soit la pente d'une droite passant par les points Pl et Pg . 
Il en résulte que l'estimateur du paramètre /3 par la méthode de la droite résistante est 
robuste à une valeur aberrante en abscisse. On constate comme dans le cas d'une valeur 
aberrante en ordonnée que cette méthode d'estimation manque de finesse. Par exemple, 
la valeur de l'estimé de /3 est la même pour tout point PlO dont X]Q E [7;85; 00). Compte 
tenu du fait que le point (7,9; 18,8), dont les coordonnées s'apparentent à celles du point 
rIO original, n'est pas une donnée aberrante, on s'attend à ce que son inAucllc:e sur le 
cakul de l'estimp. de b soit plus important que pour un point dont XIO tend vers l'infini. 
La figure 1.40 nous indique plutôt le contraire. Le tablean 1.6 rp.sumè le comportement 
de j'estimé b, présenté sur la figure 1.40, en fonction des valeurs sommaires. 
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En terminant, rappelons que l'application de la méthode d'estimation de Tukcy à un 
modèle de la forme 
Yi = f3 Xi + éi 
doit être faite avec prudence. Poser ex = 0 ne causera pas de problème si l'estimé de ex 
est près de zéro. Dans le cas contraire, la pente de la droite pourrait être mal estimée. 
Par exemple, supposons que nous ajoutons la quantité 1.5 à chaque coordonnée Xi des 
points du tableau 1.1, de telle sorte que les coordonnées des points Pl,' .. , PlO soient 
maintenant (2.6; 2,4), ... , (8,6; 18,8). Alors, la figure 1.41 illustre l'estimation par la 
méthode de la droite résistante des modèles Yi = f3 Xi + éi (la droite noire) et Yi 
ex + f3 Xi + €i (la droite rouge). Pour le second modèle, j'estimé de la pente est donné 
par 2,7333 alors que l'estimé de ex est égal à -4,7067. Pour le modèle dont l'ordonnée à 
l'origine est nulle, puisque a n'intervient pas dans l'estimation de 6, alors le paramètre 
f3 est aussi estimé à 2,7333. On remarque que la droite noire passe au dessus des points 
de l'ensemble, ce qui n'est naturellement pas souhaitable. Il devient clair que l'estimé 
2,7333 du paramètre f3 du modèle 1h = f3.1:i+éi est surévalué dû au fait qu'on fixe IX = 0 
dans une méthode qui estime ex et f3 à la fois. 
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Figure 1.41 Droites estimées par la méthode de la droite résistante pour le modèle 
Yi = (3 Xi + ci (en noir) et pour le modèle Yi = CI: + (3 Xi + ci (en rouge). 
CHAPITRE II 
MÉTHODE D'ESTIMATION BAYÉSIENNE AVEC PARAMÈTRE 
D'ÉCHELLE CONNU 
2.1 Contexte théorique 
Dans ce cha.pitre, nous proposons une méthode d'estimation robuste dans un contexte 
ba.yésien et basée sur des distributions à ailes relevées (heavy tailed). Au chapitre 
précédent, nous avons énuméré quelques hypothèses sur les erreurs Ei, entre autres que 
~ i.i.d F, pour une distribution quelconque F. Dans la littérature, on suppose sou­
vent cette distribution F comme étant normale (par exemple, voir Lange et al. 1989, 
Lawrence et Arthur 1990, I3irkes et Dodge 1993, Rousseeuw et Leroy 2003). Lorsque 
cette hypothèse n'est pas satisfaite, l'inférence statistique s'en trouve affectée. Parmi 
les solutions permettant de minimiser l'impact que peut provoquer le non respect de 
l'hypothèse de normalité des erreurs, l'une d'elle consiste à formuler une nouvelle hy­
pothèse quant à la distribution des erreurs. Afin de caractériser les erreurs, aux fins 
de robustesse, on favorisera une densité ayant des ailes plus épaisses que celle de la loi 
normale. 
2.2 Contexte bayésien 
On considère un échantillon de variables aléatoires Xl,"" X n . Pour un paramètre e, on 
suppose que les variables Xiie, pour i = 1, ... ,n, sont conditionnellement indépendantes 
entre elles. La densité conditionnelle de chaque variable Xiie est donnée par ft(Xile), 
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pour eE 8 et Xi E D,. où 8 et D sont des sous-ensembles de IR.. L'approche bayésieIllle 
cOllsiste à combiner l'information contenue dans l'échantillon de données à de l'infor­
mation complt>ment.aiw, appelée a priori. Cette information a priori provient souvent 
cl 'expériences ou d'opinions personnelJes et est indépendante des données observées. 
L'information a priori est généralement spécifiée avant cie recueillir l'échantiJ1on de 
données en associant au paramètre e une loi. La mise à jour de ]'information a priori 
se fait en y ajoutant l'information contenue dans les données par le théorème de Bayes, 
qui stipule que Pr[AIB] = Pr[BIA] Pr[A]/Pr[B], pour A et B, deux sous-espaces d'un 
espace échantillonnaI S. Ainsi, l'application de ce théorème nous permet d'obtenir la 
densité a posteriori de B, que nous notons n(BI~), par 
) = n(B) rr~di(XiIB) n (BI x ( ) ,
- m x 
où n(B) est la densité a priori, ~ = (Xl, X2, ... , xn ) et m(~) = If-) n(B) rr~lfi(XiIB)dB est 
la densité marginale de .y. En statistique bayésienne, le processus d'expérimentation 
est supposé se faire en deux étapes. Tout d'abord, on considère la variable aléatoire e 
dont la distribution est donnée par n(B). De cette distribution, une valeur de e est tirée 
de façon aléatoire. On obtient alors Bobs, une réalisation ou une observation de la va­
riable aléatoire B. Sachant la valeur observée Bobs, la deuxième étape consiste à tirer au 
hasard, un échantillon de variables aléatoires Xl,"" X n dont chaque variable provient 
d'une distribution j;(xiIBObs) notée généralement par fi(XiIB). Ainsi, chaque nouvelle 
expérimentation produit un nouveau Bet un nouvel échantillon Xl,' .. ,Xn . En statistique 
classique (fréquentiste), la première étape n'est pas considérée. L'expérimentation clas­
sique consiste donc à tirer au hasard, un échantillon de variables aléatoires Xl, ... , Xn 
distribuées selon fi(xtle), où e est inconnu mais considéré fixe. Dalls ce cas, chaque 
llouvelle expérimentation produit un nouvel échantilloll de variables Xl,. " X", mais le 
paramèt.re B est. t.oujO\lfS k même puisqu'il est fixe. En st.at.istique bay~sienne, il est. 
possible de faire de l'inférence à part.ir de la densité a posteriori de B, n(el~), et de la 
densité prédictive d'une nouvelle observation X n+l , soit f(Xn+ll~). 
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2.3 Le problème de position 
Au premier chapitre, nous avons exposé difl"P.rentes méthodes de régression robuste afin 
d'estimer la pente de la droite de l'équation 
Yi = {J Xi + lOi (2.1 ) 
Dans cette section, nous allons formuler la densité a posteriori de {J et du coup, nous 
allons voir que le problème d'estimation de la pente d'une droite de régression peut 
se traduire en un problème d'estimation d'un paramètre de position. La motivation 
d'écrire ce problème sous cette forme provient principalement du fait que les résultats 
théoriques de robustesse bayésienne que nous verrons à la section 2.5 s'appliquent au 
problème d'estimation d'un paramètre de position. La contribution principale de ce 
mémoire réside dans ce lien. 
Soit un ensemble de données (X'i, )J,), pour i = 1, ... , n, pour lequel nous faisons] 'hypo­
thèse qu'il existe Ulle relation Iilléairc, représelltée par l'équation (2.1), entre les variables 
X t et Yi. Nous considérons que les variablC2s al~atoircs Xi, pour i = 1, ... , n, ont une 
distriblltion quelconque qui ne ct~pcnd pas de {J. Cette distribution n'aura alors aucun 
impact sur l'inférence a posteriori de {J. Puisque nous travaillons dans un contexte 
bayésien, nous considérons aussi les variables Yi et lOi, de même que le paramètre (J de 
l'équation (2.1), comme des variables aléatoires. Nous supposons que les variables lOi sont, 
indépendamment et identiquement distribuées. Généralement, on choisit la densité des 
erreurs lOi symétrique, définie sur IR et centrée en zéro. Cette densité, évaluée au point 
lOi est notée foré;). Nous avons omis le paramètre d'échelle (J, puisque étant considéré 
connu, il est implicitement inclus dans fo(éi)' La densité a posteriori du paramètre fJ 
est alors donnée par 
) = 7r(,6) h,Y(f, yl{J)7r ({JIx,y ()
- - m f, y 
ex 7r(,(j) h (~I~, fJ) f>s (~L6) 
ex 7r({J) h(~lf, (J) h (f) 
ex 7r({J) h(~lf' (J). 
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Puisque Yi = f3 X, +ci, et que Cl sont inùép~ndantes entre elles, on voit bien que Yi 1Xi, f3 
sont aussi illùép~lldantes pour i = 1 ... , n. Par conséquent, on a 
Par les techniques de changement de variables, puisque ci = Yi - (3 Xi, chaque variable 
Yi a commr. (knsit.r. condit.ionnelk, sachant. Xi et (3, 
Jy; (Yilxi' {J) = Je: (Yi - {J Xi) 1 :~ 1 
= Je: (Yi - (3 x;) . 
On a alors 
n({JI~,~)	 ex n({J) Di=l h (Yilxi, /3) 
ex n({J) Dr: 1Je: (Yi - {J Xi) . 
Si on définit la variable aléatoire Z = Y:/X· ce qui est éCluivalcnt à c = 2.,-/3 nous 
,. ,.	 t, 7. l/X;' 
pourrons alors considérer f3 colllme un paramètre de position pour les variaolcs aléatoires 
Zi, r.onsidfrant Xl, ... , Xn connllr.s. En dfct., la dr.nsit.r. dr. Zi, sachant Xi et {J, est 
. (Zi - {J) 1dCt 19Z;(Zil x i,(j) = Je: I/Xi dZi 
1 (Zi - {J)
--J -	 (2.2)
- Ij.7: t	 e: l/x, . 
On note que les densités de YiIXi,{J ne diffèrent que par un paramètre de position 
({JXi), tandis que les densités de ZilXi, ,6 ne diffèrent que par un paramètre d'échelle 
(l/xi), et partagent le même paramètre de position {J. Si on considère les observations 
Zl,· .. , Zn = Yl /Xl,' .. , Yn/xn, on a alors 
puisque Zi\Xi, {J sont. condit.ionnellement indépendantes, du fait. que YiIXi, (3 le sont 
aussi et que Zi = Yi/ Xi, pour i = 1, ... ,n. 
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Si nous voulons faire le lien avec la llotatioll utilisée dans Desgagné et Allgers (2007) 
collcernallt leur résultat de robustessc avcc paramètre de positioll, Oll Il'a qu'à considérer 
implicitement Xl, ... ,Xn connues et poser 
où les densités Ji ne diffèrent que par un paramètre d'échelle l/Xi connu. On est bien 
en présence d'un problème d'estimation d'un paramètre de position avec Z,I,6 condi­
tionnellement indépendantes ayant comme densité fi(Zi - ,6), et la densité a priori de,6 
est enèore 7r(,6) qu'on note aussi fo(zo -,6), où Zo est un paramètre de position connu. 
Ainsi, on a 
(2.3) 
2.4 Aperçu des avancées en robustesse bayésienne 
Lorsque les différentes sources d'information sont conflictuelles (c'est-à-dire lorsqu'il y 
a présence de valeurs aberrantes dans l'échantillon de données et/ou lorsque la distribu­
tion a priori est. incorrectement spécifiée), la distribution a posteriori, calculée à partir 
d'une procédure d'estimation bayésienne non robuste, aura tendance à faire un compro­
mis non réaliste entre les deux sources d'information. Différentes approches ont donc été 
proposées afin de juger de la source d'information la plus fiable lorsqu'il y a conflit. Afin 
de restreindre l'effet de valeurs aberrantes sur la densité a posteriori, Lindley (1968) 
a suggéré l'emploi de distributions à ailes relevées. Suivant cette idée, Dawid (1973) a 
étahli des condit.ions sous lesquelles une source d'information conflictuelle sera écartée 
à mesure qu'clic s'éloigne de la source d'informatioll llon conflictuelle. Principalement, 
ces conditions stipulent que la source d'illforrnatioll cOllflictuelle devrait être associée à 
unr. distribution ayant dr.s A,iles f8lcv8r.s. Hill (1<'J74) ct. O'Hagan (HJ79) ont. énoncé dr.s 
conditions plus faciles à vérifier que celles de Dawid. La notion de crédence, caractérisant 
les ailes d'une densité, a été introduite par O'Hagan (1990) pour des densités dont le 
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comportement dans les ailes s'apparente à des distributions comme celle de la Student. 
Angers (2000) a généralisé le concept de crédence, définissant la p-crédence pour un plus 
grand nombre de lois. R8œmment, Desgagné et Angers (2007) ont énonce' des comli­
tions plus générales, basées entre autres sur la p-crédence, permettant de calculer des 
densités a posteriori robustes. Les conditions de robustesse concernent essentiellement 
l'épaisseur des ailes d'une densité, qui doivent être suffisamment relevées. Aussi, les 
sources d'information privilégiées en cas de conAit doivent avoir une densité dont les 
ailes sont moins relevées que les densités des sources conAictuelles. 
2.5 Notions sur les densités à ailes relevées 
Dans un contexte bayésien, les densités ayant des ailes relevées s'avèrent être d'une 
grande utilité pour faire de l'inférence robuste. Dans le but d'y parvenir, on doit donc 
être en mesure de pouvoir choisir ces densités de façon efficace. Le choix de ces densités 
doit être soumis à des conditions d'épaisseur des ailes et de régularité que doivent 
satisfaire leurs ailes si on désire présenter des résultats robustes. Dans cette section, 
nous énumérerons dans un premier temps les conditions d'épaisseur et de régularité 
permet.t.ant. le rejet. de l'information r.onAict.uelle. NOliS verrons par la suit.e que ces 
conditions peuvent êt.re simplifiées grfl.ce ft la not.ion de p-crédenœ. 
2.5.1	 Conditions d'épaisseur et de régularité pour les ailes d'une den­
sité 
Considérons le contexte bayésien de la section 2.2. Rappelons que nous supposons que 
les variables X,IB, pour i = 1, ... , n sont conditionnellement indépendantes entre elles, 
où B est un paramètre de position. Soit ~n = (x), ... ,xn ), un vecteur échantillonnai 
composé de n observations tirées d'une population ayant comme densité .!, (.Ti - fJ). 
Afin de mettre l'emphase sur le fait que la densité a priori constitue une autre source 
cl'information, nOlis not.erons la distribution du paramèt.re () par 10(xo - e) plutôt que 
par la. notation usuelle w(B - Io), oü Xo est lin paramèt.re de posit.ion connll. Parmi 
les n + 1 sources d'information (xo,x), ... ,Xn), on en considère k + 1 fixées,notées 
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par (.1:jo, .Til' ... , .Ti,,) où Uo,.h,··· , jn) est une permutation quelconque de l'ensemble 
(0, l, ... , n) ct où 0 S k S n. Les n - k sources restantes sont considérées comme étant 
ries somces d'informat.ion conflictllclks (]'~chantil1on de rlonné~cs :1: n contient des valeurs 
aberrantes, ou le paramètre de position de la distribution a priori est incorrectement 
spécifié). Parmi les sources d'information conflictuelles, on considère que m - k d'entre 
elles tendent vers moins l'infini, notées par (Xj,,+!, . .. ,Xjn,) et que les n - m restantes 
tendent vers plus l'infini, notées (Xjm+!"" , Xj",) où 0 S k S m S n. Finalement, soit 
p= (-Xj"+l ' ... , -Xjm' Xjm+!' ... ,XjJ, le vecteur contenant l'information conflictuelle. 
Nous supposons que la densité f est une densité propre (c'est-à-dire f(x) 2 0, Vx E IR 
et J~(X) f(x)dx = 1), positive et bornée. Alors les conditions que doivent respecter les 
densités h(Xi - B), pour i = 0, ... , n, afin de pouvoir faire de l'inférence robuste, telles 
que données dans Desgagné et Angers (2007), sont: 
Cl	 VE > O,Vh > 0, il existe une constante AI(E,h) > 0 telle que z > A1(E,h) 
(z < -Al (E, h) pour l'aile à gauche) et IBI < h =? 1 - E S fjz(:j) S 1 + E. 
Pour les conditions C2 et C3, il existe des constantes A2 > 0 et 1'vh > 1 et des densités 
propres 1* et 9 telles que pour tout z > A 2 (z < -A2 pour l'aile à gauche), 
C2 j2(z/2) < M 
: j(z)g(z/2) - 2, 
C3: -;blogf*(z) 2 -;blogg(z)::: 0, 
où f* peut être choisie de telle sorte que le comportement de ses ailes est semblable à 
celui de la densité f. De façon plus formelle, la densité 1* doit satisfaire la condition 
suivante: il existe des constantes B > 0 et 0 < KI < K2 < 00 de tel sorte que z > B 
(z < -B rom l'aile à gauche) =? KI S Pt:) S K2· 
Les conditions Cl et C2 stipulent que les ailes de la densité sont suffisamment re­
levées. En particulier, la conùition Cl affirme que pour une va.leur de z assez grande, 
un changement de position apporté sur la variable aléatoire Z n'a pas d'impact sur 
le comportement de l'aile de la densité. La condition C3 affirme que pour une valeur 
assez grande de z, les ailes de la densité sont convexes (condition de régularité). Sous 
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ces candi tians, le théorème suivant, de Desgagné et Angers (2007), nous permet de 
déterminer le comportement robuste de la densité a posteriori. 
Théorème 1. Pour tous nombres entiers k et m tel que 0 S k S m S n et pour 
toutes valeurs constantes XjO,Xjl, ... ,Xjk' si les conditions Cl à CS sont satisfaites 
pour les ailes à gauche des densités h.+ l ' ... ,hm et p01lr les ailes à droite des densités 
fjrn+l" .. ,fjn' et si 
· TI7=oh(xji - B) 01 k et1Jm TIm f. (B) = orsque" < m, (2.4) fI~-oo i=k+! . Ji 
· TI7=0 fJ.(Xji - B) 0 11~m TIn f. (B) = orsque m < n, (2.5) 
fi 00 Jit=m+l 
alors 
a) BI~n !-., BI~k lorsque r/J -> 00, où les densités des vo:riahles aléatoires BI~n et BI~k 
éval1Lées en B sont données par H(BI:.fn) et H(el:.fk). 
De plus, pour toute fonction wC) définie sur !Pi. telle que lE7C (fl l:ed[lw(B)IJ < 00 et 
Iw(B)IH(BI:.fd est hornée s1Lpérie1Lrem(mt, si 
w(B) TIk j'.J, (xJi - B)l' 1=0 = 0 lorsque k < m, et (26)fI-:~X) TI;':k+l h (B)
 
r w( e) TI7=0 .h (x], - B)
 
= 0 lorsque Tri < 'fi, (2.7)e~~ TI~m+l .h(B) 
alors 
La condition de l'équation (2.4) stipule que l'aile à gauche de la densité proportionnelle 
au produit de densités TI~":'k+l ./j,(B) est plus relevée que celle de la densité de B pro­
portionnelle au produit de densités TI7=0 fJ,(Xj, - B). De façon équivalente, la condition 
de l'équation (2.5) stipule que l'aile à droite de la densité proportionnelle au produit de 
densités TI~m+l .h(B) est plus relevée que celle de la densité de B proportionnelle au 
produit de densités TI7=0 h (x], - B). 
Sous les conditions Cl Fi C3 ainsi que sous les conditions d8s équéüions (2.4) et (2.5), le 
résultat a) indique que lorsque les sources d'information conAictuelJes divergent à une 
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vitesse quelconque, la distribution a posteriori (sachant les n observations) converge 
vers la distribution a posteriori dont on a retiré ces sources d'information conflictuC!!Cs. 
Concrètement, le théorème affirme que la contribution rks diff~f8ntes sources d'infor­
mation conflictuelles dans le calcul de la distribution a posteriori diminue à mesure que 
cP s'éloigne vers l'infini. Si on ajoute les conditions des équations (2.6) et (2.7), alors 
par le résultat b), le théorème indique entre autres que les moments a posteriori de 
la distribution n(tllx], . , . ,xn ) convergent vers les moments a posteriori de la distribu­
tion n(tllx], . .. ,Xk), c'est-à-dire la distribution a posteriori dont on a retiré les sources 
d'information conflictuelles. 
2.5.2 Famille de densités GEP et p-crédence 
Il est possible de remplacer les conditions énoncées dans le théorème l par des conditions 
plus faciles à vérifier, basées sur la p-crédence. Cependant, cette simplification entraîne 
une restriction quant aux densités f pouvant être utilisées. En effet, bien que la p­
crédence soit définie pour un très grand nombre de lois connues, il en existe quelques 
unes pour lesquelles elle n'existe pas. Desgagné ct Angers (2005) caractérisent, à l'aide 
de la p-crédencc, le compmtement des ailes d'une densité en la comparant à la densité 
CEP (generalized exponential power). La forme générak rk la rlcnsit~ CEP tclle quc 
sp~cifiée par Dcsgagn~ ct Angers (2005) est donnéc par 
p(zl/', 5, Ct, À, zo) = Kh, 5, a, À, zo) exp {-5 max(lzl, zo)'Y} 
x max(lzl, zo)~(X 10g~À [max(lzl, zo)] 
ex {e-~I:I"r 1:1-0: l~g-À Izl; si Izl > zo, (2.8) 
e-bzo Zo (1 log Àzo; si Izl .,:; zo, 
où Z E IR., /' ::: 0, 5 ::: 0 (on fixe 5 = 0 lorsque /' = 0), a E IR., À E IR. , Zo ::: 0 et 
Kh,5,a,À,zo) est llne constante de normalisation. De plus, les paramètres /" 5, Ct, À 
et Zo doivent remplir les conditions suivantes: 
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1; siÀ:j:.O, 
Al zo> 
{ 0; si a :j:. 0, À = °; 
A2 : a + _À_ + fyvz'Y > O·logzQ '0 - , 
A3 : a:::: 1 si , = °; 
A4 : À > 1 si , = 0,0: = 1. 
Ces différentes conditions stipulent que la densité est strictement positive et bornée 
(Al), qu'elle est unimodale (A2) et qu'elle est propre (A3 et A4). La densité GEP est 
symétrique en zéro et constante entre -Zo et zoo 
Si f(z) est la densité d'une variable aléatoire Z, alors la p-crédence à droite, notée 
p-cred+(J) ou p-cred+(Z), est définie par Desgagné et Angers (2005) comme suit: 
Définition 2. Une densité f a une p-crédence à droite (,,0, a, À) s'il existe une constante 
K > °telle que 
Puisque la densité GEP est symétrique par rapport à zéro, alors la définition de la p­
crédence à gauche sera identique à celle de la p-crédence à droite en remplaçant z ---> 00 
par z ---> -00. La p-crédence à gauche est notée p-cred-(J) ou p-cred-(Z). La notion de 
p-crédence peut s'appliquer à la plupart des familles de densités connues (voir Desgagné 
et Angers, 2003). 
La proposition suivante, de DesgagnR ct Angers (2007), perrnc~t (le comparer les ailes de 
(!eux densités lorsque leur p-crédenœ (n gauche ou Ft droite) sont déterminées. 
Proposition 1. Soit f et g, deux densités telles que p-cred+Cn = h,o,a,/\) et 
p-cred+(g) = h',ri',a',X). 
i) Si,' = ,,0' = 0, a' = a, X = À, alors on dit que les p-crédences à droite de f et g 
sont égales, notées par h', 0', a', X) = h, 0, a, À). Leurs ailes à droite sont équivalentes, 
c'est-à-dire que limz--->oo ~i;j = k pour une constante positive k. 
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'ii) On dü que la p-crédence à dTO'ite de 9 est plus petite que celle de f, 
notée h', fl', ci, >/) < h, 0, ex, À), lorsqu'une des conditions sU'ivantes est réal'isée : 
a) "l' < "l, b) "l' = "1,0' < 0, 
' -, r' d)' r' -, \'C) ~y=~yo=uex<ex 'V=~yu=oex=ex/\<À} } , 1 ) , } • 
Ici, l'aile à droite de 9 domine strictement l'aile à droite de f, c'est-à-dire
 
f(z) 0
l,lmz--->oo 9(Z5 = , 
Afin de comparer les ailes à gauche de deux densités, on procédera de façon similaire en 
utilisant la p-crédence à gauche, Ainsi, l'aile à gauche de la densité ayant une p-crédence 
à gauche la plus petite domine l'aile à gauche de l'autre densité, 
Les propositions 2 et 3, de Desgagné et Angers (2007), permettent de simplifier les 
conditions Cl à C3 et les conditions des équations (2.4) à (2.7) du théorème 1. 
Proposition 2. Si p-cred+(,f) = h, 0, ex, À) et "1 < l, alors les conditions Cl à C3 sont 
satisfaites pour l'aile à droite de la densité f, Si p-cred- (f) = h, 0, ex, À) et "1 < l, alors 
les conditions Cl à C3 sont satisfaites pour l'aile à gauche. 
Proposition 3. Si, pour des densités !J, ... ,ls, 
a) p-cred+(j;) = hi, Oi, Qi, Ài ), 'i = l"." s, et 
b) pour une même constante c, avec 0 < c < l, "Ii E {Q, c}, pour i = l, .. " S 
alors 
s s s)
p-cred+(h) = i~~~,s "Ii, LOi, L exi, L Ài ,( 
,=1 ,=1 ,=1 
où la densité de h est telle que 
11,(8) ex II Ji(B - u;), 
i=1 
pour toute constante U1, . , . , us· Par convention, Oi = 0 si "Ii = 0, 
En utilisant. les résultats d~s proposit.ions 1 à 3, Dcsgi1gné ~t Ang~rs (2007) formulent à 
nouveau les résultats a) et b) du théorème 1. 
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Théorème 2. Supposons que p-cred-U,) = b i-, 0i- ,oç, >'i) et
 
p-cred+(Ji) = btJt,o:t,>'{), tel que pour une même constante c, avec °< c < 1,
 
'Yt, 'Yi- E {a, c}, pour i = 0, ... , n. Pour tous nombres entiers k et m tels que °~ k ~
 
m ~ n et pour to'ute valeur fixée Xja' xh" .. ,Xj,_, si
 
( . max 'Y;', f 0;, fa;, f >.;)2=k+l, ... ,m 
i=k+ 1 i=k+ l i=k+ 1
 
< (i~~\ 'YZ,toZ,t a1,t>'1) lorsque k < m,
 et 
,=0 2=0 2=0 
lorsque m < n, 
alors le résultat a) du théorème 1 est vrai. 
De plus, pour toute fonction w(·) définie sur lRt telle que ]E1r(OI:!'d [Iw( B) Il < 00 et 
Iw(B)I7r(BI~k) est bornée supérieurement, si p-cred-(Iwl) = b,-;;, 0'-;;, a;;;, >.;;;) et 
p-cred+(lwl) = b~,o~,a~,>'~), tel que pour une même constante c, avec °< C < 1, 
'Y~ , 'Y'-;; E {O, c}, et si 
max "':­( "_ 'J-;.)t-k+l, ... ,m 
lorsque k < m, et 
+ 
max 'Yj' t 01, t at, t >'1)( i=m+l, . . ,n ' 
i=m+l i=m+l i=m+l 
< (i~~~kb;, 'Y,t), t 6; + o,~, ta; + a,t, t >.; + >.~) 
t=O t=O t=O 
lorsque m < n, 
alors le résultat b) du théorème 1 est vrai. 
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2.6 Exemples 
Déms cette section, nOlIS considérons le jeu de données simulé ft péutir du modèle Yi = 
2,5 Xi +Sj, avec Si rv N(O; 2,52) introduit à la section (1.2). Ces données sont présentées 
à nouveau dans le tableau 2.1. 
i Xi Yi 
1 1,1 2,4 
2 1,2 0,5 
3 1,5 7,6 
4 3,0 10,3 
5 3,7 6,4 
6 3,9 9,2 
7 3,9 10,7 
8 5,0 15,6 
9 5,7 13,6 
10 7,1 18,8 
Tableau 2.1 Coordonnées x et Y pour les 10 points de l'ensemble de données 
Puisque nous considérons le paramètre d'échelle (J connu, nous estimerons seulement le 
paramètre {3. Le cas où (J n'est pas connu est étudié dans le prochain chapi tre. Motivé 
par les résultats du théorème l, nous estimons (J par l'espérance a posteTioTi de (J. Si 
on considère la notation de Dcsgagné et Angers (2ÜÜ7), ct si la densité a posteTioTi de 
(3 déterminée à la section 2.3 est donnée par 
= II~o fi(Zi - (3)({31 )11" ~ m(~)' 
où la densité a pTioTi 11"((3) = fo(zo - (3) et Zo est llIl paramètre de position connu de la 
densité a pTioTi de {3, alors on définit l'estimateur de (3 par 
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Si on considère la notation de la régression linéaire, alors 
ou de façon équivalente, 
Notons qu'on peut prendre également la médiane Ol! le mode a posteriori de /3 comme 
estimateur de (3, dépendant de la fonction de perte eonsidérée. 
Afin d'être le plus neutre possible quant au choix de la distribution a priori de /3, nous 
avons choisi 7r(/3) = fo(zo - (3) == 1. La distribution a priori est donc une distribution 
impropre et non informative. Les ailes d'une telle densité ne tendent pas vers zéro de 
telle sorte que l'information a priori ne sera jamais en conflit avec les autres sources 
d'information. On remarque qu'avec ce choix, la densité a posteriori est proportionnelle 
à la vraisemblance. Si on considérait en plus le mode a posteriori de /3 comme estimateur 
de Dayes de 13, alors cela reviendrait à trouver l'estimateur du maximum de vraisem­
blance. Par exemple, si on suppose que la variable aléatoire éi est distribuée selon une loi 
N(O; (/2), pour i = 1, ... , n, alors la variable aléatoire Zi = Yi! Xi = /3 + édXi, sachant 
/3 et Xi, est distribuée selon une loi N(/3; ((// x.;)2). Si on considère la variable /31~, f alors 
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par l'équatiüIl (2.3) et avec 7r((3) = Jo(zo - (3) == 1, on a 
C'est donc dire que si on suppose que la variable aléatoire éi de l'équation (2.1) est 
distribuée selon une loi N(O; 0'2) pour un 0'2 connu, alors la variable aléatoire f31:f, ~ est 
Ln 2 )distribuée selon une loi N ( i~~IX~t; L~':~ xi . L'espérance, la médiane et le mode d'une 
variable aléatoire normale étant tous égaux, on voit bien que l'espérance a posteriori de (3 
Ln 2 
n'est nul autre que l'estimateur de vraisemblance maximal de (3 et est égal à i~~lx;r = 
~7~IX~ti, soit l'estimateur de (3 vu à la section 1.2. Cependant, la loi N(ü; (J2) ne permet 
pas o'obt.p.nir 00S 0st.imatellfs robust.0s commE' nous j'avons r.onst.at.0. au chapit.r0 1. C0l<t 
s'explique par les résult.at.s théoriques de robustesse, car les ailes cie la densit.é cie la 
loi normale ne sont pas suffisamment relevées, comme nous allons le voir dans cette 
section. Dans le but d'obtenir un estimateur bayésien de (3 robuste, nous considérons 
plutôt les lois de Student et GEP de type V afin de décrire le comportement de la 
variable aléatoire éi· Notons que éj et Zi ne diffèrent que par un paramètre de position 
et échelle, car éi = ~/t· La densité GEP de type V est donnée par l'équation (2.8) avec 
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les paramètres 1 = 0, li = 0, a = 1 et À > 1 (Desgagné et Angers, 2005), Nous avons 
fait le choix de ces deux lois puisqu'elles possèdent toutes deux des ailes plus relevées 
que celles de la loi normale, Nous allons le démontn:rr:n comparant h p-nc'oence ft 
droite de ces trois lois symétriques, en utilisant la définition 2 et la proposition 2 de 
la section 2,5.2. Tout d'abord, si une variable aléatoire Zj est distribuée selon une loi 
2N(O; 0- ) avec densité hl (z) et: exp{ ~}, alors p-cred+(Zt} correspond au choix des 
paramètres h, 6, a, À) qui satisfont 
pour un certain K > O. Ainsi, si on choisit 1 = 2, 6 = 2~2' a = 0 et À = 0, alors 
. f(z) . K exp{ 2Z~} 
llm --:-------'------'-'---------;-- = hm Cf 
Z-'OO e-oz'Y z-cr log-À(z) Z-'OO e-Oz"1 z-lI' log-À(z) 
'2 
. K exp{ 2:2 } 
= hm 2 
HOO exp {~ } 
= K, 
où K est la consta.nte de normalisation de la loi normale. On obtient donc, p-cred+ (Zl) = 
(2, ~, 0, 0). Maintenant, soit une variable aléatoire Z2 qui est distribuée selon une 
loi de Student avec 1/ degrés de liberté, pour v > 0, et dont la densité est .f2 2(z) et: 
(~+I) 
( 1 + ~ r-2-. Si on choisit 1 = 0, 6 = 0, a = v + 1 et À = 0 , alors 
(~+ 1) 
. f(z) . K (v + z2f -~-
1lm -------'------'-'---------,---- = hm --.-'-----------'----,-----­
Z-'OO e-oz'Y z-cr log-À(z) Z-'OO e-àz'Y z-cr log-À(z)
 
(~+I) 
. K (v + z2f -2­
= hm 
a 
Z-'OO e-(jz'Y (z2) -2 log-À(z) 
(~+I) 
K (v + z2f-2­
= lim ----'-------,---- ­
z-"OO (z2)--f 
v +z2z2) -(~2+1) 
= lim K (z-'OO 
-(~+I) 
= )~~ K (;2 + 1) -2­
= K, 
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où K est la constante de normalisation de la loi Student. On obtient alors p-cred+(Z2) = 
(0,0,1/+ 1,0). Enfin, si Ulle variable aléatoire Z3 est distribuée selon une GEP de type 
V, il est trivial que p-cred+(Z:;) = (0, 0, 1, .\). 
Afin de comparer les ailes à droite des densités deux à deux, nous utilisons la pro­
position 2. Si on note p-cred+(Zd = h, 0, 0:, .\), p-cred+(Z2) = h', 0', 0:', .\') et 
p-cred+(Z3) = h", 0", 0:", .\"), alors p-cred+(Z2) < p-cred+(Zd, car "/ < {, où {' = 0 
et { = 2. L'aile à droite de la densité de Student domine strictement l'aile à droite de la 
densité normale. Par symétrie, la densité de Student a des ailes plus relevées que celles 
de la loi N(O;a 2 ). Aussi, p-cred+(Z3) < p-cred+(Z2), car {" = l"~ 0/1 = 0' et 0:/1 < 0:', 
où 0:/1 = 1 et 0:' = LI + 1 avec LI > O. L'aile à droite de la densité GEP de type V domine 
strictement l'aile à droite de la densité Student. Par symétrie, la densité GEP de type 
V a donc des ailes plus relevées que celles de la Student, et par conséquent ses ailes 
sont aussi plus relevées que celles de la normale. La densité Student est appelée densité 
à ailes relevées tandis que la densité GEP de type V est appelée densité à ailes super 
relevées (Desgagné et Angers, 2005). 
2.6.1 Student 
À 1'origim~, les donnpes ont MA simulées en posant. la variable alpat.oire lOi i.i.d N (0; (2,5)2). 
Cela revient à dire que :n i.i.d N (0; 1), soit avec un paramètre d'échelle de 2,5. Puisque 
nous supposons le paramètre d'échelle a connu, nous lui assignons cette valeur de 2,5. 
Dans cette section, nous supposons plutôt que la variable aléatoire 101 est distribuée selon 
une loi F avec paramètre d'échelle a connu et égal à 2,5, où F est une loi de Student 
avec 4 degrés de liberté et paramètre d'échelle connu TO' La densité des lOi est 
Afin d'influencer le moins possible l'inférence en cas de non-conflit, nous fixons le pa­
ramètre TO de telle sorte que la variable aléatoire :n ait une densité F (soit une loi de 
Student avec 4 degrés de liberté et pa.ramètre d'échelle TO) ayant une distance inter­
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quartile égale à celle d'une N(0; 1). Considérons les distances illterquartiles 
dN = QN(3) - QN(I) 
= 0,6745 - (-0,6745) 
= 1,349, 
dT = QT(3) - QT(l) 
= 0,7407 - (-0,7407) 
= 1,4814, 
où QN(3) et QN(I) sont les troisième et premier quartiles de la loi normale centrée 
réduite et QT(3) et QT(I) sont les troisième et premier quartiles de la loi de Student 
avec 4 degrés de liberté. Alors Ta est tel que 
dT Ta = dN 
dN 
Ç::} Ta = ­
dT 
Ç::} Ta = 0,9106. 
On voit sur la figure 2.1 qu'avec ce choix, la distribution de la variable aléatoire {s a une 
dispersion semblable à celle d'une normale centrée réduite, sauf pour les ailes. Puisque 
nous considérons plutôt la variable aléatoire Zi = -t,-, alors par l'équation (2.2), la 
densité de cette variable évaluée au point Zi = 1L!., est donnée par
x, 
2) -5/21 . Z, - /3 1 1 Zi - .3
-j -- <X - 1+­I/Xi é ( I/Xi) I/Xi ( 4 (2,2765/X,) , 
pour i = 1, ... , 10 et où (HO = 2,2765. Nous noterons la loi de Zi 1Xi, /3 par t4 (/3; 2,2765),
Xl 
soit une Student avec 4 degrés de liberté, avec paramètre de position /3 et paramètre 
d'échelle 2,~~65. 
Considérons d'abord le cas où le point PlO est aberrant en ordonnée. Ce cas est représenté 
sur les graphiques (a) et (b) de la figme 2.2. Les points P j(6) = (7,1; 68,8) et P j(6l) = 
(7,1; -31,2) respectivement, semblent avoir très peu ou pas d'influence sur l'orientation 
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Figure 2.1 Densités N(O; 1) et F où F est une loi de Student avec 4 degrés de liberté 
et paramètre d'échelle TO = 0,9106. 
de la droite. Eu effet, cette d<:~rnière crnprunte la trajectoire liut'aire dl~crite par le~ Ill'uf 
autre~ points non aberrants. Pour chacun des graphiques, la pente de la droite est estimée 
à bI = 2,6549 et bI! = 2,5672. Lorsque YlO tend ver~ plus ou moin~ l'infini, l'e~timt' de 
la pente converge vers la valeur bStudent = 2,6103 tel qu'illustré sur la figure 2.3. Cette 
valeur, correSPOUd à l'e~timl' de f3 lorsque le point PlO est retiré de l'l'u~emblc dl' douuéc~. 
La méthode est donc robuste à une valeur aberrante en ordonnée. 
Afin de mieux comprendre, analysons le cas où YlO tend vers l'infini. Considérons les 
graphiques (a), (b) et (c) de la figure 2.4, représentant le positionnement des densités a 
posteriori 7f(,6IZl" .. , ZlO), 7f(,6IZlO) et 7f(,6\Zl, ... ,Zg) selon la valeur de la coordonnée 
YlO. Notons que Xl,' .. ,XlO sont considérées implicitement connues pour alléger la 
notation. Aussi, la densité a posteriori 7f(,6IZlO), qui est proportionnelle à la densité 
gZlO(ZlO-,6I,6, XlO), est centrée en,6 = ZlO = YlO/XlO' Dans la première figure, YlO = 18,8 
(ZlO = YlOj.TlO = 2,6479), ce qui correspond au jeu de données original du tableau 21 
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Figure 2.2 Estimé bayésiell de la pente du modèle )Ji = (r-ri + éi (a) lorsque le point 
P j(6) = (7,1; 68,8), (b) lorsque le point P j(6l) = (7,1 -31,2). Le symbole. représente Je 
point PlO dont. la coordonnée y a ét.é modifiée. Les variables aléat.oires Zi suivent une 
loi t4 ({3; 2,2765) 
x, 
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Figure 2.3 Comportement de l'estimé b pom différentes vakms de la coorrlonnf.c YjO. 
L'r.stimê de (3 r.st égal il. 2,6220 alors qu'il n'y (t ras d'informa.tion conflictuelle, c'cst­
à-dire qu'il n'y a pas de point aberrant. Le point PlO n'est pas écarté par la méthode 
d'estimation, mais puisqu'il se retrouve dans la trajectoire linéaire formée par les neuf 
autres points, son influence sur l'estimé de {3 paraît négligeable (b = 2,6229 alors que 
bStudent = 2,6103). Cela se traduit par le fait que les densités a posteriori 11'({3!21O ) et 
11'(f312j , ... l 29) ont une importante zone commune due au fait qu'elles sont superposées. 
La densité 11'(f31Zj, ... 1210) se trouve au même endroit que les deux densités 11'({3121O ) 
et 11'({3IZj, ... , 29), comme on peut l'observer sur le graphique. La densité a posteriori 
11'({3IZj, ... ,210 ) est donc calculée en fonction du compromis le plus réaliste entre les 
différentes sources d'information Zl, ... ,ZIO' Rappelons que la densité a pTioTi de (3 est 
11'((3) == 1, d'où j'absence d'un paramètre de position Zo pour cette densité. 
Sur le graphique (b) de la figure 2.4, le point PlO se retrouve maintenant aux coor­
données (7,1 ; 28,8), cc qui donne ZIO = 4,0563. À nouveau, il n'y a pas d'information 
conflict.ndle. Cependant, il t~st intén-~ssant dc constater commcnt sc cornport.c la dCll­
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Figure 2.4 Comportement des dellsités a posteriori 7f(,6IZI, ...... , Zg), 7f (,61 ZlO) et 
7f(,6IZI,""", ZlO) lorsque (a) YIO = 18,8, (b) YIO = 28,8 et (c) YlO = 68,8, 
85 
sité a posteriori 1T(J31Z1"'" ZlO) lorsque les densités 1T(,8IZlO) et 1T(,8IZ], ... ,Zg) ne 
sont plus du tout superposées comme dans le cas précédent. On voit que les densités 
a posteriori 1T(,8IZIO) et 1T(,8IZ], . .. , Zg) se chevauchent maintenant dans les ailes et que 
leur zone commune a diminué par rapport au cas précédent. L'influence de la valeur 
Y10 = 28,8 (ZlO = 4,0563) est à son maximum et se traduit par une estimation de ,8 de 
2,8147. 
Enfin, sur le graphique (c) de la figure 2.4, nous illustrons le cas où le point P J(6) = 
(7,1 ; 68,8) est aberrant, soit ZlO = 9,6901. En présence d'information conflictuelle, on re­
marque que la zone commune entre les densités a posteriori 1T(,8IZlQ) et 1T(.8IZ1, ... , Zg) 
est maintenant négligeable. L'importance accordée au point PlO dans le calcul cie l'es­
timé de ,8 est beaucoup plus faible que dans le cas précédent. Cela se traduit par le fait 
que b[ = 2,6549 est beaucoup plus près de bStudent = 2,6103 que "estimé b = 2,8147 
calculé au cas correspondant à la figure 2.4 (b). La densité a posteriori 1T(.8IZ1,.'" ZlO) 
est revenue vers la densité a posteriori 1T(,8IZ1,"" Zg). Lorsque Y10 (ZlQ) tend vers l'in­
fini, la méthode d'estimation écarte graduellement l'information confiictuellc (le point 
aberrant PlO) a11 profit des nC11f autres point.s. La <1(msitè 1T(,8IZ1, ... ,ZIO) se comporte 
(10 plus en pl11S r.omme la densit.0 1T(,8IZ" ... , Zg) et. à la limite, ks (k11x clensit.rs se­
ront identiques. Ainsi, l'estimé de la pente calculé à partir cie la densité a posteriori 
1T(,8IZ1,' .. ,Z1O) tend vers l'estimé de la pente calculé à partir de 1T(,8IZ[, . .. ,Zg) à 
mesure que Y10 (ZIO) tend vers plus l'infini, tel que stipulé par le théorème 1. 
Considérons maintenant le cas où le point PlO est aberrant en abscisse. Rappelons que 
la variable aléatoire Zi = } où Xi est connue. Alors, 
,. 
Var[Z1OIXlO,,8] = Var [Y1O/ XlOlxlO,,8] 
1 
= -2- Var[Y1OlxlO,,8] 
x 10 
1 
= -2- Var[€1O]. 
X10 
La variance de la variable aléatoire ZlO est d'autant petite que X10 tend vers plus 
ou moins l'infini. La théorie sur la robustesse vue à la section 2.5 suppose que les 
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Figure 2.5 Estimé bayésien de la pente du modèle Yi = /3 Xi + fi (a) lorsque le 
point Pj(b") = (57,1; 18,8), (b) lorsque le point p~bV) = (-42,9; 18,8). Le symbole 
Â représente le point PlO dont la coordonnée y a été modifiée. Les variables aléatoires 
Zi suivent une loi t4 (/3; 2,2765) . 
.1,). 
va.riables aléatoires peuvent provenir de lois différentes n'ayant pas nécessairement la 
même variance. Cependant, même si la réalisa.tion de certaines de ces variables tend 
vers plus ou moins l'infini, leur variance respective est considérée fixe, contrairement à 
ce qui est observé ici. Puisque notre analyse des méthodes vues précédemment portait 
aussi sur la robustesse par rapport à une valeur aberrante en abscisse, nous allons tout 
de même explorer le cas où la coordonnée XjO tend vers plus ou moins l'infini, malgré 
le fait que les résultats sur la robustesse ne s'appliquent pas. 
Les graphiques (a) et (b) de la figure 2.5 illustrent le nuage de points lorsque le point 
aberrant est localisé aux coordonnées P1(b II ) = (57,1; 18,8) et P1(b V ) = (-42,9; 18,8), 
respectivement. L'estimé de /3 est donné par bIll = 2,4624 et blv = 2,5049. Ces deux 
valeurs sous-estiment la valeur de b lorsque le point PlO est retirè de l'ensemble d(' 
données, c'est-à-dire bS/1Uleni = 2,6103. En analysant seulement la figmc 2.5, la mét.hode 
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"Figure 2.6 Comport.ement. d~ l'estimé b pour différent.es valcms de la coordonnée XJO . 
...1 ' • • b ,. 1 1 . bl Z d" b' 1 ((j 2 2765 ) li est.lmat.lon ayesH~nne orsque cs varIa es i sont. Ist.n IICCS se on une t4 , ; ~ , 
semble être robuste. Cependant, la figure 2.6 démontre plutôt que lorsque XJO tend vers 
J'infini (ZlO tend vers zéro), l'estimé de f3 converge vers O. Le phénomène est aussi vrai 
lorsque XIO tend vers moins l'infini, mais l'estimé b tend vers zéro à une vitesse beaucoup 
plus lente. 
Afin de mieux comprendre, considérons les graphiques (a), (b) (c) et (d) de la figure 2.7. 
Ces graphiques représentent le positionnement des densités a posteriori 7r(f3IZJ,' .. , ZlO), 
7r(f3IZlO) et 7r(,GIZJ,' .. ,Z9) pour différentes valeurs de XlO lorsque nous considérons le 
cas où XlO tend vers l'infini (zJO tend vers zéro). Tout d'abord, nous avons omis le cas 
où la valeur de XJO égale 7,1 puisqu'il correspond exactement au cas représenté dans le 
graphique (a) de la figure 2.4 discuté avant. Maintenant, dans le graphique (a) de la 
figure 2.7, le point PlO a comme coordonnées (17,1; 18,8), soit ZlO = 1,0994. Aucune 
information n'est cn couflit. À nouveau, comme pour le graphique (b) de la figure 2.4, 
l'int.érêt. est. d'mlalyser k c()mport.cJll~nt. Ù~ la densit.é a posteriori 7r(f3IZj, ... , Z1O) 
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lorsque la Züne commune des densités 7r(fJIZlO) et 7r(,6IZi, ... , Z9) est restreinte. Le 
changement de la coordonnée x]O du point PlO, passant de 7,1 dans le graphique (a) 
(!<~ la figme 2.4 ft 17,1 dans le graphique (a) de la figure 2.7 a cu pom dfet. de dimi­
nuer la variance de la variable ZlO (et donc de ,6IzlO) et de déplacer la clensité 7r(,6IZlO) 
vers la gauche, tel qu'observé dans le graphique (a) de la figure 2.7. Cela a entralné 
la réduction de la zone commune entre les densités 7r(,8IZlO) et 7r(,6IZi, ... , Z9), qui a 
eu pour conséquence d'augmenter la dispersion de la densité 7r(,6IZ], ... ,ZlO) tout en 
déplaçant cette densité vers la gauche, mais de façon plus modeste. L'estimé de (3 se 
voit être affecté par l'influence non négligeable du point PlO, chutant cie 2,6229 dans la 
figure 2.4 (a) à 2,351 dans la figure 2.7 (a). 
Sur le graphique (b) de la figure 2.7, nous avons considéré le point aberrant p](b ll ) dont 
les coordonnées sont (57,1; 18,8), ce qui donne z]O = 0,3292. L'estimé de ,6 est 2,4624. 
On voit que la densité 7r(,6IZlO) est trop éloignée cie la densité 7r(,6IZ], ... , Z9) de telle 
sorte que la zone commune entre les deux densités semhle suffisamment petite pour 
créer une situation de conRit. La dispersion de 7r(fJIZlO) est beaucoup moins grande due 
au fait que plus x]O U~nd vers l'infini, plus la variance de la variabl(~ alb,t.oire ZlO tend 
vers O. Cppendant., malgr~ que les résultats théoriques de la spction 2.G n'ont pas ~t.~ 
développés dans le cas particulier d'une variance qui varie en fonction de l'information, 
la méthode cl 'estimation bayésienne produit néanmoins un estimé de ,6 qui semble être 
peu inAuencé par la valeur aberrante en x. Tout comme une méthode robuste, la densit.é 
7r(,6I ZI, ... , ZlO) se rapproche de 7r(,81 Z], ... , Z9), indiquant que la méthode cl 'estimation 
donne moins de poids au point PlO et privilégie les points p], . .. ,P9 dans le calcul de 
b. Cependant, comme on l'a vu, l'estimé de ,6 tend vers 0 à mesure que XIO tend vers 
plus ou moins l'infini. Cette situation devient plus claire dans les cieux prochains cas. 
Sur le graphique (c) de la figure 2.7, la coordonnée XlO égale 407,1, soit ZlO = 0,0462. 
On voit que la densité 7r(,6IZlO) s'est déplacée vers la gauche et que sa variance a 
encore diminué. Quant à elle, la densité 7r(,6IZ], ... , ZlO) s'est à peine déplacée vers la 
gauche, mais on est maintenant en mesure de constater que cette densité est bimodale. 
En eflet, on remarque qu'un mode se retrouve près de la densité 7r(fJIZlO), alors que le 
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Figure 2.7 Comportement des densités a posteriori 7r(,8IZ1,"" Zg), 7r (,81 ZlO) et 
7r(,8IZ1, _.. , ZlO) lorsque (a) XlO = 17,1, (b) XlO = 57,1, (c) XlO = 407,1 et (cl) 
XlO = 10007,1. 
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deuxième mode et la densité Jr(fJIZI, ... ,Zg) sont pratiquement superposés. Le point PlO 
de coordonnées (407,1; 18,8), bien qu'ayant une influence limitée, n'est pas écartée par la 
méthode d'(~st.im(lt,ion. La densit.é Jr(,6IZI,.·., ZIO) est. calculée en faisant. un compromis 
qui pourrait sembler acceptable entre les données et la valeurs aberrante compte tenu du 
fait que l'estimé de,6 vaut 2,411. Cependant, comme le laisse sous-entendre la figure 2.6, 
l'influence du point PlO augmente à mesure que XIa tend vers l'infini puisque l'estimé 
de ,6 tend vers zéro. Comme on aimerait qu'une méthode robuste accorde de moins en 
moins d'importance à un point aussi éloigné que le point PlO = (407; 18,8), il est clair 
que la méthode bayésienne, dont. la variable Z est distribuée selon une loi t4 (,6; 2,~~65), 
n'est pas robuste à une valeur aberrante en x. Mais bien qu'elle ne soit pas robuste, 
cette méthocle limite tout de même l'influence de certains points pouvant être considérés 
aberrant, comme par exemple le point de coordonnée (-100; 18,8), tel qu'illustré sur la 
figure 2.6. L'explication de la lente convergence de l'estimé b vers D, donnant ainsi 
l'impression d'une méthode robuste, peut s'expliquer par le fait qu'une valeur aberrante 
en abscisse, pour notre modèle Yi = ,6 Xi + éi, borne les résidus qui, contrairement au 
cas où il y a une valeur aberrante ell ordonnée, ne peuvent telldre vers l'infini. En eHd, 
lorsque 1/10 tend vers plus ou moins l'infini, l'estimé de la pelltc cl 'une méthode lion 
robust.e sera t.irée par le point aberrant. À la limit.e, la pent.e de la droit.e sera infinie ct. 
les rp.sidlls, en va.leurs a.bsolues, (la dist.ance verticale ent.re les point.s et. la droit.e) seront. 
aussi infinis. Mais lorsqu'on considère plutôt qu'un point en abscisse tend vers plus ou 
moins l'infini, alors la pente de la droite, estimée d'une méthode non robuste, t.end vers 
o. Cela entraîne que les résidus sont bornées puisqu'ils tendent vers une limite finie. 
À mesure que le point aberrant s'écarte de la tendance linéaire en abscisse, les résidus 
découlant de l'estimation de ,6 tendent vers leur limite respective mais à une vitesse 
beaucoup trop lente pour que la méthode écarte les points Pl, . .. , Pg du calcul de b. 
Par exemple, sur la figure 2.8 nous avons supposé que la droite passait par l'origine 
et le point cie coordonnée (0,1; 18,8) (la droite rouge) et par l'origine et le point cie 
coordonnée (-100; 18,8) (la droite bleue). En tenant compte des dix points, l'estimé de 
,6 lorsque le point PlO = (0,1 ; 18,8) est 2,6119 alors que l'estimé de (3 lorsque le point 
PlO = (-100; 18,8) est 2,4942. Rappelons que l'estimé de ,6 lorsque le point PlO est 
• • 
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- OrOlle passanl par las points (0:0) el (0.1:18.8> 
- Droite passant par les points (0:0) el {-100:18. 
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Figure 2.8 Exemple de droites si le modèle rejette les points H, ... ,Pg. 
retiré des données est 2,6103. On voit donc que la méthode écarte dans une proportion 
plus grande le point PlO = (0,1; 18,8), qui l'st pourtant beaucoup plus près des donrl(~es 
originales que ne l'est le point PlO = (-100; 18,8). Cela est dû au fait que, un peu comme 
pour une valeur aberrante en y, les valeurs rl'sidudles produites par la droite rouge de la 
figure 2.8 sont beaucoup trop grandes. Le modèle écarte alors le point PlO = (0,1; 18,8) 
comme un point faisant partie ùe l'ensemble. L'estimé li est ùonc semblable à celui 
fait à partir des neuf points Pl, ... ; Pg. Par contre, lorsque nous considérons le point 
PlO = (-100; 18,8), les résidus découlant de la droite bleue sont beaucoup plus réalistes. 
Le point PlO = (-100; 18,8) n'est donc pas totalement écarté par la méthode comme ce 
fut le cas pour le point Ho = (0,1; 18,8). 
Analysons maintenant un cas où le conflit entre les sources d'information est encore 
plus flagrant. Lorsque le point aberrant PlO a comme coordonnée XlO = 10007,1 (ZlO = 
0,0019), les densités a posteriori se comportent tel qu'illustré sur le graphique (d) de la 
figure 2.7. On voit que la densité Jr(,8IZI," ., ZlO) est toujours bimodale, mais cette fois­
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ci, le mode global se retrouve du côté de la densité 7r(I3I Z lO) , signifiant que la méthode 
n'est pas robuste. Sans avoir totalement écarté les !leuf points Pl, ... , P9, la méthode 
leur accorde de moins en moins d'importance dans l'estimation de (J au profit du point 
Bien que la méthode d'estimation bayésienne, dont les variables Zi sont distribuées 
selon une loi t4 ({3; 2,;~65), produise un estimé de {3 robuste à une valeur aberrante en 
y, cela n'est pas le cas lorsqu'il y a présence d'une valeur aberrante en abscisse. Dans 
cette section, nous avons supposé que les variables aléatoires Ei, pour i = l, ... , n, sont 
distribuées selon une loi de Student avec u = 4 degrés de liberté et avec paramètre 
d'échelle connu Ta. Le choix de u a été motivé par le fait qu'une variable aléatoire étant 
distribuée selon une Student avec u degrés de liberté, est à peu près distribuée selon une 
loi normale centrée réduite, lorsque u tend vers l'infini, c'est-à-dire une densité ayant des 
ailes moins relevées. Ainsi, plus on choisira une valeur de u grande par rapport à u = 4, 
moins on s'attend à obtenir un estimateur de {3 robuste, par rapport à l'estimateur de 
{3 lorsque u = 4. 
2.6.2 GEP de type V 
Dfins œt.t.e section, nous supposons que lfi v<irifible aléfitoire Ei est distribuée selon une 
loi F avec paramètre d'échelle a connu égal à 2,5, où F est une loi GEP de type V avec 
paramètres 1 = {) = 0, a = l, À = 4, za = 2 et paramètre d'échelle connu Ta. La densité 
de Ei est 
Notons que nous utilisons une forme modifiée de la densité GEP (Desgagné et Angers 
2003) qui n'a pas de partie uniforme au centre (voir figure 2.9). 
Le paramètre d'échelle Ta est déterminé de telle sorte que la variable aléatoire {s ait 
une densité F ayant une distance interquartile égale à celle d'une T\(O: 1). Considérons 
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les distances interquartiles 
dN = QN(3) - QN(l) 
= 0,6745 - (-0,6745) 
= 1,349, 
de = Q0(3) - Qe(l) 
= 0,39424 - (-0,39424) 
= 0,78848, 
où QN(3) et QN (1) sont ks troisième pt premipr rJlIartiks rk la loi normak œntrfp 
réduite et Q0(3) et Qe(l) sont les troisième et premier quartiles de la loi GEP de type 
V avec paramètres 1 = cS = 0, 0: = l, À = 4 et Zo = 2. Alors Ta est tel que 
de Ta =	 dN 
dN{::} Ta =	 ­
de 
{::} Ta = 1,7109. 
On voit sur la figure 2.9 qu'avec ce choix, la distribution de la variable aléatoire {}, a une 
dispersion semblable à celle d'une normale centrée réduite, sauf pour les ailes. Puisque 
nous considérons plutôt la variable aléatoire Zi = -t-' alors par l'équation (2.2), la 
densité de cette variable évaluée au point Zi = Yi, est donnée par
x,_ 
_l_ j ~(3) ex: Zi-"!3 +2 -j ( log (1 Zi- !3 1 +2)) -4 (2.10))l/xi El/xi 4,2773/Xi	 4,2773/Xi'( (1 1 
pour i = l, ... ,10 avec Zi E IR et 2,5To = 4,2773. Nous noterons la loi de ZiIXi,!3 par 
FeEP. 
Un problème survient avec l'estimation de !3 si on utilise l'espérance a posteriori de (i, 
puisqu'clic n'existe pas. Cela provient du fait que les moments d'une variable aléatoire 
distribuPP sPion une GEP dp typP V n 'pxistpnt pas (Dpsgagnp pt Angers, 2005). Ainsi, 
l'estimateur u= J~co !3 7r(!3IZj, ... , ZlO)d!3 n'existp pas. L'Ptndp dp la dpnsitf a poste­
riori 7r(!3I~,~) à partir des observations du tableau 2.1 nous a permis de constater qu'on 
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Figure 2.9 Densités N(O; 1) et F, oll F est une loi CEP de type V avec paramètres 
"( = 15 = 0, a = 1, À = 4, Zo = 2 et paramètre d'échelle Ta = 1,7109. 
peut trouver un domaine d'intégration assez grand et fini, 1> = {{lldin! ::; 13 ::; dS1<p}, où 
d in! et dsup sont les bornes d'intégration inférieure et supérieure, telles que la presque 
totalité de la masse de la densité s'y trouve. Par exemple, pour din! = 0 et dsup = 5, la 
masse comprise entre [-5000; 0) et (5; 5000] est négligeable et 99,998% de la masse se 
trouve entre 0 et 5. Ainsi, le paramètre 13 sera estimé par 
b = ln /3 7f(/3I~, !-)d/3. 
Notons que cela correspond à choisir une densité a priori avec un domaine 1>, par 
exemple 7f(fJ) == 1[,6 E 1>], où I() est la fonction indicatrice, et considérer ensuite 
l'espérance a posteriori puisqu'elle existe maintenant. Notons également que le choix 
de 1> e::;t très robuste à partir d'un certain seuil, au point où on a l'impression que 
l'espérance converge lors des calculs numériques. Cette dernière condition de stabilité 
est nécessaire pour utiliser l'espérance «tronquée» sur 1>. 
Considérons d'abord le cas Ollie point PlO est aberrant en ordonnée. Les points Pg) = 
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Figure 2.10 Estimé bayésien de la pente du modèle Yi = 13 Xi + Ei (a) lorsque le point 
Pl(~) = (7,1; 68,8), (b) lorsque le point Pl(~I) = (7,1 -31,2). Le symbole. représente le 
point PlO dont la coordonnée Y a été modifiée. Les variables aléatoires Zi suivent une 
loi FCEP' 
(7,1; 68,8) et Pl(~l) = (7,1; -31,2) tout comme lps droit<:s oont ln pr:nt<: pst <:stimc<: R 
b[ = 2,5704 et à bll = 2,5257 respectivement, sont représentés sur les graphiques (a) et 
(b) de la figure 2.10. 
Lorsque YlO tend vers plus ou moins l'infini, l'estimé du paramètre 13 tend vers la valeur 
2,5478 comme on peut le constater sur la figure 2.11. D'ailleurs, cette valeur correspond 
exactement à l'estimé de 13 lorsque le point PlO est retiré de l'ensemble de données, noté 
bCEP' La méthode est donc robuste à une valeur aberrante en y. 
Afin de mieux comprendre, considérons les graphiques (a), (b) et (c) de la figure 2.12, 
représentant les densités a posteriori n(13IZ1, .. . , ZlO), n(13IZlO) et n(13IZl, .. · , Z9) pour 
trois valeurs positives de YlO. Pour la figure (a), on a considéré le point original PlO = 
(7,1 ; 18,8), soit ZlO = 2,6479. Puisque le point PlO n'est pas aberrant, il n'y a pas 
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Figure 2.11 Comport<:m<:nt d<: l'<:st.imé b pour ciifffr<:nt<:s vakurs (1<: la r.oorcionné<: Y10. 
(i<; r.onflit <:ntr<: ks point.s Pl, ... , P9 et PlO' Ce dernier se retrouve dans la trajectoire 
linéaire formée par les neuf autres points et n'est pas écarté dans le calcul de l'estimation 
de 13. Ce cas est très similaire à celui observé à la section 2.6.1, c'est-à-dire lorsque Zi est 
distribuée selon une t4(13; ~). On voit dans la figure (a) que l'absence de conflit entre 
les données se traduit par la superposition des densités n(13IZIO) et n(13IZ1, . .. , Z9)' La. 
densité n(/3IZj, ... , ZlO) est alors calculée en fonction du meilleur compromis entre les 
sources d'information, ce qui résulte par la superposition des trois densités. 
Nous considérons maintenant la figure 2.12 (b). Le point PlO considéré a comme co­
ordonnées (7,1; 28,8), soit ZlO = 4,0563. Il n'y a pas d'information conflictuelle, mais 
tout comme dans le cas observé à la section 2.6.1, on voit que le changement dans la 
coordonnée YlO a entraîné un déplacement de la densité n(13IZlO) vers la droite de telle 
sorte que les densités n(13IZIO) et n(13IZj, .. . , Z9) se chevauchent maintenant dans leur 
aile de sorte que leur zone commune est beaucoup plus petite qu'elle ne l'était à la 
figme 2.12 (<1.). La d(ènsit/~ a posteriori n(/3IZj, ... , ZlO) calculée <:lI conséq\wnœ, voit 
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Figure 2.12 Comportement Jes Jensités a posteriori 7f(,6IZl"'" Zg), 7f(,6IZlO) et 
7f(,6IZ1,"" ZlO) lorsque (a) YlO = 18,8, (b) YlO = 28,8 et (c) YlO = 68,8. 
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sa dispersion augmenter vers la droite, c'est-à-dire vers la densité a posteriori du point 
PlO' Cela affecte le calcul de l'espérance a posteriori «tronquée» résultant en un estimé 
de 13 <'gal à 2,669, soit une sUf8stimation de bCEP = 2,5478. 
La figure 2.12 (c) correspond au cas où le point PlO = (7,1; 68,8), ce qui donne ZlO = 
9,6901. Ce point est considéré aberrant par rapport aux points Pj , .•• , Pg . Il s'agit 
d'une source d'information conflictuelle. La densité 7r(131 ZlO) s'est éloignée vers la droi te 
par rapport à sa position sur la figure 2.12 (b). Du même coup, la zone commune 
entre les densités 7r(13IZlO) et 7r(13IZj, ... , Zg) est maintenant négligeable. Les densités 
7rCGIZj, ... , ZlO) et 7r(13IZj, ... , Zg) sont pratiquement superposées, ce qui résulte en un 
estimé de 13 égal à 2,5704, soit une valeur légèrement supérieure à bCEP = 2,5478. Ces 
résultats concordent avec la théorie de la section 2.5, indiquant que le point PlO voit 
son influence disparaître à mesure que YlO tend vers plus ou moins ['infini. 
Considérons maintenant le cas où le point PlO est aberrant en abscisse..Vlalgré le fait 
que les résultats sur la robustesse discutés à la section 2.5 ne s'appliquent pas, en raison 
cie IR variabilité cie la variance de ZlOIXi ,13 lorsque le point PlO tend vers plus ou moins 
l'infini, nons explorons tout cie même IR robustesse clu pRPLmètrc {3. Les gmphiques (a) 
et (b) de la figure 2.13 illustrent l'allure du nuage de points lorsque le point aberrant 
a comme coordonnées Pl(6 JJ ) = (57,1; 18,8) et Pj(6 V ) = (-42,9; 18,8 ), respectivement. 
Les estimés du paramètre 13 sont donnés par bill = 2,4818 et blv = 2,4999. Il s'agit 
de valeurs sous-estimant la valeur de bc;n' = 2,5478 lorsque le point PlO est retiré de 
l'ensemble de données. La figure 2.14 illustre que l'estimé de 13, et donc que le point 
PlO, est de plus en plus écarté dans l'estimation de 13 à mesure que XlO tend vers plus 
ou moins l'infini. 
À nouveau, nous allons étudier le comportement des densités a posteriori 7r(131 Zj, ... , ZlO), 
7r(13IZ10) et 7r(13IZj, ... , Zg) pour quatre points aberrants dont l'abscisse 'XIa égal à 57,1 
(ZlO = 0,3292), 1007,1 (ZlO = 0,0187), 2007,1 (ZlO = 0,0094) et 10007,1 (ZlO = 0,0019) 
en considérant les figures 2.15 (a), (b), (c) et (d) respectivement. 
Dans la figuœ 2.15 (a), k~ point aberrant correspond au point P j(6 1f ) = (57,1; 18,8). On 
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Figure 2.13 Estimé hayésicn de la pcntc du modèle Yi = (J.Ti + Ei (a) lorsque le 
point Pj(6 11 ) = (57,1; 18,8), (b) lorsque le point p;6V ) = (-42,9; 18,8 ). Le symbole Â 
représent.e le point. PlO dont la coordonnée x a ét.é modifiée. Les variab]r,s alr.a.t.oirps Zi 
suivent une loi FeEP' 
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Figure 2.14 Comportomont (k~ l'ostimf b pOlir oifffrontos vftlp.urs OP. !ft roordonnfo YlO. 
ft VII que l'estimé bIll = 2,4818. On voit qllo lp.s donsitfs a posteriori n(f:lIZ1, ... ,ZlO) 
et n((3IZ1,' .. , Z9) sont pratiquement superposées. La zone commune entre les densités 
n(f-JIZ1" .. ,ZlO) et n(f-JIZl,'" ,Z9) semble négligeable. Par contre, puisque bCEP = 
2,5478, on constate que l'estimé bill le sous-estime dû au fait que la méthode n'écarte 
pas totalement le point P1(6 II) qui détient encore une influence dans le calcul de l'estimé 
de f-J. 
Dans la figure 2.15 (b), le point aberrant considéré a comme coordonnées (1007,1; 18,8). 
La valeur aberrante et les neuf points Pl,"" P9 sont conflictuels. Tel qu'on pourrait s'y 
attendre d'une méthode robuste, les densités n(f-JIZlO) et n(f-JIZ1" .. , Z9) sont pratique­
ment superposées. Cependant, on observe que la densité a posteriori n(,I3IZ1,' .. ,ZlO) 
possède un mode se trouvant dans la région de la densité n(,I3IZlO)' Cela pourrait laisser 
présager que le point aberrant PlO gagne en importance, mais il n'en est rien. L'estimé 
de f-J, égal à 2,5013, s'est rapproché de son point de convergence lorsque PlO est retiré 
des ùonnées, d~montrant que le point aberrant possède moins d'influence qlle dans le 
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Ci::\S illustré à la figure 2.15 (a). 
Maint.r.nrmt., le point. aberrant. considéré dans le cas reprc'sentc' ft la figurC' 2.15 (c) il 
comme coordonnées (2007,1; 18,8). L'estimé de (J correspondant à ce cas est 2,5026. À 
nouveau, la quasi-superposition des densités n({J1 ZI, ... , Z10) et n(t31 ZI , ... , Z9), lors­
qu'il y a présence d'information conflictuelle, est en accord avec la théorie de la sec­
tion 2.5. Par contre, le mode se trouvant dans la région de la densité n(,6IZIO), détecté 
à la figure 2.15 (b), est toujours présent. Cependant, on constate que l'estimé de ,6 a 
continué de converger vers bCEP = 2,5478, démontrant que sans complètement écarter 
le point aberrant., la méthode lui accorde de moins en moins d'importance dans l'esti­
mation du paramètre (3. 
Enfin, le point aberrant considéré dans le cas représenté à la figure 2.15 (d) a comme 
coordonnées (10007,1; 18,8). La valeur de l'estimé de (3 calculée correspond à 2,5039, 
soi t une légère augmentation par rapport aux estimés obtenus dans les contextes des 
figures 2.15 (a), (b) et (c). À nouveau, les densités n((3IZ], . .. ,ZIO) et n(f1IZ], ... , Z9) 
sont presque t.ot.alement. superposées, comme le prc'voit. la t.héorie lorsqu'il y a prc'sence 
d'une vakur aberrant.e dans l'ensembk de donnc'es. Le mode de la dr.nsi t.é a posteriori 
n((3IZ], .. . , ZlO), se trouvant dans la région de la densité n((3IZlO), a augmenté à un 
point tel qu'il est maintenant le mode global de la densité. À nouveau, cela suggère que 
l'influence du point aberrant PlO augmente. Si dans le cas classique, ce résultat apparaît 
comme étant vrai, car le mode a posteriori correspond à l'estimateur de vraisemblance 
maximal, on voit que l'espérance a posteriori comme estimateur bayésien de (3 est au 
contraire, de moins en moins influencé par le point aberrant. La méthode bayésienne, 
lorsque la variable ZilXi, (3 est distribuée selon une loi FCEP produit donc un estimateur 
robuste à une valeur aberrante tant en ordonnée qu'en abscisse. Notons que dans cette 
section, afin d'utiliser une CEP de type V, nous avons dû contraindre ses paramètres 
i,O et 0: à prendre les valeurs 0,0 et 1 respectivement. Pour le paramètre À > l, nous 
avons choisi de façon arbitraire, À = 4. Or, ce paramètre intervient dans la robustesse 
de l'estimateur de (3. Ainsi, il est probable que d'autres choix de À ait un impact plus 
ou moins négligeable sur la robustesse de l'estimateur de {J. 
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Figure 2.15 Comportement des densités a posteriori 71'(,I3IZ1,"" Zg), 71'(,i3lZlO) et 
71'(,I3\Zl"'" ZlO) lorsque (a) XlO = 57,1, (b) XlO = 1007,1, (c) XlO = 2007,1 et (d) 
XlO = 10007,1. 
CHAPITRE III 
MÉTHODE D'ESTIMATION BAYÉSIENNE AVEC PARAMÈTRE
 
D'ÉCHELLE ALÉATOIRE
 
3.1 Contexte théorique 
Dans les deux premiers chapitres, nous avons vu différentes méthodes permettant d'es­
timer le paramètre {3 de l'équation 
(3.1) 
bas8rs soit sur un contpxtr dr statistiqllP classiqnr (rhapitrr 1), soit sm 1111 rontrxtr 
baypsifm (chapitrp 2). Dp plus, nons avons V\l q\lP œrtainps mpthodps frpqupntistps du 
chapitre 1 permettent aussi l'estimation d'un paramètre d'échelle Œ. Au chapitre 2, la 
méthode d'estimation bayésienne discutée était orientée sur l'estimation du paramètre 
{3 en considérant le paramètre d'échelle connu. La robustesse de l'estimateur bayésien du 
paramètre d'échelle lorsque le paramètre de position est connu, en adaptant la théorie 
vue au chapitre 2, grâce entre autres à une variante de la p-crédence, a aussi été étudié 
par Desgagné (2005). Il semble alors naturel de vouloir adapter ces deux méthodes 
d'estimation afin d'être en mesure d'estimer simultanément les paramètres de posi­
tion et d'échelle. Cependant, la théorie entourant une telle méthode d'estimation est 
présentement en cours de développement. Par conséquent, dans ce chapitre, la théorie 
entourant la robustesse des estimateurs des paramètres {3 et Œ ne sera pas abordée. Ce 
chapitre sera plutôt axé sur l'exploration des résultats de robustesse de façon numérique 
cn observa.nt le comportement dcs estimés de {3 et Œ, lorsqu'il y a présence d'unc valeur 
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abernmte dans l'échantillon de données. 
3.2 Contexte bayésien 
On considère un échantillon de variables aléatoires Xl," . , Xn . Comparativement à la 
section 2.2 du chapitre 2 où nous avons considéré un seul paramètre, dans cette section, 
nous supposons k :::; n paramètres inconnus et indépendants entre eux ~ = (&], ... ,&k). 
Nous supposons que les variables Xil~, pour i = l, ... , n, sont conditionnellement 
indépendantes entre elles. La densité conditionnelle de chaque variable Xi I~ est donnée 
par Ji(xil~), où &j E e pour j = l, ... , k et Xi E D, deux sous-ensembles de IR. L'ap­
proche bayésienne ne diffère pas de celle discutée à la section 2.2 du chapitre 2 en ce 
sens que nous mettons à jour de l'information a priori par de J'information contenue 
dans les données grâce à l'application du théorème de Bayes. Par contre, il est mainte­
nant possible d'avoir autant de sources d'information a priori qu'il y a de paramètres 
à estimer. La densi té conjointe a posteriori de ~ est donnée pal' 
n(&lx) = n(&d ... n(&k) TI~lfi(Xil~), 
- - m(~) 
où 7f(&]), ... , 7f(&k) sont les k densités a priori associées aux paramètres &], ... , Bk, 
lesquels sont supposés être indépendants entre eux a priori, f = (x], X2, ... , Xn) et 
m(~) = f01EG ... J~kEG n(B]) ... n(Bk ) TI~lJi(x,I~)dBl ... dBk est la densité marginale 
de X. 
3.3 Le problème de position 
La méthode d'estimation du paramètre (3 de ['équation Yi = (3 Xi + E'i et du paramètre 
(J, dans le contexte bayésien, requiert le calcul de la densité a posteriori conjointe de 
fi et (J. Nous allons calculer cette densité de façon à exprimer le problème d'estimation 
de fi et (J en un problème d'estimation des paramètres de position ct échelle, c'est-à­
dire (3 et (J, f8spectivement.. Soit un ensemble de données (Xi; Yi) pour i = 1, ... ,71, 
pour lequel nous supposons que la relation liant les variables Xi et Yi est donnée par 
l'équation (3.1). Nous supposons que les variables Xi proviennent d'une distribution 
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quelconque qui ne dépend pas de {i, ni de rr. Le contexte oayésieIl dans lequel nous 
travaillons nous permet de considérer Yi, Ei de même que les paramètres (3 et a comme 
des vil.riablcs aléatoir<~s. Nous supposons aussi que les variables Ei sont. indépendamment. 
et identiquement distribuées et que leur distribution est généralement choisie tel1e qu'elle 
soit symétrique sur IR et centrée en zéro. La densité de Ei évaluée au point Ei est donnée 
par ~ j~(7;) où a est un paramètre d'échelle inconnu. La densité conjointe a posterioïi 
de ,8 et a est donnée par 
1r((3) 1r(a) h.r(:!i, yl(3, a)
1r ((3 ,a x, y	 -- ()1
--
) 
mJ:,y 
ex 1r((3) 1r(a) fy(~I~, (3, a) h(:EI(3, a) 
ex 1r((3) 1r(a) fy(~I~, (3, a) h(!:) 
ex 1r((3) 1r(a) h(~I!:, (3, a). 
Puisque Yi = (3 Xi + Ei, et que Ei sont indépendantes entre elles, on voit bien que 
YiIX i , (3, a sont aussi indépendantes pour i = 1 ... , n. On a donc 
Par des techniques de changements de variables, puisque Ei = Yi - (3 Xi, chaque variable 
Yi a comme densité conditionnelle, sachant Xi, (3 et a 
On a alors 
1r((3, al~,~)	 ex 1r((3) 1r(a) I1~1 fy,(Yilxi, (3, a) 
ex 1r((3)1r(a)I1i~l~f~ (Yi -:Xi). 
Si on définit la variable aléatoire Zi = Yi/Xi, ce qui est équivalent à E, = ~/t, nous. 
pourrons alors considérer (3 comme un paramètre de position pour les variables aléatoires 
Zi, considérant Xl,"" Xn connues. En effet, la densité de Zi, sachant Xi, ,8 et a est 
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donnée par 
( 1 (Zi - (3) déi 19Zi zilxi, ,8,0-) = - fE -/-.. 1 dZ.0- 0- :L, . , 
_ 1 f (Zi - (3) (3.2)
- o-/Xi E	 o-/Xi . 
On remarque que les distributions de YiIXi,{3, 0- ne diffèrent que par un paramètre 
de position ({3xi), tandis que les distributions de ZiIXi,{3,o- ne diffèrent que par un 
paramètre d'échelle (0- / x;) 1 tou t en partageant le même paramètre de posi tion (3 Si on 
considère les observations ZI = yI/xI,' .. ,Zn = Yn/xn, on a alors 
7I"({3, o-Iq:,~)	 ex 7I"({3) 71"(0-) II~J9Z, (Z;IXi, (3, 0-) 
ex 7I"({3) 71"(0-) II;~l _/1 fE (z, /- (3) ,
0- Xi 0- Xi 
puisque ZilXi, {3, 0- sont conditionnellement indépendantes, du fait que YiIXi,{3, 0- le sont 
aussi et que Z, = Yi/ Xi, pour i = l, ... , n. 
Si nous considérons Xl, ... , X n implicitement connues et si nous posons 
1 (Zi - (3)	 1 (Zi - (3)
-fi -- = gZi(zd xi,{3,o-) = -/- fE -/- ,0- 0- 0- Xi 0- Xi 
où les densités li ne diffèrent que par un paramètre d'échelle l/x; connu, alors on est 
bien en présence d'un problème d'estimation des paramètres de position et échelle avec 
ZilXi, {3, 0- conditionnellement indépendantes ayant comme densité ~ fi ( Zi;13). Ainsi, 
la densité conjointe a posteriori de {3 et 0- est donnée par 
n 1 (Zi	 - (3)7I"({3,o-~) ex 7T({3)7I"(0-)II i =1 ~fi -0-- .l 
3.4 Exemples 
Nous considérons le jeu de données simulé à partir du modèle Yi = 2,5 Xi +Ci, avec éi rv 
N(O; 2,52 ) introduit à la section (1.2). Ces données sont préseutées à nouveau dans le 
tableau 3.1. 
Dans ce chapitre, nOlls consid~rons les piî,ramètrcs {3 et a aléatoires. Nous los ostimons 
par l'espérance a posteriori de (3 et a, respectivement. Si la densité conjointe a posteriori 
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Xi Yi 
1 1,1 2,4 
2 1,2 0,5 
3 1,5 7,6 
4 3,0 10,3 
5 3,7 6,4 
6 3,9 9,2 
7 3,9 10,7 
8 5,0 15,6 
9 5,7 13,6 
10 7,1 18,8 
Tableau 3.1 Coordonnées X et y pour les 10 points de l'ensemble de données 
de (3 et eJ déterminée à la section 3.3 est donnée par 
alors on définit les estimateurs de (3 et eJ pour (3 E IR et 0 < eJ < 00, par 
b = IE[(3I~] = /00 Jo(00 ,f3 n((3, eJl~) deJ d(3 -00 
J~oo Joo (3n(,é3)n(eJ)I1~l~fi (Zi;O) deJd(3o 
=------------'-----;,.---:-- ­.f~oo .f~oo n ((3) n (eJ) ff7= 1 ~ fi (Zi; 0) deJ d(3 , 
êJ = lE[eJl~] = Jo(00 /00 eJ n((3, d~) d(3 deJ -x 
Jooo J~co eJ n ((3) n (eJ) IIi::d Ji ( ~) d(3 deJ 
JoOO Je:, n((3) n(eJ) IIi=d Ji (z,;fi ) d(3 deJ ' 
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respectivement. Si on considère la notation de la régression linéaire, alors 
b = IE[,GI~,~] =;00 (00 13 7r(,G, eJl~,~) deJ d,G 
-00 Jo 
J~= Jooo rh ((3) 7r (eJ) rr~l ak lé (~) deJ d(3 
ooJ~oo J 7r(,6) 7r(eJ) rrY=l a/x, Jé (;j-:) deJ d,G ,o 
â = lEleJl3:,~] = ('Xl;OO eJ 7r((3, eJl~,~) d(3 deJJo -00 
Jooo J~oo eJ7r(,G) 7r(eJ) rrY=lakJi (~) d,GdeJ 
(OO Joo 7r(rl)7r(eJ)rrn -l-f.(Z,-(3)drldeJ ' Jo -00}J '=lajx," a }J 
on de façon éqnivakntp, 
00 
b = lE[,GI~,~] = l: 1 13 7r(,G, eJl·?;,~) deJ d,G 
J~oo JoOO ,Lh(,G) 7r(eJ) rri~l ~ Jé (~) deJ d,G 
J~oo JoOO 7r (,6) 7r (eJ) IIi= 1 ~ Jé ( y, -: Xi) deJ d,G , 
(00 (00
 
â = lE[eJl~,~] =./0 ./-00 eJ 7r(,G,eJl~,~)d,GdeJ
 
JoOO J~CXJ eJ 7r(,G) 7r(eJ) rrY=l ~ Jé (~ ) d,G deJ 
J~OO J~oo 7r(,G) 7r(eJ) rr~l ~Jé Ch-t") d,G deJ . 
Afin d'essayer d'être le plus neutre possible quant au choix des densités a posteriori de 
13 et eJ, nous avons choisi 7r(,8) == 1 et 7r(eJ) = ~. Il s'agit de deux distributions impropres 
et non informatives, typiquement employées pour des problèmes de position et échelle. 
Alors qu'au chapitre 2 nous avons traité les cas d'une valeur aberrante en ordonnée et 
en abscisse, malgré que la théorie sur la robustesse de la section 2.5 ne s'applique pas à 
ce dernier, dans ce chapitre nous considérons seulement le cas d'une valeur aberrante en 
ordonnée. Puisque la théorie concernant l'estimation simul tanéc des paramètres (3 et (J 
est en cours de clévcloppement, pt que cette théorie snppose nne variance constante pom 
chaque variable Zi = ~' , ce qui n'est pas le cas pour une valeur aberrante en abscisse, 
nous n'explorons pas le cas où X10 tend vers plus ou moins l'infini. Cependant, comme 
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la densité CEP de type V a des ailes plus relevées que la densité Student, tel que vu à la 
section 2.6 du chapitre 2, l'estimé de {3 en présence d'une valeur aberrante en x, lorsque 
le paramdre d'0chelle est inconnu, devrait se comporter de façon similaire à J'c;stimé de (3 
lorsque (J est considéré fixe, c'est-à-dire robuste si la variable Zi est distribuée selon une 
loi FeEP et non robuste si Zi est distribuée selon une loi t4 ({3; 2,2765) Quant à l'estimé 
x, 
de (J lorsqu'il y a une valeur aberrante en x, il devrait se comporter de façon similaire 
au cas où il y a présence d'une valeur aberrante en ordonnée, c'est-à-dire robuste si la 
variable Zi est distribuée selon une loi FeEP et non robuste si Zi est distribuée selon 
((3 2.2765)une 101· t4 ; -·-x.- . 
,. 
3.4.1 Student 
Dans cette section, nous supposons que la variable aléatoire Ei est distribuée selon 
une loi F avec paramètre d'échelle inconnu (J, où F est une loi de Student avec 4 
degrés de liberté et avec paramètre d'échelle TO connu, égal à 0,9106, tel que trouvé à la 
section 2.6.1 du chapitre 2. Si on considère plutôt la variable aléatoire ZiIXi,{3,(J, alors 
par l'équation (3.2), la densité de Zi sachant Xi, ,8 et (J est donnée par 
2) -5/21 Zi - (3 1 1 Zi - (3 
-{ -- C(-- 1+­(J IXi . 1 ( (J IXi) a IXi ( 4 (0,9106a IxJ ' 
pour z l, ... ,10. Rappelons que le paramètre d'écheUe connu TO fait en sorte que 
la densi té F de la variable aléatoire Ed(J a une dispersion semblable à celle de la loi 
normale centrée réduite, soit la même distance interquartile. Nous noterons la loi de 
Zi IX I , {3, (J par t4 (.8; (J (0'9/,06) ), soit une Student avec quatre degrés de liberté, avec 
paramètre de position {3 et paramètre d'écheUe (J (0,~li06) . 
Considérons d'abord l'estimé du paramètre {3 lorsque le point PlO est aberrant en 01'­
donnée. Nous avons analysé la valeur de l'estimé de f3 pour quelques valeurs de ))10. Ces 
résultats sont présentés dans le tableau 3.2. Oll peut y observer que, tout comme on 
s'y attend d'une méthode robuste, la valeur de /; tend vers une estimation réaliste de la 
pente d'une droite passant par les points Pl,' .. , pg, suggérant que la densité marginalP 
a posteriori de (3, 1f({3IZ1"'" ZlO) tend vers la densité 1f({3lz1,"" Z9), comme nous 
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Yl0 Z10 b if 
-3 x 108 -4,2254 x107 2,6172 4,6478 
-2 x 108 -2,8169 x 107 2,6172 4,6478 
-200 -28,169 2,5861 4,6331 
-31,2 -4,3944 2,4945 4,4944 
68,8 9,6901 2,7408 4,5192 
200 28,169 2,6552 4,6420 
2 x 108 2,8169 x 107 2,6172 4,6478 
3 x 108 4,2254 x 107 2,6172 4,6478 
Sans PlO 2,6083 2,6427 
Tableau 3.2 Estimés b et if pour certaines valeurs de la coordonnée YlO (ZlO = YlO/XJO), 
lorsque la variable Zi IXi , (3, (J est distribuée selon une loi t4 (6; (J (0,~;;06) ) 
l'avons vu au chapitre 2. On constate sur la figure 3.1 (a) que lorsque l'ordonnée YlO 
(ZlO) tend vers plus ou moins l'infini, la valeur de l'estimé de (3 converge vers 2,6172, 
soit une légère surestimation de bs = 2,6083, correspondant à la valeur de b lorsque Je 
point PlO est retiré de l'ensemble de données. Cependant, bien que cette surestimation 
suggère que le point aberrant PlO n'est jamais complètement écarté par la méthode, 
l'inHuence qu'il détient sur la droite est limitée à un point tel que l'estimé de la pCllte 
b = 2,6172 ~st représentatif de la trajectoire linéaire formée par les points Pl, ... , p'g. 
Il semble donc tout de même approprié de qualifier la méthode d'estimation, dont la 
variable Zi 1 Xi, (3, (J est distribuée selon une loi t4 ((3; (J (0,~li06) ), de méthode robuste. 
Considérons maintenant l'estimé du paramètre d'échelle (J lorsque le point PlO est aber­
rant en ordonnée. Nous avons analysé la valeur de l'estimé if pour certaines valeurs 
de Yl0 (ZlO)' Les résultats de cette analyse présentés dans le tableau 3.2 combinés à 
la figure 3.1 (b) représentant le comportement de l'estimé if, tendent à montrer que le 
point aberrant PlO a une influence limitée sur if, puisque ce dernier tend vers if = 4,6478 
lorsque YIO (ZlO) tend vers plus ou moins l'infini. Cependant, la méthode d'estimation, 
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(a) (b) 
Figure 3.1 Comportement de (a) J'estimé b et de (b) l'estimé â pour différentes va­
leurs de la coordonnée Y10, lorsque la variable ZiIX",6,a est distribuée selon une loi 
t4 (,6; a (O,~li06) ). 
lorsque ZiIXi,,6,a est distribuée selon une loi t4 (,6; a (O,~~06)), manque de finesse en 
surestimant la valeur de âs = 2,6427, correspondant à J'estimé de a lorsque le point 
PlO est retiré de J'ensemble de données. L'influence que détient le point aberrant PlO 
dans l'estimation de a est plus importante que ce à quoi on s'attend d'une méthode 
d'estimation robuste. 
La méthode d'estimation bayésienne, lorsque ZdXi ,,6, a est distribuée selon une loi 
t4 (,6; a (O,~li06) ), semble robuste à une valeur aberrante en ordonnée pour un paramètre 
de position (et donc pour la pente ,6 de l'équation (3.1)), mais non pour un paramètre 
d'échelle. 
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3.4.2 GEP de type V 
Dans œttf. sect.ion, nous supposons que la variable ,t!éat.oirf. éi est. ciist.ribupf. sf.lon unf. loi 
F avec paramètre d'échelle inconnu Œ, où F est une loi CEP de type V avec paramètre 
Î = 6 = 0, Q = l, À = 4, ZO = 2 et avec paramètre d'échelle TO connu, égal à 1,7109, 
tf.] que trouvé à. la section 2.6.2 du chapitre 2. Tout comme au chapitre précédent, le 
choix de À = 4 est arbitraire et il est possible qu'une valeur différente pour ce paramètre 
puisse avoir un impact sur la robustesse de /3. Si on considère plutôt la variable aléatoire 
ZiIXi,/3,Œ, alors par l'équation (3.2), la densité de Zi sachant Xi, /3 et Œ est donnée par 
" )-1 ( 1. ))-41 r (Z-/3) (1 z-/3 1 2 1 (1 z-/3 1 2 
Œ/Xi' ~i Œ/Xi <X 1,7109Œ/Xi + og 1,7109Œ/Xi + , 
pour i = 1, ... ,10. Rappelons que le paramètre d'échelle connu TO fait en sorte que 
la densité F de la variable aléatoire éi/Œ a une dispersion semblable à. celle de la loi 
normale centrée réduite. Nous noterons la loi de ZdXi,/3,Œ par HCEP· 
Comme nous l"<wons ment.ionné à la sect.ion 2.6.2 du chapitre 2, les moment.s de la va­
riable ZilXi, /3, Œ n'existent pas. Tel que proposé dans cette même section, nous est.imons 
/3 et Œ par l'espérance a posteriori de /3 et de Œ, respectivement, définie sur un domaine 
f) assez grand. 
Considérons d'abord l'estimation du paramètre /3 lorsqu'il y a présence d'une valeur 
aberrante en ordonnée. Le tableau 3.3 présentant la valeur de J'estimé b pour quelques 
valeurs de YIO, ainsi que la figure 3.2 (a), indiquent que l'influence du point aberrant 
PlO sur l'estimation de /3 s'estompe à. mesure que Y10 (ZlO) tend vers plus ou moins 
l'infini. En fait, lorsque l'ordonnée du point PlO tend vers plus ou moins j'infini, l'estimé 
du paramètre /3 tend vers 2,5296, soit la valeur de b lorsque le point PlO est soustrait 
de l'ensemble de données. Cela suggère qu'à la limite, la densité marginale a posteriori 
n(/3IZ1, ... , ZlO) converge vers à la densité marginale a posteriori n(/3lz1,"" Z9) tel 
qu'indiqué par la théorie du chapitre 2. Comme on s'y attend de la part d'une méthode 
robuste, Iïllftucnce du point aberrant PlO diminue à mesure que ce dernier s'éloigne 
dl' la t.raj<'ct.oiH' Iinèaire forrnè<~ par ks point.s Pl,' .. ,Pg . Tout. indique qlle la méthode 
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YlO Z10 b êJ 
-1 X 10305 -1,4085 xl0304 2,5297 2,4337 
-1 x 10100 -1,4085 X 1099 2,5299 2,4425 
-3 x 108 -4,2254 x 107 2,5330 2,5642 
-2 x 108 -2,8169 X 107 2,5331 2,5673 
-200 -28,169 2,5383 3,0729 
-31,2 -4,3944 2,5209 3,2103 
68,8 9,6901 2,5727 3,2346 
200 28,169 2,5504 3,1017 
2 x 108 2,8169 x 107 2,5331 2,5673 
3 x 108 4,2254 X 107 2,5333 2,5642 
1 x 10100 1,4085 X 1099 2,5299 2,4425 
1 x 10305 1,4085 xl0304 2,5297 2,4337 
Sans PlO 2,5296 2,4324 
Tableau 3.3 Estimés b et êJ pour certaines valeurs de la coordonnée YlO (ZlO = YlO/XlO), 
lorsque la variable ZilXj, ,6, (J est distribuée selon une loi HCEP 
d'estimation bayésienne d'un paramètre de position lorsque la variable Zil Xi,,6, (J est 
distribuée selon une loi HcF,p, est robuste à une valeur aberrante en ordonnée. 
Considérons maintenant l'estimé du paramètre d'échelle (J lorsque le point PlO est aber­
rant en ordonnée. L'analyse de la figure 3.2 (b) représentant le comportement de l'estimé 
de (J, ainsi que du tableau 3.3 illustrant êJ pour certaines valeurs de YIO semblent indiquer 
que le point aberrant PlO a une influence sur l'estimation du paramètre (J qui s'estompe 
à mesure que YIO tend vers plus ou moins l'infini. L'estimé de (J, lorsque l'ordonnée 
du point PlO tend vers plus ou moins l'infini, tend vers êJCEP = 2,4324, soit la valeur 
de êJ lorsque le point PlO est soustrait de l'ensemble de données. Bien qu'il s'agit d'un 
comportement auquel on s'attend pour une méthode d'estimation robuste, la conver­
gence de (j vers (rCEP est très lente. Néanllloins, l'analyse numérique tend à montrer 
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Figure 3.2 Comportement de (a) l'estimé b et de (b) l'estimé Cr pour différentes valeurs 
de la coordonnée YlO lorsque la variable ZilXi, (3, (]" est distribuée selon une loi HCEP· 
que let méthode d'estimation bayésienne d'un parélm8trc d'échelle lorsque ZilXi, ,8, (]" est 
distribuép splon lmp loi HCEP est robustp il unp valpllf élbprmntp pn ordonnép. 
CONCLUSION
 
Dans ce mémoire, nous avons étudié la robustesse d'estimateurs du paramètre {3 de 
l'équation Yi = {3 Xi + Ei et du paramètre d'échelle (J, lorsque le jeu de données contient 
un point aberrant. Dans un premier temps, nous nous sommes intéressés à des méthodes 
d'estimations basées sur l'approche fréquentiste. Sous la supposition que Ei est i.i.d 
N(O; (J2), nous avons d'abord analysé un cas classique, c'est-à-dire l'estimateur du maxi­
mum de vraisemblance des paramètres {3 (correspondant à j'estimateur des moinures 
carrés) ct a. Nous avons vu que cette méthode d'estimation n'est pas robuste à une 
valem aberrant.e t.ant. en abscisse qu'en ordonnéc. Nous avons alors ét.udie' quelques 
alt.crnat.ives à. la méthode des moindres carrés afin d'est.imN ('j(; façon robust,c les pa­
ramètres /3 et a. Parmi ces méthodes alternatives, nous avons exploré la robustesse des 
estimateurs-M. Les estimateurs-M se sont avérés ne pas être robuste à une valeur aber­
rante en abscisse et ce, tant pour le paramètre {3 que pour le paramètre d'échelle (J. En 
revanche, cette méthode d'estimation a permis de calculer des estimateurs présentant 
une certaines robustesse pour les paramètres /3 et (J, lorsqu'il y avait présence d'une va­
leur aberrante en ordonnée. Cependant, pour la majorité des estimateurs-IV!, les estimés 
obtenus manquaient de finesse en ce sens que, bien que l'influence de la valeur aberrante 
soit limitée, la méthode ne réussit pas à écarter complètement le point extrême, ce qui 
lui confère un certain poids dans le calcul de l'estimé. Par conséquent, la plupart des 
estimés obtenus, surestimaient ou sous-estimaient la valeur de l'estimé calculée lorsque 
le point aberrant était exclus du jeu de données. Enfin, nous avons conclu notre analyse 
des méthodes d'estimations d'un contexte fréquentiste par l'exploration de la technique 
d'estimation de la uroite résistante. Contrairemcnt aux cstimateurs-M, cette méthode 
a produit. lm est.ime' de {3 robust.e à. une valem aberrant.e t.ant. en abscisse qu'cn 01'­
donnéc. Cependant., t.out. comme les cst.imat.eurs-M, l'est.imé obt.cnu manquait. de finesse 
en surestimant ou sous-estimant la valeur de j'estimé calculée à partir de l'échantillon 
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de données auquel on a retiré le point aberrant. 
Nous avons ensuitc proposé unf' méthode d'estimation basée sm lin contexte bayf.sif'n. 
Cette approche repose sur des résultats théoriques selon lesquels des densités ayant des 
ailes relevées sont nécessaires afin de faire de l'inférence robuste. Cependant, la théorie 
étant développée essentiellement pour des problèmes d'estimations d'un paramètre de 
position, avec paramètre d'échelle connu (et vice-versa), nous avons reformulé j'estima­
tion de la pente de la droite y = (3 x + E en un problème d'estimation d'un paramètre 
de position (3 avec paramètre d'échelle (J connu. Afin de modéliser les ailes des densités, 
nous avons considéré deux lois: la loi de Student avec quatre degrés de liberté et la 
loi GEP de type V avec paramètres 6 = 1 = 0, Cl: = 1, À = 4 et ZQ = 2. Nous avons 
montré qu'une densité de Student possède des ailes plus relevées que celles d'une densité 
normale et qu'une densité GEP de type V possède des ailes plus relevées que celle de 
la densité de Student. Les ailes peu relevées de la densité normale sont à l'origine de 
l'estimation non rohuste par la méthode des moindres carrés observée au chapitre 1. 
D'ailleurs, sous certaines conditions, nous avons vu que la méthode d'estimation des 
moindres carrès rtait un cas particulier <k la mM.hode bay(~si<~llIll~. La mrthode d 'C$­
timat.ion bayésienne, 1orsC]1I'on considp-re la ocnsit.é oe Stlldcnt. s'est. avérf.e possf.oer 
quleques similarités avec les estimateurs-M, en ce sens que, lorsqu'il y a présence d'une 
valeur aberrante en ordonnée, la méthode n'écarte pas complètement le point aberrant 
comme on pourrait s'y attendre d'une méthode robuste, alors que la méthode ne pro­
duit pas un estimateur robuste à une valeur aberrante en abscisse. Cependant, ce léger 
manque de finesse observé pour la méthode bayésienne est loin d'être aussi flagrant que 
pour la méthode d'estimation-YI. Enfin, lorsqu'on considère la densité GEP de type V, 
la méthode bayésienne a permis d'obtenir un estimateur du paramètre (3 robuste autant 
à une valeur aberrante en abscisse, qu'en ordonnée. 
Nous avons conclu en explorant les résultats d'une estimation bayésienne simultanée 
des paramètres (3 et (J, et ce, malgré que les résultats théoriques d'une telle estimation 
n'aient pas encore été puhliés. Les résultats d'estimation de la méthode bayésienne avec 
densité GEP de type V se sont avérés robustes autant pour le paramètre (3 que pour le 
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paramètre a annonçant une approche fort prometteuse dans le domaine de la robustesse 
d'estimateurs de paramètres de la régression. 
APPENDICE A 
PROGRAMMES INFORMATIQUES 
Les résultats obtenus dans ce mémoire ont été calculés avec l'aide du logiciel R. Il s'agit 
d'un progiciel disponible gratuitement sur Internet et dont le language de programma­
tion est très similaire à celui de S-PLUS. Ce logiciel peut être téléchargé du site intel"llet 
http://www. r-project. org/ Nous allons maintenant énumérer le code de programmation 
nons ayant. permis de réaliser les rakuls pour les ciiffr-rcnt.s cst.imat.eurs rt.ndifs dans re 
mémoire. Dans CP qui snit., les comment.aires sont. pnkédés du carart.ère #' De pIns, afin 
de les distinguer du code informatique, ce dernier est écrit en italique. 
#Le jeu de données. 
y = c(2.4, 0.5, 7.6, 10.3, 6.4, 9.2, 10.7, 15.6, 13.6, 18.8) 
.r = c(l.l, 1.2, 1.5, 3, 3.7, 3.9, 3.9, 5,5.7,7.1) 
#Estimatcur du paramètre fJ par la méthode des moinures carrés avec ordonnée 1:1 
l'origine Cf = o. 
b.mc = lm (y '" 0 + .r)$coef 
#Estimateur du paramètre d'échelle par la méthode du maximum de vraisemblance. 
119 
e = y - x * b.initial
 
sigma.me = sigma. initial = sqrt((l/n) * sum(e!l2))
 
#Estimation des paramètres (3 et Œ par la méthode des moindres valeurs absolues en 
utilisant le processus d'itération des moindres carrés repondérés. L'estimé b des moindres 
carrés est utilisé comme valeur initiale. 
psi.MVA = function(e)sign(e)
 
b.in'itial = lm (y cv 0 + x)$coef
 
e.k = y - x * b.initial
 
w.initial = (psi.MV A(e = e.k))/(e.k)
 
sigma. initial = mad(e.k)
 
n = length(,y)
 
b.k = b.initial 
w.k = w.initial
 
vecteur.b = c(b.initial)
 
vecteUT. sigma = c(sigrna:init'ial)
 
test = 10
 
compteur = 1
 
while(test > O.OOOOOOl){
 
b.kplusl = (sum(x * y * w.k))/(sum((x!l2) * w.k))
 
vecteur.b = c(vecteur.b, b.kplusl)
 
b.k = b.kplusl 
e.k = y - .T * b.k 
w.k = psi.MV A(e = e.k)/(e.k)
 
sigma.k = mad(e.k)
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vecteur. sigma = c(vecteur.sigma, sigma.k)
 
compteur = compteur + 1
 
test = abs(vecteur.b[compteur]-veeteur.b[comptenr-1 ])+abs(ver:tenr. si.fjma [compteur] ­

vecte11r.sigma[compte11r - 1])} 
b.mva = vecteur.b[compteur] 
si.fjma.mva = vecteur.sigma.[compteur] 
#Estimation des paramètres 13 et (J par la méthode de Huber en utilisant le processus 
d'itération des moindres carrés repondérés. L'estimé b des moindres carrés est utilisé 
comme valeur initiale. 
psi.1mber = f'unction(e, m, sigma){ifelse(abs(e/sigma) <= m, (2 * e)/(s'igm,aY'2,
 
2 * (m/sigma) * sign(e/sigma))}
 
b. initial = lm(y "J 0 + x )$coef
 
e.k = y - x * b.initial
 
sigma. initial = mad(e.k)
 
w.imtial = (psi.huber(e = e.k, m = Constante.m, sigma = sigma.initial))/
 
(e.k/ sigma. in'itial)
 
n = length(x)
 
b.k = b.initial
 
sigma.k = sigma. initial
 
w.k = w.initial
 
vecteur.b = c(b.initial)
 
vecteur. sigma = c(sigma.initial)
 
test = 10
 
compteur = 1
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whilp.(test > 0.0000001){
 
b.kplus1 = (sum(x * y * w.k))/(sum((xI\2) * w.k))
 
vecte1LT.b = c(vecte1LT.b, b.kplns1)
 
b.k = b.kplus1 
e.k = y - x * b.k
 
sigma.k = mad(e.k)
 
w.k = psi.h1Iber(p. = p..k, m = Constante. m, sigma = si.gma.k)/(p..k/sigma.k:)
 
vecteur. sigma = c(vecteur. sigma, sigma.k)
 
comptp.1Lr = comptp.nr + 1
 
test = abs( vecteur.b[compteur] -vecteur.b[compteur-1 ])+abs(vecteur.sigma[compteur]­

vecteur.sigma[compteur - 1])} 
if(comptP.1Lr > 5000){ #Lorsque b oscille entre deux valeurs, choisit le max 
test = 0.000000001 
b.kplus1 = max(Vp.ctp.1Ir.b[comptenr], vp.ctenr.b[comptenr - 1]) 
vecteur.b = c(vecteur.b,b.kplus1)}} 
b.huber = vecteur.b[compteur] 
sigma.huber = vecteur.sigma[compteur] 
#Estimation des paramèt.res ,B et (J par la méthode de Andrews en utilisant le processus 
d'it.ération des moindres carrés repondérés. L'estimé b des moindres valeurs absolues est 
utilisé comme valeur initiale. 
psi.andrews = function(e, A,sigma){ifelse(abs(e/sigma) <= pi * A,
 
(A/sigma) * (sin((e)/(sigma * A))),O)}
 
po'ids.andr-ews = function(e, A, sigma){ifelse(e == 0, A, psi.andrews(e, A, sigma)/
 
(e/sigma)) }
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Consta,nte.A = 2.1 
b,initial = b.mva 
e,k = 1J - x * h, initia} 
sigma,initial = sigma,mva 
w.initi.al = [Joids.n.ndrf'.1lJs(f'. = (O,k, A = Constante.A, sigma = siqmn.,initial) 
n = length(x) 
h. k = h initial 
sigma,k = sigma,initial 
1J),k = w.initial 
vecteur,b = c(b,initial) 
lIecteur,s1qma = c(siqma,inüial) 
test = 10 
comptf'.ur = 1 
while(test > 0,0000001){
 
b,kplus1 = (sum(x * y * w.k))/(sum((x A 2) * w,k))
 
vecteur,b = c(vecteur,b, b.kplus1)
 
h,k = b,kplus1
 
e,k = y - x * b,k
 
sigma,k = mad(e,k)
 
w,k = poids.andrews(e = e.k, A = Constante.A, sigma = sigma,k)
 
vecteur. sigma = c(vecteur,sigma, sigma.k)
 
compteur = compteur -1- 1
 
test = abs(vecteur,b[compteur]-vecteur,b[compteur-1])+abs(vecteur,sigma[compteur]­

vecteur,sigma[compteur - 1])} 
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b.andrews = vecteur.b[compteur] 
sigma.andrews = vecteU'l·.sigma[cO'rnpteur] 
#Estimation des paramètres /3 et a par la méthode bipoids de Thkey en utilisant le 
processus d'itération des moindres carrés repondérés. L'estimé b des moindres valeurs 
absolues est utilisé comme valeur initiale. 
psi.biweight = function(e, B, sigma){ ifelse(abs(e/sigma) <= B,
 
(e/sigma) * (1 - (e/(sigma * B)1\2)1\2),O)}
 
Constante. [] = 8 
b.initial = b.mva 
e.k = y - x * b.'initial
 
sigma. initial = sigma.mva
 
w.'initial = psi.o·iweight(e = e.k, B = Constante.B, sig'ma = sigma.àât'ial)/
 
(e.k / sigma.'in'itial)
 
n = length(x)
 
b.k = b.in'it·ial
 
sigma.k = sigma.imtial
 
w.k = w.'indial
 
vecteur.b = c(b.initial)
 
vecte·ur.sigma = c(s·igma.'initial)
 
test = 10
 
compteur = 1
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whilp.(test> O.OOOOOOI){ 
b.kplusl = (sum(x * y * w.k))j(sum((x!l2) *w.k)) 
vecteur.b = c(vecteur.b, b.kplusl) 
b.k = b.kplusl 
e.k = y - .7: * b.k
 
sigma.k = mad(e.k)
 
w.k = psi.biweight(e = e.k, B = Constante.B, sigma = sigma.k)j(e.kjsigma.k)
 
vectew·. sigma = c(vecteuT. s'igrna, s·igrna. k)
 
compteur = r:ompteuT + 1
 
test = abs( vecteuT.b[compteur] -vecteuT.b[compteur-l1)+abs(vecte1Lr.sigma[compteur]­

vecteuT.sigma[cornpteuT - 11)} 
b.bipoids = vecteur.b[compteur] 
sigma.bipoids = vecteuT.8'igma[CO'mpteuT] 
#Estimation du paramètre {3 par la méthode de la droite résistante de Th!<ey. Tout 
d'abord, définition de différentes fonctions. Notons que les fonctions décrites ci-dessous 
ont été créées pour être utilisées avec l'ensemble de données composé des vecteurs x et 
y. Une généralisation de ces fonctions sera nécessaire afin de pouvoir les utiliser avec 
tout autre échantillon de données. 
#La fonction ci-dessous retourne les valeurs initiales en créallt, cutre autres, les sous­
ensemble G et D selon l'ordre des observations du vecteur x. 
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Initia.I.R.e!;n:s.Line < -.f1J.nction(x, y, n, correction, choix.resnlta.t){
 
i.f(x[lO] < x[4]){
 
y.ordon = y[order(x)] #Ordonne les observations y selon J'ordre des .r.
 
x.ordon = sort(x) #Ordonne les observations x en ordre croissant.
 
C = rhinri(x.orrinn[l : 4], y.ordon[l : 4])
 
#correspond aux valeurs originales indicées 1,2,3 et 10 (pas nécessairement dans 
cet ordre) 
C = cbind(x.ordon[5 : 6], y.ordon[5 : 6]) #correspond aux valeurs originales indicées 5 
et 6. 
D = cbind(x.ordon[7 : 10], y.ordon[7 : 10]) #correspond aux valeurs originales indicées 
6,7,8 et 9. 
sOlis.ensemble = rbind(C, D) 
'x.C < -median(C[, 1]) #médiane des x à droite. 
x.D < -median(D[, 1]) #médiane des.r à gauche. 
y.C < -median(C[,2]) #médiane des y à droite. 
y.D < -median(D[,2]) #médiane des y à gauche. 
b.O < -((y.D - y.C)j(x.D - x.C)) #premier estimé de ]a pente.
 
ee.O < -(y.ordon - (b.O * x.ordon)) #valeurs résiduelles.
 
ee.D.O < -median(ee.O[7 : 10]) #médiane des résidus à droite.
 
ee.C.O < -median(ee.O[l : 4]) #médiane des résidus à gauche.
 
ee.b.O < -((ee.D.O - ee.C.O)j(x.D - x.C)) #pente des résidus.
 
bb.1 < -b.O + ee.b.O + correction #deuxième estimé de la pente avec correction si les
 
médianes 
#des résidus sont de même signes. 
ee.1 < -(y.ordon - (bb.1 * x.ordon)) #valeurs résiduelles. 
ee.D.l < -median(ee.1[7: la]) #médiane des résidus à droite. 
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ee.G.l < -media.n(ee.l[l : 4]) #rnédiane des résidus à gauchc. 
ee.b.l < -((ee.D.l - ee.G.l)j(x.D - x.G)) #pente des résidus. 
note < -l} #Indicateur de la position de .7:.10. 
else{if(x[lO] == x[4]){ 
)j.ordrJn = y[order(x)] #Ordonne les observations )j selon l'ordre des x. 
x.ordon = sort(x) #Ordonne les observations x en ordre croissant. 
G = cbind(xordon[l : 5], y.ordon[l : 5]) 
#correspond aux valeurs originales indicées 1,2,3,4 ct 10 (pas nécessaircmcnt dans 
cet ordre) 
C = cbind(" vide", "vide") #vide. 
D = cbind(x.al"don[6 : 10], y.ordonlG : 10]) #com~spond aux va1<:urs original<:s indicées 
5,6,7,8 et 9. 
so"Us.ensemble = rbind(G, D) 
x.G < -median(G[, 1]) #médiane des x à ciroit.e. 
x.D < -median(D[, 1]) #médiane des x à gauche. 
y.G < -median(G[,2]) #médiane des y ft droit.e. 
y.D < -median(D[, 2]) #médiane des y à gauche. 
b.O < -((yD - y.G)j(x.D - x.G)) #premier est.imé cie la pent.e.
 
ee.O < -(y.ordon - (b.O * x.ordon)) #valeurs résiduelles.
 
ee.D.O < -median(ee.0[6 : 10]) #mécliane cles résiclus à clrait.e.
 
ee.G.O < -median(ee.O[l : 5]) #médiane des résidus à gauche.
 
ee.b.O < - ((ee. D.O - ee.G.O)j(x.D - x.G)) #pent.e des résidus.
 
bb.1 < -b.O + ee.b.O + cOTTection #deuxième estimé de la pente avec correction si les
 
médianes 
#des résidus sont de même signes. 
ee.l < -(y.ordon - (bb.1 * x.ordon)) #valeurs résiduelles. 
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ee.D.l < -media.n(ee.l[6 : 10]) #médiane des résidus à droite. 
ee.G.l < -median(ee.l[l : 5]) #médiane des résidus à gauche. 
ee.b.l < -((ee.D.l - ee.G.l)/(xD - ;r:.G)) #peIite des résidus. 
note < -2} #Indicateur de la position de x.lO. 
else{i.f((x[4] < :r[lO]&.r[lO] < .r[6])){ 
y.ordon = y[order(x)] #Ordonne les observations y selon l'ordre des x. 
x.ordon = sort(x) #Ordonne les observations x en ordre croissant. 
G = cbind(x.ordon[l : 4], y.ordon[l : 4]) 
#correspond aux valeurs originales indicées 1,2,3 et 4 
C = cbind(.r.ordon[5 : 6], y.ordon[5 : 6]) #correspond aux valeurs originales indicées 5 
et 10. 
D = cbind(x.ordon[7 : 10], y.ordon[7 : 10]) #correspond aux valeurs originales indicées 
6,7,8 et 9. 
sous. ensemble = rbind(G, D) 
x.G < -median(G[,l]) #médiane des x à droite. 
x.D < -median(Dl, 1]) #mooiane ries x à gall(;he. 
y.G < -median(Gl,2]) #médiane des y à droite. 
y. D < -median( Dl, 2]) #m00iane des y à gall(;he. 
b.O < -((y.D - y.G)/(x.D - xG)) #premier estimé de la pente.
 
ee.O < -(y.ordon - (b.O * x.ordon)) #véllems r0siolldks.
 
ee.D.O < -median(ee.0[7 : 10]) #médiane des résidus à droite.
 
ee.G.O < -median(ee.O[l : 4]) #médiélne des résiolls il géluche.
 
ee.b.O < -((ee.D.O - ee.G.O)/(x.D - x.G)) #pente des résidus.
 
bb.l < -b.O + ee.b.O + correction #dellxième estimé de lél pente élVCC rorrcction si les
 
médianes
 
#des résidus sont de même signes.
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ee.1 < -(y.ordon - (00.1 * .T.ordon)) #valeurs résiduelles. 
ee.D1 < -medin.n(ee.1[7 : 10]) #médiane des résidus à droite. 
ee.C.1 < -median(ee.1[1 : 4]) #médiane des résidus à gauche. 
ee.0.1 < -((ee.D.1 - ee.C.1)j(x.D - x.C)) #pente des résidus. 
no/.e < - 3} #Indicateur de la posi tion de x.lO 
else{i.f(x[10] == .T[6]) { 
y.ordon = y[order(x)] #Ordonne les observations y selon l'ordre des .T. 
x.ordon = sort(x) #Ordonne les observations x en ordre croissant. 
C = cOind(x.ordon[l : 5], y.ordon[l : 5]) 
#correspond aux valeurs originales indicées 1,2,3,4 ct 5 
C Cu1.n.d(" 'd"..10 , " 1J1••e 'd= L' 1)1 'd") # VI e. 
D = c01:nd(x.ordon[6 : la], y.ordon[G : la]) #correspond aux valeurs originales indicées 
10,6,7,8 et 9 
#(pas nécc:ssairemc:nt dans cet ordw). 
sous.ensemble = rbind(C, D) 
x.C < -median(CL 1]) #rnédiane des x à droite 
x.D < -median(D[, 1]) #médiane des x à gauche. 
y.C < -median(C[,2]) #médiane des y à droite. 
y.D < -median(D[, 2]) #médiane des y à gauche. 
b.O < -((y.D - y.C)j(x.D - x.C)) #premier estimé de la pente.
 
ee.O < -(y.D'rdon - (b.O * x.oTdon)) #valcurs résiduelles.
 
ce.D.O < -median(ce.O[6 : 10]) #médiane des résidus à droite.
 
ce.C.O < -median(ce.O[l : 5]) #médiane des résidus à gauche.
 
ce.b.O < - ((ce.D.O - cc.C.O)j(x.D - x.C)) #pente des résidus.
 
bb.1 < -b.O + cc.b.O + corrcction #dellxième estimé de la pente avec correction si les
 
mfdifl.nes
 
#des résidus sont de même signes.
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ee.l < -(y.ordon - (00.1 * x.ordon)) #valeurs résiduelles. 
ee.D.l < -median(ee.l[6 : la]) #médiane des résidus à droite. 
ee.G.l < -media.n(ee.l[l : 5]) #rnédic1Ilc des résidus à gauche. 
ee.b.l < -((ee.D.l - ee.G.l)/(x.D - x.G)) #pente des résidus. 
note < -4} #Indicateur de la position de x.lO. 
else{ if(x[lO] > x[7]){ 
y.ordon = y[order(x)] #Ordonne les observations y selon l'ordre des x. 
x.ordon = sort(x) #Ordonne les observations x en ordre croissant. 
G = coind(:r.ordon[l : 3], y.ordon!l : 5]) 
#correspond C1UX valeurs origirmlcs indicées 1,2 ct 3 
C = cbind(x.ordon[4 : 7], y.ordon[4 : 7]) #correspond aux valeurs originales indicées 
4,5,6 et 7. 
D = cbind(x.oTdon[8 : la], y.oTdonl8 : la]) #corrcspond aux valcllfs originalcs indicfcs 
8,9 et la 
#(pas nécessairement dans cet ordre). 
sous. ensemble = rbind(G, D) 
x.G < -median(G[, l]) #médiane des x à droite. 
x.D < -median(D[, 1]) #médiane des x à gauche. 
y.G < -median(G[,2]) #médiane des y à droite. 
y.D < -median(D[, 2]) #médiane des y à gauche. 
b.O < -((y.D - y.G)/(x.D - x.G)) #premier estimé de ]a pente. 
ee.O < -(y.ordon - (b.O * x.ordon)) #valeurs résiduelles. 
ee.D.O <-median(ee.0[8 : 10]) #médiane des résidus à droite. 
ee.G.O < -median(ee.O[l : 3]) #médiane des résidus à gauche. 
ee.b.O < -((ee.D.O - ee.G.O)/(x.D - x.G)) #pente des résidus. 
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bb.l	 < -b.O + ee.b.O + correction #deuxième estimé de la pente avec correction si les 
médianes 
#des résidus sont de même signes. 
ee.l < -(y.ordon - (bb.l * x.ordon)) #valeurs résiduelles.
 
ee.D.l < -median(ee.l[8 : 10]) #médiane des résidus à droite.
 
ee.C.l < -median(ee.l[l : 3]) #rnédianc des résidus à gauche.
 
ee.b.l < -((ee.D.l - ee.C.l)/(x.D - x.C)) #pente des résidus.
 
note < -5} }}}} #Indicateur de la position de x.lO.
 
colnames(sous.ensemble) = c("x", "y")
 
resultats < -c(x.D, x.C, b.O, bb.l, ee.b.O, ee.b.l, note)
 
names(resultats) < -c("med(x)àdroite", "med(x)àgauche", "b.O", "b.l", "penteresidO",
 
"penteresidl", "localisationdex.l 0") 
if(choix.resultat == lHreturn(resultats)} 
else{return(sous.ensemble)} } 
#La fonction ci-dessous assure que e( bo) et e(b]) sont toujours de signes opposés. 
assignation < - function(b.O, b.l, b.vr.O, b.vT.1H
 
if(sign(valeur.initiale[5]) + sign(valeur.initiale[6]) == OH
 
# Les médianes des erreurs sont de signes opposés 
un = b.O 
deux = b.l 
trois = b.vr.O 
quatre = b.1Jr.l 
resultat = c(un, deux, trois, quatre)} 
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else{if(siqn(valeur.initiale[5]) + sign(1'O.Ieur.initiale[G]) == -2){ 
#Les médianes des erreurs sont de même signe négatif. 
#Um'. correction de ['estimf b.1 s'impose. 
valeur. initiale < -Initial.Resis.Line(x = x, y = y, n = length(x), 
correction = -l, choix.resultat = 1) 
un = valeuT.initiale[3] 
deux = valellr.initiale[4] 
tTois = ualeuT.indiale[5] 
quatre = valeur.initiale[G] 
Tesultat = c(un, dew;, trois, quatre)} 
else{ #Les médianes des erreurs sont de même signe positif. 
#Une correction de ['estimé b.1 s'impose. 
valeur. initiale < -Initial.Resis.Line(x = x, y = y, n = length(x), 
correc~ion = l, choix.resultat = 1) 
un = valeur.initiale[3] 
deux = valeur.initiale[4] 
trois = valeur.initiale[5] 
quatre = valeur. initiale[G] 
resultat = c(un, deux, trois, quatre)} } 
resultat} 
#La fonction ci-dessous assure que, durant Je processus itératif, e(bk)+ et e(bk)- sont 
toujours de signes opposés. 
reassignation < - f unction(pente.resid. k, petit. resid, grand. resid) { 
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if (si.rrn(pente. resid.k) == sign(petii. resid)) {
 
c(b.petit.resid < -b.k,petit.resid < -pente.resid.k)}
 
else{c(h.gra.nd.resid < -h.k,grand.resid < -pente.resid.k)}
 
c(petit.resid, grand.resid, b.petit.resid, b.grand.resid)}
 
#Le procédé itératif permettant de calculer l'estimé de la pente (J. 
long < -length(x)
 
valeur. initiale = Initial.Resis.Line(x = x, y = y, 71 = long, correction = 0, choi,Y.resullat =
 
1) 
Sous. Ensemble = Initial.Resis.Line(x = x, y = y, 71 = long, correction = 0, choix.resultat = 
2) 
distrihntion = assigna.tion(h.O = 1Ialev.T.in,itia.le[3], 1'1.1 = 1JO.lenr.init:in.lf'[4], 
h.vr.O = mlenr.i.n,itiale[5], hllr.l = va.lenr.initia.le[6]) 
b.O = distribution[l]
 
1'1.1 = distri.hntion,[2]
 
b.v.O = distribution[3]
 
h.l'T.l = distrihntion,[4]
 
ifelse(abs(b.vr.O) < abs(b.vr.l), c(b.petit.resid = b.O, h.grand.resid = b.l,
 
petit.resid = b.VT.O, grand.Tesid = b.vr.l), c(b.petit.resid = b.l, b.grand.resid =
 
b.O,
 
petit.resid = b.vr.l, grand.resid = b.vr.O))
 
vecteur.pente = numeric()
 
vecteur. pente = c(vecteur.pente, b.O, b.l)
 
compteur = 2
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k = 10
 
if el.w'-(petiLresid == O&grand.resid == 0, vecte11.r.pente[compte11.r],
 
long11.e11.r = length(So1l.s.EnsemhleL 1]))
 
while(k > O.OOOOOOl){
 
h.k = h.peti.t.resid-petit.resid* ((h.petit.resid-h.gra.nd.resid) / (petit. res1:d- gra.nd.usid))
 
vecte11.r.pente < -c(vecte1l.r.pente, h.k)
 
residuelles < -(y - (b.k * x))
 
resid < -(S011.s.Ensemble[,2] - (h.k * Sov.s.Ensemhle[, 1]))
 
med.resid.r < -median(resid[((longueur /2) + 1) : longueur])
 
med.resid.l < -median(resid[l : (longueur /2)])
 
pente.resid.k < - (( med.resid.r-med.Te.sid.l) /(valeur. initiale[l] -valeur.initiale[2]))
 
redistrib11.tion < -reassignation(pente.resid.k, petil.resid, grand.resid)
 
petit. resid < -redistrihv.tion[l]
 
grand. resid < -redistrih11.tion[2]
 
h.petit.resid < -redistrilmtion[3]
 
hgra.nd.resid < -redistrihv.tion[4]
 
compte11.r < -compte11.r + 1
 
k = abs(vecteuT'.pentelcompteur]- vecteuT'.pente[compteur - 1])}
 
b.DR = vecteur.pente[compteur] 
#Estimation du paramètre (3 par la méthode d'estimation bayésienne avec paramètre 
d'échelle (J connu. Dans un premier temps, OIl suppose que la variable aléatoire Zi est 
distribuée selon une loi t4((3; 2,2765), c'est-à-dire une loi de Student avec 4 degrés de 
x, 
1b ' , t d .. (3 t 'cl" 1 11 '1 ' 2 2765 1 ert.e, avec pamme .re e positIOn c. paramet.rc cc 1f' e connn cga a ~' 
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#Définit.ions des fonctions pC'rmet.t.ant. de calculer les ciensit.c's a posteriori. 
#Lcs données sans le point Pla
 
y = c(2.4, 0.5, 7.6, 10.3, 6.4, 9.2, 10.7, 15.6, 13.6)
 
X = c(l.l, 1.2, 1.5, 3, 3.7, 3.9, 3.9) 5, 5.1)
 
#vraisemblance des erreurs avec paramètre d'échelle sigma fixé 
student = function(err){l/((l + (err)\2)/(4)))\(5/2))} 
#rlcnsit.é a post.eriori de beta 
pi.S1 = function(b, sigma2){
 
z = y/x
 
prod(student(err = (z - b)/sigma2 * x)/sigma2 * x)}
 
integre.S1 = function(sigma, db = .1, min.b = A, max.b = 50){
 
b = seq(min.b + db/2, max.b - db/2, by = db)
 
f2 = apply(as.matrix(b), l, pi.S1, sigma2 = sigma)
 
cien = swn(f2) * db
 
f2 = f2/cten
 
Teturn(f2) }
 
#densité a posteriori de beta sans le point PlO 
pi.S2 = function(b, sigma2){
 
Z = Y/X
 
prod(student(err = (Z - b)/sigma2 * X)/sigma2 * X)}
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integre.52 = function(sigma, db = .1, min.b = 0, max.b = 50){ 
b = seq(min.b + db/2, max.b - db/2, by = db) 
f2 = apply(as.matrix(b), l, pi.52, sigma2 = sigma) 
cten = sum(f2) * db 
.f2 = .f2/dlOn 
return(f2) } 
#densité a posteriori de beta pour le i-ème point 
pi.53 = .flmction(b, sigma2, i){ 
z = y[iJ/x[i] 
stv,dent(err = (z - h)/sigma2 * x[i])/sigma.2 * .T[i]) 
integre.53 = function(sigma,j, db = .l,min.b = O,max.b = 50){
 
b = seq(min.b + db/2, max.b - db/2, by = db)
 
f2 = apply(as.matrix(b), l, pi.53, sigma2 = sigma, i = J)
 
dlOn = sv,m(f2) * db
 
f2 = .f2/cten
 
return(f2)}
 
valeur. sigma = 2.2765 
#Définition du domaine d'intégration 
db = .001 
min.b = 0 
max.b = 50 
b = seq(min.b + db/2, max.b - db/2, by = db) 
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#Estimé bayésien de la pente donné par l'espérance a posteriori de /3. 
b.st1Jdent = s1J.m(b * integre.Sl(sigmo = vole1J.r.si.gmo., db = .001, min.b = 0, max.b = 
50))*db 
#EstimatioIl du paramètre /3 pal' la méthode d'estimation bayésienne avec paramètre 
d'échelle (J connu. On suppose maintenant que la variable aléatoire Zi est distribuée 
selon une loi FOEP, c'est-à-dire 11n8 loi GEP de type V avœ pitramdrc de position fJ et 
, t ct" ,1 Il 4 ,2773 pitritme ,re ec le e connu -----X::-. 
#Définitions des fonctions permettant de calculer les densités a posteriori. 
#Les données sans le point PlO
 
y = c(2.4, 0.5, 7.6, 10.3, 6.4, 9.2, 10. 'l, 15.6, 13.6)
 
X = c(l.l, 1.2, 1.5, 3, 3. 'l, 3.9, 3.9, 5, 5. 'l)
 
#vraisembJance des erreurs avec paramètre d'échelle sigma fixé
 
GEP = function(err){(abs(err) + 2)""( -1) * (log(abs(err) + 2))""( -4)}
 
#densité a posteriori de beta
 
pi.GEP1 = function(b, sigma2){
 
z = Y/Y
 
prod(GEP(en = (z - b)/sigma2 * x)/sigrna2 * x)}
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integre.GE Pl = .functinn(sigma, db = l, min.b = 0, max.b = SO){ 
b = seq(min.b + db/2, maxb - db/2, by = db) 
]2 = apply(as.matrix(b), l, pi.GEPl, sigma2 = sigma) 
cten = sum(f2) * db 
]2 = ]2/cten 
rdnrn(f2)} 
#densité a posteriori de beta sans le point PlO 
pi.GEP2 = ]unction(b, sigma2){
 
2 = Y/X
 
pTod(GEP(eTT = (2 - b)/sigma2 * X)/sigma2 * X)}
 
integre.GEP2 = function(sigma, db = .1, min.b = 0, max.b = SO){
 
b = seq(min.b + db/2, max.b - db/2, by = db)
 
]2 = apply(as.matrix(b), l, pi.GEP2, sigma2 = sigma)
 
den = sum(f2) * db
 
f2 = f2/cten
 
return(f2) }
 
#densité a posteriori de beta pour le i-ème point 
pi.GEP3 = ]unction(b, sigma2, i){ 
z = Y['iJ/x[i] 
GEP(erT = (z - b)/siqma2 * x[i])/sigma2 * xli]) 
integre.GEP3 = function(sigma, j, db = .001, min.b = 0, :rrwx.b = SO){
 
b = seq(min.b + db/2, max.b - db/2, by = db)
 
]2 = apply(as.matrix(b), l, pi.GEP3, sigma2 = sigma, i = j)
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cten = sum(.f2) * db
 
f2 = f2/cten
 
return(f2) }
 
valeuT.sigma = 4.2773 
#Définition du domaine d'intégration 
db = .001 
min.b = 0 
max.b = 50 
b = seq(min.b + db/2, max.b - db/2, by = db) 
#Estimé bayésien de la pente donné par l'espérance a posteriori de (3. 
b.G EP = sum(b*integre.G EP1(sigma = valeur. sigma, db = .001, min.b = 0, max.b = 
50)) * db 
#Estimation des paramètres (3 et a par la méthode d'estimation bayésienne simultanée. 
On suppose que la variable aléatoire Z.i est distribuée selon une loi t4 ((3; a (O,9J:~06) ), 
c'est-à-dire une loi de student avec 4 degrés de liberté, avec paramètre de position (3 et 
paramètre d'échelle inconnu a (O'~,06). 
#vraisemblance des erreurs 
student = function(err){l/((l + (eT'Ti\2)/(4))i\(5/2))) 
#Calcul des densités a posteriori de beta et de sigma, respectivement
 
pi.S1 = function(b, sigma2, tau = 0.9106){
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z = y/,r:
 
prod(student( err = (z - b)/(sigma2 dau) *x )/(sigma2 * tau) *x) * (1/(sigma2 dau))}
 
integr·e.lb = function(sigma, db = .1, min.b = 0, max.b = SO){ 
0= seq(min.h + do/2, max.o - do/2, oy = db) 
f2 = apply(as.matrix(b) , l, pi.Sl, sigma2 = sigma, tau = 0.9106) 
TPtlLrn(J2) } 
intel)re.ls = /unction(02, dsigma. = .1, min.sigma = 0, m!1.1:.si.l)ma. = SO){
 
sigma = seq(min.sigma + dsigma/2, max. sigma - dsigma/2, by = dsigma)
 
/2 = o.pply(as.mo.trix(sigma) , 1, Vi.Sl, b = b2, tau = 0.9106)
 
return(J2) }
 
tau = 09106 
#Définition du doma.ine d'intégra.tion pour l'estimé b 
db = .001 
min.b = 0 
max.b = 50 
b = seq(min.b + db/2, max.b - db/2, by = db) 
#Définition du domaine d'intégration pour l'estimé CI 
dsigma = .001 
min. sigma = 0 
max.sigma = SO 
sigma = seq(min.sigma + dsigma/2, max. sigma - dsigma/2, by = dsigma) 
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#Calcul de la constante de normalisation
 
post. conjoint = 0
 
for(ûnrange.sigma) {
 
print(i)
 
dist.posteriO'T = (integre.1b(sigma = i, db = .001, min.b = 0, max.b = 50))
 
post.conjoint = (post. conjoint) + (dist.posterior)}
 
constante = sum(post.conjoint) * db" dsigma
 
#Calcul de la densité marginale a posteriori de 13
 
dist.posterior = sum(integre.1s(b2 = i, dsigma = .001, min.sigma = 0, max.sigma =
 
50)) * dsigma 
marg.beta = c(marg.beta, dist.posterior) 
post.marginal.beta = (marg.beta) / constante 
#Estimé bayésien de la pente donné par l'espérance a posteriori de 13.
 
b.student = (sum(b * post.marginal.beta) * db)
 
#Calcul de la densité marginale a posteriori de (J
 
dist.posterior = sum(integre.1b(sigma = i, dsigma = .001, min. sigma = 0, max. sigma =
 
50))*db 
marg.sigma = c(marg.sigma, dist.posterior) 
post.marg'àwl.sigma = (marg.sigma)/constante 
#Estimé bayésicn du paramètre d'échelle donné par l'espéranœ a posteriori de (J.
 
b.student = (sum(b * post.marginal.beta) * db)
 
#Estimé bayésien de la pente donné par l'espérance a posteriori de 13.
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sigma.student = (sum(sigma * post.marginal.sigma) * dsigma.) 
#Estimation des paramètres j3 et a par la méthode d'estimation bayésienne simultanée. 
On suppose que la variable aléatoire 2 i est distribuée selon une loi HCEP, c'est-à-dire 
une loi GEP de type V avec paramètre de position j3 et paramètre d'échelle inconnu 
a C,:I,09). 
#vraisemblance des erreurs
 
GE P = function( en){ (abs( err) + 2)/\ ( -1) * (Iog(abs(err) + 2))/\ (-4)}
 
#CaJcul des densités a posteriori de beta et de sigma, respectivement
 
pi.GEP1 = function(b, sigma2, tau = 1.7109){
 
z = y/x
 
prod(GEP(err = (z - b)/(sigma2 * tau) * x)/(sigma2 * tau) * x) * (1/(sigma2 * tau))}
 
integre.lb = function(sigma, db = .1, min.b = 0, max.b = SO){
 
b = seq(min.b + db/2, ma.x.b - db/2, by = db)
 
./2 = apply(as.matrix(b), 1,pi..GEPl, sigma2 = sigma, tau = 1.7109)
 
return(f2) }
 
inteqre.1s = function(b2,dsigmo. = .l,min..c;ù]ma = O,ma.L.sigma = SO){
 
sigma = seq(min.sigma + dsigma/2, max.s-igma - dsigma/2, by = dS'igma)
 
I2 = apply(as.matrix(sigma), l, p-i.GEPl, b = b2, tau = 1.7109)
 
retum(f2) }
 
tau = 1. 7109 
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#Définition du domaine d'intégration pour l'estimé b 
db = .001 
min.b = a 
max.b = 50 
b = seq(min.b + dbj2, max.b - dbj2, by = db) 
#Définition du domaine d'intégration pour l'estimé a 
dsigma = .001 
min. sigma = a 
max.sigma = 50 
sigma = seq(min.sigma + dS'igmaj2, max. sigma - dsigmaj2, by = d!:rigma) 
#Calcul de la constante de normalisation 
post.conjoint = a
 
f or( iinra.nlJP-·sigma.) {
 
print(i)
 
dist.posterior = (integre.1b(sigma = i, db = .001, min.b = 0, max.b = 50))
 
post.conjoint = (post.conJoint) + (dist.posterior)}
 
constante = sum(post.conjoint) * db * dsigma
 
#Calcul de la densité marginale a posteriori de fJ 
dist.posterior = sum(integre.1s(b2 = i, dsigma = .001, min. sigma = 0, max. sigma = 
50)) * dsigma 
marg.beta = c(marg.beta, dist.posterior) 
post.ma.rginal.beto. = (mo.rg.beta)jconsto.nte 
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#Estimé bo..yésien de la pente donné par l'espérance a posteriori de 13. 
b.GEP = (sum(b * post.marginal.beta) * db) 
#Calcul de la densité marginale a posteriori de (J
 
dist.posterinr = s1J.m(integre.1b(sigma = i, dsigma = .001, min.sigma = 0, max.sigma =
 
50)) *db 
marg.sigma =:: c(marg.sigma, dist.posterior) 
'{Jost. marginal. sigma = (marg.:'àgma) / constante 
#Estirné bo..yésicn du paramètre d'échelle donné par l'espérance a posteriori de (J.
 
b.GEP = (sum(b * post.marginal.beta) * db)
 
#Estimé bayésicll dc la pente donné par l'espérance a posteriori de 13.
 
sigma.GEP = (sum(sigma * post.marginal.sigma) * dsigma)
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