Abstract For Hamiltonian systems with non-canonical structure matrix a new class of numerical integrators is proposed. The methods exactly preserve energy, are invariant with respect to linear transformations, and have arbitrarily high order. Those of optimal order also preserve quadratic Casimir functions. The discussion of the order is based on an interpretation as partitioned Runge-Kutta method with infinitely many stages.
Introduction
We consider non-canonical Hamiltonian systemṡ y = B(y)∇H(y), y(t 0 ) = y 0 , (1.1)
where B(y) is a skew-symmetric matrix, so that the energy H(y) is preserved along exact solutions of (1.1). In this article we do not require that B(y) satisfies the Jacobi identity. Our main interest is the design of numerical integrators that exactly preserve the Hamiltonian H(y) and are invariant with respect to linear transformations.
There is a lot of research activity in energy preserving numerical integrators, and various discrete gradient methods have been proposed in the literature, see [2, 8] . For these methods the numerical solution is typically not invariant with respect to arbitrary linear transformations. More recently, linear energy preserving integrators have been proposed for canonical Hamiltonian systems. The averaged vector field method [8, 9] extends the implicit mid-point rule and requires the accurate computation of integrals. The article [7] presents Runge-Kutta methods that preserve the energy for polynomial Hamiltonians. An extension of the averaged vector field integrator to arbitrarily high order is proposed and analyzed in [4] . Until now, energy preserving integrators for non-canonical Hamiltonian systems that are invariant with respect to linear transformations, do not seem to exist.
The present article is devoted to an extension of the methods introduced in [4] to problems of the form (1.1). The most simple example is
which reduces to the averaged vector field integrator for the case where B(y) is a constant matrix. Note that this method treats the factors B(y) and ∇H(y) in (1.1) differently, and should thus be considered as a partitioned method. As will be shown, this scheme exactly preserves energy and quadratic Casimir functions, it is symmetric and of order 2.
The new class of methods is presented in Section 2. It is a variant of classical collocation methods. Section 3 studies and proves properties such as exact preservation of energy and Casimir functions, symmetry, and invariance with respect to linear transformations. An interpretation of the proposed methods as partitioned RungeKutta methods is given in Section 4. This allows one to get information on the correct order of convergence. Numerical experiments are presented in Section 5.
Energy-preserving integration methods
We present a class of numerical time integrators that exactly preserve the energy H(y), are invariant with respect to linear coordinate transformations, and are of arbitrarily high order.
Definition of the numerical integrator
Motivated by classical collocation methods, we start by considering an s-point quadrature formula with nodes c i . The corresponding weights b i can be obtained from the Lagrange basis polynomials in interpolation as follows:
Definition 2.1 (Energy-preserving integrator) Let c 1 , . . . , c s be distinct real numbers (usually 0 ≤ c i ≤ 1) for which b i = 0 for all i. We consider a polynomial u(t) of degree s satisfying u(t 0 ) = y 0 (2.1)
The numerical solution after one step is then defined by y 1 = u(t 0 + h).
Note that approximating the integral by the quadrature formula with nodes c i and weights b i reduces the integrator to a classical collocation method. For quadratic Hamiltonians the integrand in (2.2) is polynomial of degree 2s − 1, so that for Gauss points c i (zeros of shifted Legendre polynomial) classical collocation is obtained for general B(y). This integrator treats the arguments in B(y) and in ∇H(y) differently and can thus be considered as a partitioned numerical method. The numerical solution therefore depends on the particular factorization of the vector field.
If B(y) = B is a constant matrix (e.g., if (1.1) is a canonical Hamiltonian system), the method becomes the energy-preserving integrator of [4] .
Implementation issues
If we denote Y τ := u(t 0 + τh) and, with abuse of notation, Y j := u(t 0 + c j h), Lagrange interpolation shows thaṫ
and by integration we arrive at
The polynomial u(t) of degree s can be expressed in terms of y 0 and Y 1 , . . . ,Y s . Therefore, we need equation (2.4) only for τ = c i (i = 1, . . . , s) to compute this polynomial. This represents a nonlinear system of equations for the unknowns Y 1 , . . . ,Y s which can be solved by iteration. The complexity is similar to that for implicit Runge-Kutta methods with s stages, and identical to that of the energy-preserving integrators of [4] .
Examples
Methods of optimal order will be obtained when c 1 , . . . , c s are the zeros of the sth Legendre polynomials. The corresponding quadrature formula (Gauss formulas) are of order r = 2s. Case s = 1. We have c 1 = 1/2 and obtain the method (1.2). It is symmetric, of order two, and is an extension of the implicit mid-point rule.
Case s = 2. The nodes of the Gauss quadrature are c 1,2 = 1/2 ∓ √ 3/6. With
where Y σ is the polynomial of degree 2 that interpolates the values y 0 ,Y 1 ,Y 2 at t 0 ,t 0 + c 1 h,t 0 + c 2 h, respectively. As we shall see in the next sections, this method exactly conserves the energy and quadratic Casimir functions, it is symmetric, of order 4, and it is invariant with respect to linear transformations.
Properties of the new class of integrators
The methods of the previous section have been designed to have exact energy preservation. It turns out that they have further interesting properties.
Exact energy preservation
Theorem 3.1 If B(y) is skew-symmetric for all y, then the numerical method of Definition 2.1 exactly preserves the energy, i.e., H(y n ) = Const.
Proof From the fundamental theorem of calculus we have
Replacing the derivative of u(t) by (2.3) this expression becomes
which vanishes by the skew-symmetry of the matrix B(y).
Conservation of quadratic Casimir's A function C(y) is called a Casimir function of the differential equation (1.1) if ∇C(y)
T B(y) = 0 for all y. Along solutions of (1.1) we have C y(t) = Const, be-
This property is independent of the Hamiltonian H(y).
Theorem 3.2 Let C(y) = y T Ay (with a symmetric constant matrix A) be a Casimir function of the system (1.1). The energy preserving method based on the Gaussian quadrature formula of order 2s exactly preserves this Casimir.
Proof Using again the fundamental theorem of calculus we have
Since the integrand is a polynomial of degree 2s − 1, an application of the Gaussian quadrature (b j , c j ) s j=1 gives the exact result. The difference C(y 1 ) − C(y 0 ) is thus equal to
which vanishes and proves the statement.
The equations of motion for a free rigid body are a Lie-Poisson system with Casimir C(y) = y 2 2 . The methods based on Gaussian quadrature thus preserve exactly the Hamiltonian and the Casimir. Proof By the symmetry of the nodes we have s+1−i (τ) = i (1 − τ). This implies that the method, written as The differential equation (1.1) is said to have a linear symmetry T , if with y(t) also z(t) = Ty(t) is a solution. This is equivalent to T B(T −1 z)∇H(T −1 z) = B(z)∇H(z), i.e., the transformed problem (3.2) is equal to the original one.
Symmetry of the integrator
Corollary 3.1 Assume that the problem (1.1) possess a linear symmetry T that satisfies T B(T −1 z)∇H(T −1z ) = B(z)∇H(z) for all z andz. Then, the discrete flow of the method of Definition 2.1 has T as symmetry, i.e., if {y n } is a solution, then {Ty n } is also a solution.
We remark that the condition on the linear symmetry in Corollary 3.1 is slightly weaker than what is called "linear special symmetry" in Proposition 3.8 of [8] .
Discussion of the order
If the quadrature formula
, then the order of the method of Definition 2.1 is at least k + 1. This follows at once from b
the method is a perturbation of the classical collocation method. But what is the correct order?
The answer can be obtained by interpreting the method as a partitioned Runge-Kutta method.
Extension of a theorem of Butcher
For a partitioned system of differential equationṡ y= f (y, z), y(t 0 ) = y 0 z=g(y, z), z(t 0 ) = z 0 (4.1)
we consider methods that treat the y an z variables by different Runge-Kutta schemes. They are defined by (for i = 1, . . . , s) 
and we let C(η), D(ζ ) be as C(η), D(ζ ) with a i j replaced by a i j , and, only for C(η), we replace also c i in the right-hand side by c i . The proof is the same as for (non-partitioned) Runge-Kutta methods (see [6, p. 208] ). The only difference is that bi-coloured trees have to be considered instead of trees.
Interpreting the energy-preserving integrator as a partitioned RK-method
The energy-preserving integrator of Definition 2.1 treats the variable y in B(y) and in ∇H(y) not in the same way. We therefore use different letters and put Y iτ := Y τ and Z iτ := Y i , so that formula (2.4) can be written as
with z 0 = y 0 and
For the numerical approximation after one step we get
where
We notice that the formulas (4.3)-(4.5) constitute a partitioned Runge-Kutta method that has two particularities. First of all, it is consistent with the partitioned system of differential equationsẏ =B(z)∇H(y), y(t 0 ) = y 0 z=B(z)∇H(y), z(t 0 ) = z 0 .
For z 0 = y 0 we have z(t) = y(t) for all t and both solution components are equal to the solution of (1.1). Secondly, we are concerned with a partitioned Runge-Kutta method having infinitely many stages. Whereas the stages are indexed by i ∈ {1, . . . , s} in the method (4.2), they are indexed by (i, τ) ∈ {1, . . . , s} × [0, 1] in the method (4.3)-(4.5).
A sum over i in (4.2) corresponds to a sum over i and an integral over τ in the method (4.3)-(4.5).
Verification of the simplifying assumptions
For the coefficients (4.4) we have, using ∑ s j=1 j (τ) = 1,
We are now ready to check the simplifying assumptions.
represent a quadrature formula of order r. The coefficients (4.4), (4.6), and (4.7) then satisfy B(ρ) :
with ρ = r, η = min(s, r − s + 1), and ζ = min(s − 1, r − s).
Proof The proof is based on the identities
for polynomials of degree s − 1. We present details for the simplifying assumption D(ζ ). The other conditions are proved in a similar way.
Inserting the expressions (4.4), (4.6) and (4.7) into the left-hand side of condition D(ζ ) and using ∑
Partial integration then shows that this expression equals
, which corresponds to the right-hand side of D(ζ ). In the last equality we have replaced the integral over τ by the quadrature formula, which does not introduce an error when k + l + s ≤ r. Since k ≥ 1, the simplifying assumption D(ζ ) thus holds with ζ = min(s − 1, r − s).
Standard limit considerations show that Theorem 4.1 is also valid for partitioned Runge-Kutta methods with a continuum of stages. We therefore have proved the following result.
represent a quadrature formula of order r. The energypreserving integrator of Definition 2.1 has order p = min(r, 2r − 2s + 2).
For methods based on Gaussian quadrature we have order p = 2s. An order reduction (compared to classical collocation methods) occurs only for r < 2s − 2.
Numerical experiments
After having shown many nice and important features for the new class of energypreserving integrators, it is natural to investigate the question to which extent the proposed methods are close to Poisson integrators. It is obvious that they cannot conserve the Hamiltonian and the Poisson structure at the same time, because this is not possible for the special case of canonical Hamiltonian systems (see [1] ). But, is it possible that our energy-preserving integrators are conjugate to a Poisson integrator? This would imply that all Casimir functions are nearly conserved without drift.
To study this question, we consider a Lotka-Volterra system [3] , for which To this problem we apply the fourth order integrator of Section 2.3 with step size h = 0.1. By construction, the Hamiltonian H(y) is preserved up to round-off along the numerical solution. However, the error in the Casimir function C(y) shows a linear drift of size O(th 4 ), see Figure 5 .1. This demonstrates that the integrator is not conjugate to a Poisson integrator.
Conclusion
In this work we propose a new class of energy-preserving integrators for Hamiltonian systems with non-canonical structure matrix. The methods conserve also quadratic Casimir functions and they are of arbitrarily high order. In contrast to previously proposed energy-preserving methods, our methods are invariant with respect to linear transformations.
