Abstract-Breast cancer is a form of invasive cancer and one of the most common health problems for women that is globally responsible for a large number of deaths. Accurately classifying and categorizing breast cancer subtype is an essential task. Automated techniques based on artificial intelligence can significantly save time and reduce error. In this paper, a performance comparison between five nonlinear machine learning algorithms viz Multilayer Perceptron (MLP), K-Nearest Neighbors (KNN), Classification and Regression Trees (CART), Gaussian Nave Bayes (NB) and Support Vector Machines (SVM) on the Wisconsin Breast Cancer Diagnostic (WBCD) dataset is conducted. The primary objective is to evaluate the performance in classifying data with respect to efficiency and effectiveness of each algorithm in terms of classification test accuracy, precision, and recall.
I. INTRODUCTION
Breast cancer has been identified as the second largest cause of cancer deaths among women of age 40 and 55 after lung cancer. According to the World Health Organization's projection, every year the estimated number of breast cancer diagnosis among women is to be 1.5 million [1] . In 2015, 500,000 women died from breast cancer [2] . According to the physicians, an abnormal multiplication of cells in the breast tissue causes breast cancer [3] . Fig. 1 shows the breast cancer classification model with machine learning algorithms, where the breast image database is loaded, features have to be extracted and the classification model can be trained and used for prediction of benign and malignant. Benign cases are considered noncancerous, that is non-life threatening. Malignant cancer starts with abnormal cell growth and might rapidly spread or invade nearby tissue so that it can be life-threatening [4] .
For reducing this cause of death, early detection and diagnosis are critical. There are two early detection strategies for the breast cancer which are: early diagnosis and screening. The better diagnostic tools and methods can minimize this fatality rate. The recent development of the breast cancer diagnosis allows identifying the cancer cells; If the diagnosis tools become more efficient, then the detection and prediction can be made more effective [2] .
Diagnosis process is employed to significantly and accurately discern between benign and malignant cancerous patterns. Mammography is one of the conventional approaches for breast cancer diagnosis along with surgical biopsy and fine needle aspirate. The sensitivity results of this diagnosis of malignant lumps approach are, mammography 68%-79%, fine needle aspirate 65%-98%, and the surgical biopsy is about 100% [5] . A surgical biopsy is a costly approach for the diagnosis; however, the effectiveness of it is more. The Fine Needle Aspiration biopsy requires extracting cell samples from the lump and conduct the visual observation under a microscope. Once the diagnosis of breast cancer performed, the prognosis is subsequently determined to predict the future development and characteristics of the cancerous cells on the breast [1] .
Machine learning has multiple potential applications in medicine and has been applied to a wide variety of oncology tasks, such as predicting cancer susceptibility, survival rates, and treatments. Machine Learning (ML) is a subfield of Artificial Intelligence (AI) which allows machines to learn without or with the intervention of a human. In the field of AI, ML is one of the most popular models which has been implemented rapidly to train machines and develop predictive models for effective decision making. In classification and prediction problems, machine learning methods are the leading option for obtaining a better outcome. In breast cancer research, the ML methods could be used for identification and prediction of cancer. These ML methods could predict whether cancer is malignant or benign [6] .
In this paper, a comparative analysis is presented of five different nonlinear ML-based classification algorithms namely Multilayer perceptron (MLP), K-Nearest Neighbors (KNN), Classification and Regression Trees (CART), Gaussian Nave Bayes (NB) and Support Vector Machines (SVM) on Wisconsin Breast Cancer Diagnostic dataset by measuring their classification test accuracy, recall, and precision. The dataset is split into two, 80% for training and 20% for testing. Results show that all the presented ML algorithms performed well on the classification task. 
II. NOLINEAR MACHINE LEARNING ALGORITHMS
Machine learning algorithms can be categorized into two types; one is supervised learning, and another is unsupervised learning. In the supervised learning method, a set of data are used to train the machine and are labeled to give the correct result; however, in unsupervised learning, there are no predetermined data sets and no predefined goals [7] .
The field of machine learning establishes remarkable practical success in several different application areas. Some of the most prevalent applications include; medical expert systems, social network, speech recognition, etc.
Machine learning automatically learns how to make precise predictions based on past observations. Classification is a sub-area of machine learning related to supervised learning. As the name indicates, the determination is to classify examples into one of a discrete set of possible classes. Among the most recognized are Multilayer Perceptron (MLP), K-Nearest Neighbors (KNN), Classification and Regression Trees (CART), Gaussian Naive Bayes (NB), and Support Vector Machine (SVM). In machine learning, classification is typically conducted by training a classifier that discriminates against one class from other classes. Additionally, classification is necessarily a mission of predicting the value of a discrete attribute. For the classification problem, the preferred method is supervised learning-based algorithm. In a classification problem, a set of data are used to train the machine to develop the classification model after that it can be used for future predictions.
For the classification problem, the preferred method is supervised learning-based algorithm. In a classification problem, a set of data are used to train the machine to develop the classification model after that it can be used for future predictions.
Five different machine learning algorithms are applied for the classification of the Wisconsin cancer dataset, those five algorithms are:
A. Multilayer Perceptron (MLP)
MLP is a feed-forward artificial neural network; it consists of three layers of nodes. Except for the input node, each node is a neuron which uses a nonlinear activation function. MLP implies the supervised training method called back-propagation training. It adjusts the weight values that are calculated from input-output mappings and minimize the error between the correct output value and the target value. It iteratively computes the values of weight using a gradient descent algorithm [8] . For the Multilayer Perceptron (MLP) with the input vector, the output vector the weight is calculated by gradient descent rule and is given by following equation (1):
where is the learning rate, (1 − ) is the derivative of activation function and ( − ) is an error with as a target [8] . Similarly, for the breast cancer classification, this research [9] found an excellent performance of the Multilayer Perceptron even when they reduced the number of features to be classified on their dataset of 663 instances and 25 markers. Fig. 2 is the general model of MLP with an input layer, hidden layer, and an output layer. This MLP model is been implemented for the classification of breast cancer dataset by Ali Raad et al. [10] . They have provided the input of 9 attributes from the database while the MLP has hidden layer with five neurons and the output layer generate two outputs for two class of cancer classification as benign and malignant.
The activation function for the above MLP for classification are: Input Layer: there is no activation function in the input layer Hidden Layer: here is the simplified sigmoid function:
Output Layer: sigmoid function is 0 = ( ) or hyperbolic tangent which is: 
B. K-Nearest Neighbors (KNN)
KNN algorithm is an unsupervised learning algorithm on machine learning used for the classification. K-Nearest Neighbors is one of the most used algorithms in machine learning for the breast cancer classification [11] . This learning method is based on instances, so it doesn't require a learning phase. The KNN model works with the training sample which is associated with a distance function and the choice of the function of the class based on the classes of the nearest neighbors. Before classifying the new element, we must compare it to other elements using a similarity measure then k-nearest neighbors are considered. The class that appears most among the neighbors is assigned to the element to be classified. In KNN, the distance between the neighbor and the new element to be classified is used as the weight of the neighbor [8] .
The K-Nearest Neighbors Algorithm can be represented by the following [12] :
Step 1: Choose a value for the parameter k.
Step 2: Input: Give a sample of N examples and their classes.
The classes of sample x are c(x).
Step 3: Give a new sample y.
Step 4: Determine the k-nearest neighbors of y by calculating the distances.
Step 5: Combine classes of these y examples in one class c.
Step 6: Output: The class of y is c(Y) = c.
The distance can be calculated using different ways. Euclidean distance is the most universal, between two vectors and . The Euclidean distance is defined as [12] : Fig. 3 . Example of the use of the KNN algorithm ( regenerated from [11] ).
C. Classification and Regression Trees (CART)
The CART has been jointly developed by Leo Breiman, Jerome Friedman, Richard Olsen and Charles Stone [13] . The CART is a common method for developing statistical models from simple feature data. CART deals with data that is not fully finished, data with predicted and input features. The algorithm will consider the set of samples question about the data will lead to the data minimization and continues until some stop criteria is meet [14] , [15] . 4 is the example of CART tree, when the dependent variable is categorical, CART produces a classification tree and when there is a continuous variable then it will lead to a regression tree.
CART algorithm has been used for prognostic and predictive analysis of breast cancer decision support for the relapse-free survival time, carried out in the subgroup of patients who receive no adjuvant systematic therapy [16] .
CART analysis algorithm consists of three steps; the first step -an overgrown tree is built which closely describes the training set. This tree is called the maximal tree and is grown using a binary split-procedure. Second step -the over-grown tree shows that overfitting is being pruned.
During this procedure, a series of smaller subtrees are derived from the maximal trees. In the final step, the tree with the optimal size is selected using a cross-validation (CV) procedure [13] .
The algorithm can also be resolved into these three steps: the first step is to split the attributes, second is determining the stopping criteria, and last is how nodes are assigned to classes.
This algorithm can be further explained as [13] , [17] :
1) Building the maximal tree and splitting attributes
The maximal tree is build using a binary split procedure, which starts at the tree-root. At each level, the mother group is split into two daughter groups. To choose the most appropriate descriptor for the split value, CART uses an algorithm in which all the descriptors and split value are considered. The split which gives the best reduction in impurity between the mother group ( ) and the daughter groups ( ) is selected Mathematically this can be expressed as:
2) Tree pruning Tree pruning is the process in which a series of smaller sub trees derived from the maximal tree is obtained by successively cutting terminal branches. The different subtrees are then compared to find the optimal one which is based on a cost-complexity measure. In this process both tree accuracy and ,complexity is considered. The cost-complexity parameter ∝ ( ) is used and for each subtree is defined as follows:
where is the average within node sum of squares, is the tree complexity and ∝ is the complexity parameter. During the pruning process, ∝ is gradually increased from 0 to 1. At this scenario, a tree is selected which minimizes ∝ . When ∝= 0, ∝ is minimized by the maximal tree.
3) Select the optimal tree
The most accurate tree is one with the smallest mean CV error, defined the root mean square error of cross-validation (RMSCEV):
where is the response value of object , is the predicted response value for object and is the total number of objects.
4) Variable ranking
In this step, CART allows evaluating the importance of the different explanatory variables to define a split in the selected dataset.
The importance of a variable is defined as;
D. Gaussian Naive Bayes (NB)
NB is known as the simple classification algorithm which is based on the Bayes classification algorithm. This paper [3] implements one of the Naï ve Bayes algorithms for the breast cancer detection. The weight NB techniques give the sensitivity, specificity and the accuracy values as 99.11%, 98.25 %, and 98.54 % respectively. This research also finds
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Bayes theorem states the following equation for the given class variable and a dependent feature vector [18] :
The above equation (9) is to calculate the probability of each class given the values of all the attributes for an instance to be classified, assuming the conditional independence of the attributes given the class [7] .
Types of naï ve Bayes algorithms are [19] : 1) Gaussian Naï ve Bayes. 2) Multinomial Naï ve Bayes. 3) Bernoulli Naï ve Bayes.
Gaussian Naï ve Bayes is preferred when attribute values are continuous and distributed according to the Gaussian distribution.
The Multinomial Naï ve Bayes is one of the classification algorithms which is preferred when there is data is of multinomially distributed. This algorithm is used in text classification.
Bernoulli Naï ve Bayes is used on the data that is distributed according to multivariate Bernoulli distribution, i.e. each one features is assumed to be a binary-valued variable [18] , [19] .
Soria et al. [9] also implemented the naï ve Bayes classification algorithm along with the C4.5 tree and Multilayer Perceptron (MLP) for breast cancer classification. The research found that the performance of the Naï ve Bayes achieved a competitive performance even though the assumption of normality of data is strongly violated.
Igor Konenenko [7] has implemented different machine learning algorithms for the medical diagnosis and prognosis. On the medical diagnostic problem, the Naï ve Bayesian classifier outperformed on five out of eight problems in terms of the efficiency. He compares different classification algorithm as LFC, Back Propagation, KNN and other in terms of performance, transparency, explanation, reduction and missing data handling capability.
Gaussian NB implements a special type of Naï ve Bayes algorithm that is Gaussian Naï ve Bayes algorithm for classification. This algorithm is specially used when the features have continuous values, or all the features are following a Gaussian distribution i.e., normal distribution. The likelihood of the features is assumed to be Gaussian [18] :
In the above equation (10), x is an attribute of continuous data, the parameters and are estimated using maximum likelihood. The mean and variance is calculated after the segmentation of data by class. Fig. 5 shows the probability of Gaussian Naï ve Bayes with no calibration, isotonic calibration, sigmoid calibration and empirical. This probability gives the confidence on the prediction. This associated probability can be predicted along with the class label while performing the classification. The predicted probabilities and its calibration are often desirable as a post-processing on classification stages [20] . Fig. 5 . Gaussian Naï ve Bayes (NB) probabilities [20] .
E. Support Vector Machine (SVM)
SVM is a machine learning classification technique which implements the supervised model for learning and it is widely used for cancer diagnosis and prognosis field [6] . The SVM method separates two classes by determining the linear classifier that maximizes the margin. This separation is referred to as the optimal separating hyperplane [1] .
The regularization parameter and kernel function are the two major components that have to been determined before conducting training. Some of the significant researches employed using the SVM for breast cancer detection utilized heuristics SVM approaches such as the smooth SVM, the linear SVM and general nonlinear SVM [1] , [21] . The goal of SVM is to determine a suitable hyperplane with a maximum margin which can be computed as an optimization problem [1] . Fig. 6 . shows a scatter plot of two classes with two properties. A linear hyperplane is defined as 1 + 2 and the aim to find a, b and c such that 1 + 2 ≤ for class 1 and that 1 + 2 > for class 2. Different from other techniques, SVM depends on the support vectors, which are the data sets closest to the decision boundary, in their algorithms. This is because removing other data points that are further away from the decision hyperplane will not change the boundary as much as if the support vectors were removed [6] . The algorithm of SVM is [22] Step 1: Load the Dataset
Step 2: Classify Features (Attributes) based on class labels
Step 3: Estimate Candidate Support Value While (instances! = null) Do
Step 4: Support Value = similarity between each instance in the attribute
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Find total error value Step 5: if any instance <0 Estimate Decision value = support value/total error Repeat for all points until it will empty End if
III. DATASET
The data used in this work is the Wisconsin Breast Cancer Diagnostic (WBCD) dataset that is obtained from the UCI machine learning repository [23] . This dataset was collected by Dr. Wolberg, Street and Mangasarian and team from the University of Wisconsin Hospitals over three years periodically.
A. Description of the WBCD Dataset
WBCD dataset is a binary classification dataset; it has 569 instances and 32 attributes. All the attributes of this dataset are calculated from digitizing the image of fine needle aspirate(FNA) of a breast mass. The attributes are: the ID, diagnosis (M = malignant, B = benign) and the other 30 real valued input feature attributes comprise the mean, standard error, and worst value for 10 different characteristics of the digitized cell nuclei which are: Radius, Texture, Perimeter, Area, Smoothness, Compactness, Concavity, Concave points, Symmetry, and Fractal dimension. [1] , [23] . The dataset has a number of diagnosis of lumps and masses that were found in the patients. Based on the diagnosis the tumor or lump is either classified as malignant (M) or benign (B). The feature values are recoded with four significant digits. The class distribution (Fig. 7) of the samples is such that 357 are benign and 212 are malignant. 
B. Dataset Preprocessing
In preprocessing, transformations are applied to data before feeding it to the algorithm. Data Preprocessing is a method that is employed to transform raw data into clean data. Standard machine learning algorithms expect the scale of the data to be equivalent to achieve better results. For this work, the WBCD data is standardized. Standardization is a rescaling method that transforms features with a Gaussian distribution and different means and standard deviations to a standard Gaussian distribution with a mean of 0 and a standard deviation of 1. The first feature is the variable named id which represents a unique identifier for each patient in the data is excluded from the dataset . The next variable is the diagnosis value. This variable is the outcome we expect to predict by the proposed algorithms. The standardized value of a feature is called a Z score and is calculated using the following formula.
where x is the feature value that is being standardized, µ is the mean of the distribution, and σ is the standard deviation of the distribution.
IV. RESULTS AND DISCUSSION
This section evaluates and compares the algorithms based on Performance Measures such as accuracy, precision, and recall.
A. Training Accuracy Comparison
The accuracy is measured to evaluate the performance of the five classification algorithms. Accuracy is obtained from the ratio of the correctly predicted instances number divided by the total number of instances from the dataset.
Mathematically, the accuracy of the classification has the following definition:
International Journal of Machine Learning and Computing, Vol. 9, No. 3, June 2019 where x is the number of instances cases correctly classified, and n is the total number of instances cases. In binary classification, accuracy can be calculated in terms of positives and negatives as follows: Accuracy = + + + + × 100% (13) where TN = True Negatives (the model predicted benign, and the actual output was malignant), TP = True Positives (the model predicted malignant, and the actual output was also malignant), FN = False Negatives (the model predicted benign, and the actual output was also malignant), and FP = False Positives (the model predicted malignant, and the actual output was benign). Table II shows the accuracy of each model on the training dataset; the dataset is split into two, 80% for training and 20% for testing. 
B. Performance Comparison
To estimate how each model perform outside the sample to a new dataset also identified as test data, the predictive performance of the models is assessed using Cross-Validation technique. The motivation to use cross-validation techniques is that when we fit a model, we fit it to a training dataset. Without cross-validation, we just have information on how the models perform to training data. Ideally, we would like to test the performance of the models to new data in terms of the accuracy of its predictions. In science, theories are judged by its predictive performance. It is a common technique because it is naive to understand and results in a less biased or less optimistic estimate of the model skill than other methods, such as a simple train/test split. The technique has an individual parameter named k that refers to the number of groups that a given data sample is to be split into. As such, the procedure is often called k-fold cross-validation. It is an excellent method to test and estimate the accuracy of the classifiers; it randomly separates the training set into k subsets where 1 of the k − 1 subsets will be used for testing and the rest for training [6] . In this paper, 10-fold cross-validation method is used; it splits the dataset into 10 parts, train on 9 and test on 1 and repeats for all combinations of train-test splits; this technique is instrumental in avoiding overfitting of the training set primarily in a small dataset with a large number of attributes. Fig. 9 . 10-fold cross validation ( regenerated from [6] ).
1) Accuracy
The predicted accuracy of the 5 algorithms on the testing data are listed in Table III . We can see that MLP has the highest prediction accuracy of 99.12%. Having high accuracy does not conclude that MLP is the best model. Accuracy is only an excellent measure for symmetric datasets where values of false positive and false negatives are almost the same. Therefore, other performance measures are further tested such as precision and recall to evaluate and compare the performance of the models. 
2) Precision
Precision is the ratio of correct positive results divided by the number of all total predicted positive observations. Mathematically, it can be expressed as: 
3) Recall
Recall is also named sensitivity, is the ratio of correct positive results to all observations in actual class. Mathematically, it can be expressed as:
International Journal of Machine Learning and Computing, Vol. 9, No. 3 , June 2019 The results presented in Tables III, IV , and V show that MLP classifier has the best performance in terms of accuracy, precision, and recall. These results signify that the MLP model is the best classifier among the five proposed classifiers for classifying a tumor as benign or malignant.
V. CONCLUSION
Machine learning techniques have been applied extensively in various medical applications and well-thought-out as valuable techniques that guide physicians in making decisions on accessible data as well as developing medical expert machines. In the study, five of the popular nonlinear machine learning algorithms are applied for breast cancer detection. The main features and methodology of each algorithm are described. Wisconsin Breast Cancer Diagnostic (WBCD) dataset is used as a benchmark to compare the performance of the proposed models as MLP, KNN, CART, SVM, and NB. The accuracy of MLP on the training data is 96.70% which is better than the other four algorithms. After the estimation, the performance of the predictive models is evaluated in terms of accuracy, precision, and recall on unseen data using k-fold cross-validation technique to test their skills. Results of this study confirm that the MLP model has the highest performance in terms of accuracy, precision, and recall of 99.12%, 99.00%, and 99.00% respectively.
