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ABSTRACT
Virtual Auditory Display (VAD) technology is expected to en-
able the development of new communication tools and many other
related applications. However, in computer-network-based com-
munications, large latencies can sometimes occur. Therefore, the
influence of large system latency (SL), up to 2 s, on VAD-based
sound localization tasks was investigated in terms of the precision
and time course of sound localization performance by listeners en-
gaged in head movements. A software VAD system developed by
the authors on a Linux PC (with SL of 12 ms) was used in the ex-
periments. Listeners were asked to indicate the location of a virtual
sound source by moving their heads in order to face the direction of
the perceived sound image. Virtual sound sources were presented
to the listeners with one of seven amounts of system latency (12,
50, 100, 200, 500, 1000 and 2000 ms). While the latency detection
threshold has been estimated as an SL of about 75 ms, no signifi-
cant influence on accuracy of sound localization was observed for
any of the tested SLs. On the other hand, the time to conclude
the sound localization increased as the SL increased. Moreover,
a remarkable overshoot was observed in the listener’s head move-
ment particularly when SL was greater than 500 ms. This strongly
suggests that the tolerable SL caused by network communications
should be kept smaller than 500 ms for VAD applications.
[Keywords: Binaural Technology, System Latency,
Head Movements, Head-Tracking]
1. INTRODUCTION
Listeners learn to use HRTFs (Head Related Transfer Functions)
to aid in the localization of sound sources in the space surround-
ing them [1, 2]. In virtual auditory display (VAD), a perceived
sound source position can be arbitrarily controlled by convolving
sound sources with impulse responses corresponding to HRTFs,
i.e., HRIRs (Head–Related Impulse Responses) [3]. To prevent
cross-talk between the audio signals to be reproduced at the lis-
tener’s ears, headphones are often employed in applications using
VAD systems. In sound localization, dynamic changes in HRIRs
caused by the listener’s head movements provide one of the most
important localization cues [4], particularly when we make vol-
untary head movements during active listening. In fact, the ac-
curacy of localization is markedly enhanced by allowing listeners
to move their heads freely [5, 6, 7, 8, 9, 10, 11, 12]. That is, it
is important in a VAD system to reproduce not only static sound
information, but also dynamic variation of sound caused by the
listeners’ movement. To accomplish this interactive processing,
a three-dimensional position sensor is usually employed to ob-
tain information about the listener’s head position and movement
[7, 13, 14]. Appropriate HRIRs are then set according to the posi-
tion of sound relative to head direction and position. This means,
for example, that when a listener’s head is rotated, a change in
the processing of the source must simulate a virtual sound rotat-
ing through an equal angle in the opposite direction of the head
rotation, thereby rendering a spatially stable sound source image,
fixed in world coordinates. In applications of VAD systems, there
inevitably arises a measurable system latency (SL) between de-
tected listener’s movement and the required changes in the control
of the sound position. Here, SL is the sum of the durations of
a number of events, beginning with the time that source position
data is updated. These events include the time it takes to inter-
polate HRIRs, to convolve the HRIRs with a sound source, and
to output the data through buffers and D/A. Moreover, network-
based transmission delay will become an additional component in
the latency of the overall system, and this can be a critical factor
in VAD-based telecommunication environments.
To render the virtual world more realistically by VAD, SL
should be as short as possible. Indeed, it is important to design SL
by taking into consideration the latency detection threshold (DT),
which is a minimum delay time for listeners to notice that the out-
put is delayed in reference to the head movement. If the SL of
VAD is much longer than DT, then the delay caused by SL will be
easily detected by the listener. As a result, the listener feels that
the virtual sound image is not fixed in the virtual world, but moves
through the world as if in response to head movements, exhibiting
a delay in stopping its motion after the listener’s head motion has
stopped. This never occurs for an actual sound source at a fixed
position in the real world. Therefore, it is important to investigate
DT and make SL sufficiently smaller than observed DT. Kimura
et al. [15] used a paired comparison task in their experiments to
measure a difference limen (DL) as an estimate of DT. Their re-
sults allowed them to estimate DT to be around 80 ms. Sasaki et
al. [16] examined DT and DL in two experiments and reported
both to be about 50 ms. Recently, Brungart et al. [17] reported
that in their task, using a VAD with a minimum SL of 11.7 ms, the
average listener was unable to reliably detect an SL smaller than
about 80 ms. They also pointed out that there were large inter-
subject differences in measured DL values. In our recent related
research [18], we estimated the average DT for SL as being around
75 ms, again with certain inter-subject differences.
Such a small value of SL is easily realizable these days in DSP,
or even when using an ordinary PC. In fact, there are several VAD
systems for which the minimum system latency is as low as 10
ms [17, 18, 19, 20]. This means that recent VAD system’s SL are
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sufficiently smaller than DL. Therefore, the biggest problems with
SL for VAD systems in the near future may be the transmission
delay in networks. Since VAD technology is expected to enable
the development of new communication tools and many other re-
lated applications, objectionably large latencies will no doubt oc-
cur through communication via computer networks. Therefore, in
addition to the study of just detectable SL values, it is also im-
portant to study the influences of large SL for VAD systems. The
present study investigated two important aspects of VAD perfor-
mance. To begin with, the precision of sound localization was
examined under conditions when the SL could be as great as 2
seconds. The study also investigated behavioral details of the lis-
tener’s head movements during sound localization tasks for a wide
range of SL values.
2. EXPERIMENTS
2.1. VAD system
A software VAD system developed by the authors [18] was used
in the experiments. The system consisted of a pair of headphones,
a magnetic position sensor, and a personal computer (3.06GHz
Pentium 4 CPU, 2 GByte memory) running the Linux (kernel 2.6)
operating system. Electrostatic open–back type headphones were
used (STAXSRS-2020, earspeaker: SR-202 and driver unit: SRM-
212). A Polhemus FASTRAK system was used as the magnetic
position sensor having six degrees of freedom (6DOF: relative ,
and -position and , and -angle. In this system,
the FASTRAK receiver was mounted on the top of the headband
of the STAX headphones to acquire the position data at a rate of
120 samples/s. The minimum SL of this VAD system was about
12 ms, including the latency of the position sensor.
2.2. Method
The experiment was performed in a soundproof room. The group
of listeners included three young males and two young females, all
with normal hearing. The listener stood during experimental ses-
sions, and was asked to localize a virtual sound source by moving
his/her head so as to face the sound image. Stimuli were generated
by convolving the listener’s own HRIRs with a sound source us-
ing the VAD system described in Sec. 2.1. The input sound source
was pink noise with a sampling frequency of 48 kHz and 16-bit
quantization.
A virtual sound source was presented to each listener with one
of seven SL values (12, 50, 100, 200, 500, 1000 and 2000 ms). The
synthesized sound source was presented at eight initial azimuth
angles ranging from 0 to 315 degrees, spaced at an interval of 45
degrees on the horizontal plane (with 0 degrees indicating frontal
incidence, and azimuth value increasing in a clockwise manner).
The above-mentioned seven SL values were combined in random
sequence with the eight initial directions for the sound images,
and were presented just once in each session. Each listener partic-
ipated in three sessions. Listeners were asked to shut their eyes,
to first judge the direction of the sound image, and then to turn
their head in the direction of the perceived sound image. When
the sound image was positioned directly in front via head rotation
(i.e., change in yaw), the listener was instructed to nod his/her head
(i.e., a change in pitch). This “nodding” action was the signal to be
used by listeners to indicate that they had finished a single sound
localization trial. Figure 1 shows an example of the time course
for yaw and pitch angles of listener’s head (Listener 1, at a sound
source direction of 90 degrees, and an SL of 2000 ms). In the fig-
ure, a dip, which corresponds to the listener’s nodding gesture, is
clearly observed in the time course of the pitch angle. Point of
this dip is regarded as listener’s decision time of localization, and
the corresponding angle of yaw ( point) is then recorded as the
angle matching the sound source azimuth.
Figure 1: An example of a listener’s head movement (For Lis-
tener 1, sound source direction: 90 degrees, SL: 2000 ms).
3. INFLUENCE OF LARGE SYSTEM LATENCY ON
LOCALIZATION
3.1. Influence on localization accuracy
The localization angles averaged over the responses from all lis-
teners are shown in Fig. 2. This figure shows that there is very
little influence of SL on the indicated sound source azimuth an-
gles. To examine this, a two-way analysis of variance (ANOVA)
was performed. The SL of the VAD and the direction of the sound
source were treated as factors, and the listener was treated as a
repeated measure. As a result, the main effects, as well as the in-
teraction between the two factors, were not statistically significant.
This means that no remarkable influence exists on the localization
accuracy provided by the head-tracking VAD system even when
there is an SL value much greater than the DL.
3.2. Influence on the time to conclude sound localization
Figure 3 shows the time required for the sound localization as
a function of system latency. The figure plots the averages calcu-
lated over all listeners. It is shown that the time that listeners
need to conclude their sound localization increases as the system
latency increases. A one-way ANOVA was conducted to exam-
ine the effect of changing SL on the time required for sound
localization. Again, the listener was treated as a repeated mea-
sure. The main effect of the SL factor was statistically significant
( , ). Tukey’s HSD test shows that the
time required for the localization under conditions in which SL
was 1000 and 2000 ms was significantly longer than that when SL
was 12, 50, 100 and 200 ms ( ). As shown in Fig. 3, the
plotted data seem to be well fit by a straight line, with a correla-
tion coefficient of 0.996. Indeed, an equation relating the time
required for sound localization to SL can be formulated as
(1)
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Figure 2: Average perceived-direction responses as a function of


















Figure 3: Averaged time required for listeners to indicate sound
source azimuth as a function of system latency. Error bars show
the 95% confidence intervals.
4. HEAD MOVEMENT DURING SOUND
LOCALIZATION
4.1. Typical pattern of listener’s head movement
The time courses of listener’s absolute head rotation and its relative
angle to the sound source in aziumth are shown in Fig. 4. This fig-
ure shows some typical examples of listener behavior under each
system latency condition for the initial sound source direction of
90 degrees. The curves are plotted up until the point in time at
which listeners concluded the sound localization. Moreover, as
shown in the figure, the relative angle to the sound source gener-
ally changes in the opposite direction to listener’s head movement
with the delay comparable to the system latency. It can also be
observed that the features of the head movement change as the
system latency increases. When the system latency was long, a re-
markable overshoot that exceeds the presented angle was observed
in listener’s head movement. The amount of the overshoot seems
to increase as the system latency increases.
4.2. Analysis of listeners’ head movement
To analyze the head movement in detail, the time course of the
head movement beginning with the presentation of a virtual sound
source, and lasting until the sound localization was concluded, was
divided into three temporal sections, , and , as shown in
Figs. 5 and 6. Figures 5 and 6 show the typical time course of the
facing angle (azimuth) when no overshoot is observed and when
an overshoot is observed, respectively. The time corresponding to
the end of each section is called as , and , hereafter. These
three sections are summarized as follows:
1. : From the beginning of the trial until the head begins to
move.
2. : From the beginning of the head movement until the
head angle approaches the direction of the virtual sound
source.
3. : From when the head angle nearly reaches the sound
position until the concluding of the sound localization.
In the following subsections, the head movement and the time
for localization is analyzed for each of the three temporal sections.
Figure 5: Diagram showing the division of head movements into
three temporal sections (illustrating the case when there is no over-
shoot).
4.2.1. Duration of
The boundary point between and was determined by visual
inspection of the records of the head movement. Since this first
temporal section, , covers the time from the beginning of the
sound presentation until the time when the head begins to move,
it is usual that the head hardly moves during . The duration of
averaged over all five listeners are shown in Table 1 for each
system latency and for each sound source direction. A two-way
ANOVA was conducted within which system latency and initial
sound source direction were treated as factors. In this analysis, the
listener was treated as a repeated measure. As a result, no statis-
tically significant main effects or interaction effects were found.
This means that in the present task listeners needed about 1.52 s to
localize the sound image with a certain confidence, and then after-
wards they started to move their heads. This duration appears to
be independent of the system latency and the virtual sound source
direction.
ICAD-26
Proceedings of the 13 International Conference on Auditory Display, Montréal, Canada, June 26 - 29, 2007
Figure 4: Example of head movements for all listeners comparing angle of the listener’s head and the relative angle of sound source in
azimuth (all for an initial sound source direction of 90 degrees).
ICAD-27
Proceedings of the 13 International Conference on Auditory Display, Montréal, Canada, June 26 - 29, 2007
Table 1: The averaged duration of until the head begins to move for five listeners [s].
System latency [ms]
12 50 100 200 500 1000 2000 Average
0 1.49 1.54 1.49 1.66 1.50 1.63 1.64 1.56
45 1.69 1.31 1.84 1.52 1.57 1.36 1.73 1.57
Sound 90 1.55 1.51 1.36 1.66 1.42 1.60 1.32 1.49
source 135 1.36 1.56 1.42 1.91 1.45 1.41 1.42 1.50
direction 180 1.64 1.48 1.40 1.61 1.70 1.80 1.39 1.57
[deg.] 225 1.53 1.50 1.35 1.66 1.39 1.42 1.32 1.45
270 1.43 1.62 1.64 1.46 1.66 1.65 1.26 1.53
315 1.32 1.55 1.55 1.66 1.50 1.42 1.55 1.51
Average 1.50 1.51 1.51 1.64 1.52 1.54 1.45 1.52
Figure 6: Section division of head movement (When there is an
overshoot).
4.2.2. Duration of
The boundary from to was determined as follows: The typi-
cal time course of the facing angle in seems hardly to depend on
whether there was an overshoot or not, and seems to be well fit by
a function , where is the direction of the virtual sound
source, is time and is a time constant. After fitting this func-
tion to the observed yaw data, the obtained value was used as the
duration of , i.e., . The duration of averaged over
five listeners is shown in Table 2 for each system latency and for
each sound source direction. A two-way ANOVA, in which sys-
tem latency and sound source direction were treated as factors, was
conducted. In this analysis, the listener was treated as a repeated
measure. As a result, no statistically significant main effects or in-
teraction effects were found. Since the duration of is identical to
, this result means that the time constant of the head movement
in is independent of the system latency and the sound source
direction.
4.2.3. Duration of
The duration of averaged over listeners is shown in Table 3
for each SL value and for each sound source direction. A two-
way ANOVA, in which system latency and sound source direction
were treated as factors, was conducted. The listener was treated
as a repeated measure. As a result, the main effect of system la-
tency was statistically significant ( , ).
The main effect of the direction as well as the interaction was not
significant. Tukey’s HSD test was then conducted for the multiple
comparison. The conditions graphically connected with an under-
line in Table 3 were not significantly different. The duration of
for the conditions with SL of 1000 ms is significantly longer than
that for SL of 12, 50, 100 and 200 ms, and that for the condition of
2000 ms is certainly the longest (significantly so, at ). The
difference between 500 ms and 1000 ms is not significant. There
results show that the duration of is deeply depend on the system
latency.
4.2.4. Amount of overshoot
An overshoot observed in when system latency is large is one of
the most remarkable features of the listener’s head movements. In
particular, as shown in Fig. 4, the amount of the overshoot seems
to increase as the system latency increases. Here, the overshoot is
defining as the area within which the listener’s head rotation ex-
ceeds that needed to bring the presented sound source direction
directly in front of the listener. When the sound source direction
was 0 degree, the listeners could conclude without rotation, and
therefore, the overshoot could not be defined for this sound source
direction. The exceeded angles of overshoot for the other direc-
tions were averaged over five listeners for each system latency,
and these averages are shown in Table 4. If an overshoot was not
observed in the trial, the amount of the overshoot was treated as a
0 degree overshoot.
As shown in Table 4, the overshoot grows remarkably when
the system latency is greater than 500 ms. A two-way ANOVA
in which system latency and sound source direction were treated
as factors, was conducted. The listener was treated as a repeated
measure. As a result, the main effect of system latency was statisti-
cally significant ( , ). The main effect of
the direction as well as the interaction was not significant. Tukey’s
HSD test was conducted for the multiple comparison. The condi-
tions graphically connected with an underline in Table 4 were not
significantly different. The overshoot values for the conditions of
1000 ms and 2000 ms were significantly larger than that of 12, 50,
100, 200 and 500 ms ( ).
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Table 2: The averaged duration of (from initial motion until the head angle nearly reaches the sound source direction) for five listeners
[s].
System latency [ms]
12 50 100 200 500 1000 2000 Average
0 – – – – – – – –
45 1.19 1.28 1.28 1.11 1.07 1.26 1.48 1.24
Sound 90 1.80 1.70 1.44 1.88 1.26 1.50 1.36 1.56
source 135 2.20 1.86 1.80 1.92 2.22 2.00 2.20 2.03
direction 180 2.28 1.88 2.00 2.08 1.90 2.34 2.32 2.11
[deg.] 225 1.86 2.26 2.42 1.84 1.84 2.12 2.02 2.05
270 1.50 1.66 1.42 1.30 1.22 1.40 1.50 1.43
315 1.38 1.13 1.14 1.26 1.14 1.50 1.04 1.23
Average 1.74 1.68 1.64 1.63 1.52 1.73 1.70 1.66
Table 3: The average duration of for five listeners [s].
System latency [ms]
12 50 100 200 500 1000 2000 Average
0 3.76 5.00 4.51 4.91 6.17 7.57 7.96 5.70
45 3.58 4.78 5.04 4.68 5.85 6.68 7.91 5.50
Sound 90 4.35 4.91 4.70 3.90 5.64 4.82 8.48 5.26
source 135 4.02 4.60 4.78 4.35 5.27 6.79 8.40 5.46
direction 180 4.16 4.18 3.52 4.65 5.22 6.52 8.79 5.29
[deg.] 225 3.91 3.88 3.73 4.26 4.59 5.84 7.08 4.75
270 4.53 3.99 3.75 3.62 4.80 5.67 7.98 4.90
315 4.03 3.92 4.02 4.18 5.48 6.61 8.35 5.23





The above-mentioned analysis shows that the influence of large
system latency on head movements appears not in and , but
only in . The average duration of and are 1.52 s and 1.66
s, respectively, which are hardly dependent on the SL value or on
the sound source direction. In contrast, the averaged duration of
was found to be highly dependent on the SL value, as shown in
Fig. 3, and could be well fit by a linear function
(2)
Here, the total time required for the sound localization is
(3)
This, in effect, amounts to . The obtained
Eq. 3 well agrees well with Eq. 1. This coincidence shows that the
influence of system latency on the duration required for the sound
localization task is apparent only within the period termed . The
factors of 2.02 in Eq. 1 or 2.04 in Eq. 3 may be regarded as about
a factor of 2, which could be explained as follows: Suppose the
system latency is ms, and that change in the relative direction
of the sound source always follows the head movement with the
delay of ms (factor 1). Moreover, the sound source will come
in front of the listener ms after the listener has turned to face
the perceived position of the sound source (factor 2). As a result
of these two factors, the effect of the system latency should make
such head rotation last for a duration twice the SL value.
When the system latency is longer than 500 ms, the overshoot
becomes remarkable in . In particular, the amount of overshoot
when SL is 1000 ms and 2000 ms is about 7 times larger than
that for smaller SL values. The origin of the overshoot could be
explained as follows: By the end of , listeners were able to per-
ceive the direction of presented virtual sound source. During ,
listeners pursue the perceived direction with a mechanism mod-
eled by a simple first-order integration circuit. Moreover, in ,
listeners seem not to re-evaluate the perceived sound source direc-
tion. When listeners almost face the perceived direction, if the SL
is large, they notice that the virtual sound source is located still fur-
ther from the facing direction, and therefore decide to turn further
in order to reach the sound source direction. This would explain
the resulting overshoot. However, at a duration of SL, the listener’s
motion is reflected and the virtual sound source passes in front of
the listener back in the opposite direction. Listeners then naturally
turn their heads back in the opposite direction (from the end of the
overshoot) in order to face the initially perceived direction, where
they may pause for a while to confirm the sound localization (this
explaining the flat part after the overshoot).
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Table 4: The amount of overshoot [deg.].
System latency [ms]
12 50 100 200 500 1000 2000 Average
0 – – – – – – – –
45 3.8 3.8 4.8 7.7 10.9 19.9 43.6 13.5
Sound 90 3.3 3.5 2.9 2.2 4.1 8.2 26.3 7.2
source 135 3.5 2.3 6.0 4.9 12.5 37.4 48.0 16.4
direction 180 0.7 4.3 3.0 6.9 5.6 26.1 26.8 10.5
[deg.] 225 2.1 2.8 3.3 3.0 3.8 23.5 14.4 7.6
270 6.8 5.1 4.5 4.9 10.9 26.3 31.8 12.9
315 6.1 6.5 7.8 6.6 10.4 34.6 27.4 14.2




The overshoot can be regarded as a sign that listeners are being
puzzled by the effects of the longest SL values. Long latencies that
occasionally appear in network communications would thus cause
a big problem in comfortable localization of virtual sound sources.
System latencies longer than 500 ms should be avoided in any such
VAD applications.
5. CONCLUSION
The research reported in this paper investigated the influence of
VAD system latencies of up to 2 s. The experiment employed
a localization task in which listeners turned to face the direction
of a virtual sound source was performed with a VAD system re-
alized using a Linux PC. As a result, the following issues were
clarified with regard to the influence of large amounts of system
latency: Large system latency does not have a significant influ-
ence on localization accuracy. On the other hand, as the system
latency increases, an overshoot in the head movement becomes re-
markable, especially when the system latency is longer than 500
ms. Moreover, at such large values of system latency, the time
required for the sound localization task increases in a manner pro-
portional to twice the value of the system latency, notably during
the final phase in which the sound localization trial is concluded
by the listener. This means that the influence of system latency on
sound localization is apparent only when latency is longer than 500
ms. In other words, system latency below 500 ms does not have a
large influence on listener behavior during the sound localization
task, even though the listener may feel a certain sense of incom-
patibility for moderate latency values that are nonetheless longer
than detection threshold (DT), which on average is about 75 ms.
Such system latencies are easily realizable using DSPs or PCs that
are currently available. Though a large latency may occasionally
occur in network communications, the latency value of 500 ms is
realizable in many environments. Therefore, the present results
suggest that there are great possibilities for future development of
effective computer-network-based communication tools and many
other VAD applications.
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