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Abstract
Given a stable SISO LTI system G, we investigate the problem of estimating the H∞-norm
of G, denoted ‖G‖∞, when G is only accessible via noisy observations. Wahlberg et al. [18]
recently proposed a nonparametric algorithm based on the power method for estimating the
top eigenvalue of a matrix. In particular, by applying a clever time-reversal trick, Wahlberg et
al. implement the power method on the top left n× n corner Tn of the Toeplitz (convolution)
operator associated with G. In this paper, we prove sharp non-asymptotic bounds on the
necessary length n needed so that ‖Tn‖ is an ε-additive approximation of ‖G‖∞. Furthermore,
in the process of demonstrating the sharpness of our bounds, we construct a simple family of
finite impulse response (FIR) filters where the number of timesteps needed for the power method
is arbitrarily worse than the number of timesteps needed for parametric FIR identification via
least-squares to achieve the same ε-additive approximation.
1 Introduction
Given a stable discrete-time, linear time-invariant (LTI) system G, it is often desirable to compute
an upper bound on the H∞-norm of G, denoted ‖G‖∞. For instance, the small-gain theorem
[12, Section 5.4] states that knowledge of an upper bound γ immediately implies the feedback
interconnection of G with any system ∆ satisfying ‖∆‖∞ ≤ 1/γ is stable. Furthermore, knowledge
of H∞-norm bounds can be incorporated into the design of robust controllers [7].
When the model corresponding to G is known, either via its state-space or transfer function
representation, the exact computation of its H∞-norm is a well-studied problem, with algorithms
that work efficiently in either representation [4]. However, when G is only known from input/output
observations, a different approach is needed.
Recently, Wahlberg et al. [18] proposed an algorithm based on the power method for estimating
the top eigenvalue of a matrix. The advantage of this algorithm is that no system identification is
required. Letting T (g) denote the Toeplitz (convolution) operator associated with the system G,
the key idea is to run power iteration on the n×n upper-left submatrix of T (g), which we denote as
Tn(g). Their main insight was showing how to compute the adjoint matrix-vector product Tn(g)
∗u
for any input u, by a clever time-reversal trick. This makes it possible to implement power iteration
on the matrix Tn(g)
∗Tn(g) without explicit knowledge of Tn(g).
Since ‖Tn(g)‖ → ‖T (g)‖ as n → ∞, one reasonably expects the algorithm to converge to the
desired H∞-norm of G as the system runs for more timesteps. Wahlberg et al. observe that this
occurs empirically, but do not provide a finite-time theoretical analysis of the necessary length n.
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This paper establishes a finite condition on n such that ‖G‖∞ ≤ ‖Tn(g)‖+ε holds. We primarily
leverage the body of work on the convergence properties of finite sub-sections of Toeplitz operators
by Böttcher and Grudsky [3]. For a given system G, with stability radius ρ ∈ (0, 1), we prove
roughly that as long as
n ≥ Ω
(
1
(1− ρ)2
√
‖G‖∞
ε
)
,
then the additive error of ‖Tn(g)‖ is bounded by ε as desired. A simple two degree FIR filter shows
that our bound is essentially sharp.
We conclude by remarking on the surprising observation revealed by our analysis that the number
of samples (timesteps) needed to estimate the H∞-norm with Wahlberg et al.’s nonparametric
method can be arbitrarily larger than the number of samples needed to carry out FIR system
identification, as analyzed in recent work by Tu et al. [16]. This raises an interesting question of
whether or not the gap between H∞-norm estimation and FIR approximation in the H∞-norm is
purely algorithmic or information-theoretic.
2 Related Work
The main inspiration for this work is the nonparametric estimation procedure of Wahlberg et al. [18],
who use a time-reversal scheme to query the adjoint of an unknown LTI system. An asymptotic
analysis of this algorithm is provided by Rojas et al. [15].
An alternative approach to dealing with the uncertainty of G is to use system identification
techniques to estimate a model Ĝ for G, and then apply H∞ algorithms on Ĝ. There are two
main approaches here: identify the transfer function, or identify a state-space representation. For
transfer function representation, the finite impulse response (FIR) identification procedure proposed
by Helmicki et al. [11] is the most relevant to theH∞-estimation problem. An asymptotic analysis of
least-squares for FIR identification was carried out by Ljung and Wahlberg [14], and more recently
finite-time bounds were derived by Tu et al. [16] in a probabilistic (non-adversarial) setting. For a
comprehensive survey of frequency domain techniques, see Chen and Gu [6].
For state-space identification, we focus on more recent non-asymptotic results. We place em-
phasis on non-asymptotic results because they often offer qualitative insight into which techniques
are appropriate for a particular problem instance. For more classical asymptotic results, see [13].
Earlier non-asymptotic results [5,17] featured bounds which were conservative and even exponential
in the degree of the system and other quantities. Recent work by Hardt et al. [9] shows that only a
polynomial number of samples are necessary to recover a state-space representation which general-
izes beyond the observed input/output samples. It is not clear, however, how their statistical risk
guarantee translates into guarantees for the H∞-estimation problem.
Finally, we emphasize that the mathematical analysis is primarily driven by the work of Böttcher
and Grudsky, who have published many convergence results of Toeplitz and related operators (see
[1, 3], among others).
3 Notation
We quickly fix notation: the closed unit circle in the complex plane is denoted T := {z ∈ C | |z| = 1}
and its interior is denoted D; Z+ denotes the nonnegative integers including zero and a sequence
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u = (u0, u1, . . . ) is said to be in ℓ
2(Z+) if
∑∞
k=0 |uk|2 < ∞; L2 and L∞ are the square-integrable
and bounded function spaces (equipped with associated norms), respectively; ‖ · ‖ is the operator
norm, whose domain and codomain are made clear in context.
Given a scalar sequence {ak}k∈Z, let T (a) denote the infinite Toeplitz matrix T (a) = (aj−k)∞j,k=0,
Tn(a) denote the n × n Toeplitz matrix Tn(a) = (aj−k)n−1j,k=0 and H(a) = (aj+k+1)∞j,k=0 denote the
Hankel operator. We equip L2(T) with the inner product 〈f, g〉 = ∫
T
f(z)g(z) dz, and for consistency
we use the convention that 〈x, y〉 = y∗x for two complex vectors in Cn.
4 Results
We will work with stable, discrete-time LTI SISO systems only. A stable, discrete-time LTI system
G can be described by its impulse response g ∈ ℓ2(Z), such that the output y of G with input
u ∈ ℓ2(Z) is given by the convolution y = g ∗ u. G can also be described equivalently via its z-
transform G(z) =
∑∞
k=−∞ gkz
−k, where g = {gk}k∈Z. However, for our purposes we will take G to
be causal and thus will only consider signals with support on Z+. A consequence of stability is the
fact that G(z) is analytic on the complement of D, and hence belongs to the Hardy space H∞(T).
This space is equipped with the norm
‖G‖∞ := ‖G‖H∞(T) = sup
z∈T
|G(z)| .
Since the operator u 7→ g ∗ u is linear, it has an infinite-dimensional matrix representation T (g)
with respect to the standard basis on ℓ2(Z+). It is straightforward to check that T (g) is the lower-
triangular Toeplitz matrix (gj−k)∞j,k=0, where g−k = 0 for k ≥ 1. A well-known fact dating back to
Toeplitz states that ‖G‖∞ = ‖T (g)‖. Furthermore, it is also clear that ‖Tn(g)‖ ≤ ‖G‖∞.
The goal of this paper is to compute upper bounds on the quantity
‖G‖∞ − ‖Tn(g)‖
as a function of both n and properties of G; namely, in order to be able to choose an n that
guarantees ‖G‖∞ − ‖Tn(g)‖ ≤ ε. By the work of Böttcher and Grudsky [3], it is known that this
quantity is upper bounded by O(1/n2), and hence n ≥ Ω(1/√ε) suffices. However, the O(·) of their
result hides all parameters of G. Our contribution is to provide a system-theoretic upper bound.
Specifically, we prove the following statement.
Theorem 4.1. (Main Result.) Let G(z) =
∑∞
k=0 gkz
−k be a stable, discrete-time LTI system
with stability radius ρ ∈ (0, 1). Fix a γ ∈ (ρ, 1), and suppose that |g0| ≤ D. For all n ≥ 3, we have
that
‖G‖∞ − ‖Tn(g)‖ ≤ C1D‖G
γ‖∞(1− γ2) + ‖Gγ‖2∞ γ
‖G‖∞(1− γ)4
1
n2
+ C2
‖Gγ‖2∞
‖G‖∞(1 + γ)(1− γ)5
1
n3
,
where ‖Gγ‖∞ denotes the H∞-norm of the system Gγ := γG(γz), and C1, C2 are universal constants
made explicit in the proof.
Let us interpret the result of Theorem 4.1. First, suppose that G has state-space realization
given as (A, b, cT, 0). Then, the system Gγ has state-space realization (γ−1A, b, cT, 0). Next, for
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simplicity, suppose that D = O(‖Gγ‖∞). Then, the bound in Theorem 4.1 can be expressed as
‖G‖∞ − ‖Tn(g)‖ ≤ O
(‖Gγ‖2∞
‖G‖∞
(
1
(1− γ)4n2 +
1
(1− γ)5n3
))
.
For ε sufficiently small, this bound states that
n ≥ inf
ρ<γ<1
Ω
(
1
(1− γ)2
√
‖Gγ‖2∞
‖G‖∞
1
ε
)
is sufficient to ensure that ‖G‖∞ − ‖Tn(g)‖ ≤ ε.
4.1 Proof of Theorem 4.1
We first state an approximation result from [3]. This is the key result which enables our analysis.
Lemma 4.2 (Theorem 4.1, [3]). Suppose that a ∈ L∞(T) such that a(z) satisfies the following
conditions:
1. (Causality) ak = 0 for all k ≤ −1.
2. (Decay of Fourier coefficients) There exists C > 0 and ρ ∈ (0, 1) such that for all k ≥ 1, we
have |ak| ≤ Cρk−1.
3. (Smoothness) Let θ0 ∈ [−π,+π] satisfy a(ejθ0) = ‖a‖∞. There exists L > 0 such that for all
θ ∈ [−π,+π],
‖a‖2∞ − |a(ejθ)|2 ≤ L|θ − θ0|2 .
Assume that n ≥ 3. Then, there exists universal constants C1, C2 > 0 such that
‖Tn(a)‖ ≥ ‖a‖∞ − C1 L‖a‖∞
1
n2
− C2 C
2
‖a‖∞(1 + ρ)(1− ρ)5
1
n3
.
Proof. We modify the proof given in Theorem 4.1 of [3], using the stated assumptions to make the
necessary simplifications along the way. For completeness, we include the full presentation in the
appendix.
The remainder of the proof of Theorem 4.1 involves satisfying the hypothesis of Lemma 4.2.
Indeed, our next step is to control the smoothness constant L in Lemma 4.2.
Lemma 4.3. Let a function a ∈ L∞(T) be given by a(z) = ∑∞k=0 akzk and suppose for all k ≥ 1
we have |ak| ≤ Cρk−1 with ρ ∈ (0, 1), and |a0| ≤ D. Then, we have that for all θ,
‖a‖2∞ − |a(ejθ)|2 ≤
DC(1− ρ2) + C2ρ
(1− ρ)4 (θ − θ0)
2 .
Proof. Fix an integer N ≥ 1 and define aN (z) :=
∑N−1
k=0 akz
k. Let θ0 denote a frequency such that
|aN (ejθ0)| = ‖aN‖∞. Denote MN := ‖aN‖∞, and define the function gN (θ) := M2N − |aN (ejθ)|2. It
is easy to see that gN (θ) ≥ 0 and gN (θ) is infinitely differentiable. Note that gN achieves a global
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minimum of zero at θ0, and hence gN (θ0) = g
′
N (θ0) = 0. Using Taylor’s theorem, there exists some
point c ∈ (θ0, θ) such that
gN (θ) = gN (θ0) + g
′
N (θ0)(θ − θ0) +
1
2
g′′N (c)(θ − θ0)2
≤ sup
θ∈[−pi,+pi]
|g′′N (θ)| ·
1
2
(θ − θ0)2 . (1)
Expanding |aN (ejθ)|2 gives
|aN (ejθ)|2 = aN (ejθ)aN (ejθ)
=
(
N−1∑
k=0
ake
jkθ
)(
N−1∑
k=0
ake
−jkθ
)
=
N−1∑
k,l=0
akale
jθ(k−l)
=
N−1∑
∆=−(N−1)
b∆e
jθ∆ =
N−1∑
∆=−(N−1)
b∆ cos(θ∆) ,
where b∆ :=
∑min(N−1,N−1+∆)
k=max(0,∆) akak−∆. Note that b∆ = b−∆. Using this calculation,
d2
dθ2
|aN (ejθ)|2 = −
N−1∑
∆=−(N−1)
∆2b∆ cos(θ∆) .
Hence,
|g′′N (θ)| ≤ 2
N−1∑
k=0
k2|bk| ≤ 2
∞∑
k=0
k2|bk| .
Using the decay assumption, for m ≥ 1,
|bm| ≤
∞∑
l=0
|al||al+m| ≤ DCρm−1 +
∞∑
l=1
|al||al+m|
≤ DCρm−1 + C2
∞∑
l=0
ρlρl+m
= DCρm−1 +
C2ρm
1− ρ2 .
Therefore,
|g′′N (θ)| ≤ 2
∞∑
k=1
k2|bk| = 2DC
∞∑
k=1
k2ρk−1 +
2C2
1− ρ2
∞∑
k=1
k2ρk .
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Now,
∞∑
k=1
k2ρk−1 = 1 +
∞∑
k=1
(k + 1)2ρk =
1 + ρ
(1− ρ)3 , and
∞∑
k=1
k2ρk =
ρ(1 + ρ)
(1− ρ)3 .
Hence,
|g′′N (θ)| ≤ 2DC
1 + ρ
(1− ρ)3 + 2C
2 ρ
(1− ρ)4 .
Plugging this estimate into (1), we have for all θ,
M2N−|aN (ejθ)|2 ≤
(
DC
1 + ρ
(1− ρ)3 + C
2 ρ
(1− ρ)4
)
(θ − θ0)2 . (2)
The above presentation was valid for arbitrary N ≥ 1. Define g(θ) := ‖a‖2∞ − |a(ejθ)|2. The claim
now follows by passing to the limit in (2).
Lemma 4.3 cannot be improved in general. Consider the single pole system G(z) = Cz−ρ + D
with ρ ∈ (0, 1), C > 0 and D > 0. The impulse response coefficients of G(z) are all positive, and
hence the H∞-norm is achieved at θ = 0. A simple calculation yields that
d2
dθ2
|G(ejθ)|2
∣∣∣∣
θ=0
= −2DC(1− ρ
2) + 2C2ρ
(1− ρ)4 .
Hence, for θ small, we have that
‖G‖2∞ − |G(ejθ)|2 =
DC(1− ρ2) + C2ρ
(1− ρ)4 +O(θ
3) .
This is the same behavior predicted by Lemma 4.3.
Finally, we bound the C constant in the decay assumption of Lemma 4.2 in terms of the H∞-
norm of G. The following estimate follows from Cauchy’s integral formula.
Lemma 4.4 (Lemma 1, [8]). Let G(z) =
∑∞
k=0 akz
−k be a stable SISO LTI system with stability
radius ρ ∈ (0, 1). Fix any γ ∈ (ρ, 1). Then, for all k ≥ 1,
|ak| ≤ ‖G(γz)‖∞γk .
At this point, Theorem 4.1 follows directly by combining Lemma 4.2, Lemma 4.3, and Lemma 4.4.
4.2 Optimality of Theorem 4.1
The O(1/n2) dependence of Theorem 4.1 cannot be further improved in general. We note that a
similar calculation appears in Section 4.4 of [3] regarding the convergence of norms of inverses of
Toeplitz matrices.
Fix a0, a1 ∈ R and suppose both a0 ≥ 0 and a1 ≥ 0. Form the symbol a(z) = a0 + a1z. A quick
calculation shows that ‖a‖∞ = a0 + a1. This is a special case of the fact that, if a sequence {ak}
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is non-negative, then ‖a‖∞ =
∑
k ak. Now, let us upper bound ‖Tn(a)‖. First, we observe that
Tn(a)
∗Tn(a) has special structure,
Tn(a)
∗Tn(a) =

a20 + a
2
1 a0a1 0 · · · 0
a0a1 a
2
0 + a
2
1
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . . a20 + a
2
1 a0a1
0 · · · 0 a0a1 a20

= K − a21ene∗n ,
where K is a symmetric tridiagonal matrix with diagonal entries a20 + a
2
1 and off-diagonal entries
a0a1. From the formula for the eigenvalues of a tridiagonal matrix, we have that
λmax(K) = a
2
0 + a
2
1 + 2a0a1 cos(π/(n + 1)) .
Furthermore, since K − a21ene∗n 4 K, we have by the Courant minimax principle that
λmax(K − a21ene∗n) ≤ λmax(K) ,
and hence,
‖Tn(a)‖2 = λmax(Tn(a)∗Tn(a)) ≤ λmax(K)
= a20 + a
2
1 + 2a0a1 cos(π/(n + 1))
= ‖T (a)‖2 − 2a0a1(1− cos(π/(n + 1))) .
Now, using the fact that 1− cos(x) ≥ 8
pi2
(
2−√2)x2 for all x ∈ [0, π/4], we conclude for all n ≥ 3,
‖Tn(a)‖2 ≤ ‖T (a)‖2 − 16
π2
(
2−
√
2
)
π2a0a1/(n + 1)
2
= ‖T (a)‖2 −O(a0a1n−2) .
Finally, using the fact that the square root is concave, we have for all positive reals s, t that√
t ≤ √s+ 1
2
√
s
(t− s). Hence, for n sufficiently large,
‖Tn(a)‖ ≤
√
‖T (a)‖2 −O(a0a1n−2)
≤ ‖T (a)‖ −O
(
a0a1
‖T (a)‖n
−2
)
.
Thus, a general estimate of ‖Tn(a)‖ ≥ ‖T (a)‖ −O(n−2) is not improvable without further assump-
tions. Furthermore, if a0 = a1 = a, then a0a1 = a
2 = ‖T (a)‖2∞/4, in which case the bound from
above simplifies to
‖Tn(a)‖ ≤ ‖T (a)‖ −O(‖T (a)‖n−2) .
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5 Comparison to FIR Identification
The filter G(z) = a+ az−1 showcases an interesting gap between Wahlberg et al.’s method and the
FIR system identification method proposed by Helmicki et al. [11] and analyzed in a probabilistic
setting by Tu et al. [16]. Specifically, in the setting of Tu et al., one has access to G via noisy
measurements
Yu = (g ∗ u)1k=0 + ξ , ξ ∼ N(0, σ2I) ,
where u is restricted to satisfy ‖u‖2 ≤ 1. Theorem 1.1 from [16] asserts that with probability at
least 1− δ over the randomness of the ξ’s, one can identify a length 2 FIR filter G˜(z) = g˜0 + g˜1z−1
satisfying ‖G− G˜‖∞ ≤ ε with at most T = O(σ2ε2 log(1/δ)) timesteps. Observe that this bound is
independent of the magnitude of a. Of course, by triangle inequality, the guarantee ‖G− G˜‖∞ ≤ ε
implies the guarantee |‖G‖∞ − ‖G˜‖∞| ≤ ε.
On the other hand, the calculations in Section 4.2 show that ‖G‖∞ −‖Tn(G)‖ ≥ Ω(‖G‖∞n−2).
Hence, for a fixed n, as a→∞, the gap ‖G‖∞ − ‖Tn(G)‖ grows arbitrarily large as well. That is,
the length n needed to ensure that ‖G‖ − ‖Tn(G)‖ ≤ ε is arbitrarily large.
6 Conclusion
In this paper, we provided a non-asymptotic bound on the convergence rate of ‖Tn(g)‖ to ‖T (g)‖,
utilizing the work of Böttcher and Grudsky. We note that our bounds are only the first step in
providing a finite-time rate of convergence of Wahlberg et al.’s method. Unfortunately, existing
analysis of the (noisy) power method (see e.g. [10]) requires control of the eigenvalue gap λ1/λ2.
In this setting, we have given upper bounds on λ1. A lower bound on λ2, however, involves lower
bounding the second singular value of Tn(g), a much more non-trivial task. We leave this analysis
to future work.
Finally, we leave open the question of whether or not, from an information-theoretic standpoint,
there is a gap between the sample complexity of H∞-norm estimation versus FIR identification.
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Appendix: Proof of Lemma 4.2
We first summarize the notation and basic techniques from Fourier analysis used in [3].
The Fourier transform F : L2(T) −→ ℓ2(Z) is given by the convention
an := (Ff)(n) = 1
2π
∫
T
f(z)φn(z) dz , φn(z) = z
n .
Hence we have the Fourier series f =
∑
n∈Z anφn for f ∈ L2(T). Given a ∈ L2(T), let a˜(z) := a(z−1).
Furthermore, let Pn and Wn denote (resp.) the projection and reversed projection operators
Pn : ℓ
2(Z+) → ℓ2(Z+) := (x0, x1, x2, . . .) 7→ (x0, x1, . . . , xn−1, 0, . . .) ,
Wn : ℓ
2(Z+)→ ℓ2(Z+) := (x0, x1, x2, . . .) 7→ (xn−1, xn−2, . . . , x0, 0, . . .) .
Finally, let us define the trigonometric polynomials ptm for positive integers m and t as
ptm(z) = (1 + z + . . .+ z
m)t .
The following propositions from Böttcher and Grudsky [3] all follow from direct manipulations.
Proposition A.1. Given a ∈ L2(T) and x, y ∈ Cn, we have
〈Tn(a)x, y〉 = 1
2π
∫
T
a(z)f(z)g(z) dz , (3)
where f =
n−1∑
k=0
xkφk , g =
n−1∑
k=0
ykφk . (4)
Proposition A.2 (Widom [19]). Given a, b ∈ L2(T), we have
Tn(a)Tn(b) = Tn(ab)− PnH(a)H (˜b)Pn
−WnH(a˜)H(b)Wn .
Proposition A.3. Given positive integers m and t, we have
ptm(e
jθ) = ejmtθ/2
(
sin((m+ 1)θ/2)
sin(θ/2)
)t
. (5)
The next lemma estimates the growth of the L2(T) norm of ptm from below, as a function of m
and t.
Lemma A.4 (Lemma 4.2, [2]). Given positive integers m and t, we have
‖ptm‖22 ≥
16
9π
1√
t
(m+ 1)2t−1 .
We first prove the case when θ0 = 0. We will then argue that this is without loss of generality.
First, observe that by the causality assumption, both H(a˜) and H(a) are the zero operator, and
hence Proposition A.2 yields1
Tn(a)Tn(a)
∗ = Tn(a)Tn(a) = Tn(|a|2)− PnH(a)H(a˜)Pn . (6)
1Recall that a is a function with Fourier coefficients ak, so the kth Fourier coefficient of the function a is the
conjugate of the −kth coefficient of a.
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Put m = ⌈n2 − 1⌉. One readily checks that 2m < n ≤ 2(m + 1). Now, define M := ‖a‖∞.
Observe that the matrix M2In = Tn(M
2), where on the right hand side we treat M2 as a constant
function. Now, define K := H(a)H(a˜). For any x ∈ Cn, multiplying both sides of (6) by x∗ and x
respectively gives
‖Tn(a)‖2‖x‖22 ≥ 〈Tn(a)Tn(a)x, x〉 = 〈Tn(|a|2)x, x〉 − 〈PnKPnx, x〉
= M2‖x‖22 + 〈(Tn(|a|2)− Tn(M2))x, x〉 − 〈PnKPnx, x〉
≥M2‖x‖22 − |〈Tn(M2 − |a|2)x, x〉| − 〈PnKPnx, x〉 . (7)
The remainder of the proof consists of choosing a particular x such that bounding the 2nd and 3rd
term in the last line above yields the desired inequality. The trick is to use the Fourier coefficients
of p2m. By Lemma A.4 and the inequality 2(m+ 1) ≥ n,
‖p2m‖22 ≥
16
9
√
2π
(m+ 1)3 ≥ 2
9
√
2π
n3 . (8)
Now set x = (x0, x1, . . . , xn−1) such that xk is the k-th Fourier coefficient of the polynomial p2m.
Explicitly,
xk =
{
k + 1 if 0 ≤ k ≤ m
2m− k + 1 if m < k ≤ 2m . (9)
Since n > 2m, x includes all the non-zero Fourier coefficients of p2m. By Parseval’s identity, we
have that ‖x‖22 = 12pi‖p2m‖22, and hence in light of (8),
‖x‖22 ≥
1
9
√
2π2
n3 .
Now combining (3) with the identity (5),
|〈Tn(M2 − |a|2)x, x〉| = 1
2π
∫ pi
−pi
(M2 − |a(ejθ)|2)
(
sin((m+ 1)θ/2)
sin(θ/2)
)4
dθ
(a)
≤ L
2π
∫ pi
−pi
|θ|2
(
sin((m+ 1)θ/2)
sin(θ/2)
)4
dθ
=
L
2π
∫
0<|θ|<1/(m+1)
|θ|2
(
sin((m+ 1)θ/2)
sin(θ/2)
)4
dθ
+
L
2π
∫
1/(m+1)<|θ|<pi
|θ|2
(
sin((m+ 1)θ/2)
sin(θ/2)
)4
dθ
(b)
≤ L
2π
∫
0<|θ|<1/(m+1)
|θ|2(m+ 1)4 dθ
+
L
2π
∫
1/(m+1)<|θ|<pi
|θ|2
(
π
|θ|
)4
dθ
≤ 2L
3π
(m+ 1) + Lπ3(m+ 1)
=
2 + 3π4
3π
L(m+ 1) ≤ 2 + 3π
4
3π
Ln .
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Above, (a) follows from the smoothness assumption and (b) follows by using the inequalities (i)
for a positive integer t, 0 ≤ sin(tθ)/ sin(θ) ≤ t for |θ| ≤ 1/2t and (ii) | sin(θ)| ≥ 2pi |θ| for all
θ ∈ [−π/2, π/2]. This yields an estimate of the first term.
We now proceed to estimate the second term. By definition of K,
K =
( ∞∑
k=0
ai+1+kaj+1+k
)∞
i,j=0
.
Using our decay assumption |ak| ≤ Cρk−1 for every k ≥ 1,
|Kij | ≤ C2
∞∑
k=0
ρi+kρj+k = C2ρi+j
∞∑
k=0
ρ2k =
C2
1− ρ2ρ
i+j .
Therefore,
〈PnKPnx, x〉 ≤
n−1∑
i,j=0
|Kij ||xi||xj | ≤ C
2
1− ρ2
n−1∑
i,j=0
ρi+j |xi||xj | = C
2
1− ρ2
(
n−1∑
i=0
ρi|xi|
)2
=
C2
1− ρ2
(
2m∑
i=0
ρi|xi|
)2
.
Next, we observe that
2m∑
i=0
ρi|xi| = (1 + ρ+ ρ2 + . . .+ ρm)2 ≤ 1
(1− ρ)2 .
The first equality holds due to our particular choice of coefficients xk from (9). Combining our
calculations,
〈PnKPnx, x〉 ≤ C
2
(1 + ρ)(1− ρ)5 .
This yields a bound on the 3rd term in (7). Collecting these bounds,
‖Tn(a)‖2 ≥M2 − 2 + 3π
4
3π
Ln
‖x‖22
− 1‖x‖22
C2
(1 + ρ)(1 − ρ)5
≥M2 − 3
√
2π(2 + 3π4)
L
n2
− 9
√
2π2
C2
(1 + ρ)(1 − ρ)5
1
n3
.
The above inequality tells us that M2 − ‖Tn(a)‖2 ≤ Q(n) for some Q(n) positive. Since
M2 − ‖Tn(a)‖2 = (M + ‖Tn(a)‖)(M − ‖Tn(a)‖) ≥M(M − ‖Tn(a)‖) ,
we conclude that M − ‖Tn(a)‖ ≤ Q(n)/M . Rearranging, this finally gives
‖Tn(a)‖ ≥M − 3
√
2π(2 + 3π4)
L
M
1
n2
− 9
√
2π2
C2
M(1 + ρ)(1− ρ)5
1
n3
.
It now remains to argue that θ0 = 0 without loss of generality. Define g(e
jθ) = a(ej(θ0+θ)). Then
‖g‖∞ = M and |g(ej0)| = |a(ejθ0)| = M . It is easy to check that g satisfies all the assumptions,
so we know that the result holds for g. Furthermore, we also have that ‖Tn(g)‖ = ‖Tn(a)‖ and
‖T (g)‖ = ‖T (a)‖, and hence the result holds for a as well.
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