Recently, it has been shown that CSMA-type algorithms can achieve the maximum possible throughput in wireless ad hoc networks [3] , [5] . Central to these results is a distributed randomized algorithm which selects schedules according to a product-form distribution. The product-form distribution is achieved by considering a continuous-time Markov model of an idealized CSMA protocol [1] (continuous backoff times, zero propagation/sensing delay, no hidden terminals) under which collisions cannot occur.
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In practice, however, the backoff times are not continuous but are measured in multiples of mini-slots. The length of a mini-slot is determined by the typical propagation/sensing delay, which cannot be chosen arbitrarily small. In this case, collisions are possible which will degrade the throughput performance of the idealized CSMA algorithms in [3] and [5] .
In this paper, we present an algorithm which achieves the same product-form distribution in a discrete-time setting where collisions of data packets are avoided through the exchange of control messages. The control messages are allowed to collide, thus the perfect CSMA assumption is relaxed.
We consider a time-slotted system. Each time slot consists of a few control mini-slots followed by a data slot. Links contend in the control mini-slots to determine a collision-free schedule x used for data transmission in the data slot. x l = 1 if link l is included in the schedule and x l = 0 otherwise. For any link l in the network, we use N (l) to denote the set of its interfering links. The algorithm is summarized below.
Distributed Scheduling Algorithm (at Link l in Slot t) 1. l selects a random (integer) backoff time T l uniformly in [0, W − 1] and waits for T l control mini-slots. 2. IF l hears an INTENT message from a link in N (l) before the (T l + 1)-th control mini-slot: x l (t) = x l (t − 1).
IF l does not hear an INTENT message from any link
in N (l) before the (T l + 1)-th control mini-slot, l will broadcast an INTENT message to all links in N (l) at the beginning of the (T l + 1)-th control mini-slot. 3.1 If there is a collision (i.e., if there is another link in N (l)
broadcasting an INTENT message in the same control mini-slot): x l (t) = x l (t − 1).
If there is no collision, l will decide its state as follows:
if no links in N (l) are active in the previous data slot x l (t) = 1 with probability p l , 0 < p l < 1;
x l (t) = 0 with probabilityp l = 1 − p l . else x l (t) = 0. 4 If x l (t) = 1, l will transmit a packet in the data slot. 
Based on the product-form distribution, one can then proceed as in [3] or [5] to establish throughput optimality of the scheduling algorithm by appropriately choosing the link activation probabilities p l 's as functions of the queue lengths. We provide an alternative simple proof in [4] .
Proposition 2: Let p l p l = e w l (t) , i.e., p l = e w l (t) e w l (t) +1 , where w l (t) is an appropriate function of the queue length of link l that satisfies the conditions in [2] . Then the scheduling algorithm is throughput optimal.
Our distributed scheduling algorithm can be approximated in practice by modifying the IEEE 802.11 CSMA/CA MAC protocol as follows: each sender exchanges an RTS/CTS pair (an approximation of the INTENT message) with its receiver after that channel has been sensed to be idle for a sufficient amount of time; then the sender will decide to transmit a packet to the receiver with a queue-length based probability as opposed to grabbing the channel definitely in normal 802.11.
