Abstract. It is well documented that natural images are compressible in wavelet bases and tend to exhibit fractal properties. In this paper, we investigate statistical models that mimic these behaviors. We then use our models to make predictions on the statistics of the wavelet coefficients. Following an innovation modeling approach, we identify a general class of finite-variance self-similar sparse random processes. We first prove that spatially dilated versions of self-similar sparse processes are asymptotically Gaussian as the dilation factor increases. Based on this fundamental result, we show that the coarse-scale wavelet coefficients of these processes are also asymptotically Gaussian, provided the wavelet has enough vanishing moments. Moreover, we quantify the degree of Gaussianity by deriving the theoretical evolution of the kurtosis of the wavelet coefficients across scales. Finally, we apply our analysis to one-and two-dimensional signals, including natural images, and show that the wavelet coefficients tend to become Gaussian at coarse scales.
Introduction.
The statistical analysis of natural images is a subject of great interest in image processing. The main motivation is that probabilistic models, generally combined with a Bayesian approach, are effectual in the derivation of imaging algorithms. From an observational point of view, the fundamental requirement for an acceptable model is its ability to replicate certain empirical properties. Among such observations, we shall put emphasis on compressibility and scale invariance [35, 36, 41, 46] .
It is well-known that many natural images are compressible in some transform domain: by applying a suitable transform (e.g., wavelets), the energy of the signal gets concentrated in a small number of coefficients. In addition, the gray level intensities of images have finite variance while the corresponding histograms generally exhibit heavy tails. These observations have been validated practically for both first-and second-order marginals of the wavelet coefficients of natural images [9, 45] .
Another remarkable characteristic of natural images is their scale invariance [13, 36] . Intuitively, it implies that images look roughly the same if viewed with different levels of magnification. Fractals are popular examples of scale-invariant objects since they can be well-described as the superposition of the same pattern repeated at different scales. The scale invariance the topological dual of S(R d ), more commonly referred as the space of tempered generalized functions. We endow S (R d ) with the strong topology and denote by B(S (R d )) the corresponding Borelian σ-field. Let (Ω, A, P) be a probability space, A being a σ-field on Ω and P a probability measure on A.
A generalized random process (over Ω) is a measurable map (2.1)
As such, s is a random element of the space S (R d ). The probability law of s, denoted by P s , is the image measure of P by s; that is, the probability measure on S (R d ) defined by P s (B) = P({ω ∈ Ω, s(ω) ∈ B}) for every Borelian set B ∈ B(S (R d )). The characteristic functional of s is the infinite-dimensional Fourier transform of its probability law, defined as
The characteristic functional characterizes the law of s. The following fundamental result, known as the Minlos-Bochner theorem [21, section III-2.6, Theorem 5], fully describes the characteristic functionals of generalized random processes.
Theorem 2.1. A functional P : S(R d ) → C is the characteristic functional of a generalized random process s if and only if P(0) = 1 and P is continuous and positive-definite over S(R d ).
For more details on the definition of generalized random processes and the correspondence between s, its probability law P s and its characteristic functional P s , we refer the reader to [26] and [21, Chapter III] .
For fixed ϕ 1 , . . . , ϕ n ∈ S(R d ), the real random vector X = ( s, ϕ 1 , . . . , s, ϕ n ) is called a finite-dimensional marginal of s. Its characteristic function Φ X can be deduced from (2.2) by the relation (2.3) Φ X (ξ) = P s (ξ 1 ϕ 1 + · · · + ξ n ϕ n ) ∀ξ = (ξ 1 , . . . , ξ n ) ∈ R n .
A generalized random process s is said to have a finite variance if E[ s, ϕ 2 ] < ∞ for any ϕ ∈ S(R d ), which is the hypothesis that is made throughout this paper. A real random vector X is symmetric if its probability law satisfies P X (B) = P X (−B) for every Borelian B. By extension, a generalized random process s is said to be symmetric if ( s, ϕ 1 , . . . , s, ϕ n ) is symmetric for any ϕ 1 , . . . , ϕ n ∈ S(R d ).
Two processes s 1 and s 2 are equal in law, which we denote by s 1 d = s 2 (d for distribution), if they have the same probability law, or equivalently the same characteristic functional. We deduce from (2. 3) that this is equivalent with the equality in law of the finite-dimensional marginals of the two processes.
Definition 2.2. Let s n , n ∈ N, and s be generalized random processes. We say that s n converges in law to s, and denote it by
if the underlying measures P sn are weakly converging to P s , which means that, for any B ∈ B(S (R d )), P sn (B) −→ n→∞ = denotes the equality in law (or in distribution). A function f : R → C is said to be a Lévy exponent if it is the log-characteristic function of a infinitely divisible random variable X, that is,
If, moreover, X has a finite variance, we say by extension that f is a finite-variance Lévy exponent. The Lévy-Khintchine theorem [43, Theorem 8 .1] ensures that we can decompose f as
with μ ∈ R, σ 2 ≥ 0, and V a Lévy measure; that is, a measure on R such that R min(1, t 2 )V (dt) < ∞ and V ({0}) = 0. We call (μ, σ 2 , V ) the Lévy triplet associated with f . The infinite divisible random variable X with Lévy triplet (μ, σ 2 , V ) has a finite variance if and only if
Furthermore, X is symmetric if and only if μ = 0 and V (B) = V (−B) for every Borelian B, in which case we say by extension that f and V are symmetric. If f is a finite-variance Lévy exponent, then the functional 
where f is a finite-variance Lévy exponent. Since our goal in this paper is to develop a second-order theory, we shall only consider finite-variance innovation processes.
Innovation processes are stationary; that is,
It is also independent at every point, meaning that w, ϕ 1 and w, ϕ 2 are independent when ϕ 1 and ϕ 2 have disjoint supports. Consider an innovation w ∈ S (R d ) with Lévy triplet (μ, σ 2 , V ). The variance of w, ϕ is (σ 2 + m 2 (V )) ϕ 2 2 for every ϕ ∈ S(R d ). By extension, we call the quantity σ 2 w = σ 2 + m 2 (V ) the variance of w. Moreover, w is symmetric as a generalized random process (see section 2.1) if and only if μ = 0 and V is symmetric as a Lévy measure.
We distinguish between two types of innovations w: (i) Gaussian innovations (or Gaussian white noise) with variance σ 2 corresponding to
2 . In this case, one has that P w (ϕ) = e
, where
is Gaussian with variance σ 2 ϕ 2 2 . (ii) The non-Gaussian innovations (or Lévy white noises) which are characterized by nonGaussian infinitely divisible laws. Their tail is necessarily fatter than that of a Gaussian [2, Theorem 7] . These can therefore be used as a model for sparsity. For this reason, a nonGaussian innovation is also called a sparse innovation process [53] .
It can be convenient to characterize an innovation through its canonical distribution p id (x) = F −1 {exp(f (·))}(x), which represents the probability density function, when it exists, of the infinitely divisible random variable X = w, rect (see section 3.3). Examples of innovation processes, including the ones that are used in section 6, are given in Table 1. 3. Self-similar innovation model. We first introduce some notation. Consider a linear operator L continuous from S(R d ) to S (R d ), for the topologies introduced in section 2.1. The adjoint L * of L is the linear operator defined by
In the two duality products above, the first element is in S (R d ) and the second in S(R d ), so the duality products are well-defined. The operator L * is therefore also continuous from
Translation and scaling operators are extended to
3.1. Linear processes. In this section, we identify the class of processes s solutions of the general innovation model. We base our definition in the following result, which extends the domain of continuity of the characteristic functional of an innovation process.
Proposition 3.1. Let w ∈ S (R d ) be an innovation with Lévy triplet (μ, σ 2 , V ). Then, P w is well-defined, continuous, and positive-definite in
The result is a corollary of [17, Proposition 4] for the case of finite-variance innovations. The positive definiteness comes from [17, Proposition 2] .
Consider a linear shift-invariant operator L from S(R d ) to S (R d ) and an innovation w on S (R d ). We assume that there exists a linear operator L * −1 with the following properties:
If w is symmetric, this second condition is relaxed and we only assume the continuity from
Under condition (ii) and thanks to Proposition 3.1, the functional ϕ → P w (L * −1 ϕ) is well-defined, continuous, and positive-definite over S(R d ), and takes value 1 for ϕ = 0. Then, according to Theorem 2.1, there exists a generalized random process s with characteristic functional
We call s a linear process and summarize the above situation with the notation
The crucial point for our analysis is that the "whitened" process Ls satisfies, for all ϕ ∈ S(R d ),
which means that Ls d = w. The conditions under which we can define a left-inverse operator L * −1 such that (ii) is fulfilled is not the subject of this paper and was investigated in [17, 47, 53] . However, some examples will be detailed below for the case of self-similar processes.
3.2. Self-similar sparse processes. For the definition of the self-similar innovation model (see Figure 1) , we restrict ourselves to the case of operators L = L γ that are shift-invariant and γ-homogeneous. The geometrical invariances of L are related to the statistical invariances of s. Thus, this leads us to the definition of sparse processes with self-similar properties. 
The notion of self-similarity for generalized random processes was introduced in [14] 
with σ 2 w the variance of w. Therefore, for a > 0 and 
The good news is that the operators L γ that are used in practice admit a left-inverse that satisfies the conditions of Definition 3.4, as illustrated in the following examples.
where F (F −1 , respectively) denotes the Fourier transform (the inverse Fourier transform, respectively). The fractional Laplacian is shift-invariant, γ-homogeneous, and self-adjoint. Its inverse operator is the Riesz potential I γ , defined for 0 < γ < d by the relation (3.9)
and extended for noninteger γ > d in [47] . However, the Riesz potential can be unstable, with the consequence that the functional ϕ → P w (I γ ϕ) will generally not be well-defined on S(R d ). 
is a left inverse operator of (−D x 1 ) that is (−1)-homogeneous and continuous from
. We can therefore define the self-similar sparse process s = D −1 x 1 w for any innovation w. Using the same principle, we can more generally define self-similar sparse processes s = (D n ) −1 w of order |n| for any innovation w, where
and |n| = n 1 + · · · + n d . The operator D n is not isotropic for d ≥ 2, and allows for the construction of nonisotropic self-similar sparse processes.
Extended domain of linear processes.
One can always observe an innovation process w or a self-similar sparse process s through windows ϕ ∈ S(R d ). Our goal here is to extend the definition of the duality products w, ϕ and s, ϕ to analysis functions ϕ that are not necessarily smooth neither rapidly decreasing.
We know with Proposition 3.1 that P w is continuous over
, the function ξ → P w (ξϕ) is continuous, positive-definite in R, and takes values 1 at ξ = 0. From the Bochner theorem, it is therefore the characteristic function of a real random variable denoted by w, ϕ .
In particular, the function rect
, so the real random variable X = w, rect is always well-defined. Note that its characteristic function is
where f is the Lévy exponent of w. We can now extend the definition domain of linear processes from the one of innovation processes. Definition 3.5. Let s = L −1 w be a linear process. The function ψ is said to be admissible
In this case, we can define the real random variable s, ψ by the relation
More generally, we can define the real random vector ( s, ψ k ) 1≤k≤n using the same approach, assuming that the ψ k are admissible. Note that the extension of the definition domain of w and s is done in a weak sense, meaning in law. For our purpose, this is sufficient because our main results concern convergence in law of generalized processes or of real random vectors. Extended definition domains allow, moreover, for the multiscale analysis of sparse processes with nonsmooth wavelets (see section 5).
Statistical evolution of sparse processes across scales. From now on, we assume that
γ w is a self-similar sparse process. Since s is a random element of S (R d ), we can consider its scaling transformation S a −1 s by the relation, for ϕ ∈ S(R d ),
In this section, we study the evolution of S a −1 s with a > 0.
Characteristic functionals across scales.
We first characterize the process S a −1 s by using characteristic functional. 
Proof. Using (4.1), we have
, we obtain (4.2) after the change of variable r ← r a . 4.2. Coarse-scale behavior of sparse processes. We shall now show that the rescaled versions S a −1 s of a self-similar sparse process s converge to a Gaussian process when a → ∞, up to a renormalization. The result is essentially a generalization of the central-limit theorem for real random vectors to the case of self-similar processes.
Self-similar Gaussian processes.
The Gaussian innovation process of variance σ 2 , denoted by w σ 2 , is the generalized random process with characteristic functional
and its Lévy triplet is (0,
Recall that when (L γ , w σ 2 ) is γ-compatible, s Lγ,σ 2 is called a self-similar Gaussian process.
Limit theorem for self-similar sparse processes.
The process S a −1 s is a rescaled version of s. Increasing a is equivalent to observing s against dilated analysis functions. We obtain the limit behavior for a → +∞ in the sense of the convergence in law (see Definition 2.2), which is the main result of this paper.
Theorem 4.2. Let s = L −1 γ w be a self-similar sparse process of order γ ≥ 0. We define the quantities
We distinguish two cases.
• If w is symmetric, then
The proof is provided in Appendix A. The key ingredient is the equivalence between the convergence in law of generalized random processes and the pointwise convergence of the corresponding characteristic functionals, as expressed in (2.4).
The distinction between the nonsymmetric and the symmetric cases can be shortly explained. For a nonsymmetric innovation, the quantity E[ w, ϕ ] = μ w R d ϕ is in general nonzero and we have to compensate this drift, which is done in Theorem 4.2 by introducing the function v. On the other hand, for a symmetric innovation, μ w = 0 and it is therefore useless to introduce v.
The important consequence of Theorem 4.2 is that, under appropriate normalization, the statistics of wide-sense self-similar sparse processes are becoming Gaussian at coarse scales, despite the property that these processes are initially sparse and non-Gaussian.
Wavelet analysis of self-similar sparse processes.
In this section, we use our previous results to deduce the statistics of the wavelet coefficients of self-similar sparse processes. We discretize the scale parameter a according to a geometric progression to fit with the traditional wavelet theory [29] . We denote by ρ > 0 the dilation factor and consider scale parameter of the form ρ j with j ∈ Z. (In practice, we chose ρ = 2 or √ 2.) Given a wavelet function ψ on R d , we define for j ∈ Z and r 0 ∈ R d , 
a linear, shift-invariant, and γ-homogeneous operator, continuous from S(R
Proof. The operator L * γ is shift-invariant and γ-homogeneous; hence, its Fourier multiplier L * γ exists and satisfies for all ω ∈ R d and a > 0,
Moreover, for ϕ a function with a sufficiently smooth Fourier transform, we have the relation 
Statistics of wavelet coefficients.
First, we focus on the wavelet coefficients of the innovation process w. Let ψ be in
Then, because w, ψ j,r 0 = S ρ −j w, T r 0 ψ = S ρ −j w, ψ , the last equality being in law, the characteristic function Φ j,r 0 of w, ψ j,r 0 satisfies, for all ξ ∈ R,
For a fixed j, Φ j,r 0 does not depend on r 0 , which implies that the wavelet coefficients of an innovation process at a given scale are identically distributed. This result can be extended to self-similar sparse processes. 
Proof. This result is a direct consequence of Proposition 4.1. From (2.3), the characteristic function of X is given by Φ X (ξ) = P s (ξψ j,r 0 ). We apply (4.2) with a = ρ j and ϕ = ξψ(· − r 0 ) to obtain
. We substitute (5.8) in (5.7) and make the change of variable r ← r − r 0 to obtain (5.6).
From (5.6), we deduce that the wavelet coefficients at the scale j are identically distributed.
Wavelet coefficients at coarse scales.
The convergence result in Theorem 4.2 implies that the wavelet coefficients of a self-similar sparse process are becoming Gaussian when the scale j goes to infinity. 
Proposition 5.3 (central-limit theorem for wavelet coefficients). Let s = L −1 γ w be a symmetric-that is, with w a symmetric innovation-self-similar sparse process of order
which is a rewriting of (5.9). n! (iξ) n . The coefficients κ n (X) are called the cumulants of X. If we only assume that E[|X| N ] < ∞ for a fixed N ≥ 1, then log Φ X admits the truncated Taylor expansion at 0
and the cumulants up to order N are still well-defined. Especially, provided that they exist, we have κ 1 (X) = E[X] and κ 2 (X) = Var(X). Our goal in this section is to give conditions such that the cumulants of a sparse process exist, and to see how they evolve with scale.
Definition 5.4. A generalized random process s has finite N th moments if for all ϕ ∈ S(R
We recall that for every innovation process w, the real random variable w, rect is welldefined with characteristic function exp(f (ξ)) where f is the Lévy exponent of w (see section 3.3).
Proposition 5.5. Let N ≥ 2. The self-similar sparse process s = L −1 γ w has finite N th moments if
Moreover, for any admissible function
Proof. The proof is based on the tools developed in [53, Chapter 9 ]. An infinitely divisible random variable X with Lévy measure V X has a finite N th moment if and only if 
where the finiteness comes from ϕ ∈ L N (R d ) and 
This proves that the process s has finite N th moments.
as expected. 
where
Proof. Using Proposition 5.2, we know that the characteristic function of
By taking the derivative of order n and putting ξ = 0, we obtain (5.14).
We deduce from Proposition 5.6 that the variance of s, ψ j,r 0 is finite if s has finite 2nd-moments, in which case
In particular, the variance of the wavelet coefficient goes to ∞ at coarse scales when γ > 0. We rely this with the fact that, as is well-known, a self-similar sparse process s satisfies s 2 = ∞, which can be interpreted as an infinite energy. However, in most of the practical situations, typically for image processing, this effect disappears since the scale j is bounded below by some limit scale J 0 . Similarly, the kurtosis of s, ψ j,r 0 , denoted by μ(j) is well-defined if s has finite 4th-moments, in which case
Remarkably, μ(j)/μ(0) does not depend on γ. We define the decay rate of the kurtosis τ by the relation log μ(j)/μ(0) = τ j. From (5.16), we have τ = −d. Moreover, we see that the choice of a wavelet ψ, under the assumption that it is admissible, only affects the value of κ n (0) in (5.14) in the sense that κ n (j)/κ n (0) is independent of ψ. As such, the choice of a wavelet has only a small impact on the evolution of the cumulants of s across scales.
For the Gaussian case, we have
. Thus, κ n (j) = 0 for all n ≥ 3 and all j ∈ Z, and the kurtosis μ j = 0 for all j ∈ Z. Moreover, in the general case, when the kurtosis is well-defined, we have μ(j) −→ j→+∞ 0. This is consistent with the results of Theorem 4.2:
at coarse scales, the kurtosis of wavelet coefficients vanishes. We retain the kurtosis as an estimation of the degree of Gaussianity of the wavelet coefficients: the closer it is to 0, the more Gaussian it is.
The results of this section are presented for wavelet functions. However, our framework can be applied for any function ψ that is admissible. In practical terms, this means that one is allowed to use functions that are not necessarily wavelets, provided that
6. Experimental results. To corroborate our theoretical development, we have performed one-and two-dimensional experiments where all numerical schemes are implemented in MAT-LAB.
6.1. Simulations on synthetic data. First, we analyzed the wavelet coefficients of Lévy processes. Such processes are defined for d = 1 and generated by choosing the first-order derivative operator L γ = D [55, section VI]. In this case, all wavelet functions are admissible, since the said condition is equivalent to having vanishing moments until order 0-meaning that R ψ(r)dr = 0.
Lévy processes of length 2 15 were generated, where we considered a Laplace innovation (see Table 1 ). The processes were synthesized by integrating a discrete white noise, subject to the standard boundary condition s(0) = 0. To assess the effect of operating with different wavelets, we used two distinct wavelet transforms, namely, Haar and Daubechies 4. Both are implemented in nonredundant fashion and follow a dyadic scale progression-i.e., ρ = 2; see section 5.
We performed 2,000 realizations. For each realization, the variance and kurtosis of the wavelet coefficients at each scale were computed. The wavelet coefficients at the boundaries were excluded to avoid boundary effects. Empirical mean of the variance and kurtosis were obtained by simply averaging the variance and kurtosis values over all the realizations. It was observed that the variance values had insignificant fluctuation around the mean. By contrast, the kurtosis had a much larger variability as documented in Figure 2 . We then regressed the parameters γ (self-similarity order) and τ (decay rate of the kurtosis) by using the empirical mean of the variance and kurtosis. Decomposition levels 2 to 8 were used for the regression.
Considering (5.15) in logarithmic scale, the computation of γ was performed through a simple linear regression. As for the τ parameter, we used (5.16) and carried out a nonlinear least-squares fitting provided by the standard Levenberg-Marquardt algorithm. Besides the issue of variability, a potential difficulty is that the kurtosis value gets closer to zero as the number of decomposition levels increases. Therefore, the approach for computing τ is observed to be more stable and robust than performing a linear regression (in a logarithmic scale). Finally, we compared the computed γ and τ values to the theoretical expectations.
Based on the results illustrated in Table 2 , one sees that the regressed γ values are very close to the theoretical ones. This confirms the generality of our approach for non-Gaussian Lévy processes, extending in particular the results on the fractional Brownian motion of [49] . Further, we observe that the estimates of the decay rate of the kurtosis are also close to the expected value, which is (−1). By looking at the illustrations given in Figure 2 , one sees that the kurtosis values are converging to 0 for the considered process. Notice that the choice of different wavelets affects only the constant factor μ(0) given in (5.16). As formalized by our theory, the decay rate does not depend on this factor. In the second part of our experiments, we generated two-dimensional self-similar sparse processes, each being realized on a (1,024 × 1,024) grid. The self-similar operator was chosen to be the fractional Laplacian operator specified in (3.8) . For synthesizing the processes, a discrete version of the inverse fractional Laplacian operator was applied to a discrete white noise in the Fourier domain. We considered the self-similarity orders γ = 0.8 and 1.5 and a Student's t-innovation with a large enough ν parameter (see Table 1 ) to ensure the existence of the kurtosis. Realizations of such processes are given in Figure 3 . As for the analysis, we operated with the Laplacian-of-Gaussian (LoG) kernel ψ = ΔG, where G is a zero-mean Gaussian function with unit variance. The wavelet is isotropic and admissible for γ < 2, since ψ = −(−Δ) γ/2 {(−Δ) 1−γ/2 G}. This is in fact related to ψ having vanishing moments until order 1 (see Proposition 5.1).
Similar to our previous experiments, computations of the mean variance and the mean kurtosis of the expansion coefficients were obtained though averaging over 2,000 realizations at every scale. The processes were analyzed using the LoG kernel with the dilation factor ρ = √ 2. The expansion coefficients at the boundaries were again discarded by applying a sufficiently large cropping. To have enough samples for statistical estimation (especially at coarser scales), subsampling operations were omitted. 1 We computed the parameters γ and τ as described in the one-dimensional experiments. We then compared the regressed γ and τ values and the theoretical ones (see Table 3 ). We also tested our framework on different natural images of size (512 × 512) (see Figure 4) .
The results of our experiments reveal that the γ and τ values, estimated in two-dimensional contents, are again close to the true ones, further supporting over previous assertions. For the sake of completeness, the mean variance and the mean kurtosis of the expansion coefficients is illustrated in Figure 5 . At this point, we stress that the decay rate of the kurtosis is independent of γ.
Simulations on natural image.
As for natural images, we confirm the Gaussianity of the coarse-scale coefficients in a qualitative manner by looking at the histograms (in logarithmic scale) in Figure 4 . We observe that the given histograms fit a quadratic curve-what we expect for a Gaussian signal-more closely at coarse scales than at fine scales. This is corroborated by the plots in Figure 6 : the decay of the kurtosis indicates an increasingly Gaussian behavior at coarse scales.
While the qualitative behavior is as expected, the observed rate of decay of the kurtosis is not quite as strong as predicted by the theory. First of all, the experiments on synthetic data have shown that the estimations based on the kurtosis are highly variable (see Figures 2 and  5 ). In Figure 6 , the kurtosis is computed from a single estimate-the analyzed natural image, which makes the quantitative interpretation of the decay rate possibly problematic. In spite of this uncertainty on the estimation, one sees in Figure 6 that the decay of the kurtosis of natural images deviate from the theoretical curve. This suggests that on top of self-similarity and sparsity, additional features need to be incorporated into the stochastic model to better capture the statistical properties of natural images.
7.
Conclusion. This paper has been motivated by the search of stochastic models that are phenomenologically consistent with the compressibility and scale invariance properties of natural images. To that purpose, we modeled an image as a random process that can be transformed to a sparse white noise (i.e., an innovation process) by applying a homogeneous operator L γ . The parameter γ denotes the self-similarity order of the process. We established and explained the mathematical framework that allows one to generate self-similar sparse processes. This development was followed by the analysis of such processes. In section 4, we studied the rescaled versions of self-similar sparse processes. We showed that the dilated versions of these processes are asymptotically Gaussian. The evolution of the process across scales had direct implications on the statistics of its wavelet coefficients. We further quantified in section 5 the degree of Gaussianity of the wavelet coefficients by providing the theoretical evolution of the kurtosis across scales. Finally, we tested our predictions in one-and twodimensional settings. Our numerical simulations showed that the developed formalism is very well-matched to synthetic data. We also observed qualitatively a Gaussian behavior at coarse scales for natural images. Despite this good qualitative behavior, the evolution of the kurtosis of natural images were observed to deviate from the exact predicted decay rate. In this regard, the proposed framework can be seen as a first step towards a more precise stochastic model for natural images. Theorem 4.2 can be seen as a generalization of the central-limit theorem for self-similar sparse processes. Let X be a finite-variance infinitely divisible random variable with Lévy exponent f and Lévy triplet (μ, σ 2 , V ). The mean of X is then μ X = μ + |t|>1 tV (dt) and its variance σ 2 X = σ 2 + m 2 (V ). The central-limit theorem is equivalent to the pointwise convergence
Thanks to (2.4), we know that the convergence in law of generalized random processes is equivalent with the pointwise convergence of the corresponding characteristic functionals. Therefore, (4.7) is equivalent with (A.4)
2 . which is integrable because ϕ ∈ L 2 (R d ). Finally, we deduce (A.6) using the Lebesgue dominated-convergence theorem, which finishes the nonsymmetric case. The symmetric case is almost identical and actually simpler. The first difference is that L * −1 γ is not necessarily continuous in L 1 (R d ), also we cannot introduce the generalized function v. However, since μ w = 0 for a symmetric innovation, there is no need to compensate the drift by introducing v. We can therefore follow the same proof with μ w = 0.
Let ϕ ∈ S(R d
)(S(R d )) ⊂ L 1 (R d ) ∩ L 2 (R d ),
