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Abstract—An increase in the frequency of oil spills in the sea, 
which adversely affects the maritime environment, led to the 
motivation for this article. Recent advances in technology have 
now made it possible to provide Unmanned Aerial Vehicles 
(UAV) systems with great processing capacity. They include all 
the features of a complete computer, while maintaining a really 
small size as required by this kind of system. This investigation 
takes advantage of the functionalities provided by existing Multi-
Agent Systems (MAS) to accomplish tasks between UAVs. The 
article presents a case study that uses the capabilities to perform 
the detection of oil spills. 
Keywords—Unmanned Aerial Vehicle; Oil-Spill detection; 
Agents; Multi-Agent System; Virtual Organizations 
I. INTRODUCTION 
The inclusion of a current powerful Single-Board 
Computer (SBC) in UAV systems allows us to provide the 
system with the processing power required to perform tasks 
autonomously. Some tasks can be addressed in a distributed 
manner by a set of UAVs; if they are not very complex, they 
could be performed individually. However, there are other 
tasks that need to processed collaboratively (apart from 
additional benefits this system may entail) such as the case 
study developed in this article. 
This way of approaching tasks from a series of 
collaborations between autonomous robots can be thought of as 
a system composed of multiple intelligent agents interacting 
with each other; that is, a multi-agent system. These systems 
allow the resolution of problems that would be difficult or 
impossible for an individual agent or monolithic system to 
solve, as in the presented case study. 
These agents follow simple rules, allowing local 
interactions between agents lead to the emergence of a 
complex global behavior. 
MAS have already been successfully tested in highly 
dynamic environments, which make it necessary for the model 
to evolve over time [2][6][15][9][17][16][7][8][4][26]. Some 
of these studies have been performed in a maritime 
environment [14][13][12], as with the case study of this article. 
There are many tools that can provide a methodology for 
communication between each of the agents forming part of the 
system. This is the case of the Platform for Automatic 
Construction of Organizations of Intelligent Agents 
(PANGEA) [30], which allows the integration of agents in 
virtual organizations and provides a set of tools and rules for 
communication between agents. 
All of these tools and technologies allow addressing 
complex problems such as the focus of this study: the detection 
and monitoring of oil spills on maritime surfaces. The amount 
of spills produced in recent years has increased dramatically. 
This complex and damaging problem, which will be addressed 
in detail in the article, consists of certain variables that 
influence the way in which discharges are expanded. These 
variables can be sea currents, winds and even the gravitational 
force or surface tension of water. 
Finally, once the case study has been introduced, it is 
necessary to keep talking about UAV systems. Of note is the 
multi-rotor type UAV, which is the most appropriate system to 
carry out this task. This is due to the great stability provided to 
the aircraft by the presence of several engines, and the ability 
to perform motions along all axes of space. Thanks to this, the 
trajectory of the movements is more efficient and controllable. 
The article is structured as follows. First the pollutant 
dispersion model is explained. Subsequently, the background is 
described, including the case study and the integration of the 
system in terms of multi-agent systems and virtual 
organizations. A system overview is then provided for the 
reader to assimilate the structure of the entire system. Finally 
results and conclusions are given. 
II. POLLUTANT DISPERSION MODEL 
Modeling oil spills is not a simple task since there are many 
factors determining the trajectory of contaminants. These 
factors include ocean currents, winds, gravitational force or 
surface tension of water. There are several tools to model and 
simulate pollutant spills in the sea surface. In this study, the 
General NOAA Oil Modeling Environment (GNOME) [1][30] 
application was used. This tool allows predicting how winds, 
currents and other elements influence the oil spill, as in 
[29][21]. 
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where  is the set of detected UAVs,  is the 
position of the detected UAV  and  is the position 
of the current UAV. 
Moreover, we will take into account the accuracy of the 
transmitted locations. There are several factors that could keep 
these locations from being optimal. We will include, therefore, 
a random component to model this uncertainty in the 
movement of the UAV: 1 · , 
where  is the coefficient of variability on the velocity. 
Finally, the last status is ‘In resource’, meaning the UAV 
is located inside the spill and, therefore, the borders of the 
resource are not detected. We assume that UAVs will develop 
a random wander behavior until they find water again because 
there is no other information about which direction is better to 
follow. 1 ·  
where  is the coefficient of variability on the velocity. 
UAV and multi-rotors 
The advantages of intelligent approaches such as the 
conjunction of artificial vision and the use of Unmanned Aerial 
Vehicles (UAVs) have been recently emerging. 
One of the most popular technological advances in recent 
years is the multi-rotor or multi-copter, a type of UAV capable, 
among other characteristics, of aerial filming. The use of this 
system to obtain an aerial video with sufficient quality is a tool 
that, in combination with the cited image analysis, allows 
detecting the oil slick. 
Structurally speaking, multi-rotors offer such advantageous 
features as vertical takeoff, which allows taking off from any 
surface, for example from a boat, which is the case with the 
present case study. Another highlighting feature is their ability 
to maintain a stable position, in contrast to other types of UAV 
such as an airplane. In addition, their mechanism is much 
simpler than traditional helicopters and provides greater 
stability. 
Multi-Agent System 
Another important quality to take into account is the 
possibility of providing the UAV with a Wi-Fi module. By 
doing so, Wi-Fi equipped multi-rotor systems can be integrated 
into a multi-rotor network. In this case, they can communicate 
to each other in order to set various collaborative behaviors to 
achieve a common goal, which fits within the description of 
multi-agent system. 
There are many tools to facilitate the development of these 
multi-agent systems, such as PANGEA [30] or JADE (Java 
Agent DEvelopment framework) [30]. The former was chosen 
for the development of the present system due to its simplicity 
in the communication protocol between the parties, as well as 
the fact that it is based on Internet Relay Chat (IRC) [11]. 
Furthermore, PANGEA offers a feature by which its agents 
can be programmed with any programming language and run 
on any platform with network connectivity. This feature makes 
it possible to program the required agents on the multi-rotor 
onboard computer and connect them together. 
The connection between various units makes it possible to 
address the underlying problem in a better way than by simply 
using individual units. 
Apart from the creation of agents and interaction between 
them, PANGEA offers the ability to create virtual 
organizations using key concepts such as norms and roles [5]. 
This capability will be used to design the system as detailed in 
the following section. 
Virtual organizations 
Virtual organizations of agents are made up of a set of 
agents that need to coordinate their resources and services. For 
the current case study, a set of virtual organizations to promote 
communication in performing collaborative tasks was 
designed. 
For this case, there will be a number of agents for each 
multi-rotor. They will all run on its processor, each one being 
responsible for a single well-defined task. Thus, there are 
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B. Optimized communication protocol 
One of the main problems the use of multiple UAVs 
presents is the communication among them. This 
communication, as detailed in our case, is done via 802.11n 
Wi-Fi with powerful omnidirectional antennas able to reach 
distances of several kilometers. Although the communication 
standard physical layer supports a speed of 300Mbps, 
depending on the environment, the perceived speed in reality is 
much lower. 
Therefore, even though the bandwidth can appear to be 
sufficient without requiring major optimizations, in practice 
some optimizations are necessary to avoid reception problems 
and avoid generating more traffic, thus ensuring the delivery of 
messages. 
Because of the reason explained in the previous paragraph, 
the actual agents in the system communicate to each other 
using an optimized communication protocol that is 
encapsulated within the IRC frames, which does not guarantee 
the ordered delivery of messages. 
This protocol is based on Mavlink [19], which is a protocol 
oriented to air vehicles communication that allows the addition 
of new user-defined messages. 
These frames are defined in the structure shown in the 
following table: 
TABLE I.  MESSAGE PACKET STRUCTURE 
Field name Index (Bytes) Purpose 
Payload 
length 0 Length of the following Payload field. 
Packet 
sequence 1 Count of the sequence. 
Message ID 2 Identification of the message type. This determines the format of the payload. 
Payload 2 to (n+2) The data to be transmitted. 
CRC (n+3) to (n+4) Check-sum of this packet. 
 
'Payload' encapsulates the information to be transmitted. 
Since this information may be of different types, each message 
is assigned one ('Message ID'). Therefore, its structure directly 
depends on this type, which is one of the 18 communication 
message types that have been created. 
Pollutant dispersion model results improvement 
Thanks to the multiple short flights produced throughout 
the course of a task, there has been an improvement in the 
estimates produced by the simulation software, GENOME. 
This is because the inputs from the second execution, which 
are fed into the simulator, use the positions of the spill that 
have been detected in the last flight. 
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