For any finite poset P we introduce a homogeneous space as a quotient of the general linear group with the incidence group of P . When P is a chain this quotient is a flag variety; for the trivial poset our construction gives a variety recently introduced in [20]. Moreover we provide decompositions for any set in a projective space, induced by the action of the incidence group of a suitable poset. In the classical cases of Grassmannians and flag varieties we recover, depending on the choice of the poset, the partition into Schubert cells and the matroid strata. Our general framework produces, for the homogeneous spaces corresponding to the trivial posets, a stratification by parking functions.
Introduction
Flag varieties are classical homogeneous spaces, studied from several different points of view. They parameterize the flags of V , i.e. sequences of subspaces V 1 ⊆ ... ⊆ V n = V , where V is an n-dimensional F-vector space and V i ⊆ V is an i-dimensional subspace of V . They can be obtained as quotients of the general linear group GL(n, F) with the subgroup B of invertible upper triangular matrices. The action of B on the flags gives rise to a partition into Schubert cells. Their Zarisky closures are the so-called Schubert varieties, which are indexed by permutations of the symmetric group S n . The Bruhat order on S n is the poset of Schubert varieties ordered by inclusion. Similar facts hold for the Grassmannian Gr F (k, n), replacing S n with the subset S (k) n of Grassmannian permutations. In this article we introduce a new class of homogeneous spaces, which includes flag varieties, namely the quotients Fl P (F) := GL(n, F)/I * (P, F). Here I * (P, F) is the so-called incidence group, i.e. the group of invertible elements of the incidence algebra of a finite poset P . The main idea is that the Borel subgroup B is actually the group I * (c n ; F), where c n is the chain on n elements. In Definition 3.3 we introduce P -flags in V . They are tuples (V 1 , · · · , V n ) of vector subspaces of V , satisfying, among others, the following properties (see Proposition 3.5):
• V i ⊆ V j if and only if i P j;
• dim(V i ) = |i ↓ P |, where i ↓ P := {j ∈ [n] : j P i}. We prove that Fl P (F) is a homogeneous space parametrizing P -flags in V (Theorem 3.9). For this reason, we call Fl P (F) the P -flag space over F. For P = t n , where t n is the trivial poset on n elements, we recover the variety X n,n recently introduced by Pawlowski and Rhoades in [20] . In Corollary 3.10, we show that Fl P (R) is a differentiable manifold.
The second main contribution of this paper is a new tool to obtain finite partitions of any subset X of a projective space, inducing what we call incidence stratifications. In fact, the incidence group of any poset Q of cardinality n acts on the projective space P(V ), where dim V = n; the orbits of this action are indexed by non-empty order ideals of Q (Theorem 5.1). The intersections between these orbits and X provides a partition of X into Q-Schubert cells.
This approach is particularly appropriate to deal with Grassmannians, via Plücker embedding, and with P -flag spaces. For the Grassmannian Gr F (k, n) ֒→ P k V , we consider a suitable poset Q k < (Definition 5.6). In this setting, for Q = c n , we recover the classical Schubert cells (Proposition 5.14) . When Q = t n , the incidence group I * ((t n ) k < ; F) is a maximal torus and we obtain the matroid strata introduced in [12] and studied, e.g. in [10] , [11] , [28] , [31] . See also [2, Section 2.4] and references there for more information.
To decompose the P -flag space Fl P (F) ֒→ P n i=1 |i ↓ P | V , we introduce a poset Q P (Theorem 6.1) and the notion of P -flag matroid (Definition 6.7). In our framework, the Schubert cells of a flag variety are obtained considering the Cartesian product (c n ) cn = c n × (c n ) 2 < × ... × (c n ) n < , whose incidence group acts on P n i=1 i V , see Proposition 6.4. Our procedure realizes, for P = t n and Q = c n , a new stratification of the variety X n,n introduced in [20] , in terms of (dual) parking functions (Theorem 6.19), by proving that parking functions correspond to representable t n -matroids.
One more contribution is the construction, for Fl P (F), of the Q-Bruhat poset, whose elements are order ideals of Q P (Definition 6.5). Such order ideals corresponds to Q-Schubert cells in the P -flag space and they are characterized in terms of representable P -flag matroids (see Theorem 6.13) . It is worth of mention that the c n -Bruhat order on the classical flag variety is the Bruhat order of S n . Then we obtain the Bruhat order directly in terms of order ideals and representable c n -flag matroids, without invoking the Bruhat decomposition of GL(n, F), see Proposition 6.14.
The paper is organized as follows:
• In Section 2 we fix notation and we recall useful facts concerning the symmetric group, incidence groups of posets and matroid theory.
• In Section 3 we introduce P -flags in a vector space, showing their properties, reflecting the structure of P . Moreover, we prove that P -flags are parametrized by a homogeneous space Fl P (F), which for F = R is a differentiable manifold.
• In Section 4 we study the action of I * (Q, F) on P -flags, where Q is any poset of cardinality n. Proposition 4.1 ensures that the double quotient I * (Q; R)\ GL(n; R)/I * (P ; R) is never finite, apart in the classical case P = Q = c n (for other general results on infiniteness double quotients, see for instance [9] and references there). In Theorem 4.8, we describe some of these orbits as homogeneous spaces: this shows that also classical Schubert cells are homogeneous spaces, where the isotropy subgroups are the incidence groups of posets whose Hasse diagrams are the graphs introduced in [5] .
• Section 5 and Section 6 are devoted to the study of incidence stratifications of Grassmannians Gr F (k, n) and P -flag spaces. First we provide full information about the orbits (and their Zarisky closures) of the action of I * (Q, F) on P(V ). Then we characterize Q-Schubert cells in both cases, indexing them with order ideals in suitable posets. The characterization is given in terms of representable matroids (Theorem 5.17) and P -flag matroids (Theorem 6.13). We introduce the Q-Bruhat poset of Gr F (k, n) and Fl P (F); for instance, the t n -Bruhat poset of Gr F (k, n) is the so-called weak order on representable matroids of rank k (see [19, Chapter 7] and [30, Chapter 9] ). In the classical cases we recover the Bruhat order on S (k) n and S n respectively.
• The last section of the paper describes the c n -stratification of Fl tn (F) in terms of (dual) parking functions.
Notation and preliminaries
In this section we fix notation and recall some definitions useful for the rest of the paper. We refer to [25] and [26] for posets and their incidence algebras, to [1] and [14] for the theory of Coxeter groups, to [2] , [4] and [19] for matroids and flag matroids, to [6] , [15] , [16] and [24] for general results on Grassmannianns and flag varieties.
Let N be the set of non-negative integers and, for n ∈ N \ {0}, we use the notation [n] := { 1, 2, ..., n }. Let Id : [n] → [n] be the identity function. For a finite set X = ∅, we denote by |X| its cardinality, by P(X) its power set, by X n its n-th power under Cartesian product and X 0 := {()}. The q-analog of n is the polynomial defined by [n] q := n−1 i=0 q i ; the q-analog of the factorial is the
[k] q . Let k ∈ N with k n. We define the set
It is clear that there exists a bijection The symmetric group of permutations of n objects is S n := Aut([n]) in the category of sets. A permutation σ ∈ S n can be written in one line notation as σ = σ(1)σ(2)...σ(n). An inversion in σ is a pair (i, j) ∈ [n] 2 < such that σ(i) > σ(j). The number of inversions in σ is denoted by inv(σ).
For any field F we let Mat(n, F) the set of n × n matrices over F, Id n the identity matrix and GL(n, F) the group of invertible matrices.
The projective space of a vector space V is denoted by P(V ) and the Grassmannian by
Finally, the set of complete flags is
Posets, incidence algebras and incidence groups
All posets considered in this paper are finite. An interval in a poset (X, ) is a subset [x, y] := {z ∈ X : x z y}, for x, y ∈ X such that x y. When |[x, y]| = 2, we use the notation x ⊳ y. The following notation appears repeatedly in the sequel:
• c n := ([n], ), the chain of n elements;
• t n the trivial poset on [n], i.e. the poset without relations.
The set of order preserving functions from a poset P to a poset Q is denoted by Mor(P, Q). We need to introduce the following definition in order to deal with incidence algebras as matrix algebras. Remark 2.2. We have that L P ⊆ S n , for every poset P ∈ POS(n). Notice that L P = S n if and only if P = t n .
The set of relations of P is
The elements of POS(n) can be ordered by setting
for all P, Q ∈ POS(n). Such a poset has minimum and maximum, namely0 = t n and1 = c n .
A graph on n vertices is a pair ([n], E), where E ⊆ [n] 2 < is the set of edges. The comparability graph of P ∈ POS(n) is the graph G(P ) := ([n], T P ). Remark 2.3. Notice that (POS(n), ) is a lattice (a sublattice of the lattice of all integer posets, which has been studied in [8] ). In fact, the join of P, Q ∈ POS(n) is the poset whose comparability graph is ([n], T (T P ∪ T Q )), where T denotes the transitive closure; their meet is the poset whose comparability graph is ([n], T P ∩ T Q ).
We define the following duality function.
Definition 2.4. An involution * : POS(n) → POS(n) is defined by letting i P * j if and only if n + 1 − j P n + 1 − i. A fixed point of * is said a self-dual poset.
The following notions are fundamental for the rest of this article.
Definition 2.5. The incidence algebra of a poset P ∈ POS(n) over a field F is
The unipotent group of P is the subgroup of I * (P ; F) defined by
The algebra I(t n ; F) is the algebra of diagonal matrices over F. In general, it is clear that I(P ; F) is a subalgebra of the algebra I(c n ; F) of n × n upper triangular matrices over F. Moreover, P Q implies I * (P ; F) ⊆ I * (Q; F), for all P, Q ∈ POS(n).
We are going to prove that, under suitable assumptions, the quotient I * (Q; F)/I * (P ; F) has a nice structure. Definition 2.6. Let P, Q ∈ POS(n) such that P Q. The graph G(P, Q) := ([n], T Q \ T P ) is the complement of G(P ) in G(Q). We say that P is complemented in Q if G(P, Q) is the comparability graph of a poset P c (Q). Proposition 2.7. Let P, Q ∈ POS(n). Assume P complemented in Q. Then there is a bijection I * (Q; F)/I * (P ; F) ≃ U (P c (Q); F).
Proof. If P = Q then P c (Q) = t n and the result follows. Assume P < Q.
It remains to prove that f is surjective. Let A ∈ I * (Q; F). We claim that there exists B ∈ U (P c (Q), F) such that [A] = [B]. It is sufficient to prove that there exists X ∈ I * (P ; F) with AX ∈ U (P c (Q), F). The condition AX ∈ U (P c (Q), F) gives a non homogeneous linear system whose matrix is an element of I * (T P ; F), where T P is the induced subposet of the Cartesian product P × P . Then such a linear system admits a solution X.
Remark 2.8. The set isomorphism of Proposition 2.7 is not a group isomorphism, because in general I * (P ; F) is not a normal subgroup of I * (Q; F).
The symmetric group as Coxeter group
A Coxeter system (W, S) is a group W with a Coxeter presentation whose generators are the elements of the finite set S = {s 1 , · · · , s n−1 }, with relations given by s 2 i = e and (s i s j ) mij = e, for suitable m ij 2 if i = j, where e is the identity in W . Given a Coxeter system (W, S), the length function ℓ : W → N is defined by ℓ(w) := min{k : w = s 1 s 2 · · · s k }, for every w ∈ W .
For any J ⊆ S, the subgroup generated by J is denoted by W J . Define
We recall an important result (see [1, Proposition 2.4.4] ).
Proposition 2.9. Any element w ∈ W factorizes uniquely as
Then it can be defined an idempotent function P J : W → W J by P J (w) := w J .
One of the most important features of a Coxeter group is a natural partial order on it, called Bruhat order. It can be defined by the subword property (see [1, Chapter 2] and [14, Chapter 5] ). The subset W J ⊆ W is ordered by inducing the Bruhat order. The poset (W J , ) is graded with rank function ℓ (see [1, Theorem 2.5.5] ).
The symmetric group S n is a Coxeter group; its standard Coxeter presentation has generators S = {s 1 , ..., s n−1 }, where s i is the permutation 12...(i + 1)i...n, for all i ∈ [n − 1]. With respect to this presentation, ℓ(σ) = inv(σ), for every σ ∈ S n . Hence the element of maximal length is w 0 = n(n − 1)...21.
The following example should make clear how to obtain the permutation P J (σ). Let n = 7, J = {s 1 , s 2 , s 4 , s 6 } and σ = 4317625. Therefore we have to rearrange increasingly the blocks 431, 76 and 25. It follows that P J (σ) = 1346725.
We denote S 
The elements of S We are also interested in the so-called Gale ordering on S A Gale ordering on S n can be defined by setting u σ v if and only if σu σv, for all u, v ∈ S n . This is equivalent to require
Matroids
is a matroid 1 of rank k if it satisfies the Maximality Property:
the induced subposet (M, σ ) has maximum, for all σ ∈ S n .
Remark 2.12. Since the left multiplication by w 0 is an antinvolution of the poset (S n , ), the Maximality Property is equivalent to say that (M, σ ) has minimum, for all σ ∈ S n , i.e. has maximum and minimum, for all σ ∈ S n .
Recall that we identify the set S
provides the partition of Gr F (k, n) introduced and studied in [12] .
Remark 2.13. Notice that the equivalence classes of ∼ are given by the intersection between φ(Gr F (k, n)) and the orbits of the action of I * (t ( n k ) ; F) on P k F n , where φ is the Plücker embedding.
The Bruhat intervals in S (k) n are lattice path matroids, and viceversa (this fact can be easily verified); lattice-path matroids are positroids [18, Lemma 23] and transversal [?] .
The set of matroids in [n] k < can be ordered by inclusion (this order is usually called weak order, see e.g. [30, Chapter 9]). Definition 2.14. A subset F ⊆ S n such that the induced subposet (F, σ ) has maximum for all σ ∈ S n , is said to be a flag matroid.
The following proposition gives a connection between flag matroids and ordinary matroids.
Proof. Fix σ ∈ S n and let f σ be the maximum of the poset (F, σ ). We claim that
; this concludes the proof.
Remark 2.16. By [7, Theorem 4.4] , any Bruhat interval in S n is a flag matroid.
P-flag manifolds
In this section we introduce a class of homogeneous spaces which are the main object of our study, recovering as particular cases the flag variety and the moduli space X n,n of n independent lines in C n , introduced in [20] .
Let F be a field, n > 0 and P ∈ POS(n). Consider V := F n , the F-vector space with canonical basis {e i : i ∈ [n]}. Given any subset A ⊆ [n], we define the vector subspace
generates a distributive lattice by sums and intersections.
For n = 2, this reduces to the well-known Grassmann's formula.
Recall that an order ideal in a poset P is a subset I ⊆ P such that i ∈ I and j P i implies j ∈ I. The distributive lattice of order ideals of a poset P ∈ POS(n) is denoted by J (P). It is clear that there is a bijection between J (P) and the antichains of P , i.e. the set {max(I) : I ∈ J (P)}.
For i ∈ [n], we define the principal order ideal i ↓ in the poset P by setting
We write i ↓ P whenever we need to stress the poset under consideration. Notice that
The following is the main definition of this section.
.., V n ) of vector subspaces of V which satisfies the following conditions:
A c n -flag is a complete flag in the usual meaning. On the opposite side, a t n -flag is an n-tuple of lines in F n whose generators are linearly independent. The following example shows an intermediate case between the previous ones. For i ∈ [6] , let us define the vector space
The tuples The following proposition states some properties of a P -flag.
Proof. By the Grassmann formula and Definition 3.
To prove property 1., We are going to prove that the set of P -flags admits a structure of homogeneous space. To do this, we introduce the following function.
Definition 3.8. The Fon-Der-Flaass action (see [23] ) is the invertible function Ψ P : J (P) → J (P) defined by
for all I ∈ J (P).
Notice that Ψ P (∅) = min(P ) and Ψ P ([n]) = ∅. Now we are ready to prove the main theorem of this section. Theorem 3.9. There is a bijection between Fl P (F) and GL(n, F)/I * (P ; F).
Proof. An action of the group GL(n, F) on Fl P (F) is given by
In fact dimensions and inclusions are clearly preserved. Distributivity of {AV 1 , ..., AV n } follows by noting that
We prove that this action is transitive and the result follows since I * (P ; F) is the isotropy group of the standard P -flag F P e . Let F := (V 1 , ..., V n ) ∈ Fl P (F). By [21, Proposition 7.1, Chapt. 1], distributivity implies that there exists a basis B of V such that each of the subspaces
The set {B i : i ∈ [n]} generates (by unions and intersections) a distributive lattice B. We claim that B is isomorphic to the lattice J (P), i.e. we have
For any k ∈ N, k 1, define the induced subposet
and consider the vector space
We prove the claim by induction on k. Let k = 1. Then P 1 = min(P ) and
This implies the existence of an
This proves that the unique matrix A ∈ GL(n, F) such that Ae i = v i for all i ∈ [n], gives the following equality:
. This ensures that AF P e = F , i.e. the action is transitive and the result is proved.
The set Fl P (R) turns out to have a structure of differentiable manifold, which we call P -flag manifold. We recover the real flag manifold for P = c n . For arbitrary fields, we call Fl P (F) a P -flag space.
Corollary 3.10. Let P ∈ POS(n). The set Fl P (R) is a differentiable manifold of dimension n(n − 1) − |T P |.
Proof. Notice that I * (P ; R) is a closed subgroup of the Lie group GL(n; R); in fact an incidence group is defined by the vanishing of suitable entries, depending on P . By the closed-subgroup theorem (see, e.g. [13, Theorem 9.3.7]), I * (P ; R) is a Lie subgroup and (see [13, Theorem 10.1.10]) the quotient GL(n, R)/I * (P ; R) has a unique real manifold structure.
Since the Lie algebra of I * (P ; R) is the Lie algebra of the incidence algebra I(P ; R) and its dimension is |P | + |T P |, we obtain the stated formula (see, e.g. [13, Corollary 10.1.12]).
Remark 3.11. The previous result ensures also that Fl P (C) is a differentiable real manifold of dimension 2n(n − 1) − 2|T P |.
By Theorem 3.9 we can deduce the cardinality of the set of P -flags on a finite field of q elements. Proof. First of all recall the well-known formula
It is clear that |I * (P ; F q )| = (q −1) n q |TP | . Then the result follows from Theorem 3.9.
The following proposition reveals a duality phenomenon, which doesn't appear in the classical case, since a chain c n is self-dual (see Remark 2.4).
Proposition 3.13. Let P ∈ POS(n). Then we have a bijection Fl P (F) ≃ Fl P * (F).
Proof. On a finite field F q , the set isomorphism is clear, since |T P | = |T P * | and, by Corollary 3.12, we obtain |Fl P (F q )| = |Fl P * (F q )|. Let us consider an arbitrary field and w 0 be the permutation matrix corresponding to w 0 ∈ S n . Observe that the assignment A → w 0 A T w 0 , for all A ∈ I * (P ; F), defines a group isomorphism I * (P ; F) → I * (P * ; F) op , where I * (P * ; F) op is the opposite group. The bijection is then given by GL(n; F)/I * (P ; F) ≃ GL(n; F) op /I * (P * ; F) op ≃ GL(n; F)/I * (P * ; F).
Some examples
Given a positive integer n, the n-th configuration space of a set X is
The following is an example of the duality in Proposition 3.13. Unless otherwise specified, the symbol ≃ stands for a bijection. Then Fl P (F) ≃ Conf 2 P(F 3 ) . The dual poset P * , whose Hasse diagram is the one on the right, gives
.
We now consider the case of the trivial poset P = t n . It is worth of mention that Fl tn (C) is the variety X n,n introduced in [20] . If we drop the distributivity condition in Definition 3.3, for P = t n and F = C, one obtains the moduli space of spanning configurations X 1 n ,n introduced in [22] , where 1 n := (1, 1, . . . , 1) ∈ C n .
(Q, P )-cells
Let P, Q ∈ POS(n). In this section we consider the left action of the incidence group I * (Q; F) on Fl P (F). For P = Q = c n , the orbits are the classical Schubert cells of the flag variety, which are indexed by the elements of the symmetric group S n . In Proposition 4.1 we prove that for other choices of Q and P , the action of I * (Q; R) on the Fl P (R) has infinitely many orbits. Moreover we study a class of orbits, corresponding to permutations in S n , which have a particularly nice description as in the classical case. A procedure to decompose Fl P (F) into a finite number of cells is explained in the subsequent sections, by inducing a finite cell decomposition of the projective space in which Fl P (F) is injected. Proof. It is well known that if P = Q = c n then the double quotient is in bijection with the symmetric group S n .
Let Q be any poset and P = c n . The maximal possible dimension d of an orbit of I * (Q; R) is reached when Q = c n and the isotropy group is the group of diagonal matrices; then d = dim(I * (c n ; R)) − n = n(n−1) 2 by [13, Corollary 10.1.12]. By Corollary 3.10, dim(GL(n; R)/I * (P ; R)) = n(n − 1) − |T P |. Since P = c n , the minimum of n(n − 1) − |T P | is reached when P has only two incomparable elements; its value is n(n − 1) − n(n−1)−2 2 = n(n−1) 2 + 1. Therefore dim(GL(n; R)/I * (P ; R)) is always strictly greater then the dimension of every orbit of I * (Q; R), which implies the infiniteness of the set of such orbits. Now we consider a collection of orbits of I * (Q; F) on Fl P (F) which share some properties with the classical Schubert cells of the flag variety. For any permutation σ ∈ S n , let us define the P -flag
. When σ is the identity we recover the standard P -flag F P e . Notice that [QP ] σ Q, for every P, Q ∈ POS(n), σ ∈ S n . Example 4.4. Let Q ∈ POS(n). It is clear that [Qc n ] e = Q and [Qt n ] σ = t n for all σ ∈ S n . Moreover [Qc n ] w0 = t n , where recall that w 0 = n · · · 321.
Example 4.5. The Hasse diagram of the poset [c n c n ] σ is the graph G σ defined in [5] . This is also the poset such that the complement of its comparability graph is the inversion graph of the permutation σ (see [17] ). 
For Q = P = c n this function gives the usual inversion number inv(σ) of a permutation in S n . Theorem 4.8. Let P, Q ∈ POS(n) and σ ∈ S n . Then we have the following bijections:
Proof. Let A ∈ I * (Q; F) and F P σ = (V 1 , ..., V n ), where V j = span F {e σ(i) : i ∈ j ↓ P }, for all j ∈ [n]. We have only to prove that the isotropy group of F P σ under the action of I * (Q; F) is I * ([QP ] σ ; F).
We have that V 1 = span F {e σ(1) } and AV 1 = V 1 if and only if A i,σ(1) = 0 for all i < Q σ(1). Again AV 2 = V 2 if and only if A i,σ(2) = 0 for all i < Q σ(2) such that i ∈ {σ(k) : k ∈ 2 ↓ P }. In general, AV j = V j if and only if A i,σ(j) = 0 for all i < Q σ(j) such that i ∈ {σ(k) : k ∈ j ↓ P }. A coset of A ∈ I * (Q; F) is determined, similarly to Proposition 2.7, setting A i,i = 1 for all i ∈ [n] and A ij = 0 whenever (i, j) ∈ T [QP ]σ . Then the degree of freedom in the quotient is |T Q \ T [QP ]σ | = inv Q,P (σ).
An immediate consequence of the previous result is the following statement. 
Incidence stratifications of Grassmannians
In this section we provide a partition of the projective space P(F n ), given by the action of the incidence group I * (Q; F), for any poset Q ∈ POS(n). The orbits of such an action turn out to be affine varieties in one-to-one correspondence with the distributive lattice J (Q).
This decomposition induces a partition of any subset of a projective space. We investigate the induced partition on the Grassmannian varieties, recovering the Schubert cell partition, for Q = c n , and the matroid strata introduced in [12] , when Q = t n .
Q-stratification of a projective space
Let Q ∈ POS(n), V = F n and P(V ) its projective space. The subalgebra I(Q; F) ⊆ End(V ) has invariant-subspace lattice isomorphic to J (Q). The socle filtration of the action of I(Q; F) on V is given by
for all i > 0 such that Ψ i Q (∅) Ψ i+1 Q (∅), where Ψ Q is given in Definition 3.8. Clearly this action carries an action of I * (Q, F) on P(V ), whose orbits are given in the following theorem. Recall that we define V A := span F {e i : i ∈ A}, for any subset A ⊆ [n]. For any field F, we say that Q I (F) is a Q-Schubert cell of P(V ) and we define Q I (F) := H∈J (I)\{∅} Q H (F), saying that Q K (F) is a Q-Schubert variety, which turns out to be a projective space.
The following are immediate consequences of Theorem 5.1. 
In the case of a finite field F q , we provide a formula for the number of points of a Q-Schubert cell Q I (F q ). 
Q-stratification of a Grassmannian
For n > 0, k ∈ [n] and Q ∈ POS(n), consider the cartesian product Q k of the poset Q. Recall that the order on Q k is defined by
The poset Q k admits an action of the symmetric group S k , as showed in the next result, whose proof is straightforward. is an automorphism of the poset Q k . This defines a group morphism S k → Aut(Q k ).
The following poset is fundamental in our construction.
Definition 5.6. We define a partial order Q on the set [n] k < by letting
for some σ ∈ S k . We denote such a poset by Q k < .
Notice that Q 1 < = Q. For k > 1 it could be not obvious that ([n] k < , Q ) is a poset. We have the following:
1. reflexivity: straightforward, by taking σ = e.
2. antisymmetry: σ(i 1 , ..., i k ) Q (j 1 , ..., j k ) and τ (j 1 , ..., j k ) Q (i 1 , ..., i k ), for some σ, τ ∈ S k . Then τ σ(i 1 , ..., i k ) Q (i 1 , ..., i k ). From the fact that i 1 < ... < i k , we obtain τ σ = e. Hence (i 1 , ..., i k ) Q τ (j 1 , ..., j k ) Q (i 1 , ..., i k ), which implies τ = σ = e and (i 1 , ..., i k ) = (j 1 , ..., j k ).
transitivity: let
n for all k ∈ [n − 1], as follows from the next proposition and Proposition 2.10. Proof. Without loss of generality, we may assume that Q has a maximum (a similar argument works also in the case that Q has a minimum). Let Q = c n and (i 1 , ..., i k ) Q (j 1 , ..., j k ). Then there exists a minimal h ∈ [k] such that j h < i h . Let σ ∈ S k . There are three cases to be considered.
σ(h)
= h: we have that j h < i h = i σ(h) and this implies σ(i 1 , ..., i k ) Q (j 1 , ..., j k ).
σ(h) > h:
in this case i σ(h) > i h > j h , so σ(i 1 , ..., i k ) Q (j 1 , ..., j k ).
σ(h) < h: in this case h > 1. There exists t ∈ [h − 1] such that σ(t) h;
then i σ(t) i h > j h and σ(i 1 , ..., i k ) Q (j 1 , ..., j k ). Now let Q ∈ POS(n)\ {c n } with maximum1. Then there exists an antichain
We can consider Q k < as an element of POS n k , the linear extension being the one given by the lexicographic order on [n] k < , as showed in the next proposition. Proof. We claim that Q P implies Q k < ֒→ P k < , for all Q ∈ POS(n). In fact,
gives a linear extension of Q k < . The duality proved in the following proposition is a poset theoretic version of the Grassmannian duality Gr F (k, n) ≃ Gr F (n − k, n). Proposition 5.9. Let Q ∈ POS(n). Then the following poset isomorphism holds for all k ∈ [n − 1]:
Proof. Let a = (a 1 , ..., a k ) ∈ [n] k < and b = (b 1 , ..., b k ) ∈ [n] k < . Recall that we consider n k=1
[n] k < as the boolean algebra P([n]). We let g c :
In fact, let x Q y and y Q z for some y ∈ a ∩ b, x ∈ a and z ∈ b, such that x < y, x Q y and y Q z. Then x Q z and we have that a Q τ b, where τ is the transposition which exchanges y with z.
We have that a c \ b c = b \ a and b c \ a c = a \ b; hence, by the previous claim, b c Q a c .
Remark 5.10. By the proof of Proposition 5.9, we can conclude that a Q b if and only if a \ b Q b \ a, for all a, b ∈ [n] k < . This is very useful to deal with concrete examples of the poset Q k < . Let Q ∈ POS(n); there exists a representation π k Q : I * (Q; F) → Aut k V given by diagonal action:
for every A ∈ I * (Q; F) and v 1 , ..., v k ∈ V .
Theorem 5.11. The group morphism π k Q is injective and π k Q (I * (Q; F)) is a subgroup of the incidence group I * (Q k < ; F). Proof. Let A ∈ I * (Q; F) such that π k Q (A) = Id. Then any subspace of dimension k of V is A-invariant. This implies that A = Id n . Moreover we have that, for (i 1 , ..., i k ) ∈ Q k < ,
Let φ : Gr F (k, n) → P k V be the Plücker embedding. We can decompose the projective space P k V , according to the action of the incidence group I * (Q k < ; F). The orbits of such an action give, by intersection, a partition of the Grassmannian Gr F (k, n).
Definition 5.12. Let Q I (F) be a cell of the action of I * (Q k < ; F) on the projective space P k V , for any order ideal I ∈ J (Q k < ). The set F (n, k) ).
The next result follows directly from the definition and Theorem 5.1. [Q] H (F).
The following proposition asserts that, in a Grassmannian variety, a c n -Schubert cell is a Schubert cell. In other words, a Schubert cell is the intersection of Gr F (k, n) with a (c n ) k < -cell of the projective space P k V .
Proposition 5.14. Let σ ∈ S (k) n be a Grassmannian permutation and C σ (F) the corresponding Schubert cell of Gr F (k, n). Then n) ) is an orbit under the action of π k cn (I * (c n ; F)) of the point φ(span F {e σ(1) ∧ ... ∧ e σ(k) }). By Theorem 5.11, π k cn (I * (c n ; F)) is a subgroup of I * (Q k < ; F); therefore the orbits of I * (Q k < ; F) on P k V are partitioned into orbits of π k cn (I * (c n ; F)). But the Schubert cells give a partition of Gr F (k, n), so the result follows.
Remark 5.15. The Zarisky closure of the cell corresponding to the matroid M in the matroid stratification of Gr C (k, n) is included in [t n ] M (C). In fact, in general, given a topological space (X, τ ) and A ⊆ X with the induced topology, for any open set U ∈ τ one has that U ∩ A ⊆ U ∩A. This inclusion can be strict, see [11, Counterexample 2.6] . Notice that the t n -Schubert variety [t n ] I (C) in Gr F (k, n) is called Grassmannian of the matroid I in [3, Definition 3.5] .
When Q = c n , by the fact that a Schubert variety is union of Schubert cells according to the Bruhat order of S (k) n , it is clear that the intersection is equal to the closure in Gr C (k, n), so a c n -Schubert variety in Gr C (k, n) is a Schubert variety.
We define the set of Q-Schubert cells of Gr F (k, n) as
Definition 5.16. Let Q ∈ POS(n). We call (Q k B (F), ⊆) the Q-Bruhat poset of Gr F (k, n).
By Proposition 5.14, for Q = c n the Q-Bruhat poset of Gr F (k, n) is isomorphic to S (k) n with the Bruhat order. Moreover we have that the poset (Q 1 B (F), ⊆) is equal to (J (Q) \ {∅}, ⊆), for all Q ∈ POS(n).
We provide a characterization of the Q-Schubert cells in terms of matroids representable over F. 
is an element of φ(Gr F (k, n)), where a (i1,...,i k ) ∈ F \{0} for all (i 1 , ..., i k ) ∈ max(I). From the fact that a singleton {(i 1 , ..., i k )} is always the set of bases of a matroid representable over every field, we deduce the following corollary. : u z v} is a Bruhat interval in the poset (S It is natural to go on with further investigations on the Q-Bruhat orders introduced in this section. For instance, supported by several computational examples, we formulate a conjecture. In this section we use the results of the previous one to decompose the set Fl P (F) into a finite number of cells, for every field F. In order to do this we embed Fl P (F) in a suitable projective space.
Recall that V = span F {e i : i ∈ [n]}. Let P ∈ POS(n). We let a function
defined by the assignment
. It is easy to see that this function is injective.
Let Q ∈ POS(n). There exists a representation
obtained extending the action of I * (Q; F) on V :
for all A ∈ I * (Q; F).
Theorem 6.1. The group morphism π is injective and π Q (I * (Q; F) ) is a subgroup of the incidence group I * (Q P ; F), where
Proof. Let A ∈ I * (Q; F) be such that π Q (A) = Id. Then Av 1 ∈ span F {v 1 } for all v 1 ∈ V , i.e. A is the identity matrix. The other assertion follows by Theorem 5.11.
We can decompose the projective space P n i=1 |i ↓ P | V according to the action of the incidence group I * (Q P ; F). The orbits of such an action, which are finite in number, give, by intersection, a finite number of cells of Fl P (F). [Q] P H (F).
The following proposition asserts that, in the flag variety, a a c n -Schubert cell is a Schubert cell. In other words, a Schubert cell is the intersection of Fl n (F) with a (c n ) cn -cell of the projective space P n i=1 i V . Proposition 6.4. Let σ ∈ S n and C σ (F) the corresponding Schubert cell of Fl n (F). Then C σ (F) = Q P Iσ (F) ∩ φ cn (Fl n (F)), where P = Q = c n and I σ is the principal order ideal of (c n ) cn with maximum
< is the tuple obtained ordering x 1 , ..., x h . Proof. A Schubert cell C σ (F) in the flag variety φ cn (Fl n (F)) is an orbit of the flag φ cn (F σ ) under the action of π(I * (c n ; F)). By Theorem 6.1, the group π(I * (c n ; F)) is a subgroup of I * ((c n ) cn ; F) and we conclude as in the proof of Proposition 5.14.
We define the set of Q-Schubert cells of Fl P (F) as
Definition 6.5. Let P, Q ∈ POS(n). We call (Q P B (F), ⊆) the Q-Bruhat poset of Fl P (F). By Propositions 6.3 and 6.4, the c n -Bruhat poset of Fl n (F) is isomorphic to S n with the Bruhat order.
In order to characterize the Q-Schubert cells of Fl P (F) we need to introduce the notion of P -flag matroid.
P -flag matroids
Let P ∈ POS(n). We let π P i : [n] P → [n] |i ↓ | < the projection on the i-th factor of the Cartesian product, having defined
For example, we have that [n] tn ≃ [n] n . The symmetric group S n acts on [n] P as σ((i 1,1 ), (i 2,1 , ..., i 2,|2 ↓ | ), ..., (i n,1 , ..., i n,|n ↓ | )) :=
for all σ ∈ S n . 
Note that the Gale ordering e tn on [n] tn ≃ [n] n is the Cartesian product of posets n k=1 c n .
We are ready to give a notion of P -flag matroid in analogy of the one of flag matroid, see Definition 2.14. Definition 6.7. A subset F ⊆ [n] P is a P -flag matroid if it has maximum and minimum under the ordering σ P , for every σ ∈ S n . The set [n] P is a always a P -flag matroid, which we call uniform P -flag matroid. Remark 6.8. By Remark 2.12, a P -flag matroid has σ -minimum, for every σ ∈ S n . Remark 6.9. A flag matroid is a c n -flag matroid contained in the set
It should be clear that, by definition, given a P -flag matroid F ⊆ [n] P , the set {π P i (F ) : F ∈ F } is a matroid of rank |i ↓ |, for all i ∈ [n]. Therefore a P -flag matroid can be seen as a tuple (M 1 , ..., M n ) of matroids on the set [n].
Let
Theorem 6.10. Let (M 1 , ..., M n ) be a tuple of matroids represented by a P -flag (V 1 , ..., V n ) ∈ Fl P (F). Then the set F := {(F 1 , ..., F n ) : F i is a basis of M i } is a P -flag matroid and its σ P -maximum M σ = (m 1 σ , ..., m n σ ) has the following property:
Proof. Let σ ∈ S n and m h σ ∈ M h be the maximum of the poset (M h , σ ), for all h ∈ [n]. It is clear that (m 1 σ , ..., m n σ ) is the maximum of (F , σ ). Let i < P j. Then (V i , V j ) is a partial flag; by [ For instance, the set {(1, 2), (2, 1)} is not a t 2 -matroid.
The following useful criterium can be deduced directly using the injection
Proposition 6.12. Let F ⊆ [n] P be a P -flag matroid represented by (V 1 , ..., V n ) ∈ Fl P (F). If (F 1 , ..., F n ), (G 1 , ..., G n ) ∈ F , then (F 1 , ..., F i−1 , G i , F i+1 , ..., F n ) ∈ F , for all i ∈ [n].
Q-stratification of P -flag spaces
Now we are able to provide a characterization of Q-Schubert cells in the space Fl P (F). Proof. The result follows immediately by Theorem 6.10, by an argument similar to the one in the proof of Theorem 5.17. Proposition 6.14. We have that (S n , ) ≃ ((c n ) cn B (F), ⊆). Proof. Let I 1 , I 2 ∈ J ((c n ) cn ) such I 1 ⊆ I 2 and max(I 1 )∪I ′ 1 , max(I 2 )∪I ′ 2 are c nflag matroids represented by flags, for some subsets I ′ 1 ⊆ I 1 , I ′ 2 ⊆ I 2 . Since the c n -Gale order e on (c n ) cn is the Bruhat order, by the Maximality Property of P -flag matroids, | max[max(I 1 )∪I ′ 1 ]| = | max(I 1 )| = 1 and | max[max(I 2 )∪I ′ 2 ]| = | max(I 2 )| = 1. So the result follows by Theorem 6.10.
The following examples show the stratification of Fl 3 (F) induced by the action on the projective space P [V ⊗ (V ∧ V )] of the group I * (Q×Q 2 < ; F), where Q ∈ POS(3) is one of the posets of Example 3.14. In this case the factor V ∧V ∧V is redundant. Example 6.15. Let P = c 3 and Q ∈ POS(3) be the poset whose cover relations are 1 ⊳ Q 3 and 2 ⊳ Q 3. Then the poset Q × Q 2 < has the following Hasse diagram 3 : By Theorem 6.10, the principal order ideal of Q × Q 2 < which satisfy the condition of Theorem 6.13 are the ones with maximum in the set {(1, 12), (2, 12) , (1, 13) , (2, 23) , (3, 13) , (3, 23)}, which corresponds to the symmetric group S 3 . We consider S 3 with its standard Coxeter presentation given by generators {s, t}. Then s = 213 = (2, 12), t = 132 = (1, 13), st = 231 = (2, 23), ts = 312 = (3, 13) and sts = 321 = (3, 23) .
Using Definition 6.7, Theorem 6.10 and Proposition 6.12, the remaining order ideal to be considered are {(1, 12), (2, 12)}, which is represented by the flag (span F {e 1 + e 2 }, span F {e 1 ∧ e 2 }) , and the order ideal I such that max(I) = {(1, 13), (1, 23) , (2, 13) , (2, 23)}. We have that max(I) is represented by the flag (span F {e 1 + e 2 }, span F {(e 1 + e 2 ) ∧ e 3 }) .
Therefore the poset (Q cn B , ⊆) has the following Hasse diagram: We end this section with the following conjecture. Conjecture 6.16. Let n > 0, k ∈ [n] and Q, P ∈ POS(n). Then the poset (Q P B (C), ⊆) is graded. Conjecture 6.16 holds when Q = P = c n , since the Bruhat order on S n is graded with rank function the inversion number. Also for P = t n and Q = c n the poset is graded, see Corollary 6.23.
The t n -flag space and its parking function stratification
The t n -flag space has been stratified by permutations in [20] by gluing the orbits of the left action of the group of lower triangular matrices (more in general the varieties X n,k studied there have been stratified by Fubini words, which reduce to permutations when k = n). In this section we provide a stratification of a t n -flag space by parking functions. We refer to [27, Exercise 5 .49], [29] and [32] for further details and references on parking functions. Definition 6.17. A parking function over n is an element (a 1 , ..., a n ) ∈ [n] n such that (a 1 , ..., a n ) cn (σ(1), . . . , σ(n)), for some permutation σ ∈ S n .
For example (4, 1, 1, 1, 2, 6, 4) is a parking function over 7. Definition 6.18. If (a 1 , ..., a n ) cn (σ(1), . . . , σ(n)) for some σ ∈ S n , we say that (a 1 , ..., a n ) is a dual parking function over n.
For example (6, 3, 5, 1, 2, 7, 7) is a dual parking function over 7. Notice that the self-dual parking functions are the permutations.
We want to describe the c n -stratification of the space Fl tn (F). Proof. By definition of t n -flag matroid, only principal order ideals have to be considered in Theorem 6.13, for the other ones have more than one maximal element.
A t n -flag matroid over F is represented by an element v :
F n , such that v 1 , ..., v n are linearly independent or, equivalently, by a matrix M (v) ∈ GL(n, F) with columns v 1 , ..., v n . Therefore v = (i1,...,in)∈[n] n
where (v i ) j ∈ F is the j-th component of the vector v i , for all i, j ∈ [n]. It is clear that, since M (v) ∈ GL(n, F), there exists σ ∈ S n such that (v 1 ) σ(1) · · · (v n ) σ(n) = 0. If [c n ] tn I (F) = ∅ then, by our previous considerations and Theorem 6.13, there exists σ ∈ S n such that (σ(1), . . . , σ(n)) ∈ I, i.e. max(I) cn (σ(1), . . . , σ(n)); so max(I) is a dual parking function.
On the other hand, if max(I) = (a 1 , ..., a n ) is a dual parking function then (a 1 , ..., a n ) cn (σ(1), . . . , σ(n)) for some σ ∈ S n and the vector v := 
