Abstract. The Arnoldi iteration, usually viewed as a method for calculating eigenvalues, can also be used to estimate pseudospectra. This possibility may be of practical importance, for in applications involving highly non-normal matrices or operators, such as hydrodynamic stability, pseudospectra may be physically more signi cant than spectra.
1. Introduction. Large-scale nonsymmetric matrix eigenvalue problems, which typically arise via discretization of non-self-adjoint di erential or integral operators, are commonly solved numerically by the Arnoldi iteration and its variants 1, 5, 16] . In this paper we explore the possibility that the Arnoldi iteration can also be used for the estimation of pseudospectra. This idea was perhaps rst proposed by Ruhe in a talk at the 1993 Householder Symposium 13] , and a related suggestion involving polynomial lemniscates was made earlier by Nachtigal, Reichel and Trefethen 8] . Recent developments suggest that in some applications, the pseudospectra of a matrix or operator may be more signi cant physically than its spectrum (see x5). Since calculations of pseudospectra are much more expensive than calculations of spectra, this suggests that it may be desirable to devise methods for determining them iteratively.
Let A be a real or complex N N matrix, and let k k denote the 2-norm. At the nth step of the Arnoldi iteration, an n n Hessenberg matrix H n is constructed that is in some sense an approximation to A (see the Appendix for details). Speci cally, H n satis es (1) H n = Q n A Q n ; where Q n is an N n matrix with orthonormal columns q 1 ; : : : ; q n spanning the Krylov subspace K n = hq 1 ; Aq 1 ; : : : ; A n?1 q 1 i C N . H n can be interpreted as the representation in the basis fq 1 ; : : : ; q n g of the orthogonal projection of A onto K n . In its simplest form our algorithm consists of nothing more than computing the pseudospectra as well as the spectra of the Hessenberg matrices H n .
For any 0, the -pseudospectrum of a matrix A is de ned by 19] If A is normal (has a complete set of orthogonal eigenvectors), then (A) is just the To the eye, at least, the convergence of (H n ) to (A) in Fig. 1 is compelling.
At n = 5 the Arnoldi iteration has not learned much of value, but by n = 10, good approximations have begun to emerge. At n = 20 the approximations are excellent.
To produce plots like these, we determine k(zI ? A) ?1 k = 1= min (zI ? A) (similarly for H n ) on a grid of z values in the complex plane, typically of size around 40 40, and send the resulting data (actually its logarithm) to a contour plotter. All of this is done in Matlab. Since the cost of an SVD grows cubically with the dimension of the matrix ( min denotes the smallest singular value), these are big computations, and if n = 64 can be replaced by n = 20, the savings will be a factor of around 30.
Note that, as is typical in cases of extreme non-normality, the convergence of the eigenvalues of H n to those of A in Fig. 1 is slow. The eigenvalues are too illconditioned to be easily resolved. This is just the sort of problem where eigenvalues are likely to be of limited physical signi cance and where pseudospectra may provide a useful alternative. For a discussion of the physical signi cance of pseudospectra, including transient evolution phenomena, the e ect of small perturbations, and the notion of \pseudo-resonance" in highly non-normal systems, see 21]. Not every matrix behaves so nicely as in Fig. 1 . In Fig. 2 we consider the 64 64 \Grcar matrix," a Toeplitz matrix with ?1 on the subdiagonal and 1 on the main diagonal and on the rst three superdiagonals. This time, Arnoldi approximations at steps 10, 20, 30 and 40 are plotted, and only at n = 40 is reasonable convergence of the pseudospectra beginning to be evident. Although (40=64) 3 0:24 is still substantially less than 1, this is a case where there is probably little to be gained in approximating (A) by (H n ). for all of these, and nd that the Kahan matrix exhibits the best convergence and the Grcar matrix among the worst. Based on these examples alone, one would probably conclude that the Arnoldi approach to calculation of pseudospectra holds some promise but is not completely convincing. However, the matrices of 19] are not typical of the large-scale problems that arise in practice. For these special matrices, selected for their dramatic pseudospectra, the non-normality is such that all N eigenvalues are strongly coupled to one another.
In applications, it is more typical for a small number of eigenvalues to be dominant and not strongly coupled to the others, with the behavior of the pseudospectra in the vicinity of these eigenvalues being of primary interest. In such cases Arnoldi approximations may perform better. We can think of this as a prototype of a highly non-normal compact operator, and imagine that it is the behavior of the spectrum and pseudospectra away from the n = 10 n = 20 n = 30 n = 40 origin that is of interest. The convergence is excellent. Moreover, it would be nearly as fast even if N were much larger than 64. For an example like this, the payo in estimating pseudospectra iteratively could be huge.
3. Modi ed Arnoldi iterations. The large-scale matrices that arise most often in applications are of a kind di erent from all of our examples so far. These are discretizations of di erential operators, which are not compact. As in Fig. 3 , it is the behavior near a few leading eigenvalues that is of greatest interest, but the rest of the spectrum will typically extend to 1 in the complex plane.
It is well known that a pure Arnoldi iteration may be ine ective in cases of this kind. As an example, consider another bidiagonal matrix, de ned by (4) a kk = ?0:3k; a k;k+1 = 1:
Here the spectral and pseudospectral behavior near the origin should be largely unaffected by whether the dimension is 64 or 64,000. A pure Arnoldi iteration will have di culty nonetheless, and the di culty will increase with the dimension. This is illustrated in Fig. 4a , with N = 64, where we see quite disappointing convergence to the pseudospectra near z = 0.
Solutions to this problem have been proposed by several authors. One approach is to suppress the part of the spectrum far from the origin by an ancillary linear n = 5 n = 10 n = 15 n = 20 To be e ective, such methods depend on the assumption that inverting A (i.e., solving a system Ax = b) is cheaper than the computation of main interest. This assumption is satis ed by many sparse eigenvalue problems, since sparsity can often be taken better advantage of for systems of equations than eigenvalues. It is amply satis ed in many calculations of pseudospectra, since these computations are even more expensive. We shall not attempt a systematic comparison of the uses for estimating pseudospectra of the various acceleration and preconditioning methods that have been proposed. Instead, we shall consider just the simplest modi ed Arnoldi process, to give an idea of the great speedups that may be achieved by these methods. Figure 4b shows excellent agreement of (H n ) and (A). Evidently the inverseArnoldi idea is highly e ective for this problem. We take this as illustrative of the kind of gains that may be achieved by acceleration techniques in cases where A is invertible at reasonable cost. 4 . Projection onto an invariant subspace. There is another, more elementary trick that we must not omit to mention. Calculations of pseudospectra are expensive, much more so than the calculation of a single eigenvalue decomposition. It follows that when the latter is a ordable, much may be gained by simply calculating an eigenvalue decomposition of A, then projecting it onto the subspace of C N spanned by certain eigenvectors. Typically these might be the eigenvectors associated with a subset of eigenvalues of A of maximal real part. This idea may be useful even when no Arnoldi iterations are in prospect; it was used, for example, in 11].
The mechanics of such a projection are as follows. We have already noted after Figure 4c illustrates that for the example (4), this eigenvalue projection idea gives highly accurate pseudospectra. Despite its triviality, this trick can save a great deal of work. For example, an eigenvalue decomposition of a matrix of dimension 300 is a straightforward matter, whereas computing pseudospectra of such a matrix is a major project on most machines available today. If the dimension can be reduced to 30 by eigenvalue projection, the calculation of pseudospectra becomes easy. Figure 5 , following the format of Figure 4 , presents a less contrived example. Consider the convection-di usion operator , an e cient procedure is to construct a discretization matrix A based on Chebyshev spectral di erentiation (we omit details). Unfortunately, for an accurate picture, the dimension of A has to be on the order of 100, making the calculation of the pseudospectra quite time-consuming, and if we wanted results in a larger region of the complex plane, matters would get worse. The gure shows that the inverseArnoldi idea works reasonably well here. Since A is dense, the eigenvalue projection idea is even better, and with n = 40 it produces a perfect picture with ten times less computing than would be involved in treating the full matrix with N = 100.
The dashed curves in Fig. 5 , corresponding to the boundary of the numerical range, are worth a comment. Note that in Fig. 5b and 5c , we appear to have convincing convergence of the numerical range estimate in the upper half of the plot, but no dashed mirror image appears in the lower half. The explanation is that the actual 100 100 spectral di erentiation matrix considered here has some huge \outlier" eigenvalues, of size 1:2 10 4 . These eigenvalues are artifacts of the discretization, with no relevance to the convection-di usion operator L, but they make the numerical range of A much large than the axis scales of the gure. Thus the dashed curves in the upper half of Fig. 5 are in fact wrong in that they do not correspond at all to the matrix A being approximated. In a deeper sense, however, they are right, for they correspond perfectly to the numerical range of the operator L. Thus we see that restricting attention to a small part of the complex plane may sometimes undo some of the damage done in discretizing an operator.
For larger problems than those illustrated in this paper, a combination of the Arnoldi iteration and eigenvalue projections might be advantageous. A matrix of dimension 5000, for example, might be projected to dimension 100 by the Arnoldi iteration, whereupon an eigenvalue decomposition might be used to project to an invariant subspace of dimension 30. In such a sequence the speed-up over a straightforward calculation of pseudospectra might be on the order of thousands.
5. Discussion. In this paper we have proposed that the iterative algorithms that have been developed for calculating spectra of large matrices may also be useful for estimating pseudospectra. If the matrix is a sparse approximation of a di erential operator, the gains to be achieved by rational variants of the Arnoldi algorithm may be very great. If the matrix is dense, other acceleration devices may play a role, and surprisingly good results can be achieved by the simple method of computing the eigenvalue decomposition of A, then projecting onto an invariant subspace associated with a subset of the eigenvalues.
We have made no attempt to explain why these methods approximate pseudospectra as well as they do, let alone prove theorems. An obvious observation is that if h n+1;n = 0, then the Arnoldi iteration has reduced A to block triangular form, which implies k(zI ? H n ) ?1 k k(zI ? A) ?1 k; if h n+1;n is small but nonzero, this bound can be modi ed appropriately. The direction of this inequality gives an indication of why our Arnoldi approximations of pseudospectra typically approach the pseudospectra of A from the inside. However, there is undoubtedly much more going on than just this, and we defer a theoretical study to future work.
It should be mentioned that the idea of using the Arnoldi iteration for purposes more general than just the calculation of eigenvalues is not new. The Arnoldi iteration potentially has relevance in all kinds of matrix problems where A is too big to deal with directly, but where there is reason to expect that the essential behavior can be captured by a low-dimensional projection. The example that has received the most attention is the use of Krylov subspaces to approximate e tA 4], 17]. Of course the approximation of pseudospectra is not unrelated to the approximation of e tA , since after all, the ultimate purpose of estimating pseudospectra is often to obtain better insight into the behavior of ke tA k than the spectrum alone provides.
In closing, we would like to expand on this remark with an observation about the uses of Arnoldi iterations and the uses of spectra. Our examples have shown that in cases of pronounced non-normality, the behavior of a Krylov subspace iteration may be more closely tied to the pseudospectra of a matrix or operator than to its spectrum. A curious parallel of this statement is the recent discovery that in applications involving pronounced non-normality, what is ultimately of physical interest may also be tied more closely to the pseudospectra than to the spectrum. In particular this is true of the problem of hydrodynamic instability of uid ows in a pipe or a channel, where traditional eigenvalue methods fail to explain the instabilities that are observed in practice, but pseudospectra do much better 2], 10], 21]. In our view, these two parallel statements about spectra and pseudospectra form a natural pair. In highly non-normal problems, the Arnoldi iteration may indeed be ine ective at determining eigenvalues, but we should not wish it to. The information that it does acquire may be deeper and more valuable.
Appendix. The Arnoldi iteration. A complete reduction of A to upper Hessenberg form by an orthogonal similarity transformation might be written A = QHQ , or AQ = QH. The idea of the Arnoldi iteration is to compute the rst steps of this reduction, starting from the condition that the rst column of Q is a prescribed starting vector q 1 with kq 1 k = 1. Let Q n be the N n matrix whose columns are the rst n columns of Q, The vectors fq j g form orthogonal bases of the successive Krylov subspaces generated by A and b , K n = hb; Ab; : : : ; A n?1 bi = hq 1 ; q 2 ; : : : ; q n i C N :
As a practical matter the iteration can be implemented with the aid of a \black box" procedure for computing the matrix-vector products Aq n , which can be designed to take advantage of sparsity or other structure of A.
Note that the product Q n Q n+1 is equal to the n (n+1) identity, i.e., the n (n+1) matrix with 1 on the main diagonal and 0 elsewhere. Therefore Q n Q n+1H n is the n n 
