Controlling complex networks is of great importance in many application regions.
Introduction
Controlling a complex network [1] [2] [3] is of great importance in many applications, such as social networks, biological networks, and technical networks. Existing works have shown the controllability analysis of the complex networks may help to identify the virus target [4] , finding cancer related genes [5] , and analyzing the interbank market [6] .
A network is said to be controllable [1] if it can be driven from any initial state to a desirable state within a finite time by inputting external control signals through some suitably selected nodes. These nodes are called input nodes [7] , driver nodes [8] or controls [9] . The input nodes, used to control the network, can be obtained by the maximum matching of the network [10] . The unmatched nodes corresponding to any maximum matching are the minimum set of input nodes (in short, MIS). Liu [9] found that the size of an MIS is close related to the degree distribution. Ruths [9] quantified the node composition of an MIS and analyzed the control profiles of many real. Menichetti [11] found that the fraction of input nodes is primarily determined by low in-degree and low out-degree nodes. Furthermore, the possible input nodes which at least participate in one MIS are connected by the input adjacency [7] . The possible input nodes exhibit a surprising bifurcation phenomenon in the dense networks [12] , which is rooted by the emergence of the giant control component [7] .
However, the maximum matchings are not unique in many networks [13] . Therefore, there are many MISs which can fully control the network (Fig.1) . Unfortunately, although any MIS can be found within polynomial time, however, the enumeration of all MISs is an #P-hard problem and requires high computational costs. Previous approach [12] presented a method to find all possible input nodes which participated in at least one MIS. The method first finds a maximum matching and then evaluates each node based on whether their removal will increase the size of maximum matching. The computational complexity of finding a maximum matching is O(N 1/2 L) and the evaluation process is O( ), where N is the number of the nodes and L is the number of the edges.
Therefore, the total complexity of previous algorithm is Here we present an efficient algorithm for enumerating all possible input nodes of a network, which the computational complexity is only O(N 1/2 L). We show that the evaluation process of previous algorithm is unnecessary, and all possible input nodes can be obtained by any maximum matching of a network. We proved that if we obtain any maximum matching (one MIS), we can immediately obtain all possible input nodes (the union of all MISs). Therefore, we can efficiently enumerate all possible input nodes for large-scale networks.
Method
First, we will introduce some definitions about the maximum matching of a bipartite graph Next, we consider computing the maximum matching of a directed network G(V, E). First, we need to convert it to a bipartite graph. For each node in V, we split the node n into two nodes n in and n out , which connected to the in-edge and out-edge of node n, respectively. Therefore, we get a bipartite graph B(V in , V out , E), in which V in and V out are the corresponding node sets. The set of unmatched nodes in V in corresponding to any maximum matching of bipartite graph
Hopcroft-Karp [15] and the Hungarian algorithm [16] are the commonly used algorithms for finding a maximum matching. However, the maximum matchings of a network usually are not unique. Previous work proposed a method to obtain all the unmatched nodes corresponding to all maximum matching. The method first finds the unmatched nodes corresponding to a maximum matching, and then evaluates the rest matched nodes to identify whether they are the possible input node. The computation complexity of finding a maximum matching is O(N 1/2 L) and the following evaluation process is O(NL). Although the whole complexity is polynomial, it is still time-exhausted process for large network. Here we proposed an efficient algorithm to enumerating all possible input nodes. To obtain all possible input nodes, we proof the following theorem:
Theorem: Consider a network G and one of its MIS D, node n is a possible input node if it satisfies the following two conditions:
1. It can be reached by an input node m of D through an alternate path; 2. The length of the distance between nodes n and m in the alternate path is an even number. Proof: Suppose node n satisfies condition 1 and 2. Let the alternate path p nm be the path which connects node n and an input node m∈D. Because the length of p nm is even and m is an unmatched node, p nm must start with an unmatched edge from node m and end with a matched edge pointing to node n. If we change the type of edges of p nm , that is, let the matched edges be unmatched, and the unmatched edges be matched, the new path p' nm is still an alternate path. The node n is an unmatched node and m is a matched node corresponding to alternate path p' nm . Therefore, node n is a possible input node. The proof is complete.
The above theorem shows that the possible input nodes can be found by the alternate paths start from the input nodes of any MIS. Therefore, we need first to find an MIS and then obtain its corresponding alternate paths. Fortunately, these two steps can be combined based on a simple modification of maximum matching algorithm [15] . The basic idea of the current maximum matching algorithms is to find the argument path corresponding current matching M and to obtain an expanded matching M' until no augmenting path exists. The last step of the maximum matching algorithm is to search the alternate path from the input nodes. Therefore, if we mark all the corresponding nodes in the argument path start from the unmatched nodes in the last step of the maximum matching algorithm, we will obtain all possible input nodes rather than a single MIS.
Based on above idea, all possible input nodes can be obtained based on a simple modification of the Hopcroft-Karp algorithm [15] , which is shown as follows: 
Result
To quantify the efficiency of the algorithm, we tested our algorithm on a Windows 7 laptop. The machine contains one Intel i5 4210M processors at 2.6 GHz, which having two processing cores, and 4GB DDR3 1600MHz memory. The algorithm is coded in JAVA (Source code can be found in the supplemental material).
We first compared our algorithm with the previous algorithm described in [12] . Networks were generated with Gephi [17] based on the Scale-Free network model presents in [18] . We consider 14 networks with <k> = 5 and 8, in which n varied from 10 4 to 5×10 5 . As shown in Figure 2 , our algorithm significantly outperformed previous algorithm [12] . With small network with n=1000, our algorithm achieved nearly 1200x speedup compared to [12] , in which the execution time of our algorithm is 0.067 second, and that of the previous algorithm is 79.82 second. With large network with n=5×10 5 , our algorithm achieved nearly 4×10 5 x speedup with the execution time is only 4.5 second. The details of the results are listed in Table. 1. Next, we evaluated the algorithm in some real networks. These networks are selected based on their diversity of topological structure. These networks include biological networks, social networks, and technical networks, in which the size of nodes varied from 46 (consulting network) to 8.7×10 6 (Google network). The results show that our algorithm has 9x-20x speedup even in very small networks with n<200, such as StMarks [19] , mangrove [20] , consulting network [35] . For very large scale networks, such as Google, Amazon, and Twitter, the results can be obtained within 20 seconds, which are almost 10 5 x speedup compared to the previous algorithm.
Figure.4 | Speedup of our algorithm as compared to previous algorithm [12] . A. Speedup as a function of the number of nodes when average degree <k>=5; B. Speedup as a function of the number of nodes when average degree <k>=8. The networks are generated based on Scale-Free network model [18] with r in =r out =3. 
Conclusion
We present an efficient algorithm for find all possible input nodes in controlling complex networks. We proved that once an MIS is obtained, all possible input nodes are immediately obtained without a further step. Therefore, our algorithm delivers significant speedup over the previous algorithm over both randomly generated networks and real networks.
The algorithm enables us to analyze the controllability of large scale networks, and it has extensive potential application in analyzing biological and technical networks.
