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基于改进 k - medoids 算法的 XML 文档聚类
冯少荣，潘炜炜，林子雨
( 厦门大学信息科学与技术学院，福建 厦门 361005)
摘 要: XML 文档由于其自身的可扩展性、半结构化和自描述性等特点，已成为数据表示和交换的数据格式标准。
一个高效、快速的 XML 文档聚类机制能够大幅缩短信息检索时间，提高数据查询的效率，挖掘出潜在的信息价值。
为此，提出一种改进的 k-medoids 算法对 XML 文档进行聚类。运用模糊聚类方法确定聚类个数，利用遗传算法的
全局最优的搜索能力求解最佳聚类中心点或质心，从而提高大规模 XML 文档集的聚类质量。实验结果表明，与基
于传统 k-medoids 算法的聚类方法相比，改进的聚类方法具有较高的聚类准确性和收敛度。
关键词: XML 文档聚类; 遗传算法; 模糊聚类; k-medoids 聚类; 聚类个数; 聚类中心
中文引用格式: 冯少荣，潘炜炜，林子雨． 基于改进 k-medoids 算法的 XML 文档聚类［J］． 计算机工程，2015，41( 9) :
56-62．
英文引用格式: Feng Shaorong，Pan Weiwei，Lin Ziyu． XML Documents Clustering Based on Improved k-medoids Algorithm
［J］． Computer Engineering，2015，41( 9) : 56-62．
XML Documents Clustering Based on Improved k-medoids Algorithm
FENG Shaorong，PAN Weiwei，LIN Ziyu
( School of Information Science and Engineering，Xiamen University，Xiamen 361005，China)
【Abstract】Due to extensibility，semi-structured and ability of self-description and other characteristics，eXtensible
Markup Language( XML ) has been the standard of data representation and exchange． An efficient，fast XML clustering
mechanism，will greatly shorten the information retrieval time，improve the efficiency of data query and find out the
potential information value． In order to improve the clustering quality of massive XML document collections，a novel
XML document clustering method is proposed based on the study of structure and the similarity in the XML documents，
according to the improved k-medoids clustering algortihm． The analyses of experimental results show that the proposed
method has satisfactory clustering convergence and accuracy．
【Key words】XML documents clustering ; Genetic Algorithm ( GA) ; fuzzy clustering ; k-medoids clustering ; clustering
number; clustering center












适合于 XML 文档的聚类。目前对 XML 文档的聚
类，主 要 有 k-means ( 均 值) ［6］ 和 k-medoids ( 中 心
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medoids 算法具有划分简单、执行时间快的特点，其









类和遗传算法( Genetic Algorithm，GA) 来确定聚类个




















称序列 ＜ ai1，ai2，…，aik ＞ 为另一个序列 ＜ a1，
a2，…，an ＞ 的子序列，当且仅当 1≤i1 ＜ i2 ＜… ＜ ik≤
n; 称序列 ＜ a1，a2，…，an ＞ 和 ＜ b1，b2，…，bm ＞ 的公
共子序列为 ＜ c1，c2，…，ck ＞，当且仅当 ＜ c1，c2，…，ck ＞
既是 ＜ a1，a2，…，an ＞ 的子序列，又是 ＜ b1，b2，…，bm ＞
的子序列。
在计算路径相似度时，本文引入位置权重向量
w = ( w( 1) ，w ( 2 ) ，…，w ( n) ) ，其中，1，2，…，n 为公
共子序列的下标。加入位置权重的意义在于，一个
相同的节点位置越靠前，其贡献的信息量越大，越是
重要，所以位置权重向量满足: 当 i ＞ j，w( i) ＞ w( j) 。
定义 2 路径相似度
设通过 路 径 P1 = ( f1，x1，x2，…，xn ) 和 P2 =
( f2，y1，y2，…，ym ) 求 得 的 最 长 公 共 子 序 列 为 P =
( a1，a2，…，ak ) ，其中，k 为 P1 和 P2 最长公共子序列
的长度。记 P 中节点在 P1 中的位置下标为( l1，l2，
…，lk ) ，记 P 中节点在 P2 中的位置下标为( h1，h2，

































输入 2 棵文档树 Doc1，Doc2
输出 2 个文档的相似度 Sim
/* 初始化* /
path1 = null; path2 = null; /* path1 为 Doc1 中的路径，
path2 为 Doc2 中的路径* /
LSC = NULL; /* LSC 用于存储 2 条路径的最长公共子序
列* /
PathSimilarity = 0; DocSimilarity = 0; /* 存储 2 条路径的
路径相似度及 2 个文档的文档相似度* /
/* 过程* /
GetSimilarity( Doc1，Doc2) { /* 输入 2 个文档* /
for each path1 in Doc1 {
for each path2 in Doc2 {
LSC = GetLSC( path1，path2) ; /* 获得2 条
路径的最长公共子序列 LSC* /
PathSimilarity = GetPathSimilary ( LSC ) ;
/* 获得 2 条路径的相似度* /
}









( 1) 2 个文档各自所包含的路径数量乘积决定
了获得最长公共子序列和式( 1) 的执行次数;
( 2) 2 个文档各自所包含的路径数量决定了
式( 2) 的计算量和复杂度。
因此，计 算 2 个 文 档 的 相 似 度 的 复 杂 度 为:
O( | pathdoc1 | × | pathdoc2 | × tLSC + tPathSimilarity ) 。其 中，
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| pathdoc1 |，| pathdoc2 | 为文档 1、文档 2 所包含的路径
数量; tLSC为获得 2 条路径的最长公共子序列所花费
的搜索时间; tPathSimilarity为根据式( 2) 计算文档相似度
所花费的时间。
该算法具有 2 个显著特点: ( 1) 采用最长公共子
序列来匹配 2 条路径，使得路径的相似信息的获取





可能小假设对于数据集 D = { x1，x2，…，xn } ，最终聚
类个数为 k，则聚类结果可表示为( D1，D2，…，Dk ) ，
聚类的中心点表示为( p1，p2，…，pk ) 。这种划分的结
果可以表示为一个 k × n 阶矩阵 U = ( uij ) k × n，uij∈

















u2ij | xj － p i |
min
i，j
| p i － p j |
2 ，xj ∈ Di
i，j ∈ { 1，2，…，k} ，i≠ j ( 3)
其中，Q 值越小，则其聚类质量越好。
4 k-medoids 算法聚类个数的确定

















定义 3 设 d 为 λ 在［0，1］间取值的间隔值，且
( s1，s2，…，sn ) 为相似度矩阵中的相似度值从小到大






( s i － s i－1 )
n － 1 ( 4)
因此，可以得到基于模糊等价关系确定聚类个
数的算法如下:
输入 XML 文档数据集的相似度矩阵 Ｒsim
输出 最佳聚类个数 k
/* 初始化* /
λ = 0; set = null; k = 0; /* set 用于存储聚类结果，其大
小即为聚类个数; k 存储最佳聚类个数* /
MaxValue = 0; /* 存储聚类结果评价值的最大值* /
/* 过程* /
equal_sim = change( sim ) ; d = GetThreshold( equal_sim )
/* 获得模糊等价矩阵，计算阈值* /
while ( λ + d) ＜ 1 {
set = clustering ( equal_sim ) ; /* 得到聚类结
果* /
value = GetValue( set) ; /* 根据聚类有效性
指标计算聚类评价值* /
if ( value ＞ MaxValue)
{ MaxValue = value; k = set-＞ size; }
/* set-＞ size 表示当前的聚类个数，用 k 记录当前最佳的聚
类个数* /
λ = λ + d;
}






( 3) 根据式( 4) 计算出阈值 d;
































数为 k，随机初始化的聚类中心点为( a1，a2，…，ak ) ，其







5． 1． 2 种群的初始化
本文希望初始化的解能在样本解空间中均匀采
样，所以，在 N 个样本数据集的聚类中，随机生成
2N 个初始个体，然后选择较优的 N 个个体作为初始
种群。











pm ( aj ) = 1 － ( 1 － pm )
k，j = 1，2，…，n ( 5)







望次数为 n × k × pm。设基因变异的概率为 p'm 下整
个种群发生变异的期望次数为( n × pm ( aj ) ) × ( k ×
p'm ) ，且要求两者相等，于是满足: n × k × pm = ( n ×




pm ( aj )
=
pm






新的变异后的染色体。例如，若染色体［1 12 23 34］
的第 2 个基因位发生变异，而在规模为 100 的样本
集里面随机获得的数据对象是 60，则变异后得到的
新染色体为［1 60 23 34］。

















影响参数包括: 群体规模 n，交叉概率 p c，变异概率
pm。对这几个参数的具体选择将在实验部分展开
讨论。
6 基于 GA 与 k-medoids 的 XML 文档聚类
经过上文讨论与分析，整个 XML 文档聚类的处
理过程如下:












体基因 进 行 处 理，形 成 一 组 聚 类 中 心 点 作 为 k-







本文 的 XML 文 档 实 验 数 据 来 自 于 Niagara
( http: / /www ． cs． wisc． edu /niagara /data) 和 sigmod
( http: / /www ． sigmod． org / record) 中的任意抽取的
10 个 类 别，包 括 了 bin，CUSTEＲM，actor，bib，
movies，NATION，PAＲT，personal，sigrecord 和
SigmodＲecord 共计 500 个 XML 文档。为了测试本
文算法的有效性，从这些数据集中随意抽取不同个
数和类别的 XML 文档组成多个实验数据集合，进行
相应的实验验证。实验使用 DOM ( Document Object
Model) 解析 XML 文件，编程语言选用 Java，并在
Eclipse 上实现。实验的平台是 2． 30 GHz i5-4200U






















80 个数据、120 个数据、200 个数据和 300 个数据规
模的样本进行实验，从表 2 中可以看出，算法的执行
时间是线性增长的。最后，利用当前得到的数据，进
行简单的线性回归，得到当数据量是 3 000 规模时，






数据集 文档数量 实际类个数 实验聚类个数 运行时间 /ms
D1 30 3 3 46
D2 80 4 4 135
D3 120 5 5 295
D4 200 7 7 359




( recall) 和 F 度量( F-measure ) 进行评估，另外，还加








群体规模 N、交叉概率 p c 和变异概率 pm。本文使用
控制变量法分别对这 3 个参数进行实验。
( 1) 群体规模 N
假设样本集合的个数为 m，分别设置群体规模





数据集 群体规模 Precision /% Ｒecall /% F-measure /% Q
D3 m 92． 53 92． 32 92． 43 975． 32
D3 2m 93． 88 93． 09 93． 48 835． 90






( xi － 珋x)
2
n ( 7)
其中，xi 表示每个个体的聚类评价值; 珋x 为每一代种









敛。当群体规模为 m 时，其收敛代数大致在第 8 代;





析，当群体规模为 2m 和 3m 时，不管是准确率、召回
率、F 度量还是聚类有效性指标都要优于群体规模
为 m 时的情况。而群体规模为 2m 和 3m 则相差不
大，虽然 3m 的群体规模的聚类质量稍略优于 2m，但
是当规模为 3m 时，它的计算量明显要高出很多。所
以综合考虑，本文采取的选择种群规模 N = 2m，是一
个合理有效的选择指标。
( 2) 交叉概率 pc 和变异概率 pm
交叉概率 pc 控制着遗传算法中交叉算子的运行


















数据集 p c pm Precision /% Ｒecall /% F-measure /% Q
D4 0． 95 0． 07 94． 43 93． 32 93． 88 1 150． 05
D4 0． 85 0． 04 91． 06 90． 84 90． 95 1 290． 23
D4 0． 75 0． 05 93． 12 92． 12 92． 62 1 262． 77
分别对非常多组合的不同的交叉概率和变异概
率的取值进行实验，这里只列出了效果比较好的3 个
取值组合，最终取交叉概率 p c = 0． 95 以及变异概率







7． 3 与标准 k-medoids 算法的比较
根据以上的实验确定的遗传算法的控制参数，
选取数据规模 2m、交叉概率 p c = 0． 95 以及变异概率
pm = 0． 07 作为本文实验的参数。另外，为了验证本
文算法的有效性，把结合了遗传算法的 k-medoids 和
标准的 k-medoids 算法进行了比较。同时，针对相同




算法 数据集 Precision /% Ｒecall /% F-measure /% Q 运行时间 /ms
结合 GA 的 k-medoids 算法
D3 93． 88 93． 09 93． 49 827． 36 351 834
D5 94． 88 92． 04 93． 46 1 478． 88 988 145
标准 k-medoids 算法
D3 89． 78 88． 52 89． 15 943． 20 83 784
D5 90． 16 89． 43 89． 80 1 835． 24 23 114















法，但 是 基 于 划 分 的 聚 类 算 法 面 临 着 2 个 问 题:
( 1) 聚类个数要作为输入参数，算法并不能够自动确
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