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ABSTRACT
This paper explores how the discrete-element method (DEM) was found to play an increasingly
important role in cone penetration test (CPT) where continuum-mechanics-based analysis tools
are insufficient. We investigated several crucial features of CPT simulations in the two-dimen-
sional DEM. First, the microparameters (stiffness and friction) of discrete material tailored to
mimic clean, saturated sand, which is used in cone-penetration tests, were calibrated by curve-
fitting drained triaxial tests. Then, three series of cone-penetration simulations were conducted to
explore (1) top boundary conditions, (2) reasonable size of discrete particles at different initial
porosities, and (3) limit initial porosity of the model for a balance between accurate representa-
tion and computational efficiency. Further, we compared the cone-penetration resistance
obtained in the laboratory and numerical simulations for the range of relative densities.
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1. Introduction
The cone-penetration test (CPT) is an in situ test that
has gained worldwide attention because it provides a
continuous or near-continuous soil profile. Moreover,
it is rapid, repeatable, reliable, and cost-effective when
compared to other field tests (Lunne et al. 1997, Mayne
2007). A cone mounted at the end of series of rods is
pushed into the ground at a constant penetration rate
of 2 cm/s (ASTM D3441). Meanwhile, the independent
parameters, including cone-penetration resistance (qc)
and friction resistance (fs) are measured (Lunne et al.
1997). The interpretation of measured CPT parameters
in highly permeable sands essentially relies on empiri-
cal or semi-empirical methods (Mayne 2007). These
methods include (1) bearing capacity theories by limit
plasticity, such as by Meyerhof (1961), Janbu and
Senneset (1974), and Durgunoglu and Mitchell
(1975a, 1975b); (2) cavity-expansion theories, such as
by Baligh (1975, Vesic (1972), Salgado et al. (1997), and
Yu and Mitchell 1998); and (3) steady-state cone-pene-
tration and strain-path methods, such as by Baligh
(1985), Houlsby et al. (1985), Teh and Houlsby
(1991), and Whittle (1992). Laboratory studies using
centrifuge tests (e.g. Bolton and Gui 1993) and calibra-
tion-chamber tests (e.g. Houlsby and Hitchmann, 1988,
Ghionna and Jamiolkowski 1991) have also been per-
formed to study cone-penetration. Laboratory tests are
expensive, and conducting a CPT in the calibration
chamber is laborious.
Several researchers have used different advanced
constitutive and numerical approaches, such as finite-
element method (FEM) and finite-difference method
(FDM), to provide a better insight into the penetration
process. Within these numerical methods, one can
easily monitor internal parameters that are difficult to
measure in the field and laboratory. During the instal-
lation of cones, large deformations and strains are
observed in the soil both in the calibration chambers
and in the field. The CPT deformation effects are
complicated due to the complex behaviour of the soil,
material nonlinearities, anisotropy, inelasticity, time
dependence, frictional response, large-strain contact,
and so on (Baligh 1985). This is why continuous
remeshing and perfect constitutive modelling are
needed during cone penetration in these numerical
approaches. By using a complex adjustment process,
Susila and Hryciw (2003) found some agreement
between physical tests results and predicted CPT
results using FEM in sands. Ahmadi et al. (2005)
obtained approximately 20% mean error in CPT results
using FDM in sands. Recently, the discrete-element
method (DEM) was found to play an increasingly
important role in geomechanical problems regarding
not only qualitative response but also quantitative com-
patibility, especially in applications where continuum-
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based modelling techniques are insufficient (Vermeer
et al. 2001, Utili and Nova 2008, Bienen et al. 2011,
McDowell et al. 2012, Lin and Wu 2012, Butlanska
et al. 2014).
DEM has particular benefits over other numerical
approaches. It allows the micromechanics of soil to be
investigated, such as grain contacts, coordination num-
ber (CN), and displacements. DEM-based models can
also be examined at the mesoscale and macroscale
levels. In comparison with FEM, discrete-element
approaches make large displacements between ele-
ments easy to simulate. Moreover, DEM outperforms
FEM while dealing with discontinuous problems,
where FEM becomes computationally inefficient.
Realistic DEM simulations require an enormous
amount of discs for two-dimensional simulations or
spheres for three-dimensional simulations due to the
discontinuous medium of the soil. Thus, a balance
needs to be reached between realistic simulation and
efficiency in computation (Huang and Ma 1994).
Various aspects of the cone-penetration process by
combining the physical tests with DEM simulations
were studied by many researchers, including Huang
and Ma (1994), Calvetti and Nova (2005), Jiang et al.
(2006), Kinloch and O’Sullivan (2007), Butlanska et al.
(2009), Arroyo et al. (2011), Butlanska et al. (2014),
and Ciantia et al. (2016). Huang and Ma (1994) were
among the first to apply two-dimensional DEM for the
simulation of deep penetration in sand. Their results
showed that both the penetration mechanism and soil
dilatancy are affected by the loading history of granular
materials. Calvetti and Nova (2005) performed two-
dimensional distinct-element simulations to explore a
relationship between micro- and macroparameters that
are used to describe the resistance and stiffness of the
granular material. Jiang et al. (2006) used a two-dimen-
sional DEM model to study the plane-strain penetra-
tion mechanism in a granular material with the focus
on the effect of soil–penetrometer interface friction.
This research showed complex displacement paths of
soil near the penetrometer. Also, Jiang et al. noticed the
rotation of principal stresses up to 180°. Arroyo et al.
(2011) employed three-dimensional DEM models to
simulate CPTs in Ticino sand. They noticed that the
cone resistance in the DEM model was affected by the
same ratio of the cone to the chamber size, which also
affected the laboratory cone-penetration results. In
their study, the rotation of the spherical particles was
prevented. They did not attempt to investigate the
grain crushing, as they assumed that it may have had
a secondary influence due to the relatively strong sand
specimen. However, Kinloch and O’Sullivan (2007)
focused on the failure mechanism of granular soil
touching to the penetrometer and observed a consis-
tent trend in the direction of the rotation of particles
close to the penetrometer. Particles on the left side of
the cone tended to rotate in a clockwise manner, and
particles on the right side of the cone tended to rotate
in a counterclockwise direction. Moreover, Ciantia
et al. (2016) investigated the effect of grain crushing
on the CPT tip by using crushable microporous dis-
crete material. They found that the initial estimate of
internal porosity variation in particle diameter has an
effect on the amount of crushing. Butlanska et al.
(2009) studied homogeneity and symmetry in DEM
models of the CPT. Numerical results of penetration
throughout the depth match fairly well with the experi-
mental ones. A bias towards higher values because of
enforced model symmetry was evident, especially for
dense deposits. Butlanska et al. (2014) examined the
results of CPT simulations at the macroscale, mesos-
cale, and microscale levels. In their models, they cap-
tured the macroscale effects of initial soil density,
vertical stress, radial boundary condition, and particle
shape on cone penetration. They also highlighted sev-
eral mesoscale and microscale aspects, such as the
radial stress decrease with tip distance, soil entrapment
alongside the shaft, and contact-force distribution
induced by particle rotation.
Besides many studies, there are still many issues and
difficulties that need further assessment in distinct-ele-
ment simulations – for instance, the effect of mean
grain size, discrete material packing (porosity), and
CN on cone resistance. In this study, the discrete-ele-
ment models were built with commercially available
two-dimensional DEM Particle Flow Code, or PFC2-D
(Itasca, 2008). The two-dimensional analysis was cho-
sen, as it is less computationally demanding, and there
are still some uncertainties in two-dimensional CPT
simulations that need to be investigated. It is important
to note that, using two-dimensional simulations, only a
qualitative compression with the real behaviour of the
granular material is possible. Radial and vertical posi-
tions of field variables like displacements, strains, stres-
ses, and pore water pressures are crucial problems in
the two-dimensional analysis of CPT simulations
(Baligh 1985). We attempted to model a two-dimen-
sional plain-strain CPT model to eliminate some of the
limitations of two-dimensional DEM penetration
modelling.
In this study, at first, calibration of the elastic and
plastic microproperties of discrete material was per-
formed by comparing the physical and numerical triax-
ial test results. Secondly, three CPT simulation series
were performed for detailed investigations of several
critical features of CPT-DEM modelling in a two-
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dimensional environment. CPT simulation series Ι was
performed to investigate (1) the movement effect of the
top boundary on particle packing, and (2) reasonable
size of grains for a maximum number of contacts
between particles and 3.6-cm diameter cone. CPT
simulation series ΙΙ was conducted to determine the
satisfying size of spherical grains at different initial
porosities. CPT simulation series ΙΙΙ was implemented
to (1) calibrate the initial porosity of the model by
using the results of the CPTs conducted in the labora-
tory, and (2) investigate the limit porosity of the model
for accurate penetration results.
2. Experimental study
2.1. Material
For testing purposes, we used uniform fine silica sand
that can be easily adapted to experimental and numer-
ical research. Its grain-size curve is shown in Figure 1
(a). According to the unified soil-classification system,
the soil was defined as poorly graded sand (SP). The
sand particles used in the tests were naturally formed
subangular sand grains, which were supplied locally.
Figure 1(b) shows the sand parameters and particle
shape of the sand grains (SEM picture).
2.2. Physical triaxial tests
Two consolidated drained (CD) triaxial tests (ASTM
D7181-11) were conducted on the sand for calibration
of stiffness and friction parameters of DEM model.
The loose sand samples (100 mm x 50 mm) having
30% relative density were prepared by the tamping
method under moist conditions. Samples prepared
using the moist-tamping technique usually demon-
strate strain-softening behaviour because of their inte-
gral high-void ratios (Vaid and Sivathayalan 2000).
Wood et al. (2008) concluded that wet-deposition
methods seem to point out a more volumetrically
dilatant or stable response, while dry methods
appeared to signal a more contractive or unstable
behaviour. More details about the triaxial tests can
be found at Bakunowicz (2014). The stress–strain
behaviour of the soil for the isotropic stresses of 100
Figure 1. (a) The grain size distribution curve of sand used in the physical CPTs; (b) sand parameters and scanning electron
micrograph of the grains.
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and 200 kPa is shown in Figure 2(a). The friction
angle (ϕ) of this sand was determined from the
drained triaxial test data as shown in Figure 2(b). It
was derived from the Mohr–Coulomb failure criterion
and equated to 36°. This friction angle value is con-
sistent with the value measured in similar soils
Koloski et al. (1989).
2.3. Physical CPTs
A total of six sand deposits, each of which had a width
of 45 cm, a length of 163 cm, and a height of 150 cm,
were prepared inside the box by hydraulic filling
method (Whitman 1970). By using the one degree of
freedom shaking table, each of these six soil deposits
were subjected to three subsequent shaking tests
(Ecemis 2013). After each shaking test, CPTs were
performed throughout the depth of the soil. As
shown in Figure 3(a–b), the cone-penetration system
with a maximum plumper cylinder capacity of 50 kN
and stroke length of 1 m is used to advance 60o
tapered, 10 cm2 tip area cone (diameter of 3.6 cm)
into the soil at one location at a constant penetration
speed of 2 cm/s (ASTM D3441). The nova acoustic
CPT device which can measure the cone-penetration
resistance (qc) and friction resistance (fs) values with
the depth of the soil was manufactured by Geotech
Inc., Sweden.
Figure 2. Results of CD triaxial tests, confined at 100 and 200 kPa, for sand having a relative density of 30%.
Figure 3. (a) Schematic view of the cone-penetration system; (b) photo of the CPT system; and (c) horizontal location of cone
penetration in the soil.
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The relative density along the soil depth was indir-
ectly determined from the measured cone-penetration
resistance by using the empirical relationship given by
Jamiolkowski et al. (1985).
Dr ¼ 98 þ 66  log10
qcffiffiffiffiffiffiffi
σvo0
p
 
(1)
where Dr is the relative density in percentage, σvo’ is the
effective initial vertical stress in kPa, and qc is the
measured cone-penetration resistance in kPa. Bolton
and Gui (1993) stated that, for a particular depth,
Equation (1) overestimates and underestimates the Dr
values, by approximately 10% and 20%, respectively.
To verify the relative density estimated from the
empirical relation, the initial relative density of the
soil along its depth was directly measured by cylindri-
cal steel buckets. They were placed inside the box at
four different depths during the hydraulic filling and
then removed when the buckets were filled with the
sample. The initial relative densities of the prepared
sample were 15–40% with an average for the whole
deposit close to 25%. The relative densities obtained
using the steel buckets ranged from 18% to 38% and
were reasonably consistent with the relative density
range estimated from Equation (1). These values are
consistent with the relative density intervals measured
immediately after deposition in clean-sand hydraulic
fills (Whitman 1970, Poulos and Hed 1973, Mitchell
et al. 1999, Thevanayagam et al. 2009).
A total of 18 CPTs were conducted in the laboratory
at different relative densities from 25% to 70%. To
exemplify, Figure 4(a–d) display four qc profiles and
corresponding trend-curves obtained from CPTs. Cone
penetrations were conducted at sand deposits of 25%,
45%, 56%, and 70% average relative density. As shown
in the figure, limit cone-penetration resistance, defined
as (qc)limit, were extracted at a depth of 1 m by using
the trend-curves. It is clear from the figure that an
increase in relative density increased the limit cone
resistance. The cone-penetration resistance was also
estimated from the friction angle that was obtained
from the triaxial tests. By using the relationship given
by Robertson and Campanella (1983), for 36° friction
angle, cone-penetration resistance was determined less
than 1 MPa. As illustrated in Figure 4, the qc values
throughout the sand were determined less than 1 MPa,
which is consistent with the cone-penetration resis-
tance values estimated by Robertson and Campanella
(1983).
For the tested soil material with known limit void
ratios (emax = 0.79, emin = 0.6), the porosity of the soil,
nsoil, ranged from 0.40 to 0.43. Figure 5 shows the
relationship between the porosity of the soil and limit
cone-penetration (qc)limit values. The relationship
between the porosity of the sand and (qc)limit was
given as follows:
nsoil ¼ 0:4  0:02lnðqcÞlimit (2)
where nsoil is in decimal and (qc)limit in MPa. These
porosity ranges were later used in a calibration part of
the DEM model.
The physical CPT results can be affected by the
sample/cone size and boundary conditions. Several
researchers (Parkin and Lunne 1982, Phillips and
Valsangkar 1987, Renzi et al. 1994) have observed the
effects of boundary conditions on CPT data and have
proposed a diameter ratio, defined as Rd, to decide
whether boundary effects on the CPT measurements
are significant. Rd is identified as the ratio of sample
Figure 4. qc profiles and corresponding trend-curves obtained from sand deposits for average relative density of (a) 25%, (b) 45%,
(c) 56%, and (d) 70%.
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diameter to cone diameter. Parkin and Lunne (1982)
stated that the side-boundary effects depend on the
relative density of the sand. For loose sand with a
relative density on the order of 30%, the side-boundary
effects are negligible (Parkin and Lunne 1982). Phillips
and Valsangkar (1987) reported that for dense sands
with a relative density on the order of 85%, the side-
boundary effects are not significant, even when the
probe is located at a distance from the wall correspond-
ing to Rd = 5. Renzi et al. (1994) prepared specimens at
high densities in a cylindrical container and showed no
apparent increase in cone-penetration resistance for
tests conducted at Rd = 11 as compared to Rd = 22.
In this study, cone penetrations were performed along
one concentric circle as shown in Figure 3(c), with the
outer circle being 45 cm from the laminar box edge.
Using 45 cm as the distance to the wall gave Rd value
13 for the cone that had a diameter of 3.6 cm. The
effects of the boundary conditions on the recorded
CPT data were satisfactory when Rd values reported
in the literature were considered. More details about
the physical modelling, shaking-table system, and the
reliability of the measured data can be found at Ecemis
(2013) and Ecemis et al. (2015).
3. Numerical study
3.1. Discrete element method
The DEM, also called a distinct-element method is
increasingly used to study geotechnical engineering
problems particularly in cases where continuum-based
modelling techniques are poorly adapted. In this study,
the cone-penetration simulations were performed by
DEM using two-dimensional Particle Flow Code
PFC2-D (Itasca Consulting Group: PFC2D 2008) for
its ability to provide micromechanical insight into the
behaviour of granular materials and cone-penetration
resistance. This method computes the stresses and dis-
placements in a volume containing a large number of
spherical particles that are interacting in a dynamic
process. To simulate the influence of non-spherical
element profiles, we did not allow particle rotations.
Ting et al. (1989) indicated that avoiding particle rota-
tion is important to achieve accurate friction angles
with spherical particles.
The elasto-plastic discrete particle contact criteria
was assumed in the model. The constitutive behaviour
of soil material was performed by associating a linear
contact model with each contact. The elastic micropro-
perties of discrete material were defined by normal
stiffness (kn) and tangential stiffness (ks). The plastic
microproperties were defined by the interparticle fric-
tion coefficient (μp). The radius-expansion method
(Cundall and Strack 1979) was used to generate an
assembly with specified uniform-sized particles, poros-
ity, and sample size. Implementing uniform diameter
of discrete material offers the very practical advantage
of simplifying numerical DEM simulations and short-
ening computation time.
3.2. Calibration of contact model parameters by
biaxial test simulations
The contact model parameters of the granular material,
used in the numerical simulations of CPTs, were cali-
brated by comparing the physical triaxial test and simu-
lated biaxial test results. Isotropically compressed drained
triaxial test sample confined at 100 kPa and formed with
30% relative density was used to calibrate density (ρ),
normal stiffness (kn), tangential stiffness (ks), and
Figure 5. Relationship between porosity of soil and limit cone-penetration resistance from physical CPTs in the box.
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interparticle friction coefficient (μp). We implemented
the inverse modelling technique with unknown micro-
properties of discrete material (Itasca Consulting Group:
PFC2D 2008). This technique is based on running multi-
ple numerical simulations with different input para-
meters to match the laboratory test results.
As shown in Figure 6, the initial dimensions of the
physical and numerical triaxial cells were 100 mm by
50 mm (height × width); however, the discrete material
was scaled and simplified. Considering the nature of
the tested soil, the discrete particles were modelled as a
group of uniformly sized discs (of unit thickness) with
1-mm diameter. The diameter of discrete particles was
five times larger than the D50 of the tested sand. The
ratio of discrete particle diameter to chamber width in
biaxial tests was 1/50.
Kruyt (1993) suggested the sufficient number of
particles to obtain meaningful biaxial test results is
more than a thousand elements. Following the chosen
particle-generation approach, assembly of 5300 parti-
cles was created. The initial sample porosity was set to
0.17, which is the maximum limit value for particles to
exchange contact forces (Utili and Nova 2008).
A rectangular cell, which mimicked the triaxial cell,
was constructed of four rigid, frictionless walls.
Throughout the loading process, the confining pressure
of 100 kPa was maintained by adjusting the lateral-wall
velocities using a numerical servomechanism (Itasca
Consulting Group: PFC2D 2008). All stresses were
calculated by taking the average wall forces divided by
appropriate areas. Strains in both X and Y directions
were computed using the equation given below:
ε ¼ L  L0
0:5ðL þ L0Þ (3)
Here, Lo is the initial sample length, and L is the
current specimen length in the corresponding
direction.
The mean confining stress (σc) and axial deviatoric
stress (σd) along with axial strain (εa) and volumetric
strain (εv) were recorded during the DEM simulations.
Figure 7(a) shows the comparison between σd and εa
obtained from the DEM biaxial test simulations and
the laboratory tests with a confining pressure of 100
kPa and relative density of 30%. The closest match
between the experimental and the two-dimensional
DEM results was obtained with input parameters
given in Table 1. As shown in the figure, from the
laboratory experiments, the soil reached a peak stress
at around 300 kPa, which was same as the DEM simu-
lation results. However, the elastic modulus from the
analysis did not completely reflect the actual testing
results. The initial tangent modulus (E)in, and secant
modulus (E)sec, were calculated from the given stress–
strain curves for the initial confining pressure of 100
kPa. (E)sec that varies over stress ranges was calculated
from zero deviatoric stress up to 1/2 or 1/3 of the peak
Figure 6. Geometrical characteristics of physical triaxial test and DEM simulation.
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deviatoric stress at which significant failure had
occurred (Lambe and Whitman 1969). At initial axial
strain, the deviatoric stress obtained from DEM simu-
lations was 70 kPa higher than the laboratory test
results. The (E)sec for 1/2 peak of deviatoric stress for
laboratory and DEM results was very close –7.20 and
6.70 MPa, respectively. However, for 1/3 peak of devia-
toric stress, the (E)sec obtained from the laboratory tests
and simulations were 10.40 and 7.60 MPa, respectively.
From 4.5% to 9.5% of axial strain, the results of devia-
toric stress were same for both analysis and experi-
ments. At two-dimensional DEM simulations, secant
modulus can be affected by interparticle friction and
porosity (Calvetti and Nova 2005). Moreover, the stu-
dies of Sitharam and Nimbkar (2000) indicate that
different gradations and minimum grain size affect
the arrangement of particles which can make the
results of biaxial simulations different under identical
loading conditions.
The change of volume by axial strain between
laboratory tests and analysis are shown in Figure 7(b).
The tested sample was loose sand that needed to
decrease in volume while shearing. Stress–strain curve
and volume change behaviour from both numerical
and experimental tests confirmed this. At each εa
values, the volume changes from the DEM were larger
than those obtained in the laboratory experiments. This
could be due to the high interparticle friction coeffi-
cient. Based on studies on the effect of interparticle
friction on the overall sample dilation, Geng (2010)
observed an increase in volumetric dilation with an
increase in friction coefficient. It also needs to be
taken into account that biaxial tests were performed
in a two-dimensional environment, in contrary to real
three-dimensional conditions. The topic of volume
change is much more complex and requires multiple
physical testing and numerical analyses to determine a
critical void ratio of the tested soil, therefore necessi-
tating different evaluation methods, which is beyond
the scope of this paper.
3.3. CPT simulations
Total of three CPT simulation series were performed
for detailed investigations of top boundary conditions,
size of discrete particle size, and limit initial porosity
for accurate cone-tip resistance. In all of these simula-
tions, the cone penetrated in the middle of the box with
a penetration velocity of 2 cm/s. The calculation cycle
of cone penetration was determined as a time-stepping
algorithm that consisted of the repeated application of
the law of motion to each particle and a force-displace-
ment law to each contact. The cone-tip angle was 60o.
The cone, sample, and particle sizes needed for the
system to build each of the CPT-DEM test series are
listed in Table 2. During all CPT simulations, the
measured quantities (porosity and CN) were obtained
within the specified circle that was defined as a repre-
sentative element area (REA).
The cone and box walls were built by means of the
wall-logic algorithm with normal kn and tangent stiff-
ness ks. The cone had actual kn and ks values of 2 × 10
5
MPa. The box walls had normal and tangential stiffness
values of 6 and 1 MPa, respectively. The friction coeffi-
cient (µ) between the particle and the cone was equal to
the interparticle friction coefficient of 1. The box walls
Figure 7. Calibration of DEM material parameters with triaxial tests conducted on the loose sand for Dr = 30% and confining stress
of 100 kPa. The relationship between (a) deviatoric stress–axial strain, and (b) volume change–axial strain.
Table 1. Properties of discrete material for simulations of gran-
ular deposit.
Parameter Value
Density, ρ (kg/m3) 2650
Normal stiffness, kn (N/m) 6x10
6
Tangent stiffness, ks (N/m) 1x10
6
Stiffness ratio, α (ks/kn) 0.17
Inter-particle friction coefficient, µρ 1.0
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were rigid and frictionless (μ = 0). The constant hor-
izontal stress of 100 kPa was maintained at the side
walls (servo-controlled walls). The displacement at the
bottom of the box was not allowed (fixed-boundary).
To decide whether sample size at each of the CPT
simulations was significant, the diameter ratio, Rd, was
checked. Rd is identified as the ratio of soil deposit
diameter to cone diameter. The calculated Rd values
for each size of the cone are listed in Table 2. Several
researchers observed the effects of the sample dimen-
sions on cone-penetration data obtained from the two-
dimensional DEM simulations (Ma 1994, Calvetti and
Nova 2005, Jiang et al. 2006). Ma (1994); Calvetti and
Nova (2005); and Jiang et al. (2006) used Rd values as
16, 12, and 17.5, respectively. When two-dimensional
DEM studies related to CPTs in the literature are
considered, the smallest Rd value of 19.4 utilised in
these simulations was satisfactory.
np notation given in Table 2 is defined as the ratio of
cone diameter to discrete particle size. The np value
influenced noise of the raw penetration data (Butlanska
et al. 2014). With a decrease in np value, the raw
penetration data throughout the depth can become
very jagged. In this study, np values vary from 1.5 to
5. Using 1 cm as the mean particle size gives np value
3.6 for the cone that had a diameter of 3.6 cm. This
value is similar to the one employed by Arroyo et al.
(2011). More details about the numerical modelling
and CPT simulations can be found at Bakunowicz
(2014) and Bakunowicz and Ecemis (2014).
3.3.1. Test series Ι and ΙΙ
A suitable top boundary and scaling for discrete parti-
cle size is necessary for a balance between accurate
representation and computational efficiency. CPT
simulation series Ι was performed to investigate (1)
Table 2. Summary of geometrical features in CPT simulation series.
CPT
Simulation
Series Sample width, B (cm) Sample height, H (cm) Test No. D (cm) d (cm) nDM Rd np c RC
I 200 155 Test 1 3,0 2 0,10 66,7 1,5 4,0 1,33
Test 2 3,6 2 0,10 55,6 1,8 4,0 1,11
Test 3 4,0 2 0,10 50,0 2,0 5,0 1,25
Test 4 5,0 2 0,10 40,0 2,5 6,0 1,20
Test 5 6,0 2 0,10 33,3 3,0 9,0 1,50
Test 6 10,0 2 0,10 20,0 5,0 13,0 1,30
II 200 155 Test 7 3,6 0,8 0,11 55,6 4,5
Test 8 3,6 0,8 0,12 55,6 4,5
Test 9 3,6 0,8 0,13 55,6 4,5
Test 10 3,6 0,8 0,14 55,6 4,5
Test 11 3,6 0,8 0,15 55,6 4,5
Test 12 3,6 0,8 0,16 55,6 4,5
Test 13 3,6 1 0,11 55,6 3,6
Test 14 3,6 1 0,12 55,6 3,6
Test 15 3,6 1 0,13 55,6 3,6
Test 16 3,6 1 0,14 55,6 3,6
Test 17 3,6 1 0,15 55,6 3,6
Test 18 3,6 1 0,16 55,6 3,6 – –
Test 19 3,6 1,5 0,11 55,6 2,4
Test 20 3,6 1,5 0,12 55,6 2,4
Test 21 3,6 1,5 0,13 55,6 2,4
Test 22 3,6 1,5 0,14 55,6 2,4
Test 23 3,6 1,5 0,15 55,6 2,4
Test 24 3,6 1,5 0,16 55,6 2,4
Test 25 3,6 2 0,11 55,6 1,8
Test 26 3,6 2 0,12 55,6 1,8
Test 27 3,6 2 0,13 55,6 1,8
Test 28 3,6 2 0,14 55,6 1,8
Test 29 3,6 2 0,15 55,6 1,8
Test 30 3,6 2 0,16 55,6 1,8
111 70 120 Test 31 3,6 1 0,09 19,4 3,6 – –
Test 32 3,6 1 0,10 19,4 3,6
Test 33 3,6 1 o,11 19,4 3,6
Test 34 3,6 1 0,12 19,4 3,6
Test 35 3,6 1 0,13 19,4 3,6
Test 36 3,6 1 0,14 19,4 3,6
Test 37 3,6 1 0,15 19,4 3,6
Test 38 3,6 1 0,16 19,4 3,6
D:cone diameter, d: diameter of discrete particle, nDM: porosity of discrete model: Rd¼ B=D, np: ratio of cone diameter to mean particle size; C: number of
particle contacts with cone surface RC¼ C=D.
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movement effect of the top boundary on particle pack-
ing, and (2) reasonable size of spherical grains for a
maximum number of contacts between particles and
3.6-cm diameter cone. CPT simulation series II was
conducted to determine the satisfying size of spherical
grains at different initial porosities. The view of the
DEM-CPT system model components including the
cone, sample, and side/bottom boundary conditions,
used in test series Ι and ΙΙ, is shown in Figure 8(a).
The height of the sample built in the DEM simulations
was set to 155 cm and width set to 200 cm.
3.3.1.1. Effect of top boundary on porosity. Cones
with six different diameters, from 3 to 10 cm, were
penetrated into the discrete model. Figure 8(b) shows
the cone dimensions used in CPT simulation series Ι.
The soil assembly was built with uniform particles of 2-
cm diameter and constant initial porosity of 0.1. Before
and after the cone penetrated into the discrete material,
up to 1-m depth, the average porosity was obtained
from REAs. As shown in Figure 8(a), two REAs were
positioned outside of the cone (in the discrete material)
to observe porosity changes accurately. The top and
bottom boundary effects on the measured quantities
were eliminated by positioning the circles in the middle
depth of the discrete material. Thus, REAs were created
with a maximum possible radius of 45 cm. The circle
on the left side of the cone was labelled as REA-1 and
the one on the right REA-2.
The decrease in average porosity with fixed and
servo-controlled top boundary is given in Figure 9.
With the application of a fixed wall on the top, porosity
decreased radically for each CPT conducted at the
same cone diameter. To eliminate the large porosity
reduction and to prevent the particles from random
trajectories after they contacted the cone, the servo-
controlled top boundary was chosen during the dis-
crete-element modelling of CPT simulations. The
Figure 9. Estimation of top boundary condition: Initial porosity change after insertion of the cone to the discrete material at various
cone diameters (particle size, d = 2 cm).
Figure 8. The view of (a) DEM-CPT system model components used in test series Ι and ΙΙ, and (b) cone dimensions and discrete
particle size used in CPT simulation series Ι
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servo-controlled top boundary adjusted its position to
maintain constant vertical stress.
After applying the servo-controlled top boundary to
the discrete-element modelling of CPT simulations, the
parametric study was conducted to obtain a maximum
number of contacts between particles and 3.6-cm dia-
meter cone. The cone shaft that consisted of stiff walls
had to always be in contact with at least a few particles
at each side of the cone so that constant vertical-force
readings could be obtained. Cones with six different
diameters, from 3 to 10 cm, were inserted into the 2-
cm diameter particle assembly (shown in Figure 8(a))
at a depth of 1 m. Table 2 displays the number of
particle contacts with the cone surface gathered from
each test. The ratio of number of particle contacts with
cone surface to cone diameter is defined as Rc. The
highest Rc was found to be 1.5 for the 6-cm diameter
cone inserted in the 2-cm diameter particle assembly.
This leads to the conclusion that with real dimensions
of the cone (diameter of 3.6 cm), the diameter of the
discrete particles should be around 1.2 cm, which is 1/3
of the cone diameter.
3.3.1.2. Effect of discrete particle size on porosity. The
most significant difference between experiment and
simulation is the scaled particle size. If particle size
was not scaled, the initial number of particles filling
the box would increase by four orders of magnitude
(Butlanska et al. 2010). The increase in particle number
would increase the computation time. To determine
the satisfying size of spherical grain with affordable
computation time, a total of 24 CPT simulations were
conducted, into the discrete material shown in Figure 8
(a), up to 1-m depth. The servo-controlled top bound-
aries used in the simulations. The cone had an actual
diameter of 3.6 cm, used in the laboratory.
The raw cone-penetration resistance was obtained
from the recorded vertical force at different depths to
the cross-sectional area of the cone. The diameter of
the particles was selected as 0.8, 1.0, 1.5, and 2.0 cm. A
scaling factor (S), which includes the diameter of the
cone and the discrete particle, was incorporated into
the raw qc value by the final equation given below:
qc
 
raw ¼
Fy
Ac:S
(4)
S ¼ 2π 0:5D þ dð Þ
d
(5)
Here, Fy is the force in Y direction accumulated on the
cone sides; Ac is the cross-sectional area of the cone (in
this study, 10 cm2); D is the diameter of the cone (in
this study, 3.6 cm); and d is the diameter of the discrete
particle. In two-dimensional simulations, we have col-
lected Fy from two surfaces. The scaling factor S takes
into account three-dimensional geometry and assumes
how many surfaces with given particles and cone
dimensions should be calculated for reliable results.
Then, raw penetration resistances were corrected for
sample size effects by using the expression given by
Jamiolkowski et al. (2003).
qc ¼ AðDrÞBðqcÞraw (6)
where A and B are coefficients that depend on Rd.
Butlanska et al. (2010) showed that;
A ¼ 9 x 105ðRdÞ2:02 (7)
B ¼ 0:565lnðRdÞ þ 2:59 (8)
The cone-penetration resistances, throughout the
depth, were very noisy with large oscillations (exempli-
fied in Figure 10(a)). This was due to the small ratio of
cone diameter to particle size (Butlanska et al. 2014).
Therefore, limit cone-penetration resistance, defined as
(qc)limit, was extracted from the raw cone-penetration
resistance curves by using the fitting function proposed
by Arrayo et al. (2011).
qc ¼ a 1  ebh
 
(9)
where h is penetration depth, a and b are parameters of
the fitting function. Parameter a gives the asymptotic
value of qc and parameter b is inversely related to the
limit of shallow penetration. The application of this
procedure is illustrated in Figure 10(a) for the initial
porosity of 0.15 and particle diameter of 1 cm CPT-
DEM model.
Figure 10(b) shows the change in limit cone-pene-
tration resistance with particle diameter in a range of
initial porosities from 0.11 to 0.16. It is clear from the
figure that for particle diameters of 0.8 and 1.0 cm the
(qc)limit values were very similar. This similarity might
be caused by reaching the packing that gave a constant
number of particles on both sides of the cone.
Therefore, the maximum discrete particle diameter of
1 cm was used for penetration of cone (D = 3.6 cm)
into the large sample (Rd > 19) that has constant
stresses at top and side boundaries. This leads to the
conclusion that for the simulation of CPTs at large-
sized granular material (servo-controlled top and side
walls), discrete particles with a diameter 3.6 times
smaller than the diameter of the cone can be used
accurately at the two-dimensional environment.
3.3.2. Test series ΙΙΙ
CPT simulation series ΙΙΙ was performed to (1) calibrate
the initial porosity of the model by using the results of
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the CPTs conducted in the laboratory, and (2) investi-
gate the limit porosity of the model for realistic penetra-
tion results. The schematic view of the DEM-CPT
system model including the cone, sample, and boundary
conditions, used in this test series, is shown in Figure 11.
The height of the sample built in the DEM simulations
Figure 11. Geometrical characteristics of physical CPT and DEM simulation.
Figure 10. (a) Application procedure of fitting function to extract (qc)limit for initial porosity of 0.15 and particle diameter of 1 cm,
and (b) effect of particle diameter on limit cone-penetration resistance at different initial porosities (cone size, D = 3.6 cm).
GEOMECHANICS AND GEOENGINEERING: AN INTERNATIONAL JOURNAL 209
was set to 120 cm and the width set to 70 cm. The actual
initial dimensions of the soil sample were 120 cm by
45 cm (height × width). The ratio of particle diameter to
sample width (70 cm) was chosen as 1/70, which is close
to the biaxial test ratio (1/50). The geometry of the
penetrometer built in the DEM simulations was same
as the one used in the physical CPT (cone diameter of
3.6 cm).
To compare the penetration resistance obtained
from the CPT-DEM model and tests conducted in the
laboratory, the discrete material needed to be fully
saturated. A fixed coarse-grid fluid flow (SIMPLE)
scheme similar to that developed by Patankar (1980)
incorporated into the DEM model to support coupled
fluid-particle simulations. As shown in Figure 12(a),
extra fluid cells were created outside the walls of the
model. Their function was to reflect the boundary
conditions of the model. To maintain numerical stabi-
lity, the zero-pressure boundary was selected at the top
of the model box, and slip-wall boundaries were
selected at bottom and side boundaries. For a slip-
wall boundary, the fluid velocity parallel to the wall
surface was non-zero. A total number of finite grids
were chosen to be 1200, including 40 grids in the X
direction and 30 grids in the Y direction. The time step
for the SIMPLE scheme was set to 2 × 10−3 s.
3.3.2.1. Calibration of DEM-CPT model initial poros-
ity with physical CPTs. Figure 12(b) shows the sche-
matic view of cone penetration into the discrete
material. Different contour colours were used to
observe movements of particles during cone penetra-
tion. A total of eight assemblies of spherical particles
with different initial porosities from 0.09 to 0.16 were
prepared. With regard to the previous findings of Utili
and Nova (2008), the limit two-dimensional porosity of
0.09 and 0.16 was employed as the tightest and loosest
assembly, respectively. The assembly representing the
micromechanical model of saturated sand with speci-
fied above porosity range consisted of 8960 to 9700
particles.
For eight different initial porosities of discrete mate-
rial, nDM from 0.09 to 0.16, the (qc)limit values from
CPT-DEM simulations were determined. These (qc)limit
values substituted into Equation (2) to obtain the cor-
responding porosity of tested sand.
Figure 12. (a) Fixed coarse-grid fluid flow (SIMPLE) scheme and finite grids implemented in the DEM modelling, and (b) DEM-CPT
model after cone penetration into the discrete material and location of REAs inside the box.
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nsoil ¼ 1:54ðnDMÞ2  0:14nDM þ 0:4 (10)
Figure 13 shows the relationship between the por-
osity of tested soil and the discrete material. As it can
be seen from the figure, a significant difference was
observed at porosity between the two-dimensional uni-
form circle packing of discrete particles and the soils
used in the laboratory experiments. This outcome is
satisfactory when porosity values, in two- and three-
dimensional simulations, reported in the literature
were considered. Deresiewicz (1958) proved that the
closest of regular packings of uniform spheres in three-
dimensional simulations has a porosity of 0.2595 while
the same assembly in two-dimension has a porosity of
0.0931. Calvetti and Nova (2005) similarly found that
porosity is far smaller in two-dimension than in three-
dimension.
3.3.2.2. DEM-CPT model limit porosity for accurate
penetration results. Once the initial porosity in the
two-dimensional DEM-CPT model was calibrated by
using the CPTs conducted in the laboratory, we inves-
tigated the limit porosity of the numerical model for
accurate penetration results. As shown in Figure 12(b),
three REAs were positioned inside the model. The
REA-2 and REA-3, which had radii of 15 cm, were
positioned at two sides of the cone in the middle depth
of the box. The REA-1, which had a radius of 30 cm,
was created at the centre of the discrete model. In order
to check whether the sizes and locations of REAs were
representative, the porosities obtained from REA-2 and
REA-3 were compared with REA-1. Although REA-1
gives wiser observation perspective before the cone
penetration, REA-2 and REA-3 enabled us to observe
changes which occurred in the discrete element after
the CPTs. Therefore, the porosity before and after cone
penetration was obtained by averaging the porosities
from REA-2 and REA-3.
A total of eight assemblies of spherical particles with
different initial porosities (nDM) from 0.09 to 0.16 were
prepared. At each of these discrete particle packings,
the porosity before and after penetrating the cone into
the discrete material was calculated and is presented in
Figure 14(a). At each initial porosity of the discrete
material, the measured porosity was expected to
decrease due to cone insertion. However, for the nDM
smaller than 0.11, an increase in porosity was observed
after cone insertion. This might be due to the particle-
packing density that can be described by CN in soil
micromechanics. Simply, the CN is the average number
of active contacts per single particle over the specified
area (McDowell et al. 1996). Although CN is an impor-
tant microparameter, it can also be viewed as a macro-
parameter by REA. Nevertheless, little information is
available for soil assemblies because of the difficulty of
investigating them experimentally (Göncü et al. 2010).
In this study, the CNs were determined from REA-2
and REA-3 by using the empirical relationship given by
Thornton (2000):
CN ¼ 2Nc  N1
Np  No  N1 (11)
Here, Nc is the number of contacts, and Np is the
number of particles. No, and N1 are referred as the
number of floating particles with zero and one contact,
respectively (O’Sullivan 2011). Thornton (2000) pro-
posed this correlation based on the fact that particles
that only have one or zero contacts do not participate
in the stress transmission. The average CNs obtained
from REA-2 and REA-3 before and after cone penetra-
tion at each deposit with given initial porosity varying
Figure 13. Relationship between initial porosity of tested granular material and discrete material.
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from 0.09 to 0.16 are presented in Figure 14(b). As the
REAs (REA-2 and REA-3) were located in the vicinity
of the cone, the CN was supposed to increase after
cone penetration. However, it occurred that for the
porosities smaller than 0.11 (dense particle packing),
the average CN after cone penetration was slightly
smaller than before cone penetration. The deposits
with porosity denser than 0.11 in the DEM showed
unrealistic results in both porosity and CN.
A number of different expressions relating the CN
to the porosity have been proposed based on experi-
mental studies on spheres (e.g. Oda 1977). A unique
correlation between CN and porosity may only exist
for regular packing of rigid and equal-sized spheres,
and accordingly, its application to real soil and even
DEM packing is limited, as it will clearly depend on
the particle morphology, both shape and surface
roughness, and the particle size distribution. In this
study, the correlation between the average CN and
porosity measured from REA-2 and REA-3 before
and after cone penetration is shown in Figure 15.
The trend observed indicates an increase in the
number of contacts as porosity decreases, and the
relationship obtained is n = 0.5e−0.02CN with a regres-
sion coefficient of 0.95. Fonseca (2011) reported a
similar trend with a regression coefficient of 0.88.
For real sand specimens, Hasan and Alshibli (2010)
proposed a similar trend with a rather scattered plot
with a regression coefficient of 0.68.
4. Comparison of DEM-CPT model and physical
CPT results
To gain further insight into the limit porosity that can
be used in the numerical model, we performed addi-
tional CPT simulations. Figure 16 shows the compar-
ison of cone-penetration resistance obtained in the
laboratory and numerical simulations for the range of
relative densities starting from 45%, 50%, 60%, and
65%, respectively. For 45% relative density, the initial
porosity used in the numerical simulations was around
0.15. For 65% relative density, the initial porosity used
in the numerical simulations was around 0.11.
Figure 15. Relationship between CN and porosity from MC-2 and MC-3, before and after cone penetration.
Figure 14. For each assembly, average (a) porosity and (b) CN from MC-2 and MC-3 inside the box, before and after cone-
penetration simulations.
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The results show that the cone-penetration resis-
tance was not constant throughout the depth both in
CPTs performed in the laboratory and the DEM
model. In the DEM model, qc values were prone to
be affected by the history of the packing. In the labora-
tory, the method of soil preparation was the main
factor that affected the uniformity and penetration
resistance of sand deposited along the depth. We also
observed that cone-penetration resistance from CPT-
DEM modelling showed more fluctuations than labora-
tory CPTs. This was due to a number of contacts
between particles and cone since the effects of particle
size are more pronounced. Based on the studies of
Butlanska et al. (2010), as the particles per cone dia-
meter increases, the penetration curve clearly smooth-
ens. For soil deposits having a relative density from
45% to 60%, qc values were steady and almost in good
agreement throughout the depth. However, for the
relative density of 65% (denser packing), we observed
that the penetration resistance did not reach the limit
value at 1-m depth. The above simulations showed that
the initial porosity of 0.11 (representing the relative
density of real soil at around 65%) can be a minimum
threshold porosity value that can be used in two-
dimensional cone-penetration simulations due to par-
ticle packing.
It was observed that in dense assemblies (nDM <
0.11) when cones were inserted into the discrete parti-
cles in two-dimensional deposits, the laws that govern
the calculation cycles were not properly updating the
location of particles, wall positions, and the set of
contacts between particles. We observed that some
particles were moving throughout the boundaries. It
can be concluded that, when modelling the perfor-
mance of such CPT systems, the interaction of the
two-dimensional discrete material with rigid walls was
not precise or efficient. Due to the geometry of the
CPT model, where outer boundary walls had signifi-
cantly greater dimensions than the cone, in assemblies
with porosities less than 0.11, the particles were mov-
ing through outer boundary walls.
5. Conclusions
The CPT deformation effects are complicated. This is
why continuous remeshing and perfect constitutive
modelling are needed during simulation of cone pene-
tration at FEM or FDM models. The DEM avoids the
usage of a constitutive model. However, it introduces
additional unknowns to the micromechanical para-
meters, such as discrete material packing (porosity),
and CN. In this paper, we performed two-dimensional
CPT-DEM simulations to investigate the top boundary
conditions, discrete particle size, and limit initial por-
osity for reliable cone-penetration simulation results.
To do this investigation, first, calibration of the elastic
and plastic microproperties of discrete material was
performed by comparing the physical and numerical
triaxial test results. The following results can be sum-
marized as follows:
(1) The cone-penetration resistance values obtained
from the simulations affected by the boundary
conditions. It was found that the fixed top
boundary caused large porosity reduction and
discrete particles randomly move after they con-
tacted the cone. Therefore, it was decided to use
servo-controlled top and side boundaries for
realistic CPT results.
(2) The cone-penetration resistance values were
scaled by proposed scaling factor, which takes
into account three-dimensional geometry and
assumes how many surfaces with given particles
Figure 16. Comparison of cone-penetration resistance obtained throughout the depth from CPT-DEM simulations and laboratory
tests for relative density of (a) 45%, (b) 50%, (c) 60%, and (d) 65%.
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and cone dimensions should be calculated for
reliable results. To the authors’ knowledge, the
validity of the scaling laws incorporated into
numerical analyses has not been checked in a
wider scope of soil materials.
(3) The CPT simulations can be affected by the
sample/cone size. To eliminate the sample size
affects the cone-penetration resistance values
were corrected by a correction number which
is a function of relative density and Rd value
(ratio of sample size to cone size).
(4) For the simulation of CPTs at large-sized granular
material (servo-controlled top and side walls),
discrete particles with a diameter 3.6 times smal-
ler than the diameter of the cone can be used
accurately at the two-dimensional environment.
(5) After insertion of the cone into the discrete
material, the soil response in different packing
conditions was investigated to define the limit
value of porosity. Consequently, the lower-limit
value of initial porosity was found to be 0.11.
This limit porosity was verified by comparison
of cone-penetration resistance obtained in the
laboratory and numerical simulations for the
range of relative densities.
The above-mentioned results show that a balance can
be reached between realistic simulation and efficiency
in computation, when proper boundary conditions,
cone size, discrete particle size, and packing are used.
DEM model can be a powerful tool to enrich the
conventional physical CPTs and can be widely and
successfully applied both in scientific research and
engineering practice. We note that in this study, several
aspects of the behaviour of granular materials, such as
anisotropy, elastic deformability, particle crushing, and
plastic deformability, could also help to better under-
stand the soil response due to cone insertion. However,
these have not yet been investigated.
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