Introduction
Automatic identification of the HB posture from a 3D scan data, is of interest for many applications exploiting HB scanner technology. In Anthropological and medical applications, there is a need to segment the body scan data into areas corresponding to the functional parts of the body. In entertainment applications, HB scan are fitted to a generic model to produce realistic avatars of virtual actors that can be integrated in movies or vidw games. The approaches developed so far [ l , 2,3,4 ] present a severe limitation because they assume a standard posture of the HB (Figure 1 .b) . Providing a tool for recognizing the posture will allow to tackle the segmentation and the model fitting problems in the general case of arbitrary postures. 
2.3D Shape descriptors
The posture data, is a set scattered 3D points representing the HB surface. Most HB scanners provide a complete data that covers a large area the body. Global features, particularly moments are suitable for that case. The moment features have been extensively used in image analysis and description [5, 6, 7, 81 However, less work has been done in the 3D case. One of the reasons, is that most of the 3D Imaging devices do not provide complete data in terms of surface covering, There have been, nevertheless,some attempts to define frameworks for 3D moments construction.
Sadjadi er a/ [91 pioneered the development of 3D Geometric moment invariants. They built a family of three invariant moments wirh a degree up tu the second-uder. Us- ing the notion of complex moments Lo er a1 [IO] constructed a family of twelve invariant moments with orders up to the third degree. In these last works, moments were used mainly to estimate 3D transformations and their performances were not evaluated for classification tasks. Also, being not derived from a family of orthogonal functions, these moments were subject to correlation. Canterakis [ I I] extended Zemike moments 10 the 3D case, but their performances were not put into trial yet. In this work we propose to investigate the wavelet transform coefficients (WTC) .
These features have been tested successfully as 2D shape descriptors [SI. We will show that the WTC can be utilized for 3D shape description. Derived from an orthogonal family of functions, these features are also less redundant and more informative than non-orthogonal family of moments 19, 101. 3 The WTC descriptors We precise that the WTC descriptor used, is the module of C;", The invariance of the WTC with respect to translation and scale is obtained by preprocessing the data in the Cartesian space before passing to the spherical space. From the cloud of 3D data points a Cartesian voxel grid if formed. Then the origin of the voxel grid is shifted to the centre of mass of the data points. The scale invariance is obtained by affecting the 3D points' coordinates so that the data volume defined by the moment mOOO = E, E, E, f (z, y, Z) is equal to V,. where V, is a predetermined value. The rotation of the whole HB within the scanner has only one degree of freedom that affects only $, It can be shown easily thatljcz"l/ is invariant with respect to that rotation. The negative side is that pairs of symmetric postures have very close feature values. Such pairs have been associated to the same class and the ambiguity can be removed after the classification, by using simple geometric procedures.
A dyadic discretization is adopted for a and b. by choos- do not allow to extract significant information. The shifting parameter b is varied proportionally to the scale parameter within the range [O,Scale] . The number of @, q ) pairs is then equal to 34. which combined with 4 pairs (m, n) result in 136 WTC features Cp"pn
Feature Selection and Classification
Since not all the features will contribute effectively in the classification. There is a need to select the most useful features that have a high discriminative power. The discriminative power is characterized by the interclass distance defined as metric for measuring the separation between two classes. A selection criterion based on that metric is therefore utilized in the search for the optimal set of features. This task was subject of intensive work in the literature [17]. There are mainly tow categories of techniques the first operates on feature vectors, the second treats each feature individually. We adopted a technique belonging to the second one, it is sub-optimal but quite efficient. The selection algorithm is as follows: Given a set of features {zl, z2, .., Back to the selection criterion, the interclass distance between two classes cj and cj , having the conditional probability density functions P ( z L , C;) = N ( p : , u f ) and P ( z k , c , ) = b'(pi,u$) with respect to the feature zk, can be evaluated by the following probabilistic distance: 3:; = +( $. + -J -z)+ f(pl -p$)z(+7 + +) . This expression indicates that the larger the ratio of the means difference and This criterion is then used to rank the set of the 136 features e:;". the first three feature were C:;:. e::: and e,";:.
Because of the limited space we could not discuss in details the interpretation of the features rank. The main aspect is that the hest WTC operate on the periphery of posture volume, area which is the most sensitive to posture changes caused by the arms' gesture in our models.
Experiments
The performance of the WTC features in terms of power discrimination and classification rate were assessed within a comparative study including the geometric moments developed by Lo er al [ IO] and the 3D Zemike moments The statistic characteristics of each posture models are determined as follows, for each posture, 30 training data sets are generated, perturbing at each generation the posture parameters with a Gaussian noise and randomly rotating the full data in a direction that affects the 4 coordinate. The mean and the variance of the model vectors are computed upon the 30 feature vectors associated to the training sets.
The discriminative power for each of the geometric moments, Zernike moments and the WTC is assessed by examining how well the best features of each category can discriminate between close postures. The hest features for the geometric moments and Zernike moments were selected using the same scheme than for the WTC. From the pasture models we selected pairs of postures which are close, namely (0,7), (2,n) and (9,15) (Figure 2) . Then for the 30 training samples of each pasture in the pair, we plot the values of their corresponding best features. The distributions related to each posture could then be visually compared. where the WTC has the hest rating followed by Zemike moments then the geometric moments.
The other assessed aspect concerns how the classification rate evolves in function of the number of features. This gives an idea about the optimality of the selected set of features. In this experiment, only the WTC and the Zernike moments were assessed, as we decided not lo cany with geometric moments based on the results of the previous experiment. This experiment used a query set of 30 x 19 samples. The experiment consist of many trials, in each one. the number of features involved in the classification is increased by one, starting by 5 features and ending by 35. The classification rate associated to the WTC and Zernike moments are mapped in Figure 3 .(e). The Figure shows that the WTC have the best classification rate for all the numbers of features, with a maximum rate of 98% reached with 23 features. For Zernike moments the maximum rate of 94% is obtained with 28 features. Also we notice that with I I WTC can guarantee a classification rate of 95% whereas a lower rate of 93% needs 16 Zernike moments. Although there is an overall improvement of the classification rate as the number of features get increased, this improvement is not monotonous as some fluctuations appears from the 10th feature. The cause comes back to the feature selection process. where the used technique guarantee only a sub-optimal set of features. Also, after a certain number of features (25). the classification rate looks stagnating. Indicating that adding other features do not improve the classification.
Conclusion
The WTC features demonstrated very reasonable discriminative power compared to Zernike moments and geometric moments. This was reflected on classification rate of each category of features, where The WTC were top ranked whatever number of features is used. For some set of WTC features, the classification rate reached 98% whereas a larger number of Zernike moments is needed for the maximum rate of 94%. The database of the training samples can be enriched by adding a variety of human body shapes coming from different scan sources. Naturally the number of model postures we considered is far from being exhaustive. Many different postures can be added. This raises the question of what is the maximum number of different postures that could be successfully recognized. We believe that this is linked to what extent the recognition process could distinguish between two close postures and how to quantify the closeness of two postures. These issues will be examined in a future work.
