Abstract-We present a family of Maximum-Distance Separable (MDS) array codes of size ( 1) ( 1), a prime number, and minimum criss-cross distance 3, i.e., the code is capable of correcting any row or column in error, without a priori knowledge of what type of error occurred. The complexity of the encoding and decoding algorithms is lower than that of known codes with the same error-correcting power, since our algorithms are based on exclusive-OR operations over lines of different slopes, as opposed to algebraic operations over a finite field. We also provide efficient encoding and decoding algorithms for errors and erasures.
by j(X; Y )j = jXj + jY j. The criss-cross weight of E , denoted by w(E ), is the minimum size j(X; Y )j over all possible covers (X; Y ) of E . Note that a minimum-size cover of a given matrix E is not always unique. The rank of E over F is never greater than its criss-cross weight.
A well-known result by König (see [ over GF (2) . It is easy to verify that E has two covers of size 3, namely, (f0; 2g; f1g) and (f2g; f0;1g). Furthermore, since the three nonzero elements on the main diagonal of E belong to distinct rows and columns, the criss-cross weight of E must be at least 3. Therefore, w(E ) = 3. Let 0 = [cij] n01 i;j=0 be an n 2 n matrix over F , denoting the correct array to be stored, and let 0 8 E denote the array actually recorded, with E = [e ij ] n01 i;j=0 standing for the error array. The criss-cross error model assumes that w(E ) t for some prespecified t.
An [n 2 n; k; d] linear array code C over a field F is a k-dimensional linear space of n 2 n matrices over F with d being the minimum of all criss-cross distances between pairs of distinct matrices in C . Adopting the terminology of conventional linear codes, we call d the minimum criss-cross distance of C . As with regular block codes, d equals the minimum criss-cross weight of any nonzero matrix in C .
An [n 2 n; k; d] array code C can correct any pattern of s criss-cross errors together with t criss-cross erasures if and only if 2s+t d 01.
The proof is again identical to the proof for block codes.
In this correspondence, we present array codes with minimum crisscross distance d = 3. The constructions in [4] , [6] , and [12] operate over a field GF (2 n ). When n is a large number, like in holographic storage applications, the resulting complexity may be prohibitive. Thus we want to construct codes with low complexity but still having minimum criss-cross distance 3. To this end, we will consider codes over the ring of polynomials modulo 1 + x + x 2 + 111 + x p01 , p a prime number, as in [3] .
We have the following version of the Singleton bound [12] . array codes, p a prime number. According to Theorem 1.1, these codes are MDS. In Section III, we prove the main properties of the codes, 0018 -9448/00$10.00 © 2000 IEEE mainly, the conditions under which they are MDS with respect to the criss-cross distance. We also show that, in general, our criss-cross distance is not equivalent to the rank distance, as with the codes in [4] , [6] , and [12] . We also briefly discuss possible generalizations to multiple parities. In Section IV we present efficient decoding algorithms in the case of errors and erasures. We end the correspondence by drawing some conclusions.
II. CONSTRUCTION OF THE CODES
We give two descriptions of the codes, one algebraic, the other geometric. In the sequel, p denotes a prime number and l a number such that 2 l p 0 2.
Let us start with the algebraic description. The codewords may be interpreted as (p 0 1) 2 (p 0 1) arrays (cij ) 0i;jp02 such that each symbol in a codeword is given by a column in the array. We denote by C(p; l) the binary code of (p 0 1) 2 (p 0 1) arrays derived from C(p; l). Normally, and in order to simplify notation, we will add an imaginary 0-row and an imaginary 0-column to the arrays in C(p; l). So, the codewords may be interpreted as p 2 p arrays (c ij ) 0i;jp01 , such that c p01;j = c i;p01 = 0 for 0 i; j p 0 1. Also, from now on, we take all the subindices modulo p. We apologize for this abuse, but the notation is somewhat awkward if we want to denote the modulo p subindices every time.
We will see that a geometric interpretation of code C(p; l) as derived from code C(p; l) defined by (1) , is as the set of arrays having either even or odd parity along lines of slope 1 and l. This will be made clear by the following lemma. The geometric meaning of (2) and (3) is the following: we have parity in the array along lines of slope 1 and l, respectively. This parity can be either even or odd: it is even when b = 0, and odd when b = 1.
Before proving Lemma 2.1, let us give an example. The reader can easily verify that c() (H(5; 2 The reader can verify that we have odd parity along the lines of slope 1 and of slope 2, as predicted by (2) and (3). We are ready now to prove Lemma 2.1. 
where (4) is obtained using the fact that We next consider a code C 0 (p; l) whose elements are the transposes of the arrays in C(p; l). The following lemma connects the two codes.
Lemma 2.2:
Consider the code C(p; l) of binary (p 01)2(p01) arrays defined by (2) and (3), and let C 0 (p; l) be the code whose elements are the transposes of the elements in C(p; l). Then, C 0 (p; l) = C(p; 1=l), i.e., the arrays in C 0 (p; l) have even or odd parity along lines of slope 1 and 1=l. Algebraically, a parity-check matrix for the corre- We can see that the array above has odd parity along lines of slope 1 and 3.
An easy observation is, code C(p; l) is MDS, i.e., if we erase any two columns in an array (c i;j ) 2 C(p; l), regarding these two columns as elements modulo 1 + x + 111 + x p01 , they will be recovered by the code. Of course, the same is true for the corresponding code C 0 (p; l) in which we identify the rows of the arrays with elements modulo 1 + x+1 1 1+x p01 : any pair of erased rows will be recovered. Let us prove these facts in the next lemma.
Lemma 2.3: Code C(p; l) is MDS.
Proof: We have to show that any two columns in H(p; l) are linearly independent, i.e., any 2 2 2 determinant in H(p; l) as given by (1) for s 6 0 (mod p)
However, our goal is to show that the binary code C(p; l) of (p 0 1) 2 (p 0 1) arrays is MDS with respect to the criss-cross distance.
To this end, we have to show that any erased row together with any erased column will be uniquely recovered. This will not happen for every code C(p; l). Actually, it will occur if and only if l is primitive in GF (p), i.e., the powers of l generate all the nonzero elements in GF (p).
For instance, 2 is primitive in GF (5), but not in GF (7) . However, 3 is primitive in GF (7) . Thus C(7; 2) is not MDS with respect to the criss-cross distance, but C(7; 3) is.
We will prove these properties in the next section.
III. MAIN PROPERTIES
Before proving our main theorem, let us give some examples of codes C(p; l) for which 2 is not primitive in GF (p). We can see that the array above has even parity on lines of slope 1 and 2, therefore, it belongs in C (7; 2). This array has criss-cross weight 2, so C (7; 2) is not MDS with respect to the criss-cross distance.
Example 3.2:
Consider the array in C (17; 2) (to which a 0-row and a 0-column have been added) shown at the top of this page.
As in Example 3.1, we can see that the array above has even parity on lines of slope 1 and 2, therefore, it belongs in C (17; 2). This array has criss-cross weight 2, so C (17; 2) is not MDS with respect to the criss-cross distance.
Notice that 2 is not primitive neither in GF (7) nor in GF (17). The next theorem is our main result. Its proof is based on the generalization of Examples 3.1 and 3.2. Moreover, we'll refer to these two examples in the proof as an illustration. Proof:
)) Assume that l is not primitive in GF (p). We will exhibit an array with a cover of size 2. Consider the set S(p; l) = f1 = l 0
; l = l 1 ; l 2 ; 1 1 1 ; l s01 g such that these powers are taken modulo p and l s = 1.
Since l is not primitive in GF (p); S(p; l) 6 = GF (p) 0 f0g. There are two cases: p 01 6 2 S(p; l) and p 01 2 S(p; l). We define a set U 6 = ;
as follows: As an example of the case p 0 1 6 2 S(p; l), consider p = 7 and l = 2. Then, S(7; 2) = U = f1; 2; 4g (notice that 6 6 2 S(7; 2)). The array (ci;j) in this case is depicted in Example 3.1. As an example of the case p 0 1 2 S(p; l), consider p = 17 and l = 2. Then S(17; 2) = f1; 2; 4; 8; 9; 13; 15; 16g and U = f3; 5; 6; 7; 10; 11; 12; 14g:
The array (c i;j ) in this case is depicted in Example 3.2.
In order to reach a contradiction, we need to prove that the array i 2 U , t 2 U: 
() Assume now that l is primitive in GF (p). We have already proven in Lemma 2.3 that codes C(p; l) and C 0 (p; l) are MDS, thus any pair of columns or of rows in an array in C(p; l) can be uniquely retrieved. We need to show now that the same is true for any row and column.
Let (c s;t ) 0s;tp01 be an array in C(p; l), and assume that c s;t = 0 whenever s 6 = i and t 6 = j. As usual, assume that the last row is an imaginary 0-column as well as the last column. We will show that also c i;t = 0 and c s;j = 0.
Since cp01;j = 0, then c i;j0(i+1) = b, since they belong in the same diagonal, and b = 0 or b = 1, according to the parity of the diagonals and the lines of slope l. Since c i;j0(i+1) = b, then c i0l(i+1);j = 0, since they belong in the same line of slope l. By induction, assume that c i0l (i+1);j = 0 for 1 r p02. Then, c i;j0l (i+1) = b, since c i0l (i+1);j and c i;j0l (i+1) belong in the same diagonal. This implies that c i0l (i+1);j = 0, since c i;j0l (i+1) and c i0l (i+1);j belong in the same line of slope l. Therefore, c i0l (i+1);j = 0 and c i;j0l (i+1) = b for 0 r p02. Since l is primitive in GF (p), then there is an r such that l r = (j +1)=(i +1). For that r; j 0l r (i +1) = p 0 1, but c i;p01 = 0 = b, thus c i;j0l (i+1) = 0 for 0 r p 0 2.
Again, using the fact that l is primitive in GF (p), we conclude that c s;j = 0 for s 6 = i and c i;t = 0 for t 6 = j. Finally, c i;j = 0 since the diagonals and lines of slope l have even parity. This completes the proof.
In [4] , [6] , and [12] , the authors prove that their construction can correct the rank of an array when the rank is used as a metric. We have seen that the rank is a more powerful metric than the criss-cross distance considered here. Therefore, a legitimate question is: can the codes C(p; l) also correct the rank? The answer is no, in general. This array has criss-cross weight 3 but rank 2. So, the question is, under which conditions the codes C(p; l) can correct the rank? The answer is, whenever the polynomial 1 + x + 111 + x p01 is irreducible, i.e., when 2 is primitive in GF (p), then the nonzero arrays in C(p; l) have rank at least 3. In this case, the ring of polynomials modulo 1 + x + 1 11 + x p01 is a field. Explicitly Theorem 3.2: Every nonzero array in code C(p; l), 2, and l primitive in GF (p), has rank at least 3.
Proof: Let 0 be a nonzero array in C(p; l) with rank 2, therefore, Using the parity-check matrix H(p; l) defined by (1), we obtain that 
Since 2 is primitive in GF (p), then l is a power of 2, and thus (6) and (7) can be written as We have not found an adequate generalization of the codes C(p; l) is MDS with respect to the rank. This code is a particular case of the ones described in [4] , [6] , and [12] .
IV. ENCODING AND DECODING
In this section we give encoding and decoding algorithms for errors and erasures. If there are no indications of erased rows or columns in a received array, the decoder attempts to correct either a column or a row. In the case of erasures, the decoder can correct either two erased columns, two erased rows, or an erased column together with an erased row. The encoding is a particular case of the decoding of two erased columns. We examine all these cases separately. Let us start with errors.
Assume that (r i;j ) is a received array, possibly a noisy version of an originally stored array (ci;j ) 2 C(p; l). Moreover, assume that either a column or a row in (r i;j ) are in error. The first step is finding the column syndromes using the parity-check matrix H(p; l) given by (1) .
To this end, we define r() = (r0(); r1(); 111; rp02()) as 4 we need to add the last coordinate to each of the first four, giving the vector (a3 +a2; a2; a0+a2; a1+a2). This provides a computationally simple method for multiplying by .
For details, we refer the reader to [3] .
If there was an error E in, say, column t, and all the other columns are correct, (10) and (11) give
We need to find the error location t and the error itself E. Solving (12) and (13), we obtain (l01)t S 1 () = S l (): (14) So, the decoder applies repeatedly the operation (l01)j S 1 () for 0 j p 0 2 until it finds a j = t satisfying (14) . If there is such a t, then the decoder declares an error in column t, and the value E of the error, from (12) , is given by E = 0t S 1 (). The final step is adding E to column t, completing the decoding.
However, if there is no t satisfying (14), the decoder will assume that there was a row error, and will repeat the procedure but this time for rows. Specifically, the decoder now considers rj() j = S1() so S 0 1 () does not need to be calculated once S1() is known. If there was an error E 0 in, say, row s, and all the other rows are correct, (15) and (16) 
Solving (17) and (18), we obtain
Now, the decoder applies repeatedly the operation ((1=l)01)j S 0 The corresponding r() and r 0 () are given by r() = (1; Notice that 1=3 = 5 modulo 7, so H(7; 3) = 1 The values S1(); S3(); S 0 1 () and S 0 Each of the entries of c 0 () represents a row in the array, so the corrected array is given by Let us formally write the algorithm described above. Next we concentrate on erasures. First, assume that two erasures have occurred in columns s and t, 0 s < t p 0 2. In order to compute the column syndromes according to (10) and (11), we assume that r s () = r t () = 0. Then, we have to find the missing elements Es and Et. In this case, (10) and (11) give Es s + Et t = S1() E s ls + E t lt = S l ():
Solving the linear system above, we obtain (l01)(t0s) + 1 Es = l(t0s)0t S1(
Solving efficiently recursions of the type ( j + 1)A = B modulo 1 + x + 11 1 + x p01 was done in detail in [3] . Certainly, a solution is guaranteed to occur since since, as proved in [3] gcd(1 + x j ; 1 + x + 1 11 + x p01 ) = 1 therefore, j + 1 is invertible. Let us illustrate the case of two erased columns with an example.
Example 4.2:
As in Example 4.1, consider code C(7; 3) and assume that the following array is received (the "?" signs denote erased bits): Proceeding like in the previous case, this gives
Therefore, the decoded array is Let us point out once more that the encoding is a particular case of the erasure decoding described above: we choose two columns for the redundancy, say, columns p 0 3 and p 0 2 (the last two columns in the array), and using the information in the first p 0 3 columns, we reconstruct the two redundant columns.
Let us write down formally the algorithm for decoding of two erased columns. Find S1() according to (10) and S l () according to (11) . Then, let E s be the solution of the recursion given by (20) The last case we need to consider in order to complete the decoding of two erasures, is the case in which a row and a column have been erased. In this case, we need to assume that l is primitive in GF (p), an assumption that was not necessary in the decoding of two erased columns or two erased rows.
Assume then that (ri;j ) is a received array where row s and column t have been erased, 0 s; t p 0 2. We want to find the values r s;j and r i;t . As usual, we assume initially that those values are 0 in order to calculate the syndromes, and we also assume that a 0-row and a 0-column have been added to the array. 
Since l is primitive in GF (p), we know that there exists such an i. Notice that, for j = 2, we already know that r4;6 = 0, since this value is in the imaginary seventh 0-column that has been added. However, this fact was exploited in the calculation of the parity bit b given by (28). The final decoded array is thus given by Let us end this section by writing formally the decoding algorithm for an erased row together with an erased column.
Algorithm 4.4 (Decoding Algorithm for an Erased Row and an
Erased Column): Assume that (r i;j ) is a received array from an originally stored array in C (p; l); l primitive in GF (p), where row s and column t; 0 s; t p 0 2; have been erased. For each 0 i p 0 1, find the syndromes given by (22) and (23). Then, if i is such that l i = (t + 1)=(s + 1), determine b according to (28). Finally, find rs;t according to (29) and the rest of the values according to the recursion given by (24) and (25).
V. CONCLUSION
We presented a family of (p01)2(p01) array codes, p a prime, that can correct any row or any column in error. The construction is based on taking all the arrays with even or odd parity along lines of slope 1 and of slope l, l primitive in GF (p). Known codes in the literature differ from our codes in the sense that they can correct errors defined by the rank of an array. Our codes can also correct the errors defined by the rank when 2 is primitive in GF (p). However, the main new feature of our codes is their lower encoding/decoding complexity, as their encoding/decoding algorithms are based on simple XOR operations, in contrast to known codes that require operations over finite fields. Although we presented our results for binary codes, they may be trivially extended to any field.
