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In the present paper, we introduce and study a new class of generalized
nonlinear implicit quasivariational inequalities for set-valued mappings and con-
struct some new iterative algorithms. We prove the existence of solutions for this
class of generalized nonlinear implicit quasivariational inequalities for set-valued
mappings without compactness and the convergence of iterative sequences gener-
ated by the algorithms. We also study a new perturbed iterative algorithm for
solving a class of general strongly nonlinear quasivariational inequalities. Q 1997
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1. INTRODUCTION
It is well known that variational inequality theory and complementarity
theory play an important and fundamental role in the study of a wide class
of problems arising in mechanics, physics, nonlinear programming, opti-
mization and control, economics and transportation equilibrium, contact
problems in elasticity, fluid flow through porous media, and many other
branches of mathematical and engineering sciences see Baiocchi and
w x w x w x w xCapelo 1 , Bensoussan 2 , Bensoussan and Lions 3 , Chang 4 , Cottle,
w x w x w x w x w xPang, and Stone 8 , Crank 9 , Isac 15 , Lin and Cryer 16 , Mosco 17 ,
.and the references therein .
w xIn a recent paper 32 , Zeng introduced a class of completely generalized
strongly nonlinear quasivariational inequalities and constructed a new
iterative algorithm which includes some known algorithm as special cases
to solve variational inequalities and quasivariational inequalities, and the
author also proved the convergence of the iterative sequences generated
by this algorithm. However, from the assumptions of Theorems 3.3, 3.4,
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w xand Theorems 4.1]4.4 of 32 , we know that all the set-valued mappings in
these theorems are single-valued mappings indeed.
w xMotivated and inspired by recent research works 12, 13 , in this paper,
we introduce and study a new class of generalized nonlinear implicit
quasivariational inequalities for set-valued mappings and construct some
new iterative algorithms. We prove the existence of solutions for this class
of generalized nonlinear implicit quasivariational inequalities for set-val-
ued mappings without compactness and the convergence of iterative se-
quences generated by the algorithms. We also study a new perturbed
iterative algorithm for solving a class of general strongly nonlinear quasi-
variational inequalities, which includes many known algorithms as special
cases. Our results extend and improve the earlier and recent results
w x w xincluding the corresponding results of Chang 4 , Chang and Huang 6, 7 ,
w x w x w x w xDing 10 , Huang 14 , Noor 19, 20 , Siddiqi and Ansari 27, 29 , and Zeng
w x30]32 .
2. PRELIMINARIES AND FORMULATIONS
5 5Let H be a real Hilbert space endowed with a norm ? and inner
 .product ?, ? and let K be a closed convex subset of H. Given mappings
H  Hm, S, T , g : H ª H, and F, G, M : H ª 2 where 2 denotes the family
.of all nonempty subsets of H , we consider the following problem.
Find u g H, x g Fu, y g Gu, z g Mu such that
g u g K z , ¨ y g u , Sx q Ty G 0, ;¨ g K z , 2.1 .  .  .  .  . .
 .  .where K z s m z q K, which is called the completely generalized
strongly nonlinear implicit quasivariational inequality.
 .If M is the identity mapping, then the problem 2.1 is equivalent to
finding u g H, x g Fu, y g Gu such that
g u g K u , ¨ y g u , Sx q Ty G 0, ;¨ g K u , 2.2 .  .  .  .  . .
 .  .where K u s m u q K, which is called the generalized strongly nonlin-
ear implicit quasivariational inequality.
 .If S, T , and M are the identity mappings, then the problem 2.1 is
equivalent to finding u g H, x g Fu, y g Gu such that
g u g K u , ¨ y g u , x q y G 0, ;¨ g K u , .  .  .  . .
which is called the completely generalized strongly nonlinear quasivaria-
w xtional inequality, considered by Zeng 32 .
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 .If F, G, and M are the identity mappings, the the problem 2.1 is
equivalent to finding u g H such that
g u g K u , ¨ y g u , Su q Tu G 0, ;¨ g K u , 2.3 .  .  .  .  . .
which is called the general strongly nonlinear quasivariational inequality,
w x w xconsidered by Siggiqi and Ansari 29 and Zeng 30 .
Remark 2.1. For appropriate and suitable choices of the mappings
m, S, T , g, F, G, M, and the convex subset K, a number of known classes
of variational inequality, quasivariational inequality, complementarity and
quasicomplementarity problems, studied previously by many authors in-
w x w x w xcluding Fang and Peterson 11 , Chang 4 , Chang and Huang 6, 7 , Ding
w x w x w x w x10 , Huang 13, 14 , Noor 19]24 , Pang 25, 26 , Siddiqi and Ansari
w x w x27]29 , and Zeng 30]32 , can be obtained as special cases of the problem
 .2.1 .
3. ITERATIVE ALGORITHM
w xLEMMA 3.1 17 . If K ; H is a closed con¨ex subset and z g H is a gi¨ en
point, then u g K satisfies the inequality
u y z , ¨ y u G 0, ;¨ g K .
if and only if
u s P z , 3.1 .K
where P is the projection of H onto K.K
w x  .LEMMA 3.2 17 . The mapping P defined by 3.1 is nonexpansi¨ e, thatK
is,
5 5 5 5P u y P ¨ F u y ¨ , ;u , ¨ g H .K K
w x  .  .LEMMA 3.3 24 . If K u s m u q K and K ; H is a closed con¨ex
subset, then for any u, ¨ g H, we ha¨e
P ¨ s m u q P ¨ y m u . 3.2 .  .  . .K u. K
From Lemma 3.1 and Lemma 3.3, we have the following lemma.
 .  .LEMMA 3.4. If K ; H is a closed con¨ex set and K ? s m ? q K, then
u g H, x g Fu, y g Gu, and z g Mu are a solution of the completely
generalized strongly nonlinear implicit quasi¨ ariational inequality problem
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 .2.1 , if and only if u g H, x g Fu, y g Gu, and z g Mu satisfy the relation
u s 1 y l u .
q l u y g u q m z q P g u y r Sx q Ty y m z , .  .  .  .  . .K
3.3 .
where 0 - l - 1 and r ) 0 are both constants.
Based on Lemma 3.4, we are now in a position to propose the following
algorithm for the completely generalized strongly nonlinear quasivaria-
 .tional inequality problem 2.1 .
ALGORITHM 3.1. Suppose that K ; H is a closed con¨ex subset,
 .  .m, S, T , g : H ª H, and F, G, M : H ª CB H , where CB H is the family
of all nonempty bounded closed subsets of H. For gi¨ en u g H, we take0
x g Fu , y g Gu , and z g Mu , and let0 0 0 0 0 0
u s 1 y l u .1 0
y l u y g u q m z q P g u y r Sx q Ty y m z . .  .  .  .  . .0 0 0 K 0 0 0 0
 .  .  .Since x g Fu g CB H , y g Gu g CB H , and z g Mu g CB H ,0 0 0 0 0 0
w xby Nadler 18 there exist x g Fu , y g Gu , and z g Mu such that1 1 1 1 1 1
5 5x y x F 1 q 1 H Fu , Fu , .  .0 1 0 1
5 5y y y F 1 q 1 H Gu , Gu , .  .0 1 0 1
5 5z y z F 1 q 1 H Mu , Mu , .  .0 1 0 1
 .  .where H ?, ? is the Hausdorff metric on CB H . Let
u s 1 y l u .2 1
q l u y g u q m z q P g u y r Sx q Ty y m z . .  .  .  .  . .1 1 1 K 1 1 1 1
 4  4  4  4By induction, we can obtain sequences x , y , z , and u asn n n n
5 5x g Fu , x y x F 1 q 1r 1 q n H Fu , Fu , .  . .n n n nq1 n nq1
5 5y g Gu , y y y F 1 q 1r 1 q n H Gu , Gu , .  . .n n n nq1 n nq1
5 5z g Mu , z y z F 1 q 1r 1 q n H Mu , Mu , .  . .n n n nq1 n nq1
u s 1 y l u .nq1 n
ql u yg u qm z qP g u yr Sx qTy ym z , .  .  .  .  . .n n n K n n n n
n s 0, 1, 2, . . . , 3.4 .
where 0 - l - 1 and r ) 0 are both constants.
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If M : H ª H is the identity mapping, then from Algorithm 3.1 we have
the following algorithm.
ALGORITHM 3.2. Suppose that K ; H is a closed con¨ex subset, m, S, T ,
 .g : H ª H and F, G : H ª CB H . For gi¨ en u g H, we can obtain se-0
 4  4  4  4quences x , y , z , and u asn n n n
5x g Fu , x y x F 1 q 1r 1 q n H Fu , Fu , .  . .n n n nq1 n nq1
5 5y g Gu , y y y F 1 q 1r 1 q n H Gu , Gu , .  . .n n n nq1 n nq1
u s 1 y l u .nq1 n
ql u yg u qm u qP g u yr Sx qTy ym u , .  .  .  .  . .n n n K n n n n
n s 0, 1, 2, . . . , 3.5 .
where 0 - l - 1 and r ) 0 are both constants.
Remark 3.1. For an appropriate and suitable choice of the mappings
m, S, T , g, F, G, M, and the convex subset K, many known algorithms for
variational inequality, quasivariational inequality, complementarity and
quasicomplementarity problems, constructed previously by many authors
w x w x w xincluding Chang 4 , Chang and Huang 6, 7 , Ding 10 , Fang and Peterson
w x w x w x w x11 , Siddiqi and Ansai 27, 29 , Noor 19]22 , and Zeng 31 , can be
obtained as special cases of Algorithm 3.1
4. EXISTENCE AND CONVERGENCE
In this section, we study the existence of solutions for the completely
generalized strongly nonlinear implicit quasivariational inequality problem
 .2.1 without compactness and the convergence of the iterative sequences
generated by Algorithms 3.1 and 3.2. We first give the following defini-
tions.
DEFINITION 4.1. A mapping g : H ª H is said to be
 .i Strongly monotone if there exists some a ) 0 such that
5 5 2g u y g u , u y u G a u y u ;u g H , i s 1, 2; .  . .1 2 1 2 1 2 i
 .ii Lipschitz continuous if there exists some b ) 0 such that
5 5g u y g u F b u y u , ;u g H , i s 1, 2. .  .1 2 1 2 i
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DEFINITION 4.2. A set-valued mapping F : H ª 2 H is said to be
 .i strongly monotone with respect to a mapping S : H ª H if there
exists some g ) 0 such that
5 5 2Sw y Sw , u y u G g u y u , ;u g H , w g Fu , i s 1, 2 .1 2 1 2 1 2 i i i
 .ii H-Lipschitz continuous if there exists some d ) 0 such that
5 5H Fu , Fu F d u y u , ;u g H , i s 1, 2. .1 2 1 2 i
THEOREM 4.1. Let S, g : H ª H be Lipschitz continuous with Lipschitz
constants b , s , respecti¨ ely, and g strongly monotone with constant d . Let
 .F, G, M : H ª CB H be H-Lipschitz continuous with H-Lipschitz constants
e , h, z , respecti¨ ely, F strongly monotone with respect to S with constant a ,
and T , m : H ª H Lipschitz continuous with Lipschitz constants j , m, respec-
ti¨ ely. If the following conditions hold,
a y 1 y 2k jh .
r y 2 2 2 2b e y j h
2 2 2 2 2’ a y 1 y 2k jh y 4 b e y j h k 1 y k .  . .
- , 4.1 .2 2 2 2b e y j h
2 2 2 2’a ) 1 y 2k jh q 2 b e y j h k 1 y k , 4.2 .  .  . .
2’rjh - 1 y 2k , k s mz q 1 y 2d q s - 1r2, jh - be , 4.3 .
then there exist u g H, x g Fu, y g Gu, z g Mu which are a solution of the
completely generalized strongly nonlinear implicit quasi¨ ariational inequality
 .problem 2.1 , and
u ª u , x ª x , y ª y , z ª z , n ª `,n n n n
 4  4  4  4where u , x , y , and z are defined in Algorithm 3.1.n n n n
Proof. From Algorithm 3.1 and Lemma 3.2, we have
5 5u y unq1 n
F l u y u y g u y g u q m z y m z .  .  .  . .n ny1 n ny1 n ny1
5 5q 1 y l u y u q l g u y g u .  .  .n ny1 n ny1
yr Sx q Sx y r Ty y Ty y m z q m z .  .  .  .n ny1 n ny1 n ny1
F 2l u y u y g u y g u .  . .n ny1 n ny1
5 5q 2l m z y m z y 1 y l u y u .  .  .n ny1 n ny1
5 5q l u y u y r Sx y Sx q lr Ty y Ty . 4.4 .  .n ny1 n ny1 n ny1
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By The Lipschitz continuity and strong monotonicity of g, we obtain
2 22 5 5u y u y g u y g u F 1 y 2d q s u y u . .  .  . .n ny1 n ny1 n ny1
4.5 .
Since F is strongly monotone with respect to S and H-Lipschitz continu-
ous and S is Lipschitz continuous, we have
2
u y u y r Sx y Sx .n ny1 n ny1
2 22 2 2 5 5F 1 y 2 ra q r b 1 q 1rn e u y u . 4.6 .  . . n ny1
Further, since G, M are H-Lipschitz continuous and T , m are Lipschitz
continuous, we get
5 5 5 5Ty y Ty F j y y yn ny1 n ny1
5 5F jh 1 q 1rn u y u . 4.7 .  .n ny1
5 5m z y m z F mz 1 q 1rn u y u . 4.8 .  .  .  .n ny1 n ny1
 .  .From 4.4 ] 4.8 , it follows that
5 5 5 5u y u F u u y u , 4.9 .n nq1 n n ny1
where
22 2 2’u s 2lk q 1 y l q l 1 y 2 ra q r b e 1 q 1rn .  .n n
q lrjh 1 q 1rn .
and
2’k s mz 1 q 1rn q 1 y 2d q s . .n
Letting
2 2 2’u s 2lk q 1 y l q l 1 y 2 ra q r b e q lrjh , .
 .  .we know that u o u . It follows from 4.1 ] 4.3 that u - 1. Hence u - 1,n n
 .  4for n sufficiently large. Therefore, 4.9 implies that u is a Cauchyn
sequence in H and we can suppose that u ª u g H.n
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Now we prove that x ª x g Fu, y ª y g Gu, and z ª z g Mu. Inn n n
fact, it follows from Algorithm 3.1 that
5 5 5 5x y x F 1 q 1rn e u y u , .n ny1 n ny1
5 5 5 5y y y F 1 q 1rn h u y u , .n ny1 n ny1
5 5 5 5z y z F 1 q 1rn z u y u , .n ny1 n ny1
 4  4  4that is, x , y , and z are also Cauchy sequences in H. Let x ª x,n n n n
y ª y, z ª z. Further we haven n
5 5 5 5 4d x , Fu s inf x y z : z g Fu F x y x q d x , Fu .  .n n
5 5 5 5 5 5F x y x q H Fu , Fu F x y x q e u y u ª 0. .n n n n
Hence, x g Fu. Similarly, y g Gu and z g Mu. This completes the proof
of Theorem 4.1.
From Theorem 4.1, we can get the following results.
THEOREM 4.2. Let S, g : H ª H be Lipschitz continuous with Lipschitz
constants b , s , respecti¨ ely, and g strongly monotone with constant d . Let
 .F, G : H ª CB H be H-Lipschitz continuous with H-Lipschitz constants
e , h, respecti¨ ely, F strongly monotone with respect to S with constant a , and
T , m : H ª H Lipschitz continuous with Lipschitz constants j , m, respec-
ti¨ ely. If the following conditions hold,
a y 1 y 2k jh .
r y 2 2 2 2b e y j h
2 2 2 2 2’ a y 1 y 2k jh y 4 b e y j h k 1 y k .  . .
- ,2 2 2 2b e y j h
2 2 2 2’a ) 1 y 2k jh q 2 b e y j h k 1 y k , .  . .
2’rjh - 1 y 2k , k s m q 1 y 2d y s - 1r2, jh - be ,
then there exist u g H, x g Fu, y g Gu which are a solution of the general-
 .ized strongly nonlinear implicit quasi¨ ariational inequality problem 2.2 , and
u ª u , x ª x , y ª y , n ª `,n n n
 4  4  4where u , x , and y are defined in Algorithm 3.2.n n n
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Remark 4.1. For a suitable choice of the operators g, S, T , F, G, M,
m, and the closed convex subset K, we can obtain several known results in
w x4, 6, 7, 14, 19]24, 31 as special cases of Theorem 4.1.
5. PERTURBED ALGORITHM AND CONVERGENCE
In this section, we construct a new perturbed iterative algorithm for
solving the general strongly nonlinear quasivariational inequality problem
 .2.3 and prove the convergence of the iterative sequence generated by the
algorithm.
w x  .LEMMA 5.1 33 . If H K , K ª 0 as n ª `, where K , K ; H, thenn n
5 5lim P ¨ y P ¨ s 0, ;¨ g H .K Knnª`
w x  4  4LEMMA 5.2 5 . Let g be a nonnegati¨ e real sequence and l be a realn n
w x `sequence in 0, 1 such that  l s `. If there exists a positi¨ e integer nns0 n 1
such that
g F 1 y l g q l s , ;n G n , .nq1 n n n n 1
where s G 0 for all n G 0 and s ª 0 as n ª `, then lim g s 0.n n nª` n
ALGORITHM 5.1. Suppose that K , K ; H are closed con¨ex subsets,n
n s 0, 1, 2, . . . , and m, S, T , g : H ª H. For gi¨ en u ª H, the perturbed0
iterati¨ e scheme is defined by
u s 1 y a u q a ¨ y g ¨ q m ¨ q P g ¨ .  .  .  .nq1 n n n n n n K nn
yr S¨ q T¨ y m ¨ q a e , .  . .n n n n n
¨ s 1 y b u q b u y g u q m u .  .  .n n n n n n n
qP g u yr Su qTu ym u qb f , .  .  . .K n n n n n nn
n s 0, 1, 2, . . . , 5.1 .
 4  4where e and f are two sequences of the element of H introduced to taken n
 4  4into account possible inexact computation, and the sequences a and bn n
satisfy the conditions
`
0 F a , b F 1, ;n G 0, and a s `.n n n
ns0
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THEOREM 5.1. Suppose that K , K ; H are closed con¨ex subsets, n sn
 .0, 1, 2, . . . , such that H K , K ª 0 as n ª `. Let mappings S, T , g, m : Hn
ª H be Lipschitz continuous with Lipschitz constants b , j , s , m, respecti¨ ely,
and S, g be strongly monotone with constants a , d , respecti¨ ely. If
5 5 5 5lim e s 0, lim f s 0, and the following conditions hold,nª` n nª` n
a y 1 y 2k j .
r y 2 2b y j
2 2 2’ a y 1 y 2k j y 4 b y j k 1 y k .  . .
- , 5.2 .2 2b y j
2 2’a ) 1 y 2k j q 2 b y j k 1 y k , 5.3 .  .  . .
2’rj - 1 y 2k , k s m q 1 y 2d q s - 1r2, j - b , 5.4 .
 4then the sequence u generated by Algorithm 5.1 con¨erges to the uniquen
solution u of the general strongly nonlinear quasi¨ ariational inequality problem
 .2.3 .
Proof. It follows from Theorem 4.2 that there exists u g H which is a
solution of the general strongly nonlinear quasivariational inequality prob-
 .lem 2.3 and so
g u s m u q P g u y r Su q Tu y m u . 5.5 .  .  .  .  .  . .K
 .  .From 5.1 and 5.5 , we have
5 5u y u s 1 y a u q a ¨ q g ¨ q m ¨ .  .  .nq1 n n n n n n
qP g ¨ y r S¨ q T¨ y m ¨ .  .  . .K n n n nn
qa e y 1 y a u q a u y g u q m u .  .  .n n n
qP g u y r Su q Tu y m u .  .  . .K
5 5F 1 y a u y u .n n
q a ¨ y g ¨ q m ¨ y u y g u q m u .  .  .  . .n n n n
5 5q a e q a P g ¨ y r S¨ q T¨ y m ¨ .  .  . .n n n K n n n nn
yP g u y r Su q Tu y m u .  .  . .K
5 5F 1 y a u y u q a ¨ y u y g ¨ y g u .  .  . .n n n n n
5 5q a m ¨ y m u q a e .  .n n n n
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q a P g ¨ y r S¨ q T¨ y m ¨ .  .  . .n K n n n nn
yP g u y r Su q Tu y m u .  .  . .K n
q a P g u y r Su q Tu y m u .  .  . .n K n
yP g u y r Su q Tu y m u .  .  . .K
5 5F 1 y a u y u q 2a ¨ y u y g ¨ y g u .  .  . .n n n n n
q 2a m ¨ y m u .  .n n
5 5 5 5qa e q a ¨ y u y r S¨ y Su q a r T¨ y Tu .n n n n n n n
q a P g u y r Su q Tu y m u .  .  . .n K n
yP g u y r Su q Tu y m u . 5.6 .  .  .  . .K
By the Lipschitz continuity and strong monotonicity of g and S, we obtain
2 22 5 5¨ y u y g ¨ y g u F 1 y 2d q s ¨ y u , 5.7 .  .  .  . .n n n
2 22 2 5 5¨ y u y r S¨ y Su F 1 y 2 ra q r b ¨ y u . 5.8 .  . .n n n
Further, since T and m are Lipschitz continuous, we get
5 5 5 5T¨ y Tu F j ¨ y u 5.9 .n n
5 5m ¨ y m u F m ¨ y u . 5.10 .  .  .n n
 .  .From 5.6 ] 5.10 , it follows that
5 5 5 5 5 5 5 5u y u F 1 y a u y u q ha ¨ y u q a b q a e , .nq1 n n n n n n n n
5.11 .
where
2 2 2’ ’h s 2 1 y 2d q s q 2m q 1 y 2 ra q r b q rj
and
b s P g u y r Su q Tu y m u .  .  . .n K n
yP g u y r Su q Tu y m u . .  .  . .K
Similarly, we have
5 5 5 5 5 5 5 5¨ y u F 1 y b u y u q hb u y u q b b q b f . 5.12 .  .n n n n n n n n n
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 .  .It follows from 5.11 and 5.12 that
5 5 5 5u y u F 1 y a q ha 1 y b q hb u y u . .nq1 n n n n n
5 5 5 5q ha b b q b f q a b q a e . .n n n n n n n n n
 .  .From 5.2 ] 5.4 , we know that 0 - h - 1 and so
5 5 5 5u y u F 1 y a 1 y h u y u q a 1 y h s , 5.13 .  .  . .nq1 n n n n
where
5 5 5 51 q hb b q hb f q e .n n n n n
s s .n 1 y h
Using Lemma 5.1, we know that b ª 0 as n ª `, and so s ª 0 asn n
 .n ª `. It follows from 5.13 and Lemma 5.2 that u ª u as n ª `.n
Now we prove that u is a unique solution of the general strongly
 .nonlinear quasivariational inequality problem 2.3 . In fact, if ¨ is also a
 .solution of the problem 2.3 , then
g ¨ s m ¨ q P g ¨ y r S¨ q T¨ y m ¨ .  .  .  .  . .K
 .and as the proof of the inequality 5.11 , we have
5 5 5 5u y ¨ F q u y ¨ ,
where
2 2 2’ ’q s 2l 1 y 2d q s q 2lm q 1 y l q l 1 y 2 ra q r b q lrj , .
0 - l - 1.
 .  .From 5.2 ] 5.4 , we know that 0 - q - 1 and so u s ¨ . This completes
the proof.
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