Readout and control of fermionic spins in solid-state systems are key primitives of quantum information processing 1-3 and microscopic magnetic sensing 4 . The highly localized nature of most fermionic spins decouples them from parasitic degrees of freedom, but makes long-range interoperability difficult to achieve. In light of this challenge, an active effort is underway to integrate fermionic spins with circuit quantum electrodynamics (cQED) [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , which was originally developed in the field of superconducting qubits to achieve single-shot, quantum-non-demolition (QND) measurements 17 and long-range couplings 18 . However, single-shot readout of an individual spin with cQED has remained elusive due to the difficulty of coupling a resonator to a particle trapped by a charge-confining
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potential. Here we demonstrate the first single-shot, cQED readout of a single spin. In our novel implementation, the spin is that of an individual superconducting quasiparticle trapped in the Andreev levels of a semiconductor nanowire Josephson element 19, 20 . Due to a spin-orbit interaction inside the nanowire, this "superconducting spin" directly determines the flow of supercurrent through the element [21] [22] [23] [24] . We harnessed this spin-dependent supercurrent to achieve both a zero-field spin splitting as well as a long-range interaction between the quasiparticle and a superconducting microwave resonator 25 . Owing to the strength of this interaction in our device, measuring the resultant spindependent resonator frequency yielded QND spin readout with 92% fidelity in 1.9 µs and allowed us to monitor the quasiparticle's spin in real time. These results pave the way for new "fermionic cQED"
devices: superconducting spin qubits operating at zero magnetic field 21, 22, 24 , devices in which the spin into spin-degenerate doublets, and the number of doublets increases with the both the number of conduction channels and the length of the weak link .
In this work, the device was fabricated from an InAs nanowire partially covered in epitaxial Al, with the weak link formed by an = 500 nm uncovered section [ Fig. 1(e) ]. For this , the chemical potential in the nanowire can be tuned such that two doublets are present. In the excitation picture of superconductivity, both doublets are unoccupied in the ground state |g of the Josephson nanowire. However, superconducting circuits usually exhibit an excess population of quasiparticles that inhabit the continuum of states above the superconducting gap 33 . If one such quasiparticle becomes trapped in the sub-gap Andreev levels, its Hilbert space is spanned by the four eigenstates |s, n of the Hamiltonian H. Here s =↑, ↓ denotes the quasiparticle spin with the choice of spin label arbitrary, and n = 1 or 2 labels the lower or higher energy doublet [ Fig. 1(a) ]. At low temperatures (∼ 20 mK), the quasiparticle will reside with high probability in the two spin states of the lower energy doublet.
Detection of this spin with conventional cQED techniques necessitates lifting the spin degeneracy. While Kramers theorem does not hold in the presence of a nonzero weak-link phase bias ϕ, an additional ingredient is required to split the spin states. Here this is provided by the spin-orbit interaction present in the multi-subband InAs nanowire.
This interaction causes the quasiparticle spin to hybridize with its translational degrees of freedom and results in an energy-dependent spin texture 34 , though we continue to label these states as s =↑, ↓ for simplicity. Critically, this interaction produces a spin-dependent Fermi velocity v s F , and therefore a spin-dependent propagation phase, as depicted in Fig. 1(b) for positive momentum. The constructive interference condition required for localized levels to form is thereby modified and spin degeneracy is broken, as can be seen from the ϕ-dispersion for bound states deep in the gap:
where +/− corresponds to positive/negative current-carrying states and k ∈ Z. This relation can be viewed as a competition between two energy scales: the pair potential ∆ and the spin-dependent dwell energy v s F / . Such a spin-split spectrum is plotted in Fig. 1 (c) before (gray lines, Eq. (1)) and after (colored curves) elastic scattering within the weak link is introduced 24, 25 .
While the broken degeneracy is integral to our spin-detection scheme, the higher energy doublet also plays a critical role. State readout with cQED relies on the existence of microwave transitions between the states |m to create a state-dependent dispersive shift χ m of the superconducting resonator's frequency. The extent to which each microwave transition participates in χ m is determined by the coupling operator between the system of interest and the resonator. Below, we demonstrate that the quasiparticle and the resonator are coupled via an approximately spin-conserving junction current operator J. As such, neither the direct spin-flipping intra-doublet transition nor the spin-flipping inter-doublet transitions [thin arrows in Fig. 1(c) , curves in Fig. 1(d) ] contribute appreciably to the dispersive shift. The dispersive shifts of the lower doublet states χ s,1 are thus dominated by the two remaining inter-doublet transitions (frequencies f s ), which are depicted by the thick arrows in Fig. 1(c) and curves in Fig.   1 (d). Although these transitions are spin-conserving, the shift they induce is nonetheless spin-dependent, which we describe using second-order perturbation theory (see Supplementary Information for details):
Here f r = 9.188 GHz is the bare resonator frequency and Φ r is the zero-point fluctuation of the resonator flux drop across the shared inductance [ Fig. 1(e) ]. To detect such frequency shifts, we monitored the complex reflection amplitude Γ s,1 = I s,1 + iQ s,1 using a microwave readout tone with frequency f r . Upon routing the reflected readout tone through a quantum-limited parametric amplifier and integrating for 1.9 µs, we found that Γ clustered into three distributions [ Fig. 2(b) ]. As we now demonstrate, these distributions can be mapped to |g , | ↓, 1 , and | ↑, 1 based on their dispersive shifts.
The dispersive shifts χ s,1 and therefore the distribution centers Γ s,1 can be estimated from the ϕ-dependence of the nanowire transition spectrum. To probe the spectrum, we used an external flux Φ to set ϕ ≈ 2π Φ Φ0 mod(2π) and applied a variable frequency drive tone f d to the nanowire. When the tone was resonant with a transition, population was transferred between the Andreev levels, which we detected by measuring shifts in the averaged reflection coefficientΓ [ Fig. 2(c) ]. We observed four transitions that we attribute to the inter-doublet transitions based on the qualitative agreement of their Φ-dependence with Fig. 1(d) . As indicated by the stark contrast in brightness, the drive amplitude required to observe the spin-flipping transitions was at least an order of magnitude larger than was required for the spin-conserving transitions (see Extended Data Fig. 5 ). We attribute this to the drive coupling predominantly via the spin-conserving J. We fit the spectrum with a simple model in which linearlydispersing Andreev levels of like spin undergo avoided crossings, e.g. due to elastic scattering (see Supplementary Information for details). Around Φ = 0, we extracted the slope of the | ↓, 1 /| ↑, 1 energy splitting d∆ /dΦ = 1.8 nA.
Together with the device loop area of 2250 µm 2 , this yields a synthetic g-factor of the quasiparticle of ∼ 4 × 10 5 at low fields.
Our model of the nanowire spectrum clearly yields f s (Φ), but it also allows us to better understand the matrix elements s, 2|J|s, 1 needed to calculate χ s,1 , which we outline here and detail in the Supplementary Information.
From the fit, we infer a Hamiltonian H(Φ), and therefore a current operator J(Φ) = dH(Φ) dΦ over the measured flux and frequency range. We then fit the Φ-dependent χ s,1 via Eq. (2), yielding the Q s,1 (Φ) plotted in Fig. 2(d) . The only free parameter is Φ r , which we find to be within ∼ 10% of a calculation based on the circuit parameters. The qualitative agreement of the model with the measurement indicates that two of the distributions are associated with the states |s, 1 . Moreover, this agreement demonstrates that our crude model of a spin-conserving J describes the quasiparticle/resonator coupling in this regime, although a more sophisticated model will be necessary to understand the complete flux dependence of χ s,1 . The third distribution corresponds to |g ; all three states are simultaneously visible due to the finite trapping lifetime of a quasiparticle in the nanowire ?junction?, as discussed below. While the coupling g c ∝ | s, 2|J|s, 1 | is spin-and Φ-dependent (see Extended Data Fig. 2 ), we found a maximum value of g c ≈ 2π× 35 MHz at Φ = ±0.08Φ 0 .
We confirmed our interpretation of the state distributions and transition spectrum by directly measuring the population transfer induced by the microwave drive. As an example, we present the effect of driving with Gaussian pulses the two transitions available to a quasiparticle initially in | ↑, 1 [pink dashed arrows in Fig. 3(a, e) ]. Two new distributions were revealed, which we attribute to | ↑, 2 and | ↓, 2 [ Fig. 3(b, f) ]. Because χ s,2 was approximately described by Eq. (2) but with f s → −f s , these distributions were located at positive Q. By varying the amplitude A of the | ↑, 1 ↔ | ↑, 2 pulse, we induced Rabi oscillations of the quasiparticle population between the two doublets [ Fig. 3(c) ]. To the best of our knowledge, this is the first example of quantum control of an individual quasiparticle excitation of a superconductor.
We next inspected the relaxation dynamics of the trapped quasiparticle. We found that after the quasiparticle Fig. 3(g) ] within a few microseconds, indicating that the dominant spontaneous relaxation was spin-conserving.
We do not currently understand the mechanisms contributing to this relaxation, and we note that the relaxation timescale of Purcell decay through the resonator mode should be three orders of magnitude longer (see Supplementary Information). Following the | ↑, 1 ↔ | ↓, 2 pulse, the initial spin-conserving relaxation resulted in an average spin polarization of the quasiparticle in the lower doublet, which then decayed on a timescale τ S = 42 ± 2 µs [ Fig. 3(g) ].
Such inter-doublet spin-flipping pulses followed by spin-conserving decay could thus be used to initialize the spin state of a trapped quasiparticle.
The above results demonstrate that a trapped quasiparticle is a coherent object and that it resides with nearunity probability in the two low-energy spin states | ↓, 1 and | ↑, 1 . We now proceed to an analysis of the undriven dynamics of the nanowire and our spin-detection fidelity. We first tuned the flux bias to Φ = 0.10Φ 0 to maximize the separation of the |g , | ↓, 1 , and | ↑, 1 distributions. For a given 1.9 µs measurement shot, we determined the system state based on the thresholds indicated by the black dashed lines in Fig. 4(a) . We observed quantum jumps between these states by applying a continuous readout tone and partitioning the reflected signal into consecutive shots [ Fig. 4(b) ]. Similarly to previous reports 31, 32 , we found that a quasiparticle remained trapped in the nanowire weak link for 31 ± 1 µs on average. In addition, we were able to measure the spin lifetime, which we found to be τ S = 51 ± 4 µs at this particular phase bias. Both types of transitions limited the fidelity of our spin readout. For perfectly QND measurement, consecutive shots should always yield the same result, which means that transitions should never be observed. To compare to this ideal, we histogrammed Q conditioned on the state assignment of the previous shot [ Fig. 4(c) ]. We observed that consecutive shots found the same state with high probability. We quantify these effects via the spin detection quantum non-demolition metric
is the probability that two consecutive shots yield the same state |m . Here we report F = 92.2 ± 0.1%, which, to the best of our knowledge, is the highest published value for a single electronic spin.
Although a Zeeman effect was not necessary for our detection scheme, interaction with magnetic fields is a fundamental property of spins. We determined the spin lifetime τ S as a function of both ϕ ∼ = 2π In summary, we have demonstrated that the spin of an individual quasiparticle trapped in a Josephson nanowire can be detected by coupling the delocalized spin-dependent supercurrent to a superconducting resonator, and that such a quasiparticle can be coherently manipulated. Looking forward, the realization of cQED-integrated superconducting spin qubits 21,22,24 requires full coherent control over the quasiparticle spin. This could be achieved through Raman transitions via the higher energy doublet or by applying a magnetic field (∼ 10 − 100 mT) to enable direct, J-induced intra-doublet microwave driving 24, 25 . Furthermore, for larger fields (∼ 1 T) the nanowire could be tuned to a topological phase 26, 27 , where the techniques presented here would reveal the quasiparticle dynamics of the weak link Majorana mode. As quasiparticle trapping lifetimes will limit both Majorana-based topological qubits and superconducting spin qubits, our measurement scheme applied to such semiconductor-superconductor heterostructures could provide the detailed understanding of quasiparticle dynamics that is essential for future progress. Φ Φ0 mod(2π). The gate voltage V g was used to tune the nanowire such that only two doublets were observed, and was fixed at -1.36 V for all data presented in the main text. The Josephson nanowire was inductively coupled to a superconducting resonator (red, frequency f r = 9.188 GHz), which was capacitively coupled to a transmission line to probe the reflection amplitude Γ. 
Methods
Experiment device and setup. At the time of writing, the device was still inaccessible due to ongoing measurements, so the micrograph displayed in Fig. 1(c) is of a similar = 500 nm device. Further device images are provided in Extended Data Fig. 1 ., along with a full schematic of the cryogenic setup. Our device was fabricated on a sapphire substrate. After performing microwave simulations of the circuit using Sonnet Suites TM , we patterned the readout resonator and control structures by electron-beam lithography and reactive ion etching of sputtered NbTiN. The
NbTiN film had a thickness of 150 nm and a sheet kinetic inductance of 0.6 pH/square, which we took into account when calculating the shared inductance between the nanowire and the resonator. An MBE-grown [001] wurtzite
InAs nanowire with epitaxial Al coating two of six facets was then deposited using a micromanipulator. The weak link was defined by selectively wet-etching a 500 nm long section of the Al shell, and contacted to the rest of the circuit using NbTiN. After connecting the device to external circuitry [Extended Data Fig. 1.] , we cooled it down in a dilution refrigerator with a base temperature of ∼ 20 mK. We used a coil external to the device to apply a magnetic field approximately perpendicular to the device substrate, which generated the flux Φ. The data displayed in Figs. 2, 3 and 4(a-c) were taken at |Φ/Φ 0 | < 1, and as such we interpreted the flux as a phase bias ϕ ≈ 2πΦ/Φ 0 .
The data displayed in Fig. 4(d) was taken using the same coil, but Φ was swept over approximately 1000 Φ 0 . For this measurement, we thus interpreted Φ as both a phase bias ϕ ≈ 2π Φ Φ0 mod(2π) and a magnetic field B ⊥ = Φ/A loop . Measurement. We performed microwave reflectometry of the resonator using a readout tone at the bare resonator frequency of 9.188 GHz, which produced an average of ∼ 10 photons in the resonator during measurement. After interacting with the device [ Fig. 1(c) ], the readout tone was routed through an amplification chain consisting of a SNAIL parametric amplifier 37 at base temperature, a HEMT amplifier at 4 K, and finally room temperature amplifiers [Extended Data Fig. 1] . The signal was then down-converted to 50 MHz before being fed into a data acquisition card. The reflection amplitude Γ was computed by comparing this 50 MHz signal to a 50 MHz reference and integrating for 1.9 µs.
At low gate voltages (V g < −2 V), we observed no dependence of Γ on the current through our Φ-bias coil. As we increased V g , we observed ranges of V g in which Γ depended strongly on Φ. We attribute this to the transparency of the nanowire conductance channels fluctuating close to one 20, 32, 38 . To locate the transitions causing these shifts, we performed pulsed drive-probe spectroscopy (2.5 µs drive pulse, 1.9 µs readout pulse). In the vicinity of
we observed the transitions discussed in the main text [ Fig. 2(c) ]. To minimize electric-field-induced decoherence, we made fine adjustments to V g such that at Φ = 0 the transitions were at a local maximum in V g [Extended Data Fig. 4 ]. In addition to V g , we used two additional gates on the proximitized 39 sections of the nanowire to gain additional electrostatic control [Extended Data Fig. 1 ]. Both gates were biased to the same voltage V nw = 0.9 V for all presented data.
Definition of synthetic g-factor.
Here we define the g-factor via the slope of the linear energy splitting between the two spin states under the application of magnetic field:
. Because this g-factor depends on the circuit geometry, we dub it "synthetic".
Analysis of driven dynamics. The Gaussian pulses used in the experiments depicted in Fig. 3 (b-d) had standard deviations of 20 ns, while the pulses used in the experiments depicted in Fig. 3 (f,g) had 250 ns standard deviations due to the larger total energy required to induce spin-flipping transitions. To compute the probabilities plotted in Fig. 3(c,d,g ), we first counted the number of shots within 2σ of the distribution centers. Shots outside of these regions were left unassigned. Extended Data Fig. 6 illustrates this for the measurement depicted in Fig. 3(c) , additionally including counts assigned to the |g population as well as the unassigned counts. For Fig. 3(c,d,g ), we then normalized by the steady-state (undriven) counts for the primary states of interest (| ↓, 1 , | ↑, 1 and | ↑, 2 for the Fig. 3(c) measurement) . Due to decay from | ↑, 2 to | ↑, 1 during measurement, some shots were mistakenly assigned to |g and | ↓, 1 or were unassigned because their mid-flight capture resulted in a value of Γ that was not associated with any one state distribution. This resulted in small oscillations in the apparent populations of these states, large oscillations of the number of shots not assigned to any state (Extended Data Fig. 6) , and also what appears to be an unequal probability change between states | ↑, 2 and | ↑, 1 in Fig. 3(c) . The magnitude of these unintended oscillations decreased with shorter integration time, which is consistent with our interpretation; however, the discrimination power also suffered. Such decay during measurement also explains the observed | ↓, 2 population in Fig. 3(f) , as well as the unequal population deviations at τ = 0 observed in Fig. 3(d,g ).
Quantum jump analysis. The spin lifetime τ S and quasiparticle trapping lifetime were extracted from Γ(t) using a hidden Markov model algorithm 31,32,40 . This analysis assumes that the system possesses three states (|g , | ↓, 1 , and | ↑, 1 ), and that each state |m emits values of Γ with different (but potentially overlapping) probability distributions p(Γ|m). Importantly, p(Γ|m) does not need to be known a priori. By analyzing Γ(t), the algorithm yields the most probable p(Γ|m), state assignments at each t, and transition rates γ n,m from |m to |n . We measured all six 
From this, we see that the slope of this dispersion decreases as is increased. Therefore, the spacing between Andreev levels of different m decreases, much like a Fabry-Perot cavity, quantum dot, or other confined system.
Spin-orbit interactions can result in a spin-dependent v F,s and the spin-degeneracy of the Andreev levels is broken.
Importantly, whether v F,↑ > v F,↓ or v F,↑ < v F,↓ depends on the sign of the momentum. Any physical weak link will have some amount of disorder, which one may model by including point-like spin-conserving scatterers via deltafunction potentials 25 . In practice, however, the Andreev spectrum will depend on the exact structure of the weak link disorder. Nonetheless, a qualitative picture of the nanowire spectrum amounts to linearly-dispersing levels with avoided crossings between levels of like spin [ Fig. 1(c) ].
In this work, we tuned the chemical potential such that a trapped quasiparticle had access to two doublets that we could observe. Based on the above discussion, and restricting ourselves to a single quasiparticle excitation, we modeled these doublets beginning with the four linearly-dispersing states | ↑, + , | ↑, − , | ↓, + , and | ↓, − . To describe these states around Φ = 0, we constructed the phenomenological Hamiltonian
Here m 1 > m 2 are the slopes of the linearly dispersing Andreev levels, Φ cross is the flux at which the levels cross, and r is a phenomenological parameter that quantifies the strength of the avoided crossing between states of like spin. We have ignored an overall offset of the levels within the gap such that the levels cross at zero energy. The states |s, n discussed in the main text correspond to the eigenstates of H A with eigenvalues s,n . The choice of spin labels was arbitrary. As discussed in the main text, we attribute the four transitions observed in Fig. 2(c) to the inter-doublet transitions of frequency ω ss ,nn /2π = ( s n − s,n )/h. Note that these transition frequencies over-constrain the model; i.e. the fourth ω ss ,12 follows when the other three are known. The measured values ω ss ,12
thus completely determine the phenomenological parameters that define the Hamiltonian Eq. (2). By fitting the spectrum [ Fig. 2(c) ], we find m 1 = h × 22.6 GHz, m 2 = h × 21.4 GHz, Φ cross = 0.055Φ 0 , and r = h × 7.6 GHz. Note that ±Φ cross is also the flux point where the frequencies of the spin-conserving transitions ω ss ,nn are minimum.
Model of the nanowire/resonator coupling
The nanowire and the resonator are coupled because a fraction p of the resonator flux Φ zpf (a + a † ) drops over the nanowire weak link (in the main text, we refer to this flux drop as Φ r = pΦ zpf ). This introduces a perturbation to the nanowire Hamiltonian such that the full system Hamiltonian can be written as 31,42,43
where a Taylor expansion is performed in the first step and a rotating-wave approximation in the second 44 . We thus find that the resonator flux couples to the current operator J = dHA dΦ at first order in pΦ zpf and to the inverse inductance operator
dΦ 2 at second order. We now consider only the first-order coupling, and compute J from our model H A :
The dispersive shift χ s,n of |s, n can then be computed at second order in perturbation theory
where the sum excludes {s , n } = {s, n}. In the bases of Eqns. (2) and (3), J is diagonal while H A is not. However, the only off-diagonal elements in H A are between states of the same spin. As such, J remains block-diagonal in spin when written in the energy eigenbasis (which we do not do explicitly here). The matrix elements connecting different spins s, n |J|s, n are thus zero and only the inter-doublet spin-conserving transitions contribute to the dispersive shift:
This is Eq. (2) of the main text with f s = ω ss,nn /2π. As discussed in the previous section, the parameters defining H A (and therefore J) were inferred from the measured spectrum [ Fig. 1(c) ]. This allowed us to calculate the Φ-dependent matrix elements s,n|J|s, n , and therefore the Φ-dependence of χ s,n . We found that a value of pΦ zpf /Φ 0 = 1.70 × 10 −3 , which is within 10% of an independent calculation (see below), matched the data well in the vicinity of Φ cross . The coupling strength g c,s = pΦ zpf | s,n|J|s, n | is plotted in Extended Data Fig. 2(a) . As expected, the coupling is peaked around Φ cross where the mixing between the levels is strongest.
Finally, to translate the predicted χ s,n to the resonator response, we used the scattering formula for a resonator
where ω ro = 2π × 9.18847 GHz is the readout frequency. After multiplying by a constant complex scale factor to account for the amplitude and phase of our signal Γ s1 = Ae iφ S s,1 , taking the imaginary part gave Q s,1 as plotted in Fig. 2(d) , and again in Extended Data Fig. 2(b) . Additionally in Extended Data Fig. 2(b) , we plot the expected Φ-dependence of the distributions assuming g c,s remains constant at the maximum value of 2π × 37.4 MHz (dotted lines). In this case, the dispersive shift has much less Φ-dependence than what is measured. This illustrates the necessity of using the Φ-dependent g c,s as calculated from our model of J.
We now return to the inverse inductance L −1 . In the original expansion of Eq. (3), we saw that the resonator and nanowire were coupled at first order in J and second order in L −1 . However, because the current coupling is via the off-diagonal elements s,n|J|s, n , the dispersive shift [Eq. (6)] is second order in pΦ zpf . On the other hand, the inverse inductance may induce frequency shifts through its diagonal elements: Moreover, while we anticipate that the dispersive shift due to L −1 around Φ = 0 should be negative, the shift around Φ = −0.5Φ 0 should be positive and of similar magnitude. In contrast, the shifts due to the current coupling should always be negative so along as ω ss,nn > ω r (see Eq. (6)). We only observe negative frequency shifts over the entire Φ range [Extended Data Fig. (3) ], which we interpret as the current coupling being dominant. The remaining discrepancies between our simplified model and the data for the dispersive shift are beyond the scope of this work and may involve additional subtleties in the Andreev Hamiltonian not captured here (see Ref. [42] and Appendix B of Ref. [43] ).
We now outline the calculation of pΦ zpf that was performed during the construction of the experiment. We modeled the resonator as a ∼ λ/4 length of transmission line with impedance Z 0 = 70 Ω. This impedance was larger than its purely geometrical value due to the sheet inductance 0.6 pH/square of the NbTiN. The coupling capacitance
[Extended Data Fig. 1(c) ] to the readout transmission was approximated as an open boundary condition. The other boundary condition was set by the nanowire loop [Extended Data Fig. 1(d) ], which was modeled as an inductance L. Because the nanowire inductance was larger than the shared inductance, we neglected the nanowire inductance and calculated L = 68 pH based on both the geometric and kinetic inductance of the shared trace. Using standard microwave formulas (see ref. [47] , Eq. 2.44), we calculated the fraction of the mode voltage (which is the same as the fraction of the mode flux) that dropped over the shared inductance to be p = 0.057. The zero-point fluctuations of the resonator were calculated as Φ zpf = Z res /2, where the resonator impedance is related to the transmission line impedance by Z res = 4Z 0 /π (see ref. [47] , Eq. 6.30b/c).
Purcell limit of the inter-doublet decay rate
Due to the coupling between the Andreev levels and the resonator, a quasiparticle occupying an Andreev level can lose energy through the resonator (Purcell effect 48 ). At the bias point for the data displayed in Fig. 3 , the Purcellinduced energy decay rate for a quasiparticle in the higher doublet is γ P ≈ (κ c + κ i )
(ω ↑↑,12 −2πfr) 2 = 1 4.3 ms . This is roughly three orders of magnitude higher than the observed decay rate.
Dependence of transition rates on temperature and magnetic field
As summarized in the Methods section, we used a hidden Markov model to extract the transition rates γ n,m between |g , | ↓, 1 , and | ↑, 1 , where m labels the initial state and n the final state. We investigated these rates as a function of the phase across the nanowire weak link ϕ, a magnetic field applied approximately perpendicular to the device substrate B ⊥ [Extended Data Fig. 6 ], and the temperature of the mixing chamber T [Extended Data Fig. 8 ].
As discussed in the main text, we found strong dependence of the spin-flip rates on ϕ correlated with the energy splitting between | ↓, 1 and | ↑, 1 . Additionally, we note that the B ⊥ -dependence is consistent with a Zeeman-like shift of the Andreev levels. We checked this interpretation by measuring the ϕ-dependence of the nanowire transition spectrum at B ⊥ = 380 µT [Extended Data Fig. 7] . We modeled the spectrum using the same approach as for Fig.   2 (c), but with an additional Zeeman-like term ↓,n → ↓,n − E Z , ↑,n → ↑,n + E Z . Note that within this model, only the spin-flipping transitions are affected by E Z . We found that E Z ≈ h × 35 MHz qualitatively described the data, which corresponds to a shift in the | ↓, 1 /| ↑, 1 degeneracy point to ϕ = 2π × 0.013, consistent with the B ⊥ /ϕ slope observed in the spin-flipping rates (white dashed lines in the γ s,s plots of Extended Data Fig. 6 ). However, a systematic study of E Z versus B ⊥ was made difficult by instabilities induced by the large coil current necessary to generate B ⊥ [Extended Data Fig. 7 ].
The two rates corresponding to quasiparticles entering the nanowire weak link were almost entirely unaffected by both ϕ and B ⊥ . Curiously, the rates corresponding to the inverse process (quasiparticles leaving the nanowire weak link) were generally higher and exhibited some weak features. In particular, the ϕ-dependence of γ 0,s1 at B ⊥ = 0 µT exhibits a peak for the higher energy spin state [Extended Data Fig. 6 ]. Applying a positive (negative) B ⊥ resulted in a negative (positive) shift of the ϕ-dependence, opposite that of the spin-flip rates. This is consistent with the higher-energy |s, 1 coming into resonance with a cold mode through which the quasiparticle can be evacuated.
We also investigated the dependence of the rates on the temperature of the mixing chamber T [Extended Data Fig. 8] . Surprisingly, we observed the spin-flipping rates were unaffected by increasing T until ∼ 150 mK. Moreover, the temperature dependence of the spin-flip rates was purely additive to the low-temperature behavior and did not itself depend on ϕ. This suggests that the mechanism resulting in the low-temperature ϕ-dependence is not the same as the mechanism that kicks in at higher temperatures. Similarly, the quasiparticle-switching rates were unaffected by increasing T until ∼ 150 mK. These rates should be related to the fraction of broken Cooper pairs in the circuit, which has been shown in other contexts to be temperature independent below a similar temperature scale due to non-equilibrium quasiparticles present at low temperatures [49] [50] [51] [52] . Thus, this data is consistent with the known phenomenology of non-equilibrium quasiparticles in superconducting circuits.
