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Abstract
In scenarios where sensors are placed randomly, redundant deployment is essential for
ensuring adequate ﬁeld coverage. This redundancy needs to be efﬁciently exploited by pe-
riodically selecting a subset of nodes (referred to as a “cover”) that actively monitor the
ﬁeld, and putting the remaining nodes to sleep. We consider networks in which sensors are
not aware of their locations or the relative directions of their neighbors. We develop several
geometric and density-based tests that enable a location-unaware sensor to intelligently de-
termine whether it should turn itself off without degrading the quality of ﬁeld coverage.
These tests rely on distance measurements and exchanged two-hop neighborhood informa-
tion. We design an algorithm (LUC) that exploits these tests for computing covers. Based
on this algorithm, we propose two distributed protocols (LUC-I and LUC-P) that peri-
odically select covers and switch between them so as to extend the network lifetime and
tolerate unexpected failures. Our protocols are highly efﬁcient in terms of message over-
head and processing complexity. We implement LUC-I in TinyOS and evaluate it using the
TOSSIM simulator. Experimental results indicate that our approach signiﬁcantly prolongs
the network lifetime and achieves comparable performance to location-aware protocols.
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Sensor networks are used to support various types of civilian and military applications. In some
applications, such as environmental monitoring and wildlife tracking, sensors remain unat-
tended after deployment until their batteries are depleted. Therefore, a primary design objective
is to maximize the “network lifetime,” deﬁned here as the time until the external observer (i.e.,
the sink) no longer receives any sensing reports. Under such a deﬁnition, one or more sensors
may still be alive even when the observer no longer receives any sensed data 1 .
To improve reliability, sensors are redundantly deployed to accommodate unexpected failures
and improve the ﬁdelity of received measurements. Redundancy means that some parts in the
ﬁeld are covered by more than one sensor at the same time. If idle sensors are not put to sleep,
then redundant node deployment does not necessarily improve network lifetime. This is because
the sensor’s radio expends a signiﬁcant portion of its energy in idle-listening to support data
forwarding, and thus live sensors tend to die at roughly the same time. For example, the powers
consumed by the radio of the MICA2 mote [1] during idle-listening and reception are almost
the same [2]. It was also reported in [3] that in the WINS Rockwell seismic sensor, the power
consumed in the receive and idle-listening modes are 0.36 mW and 0.34 mW, respectively.
In contrast, the energy consumed in the sleep mode of the MICA2 mote is three orders of
magnitude less than that of idle-listening.
To exploit redundancy and prolong the network lifetime, the network topology should be con-
trolled by selecting a subset of sensor nodes to actively monitor the ﬁeld and putting the re-
maining nodes to sleep. More speciﬁcally, if the set of sensor nodes in the network is V , it is
required to select a subset VA ⊆ V that covers the entire area covered by V (VA is referred to as
a “cover”). The remaining set of nodes VS = V −VA can be put to sleep and be later activated to
form new covers. Besides prolonging the network lifetime, reducing the number of active nodes
also reduces channel-contention and collisions in the network. Note that an additional improve-
ment in network lifetime can be gained by using an intelligent MAC protocol (e.g., SMAC [4])
that puts active nodes to sleep during their duty cycles.
Cover selection protocols proposed in the literature often assume that nodes can estimate their
locations 2 (via localization techniques) or at least the relative directions of their neighbors
(e.g., [5–9]). Equipping every node with a GPS is not cost effective, so localization is typically
performed by estimating distances between neighboring nodes (e.g., [10]) and triangulating po-
sitions using a small set of location-aware anchor nodes (e.g., [11]). In this work, we focus on
applications in which network-wide localization is unnecessary and possibly infeasible. Local-
ization is unnecessary when the location of events is not important as in warfare scenarios where
the detection of any radiation or chemical activity is enough to alert the troops to evacuate. Lo-
calization may also be infeasible in indoor environments, or even in outdoor deployments where
1 This deﬁnition implies that coverage is valid as long as at least one node in the sensor network is
connectedtotheobserver.Otherdeﬁnitionsofnetworklifetimecanalsobeused.Ourdeﬁnition,however,
has a practical appeal, i.e., it can be easily measured by the observer.
2 We say that a node is “location-aware” if it can estimate its coordinates.
2the anchor nodes have no direct line-of-sight with the satellite (e.g., forests).
A node that is not aware of the absolute or relative locations of its neighbors cannot tell how
much of its sensing range is already covered by these neighbors. Although node localization can
be performed based on distance estimates and arbitrarily selected anchors, localization of some
nodes may fail due to inaccurate distance estimation, as shown in [12]. Network-wide localiza-
tion may also suffer from signiﬁcant inaccuracies, especially when no anchor nodes are present.
In the presence of mobility, relative node locations have to be recomputed periodically, adding
signiﬁcant protocol overhead. For these reasons, we advocate a new approach for determining
node redundancy, which does not require network-wide localization. Our approach relies on
rough distance estimates between 1-hop neighbors along with advertised 2-hop neighborhood
information.
Contributions. In this work, we develop several theoretically provable and heuristic tests
for determining node redundancy, assuming that nodes are not aware of their locations or the
relative directions of neighbors. To determine if a node v is redundant, our tests exploit two-hop
neighborhood information provided by v’s one-hop neighbors, as well as estimated neighbor
distances. The primary advantages of these tests are their low overhead and robustness against
inaccurate distance estimation (no localization required). In addition, most of the computations
that a node uses to determine redundancy can be reused when new covers are selected. We
propose a location-unaware coverage (LUC) algorithm that incorporates our tests. Based on
LUC, we design two computationally efﬁcient distributed protocols for periodically selecting
new active covers and switching between them. We refer to these protocols as LUC-I and LUC-
P (for iterative- and probabilistic-LUC, respectively). We implement LUC-I in TinyOS [13] and
evaluate it in the context of a multi-hop network application using the TOSSIM simulator [13].
To the best of our knowledge, our work is the ﬁrst to address the coverage problem in location-
unaware sensor networks.
The rest of the paper is organized as follows. Section 2 brieﬂy surveys related work. Section 3
introduces the system model and our redundancy-check tests. Section 4 presents and analyzes
the LUC algorithm and its associated protocols. In Section 5, we study the properties of our
protocols via simulation. Section 6 describes our implementation of LUC-I in TinyOS and eval-
uates its performance. Section 7 gives concluding remarks and directions for future research.
Finally, Appendix A provides insights for extending the LUC-I protocol to achieve k-coverage.
2 Related Work
Selecting an optimal (minimum) cover size is a well-known NP-hard problem [14]. Therefore,
most proposed protocols apply greedy heuristics to compute covers. These protocols are either
centralized (e.g., [15,16,8]) or distributed (e.g., [6,5,9]). They are targeted to either ﬁeld cover-
age, where a whole area is to be monitored, or target coverage, where a set of targets (points) in
the ﬁeld are to be monitored (see Figure 1).
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Fig. 1. Types of coverage required by applications.
Feige [14] proposed a centralized approximation algorithm that sequentially adds nodes to the
coverbasedontheremaininguncoveredarea.Cardeietal.[16]computedanumberofsetcovers
to be used successively, where every cover is computed using a similar approach to [14]. They
proposed two centralized heuristic techniques for target coverage; one uses linear programming
and the other is a greedy approach. We later use the greedy approach in [16] as a baseline for
comparison with our protocols. Meguerdichian et al. [15] proposed centralized algorithms for
achieving both deterministic and statistical coverage. Their approach exploited Voronoi dia-
grams to determine the best sensor cover to achieve a required fraction of ﬁeld coverage. Sli-
jepcevic and Potkonjak [17] proposed a centralized heuristic to compute a disjoint maximal set
of covers. Their “most-constrained least-constraining” algorithm favors non-redundant nodes.
Several distributed algorithms were recently proposed. Wang et al. proposed CCP [5], which
probabilistically provides different degrees of coverage according to the application require-
ments. A node starts in the sleeping mode for a random interval of time, and then wakes up to
check whether it should go to sleep according to an “eligibility rule.” Zhang and Hou proposed
OGDC [6], which determines the minimum set of working nodes by reducing their overlap.
They provided necessary conditions for the ratio between the sensing and transmission ranges
to guarantee that coverage implies connectivity, and studied the case where the sensing range
is non-uniform. Tian and Georganas [7] proposed a simple approach for selecting covers based
on checking the sponsored area, deﬁned as the area covered by other working neighbors. If
the union of all sponsored areas includes the sensing area of a sensor, then this sensor decides
to go to sleep. Gupta et al. [8] and Iyengar et al. [18] proposed algorithms for selecting con-
nected covers. These algorithms do not enforce constraints on the relation between sensing and
transmission ranges. Zhou et al. [19] extended the approach in [8] to k-coverage. Huang and
Tseng [20] provided the necessary conditions for achieving k-coverage. Carle and Simplot-
Ryl [21] proposed a technique for determining redundancy that is based on dominating sets.
They assumed equal sensing and communication ranges, and extended a dominating set algo-
rithm to select nodes that cover the ﬁeld instead of just covering their neighboring nodes.
Dasika et al. [22] proposed a technique for computing active covers based on binary decision
diagrams. Cao et al. [23] proposed a sleeping schedule for sensors that guarantees a bounded-
delaysensorcoverage.Luetal.[24]proposedaschedulingmechanismtominimize thedelayon
forwarding paths. Yan et al. [9] proposed a protocol for collaborative sleep and wakeup among
neighboringnodes,assumingthatthenetworkissynchronized.Yeetal.[25]proposedthePEAS
protocol for providing fault-tolerance and prolonging the network lifetime using randomized
4sleep/wakeup. PEAS focuses on maintaining network connectivity by periodically awakening
nodes to probe the active ones. PECAS [26] improved the network lifetime over PEAS by
periodicallyselectinganewsetofactivenodes.Kumaretal.[27]providedtheoreticalboundson
the numberofnodesrequired to achievek-coverage underdifferent models ofnode deployment.
They also proposed a randomized sleep scheduler (RIS).
All the aforementioned protocols assumed that nodes can accurately estimate their locations
and/or the relative directions of their neighbors, which may not be possible in practice, espe-
cially in large-scale networks [12]. In this work, we do not make such an assumption. We also
study the quality of the selected covers under inaccurate estimation of distance.
3 Determining Node Redundancy
In this section, we ﬁrst introduce our system model and assumptions, and then describe our
proposed tests for determining node redundancy.
3.1 System Model
We consider sensor nodes for which Rt is the transmission range and Rs is the sensing range,
deﬁned as the distance from the sensor after which the observed event cannot not be detected.
An example is a chemical sensor that can detect a chemical activity within a certain distance.
We assume the following:
(1) Nodes are randomly and redundantly deployed.
(2) Nodes do not possess GPS, nor do they compute the coordinates of their locations (such
computation is sensitive to distance-estimation errors, and it involves high messaging over-
head). Furthermore, nodes are equipped with simple omni-directional antennae.
(3) Rt ≥ 2Rs. Under this condition, coverage implies connectivity [6]. An example where
this assumption holds is the MICA2 mote [1], which has a maximum transmission range
of about 1000 feet and a sensing range of about 100 feet [9].
(4) A node can estimate the distances to its one-hop neighbors. This can be achieved us-
ing well-known approaches, such as time-of-ﬂight or RF signal strength [28,10]. If trans-
mission ranges are short, these approaches can provide reasonably accurate estimates of
one-hop distances. For example, the Cricket sensor [1] uses time-of-ﬂight of packets for
accurate ranging based on ultrasound and RF beacons. A node can use several measured
signal strengths from each neighbor for calibrating and reﬁning the estimated distances, as
proposed in [29]. We assess the effect of distance inaccuracy on our protocols in Section 5.
(5) Links can be asymmetric due to irregularity in radio ranges [30]. Assuming that every
node sends “HELLO” messages for neighbor discovery, a node u does not consider itself
a neighbor of another node v until: (1) u has received a HELLO message from v, and (2)
v has conﬁrmed the reception of u’s HELLO message.
53.2 Redundancy Check Tests
Let N(v,r) denote the set of neighbors of node v that lie within a range r. The discovery of
such a set relies on an approach that is described later in Section 4. A node can be in one of
three states: ACTIVE, ASLEEP, or UNDECIDED. All nodes start in the UNDECIDED state.
Let VU denote the set of undecided nodes. Note that V = VA
S
VS
S
VU. Deﬁne wgt(v) to be the
weight of a node v. For example, wgt(v) can be deﬁned as
e(v)
e(v)+
P|N(v,Rs)|
i=1 e(i), where e(v) is the
residual energy of node v and |N(v,Rs)| is the number of v’s neighbors within sensing range
Rs. We will use different deﬁnitions for wgt(v) in our LUC-I and LUC-P protocols, described
in Section 4.
We propose two geometrically proven tests (RTest-D1 and RTest-D2) and two density-based
tests (RTest-H1 and RTest-H2) for determining node redundancy. RTest-D1 and RTest-D2 de-
cide that a node is redundant only if its sensing region is geometrically covered by active nodes.
These tests assume that node v’s sensing capability is uniform in all directions and thus v’s
sensing range can be approximated by a circle C(v). They provide sufﬁcient conditions for re-
dundancy. RTest-H1 and RTest-H2 decide that a node is redundant if certain conditions on node
density and distribution are satisﬁed within a transmission range Rp ≤ Rs, which we refer to
as the “probing range.” They assume that a node’s sensing region is convex but not necessar-
ily circular. Although in rare cases it is possible for the density-based tests to introduce false
positives (i.e., erroneously putting a node to sleep), these tests are very effective in determining
node redundancy. The effectiveness of the tests when applied individually or in combination is
studied in Section 5.
RTest-D1: Node v is redundant if ∃ three nodes vi, 1 ≤ i ≤ 3, where: (1) vi ∈ N(v,Rs) ∀i,
(2) vi ∈ VA ∀i, (3) the vi’s are pairwise neighbors within range Rs, (4) v lies inside the triangle
formed by the vi’s, and (5) the circumference of C(v) is covered by the C(vi)’s.
v￿1￿ v￿2￿
v￿3￿
v￿
a￿1￿
a￿2￿ b￿1￿
b￿2￿
c￿2￿ c￿1￿
Fig. 2. Demonstrating RTest-D1 where v lies inside the triangle formed by three of its neighbors.
RTest-D1 can be explained in the context of Figure 2. Nodes v1, v2, and v3 are active neigh-
bors of node v and are pairwise neighbors within range Rs (the ﬁrst three conditions). Two
more conditions need to be satisﬁed. First, v should lie inside the virtual triangle formed by
the lines connecting the three neighbors. Second, the sectors where the C(vi)’s intersect with
C(v) should completely cover C(v). For example, in Figure 2, C(v1), C(v2) and C(v3) intersect
C(v) in sectors a1va2, b1vb2, and c1vc2, respectively. It is clear that the union of these sectors
6spans the entire C(v). The challenge is how to determine these sectors in the absence of loca-
tion information. We propose a simple approach to solve this problem. A rough estimate of the
distance between any two neighbors of v can be determined (see Section 4.1.1), as well as two-
hop neighborhood connectivity. Thus, v can compute relative coordinates of the vi’s as follows.
Node v assumes that it resides at (0,0) and that v1 resides at (d1,0), where d1 is the estimated
distance between v and v1. It then uses the distance between itself and v2 (v3) and the distance
between v1 and v2 (v3) to assign coordinates for v2 (v3). Based on these coordinates, v can deter-
mine whether or not it lies inside the triangle v1v2v3 and can compute the intersection sectors.
Note that knowing the relative directions of neighbors is not necessary for the applicability of
this approach.
Lemma 1 RTest-D1 provides a sufﬁcient condition for the redundancy of node v.
Proof. It is geometrically trivial to show that if the conditions stated in RTest-D1 are satisﬁed
then v’s sensing range is covered. However, these conditions may not be satisﬁed even though
v’s sensing range is covered by active nodes. Therefore, RTest-D1 provides a sufﬁcient but not
necessary condition for redundancy.
We empirically evaluated the conservativeness of RTest-D1 by randomly placing three neigh-
bors of node v within range Rs and computing the success ratio over 10,000 experiments (we
say that RTest-D1 fails if the three neighbors form a correct cover but the test cannot determine
that). RTest-D1 showed a success ratio of about 57%.
RTest-D2: Node v is redundant if ∃ three nodes vi, 1 ≤ i ≤ 3, where (1) vi ∈ N(v,0.618Rs)
∀i, (2) vi ∈ VA ∀i, and (3) the vi’s are pairwise non-neighbors (i.e., vi  ∈
S
j =i N(vj,Rs), ∀i).
Lemma 2 RTest-D2 provides a sufﬁcient condition for the redundancy of node v.
R￿ s￿
R￿ p￿
v￿ v￿1￿
v￿2￿
v￿3￿
g￿
a￿
d￿
u￿
Fig. 3. Determining the probing range (Rp) in RTest-D2.
Proof. Geometrically, three circles completely cover a fourth one if their centers lie sufﬁciently
close to the center of the fourth circle. The problem is how to determine the radius Rp of the
largest probing circle in which the three centers of C(v1), C(v2), and C(v3) lie while remaining
non-neighbors. Figure 3 shows an organization which results in the smallest Rp. This occurs
when v1 lies on the boundary of the circle of radius Rp (probing circle), v2 lies on the boundary
of C(v1) and the probing circle, and v3 lies on the boundary of C(v2) and the probing circle,
7such that C(v3) barely covers the remaining region of C(v). Let
a
def = Rs + Rp. (1)
¿From basic geometry, we have:
a=
1
d
×
q
(−d + Rs − Rs)(−d − Rs + Rs)(−d + Rs + Rs)(d + Rs + Rs)
=
1
d
×
q
d2(−d + 2Rs)(d + 2Rs)
=
q
4R2
s − d2
where d is shown in Figure 3. To compute d, consider the angle g in Figure 3. Since uv = uv3 =
Rs, g = cos−1(
Rp
2Rs). In addition, because cos−1(x) = sin
−1√
1 − x2, g = sin
−1
r
1 −
R2
p
4R2
s,
which results in d = 2Rp sin(g) = 2Rp
r
1 −
R2
p
4R2
s. Thus, Rs + Rp =
r
4R2
s − 4R2
p(1 −
R2
p
4R2
s).
This results in the following quartic equation: R4
p − 5R2
sR2
p − 2R3
sRp + 3R4
s = 0. Solving for
Rp yields: Rp = (
√
5/2−1/2)Rs ≈ 0.618Rs. Thus, if the conditions provided in RTest-D2 are
satisﬁed for node v, we can assert that v is redundant. However, the converse is not true (i.e.,
RTest-D2 is a sufﬁcient condition for redundancy).
Our empirical evaluation of RTest-D2 indicates a success ratio of about 3.2%. This test is useful
in dense deployments because of three reasons: (1) the computational complexity of this test
is the least among all the tests, as discussed in Section 4.4; (2) the test is useful if applied
separately, as shown in Section 5; and (3) any node that decides to go to sleep based on this test
is guaranteed to be completely covered by active neighbors (this is in contrast to density-based
sleeping tests, which provide asymptotic bounds on coverage).
RTest-D1 and RTest-D2 provide sufﬁcient conditions for determining node’s redundancy. Next,
we provide heuristic tests that exploit conditions on node density to improve the level of conﬁ-
dence in determining redundancy.
RTest-H1: A node v is redundant if (1) ∃S = {vi ∈ VA : vi ∈ N(v,Rs),1 ≤ i ≤ M,M ≥
4}, and (2) N(v,Rs) ⊆
SM
i=1 N(vi,Rs).
RTest-H1 says that if v has at least four active neighbors within distance Rs and if every neigh-
bor of v is also a neighbor of one or more of these active neighbors, then v is considered
redundant. The choice of four neighbors stems from the fact that the network is “sufﬁciently”
dense (as deﬁned below) when each node has neighbors in all directions (north, south, east, and
west). The density model deﬁned below is an extension of the work in [31].
Lemma 3 Assume that n nodes with sensing range Rs are deployed uniformly and indepen-
dently in a ﬁeld F = [0,L]2. Let F be divided into 5L2/R2
s square cells, each of side length
Rs/
√
5. Let R2
sn = aL2 lnL, for some a > 0 such that Rs ≪ L and n ≫ 1. If a ≥ 10, then
8limL→∞ E( 0(n)) = 0, where  0(n) is a random variable that denotes the number of empty
cells in F.
The lemma states that if the network area is divided into small square regions (cells), and if n
and Rs satisfy a certain constraint, then every cell will contain at least one sensor asymptoti-
cally almost surely (a.a.s.). Consequently, every node (except those at the borders) will have at
least one neighbor in each of the four main directions. The proof of Lemma 3 is a straightfor-
ward extension of the one provided in [31] for one-dimensional networks. We omit it here for
brevity 3 .
Lemma 4 If the density model provided in Lemma 3 is satisﬁed, then RTest-H1 correctly deter-
mines whether or not v should be put to sleep.
Proof.ConsiderthescenariodepictedinFigure4,whichconformstotheconditionsinLemma3,
i.e., each cell contains at least one node. Assume a worst-case organization in which all the ac-
tive neighbors of node v (v1, v2, v3, and v4) are placed in one cell (say B). Also assume that
one undecided neighbor v5 is placed on the boundary of A while the rest of the neighbors are
all asleep. We prove Lemma 4 by contradiction. Assume that v is put to sleep according to the
lemma although cell C is not covered. Now, consider a node u that resides in D. If u is active,
then C is covered. If u is not active, then v5 must be included in the probing neighborhood of
u’s active neighbors. This also implies that C will be covered, which contradicts the original
supposition.
R￿s￿ v￿5￿
B￿
A￿
C￿
D￿
v￿
v￿1￿v￿2￿v￿3￿v￿4￿
u￿
Fig. 4. Correctness of RTest-H1. {v,u,v1,...,v5} identify nodes while {A,B,C,D} identify square
cells within the network area.
The above argument may only be violated at the cells on the four corners of the network area.
This does not signiﬁcantly affect the coverage of the ﬁeld since we assume that the number of
cells is ≫ 1. Our simulation experiments (Section 5) indicate that RTest-H1 is very effective in
redundancy elimination.
RTest-H2: Assume that nodes are uniformly and redundantly deployed. A node v is consid-
ered redundant if ∃S = {vi : vi ∈ N(v,Rs), vi ∈ (VA
S
VU), 1 ≤ i ≤ γ}, where γ is a constant,
such that (1) wgt(v) < wgt(vi) ∀vi ∈ S, and (2) N(v,Rs) ⊆
Sγ
i=1 N(vi,Rs).
3 We chose Rs/
√
5 as our cell dimension to allow a node to completely cover neighboring cells in the
four main directions. This is different from the cell deﬁnition used in [31].
9Unlike previous tests, RTest-H2 aims at turning off “weak” nodes in the network. It checks
if node v has at least γ active or undecided neighbors within distance Rs, and if every other
neighbor of v is also a neighbor of one or more of these γ neighbors. Node v is then put to sleep
if its weight is the smallest among the γ neighbors. The rationale for this test is that if nodes
are uniformly deployed, then v will have neighbors in all directions (as assumed in RTest-H1),
which are likely to cover the entire sensing region of v. Putting v to sleep early will force
“stronger” neighbors to become active. We recommend γ > 4 to avoid erroneously putting a
node to sleep (we use γ = 6 in Section 5).
4 Location-Unaware Coverage
Based on the proposed redundancy tests, we now present the LUC algorithm for determining
whether a node is to be added to VA or VS. We then present two distributed protocols that
implement LUC in operational scenarios.
4.1 LUC Algorithm
4.1.1 Neighbor Discovery and Distance Estimation
The LUC algorithm at node v proceeds as follows. By exchanging HELLO messages over the
transmissionrangeRt,nodev discoversitsneighborsandestimatestheirapproximatedistances.
Such distances are estimated using the time of ﬂight (e.g., Cricket [1]) and/or received signal
strength (e.g., RADAR [10]). To accommodate uncertainties due to fading, reﬂection, and radio
sensitivity, we use a conservative approach to estimate distances in which Rt is divided into a set
of nd discrete values 4 and every range of estimated distances is mapped to one of these values
(similar to radio maps [28]). Every node broadcasts the estimated distances to its neighbors so
that every node is aware of its 2-hop neighborhood. Our simulation experiments in Section 5
show that imprecision in distance estimation does not affect the performance of our protocols
due to the efﬁciency of RTest-H1 and RTest-H2.
4.1.2 Activation Test
LUC uses an activation test (ATest) that returns SUCCESS (i.e., “tentatively” sets the state of
an undecided node v to ACTIVE) if v has the highest weight among its undecided neighbors
(note that the weight is a real number and thus no ties occur). The test is necessary to seed the
network with active nodes and force “stronger” nodes to be active, giving an opportunity for
putting “weaker” nodes to sleep. This has a desirable effect of keeping every individual node
alive as long as possible for better reliability against unexpected node failures. Note that when
4 We refer to nd as the “discretization level.”
10ATest succeeds, the LUC algorithm (Fig. 5) gives another opportunity to a node to go to sleep
(by executing RTest-H1) before making the activation ﬁnal.
ATest: A node v ∈ VU is tentatively active if for every node u ∈ N(v,Rs) with u ∈ VU, we
have wgt(u) < wgt(v).
4.1.3 Order of Test Execution
Initialize(v)￿
RCheck(NODE v, BOOLEAN mustDecide)￿
Start￿
Rtest-D2￿(￿ S￿ 2￿)￿ Rtest-D1￿(￿ S￿ 1￿)￿
ATest￿(￿ S￿ 1￿)￿ Rtest-H1￿(￿ S￿ 1￿)￿
mustDecide￿
Broadcast￿
“ASLEEP”￿
Broadcast￿
“ACTIVE”￿
Remain￿
“UNDECIDED”￿
Y￿ N￿
N￿
Y￿
N￿ Y￿
Y￿ Y￿
N￿ N￿
Discover N(v, R￿ t￿) at diff. probing ranges￿
Set  S￿1￿ = N(v, R￿s￿), S￿2￿ = N(v, 0.618R￿ s￿)￿
End￿
Rtest-H2￿(￿ S￿ 1￿)￿
N￿ Y￿
Fig. 5. The LUC algorithm.
The ﬂowchart of the LUC algorithm is provided in Figure 5. The order of the tests is chosen as
follows. First, the theoretically proven (geometric) tests are executed before the density-based
(heuristic) ones because the geometric tests are guaranteed to not introduce any false positives.
Among the two geometric tests, we execute RTest-D1 ﬁrst because it has a higher success ratio,
as depicted in the results shown in Section 5. RTest-H2 is then executed to put a “weak” node
to sleep as early as possible. By conservatively setting its parameter to be ≥ 6, RTest-H2 does
not result in any false positives. RTest-H1 is executed only when a node must decide on a new
state and all the above tests have failed. This reduces the chances of having false positives. In
our experiments, we hardly faced any false-positive case.
The RCheck(v, mustDecide) function in Figure 5 checks whether a node can make a decision
(ACTIVE/ASLEEP) or remain in the UNDECIDED state. If mustDecide=1, then the node must
decide to be active or go to sleep. This occurs when a node has the highest weight among its
undecided neighbors. Our protocols (introduced in the next sections) force an undecided node to
decide after a certain time elapses in order to avoid waiting indeﬁnitely for neighbors’ decisions.
Next, we discuss two protocols that realize the LUC algorithm.
114.2 Iterative LUC
We refer to this protocol as “Iterative LUC” (LUC-I) because a node does not decide to be
“ACTIVE” unless all its neighbors that are within range Rs and having higher weights have
made their decisions. However, a node can decide to put itself to sleep if one or more of the
redundancy-check tests are satisﬁed. In LUC-I, the weight of the node is selected in a way that
favors activating nodes with higher residual energy. Thus, the weight of node v is set to:
wgt(v) =
e(v)
e(v) +
P|N(v,Rs)|
i=1 e(i)
. (2)
LUC-I has two phases. The ﬁrst phase is a neighbor discovery phase that runs for tnd seconds.
By the end of this phase, v will have discovered its neighbors and their weights, and computed
the neighbor sets S1 and S2. In the second phase, v starts the coverage process, which runs
for tcp seconds. Whenever v receives an update from one of its neighbors changing its state to
ACTIVE or ASLEEP, it executes RCheck with mustDecide=0 (see Figure 5). If v decides that
it is redundant, it does not wait until the end of the tcp interval, and immediately goes to sleep.
If v decides to become active, it broadcasts its new state and keeps checking its redundancy
whenever one of its probing neighbors becomes active. This continues until the end of the tcp
interval (in order to allow v to prune itself from VA if possible). If the tcp interval expires before
v has made a decision, v executes RCheck one last time with mustDecide = 1. LUC-I is re-
invoked every tcu seconds, which we refer to as the “cover update interval.” The pseudo-code
for the LUC-I protocol is provided in Figure 6.
LUC-I(v)
1. Initiate timer T1 for tnd seconds (neighbor discovery)
2. After T1 expires:
2.1. Compute S1 and S2 as in Figure 5
2.2. Initiate timer T2 for tcp seconds (coverage process)
2.3. RCheck(v, 0)
2.4. If (v.state  = UNDECIDED), stop T2 and exit
3. While T2 has not expired
3.1. If an update is received from u, u ∈ S1
3.1.1. If (v.state = UNDECIDED), RCheck(v, 0)
3.1.2. Else RCheck(v, 1)
3.1.3. If (v.state  = UNDECIDED), stop T2 and exit
4. After T2 expires
4.1. If (v.state = UNDECIDED), RCheck(v, 1)
Fig. 6. Pseudo-code for the LUC-I protocol executed at node v.
124.3 Probabilistic LUC
Under the worst-case distribution of node weights, the convergence of LUC-I will be dependent
on the network size (more details in Section 4.4). This motivates the need for another protocol
in which nodes autonomously decide to join VA or VS within a ﬁxed number of iterations,
regardless of the network size. In the probabilistic LUC protocol (LUC-P), a node v is added
to VA according to an activation probability Pon that corresponds to the remaining energy in v.
This way, the active neighbors of v do not directly affect v’s decision to become active. Figure 7
provides pseudo-code for the LUC-P protocol. LUC-P uses a modiﬁed version of ATest (ATest-
P) that exploits Pon. The function RCheck2() is the same as RCheck() except that it uses ATest-P
instead of ATest.
The neighbor discovery phase in LUC-P is similar to that of LUC-I. At the start of the coverage
process phase, node v initializes its activation probability as follows:
Pon =
e(v) × Pstart
e(v) +
P|N(v,Rs)|
i=1 e(i)
, such that Pmin ≤ Pon ≤ 1 (3)
where Pstart is an initial probability that is periodically doubled in order to force the set of active
nodes to grow gradually and Pmin is the smallest allowed value for Pon. As described below,
Pmin ensures that LUC-P terminates in a constant number of iterations. Node v initializes timers
T1 and T2 as in LUC-I. A third timer T3 is also initialized to tat (activation test) seconds in
order to periodically check v’s eligibility to join VA. When T3 expires during the coverage
process, v checks whether it can go to sleep. If not, v uses its Pon to probabilistically set itself to
the ACTIVE state. If the activation test is successful, v performs RTest-H1 before committing
itself to VA. If v does not pass the activation test, it doubles its Pstart value and re-evaluates
Pon. As in LUC-I, if v decides to become active, it is still allowed to prune itself from VA if it
becomes redundant before T2 expires. If T2 expires and v is still in the UNDECIDED state,
v decides to become active. Ideally, the tat value of T3 should be selected such that v’s Pon
probability is allowed to grow to 1 before T2 expires. Since Pmin is constant, the maximum
number of iterations until Pon reaches 1 (Nmax) is also constant (computed below). Therefore,
tat should be selected as tat = tcp/Nmax.
4.4 Analysis
Correctness. Three observations can be made about our LUC protocols. First, when the proto-
cols terminate, every node in the network will have joined VA or VS. Second, the area covered
by the nodes in VA is equal to that covered if all the nodes in V are active. Third, applying the
LUC protocols improves network lifetime and reliability in the network. The ﬁrst observation
stems from the fact that every node is forced to decide after a timer expires (T2 in LUC-I or T3
in LUC-P) to avoid waiting indeﬁnitely for neighbors that may have failed. The second obser-
vation follows from the sequential construction of VA according to node weights. A node whose
13ATest-P:
1. r = Uniform(0,1)
2. If (r < Pon) return SUCCESS
3. Else return FAIL
LUC-P(v):
1. Initiate timer T1 for tnd seconds (neighbor discovery)
2. Set Pstart to Pmin
3. After T1 expires:
3.1. Compute S1 and S2 as in Figure 5
3.2. Initiate timer T2 for tcp seconds (coverage process)
3.3. Initiate timer T3 for tat seconds (activation test)
3.4. Compute Pon according to (3)
3.5. RCheck2(v, 0)
3.6. If (v.state  = UNDECIDED), stop T2 and T3, and exit
4. While T2 has not expired
4.1. When T3 expires
4.1.1. If (v.state = UNDECIDED), RCheck2(v, 0)
4.1.2. If (v.state  = UNDECIDED), stop T2 and T3, and exit
4.1.3. ElseIf (v.state = ACTIVE), stop T3
4.1.4. Pstart = 2Pstart
4.1.5. Compute Pon according to (3)
4.1.6. Initiate timer T3 for tat seconds (activation test)
4.2. If an update is received from u, u ∈ S1
4.2.1. If (v.state = UNDECIDED), RCheck2(v, 0)
4.2.2. Else RCheck2(v, 1)
4.2.3. If (v.state  = UNDECIDED), stop T2 and T3, and exit
5. After T2 expires
5.1. If (v.state = UNDECIDED), RCheck2(v, 1)
Fig. 7. Pseudo-code for the LUC-P protocol executed at node v.
sensing range is not completely covered will fail all the redundancy-check tests and will have
to be activated. Since this applies to all the nodes in the network, the area covered by VA will be
no less than the area covered by V . Note that the size of the selected cover is governed by the
quality of the redundancy-check tests and not by the operation of the protocols. The third ob-
servation is due to the refreshment of VA every tcu interval, which results in distributing energy
consumption and extending the lifetime of every individual sensor. It is also worth noting that
our protocols operate correctly irrespective of the network density.
14Time Complexity. The time complexity of our LUC protocols is deﬁned in terms of: (1) the
average number of iterations until convergence (Niter), and (2) the processing time at each
node. An “iteration” is deﬁned as one attempt by a node to decide whether to go to sleep or
continue executing the LUC protocol. In LUC-I, since an undecided node has to wait for all
its neighbors with higher weights to decide before making a decision, Niter ∼ O(|V |) in the
worst-case (a very rare case). To bound the convergence time of LUC-I, we limit the time of the
coverage process by a timer (as described in Section 4.2). The worst-case Niter for LUC-P is
⌈log2
1
Pmin⌉+1. For example, for Pmin = 0.01, Niter = 8 iterations. Although this is an important
advantageoverLUC-I,LUC-PusuallyselectsalargersetofactivenodesthanLUC-I,especially
at low node densities.
The processing complexity of the LUC algorithm is not signiﬁcant. For a node v, RTest-D1
and RTest-D2 take O(n3
a) in the worst case, where na is the number of active neighbors of v.
RTest-H1 and RTest-H2 take O(nb) time, where nb is the number of neighbors within range Rs.
ATest takes O(na) time for LUC-I and O(1) time for LUC-P. In a practical application, the LUC
algorithm will probably be invoked at a time granularity of hours, which reduces the impact of
the processing overhead.
Message overhead. In the LUC protocols, each node sends one message to announce its in-
formation (e.g., identiﬁer and remaining energy), one message to announce its 1-hop neighbors
and their proximities, and a third message to announce its decision (ACTIVE/ASLEEP), if any.
Therefore, O(1) messages are required per node. This indicates that our LUC protocols are very
efﬁcient in terms of message overhead. Note that in multihop networks, this cost can be com-
pletely subsumed by heartbeat messages (or routing updates) that are sent to compute paths to
different destinations.
5 Simulation Experiments
We focus on the construction of one cover and assume that n nodes are uniformly distributed in
a 50×50 meters2 ﬁeld. Unless otherwise speciﬁed, n = 1000. We use different values of n or Rs
in some experiments to vary the density of the network and assess the effect of low densities that
do not satisfy the model needed for RTest-H1. We focus on a snapshot during network operation
where the residual energy of each node is a uniformly distributed fraction between 0 and 1. We
choose nd = 10 (other values did not have a noticeable effect on LUC’s performance). To exam-
ine the properties of our protocols to the full extent, we assume a simpliﬁed scenario where no
packets are lost (we use a more realistic MAC layer in the TOSSIM experiments in Section 6).
Every point in our results is the average of 10 experiments of different random topologies. We
focus on the following metrics: (1) size of the active set VA, (2) coverage quality, (3) coverage
redundancy, and (4) average residual energy in VA. Coverage quality is deﬁned as the fraction
of the ﬁeld that is covered by VA. The coverage redundancy in the ﬁeld (CoRe) depends on the
coverage redundancy of every active node j (Cj), which is deﬁned as the minimum number of
active sensors that cover any point in the sensing range of j. That is, Cj = min{Si, ∀i ∈ Pj},
where Si is the number of sensors in VA that cover point i and Pj is the set of points (targets) in
15the sensing range of node j (j ∈ VA). CoRe is then deﬁned as
Pna
j=1 Cj/na. The optimal value
for coverage redundancy is 1.
We compare LUC-I and LUC-P with a centralized approach (Greedy-MSC) [16] as well as a
distributed approach [7] that assume complete knowledge of node locations. Although Greedy-
MSC was proposed for target coverage and not area coverage, we generalize it by discretizing
the area into a large number of points. In our ﬁrst set of experiments that does not include
lifetime assessment, we only use the ﬁrst cover that Greedy-MSC computes. Individual cover
selection in Greedy-MSC follows the approximation algorithm in [14], which tries to minimize
the size of VA. Since the set-cover approximation algorithm in [14] is the best one known so
far, we conjecture that the ﬁrst set VA that is selected by Greedy-MSC will be at most equal
to that selected by any other protocol. The distributed approach in [7] uses a geometric test
that assumes that relative node locations are known. Every node v is initially active and has
a randomly set timer T. When T expires, v checks if the areas covered by its currently active
neighbors (referred to as sponsored sectors) completely span its sensing range. If so, then v
decides to go to sleep. We refer to this approach as SP-SECT. We compare with SP-SECT
because it can still be used if only the relative directions of neighbors are known and not their
exact locations.
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Fig. 8. Performance of LUC-I, LUC-P, SP-SECT, and Greedy-MSC.
Figure 8(a) depicts the size of VA (|VA|) as a function of the sensing range. As expected, |VA|
16decreases as Rs increases for all the studied protocols. |VA| of LUC-I and LUC-P is about 20-
50% larger than that generated by Greedy-MSC and is about 10-35% smaller than that of SP-
SECT. This is a very good result given that our protocols are distributed and location-unaware.
LUC-P generates a set VA that is about 2-10% larger than that of LUC-I.
Figure 8(b) shows that all protocols have coverage redundancies that are about 3-6% from the
optimal value (except for SP-SECT which goes to 10% redundancy for large densities). This
indicates that our LUC protocols are able to compute near-minimal covers (a minimal cover is
one in which every sensor is necessary for ﬁeld coverage).
Figure 8(c) shows that all the compared protocols have similar coverage quality, which is gov-
erned by the node density. We also study the quality of the selected VA in terms of the average
battery levels (residual energy) of nodes included in it. Selecting active nodes that are richer
in energy than their peers is important for maximizing the lifetime of every individual sensor.
Figure 8(d) illustrates that LUC-I and LUC-P select nodes that have higher average residual
energy compared to SP-SECT and Greedy-MSC, especially at high node densities.
We also assess the performance of our proposed redundancy-check tests. We set Rs = 6 meters
and we vary n. Figure 9(a) shows the percentage of nodes that are put to sleep by each test when
the original LUC algorithm is applied. The ﬁgure indicates that the density-based tests are very
effective in eliminating redundancy. This is because they can put a node to sleep faster than the
geometric tests. The effectiveness of the geometric tests is demonstrated in Figure 9(b) where
each test is applied individually. The ﬁgure indicates that the geometric tests are more effective
than RTest-H2, while RTest-H1 is still the most effective in exploiting redundancy. Coverage
quality is not compromised under any test.
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Fig. 9. Percentage of nodes that are put to sleep when the tests are applied: (a) in combination, or (b)
individually.
We performed another set of experiments in which a random error is added to the real distance
between every pair of nodes. The error can be positive or negative. We applied each test individ-
ually to the network and varied the error from 10% to 100% of the real distance. The experiment
revealed a very interesting result: the quality of the generated covers was not affected by random
errors. However, this came at the expense of having slightly larger cover sizes for most tests,
as shown in Figure 10. This indicates that our tests tend to react conservatively when errors are
17present. We performed another experiment on Greedy-MSC where the locations of nodes were
displaced by 10%-100% of the ﬁeld size. In this case, the quality of the generated covers was
mostly 100%, but fell to 95% in some cases of large errors. The sizes of the generated covers
were also slightly increased with increasing error ratios.
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Fig. 10. Percentage of sleeping nodes under different LUC tests and under Greedy-MSC.
Next, we assess the impact of our protocols on network lifetime. We consider a simple opera-
tional scenario in which the energy consumed by a node’s radio is dominated by the wake state.
We deduct a ﬁxed amount of energy from the node’s battery according to its state. Every node
starts with a full battery of 1 Joule, and consumes 10−4 Watts while active and 10−7 Watts while
asleep. These values are consistent with those of typical sensor platforms, such as MICA2 [1].
We take Rs = 6 meters and update the network cover every 100 seconds. Figure 11(a) shows the
fraction of the ﬁeld that is covered by active nodes when n = 500 nodes. If none of the nodes
is allowed to sleep, the network becomes completely uncovered after 100 time steps (a time
step corresponds to 100 seconds). Redundancy elimination within a sleep/wakeup mechanism
improves network lifetime by a factor of 3 to 6. The ﬁgure shows that LUC-I and SP-SECT
behave similarly. This is a very good result given that LUC-I is location-unaware. As expected,
Greedy-MSC shows the longest network lifetime. The difference in lifetime between LUC-P
and LUC-I is attributed to the fact that the latter typically selects a smaller VA.
Finally, we assess the effect of inaccurate estimation of distances on the performance of LUC-I.
Such inaccuracy is due to the discretization of distances, as explained in Section 4.1.1. Fig-
ure 11(b) shows that the discretization level of the radio range (nd) has an unnoticeable effect
on network lifetime. We have also investigated the effect of random errors on the coverage qual-
ity of the active cover selected by LUC-I. Random errors also resulted in an unnoticeable effect
on coverage quality. In both cases, this favorable behavior is attributed to the effectiveness of
the density-based tests and their independence of distance measurements.
6 Implementation
Our platform is the MICA2 sensor motes [1] running TinyOS [13]. Each mote has a 7.38 MHz
Atmel processor, 128 KB program memory, 4 KB RAM, and 512 KB non-volatile storage. The
radio is a Chipcon SmartRF CC1000, with 916 MHz frequency, FSK modulation with data rate
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Fig. 11. Coverage quality with n = 500 and Rs = 6 meters.
of 38.4 kBaud (19.2 Kbps), Manchester encoding, and linear RSSI (received signal strength
indicator). Its radio’s output power can be digitally programmed by setting the PA POW regis-
ter. In our experiments, we use the documented power consumption values from the Chipcon
CC1000 data-sheet and the measurements reported in [32].
The energy consumed due to the operation of a component ci (e.g., the radio) is given by
ei = ViAiti, where Vi is the voltage across ci, Ai is the current drawn by ci’s circuits, and
ti is the time taken by ci to complete its operation. For example, the radio of the MICA2 sensor
draws 8 mA while receiving. Assuming that Vi = 3 Volts and the radio is in the receive mode for
1 second, then ei = 24 mJ. While the radio is in the sleep mode, and assuming no other activities
in the mote during radio sleep, Ai = 1  A, and therefore, ei = 3  J. For radio transmission, the
value of the PA POW register determines the drawn current, and consequently the transmission
range. For instance, assuming that the mote consumes 1 mW during transmission (which cor-
responds to a 16.8-mA current), the bit transmission time is 62.4  sec (as measured in [32]),
and the packet size is 36 bytes, ei for one packet transmission is 0.9 mJ. In our evaluation,
we transform the energy cost of the various modes into integer values (points). For example,
the radio consumes 3 points/sec in the sleep mode (which corresponds to 3  J/sec) and 24000
points/sec in the receive mode. We use this model to compute the energy consumed during
network operation.
We consider a multi-hop network application in which reports from sensors are periodically
transmitted to an observer (e.g., a base station). The application is implemented in TinyOS and
is referred to as “Surge” [13]. Surge uses the multi-hop routing service in TinyOS [33]. While
constructing the routing tree, nodes that can communicate directly with the observer are labeled
“level-1” nodes. Nodes that cannot communicate with the observer but can communicate with
level-1 nodes are labeled “level-2” nodes, and so on. We assume that the observer is interested
in all the reports sent by the sensors monitoring the ﬁeld. Thus, no data aggregation is performed
on the path from any node to the observer. We augment the multi-hop routing module with our
LUC-I protocol to periodically select active covers. We then evaluate network lifetime for the
extended Surge application.
196.1 System Design
We ﬁrst discuss the design details of the multi-hop routing module in TinyOS [33] when aug-
mented with our LUC-I protocol. LUC-I extends the existing multi-hop router by adding the
cover selection logic, which is executed prior to parent selection in the routing tree. This adds
about 1100 lines of code to the TinyOS code 5 . Most of this code is added to the module re-
sponsible for parent selection. We used a packet size of 100 bytes in the Surge application to
accommodate larger routing tables (the default packet size in TinyOS is 36 bytes). Enlarging
the packet size was needed to facilitate code evaluation and is not a requirement of our design.
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Fig. 12. Multi-hop routing in TinyOS augmented with LUC-I and energy control.
The schematic diagram for the extended multi-hop router is provided in Figure 12 (extension
to that in [33]). RoutingLogicM is the module that performs cover selection. It also executes
the link estimation and parent selection (LEPS) algorithms. Parent selection is responsible for
estimating the link cost for each neighbor based on the “quality” of communications and its
proximity to the observer. The quality of communication is determined by considering data
losses and link symmetry [34].
Our extended design introduces an energy monitor interface (EnergyMonitor), which is used
to deduct energy during transmission, reception, and sleep cycles. In our evaluation, we ignore
the energy consumed in processing and sensing because of the following: (1) the Surge appli-
cation does not require any data processing, (2) the processing overhead of the LUC-I protocol
is negligible because it is infrequently invoked in a real setting, and (3) the energy consumed
in periodic sensing is typically much less than that consumed in an active radio. The “Mul-
tihop Router” uses the energy monitor to inform the application whether the battery is still
5 The complete implementation can be obtained by contacting the authors.
20operational. The application uses this information to stop data transmission. The Comm inter-
face, illustrated in Figure 12, is responsible for packet capture and transmission. The Message
ID is used to identify whether the packet is an application packet (AM SURGEMSG) that is
sent through the MultihopEngineM module or a routing update packet (AM MULTIHOPMSG)
that is sent through the RoutingLogicM module. The QueuedSend interface is responsible for
buffering packets to be sent in sequence. Details of the Comm and QueuedSend interfaces can
be found in [13].
We implemented new timers to support the operation of LUC-I, as was described in Figure 6.
When the LUC algorithm is triggered, a node that is in the ASLEEP state moves to the UNDE-
CIDED state and starts the neighbor discovery phase. On the other hand, a node that is initially
in the ACTIVE state moves to another state called ACTIVE UNDECIDED. In this state, a node
continues to send data packets as usual while executing LUC-I so as not to interrupt the network
operation. The beneﬁt of this approach will become apparent in the results shown in Section 6.2.
A state diagram of a node executing LUC-I is depicted in Figure 13.
T1 expired
ASLEEP No
ACTIVE_UNDECIDED
LUC−I triggered
LUC−I triggered
ACTIVE
Coverage
process operation
UNDECIDED
discovery
Neighbor
decided to become active
T2 expired or
T2 expired or
decided to go to sleep
Operation
Fig. 13. State diagram for a node executing LUC-I. A circle indicates an action, while a rectangle indi-
cates the new state of the node.
To asynchronously trigger LUC-I in the network, a node v whose timer T2 has expired immedi-
ately broadcasts a routing update packet to its immediate neighbors, indicating that v is starting
LUC-I. Upon receiving this message, v’s neighbors who are close to completing their cycle
(i.e., more than 0.5 tcu has passed since the cycle started) trigger the execution of the LUC-I
algorithm and re-initialize their T2 timers. Hence, the start of the coverage process diffuses
throughout the entire network. Thus, triggering LUC-I only requires a routing update message.
6.2 Performance Evaluation
We conducted experiments to compare the performance of our extended Surge/LUC-I imple-
mentation (which we refer to as “LUC-I” for brevity) and the original Surge application that
comes with the TinyOS software [13]. We used the TOSSIM discrete-event simulator, which
is included with the TinyOS release, to evaluate our implementation. TOSSIM has several ad-
vantages: (1) it runs actual TinyOS implementations, (2) it allows experimentation with a large
number of nodes, (3) it accurately captures the TinyOS behavior at a low level (e.g., timer inter-
rupts), and (4) it models the CSMA/CA MAC layer of the node. Therefore, imperfections, such
as interference and packet collisions, are accounted for.
21Table 1
Simulation Parameters
Number of nodes (n) 75
Field size 50 × 50 meters2
Observer location (25, 50)
Sensing range (Rs) 8 - 12.5 m
Maximum battery level 6 × 107 points
Energy consumption (receive) 24000 points/sec
Energy consumption (sleep) 3 points/sec
Packet size 100 bytes
Packet transmission time 49.92 ms
Electric current (transmission) 10.1 - 18.5 mA
Data rate 1 packet/10 sec
Routing update 1 packet/15 sec
tnd (neighbor discovery) 20 sec
tcp (coverage process) 20 sec
tcu (cover update) 300 sec
The parameters used in our experiments are given in Table 1. tcu is the time until LUC-I is re-
triggered. Every node has to wait for tnd to collect information about its neighbors. However, a
node can terminate LUC-I any time during the ensuing tcp interval if a sleep decision has been
made. The values of tnd and tcp are selected in a way to allow for at least one routing update
to arrive from every neighboring node. The energy consumed during transmission depends on
the PA POW value, provided in the data sheets of the MICA2 radio. For simplicity, we assume
that Rt = 16 meters, which corresponds to a drawn current of 10.1 mA (from the MICA2
CC1000 radio datasheet), and every one-meter increase in Rt corresponds to the next current
value reported in the data sheet. The maximum battery lifetime is selected to be a fraction of
the maximum possible for 2 AA batteries of a MICA2 sensor (which is about 30,000 Joules
according to our computations). All the nodes start their operation randomly within an interval
[0,5] seconds from the start of the simulation.
We deﬁne network lifetime as the time until the observer is completely disconnected from the
sensors, i.e., it does not receive any more reports. This occurs when all level-1 nodes deplete
their energy. Note that some nodes may still be alive but can not ﬁnd parents in the routing
tree to forward their reports. Figure 14(a) shows the network lifetime for LUC-I and Surge,
where LUC-I refreshes VA every tcu = 300 seconds. LUC-I provides 100-200% improvement
in network lifetime over Surge. The amount of gain is affected by two factors: (1) the size of
VS, and (2) the frequency of updating VA (tcu). For n = 75 nodes and Rs = 12.5 meters, LUC-I
achieves a VS of size 20-40 nodes, i.e., about 30-60% of n. The effect of reducing the size of the
active set is apparent only when more level-1 nodes are put to sleep, facilitating longer periods
of operation.
We also report the number of nodes that fail during operation due to energy depletion with
Rs = 12.5 meters and tcu = 300 seconds. Figure 14(b) shows that most nodes die quickly in the
22original Surge application. This detrimental effect is due to the continuous listening of all nodes.
As for LUC-I, nodes fail gradually because of their periodic sleep/wake-up, which reduces
energy consumption among redundant nodes. The time at which a node dies depends on how
often it is put to sleep during network operation.
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Fig. 14. Performance of LUC-I and Surge (tcu = 300 sec).
To measure coverage quality, the observer keeps track of the nodes from which it has received
reports within an interval Tc = 20 seconds. Figure 15 demonstrates how coverage quality
evolves with time for different tcu intervals. The ﬁgure includes the upper bound (UB) on the
duration after which ﬁeld coverage falls below 100%. This bound corresponds to the “depth” of
ﬁeld coverage, deﬁned as the minimum number of sensors that cover any point in the ﬁeld [35].
In our conﬁguration, the depth was equal to two, and thus the UB duration corresponds to the
lifetime of two sensors. Two observations can be made from the ﬁgure. First, LUC-I keeps the
ﬁeld completely covered even when the number of sleeping nodes is as large as n/2. Second,
larger tcu values improve network lifetime up to a certain limit. This is because LUC-I is less
frequently triggered at larger tcu. Figure 16 indicates that network lifetime drops for tcu > 500
seconds, advocating the case for more frequent switching among covers. Choosing the appro-
priate value for tcu to optimize network lifetime remains an open issue.
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7 Conclusions
In this paper, we proposed a novel distributed approach for exploiting redundant deployment in
location-unaware sensor networks. Our redundancy-check tests rely only on exchanged neigh-
borhood information and estimated neighbor distances. We incorporated our tests into a novel
location-unaware coverage (LUC) algorithm, and designed two distributed protocols (LUC-I
and LUC-P) that realize LUC in multi-hop sensor networks. Our LUC protocols incur low
overhead and can signiﬁcantly reduce the set of active nodes. Simulations showed that the
network-lifetime extensions achieved by our protocols are comparable to those achieved by a
location-aware distributed protocol (SP-SECT) and close to those achieved by another central-
ized location-aware protocol (Greedy-MSC). We implemented the LUC-I protocol in TinyOS
and incorporated it in a network application used for data aggregation. Experimental results
show that LUC-I signiﬁcantly improves network lifetime.
We plan to examine other redundancy-check tests that exploit speciﬁc application requirements
such as partial ﬁeld coverage. We also plan to study how to select an active set that facilitates
data aggregation. Efﬁcient tuning of the protocol parameters (especially tcu) is also needed to
gain additional lifetime improvements.
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26Appendix A: Extending LUC-I to Achieve k-coverage
So far, we have focused on covering each point in a ﬁeld with at least one node, i.e., 1-coverage.
For reliability against unexpected failures and ﬁdelity of the collected reports, the application
might require that every point in the ﬁeld be covered by at least k sensors, where k > 1. Below,
we extend the LUC-I protocol to provide location-unaware k-coverage (referred to as “LUCK-
I”). We assume the same system model provided in Section 3.1.
Achieving minimal k-coverage is not possible if the nodes are location-unaware. This is be-
cause a node v can not determine the number of nodes that cover every point in its sensing
range unless it knows the locations of its neighbors. To cope with this problem, we construct
k node-disjoint covers, which is a sufﬁcient, but not necessary, condition for k-coverage. This
means that the network might be k-covered although k node-disjoint covers could not be com-
puted. In the case where node density does not support constructing k node-disjoint covers, our
protocol (described below) gracefully degrades and selects k covers having nodes in common.
The degree of redundancy achieved in this case is the best that the current node density can
support.
One alternative for distributed construction of k node-disjoint covers is to sequentially trig-
ger the construction of covers, i.e., one at a time. This alternative has two drawbacks: (1) it is
roughly k times slower than constructing one cover, and (2) it requires node synchronization.
Such synchronization is essential for starting the selection of nodes in each cover independently.
To handle node asynchrony and to avoid the need for sequential cover construction, we inter-
leave the selection of the k covers and do not allow a node to participate in more than one active
cover. Our approach has some similarity with node-disjoint path selection techniques. In these
techniques, a node that is selected on one path from the source to the destination does not partic-
ipate in any other path discovery for the same source/destination pairs. In the LUCK-I protocol,
every node applies the redundancy tests speciﬁed in Section 3 for each cover independently.
At a node v, LUCK-I operates as follows. Initially, v has a list of k potential covers to which it
might belong. When a neighbor node u announces that it will become active, it also speciﬁes
which cover node u belongs to (say i, i ≤ k). On receiving this message, v executes LUC and
considers only active neighbors that belong to cover i. If v passes the redundancy-check tests,
it considers itself ASLEEP in cover i. However, it does not actually put itself to sleep unless it
is considered ASLEEP in all the k covers. If the redundancy-check tests indicate that v has to
become active in cover i, it notiﬁes its neighbors and remains active. The neighbors of v in this
case consider v asleep for all covers but i. More details on LUCK-I and its pseudo-code can be
found in [36].
LUCK-I has the same message overhead as LUC-I. The worst-case computational complexity
of LUCK-I is also similar to that of LUC-I since a node v still needs to check its redundancy
when receiving messages from any active neighbor.
We brieﬂy study the properties of the LUCK-I protocol via simulation. We assume that k = 4
and Rs = 3 meters. We use the same network dimensions and topologies used in Section 5.
27Figure 17(a) shows the number of active nodes selected by LUCK-I for each cover under dif-
ferent node densities. It is clear that the number of nodes in cover i is larger than that in cover
j, ∀i < j. This is because nodes compete to ﬁll the covers with smaller indexes ﬁrst. This has
a direct effect on the quality of the generated covers. Figure 17(b) shows that coverage quality
improves for all the selected covers as the node density increases.
We also study the convergence time of LUCK-I, deﬁned as the time (iterations) required until
all the nodes in the network have decided to become ACTIVE or ASLEEP. Figure 17(c) shows
that LUCK-I with k = 4 does not require signiﬁcantly more time to terminate than the case with
k = 1, especially at shorter sensing ranges and smaller densities. Note, however, that LUCK-I
would have been k times slower than LUC-I if it had to construct one cover at a time before
proceeding to the next cover.
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Fig. 17. Performance of LUCK-I for k = 4.
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