We develop a mathematical approach to the nonequilibrium work theorem which is traditionally referred to in statistical mechanics as Jarzynski's identity. We suggest a mathematically rigorous formulation and proof of the identity.
Introduction
The nonequilibrium work theorem is an equation in statistical mechanics that relates the free energy difference ∆F to the work W carried out on a system during a nonequilibrium transformation. The identity appeared in different, but as we show below, equivalent formulations in Refs. 1 and 2 in 1997, and in the series of papers, Refs. 4-7 in 1977-1981. In physics literature, the identity is usually written in the form
where the average is taken over all possible system trajectories in the phase space, and β is an inverse temperature. The identity first appeared in this form in Refs. 1 and 2. Traditional equilibrium thermodynamics tells us that W ≥ ∆F while the transformation of the system is infinitely slow. The identity (1) is a stronger statement, and in addition to this, it is valid for arbitrary transformations of the system. The identity is used effectively in computer simulations, as well as in experimental physics, to calculate the free energy difference between two states of the system by running many trajectories and taking the average value of e −βW (see Refs. 8-12, 14-16 and references therein).
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The paper Ref. 3 , discusses the connection between two different versions of the identity, and shows that Refs. 4-7 use a different definition of work. The identity obtained in Refs. 4-7 (referred to below as Bochkov-Kuzovlev's identity) reads:
where W 0 is the work (in Bochkov-Kuzovlev's sense) performed on the system, and the angle brackets have the same meaning as in (1) . The present paper shows that Jarzynski's and Bochkov-Kuzovlev's identities easily follow from each other.
Since the identities involve taking an "average over trajectories", it is natural to interpret this average as the expectation relative to a probability measure on trajectories, while assuming that the system evolves stochastically. In terms of expectations, the identities can be represented by the formulas where E is the expectation relative to a probability measure on phase space paths. For this probability measure, some analytical assumptions under which the identities hold are found.
Notation and Assumptions
Let us assume that the evolution of our system is described by a Markov process Γ t (ω), t ∈ [0, T ], given through its transition density function. Let X = R 2d be the phase space for our system, i.e. the set of values of Γ t . We assume that at time t = 0 the distribution on the phase space X is given by the following density function:
where H( · , λ) : X → R is a Hamiltonian parametrized by an externally controlled parameter λ ∈ Λ, Λ ⊂ R l is an open set; β = 1 kBT , k B is the Boltzmann constant, T is the temperature of the system, Z λ0 = X e −βH(x,λ0) dx is the partition function. We assume that for all λ 0 ∈ Λ, X e −βH(x,λ0) dx < ∞. We consider the situation when the external parameter λ is a function of time [0, T ] → Λ, i.e. we actually consider a time-dependent Hamiltonian H(x, λ(t)). Let E λ0 denote the expectation relative to the measure q λ0 (x)dx. Below we assume that the changing in time external parameter λ belongs to the space
is the space continuous function of bounded variation on [0, T ], and
is the space of right continuous step functions corresponding to different partitions P = {0 = t 0 < · · · < t n = T } of [0, T ] and different finite sets of values {λ i }.
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To emphasize the fact that the function λ ∈ V [0, T ] gives rise to the process Γ t , we will use the notation Γ λ t . Let p λ (s, x, t, y), s, t ∈ [0, T ], s < t, x, y ∈ X, be the transition density function for Γ λ t . Let X [0,T ] denote the space of all paths [0, T ] → X. In terms of p λ we can construct a probability measure L λ on X [0,T ] by means of the finite-dimensional distributions
where {0 = t 0 < · · · < t n = T } is a partition of the interval [0, T ], and f : X n+1 → R is a bounded and measurable function. By Kolmogorov's extension theorem, the right-hand side of this equality defines a probability measure on the minimal σ-algebra of X [0,T ] generated by all cylindrical sets. We denote this σ-algebra by
The measure L λ is concentrated on the right continuous trajectories without discontinuities of the second kind.
Assumption 1 is fulfilled, for example, when the function p λ satisfies one of the conditions given in Ref. 17 (Chap. 2, paragraph 1). Also, we assume that the σ-algebra σ c (X [0,T ] ) is augmented with all subsets of L λ -null sets. We take X [0,T ] as the probability space, i.e. we set Ω = X [0,T ] , and L λ as the probability measure on it. Then, L λ -a.s., Γ λ t (ω) = ω(t). For each fixedλ ∈ Λ, we introduce another transition density function p(s, x, t, y,λ) which represents the situation when the system evolves being controlled by a constant in time parameter. The following Assumption 2 is the key assumption under which the nonequilibrium work theorem holds. [s,t] ≡λ, then p λ (s, x, t, y) = p(s, x, t, y,λ), where p(s, x, t, y,λ) conserves the canonical distribution on the phase space X. Specifically, it satisfies the identity X qλ(x) p(s, x, t, y,λ) dx = qλ(y).
Assumption 2. If λ|
We make further assumptions:
, and discontinuous at the point t, then for Lebesgue almost all x ∈ X,
where f : X → R is bounded and Borel measurable.
Assumption 4. For all t ∈ [0, T ), and for all compacts K ⊂ X,
where f : X → R is bounded and continuous.
We assume that if λ| [s,t] ≡λ, whereλ ∈ Λ is constant, then p λ (s, x, t, y) = p(s, x, t, y,λ). Further we assume that the function p λ satisfies Assumption 3. Then, for all s, t, 0 ≤ s < t ≤ T, for all x ∈ X, and for all bounded and Borel measurable functions f : X → R,
where
Proof. The proof follows from Assumption 3.
Jarzynski's Identity
Let λ = λ c +λ step be the decomposition of
l denote the partial derivative with respect to the second argument (i.e. with respect to the control parameter). We assume that the partial derivative ∂ λ H exists on X × λ([0, T ]), and is bounded. Also, we assume that for each fixedλ ∈ λ([0, T ]), H( · ,λ) is bounded and Borel measurable. Everywhere below, the probability space Ω is the space X [0,T ] . We define the work W λ : Ω → R performed on the system by the formula
where {0 = t 0 < t 1 < · · · < t n = T } are discontinuity points of λ, , R l is the scalar product in R l ⊃ Λ, and the integral on the right-hand side is the LebesgueStieltjes integral, i.e. the sum of the Lebesgue-Stieltjes integrals with respect to the components of λ c . In the following, we skip the sign of the scalar product in the A Mathematical Approach to Jarzynski's Identity 217 first term of (5), and simply write
Let F λ = − 1 β ln Z λ (free energy of the system), and let ∆F = F λ(T ) − F λ(0) (free energy difference). Let E L λ denote the expectation relative to the measure L λ .
, and let the transition density function p λ satisfy Assumptions 2 and 3. Further let H( · ,λ) be bounded and Borel measurable on X for each fixedλ ∈ λ([0, T ]). Then the function e −βW λ is L λ -integrable, and
Proof. L λ -a.s.,
Note that W λ (ω) is a cylinder function. By Lemma 1,
Assumption 2 implies that for all s < t, for all y ∈ X, andλ ∈ Λ,
e −βH(y,λ) p(s, x, t, y,λ) = 1. (7) 218 E. Shamarova
Taking into account this, and changing the order of integration in (6), we obtain
Starting from the end, we replace each integral in (8) with 1, which is valid by the relation (7), until we reach the very first integral (taken with respect to x n ), which we replace with Z λn . Noticing that λ 0 = λ(0) and λ n = λ(T ), we obtain
The theorem is proved.
, and let the transition density function p λ satisfy Assumptions 2, 3, and 4. Let the probability distribution L λ of Γ λ t be given by (2), and satisfy Assumption 1. In addition, let the following assumptions be fulfilled: Then, the function e −βW λ is L λ -integrable, and
Then, under Assumptions 1 and 7-9, the function
Proof. Below, for an arbitrary small ε we construct a σ c -measurable function
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We find a function
This is possible by Assumption 8. Thus, it suffices to find a measurable function F verifying (10) for W λ of the form
By Assumption 1, L λ -a.s., the paths of Γ λ t are right continuous and without discontinuities of the second kind. This implies that the map , where 
. We define
where µ λ is the Lebesgue-Stieltjes measure on [0, T ] corresponding to the function λ. Fubini's theorem implies that the function ω → µ λ ({t : (ω, t) ∈ C i }) is σ cmeasurable. The inequality (10) is obviously satisfied.
Proof of Theorem 2. We take a sequence of partitions P n = {0 = t n 0 < t n 1 < · · · < t n n = T }, and consider the functions 
By Theorem 1,
220 E. Shamarova for all n. We denote ϕ(ω) = e −βW λ (ω) , and prove that
For this, we first replace the functions ϕ n in (11)- (13) with more suitable functionŝ ϕ n such that (ϕ n (ω) −φ n (ω)) → 0 as n → ∞, uniformly on Ω. We have:
where in the first term in (14) we applied the mean value theorem to each summand, and choseλ
]. Since by assumption ∂ λ H(x, · ) is equicontinuous, the absolute value of the difference in (14) does not exceed εV
where ε is chosen so that |∂ λ H(x,λ 1 ) − ∂ λ H(x,λ 2 )| < ε whenever |λ 1 −λ 2 | < δ, and δ is chosen by the equicontinuity argument. The relation (14) shows that if we prove (11)- (13) with
n (t) substituted for ϕ n , then we prove (11)-(13). We define the functions:
With the help of these functions, the second term in (14) can be represented as
By Assumption 8, we choose an ε > 0 so that |∂ λ H(ω n (t, ω),λ n (t)) − ∂ λ H(ω n (t, ω), λ(t))| < ε whenever sup t∈[0,T ] |λ n (t) − λ(t)| < δ, and δ is chosen by the equicontinuity argument. This means that the relations (11), (12) , and (13) are equivalent to
is given by (15) . We show that the relations (17) hold. Since ∂ λ H( · , · ) is bounded on X×λ([0, T ]) by Assumption 7, λ is a function of bounded variation on [0, T ], and the exponent is Lipschitz on bounded domains, for all m we obtain the estimate
where K L is the Lipschitz constant for the exponent, |λ|(dt) is the LebesgueStieltjes measure corresponding to the total variation function |λ|(t), and Fubini's theorem has been applied to pass to the last integral. The same estimate holds for L λ . Namely,
We would like to show that
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Let t ∈ (t n i−1 , t n i ], and let δ n = t n i − t. Thenω n (t, ω) = ω(t + δ n ). Let us show (20). We have:
Note that
converges to zero uniformly in x running over compacts in X which follows from Assumption 4. Indeed,
The right-hand side of this inequality converges to zero uniformly in x ∈ K ⊂ X, where K is an arbitrary compact. This easily follows from Assumption 4 after we separate in the right-hand side the terms depending on x and on x i . Define the measures:
By Assumption 5, L λ n converges weakly to L λ relative to the family of bounded continuous cylinder function, whenever λ n ⇒ λ. This implies that µ λ n → µ λ weakly (relative to the family of bounded continuous functions), as λ n ⇒ λ. By Prokhorov's theorem, the family {µ λ n , µ λ } of probability measures on X is tight. We fix an arbitrary ε > 0 and find a compact K ε such that µ λ n (X K ε ) < ε for all n. Since F n ⇒ 0 on K ε , and all F n are bounded on X by a constant, say M , not depending on n, we can find an N ∈ N such that |F n (x)| < ε on K ε for all n > N. We obtain the estimate: respect to |λ|(dt)) implies that as n → ∞, the integral (18) converges to zero. This implies (17) , and thus (11), (12) and (13) are proved. By (11), we obtain:
On the other hand, (12) and (13) imply:
Comparing the last two relations gives:
The theorem is proved for the case λ ∈ C V [0, T ].
Jarzynski's identity for λ ∈ V [0, T ] and its corollaries
Corollary 1. (Corollary of Theorem 2) Let the assumptions of Theorem 2 be fulfilled, and let f : X → R be bounded Borel measurable. Then,
where π t :
is the evaluation mapping, E λ(T ) is the expectation relative to the measure
Proof. Assuming that λ ∈ L step [0, T ], we repeat the argument of (6) and (8), while using the relation (7). Specifically, we obtain:
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Now let λ ∈ C V [0, T ], and let the constant M f be such that sup x∈X |f (x)| < M f . As in the proof of Theorem 2, we find a sequence of step functions λ n converging to λ uniformly on [0, T ]. The identity (23) holds for each λ n . The argument of passing to the limit as n → ∞ is similar to the argument used in the proof of Theorem 2. We define the function F : Ω → R, F (ω) = f (ω(T )), and repeat the argument of Theorem 2 until the inequality (19) with the following replacements: ϕ ↔ F ϕ, ϕ n ↔ F ϕ n ,φ n ↔ Fφ n ,φ n ↔ Fφ n . The right-hand sides of (18) and (19) will be the same as in the proof of Theorem 2 but the Lipschitz constant K L will be replaced with K L M f . The part of the proof of Theorem 2 following after the inequality (19) remains unchanged until the last two arguments of passing to the limit. Those arguments now will be:
On the other hand,
This implies the identity (23). Then,
is the same for the functions λ a with different a. Hence,
Note that in the relations (18) and (19) we integrate with respect to |λ|(dt) where |λ| is continuous. Hence, by Lebesgue's theorem, the investigation of convergence at the point T in (20)- (22) is not necessary to prove the convergence in (18) and (19). Finally we note that by assumption, and by the relations (19) and (21), with λ a substituted for λ, for the first term in the identity (24) we obtain: 
k+1 → R be bounded and measurable. The finitedimensional distributions of L x λ;s,t we define by the formula:
The finite-dimensional distributions of L λ;s,t we define by:
We extend the measures L x λ;s,t and L λ;s,t to σ c (X [s,t] ) by Kolmogorov's extension theorem. We assume that σ c (X [s,t] ) is augmented with all subsets of L λ;s,t -null sets.
, and let {t 1 < · · · < t k = T } be the set of its discontinuity points. Further let the transition density function p λ of the Markov process Γ λ t satisfy Assumptions 2, 3 and 4, and the probability distribution L λ be given by (2), and satisfy Assumption 1. Let Assumptions 6, 7, 8 and 9 of Theorem 2 be fulfilled. Additionally, we assume that
weakly relative to the family of bounded continuous cylinder functions on X [ti,ti+1] ; 11. For all bounded and continuous functions f :
Then, the function e −βW λ is L λ -integrable, and
The continuity of functions X [ti,ti+1] → R is understood with respect to the topology of pointwise convergence. (ω 1 , . . . , ω n ). Since Γ λ t is a Markov process, we obtain:
On each interval [t i−1 , t i ], we define continuous functions λ (i) (t) = λ(t), t ∈ [t i−1 , t i ), and
We obtain:
λ;tn−1,tn (dω n ).
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Let Eλ denote the expectation relative to the measure qλ(x)dx. We can rewrite the above relation in terms of expectations:
Note that in (27) we always deal with a function of the form:
where f is bounded and Borel measurable by Assumptions 9 and 11. Applying Corollary 2, we obtain:
Also, note that the following relation holds: 
Applying the identities (30) and (29) to (27), we obtain:
Corollary 3. (Corollary of Theorem 3) Let the assumptions of Theorem 3 be fulfilled, and let f : X → R be bounded and Borel measurable. Then,
Proof. We repeat the argument that we used in the proof of Theorem 3 to obtain (27) in connection to the expression E L λ [(f • π T ) e −β W λ ]. Instead of the very last expectation in (27), we obtain E L ω n−1 (t n−1 ) λ;t n−1 ,tn [e −βW λ (n) (ωn) f (ω n (t n )) e −β(H(ωn(tn),λ(tn))−H(ωn(tn),λ(tn−0))) ].
Applying Corollary 2, we obtain:
E L λ;t n−1 ,tn [e −βW λ (n) (ω) f (ω n (t n )) e 
Moreover, the identities (34) and (26) are equivalent.
Proof. Applying Corollary 3 and the identity (26) we obtain:
This relation also shows that the identities (34) and (26) are equivalent.
