The left distributive law is the law · ( · ) = ( · ) · ( · ). Left distributive algebras have been classically used in the study of knots and braids, and more recently free left distributive algebras have been studied in connection with large cardinal axioms in set theory. We provide a survey of results on the free left distributive algebra on one generator, A, and a new, simplified proof of the existence of a normal form for terms in A. Topics included are: the confluence of A, the linearity of the iterated left division ordering < L of A, the connections of A to the braid groups, and an extension P of A obtained by freely adding a composition operation. This is followed by a simplified proof of the division algorithm for P, which produces a normal form for terms in A and is a powerful tool in the study of A.
Introduction
A left distributive algebra (LD) is a set, L, together with one binary operation · such that for all ∈ L, · ( · ) = ( · ) · ( · ), i.e., left translation ( ) = · is a homomorphism of L. Examples of LDs from classical mathematics which are prominent in the study of knot invariants are group conjugation (where G is a group with operation * and · = * * −1 ) and the weighted mean (which is also right distributive): for fixed ∈ C, · = + (1 − ) .
In fact, for the above examples (assuming that = 1 in the second example), and more generally for most classical LDs, left translation is an automorphism of the algebra. Such algebras are termed automorphic sets by Brieskorn [3] (where a comprehensive list is given) and racks by Fenn and Rourke [8] . See Joyce [10] for idempotent variants called quandles.
The braid groups act on direct powers of an automorphic set. Namely, for 2 ≤ N ≤ ∞, let B N be the braid group on N strands: B N is given by generators σ 
This paper is about the free left distributive algebra A on one generator, . While it is not an automorphic set, A is closely connected with B N (the above group action of B N is a partial action on A N ). There are a number of open questions about A's structure, see [17] for examples. A arises naturally in the study of large cardinal embeddings in set theory and is closely related to B N . We present a simplified version of the proof of a division algorithm for (an extension of) A (first proved in [13] and simplified in [19] ), preceded by a survey of definitions and results (with proofs for the reader's convenience) on the basics of A necessary to understand the proof. See the end of Section 3 for some applications of the division algorithm. A is constructed by forming the collection A of all terms in one generator and one binary operation · and letting A = A/LD, where, for ∈ A, ≡ LD if and only if can be obtained from by a series of substitutions of the form · ( · ) ↔ ( · ) · ( · ). Henceforth we will write for · , and we will adopt the convention that
A generator of a free LD is not a product of elements, therefore no automorphic set is free and no idempotent LD is free. Indeed, we will see that A has no idempotent elements (Theorem 3.3). The question arose of finding a representation of A. Laver found such a representation in large cardinal embeddings from set theory (see Section 3) . That such embeddings exist is a very strong axiom (it cannot be proved in ZFC, i.e., the usual axioms of mathematics: ZermeloFraenkel together with the Axiom of Choice). Subsequently an example in ZFC was found by Dehornoy via a binary operation on a subset of B ∞ .
This paper is organized as follows: In Section 2 we give a proof of Dehornoy's theorem that A is confluent and another key fact, namely that A is linearly ordered by the relation < L , where < 
. Different proofs of these two parts were found by Laver and Dehornoy. We give Dehornoy's proof of connectivity, mention Laver's proof of irreflexivity, and give Dehornoy's proof of irreflexivity as simplified by Larue.
The division algorithm takes place not in A but in an extension P of A obtained by freely adding a composition operation • such that left translation by · is still a homomorphism. In Section 4 we define P = P/Σ, the free onegenerated algebra satisfying a set of axioms Σ which implies the LD law. We show that P is a conservative extension of A: if (1)). Equivalence of two members of P can be naturally stated in terms of this partial group action. We close Section 3 with a definition of Dehornoy's linear ordering of the braid groups.
Sections 5-8 are given to proving the division algorithm, and Section 5 includes an outline of the proof. The idea of the division algorithm is as follows: For every ∈ P, the division algorithm produces a (seen to be unique) term
representing . The first step of the algorithm provides a 1 ∈ P such that 1 Simplifications in the proof alluded to above come from knowing in advance that < L is a linear order, from uniformizing the normal forms originally used, and from several other simplified arguments; the simplified proof first appeared in Miller's thesis [19] . This paper is intended to be a proof of the basics and other lemmas leading up to the division algorithm, not a complete survey of LD theorems. For a survey of the Dehornoy order on B ∞ and the connections of B ∞ with free LDs, see [7] . For an account of connections of free LDs with large cardinals see [14, 15] . For a general account of results on free LD see [6] . In this proof we used the LD law in both directions, but one of the most basic properties of A is that A is confluent (Theorem 2.3), i.e., if two terms are equivalent, the equivalence can be proved by expanding both terms using only the forward direction of the LD law (allowing only substitutions of ( )( ) for subterms of the form ( )).
Confluence
An ∈ A will typically be represented by the unique parsing Proposition 2.2.
The above proposition can be proved by induction. It is true if the first → is replaced by → *
. Proceed by induction.
The remainder of this section is given to proving that A is confluent. Numerous people independently worked out proofs of confluence; here we use the notation of Jech and Dougherty.
Theorem 2.3 (Dehornoy (confluence) [5]).
Given ∈ A, ≡ LD implies that there exists ∈ A such that → and → .
We will prove Theorem 2.3 by assigning to each ∈ A a δ such that → δ and if ≡ LD , then δ ≡ LD δ for some and .
Definition 2.4.
For ∈ A, let # be the result of distributing to every occurrence of in , i.e., # = , #( ) = ( # )( # ).
Lemma 2.5.
(i) is immediate; for (ii) use induction on . We now define δ , where δ roughly replaces every subterm ( ) in by ( )( ): For ∈ A, put δ = , δ( ) = δ #δ .
Lemma 2.6. 
< L linearly orders A
The proof that < L is a linear ordering of A has two parts: connectedness ( ≤ L or ≤ L ) and irreflexivity ( ≮ L ). Let us use the following notation: (0) = ; ( +1) = ( ) (= ( ) ( ) for all ≤ by induction on ).
Lemma 3.1.
For all ∈ A there exists such that < L ( ) .
To prove the lemma above, show by induction on that there is an such that for all ≥ , ( ) = ( +1) and take = + 1. 
Theorem 3.2 (connectivity).
For ∈ A, ≤ L or ≤ L .
Proof (Dehornoy

Theorem 3.3 (irreflexivity).
It suffices to find an irreflexive LD because if = 1 2 · · · ∈ A, then a homomorphic image in any LD would give a similar relation. An irreflexive LD is a rarity, so we mention Laver's original proof of irreflexivity though it is not used in the sequel; the proof we will use in this paper is Dehornoy's version, which is a theorem of ZFC.
Laver's version. Let V λ be the collection of all sets of rank less than λ. A function : V λ → V λ is a (nontrivial) elementary embedding if and only if is not the identity function and whenever a statement holds (in V λ ) of members 0 ∈ V λ then the same statement holds (in V λ ) of ( 0 ) ( ). More formally, for all first order formulas, Φ,
Let E V λ be the set of all such nontrivial embeddings. Then the existence of E V λ = ∅ is a very strong large cardinal axiom and thus is unprovable in ZFC.
If E V λ = ∅ we may assume λ is a limit ordinal (of cofinality ω [11] ). Then E V λ is a left distributive algebra under the operation
Laver showed [14] that E V λ is an irreflexive LD. Moreover, if ∈ E V λ , then A , the subalgebra of E V λ generated by { }, is isomorphic to A.
Dehornoy's proof. Note Proof. Suppose that σ has been applied to every generator and the inverse of every generator in the reduced form of and that a fixed reduction has been applied to the result, yielding the reduced form of ( )σ .
There are two cases in which ( )σ might not begin with 1 . Case 1: σ = σ ±1 with > 1. In this case, as > 1, all 1 are unchanged by the action of σ on (the reduced form of) , and no 1 result from the action. Thus the only way for 1 to be cancelled from by the action of σ is for
1 to already be present in the reduced form of . Thus it must be that, for some 1 2 ∈ F G , the reduced form of is = 1 2 . Now let the reduced form of displaying that instance of
1 · 2 , which again gives that was not in reduced from, a contradiction. (iii) The word problem for A is solvable.
Recall that the action of B ∞ on automorphic sets described in (1) is a partial action on L ∞ , where L is any left cancellative LD. Using the linearity of < L on A, define Dehornoy's linear ordering of the braid group, <, as follows. For details see [7] .
For α β ∈ B ∞ , α < β if and only if for some N < ∞, there is ∈ A N with α lexicographically less than β with respect to < L .
Laver pointed out that α > id if and only if α is σ -positive, where σ -positive means that the generator with least index appears only positively. See [7] for ten different proofs of the linearity of <.
Remark.
The division algorithm and a many variable variation of it [16] have been used in the proofs of combinatorial facts about A and in other results. Examples include:
• α is a B N -braid word greater than the identity if and only if α is equivalent to a σ -positive word in B N . (It is somewhat surprising that this was a problem.)
• B + N = {positive braid words in B N } is well-ordered under Dehornoy's ordering. Burckel [4] found a different proof (not using the division algorithm) and computed the associated ordinals.
• The one generator case of a conjecture of Moody [18] holds [17] : If ∈ A, = , and have no common left divisors, and and have no common left divisors, then = and = .
For results and problems about a possible algorithm and applications of it in the many generator case, see [19, 20] . Namely, consider the case = ( ) and 0 = . By left distributivity we have the following:
The extension P of
More generally, we will see that, for given above, if ∈ A and
and there is no with = .
We define an extension of the left distributive law by freely adding a composition symbol, • , to the language. Let Σ be the following set of laws in the language {· • }:
The first two axioms are the normal properties of composition. The last two (with the aid of the second) assert that left multiplication is a homomorphism of the algebra. Namely, the second and fourth axioms together give left distributivity:
An example of a familiar algebra that satisfies Σ is group conjugation, with operations · and • , as given in the introduction (with * = • ).
Let P be the collection of all terms in the language { · • } and one generator, . P is the free algebra satisfying the laws of Σ; P = P/Σ. (P · ) contains (A · ) as a subalgebra. Then there is a natural linear ordering < L of P which agrees with the < L of A. P acts as a type of completion of A (see Theorem 4.9) containing various least upper bounds, in particular those needed for the division algorithm.
We will occasionally blur the distinction between a term in elements of P and a member of P (an equivalence class), and we will omit parentheses in -fold compositions.
Preliminary to the normal form produced by the division algorithm (Theorem 8.1), there are two basic types of representations of members of P. The second is given in Lemma 4.2; the first is: For
When presented with such a parsing of , we call the subterms of . Note that each is a proper, literal subterm of (unless = 0 ).
We will now give a summary of useful definitions and lemmas pertaining to P, beginning by extending the definition of < L to P: For ∈ P, < L if and only if there exist
is transitive, and
Lemma 4.1.
The proof of Lemma 4.1 is straightforward. Indeed, for
Here is the first version of the division algorithm: For < L ∈ P there is always
Continuing in this manner, for some , the sequence terminates with 1 2 · · · −1 * = . For = • ∈ P, define the iterates I ( ) of by
In practice we use the iterates with > 0, thus the sequence of positive iterates begins: ( ), ( )( ) Then inductively using the Regarding the connection of P with A, we define the second type of basic representation of a member of P: P * is the set of formal compositions 0
Lemma 4.2.
Each ∈ P is represented an
Proof. The existence of such a representation is routine. If ∈ P, a concrete example of
To see that = is unique, let, for ∈ P, N( ) be the number of essential compositions in :
In the remainder of this section we show that Σ is a conservative extension of {LD}, i.e.: For
The next definition makes explicit the basic connection between braid groups and left distributive algebras.
Definition 4.3. Definition 4.5. 
For * * * ∈ P * , the following relations hold.
The proof is left to the reader.
Proof of Theorem 4.4. For
∈ P, it is enough to consider the case when is obtained from by a one-step application of a law of Σ. Then by Lemmas 4.6 and 4.7, * ∼ * . Definition 4.8.
Theorem 4.9.
and only if there is α ∈ B N+1 such that α( ) = (using the action defined in (1));
(ii) Σ is a conservative extension of LD;
Proof. 
Normality and a restatement and strengthening of the division algorithm
Recall from Section 4 that the division algorithm (Theorem 8.1) says that for < L , ∈ P, We will see that there can be at most one 0 -normal term representing , namely the term given by the division algorithm. Whether a term is normal depends on how it is parsed, i.e., ( • ) is -normal but not -normal. We make the convention that normality of 0 1 · · · −1 * means 0 -normality. Note that this term is also normal when it is parsed as · · · −1 * (where = 0 1 · · · −1 ). In the case * = • , we require that
contrary to the goal that the 0 -normal representation of be unique.
Noticing 
Lemma 5.3.
Suppose that
Proof. By induction on ≤ , it suffices to show that
This gives the induction step. 
Outline of the rest of the proof
In this (optional) section we give some motivational comments about hereditarily -normal terms and particularly the ensuing definitions and results about horseshoe (=) relations. We will discuss a strengthening of the division form theorem and indicate why =-relations are needed.
To prove the division algorithm for terminates for all ∈ P, it suffices to show that the product ( · ) and composition ( • ) of two -normal terms and can each be expressed as an -normal term. This suffices because the closure of { } under · and • is P. Up to this point P was sufficient for us to state the basic facts about normal forms that will be needed to complete the proof, but the induction required for the later parts of the proof is better described by letting the " -normal representation" be a member of P  not P  in order to be assured that we are working with well-founded trees.
So, making the change from P to P, define, for ∈ P (or P) the division form (= division form) | | of to be the (unique if it exists) term 1 2 · · · −1 * in P which represents and is hereditarily -normal, i.e., every subterm of | | is -normal. (See Definition 5.7.) The changing of bases that will be needed is not a consequence of direct applications of Rules 1-6. }. We will show S ⊃ A and derive then that S = P (which is equivalent to the main theorem, Theorem 8.1). We have that ∈ S. Assume ∈ S and ∈ S. The remainder of this section is to indicate part of how to show that ∈ S (in order to prove S ⊃ A). 
An example of a term in -DF (the set of all words in -division form) is: | | = ( ( ) ) ( ) • ( • ). Note that every proper subterm of | | is -normal, and | | itself is -normal, the last step of that being that (
The last fact for this part of utilizes the lemma that allows us to consider a -DF word as having default -DF rather than default -DF so that given and R ∈ -DF, then " R = 
Rules for representing by normal terms certain products and compositions of normal terms
In this section "normal" means 0 -normal. 
Rule 1.
Using the normal representation for found above,
Rule 4.
give that the final term is normal. The normal representation of • is computed as follows.
Rule 5.
The normal representation of (when > + 1) is (similarly to Rule 4),
and that of • is
by hypothesis, we see that the final expression is normal. For the normal representation of • we have
Rule 6.
Then the normal terms representing of and
Definition and basic facts about division form and a hereditary version of the division algorithm
Definition 5.7.
Define DF, the set of division form terms, to be the set of hereditarily -normal terms. Namely, DF ⊆ P is the smallest set such that ∈ DF and . By the well-foundedness of (a), some has no proper subterm for any > . Thus must be of the form • with +1 either of the form I ( ) for some < , or a subterm of or of . These last cases must eventually be reached; some is a subterm of or of so is a subterm of • = , a contradiction.
Using this well-founded partial ordering we define an ordinal-valued rank function satisfying rank < rank if and only if < D . This rank function is used for doing proofs by induction on the various division forms. Some examples of the D's other than DF are -DF, ( )-DF and / -DF, defined below.
Definition 5.8.
For ∈ P, ∈ DF, define -DF ⊆ P, the set of -division form terms, to be the smallest set such that 
Definition 5.9.
For ∈ DF, define the set ( )-DF ⊆ P of ( )-division form terms, to be the smallest set such that
• if ≤ L and ∈ DF, then is in ( )-DF, and
We now prove lemmas that illustrate that the < L -ordering between two normal terms is their iterated lexicographic ordering, thus there is at most one -DF representation of any ∈ P. (Similarly there is at most one ( )-DF representation of ∈ P.) Lemma 5.10.
The proof is by induction on max {length( ) length( )} using Corollary 5.4.
Lemma 5.11.
For ∈ P, there is at most one -DF term representing . (Similarly there is at most one ( )-DF representation of ∈ P.)
The proof follows immediately from Lemma 5.10 and the irreflexivity of < L .
Definition 5.12. In Section 8 we will prove the full hereditary form of the division algorithm. Namely, we will prove: for all ∈ P, | | exists. For completeness we include the following definition and theorem. Theorem 5.13 gives that not only are < L and < L -lexicographic comparison of associated sequences of division form terms equivalent orderings on -DF, but also that every subterm of satisfies < L . Laver derived Theorem 5.13 from a normal form theorem [14] . McKenzie used the linearity of < L on A and P to prove the equivalence of < and < L . In what follows we are referring to terms in P but will occasionally write equality (e.g., | | • = • ) when terms are not literally equal in P but are equal in P. This occurs only in the verification of normality conditions, which are unaffected by whether terms are considered to be in P or P. Such equivalences could be replaced by, in the case of the example, | | • ≡ • ≡ • . For the sake of notational and cognitive ease, we (mis)use equality instead.
Definitions
We now define the relation = for each ∈ DF. The atomic case = is like the general case, with the exception that (i) does not occur in the atomic case.
Definition 6.1.
For ∈ DF, ∈ -DF, define = by induction on in -DF then on in -DF. 
Note that in the case = it is impossible to satisfy the last condition of (vi) when = 1 • 2 , though this poses no problems as no term of the form = 1 • 2 is in DF. In the sequel we will write = for = . There exists an analogous definition for the relation = for ( )-DF terms.
Definition 6.2.
For ∈ ( )-DF define = by induction on then on . (e) For ≥ 1,
Basic = lemma
The = relation is not closed upward on the left, i.e., > L and = together do not imply = , but downward closure of = does occur on the right.
Lemma 6.3.
If
∈ -DF, = , and < L , then = .
Proof. By induction on the -DF rank of then the -DF rank of . One first proves the lemma when = , which proceeds as below (except for case (i)) and is left to the reader.
Together with the -DF version of this lemma which gives = , we have = . 
Case (v):
, this case is clear, so suppose without loss of generality that
follows from the induction hypothesis, thus = . Case (vi): 
As ≤ L , we also have that ∈ DF, so by the -DF version of Lemma 6.3, we have that = implies = . Furthermore, by the induction hypothesis, = implies = , and hence = implies that = . Case (e): 
The main = theorem
As above, we prove the -DF version of the theorem supposing the (analogous) DF version. We include the ( )-DF version for completeness, though it is highly similar to the -DF version.
Theorem 6.5. Proof. By induction on the ( )-DF rank and then on . 
where | | exists for > 2 by the induction hypothesis. The displayed term is normal, and thus in ( )-DF. If
where the last term is obtained from | • | = | • | , which exists by the induction hypothesis. Furthermore,
The representations of • in each of the two cases above are normal, hence in ( )-DF, so it remains only to show that | | = . In the case that * = ·, this follows trivially from the definition. When * = •, it follows from the fact that 
Subcase (e
2 ):
which is normal by the induction hypothesis and the normality of . Each subterm has a ( )-DF by the induction hypothesis. If * = · , then we have The following application of Theorems 6.5 and 6.6 is the key use of = results. In arguments below, it will be necessary to find | | given | | for various in P. For some one encounters, in turning | | into | | , a sequence which is almost -normal except at one point where the coordinate is slightly larger than normality allows. The iterative use of the horseshoe results allows the sequence to be replaced by an -normal sequence.
Corollary 6.7.
Suppose ∈ -DF and 1 2 · · · −1 * is almost normal in the sense that (i) 1 2 are in -DF; Proof. By induction on the -DF rank of | | . 
