We evaluated the data quality of SMI's tethered eye-tracking head-mounted display based on the HTC Vive (ET-HMD) during a random saccade task. We measured spatial accuracy, spatial precision, temporal precision, linearity, and crosstalk. We proposed the use of a non-parametric spatial precision measure based on the median absolute deviation (MAD). Our linearity analysis considered both the slope and adjusted R-squared of a best-fitting line. We were the first to test for a quadratic component to crosstalk. We prepended a calibration task to the random saccade task and evaluated 2 methods to employ this user-supplied calibration. For this, we used a unique binning approach to choose samples to be included in the recalibration analyses. We compared our quality measures between the ET-HMD and our EyeLink 1000 (SR-Research, Ottawa, Ontario, CA). We found that the ET-HMD had significantly better spatial accuracy and linearity fit than our EyeLink, but both devices had similar spatial precision and linearity slope. We also found that, while the EyeLink had no significant crosstalk, the ET-HMD generally exhibited quadratic crosstalk. Fourier analysis revealed that the binocular signal was a low-pass filtered version of the monocular signal. Such filtering resulted in the binocular signal being useless for the study of high-frequency components such as saccade dynamics.
Introduction
We recently acquired an eye-tracking virtual reality (VR) head-mounted display (HMD): SMI's tethered system based on the HTC Vive (ET-HMD). Our overall goal of this work was to fully and carefully characterize the data quality produced by this device. Many similar devices are already, or will soon be, on the market (e.g., FOVE, VIVE Pro Eye, Varjo VR-1). Our methods and results may be of interest to other researchers working with such devices.
One important reason for a detailed analysis of the data quality of eye trackers is that the manufacturers' published specifications are often not achievable in practice [7, 21, 39] . Studies of eye movements in reading need to know, as accurately as possible, which exact word is being read and even which letter is being fixated [42, 43] . The use of eye position as a selection device for options on a web page also seems like an example where very accurate tracking would be required. In the context of oculomotor biometrics (the effort to identify individual humans based on their eye movements) [13, 19] , improved performance of the eye-tracking device is likely to lead to an improved estimate of inter-human variation. The need for increased data quality may be the motivation behind the recent increase in the number of publications including the words "eye," "tracker," and "quality" ( When we refer to data quality, we are specifically referring to measures of spatial accuracy, spatial precision, temporal precision, linearity, and crosstalk, each defined in Table 1 below. Hooge et al. [23] argued in favor of using the term 
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The ability of the eye tracker to correctly measure the gaze position Spatial precision
The ability of the eye tracker to reliably reproduce a gaze position measurement Temporal precision The ability of the eye tracker to produce new gaze position measurements at a consistent rate Linearity
The consistency of spatial accuracy across the spatial range of the recording device Crosstalk
The extent to which movement in one direction (horizontal or vertical) artifactually influences movement in the orthogonal direction "systematic error" instead of "spatial accuracy" and the term "variable error" instead of "spatial precision." Their view was that it is counterintuitive for a high accuracy to be characterized by a small systematic error, and likewise for a low precision to be characterized by a large variable error. Indeed, it may be confusing, especially for new researchers, that a low spatial accuracy actually means that the calculated value is large. Although we agree with the semantic argument by Hooge et al. [23] , we will use the terms "spatial accuracy" (or just "accuracy") and "spatial precision" (or just "precision") to be consistent with the majority of the literature.
Regarding spatial precision, Hornof and Halverson [24] suggested that:
"Variable error can be seen in the spread (or dispersion) of the recorded gazepoints around the actual fixation maintained by the human. Systematic error is the disparity (or drift) between the average gazepoint location and the actual fixation maintained by the human. Variable error indicates a lack of precision. Systematic error indicates a lack of accuracy" (p. 592).
We disagree with a formulation of precision as a measure of spread and accuracy as a measure of distance. It defines accuracy and precision as two fundamentally different types of things. We prefer to think of both accuracy and precision as average-distance measures with different reference points. Accuracy should be defined as the mean (or median) of the distances between each sample and the target position. Precision should be defined as the mean (or median) of the distances between each sample and the central tendency of all samples. That is, the reference point for accuracy is the target position, while the reference point for precision is the central tendency of the samples.
Historical efforts to assess eye-tracker quality
Assessment of the accuracy of eye-movement measuring equipment is probably as old as the measurement of eye movements.
In the first paper to employ a corneal reflection and the first paper to make reasonably accurate estimates of the average velocity of saccades, Dodge and Cline [12] employed a photographic method to measure eye movements. The method involved recording eye movements on a photographic plate that was falling at a rate which was constant within each recording but varied from recording to recording. Using a pendulum as a time source, Dodge and Cline were able to determine that the average error in temporal precision was 0.5 ms. In the paper introducing the scleral search coil method, Robinson [48] evaluated his new system and found that the device had an accuracy and linearity of about 2 percent of full scale, a spatial resolution of 15 seconds of arc, and a bandwidth of 1000 Hz. Merchant [36] , in one of the earliest reports to use the video-oculography (VOG) method to estimate eye position using pupil position and corneal reflection position, found his device to have a sample-to-sample root mean square error (RMS) noise level of 0.3 • and channel crosstalk of 20% maximum. However, Merchant's system was substantially nonlinear with respect to eye position. In the paper introducing the dual-Purkinje-image (DPI) tracking method, Cornsweet and Crane [10] reported that the device had a spatial resolution and spatial accuracy of about 1 minute of arc. Collewijn et al. [9] developed a more comfortable scleral search coil method and reported that the noise level of the system at maximum sensitivity was equivalent to about 0.5 minutes of arc. In an early general discussion of the topic of recording quality, McConkie [35] encouraged standardization in the reporting of data quality for eye movement research. He also described a method of measuring drift in a recording device with an artificial eye. Reulen et al. [46] developed an advanced infrared limbus tracker and provided an early example of a reasonably comprehensive performance evaluation, including measures of spatial resolution, spatial precision, linearity, and crosstalk. Drift was assessed qualitatively.
1.2 Current state of the field
Spatial accuracy
There seems to be little debate regarding the definition of spatial accuracy (see Table 1 ), although there is some variability in the exact term (e.g, "systematic error" or "offset error" [23, 24, 54] ) used to label this quality.
The first step in the measurement of accuracy is the determination of which data points to include in the calculation, and there are various approaches to this. For example, Blignaut and Wium [6] ignored the first 1000 ms of data after presenting a target, then used the next 500 ms. Akkil et al. [2] had two parts to their study: a system-controlled routine and a participant-controlled routine. For the system-controlled routine, Akkil et al. ignored the first 500 ms of data after presenting a target and used the next 500 ms of data. For the participant-controlled routine, they identified the moment when the mouse cursor made the final approach to the target and collected roughly 500 ms of data. Blignaut and Beelders [5] used data in the period immediately before a mouse-up event during a participant-controlled routine, with the duration of the period typically between 150-300 ms. Kasprowski et al. [27] ignored the first 700 ms of data after presenting a target, then used the next 1100 ms. Blignaut et al. [7] used 250 ms of data preceding a mouse click. Nyström et al. [39] ignored the first 400 ms of data after presenting a target, then used multiple criteria, including temporal and spatial criteria, for determining which samples to include in their calculation.
There is also variation in the quantity and position of targets used. The most commonly used target arrangement is a square grid containing 9 to 25 points [27] , but even these somewhat standard arrangements vary in their visual angle span. On one end of the spectrum, Akkil et al. [ 
Spatial precision
Aside from the obvious benefit of precise measurement, the spatial precision of a device can influence experimental results from human studies such as estimated fixation durations [22, 45] , event detection [39] , or investigating imperfections in the oculomotor system [39] . Spatial precision can be measured with an artificial eye [33, 44, 52, 56] or from a human recording [6, 33, 52, 56] , but Holmqvist et al. [22] claim it is better to use both artificial eyes and human subjects when assessing spatial precision. Using an artificial eye provides a spatial precision measurement without the complication of human oculomotor noise [22] , including drift, tremor, and microsaccades [32, 34] . However, as noted by Holmqvist et al. [22] , artificial eyes do not have the same iris, pupil, and corneal reflection features as human eyes. Also, human eyes can vary greatly (e.g., eye color, pupil size, corneal size, degree of corneal bulge). Therefore, testing with real eyes can provide precision data for a realistic population of potential test subjects.
Spatial precision is frequently measured either as RMS or as an estimate of dispersion among a set of samples [22, 52] . Holmqvist et al. [22] show how RMS measures are more resistant to vibrations in the environment than dispersion as assessed with a standard deviation (SD). However, Blignaut and Beelders [4] state that a disadvantage of using RMS is that it varies with sampling rate. Given the time-series nature of the data stream, there is an implied temporal dependency in the calculation of RMS. That is, RMS is a function of the ordering of the samples. If one randomly shuffled the sample positions, one would in all likelihood get a different RMS.
In a more thorough overview of spatial precision measures, Holmqvist et al. [21] provided eight additional measures of spatial precision. Blignaut and Beelders [4] briefly critiqued these eight measures, rejected four of them, considered three to be overly complex and difficult to interpret, and provided a detailed evaluation of RMS, SD, and bivariate contour ellipse area (BCEA). BCEA defines the area of an ellipse that encompasses some proportion of a set of points [21] . Blignaut and Beelders [4] reduced BCEA to a one-dimensional value they called r(BCEA) by approximating the ellipse with a circle. They proposed that the use of r(BCEA) is intuitive, independent of sampling rate (unlike RMS), and independent of the arrangement of samples within a fixation.
Temporal precision
For most eye-movement recording devices, the nominal interval between samples is measured in milliseconds, and frequently only the nominal sampling rate is available to the user. This is certainly the case with our EyeLink 1000 (SR-Research, Ottawa, Ontario, CA), which has a nominal sampling rate of 1000 Hz and, according to staff at SR Research, produces samples precisely 1 ms apart. The ET-HMD has a nominal sampling rate of 250 Hz, but it provides timestamps for samples with nanosecond precision. (We are unaware of how common such precise timestamps are.) When we use the term "temporal precision," we mean the variation of the nominal sampling rate estimated by submillisecond timestamps. This definition of temporal precision was used by Abdulin et al. [1] (using timestamps precise to 10 −7 seconds) in the evaluation of their custom eye-tracking device. As we will discuss in Sect. 2.2.3, others use this term in a different context, befitting gaze-contingent research.
Linearity
Several studies have noticed that spatial accuracy can be a function of target position [5, 7, 24, 39, 46] . Since at least 1975 [57] , this has often been referred to as "linearity." Although this term for a dependence of accuracy on target position has not always been referred to as linearity, the relationship has been studied repeatedly in the literature.
Reulen et al. [46] used the term linearity and specifically measured it by fitting a line to a scatter plot relating measured eye position to target position (both horizontal and vertical). Residuals from these lines were expressed as a percentage of the position range. Linearity was expressed as the maximum residual. For their device, linearity was 3% for the horizontal direction and 2% for the vertical direction. In our view, it seems that such a measurement would be highly sensitive to outliers. Blignaut and Beelders [5] primarily used a graphical analysis to illustrate the linearity of their device, though they did not specifically use the term linearity. We think this is a good approach, but linearity could be further characterized statistically.
Crosstalk
In some of the earlier references to crosstalk (also known as "cross-coupling"), little detail is provided on the precise calculation. For example, the first formal measure of crosstalk in eye movements that we are aware of was by Merchant [36] who reported a crosstalk of 20% maximum but provided no further details. Similarly, Young and Sheena [57] discussed crosstalk as a problem with electrooculography (EOG) without indicating the measurement method.
To describe the approach employed by Reulen et al. [46] for the measurement of crosstalk, consider horizontal crosstalk as an example. First, they plotted both the horizontal and vertical eye-movement signals against the vertical target signal. Next, they performed a linear regression on both eye-movement signals. This produced two slopes: one for horizontal eye position versus vertical target position, and one for vertical eye position versus vertical target position.
Horizontal crosstalk was then expressed as the ratio of the horizontal-vertical slope to the vertical-vertical slope. Analogous measurements were made for vertical crosstalk. They found that this ratio was about 1/10 for their device, meaning an eye rotation of 10 • in one direction caused 1 • crosstalk in the orthogonal direction. This approach assumed crosstalk was linear.
Working with a simulated model, Rigas et al. [47] measured crosstalk as the absolute ratio (expressed as a percent) between the observed movement in one direction (horizontal or vertical) and the ground truth movements in the orthogonal direction. Their approach provided no information on the shape of the crosstalk effect (e.g., linear, quadratic, or cubic).
Recalibration
Generally, researchers use a manufacturer-supplied calibration routine (MSC) at the start of each recording (though, there are efforts to make calibration-free eye-tracking devices [28, 38] ). Many researchers have started providing their own user-supplied calibration routines (USCs) after the MSC and before task data is collected. Typically, during a USC, between 4 and 40 calibration targets are presented, distributed over some horizontal and vertical range. However, some methods do not require calibration targets at all [51] . USCs that do include targets determine when the subject is fixated on a target using one of three approaches [14] : algorithm-controlled [2] , operator-controlled [39] , or participant-controlled [7, 23, 39] .
After selecting samples during stable fixation, the actual recalibration of eye position takes place, and there are several methods for this. One approach is to use a simple linear mapping, but this does not account for interactions between the two dimensions [3] . More complex polynomial mappings can also be done [3, 27] , with the caveat that more calibration targets (and, thus, more time) are required to fit the polynomials. Others create a 3D eye model to fit the measured eye movements [16, 37] . Another approach is to perform Procrustes analysis [49] , where the eye-position samples are translated, scaled, and rotated to fit the target positions.
Another issue is the time between the USC and task-related data collection. There is reason to believe that calibrations may deteriorate over time [24] , and therefore the shorter this interval, the better. In the present study, our USC was part of our experimental task, and so there was no delay between the collection of calibration data and the collection of the experimental data.
Filtering
There is a general awareness of the potential influence of manufacturer-supplied filters of gaze position signals. For example, in a study of spatial accuracy ("systematic error") and spatial precision ("variable error"), Hooge et al. [23] stated:
"The values for the decrease in the systematic error, and the increase in the variable error here presented, may be specific to the eye tracker, the experimental conditions and the populations we employed. Values may be different for different eye trackers (for example because some manufacturers apply filtering to the raw data to decrease the variable error), ..."
Also, there is general knowledge about the potential negative effects of filtering on eye-movement signals. For example, Reingold [44] made the following points:
"The emphasis on the tracking of "stationary" biological or artificial eyes as a primary method for eye tracker data quality evaluation has the unfortunate consequence of creating an incentive for manufacturers to produce systems that use heavy filtering (i.e., denoising algorithms) that, while making the eye look stable during fixations, severely distort the eye movement signal in terms of the velocity profile of the motion. Although appearing to improve static accuracy, it is often not appreciated that such filtering destroys important aspects of data quality including the temporal accuracy of identifying the beginning and end of fixations, the number of fixations detected (see Holmqvist et al., 2012) , the kinematics of saccadic eye movements, the ability to detect small saccades, and eye movements produced while looking at dynamic stimuli (e.g., smooth pursuit)."
For other comments on the negative effects of filtering, see Kolarik et al. [29] and Nyström et al. [39] . Therefore, we thought that it might be important to check for, and assess, any potential pre-filtering of our signals. To this end, we performed a Fourier analysis of our various signals. We propose that this sort of analysis should be considered as a part of any comprehensive assessment of eye-tracker quality.
Present experimental plan
In the present report, we applied new and potentially useful analyses to the characterization of the ET-HMD. Of course, we assessed spatial accuracy, spatial precision, temporal precision, linearity, and crosstalk. All of our assessments were based on the analysis of a random saccade task. We introduced a method to remove the saccade latency for analysis of fixations during calibration, providing more data for analysis. For spatial precision, we employed the non-parametric median absolute deviation (MAD) rather than the SD so that our measure was robust to various underlying distributions. In addition to a nominal sampling rate of 250 Hz, the ET-HMD provides actual timestamps with nanosecond precision. We characterized temporal precision in the present study as the SD of intersample intervals (ISIs). Our user-supplied calibration was prepended to our task to minimize the time between recalibration and the recording of experimental data. We presented a novel and sound "binning" method for the selection of samples within fixations to include in recalibration. For linearity, we fit a line to the relationship between target position and eye position and described the degree of linearity with an adjusted R-squared (R 2 ad j ) from a linear regression analysis. Since an ideal system would have a slope of 1.0 for this fit, we compared the measured slope and its confidence limits to this ideal. For our crosstalk analysis, we fit 4 multiple regression models (linear only, quadratic only, both linear and quadratic, and intercept only) and chose the best model using the Akaike information criterion (AIC). The ET-HMD provides 3 signals (a left eye signal, a right eye signal, and a binocular signal) and all of these were compared on all quality metrics. We also provided a Fourier analysis of the binocular and monocular signals and noted that the binocular signal is a substantially low-pass filtered version of the monocular signal.
Methods

Participants
Twelve participants (9 males, 3 females, median age: 20, range: 19-66) willingly took part in this study. Five participants normally wore glasses but removed them for this study, three participants wore contact lenses during the study, and four required no vision correction.
Definitions of data quality
Spatial accuracy
Following Holmqvist et al. [22] , this is a measurement of the distance (in degrees of the visual angle) between the actual gaze position (where the subject is actually looking) and the measured gaze position (where the eye tracker reports the subject is looking) during stable fixation. For the present purposes, once a subject has fixated on a target, we assume the subject is actually looking at the target and that the target position can be treated as the actual eye position. A separate measurement may be taken from the horizontal and vertical distances, or a single, combined measurement for both directions may be obtained (e.g., by using the Euclidean distance). The dependent variable for statistical analyses of spatial accuracy is the mean accuracy per subject across fixations.
Consider a series of n gaze samples recorded during a stable fixation. Each sample includes a measured gaze position (x g i , y g i ) and a target position (x t i , y t i ), each in units of degrees of visual angle. Note that since the target position remains constant during stable fixation, (x t i , y t i ) is the same for all i. The spatial accuracy of the series of gaze samples is calculated using one of the following equations:
where θ H is horizontal accuracy, θ V is vertical accuracy, and θ C is combined accuracy (taking into account both horizontal and vertical components).
Spatial precision
Although some define spatial precision as the variation in the measured gaze position signal [4] , as noted above, we prefer to think of both accuracy and precision as average-distance measures with different reference points. For accuracy, the reference point is the target position. For precision, the reference point is the central tendency of a set of sample positions. As with spatial accuracy, spatial precision must be measured during stable fixation. A separate measurement may be taken across the horizontal and vertical position signals, or a single, combined measurement may be obtained (e.g., by using the Euclidean distance to the central value). The dependent variable for statistical analyses of spatial precision is the mean precision per subject across fixations.
Spatial precision is commonly measured in one of two ways, using either the SD of sample positions or the RMS (see Equations 2 and 3 in Holmqvist et al. [22] ). Both of these approaches give a higher weight to larger deviations than to smaller ones due to the squaring of deviations, which is not necessarily desirable [15] . Therefore, we have chosen a spatial precision measurement based on the MAD of sample positions. This measure gives equal weight to deviations of all sizes and is robust to various shapes of underlying distributions (e.g., skewed or non-Gaussian).
Consider a series of n gaze samples recorded during a stable fixation. Each sample includes a measured gaze position (x g i , y g i ). We denote the geometric median of the sample positions as the point (x g ,ỹ g ) (computed using R package Gmedian, Cardot [8] ). The spatial precision of the series of gaze samples is calculated using one of the following equations, where M(x) is short for median(x):
where MAD H is horizontal precision, MAD V is vertical precision, and MAD C is combined precision (taking into account both horizontal and vertical components).
Temporal precision
In one sense, temporal precision can be defined as the variability of ISIs (we call this sense the "ISI sense"). In another sense, as Holmqvist et al. [22] have suggested, temporal precision can be thought of as the variability in "system latency," or the difference between the time of the actual movement of the eye and the time reported by the eye tracker (we call this sense the "Holmqvist sense"). It is easy to see that temporal precision in the Holmqvist sense is nearly perfect with analog systems such as EOG, infrared limbus tracking, and scleral search coil. Although the ET-HMD does produce timestamps for every video frame with nanosecond precision, there is some variability in the intersample intervals. We have no ground-truth measurement of when eye movements are initiated, so we cannot measure temporal precision in the Holmqvist sense. We can, and do, measure temporal precision in the ISI sense.
The nominal sampling rate of the ET-HMD is 250 Hz, but the ET-HMD does not always achieve precise 4 ms intervals between timestamps. 1 The nanosecond timestamps were converted to milliseconds before calculating the ISIs.
Consider a series of n gaze samples. Each sample includes a timestamp t i measured in milliseconds. An ISI is the difference between consecutive timestamps:
We compute temporal precision as the sample SD of ISIs.
Linearity
When we discuss the term linearity, we are referring to the relationship between measured gaze position and actual gaze position. There are at least two senses of the term linearity relevant here. In one sense (hereafter referred to as "linearity fit"), we want to know how well the data fit a line. For this, we use the R 2 ad j . In another sense (hereafter referred to as "linearity slope"), we want to know how close the slope of the relationship is to an ideal slope of 1.0. For this, we look at the measured slope and its 95% confidence limits. The dependent variable for statistical analyses of linearity slope is the slope estimate per subject across fixations. The dependent variable for statistical analyses of linearity fit is the R 2 ad j per subject across fixations. In Figure 2 , we present a linearity analysis for a single subject for illustrative purposes. To assess horizontal linearity, we plot the horizontal gaze position versus horizontal target position. Note that only one point is drawn per fixation target, because we perform our linearity regressions using the gaze centroid for each fixation instead of the individual gaze samples. Both the linearity slope and linearity fit are shown in annotations on the figure. In this case, the linearity slope is significantly different from the ideal slope of 1.0, because the 95% confidence intervals do not include 1.0.
Crosstalk
This is a measure of how much the rotation of the eye in one direction (horizontal or vertical) affects the measured gaze position in the orthogonal direction. We refer to horizontal crosstalk from vertical movements as "horizontal crosstalk," and to vertical crosstalk from horizontal movements as "vertical crosstalk." The crosstalk measurements used in the past assume a linear relationship [46, 47] , but we thought that it might be valuable to also consider the possibility of the crosstalk having a parabolic shape. For data to assess crosstalk, we used fixation positions from our random saccade task, which sampled more-or-less the target movement range. Our crosstalk assessments emerged from regression models, with the dependent measure as the offset of gaze position (in one direction, say horizontal) from target position (also horizontal in this case) and the independent variable was the target position in the orthogonal direction (vertical in this case). All models fit an intercept. Gaze offset is a similar concept to accuracy. However, accuracy is a mean of the absolute value of distances, whereas offset is a mean value of distances which can be positive or negative.
For our crosstalk assessments, we used a step-wise approach and chose the best fitting model from the following 4 models: (1) a linear only fit, (2) a quadratic only fit, (3) both a linear and quadratic fit, and (4) an intercept only fit (neither linear nor quadratic). When assessing the crosstalk for a single subject, the best model was decided by the stepAIC function of the R package MASS [55] . When assessing the crosstalk across subjects, the best model was decided by the step function of the R package lmerTest [31] .
In Figure 3 , we present a crosstalk analysis for a single subject for illustrative purposes. Note that only one point is drawn per fixation target, because we fit our crosstalk models using the gaze centroid for each fixation instead of the individual gaze samples. To assess vertical crosstalk, we plotted the offset of the gaze centroid from the vertical target position versus horizontal target position. In this case, the quadratic-only model was the best fit. Each sample for each eye is associated with a 3-dimensional unit vector, v = (v x , v y , v z ), that represents the direction the eye is looking. Using standard trigonometry, we converted these 3-dimensional unit vectors into degrees of visual angle, (x, y), with the help of MATLAB's atan2d function.
The ET-HMD provides three of these direction vectors: left eye direction, right eye direction, and binocular direction (called the "camera raycast"). We have shown below (see Sect. 3.5) that the binocular signal is a low-pass filtered version of the monocular signal. We adjusted the target position for monocular data following our observations shown in Figure 4 , assuming an interpupillary distance of 62 mm. No such adjustment was necessary for the binocular data.
EyeLink 1000
The EyeLink 1000 by SR Research is one of the leading eye-tracking devices currently on the market. It tracks one eye with a sampling rate of 1000 Hz and has a typical spatial accuracy between 0.25 • and 0.50 • . 3 The EyeLink data we used in the present research was collected by monocularly tracking the left eye. We noticed the vertical data for our EyeLink was consistently 1.2 • too low. We do not know the source of this. For the purposes of the comparisons performed in the present research, we simply added 1.2 • in the vertical direction to every sample for all the EyeLink data. There was no such offset in the horizontal direction.
Description of the stimulus
We used Unity 2018.3.11f1 to create our stimulus for the ET-HMD. The stimulus was a small, solid-black sphere on a light gray background. It had a diameter of 0.5 • and was positioned at an apparent depth of 1000 mm (the actual target diameter was 8.72 mm, which was 0.5 • at the chosen distance).
The primary eye movement task was a random saccade task. Saccades could occur anywhere between 15 • to the left and 15 • to the right (−15 • to +15 • horizontally) and between 10 • down and 10 • up (−10 • to +10 • vertically), positioned relative to the nasal bridge, at a constant depth of one meter. The position of each saccade target was determined randomly. Thirty oblique saccades were performed, each with a minimum amplitude difference of 3 • (radial) from the prior position. The duration of each fixation was chosen from a uniform random distribution (min = 1 s, max = 1.5 s).
A calibration task (described in Sect. 2.6) was prepended to the random saccade task to study the benefits of recalibration.
Headset position tracking was disabled so that, regardless of head orientation, the world center was always centered in the view. As a result, the stimulus was always positioned correctly relative to the nasal bridge.
For the EyeLink, the stimulus was a white ring on a dark background. The ring had an inner diameter of about 0.5 • and an outer diameter of about 1 • . The recordings we used from the EyeLink were collected during a previous study using a different set of participants, but the eye movement task was also a random saccade task that was very similar to the one used for the ET-HMD in this report. The main differences are that 100 saccades were performed instead of just 30, and no user-supplied calibration task was prepended to the random saccade task. Since the ET-HMD task contained only 30 random saccades, we used only the first 30 saccades from the EyeLink task.
Processing the gaze position signal
All targets were displayed relative to the nasal bridge, which is defined as the midpoint between the two eyes ("cyclopean eye"). Thus, assuming an interpupillary distance of 62 mm, for a target positioned −15 • (horizontal), the left eye was actually viewing at −13.3 • ; and when the left eye was fixated on a target positioned +15 • (horizontal), the left eye was actually viewing at +16.6 • . We corrected for this disparity in the target position when evaluating each eye separately, but no correction was necessary when evaluating the binocular signal. See Figure 4 for an illustration of this phenomenon.
The full gaze position signal contained various eye movements, including fixations, saccades, and blinks. We wanted to measure data quality only when subjects were fixating. Typically, the human reaction time to the saccadic movement of a target (saccade latency) is around 200 ms [32, p. 113 ]. We first found the optimal temporal shift of the eye signal for each recording to align the eye and target movements as much as possible. To obtain the best overall estimate of saccade latency, we calculated the mean Euclidean distance between the measured gaze position and the target position at shifts of 1 sample (4 ms, given the sampling rate of 250 Hz), from 1 sample to 200 samples (4 ms to 800 ms). The shift resulting in the lowest mean Euclidean distance was chosen. We illustrated this process in Figure 5 .
We neither manually nor algorithmically classified fixations and saccades. Instead, we modeled the start of each fixation as the end of each target step, and the end of each fixation as the beginning of the next target step. This was only reasonable because we had minimized the delay between the eye position data and the target position data, and also because all of the eye-tracking subjects were normal, healthy adults who followed the target very closely.
Each fixation duration was between 1000 ms and 1500 ms. We discarded the first 400 ms of each fixation, since this was a time of some instability as the saccade, small corrective saccades, and post-saccadic oscillations transitioned into pure fixation. The next 500 ms were employed for our data quality calculations.
Removing outliers
For these 500 ms, it was important to find and remove outliers prior to data quality calculation. We used two screening steps for outlier removal (see Table 2 for outlier statistics):
1. We computed the first and third quartiles and the interquartile range (IQR) of the Euclidean distances between each measured gaze position and the centroid of the measured gaze. Any sample 1.5×IQR below the first quartile or 1.5×IQR above the third quartile was discarded (Tukey's fences [53] The bottom panel illustrates the method we employed to determine the optimum shift to minimize the mean euclidean distance between the gaze position signal and the target position signal. We computed the mean euclidean distance between the two signals at various shifts and found the shift with the lowest mean distance (marked here with a red dashed line). The middle panel shows the data after the gaze position signal has been shifted by the optimum shift (in this case, 192 ms). 2. We removed all samples that were more than 2 • away from the centroid of the measured gaze (using the Euclidean distances calculated above).
Finally, we calculated spatial accuracy and spatial precision for each fixation. Linearity and crosstalk were measured across all fixations. We repeated this process for all subjects and kept track of each fixation's data quality measures for later analysis.
Description of recalibration
We tested if our spatial accuracy measurements could be improved by employing a USC of some kind. This entailed prepending calibration targets prior to the random saccade task, and computing and applying recalibration coefficients.
Targets were displayed at one of 13 positions from a 13-point grid, ranging from top-left at (−15 • , +10 • ) to the bottom right at (+15 • , −10 • ). The order of presentation of these positions was random. Recalibration occurred after reducing saccade latency (see Sect. 2.5).
We wanted to select samples from stable fixations on recalibration targets, with the idea that the eye is probably fixating on the target when it is moving least. To identify stable fixations without classifying the signal, we split each fixation period (based on the target signal) into bins of 20 samples (80 ms). Bins containing any invalid samples were dropped.
We computed the interquartile range (IQR) of the remaining bins as a measure of signal stability. To combine the IQRs from the horizontal and vertical bins in a way that favors lower IQRs, we calculated a radial IQR as
The three bins with the lowest radial IQR for each fixation were used for recalibration. We used the full fixation period for binning. Figure 6 shows one of the signals obtained during the recalibration task. Figure 7 shows the selected bins for the horizontal and vertical position signals.
Finally, the horizontal and vertical gaze positions from the most stable bins were calibrated separately using the following equations from Kasprowski et al. [27] :
Linear: Quadratic:
where A, B,C, D, E are the weights calculated by the regression procedure. Note that all of these equations account for potential crosstalk between horizontal and vertical signals.
All of the data in this report were calibrated with a manufacturer-supplied calibration routine (for both the ET-HMD and the EyeLink). In what follows, we use "NO-USC" to mean no additional user-supplied calibration was applied beyond that provided by the device. We refer to the linear calibration as USC-1 and the quadratic calibration as USC-2.
Each recalibration regression function was tested on the data obtained during the random saccade task.
Statistical analyses
When evaluating the data quality across eyes within the ET-HMD data, the statistical procedures will be most sensible if we imagine a particular dependent variable-say, for example, horizontal accuracy. As noted above, each subject has one estimate of horizontal accuracy for each recording. To compare horizontal accuracy across eyes, we have one fixed effect with three levels of "eye," and we have 12 subjects. Because the subjects are the same across eyes, the "eye" effect is a repeated-measures (or within-subjects) effect. This eye fixed effect was evaluated with a mixed model with subjects modeled as a random effect (R package lmerTest, Kuznetsova et al. [31] ). Degrees of freedom were estimated using the Satterthwaite method (the default method for lmerTest). A statistically significant F-value for Figure 7 : The most stable shared horizontal and vertical bins for a handful of fixations. Notice that each calibration target position has three "stable bins." The data in each of these stable bins are used for recalibration; the rest are ignored.
the effect of "eye" was followed up with Dunnett-style contrasts with "binocular" as the reference level (R package multcomp, Hothorn et al. [25] ), and the Holm-Bonferroni method [20] was used to control for multiple comparisons. All p-values were two-tailed.
When evaluating the effect of calibration method on data quality within the ET-HMD data, let's keep horizontal accuracy in mind as the dependent variable. We had two statistical questions related to calibration: (1) Is calibration effective in improving data quality? (2) Are the two calibration methods different in effectiveness? All of the calibration effects were tested using mixed models with subjects treated as a random effect (again using the lmerTest package [31] ). We employed Helmert-style contrasts (again using the multcomp package [25] ) with a planned comparison approach. Therefore, each statistical test for calibration gave us two p-values: one for the effect of calibration, and one for the difference between the two calibration methods. The Holm-Bonferroni method [20] was again employed to control for the presence of multiple tests. All p-values were two-tailed.
To compare data quality from the ET-HMD to the EyeLink 1000, we note that the data from these two devices come from completely independent subjects, and so a between-subjects design is appropriate. We conducted several oneway analyses of means (R package stats, R Core Team [41] ), not assuming equal variances. (These are the exact statistical equivalent of a Welch's t-test.) A statistically significant F-test indicates that the two devices have different horizontal accuracy (for example). Inspection of the means indicated the direction of the effect. All p-values were two-tailed.
Regarding linearity slopes, the above comparisons only test whether the slopes are significantly different between groups. In order to test the significance of the slopes themselves, we also performed a one sample t-test comparing slopes to the ideal slope of 1.0.
Data transformations
Mathematical transformations were employed to enhance the normality of the underlying distributions of dependent measures prior to statistical analysis. Both spatial accuracy and spatial precision were, as a general matter, rightskewed, and a cube-root transformation improved normality for these measures. Linearity R 2 ad j are proportions, so a logit-transform was effective. No transformation was necessary for linearity slope.
Comparing left eye, right eye, and binocular signals using Fourier analysis
It was important to characterize the frequency content of our signals. To this end, we employed a Fast Fourier Analysis (FFT). For each of 12 subjects, we chose 3 stable fixation periods manually that were all 256 samples in length. Data from each fixation period was mean-centered and detrended using a second-order polynomial fit. Next, a Hann window was applied. A FFT was performed on each fixation period using MATLAB FFT functions. The single-sided magnitude spectra were extracted for each fixation period. Average magnitude spectra were created by averaging across all fixation periods (M=3 per subject) and all subjects (N=12) for a total of 36 fixation periods. This was done for the left eye, the right eye, and the binocular signal. As per Hooge et al. [23] , we also created a "version" signal which is the literal average of the left and right eye signals. Since the version signal appeared even more similar to the binocular signal than either the left or right eye alone, and since the version signal should, in theory, also be a good approximation of a binocular signal, we also analyzed the version signal in the same way. Examination of the magnitude spectrum of the version signal and the binocular signal suggested to us that the binocular signal may simply represent a low-pass filtered form of the version signal. We wanted to characterize the filter which might have transformed the version signal into the binocular signal, and we posted a question on the website StackExchange 4 where user MBaz posted the following method to obtain the filter.
The goal is to find a filter h(t) such that:
where x(t) is the version signal and y(t) is the binocular signal. To find the filter, note that:
where f indicates the Fourier domain. So,
We computed h(t) for each of the three 256-sample fixation periods from each subject, and then averaged all 36 h(t) filter estimates to get an average filter. We then used the MATLAB tool freqz to plot the frequency response of the filter.
Results
Sect. 3.1 assesses the data quality of the ET-HMD at different levels of Eye and Calibration Method. Sect. 3.2 assesses the data quality of the ET-HMD compared to the EyeLink. All of the raw (untransformed) means and SDs of all of our quantification results are presented in Table 3 , which will be further discussed as the results section progresses.
Analysis of ET-HMD data quality
Our results with respect to the ET-HMD will be focused on two questions: (1) How do the data from the left eye, the right and and the binocular signal compare on measures of data quality? (2) What is the impact of our two different methods of recalibration on data quality measures?
In Sect. 3.1.1, we separately analyze the effect of Eye at each level of Calibration Method (NO-USC, USC-1, and USC-2). Similarly, in Sect. 3.1.2, we separately analyze the effect of Calibration Method at each level of Eye (left, right, and binocular). indicates the value from the left eye is higher (but not necessarily better). § Contrasts between the right and binocular signals. Omitted when the ANOVA is not significant. A positive estimate indicates the value from the right eye is higher (but not necessarily better).
Effect of eye on data quality
First, we will consider the data when Calibration Method is NO-USC. The means and SDs for the uncalibrated and untransformed data for all quality measures is in the top panel of Table 3 , labeled "ET-HMD." The means for accuracy and precision of the binocular signal were consistently superior to the left and right eye. The linearity slopes for the binocular signal were closer to ideal than that for the left and right eye. For linearity fit, the binocular signal was either superior to or tied with the best performance from the left or right eye.
Statistical tests for these comparison are in the section labelled "NO-USC" in Table 4 . All of the F-values are statistically significant, indicating that the data quality depends on eye. Seventeen of 20 tests comparing either the left eye or the right eye to the binocular signal were statistically significant, indicating the superiority of the binocular signal for data quality in uncalibrated data. Next, we will consider the data after applying the USC-1 method of recalibration. The means and SDs for the untransformed quality measures after USC-1 recalibration are in the second panel of Table 3 , labeled "ET-HMD + USC-1." The means for vertical and combined spatial accuracy of the binocular signal are better than the left and right eye. The means for spatial precision of the binocular signal are better than the left and right eye. The linearity slopes are not much different between the binocular, left, and right eye signals. For linearity fit, the binocular signal is either superior to or tied with the best performance from the left and right eye.
Statistical tests for these comparisons are in the section labeled "USC-1" in Table 4 . The F-values for accuracy, precision, and linearity fit are all statistically significant, indicating that the data quality depends on eye. Thirteen of 16 tests comparing either the left eye or the right eye to the binocular signal were statistically significant, indicating the superiority of the binocular signal for data quality even after recalibration with USC-1.
Lastly, we will consider the data after applying the USC-2 method of recalibration. The means and SDs for the untransformed quality measures after USC-2 recalibration are in the third panel of Table 3 , labeled "ET-HMD + USC-2." Again, the means for vertical and combined spatial accuracy of the binocular signal are better than the left and right eye. The means for spatial precision of the binocular signal are better than the left and right eye. The linearity slopes are again not much different between the binocular, left, and right eye signals. For linearity fit, the binocular signal is only better in the vertical direction.
Statistical tests for these comparisons are in the section labeled "USC-2" in Table 4 . As with USC-1, the F-values for accuracy, precision, and linearity fit are all statistically significant, indicating that the data quality depends on eye. Again, 13 of 16 post-hoc tests were statistically significant, indicating the superiority of the binocular signal for data quality even after recalibration with USC-2.
In Table 5 , we present the results of the t-tests comparing each linearity slope to the ideal slope of 1.0. As a general matter, the empirical slopes for linearity were not statistically different from the ideal slope. However, for the horizontal slopes of the uncalibrated left and right eyes, the slopes were significantly lower than the ideal. Based on these results, if one had to choose only one signal based on accuracy, precision, and linearity, the binocular signal would have to be that choice.
Effect of calibration method on data quality
The means and SDs for the untransformed data are in Table 3 , and the statistical analysis of the effect of calibration is presented in Table 6 . We also present a visualization of the comparisons in Figure 8 .
For the left eye, right eye, and binocular signal, as a general matter, the means for spatial accuracy for NO-USC were consistently worse than USC-1 and USC-2 in the horizontal, vertical, and combined directions (see the row of subplots labeled "Accuracy" in Figure 8 ). These observations were overwhelmingly supported statistically ( Table 6 ). The one exception was for the horizontal spatial accuracy of the binocular signal, where there was no significant difference between the uncalibrated and recalibrated data. The median percent improvement in spatial accuracy from uncalibrated to recalibrated across dimensions and eyes was 12.8%. Another consistent finding was that there were not statistically significant differences between calibration methods for accuracy in any case. This is evident in the row of subplots labeled "Accuracy" in Figure 8 .
For all eyes, spatial precision either did not improve or actually worsened with calibration (see the row of subplots labeled "Precision" in Figure 8 ). However, spatial precision never significantly worsened with calibration for the binocular signal. These observations were supported statistically ( Table 6 ). Although the effect of calibration on precision was occasionally significant, the median percent change of spatial precision for these statistically significant models was only 0.7% compared to 12.8% for accuracy. So, although some comparisons of spatial precision were statistically significant, the percent change in these cases was trivial. Another consistent finding was that there were not statistically significant differences between calibration methods for precision in any case. This is evident in the row of subplots labeled "Precision" in Figure 8 .
Generally, for monocular data (left and right eyes), the linearity slopes were closer to ideal after recalibration for the horizontal and vertical directions (see the row of subplots labeled "Linearity slope" in Figure 8 ). These observations are supported statistically, except in one case for the vertical linearity slope of the left eye, where there was no significant difference between uncalibrated and recalibrated data ( Table 6 ). For binocular data, calibration did not improve linearity slopes. This is also evident in the row of subplots labeled "Linearity slope" in Figure 8 . The median percent change of linearity slope from uncalibrated to recalibrated across dimensions and eyes was 1.5%. Another consistent finding was that there were not statistically significant differences between calibration methods for linearity slope in any case.
Regarding linearity fit, there was no statistically significant difference between uncalibrated and recalibrated data for any of the eyes (see the row of subplots labeled "Linearity fit" in Figure 8 ). The median percent change of linearity fit from uncalibrated to recalibrated across dimensions and eyes was -1.3%. Another consistent finding was that there were not statistically significant differences between calibration methods for linearity fit in any case.
On balance, calibration improved performance, but there was no evidence that either calibration method was superior. Summarizing Sect. 3.1.1 and Sect. 3.1.2, the best overall performance was from the binocular signal calibrated by any means.
Analysis of ET-HMD versus EyeLink
Our goal here is to compare data quality on the ET-HMD and the EyeLink (see Table 7 ). In the previous section, we found that the binocular signal from the ET-HMD always performed at least as well as-and often better than-the left and right eye signals. Additionally, we found that recalibration improved the vertical and combined spatial accuracy of the binocular signal, but there was no significant difference between the performance of USC-1 and USC-2. Given these findings, for the purpose of simplification, in this section, we will only present analyses using the binocular signal from the ET-HMD for NO-USC and USC-1. We did, however, assess the effect of Device for each pair of eye and calibration method. The statistical analysis revealed that the ET-HMD had better accuracy and linearity fit than the EyeLink before and after recalibration. Figure 9 shows the distribution of ISIs with the ET-HMD across subjects. This distribution has a mean of 4.000 ms and a SD of 0.071 ms. The SD of the distribution represents the temporal precision as we define it. If the goal is to compute variability irrespective of nominal sampling rate, then one can always compare devices by dividing the SD by the nominal rate.
Temporal precision
We also investigated how many samples were dropped with the ET-HMD. We defined a dropped sample as any sample with an ISI over 6 ms (50% more than the ideal ISI of 4 ms). In this way, we found that only 4 samples were dropped (1 for one subject, 3 for another) out of 113,264 total samples (approximately 9,400 samples per subject). We also found that there were 6 extremely short ISIs (< .04 ms), each occurring for different subjects. The cause of these short ISIs is unknown to us.
According to information provided by technical staff at SR-Research, the ISI for the EyeLink 1000 is precisely 1 ms. Also, the Eyelink 1000 does not provide timestamp information with sub-millisecond precision. Therefore, we are forced to assume that the EyeLink has perfect temporal precision.
Crosstalk
Crosstalk analyses for the ET-HMD are presented in Figure 10 . In 7 of 18 test conditions, the best model was the intercept-only model (neither linear nor quadratic components). In 7 of 18 test conditions, the quadratic-only fit was the best model. In 3 cases, both a linear component and a quadratic component were needed to optimally fit the data. In only one case was a linear-only fit optimal. This is despite the fact that in the literature, only linear fits are tested for and we are not aware of any prior reports of quadratic fits for crosstalk. For the EyeLink, we found no evidence of significant horizontal or vertical crosstalk. In other words, in both cases, the model with only the intercept was the best model.
Fourier analysis of signals
In the upper panel of Figure 11 , we can see the magnitude spectra for version signal and the binocular signal. The binocular signal appears to be a low pass filtered form of the version signal. The low pass filter is not very sharp (ergo, low-order) and has substantial ringing in the passband. Using the method suggested by MBaz (see Methods), the lower panel is the frequency response of a filter that would transform our version signal into our binocular signal. The -3db point is approximately 11 Hz. The -3db point is the point where the power of the signal (magnitude 2 ) is reduced by 50% or the magnitude is reduced by approximately 30%.
To get a sense of the effect of such a filter on saccade dynamics, Figure 12 Intersample interval (ms)
Frequency
Intersample interval frequency histogram 
Discussion
We have reported on the eye-tracking quality of SMI's ET-HMD in terms of spatial accuracy, spatial precision, temporal precision, linearity, and crosstalk. We have noted that the binocular signal is a low-pass filtered version of the individual eye signals. This result affects the choice as to which Vive signal is best for what purpose. Considering the high accuracy and precision of the binocular signal, it would appear to be the best choice if the goal was simply to identify the position of a fixation (i.e., point of regard (POR) study, or a study emphasizing human-computer interaction). However, if the goal of the study is to evaluate saccade dynamics, catch-up saccades during smooth pursuit, or the measurement of vergence, the binocular signal simply cannot be used. For a POR study, across all metrics taken together, the binocular signal with USC-1 recalibration generally would provide optimal performance. With USC-1, binocular spatial accuracy was 0.382 • (H), 0.300 • (V), and 0.542 • (C). Binocular spatial precision was 0.054 • (H), 0.059 • (V), and 0.111 • (C). The temporal precision of the ET-HMD, measured as the SD of ISIs, was 0.071 ms. Binocular linearity slope was 0.999 (H) and 1.005 (V). Binocular linearity fit was 0.996 (H) and 0.996 (V). We found statistically significant evidence for crosstalk often having a non-linear form (either quadratic-only or having both linear and quadratic components).
The manufacturer-supplied specifications for the ET-HMD indicated a typical spatial accuracy of 0.2 • , but the details of this calculation are not available. Without recalibration, we measured the combined spatial accuracy of the binocular signal to be 0.671 • on average. Similarly, the manufacturer-supplied specifications for the EyeLink 1000 indicated a typical spatial accuracy between 0.25 • and 0.50 • for human observers. We measured the combined spatial accuracy of the left eye signal from the EyeLink to be 1.137 • on average. These large differences compared to the manufacturers' claims are part of the reason why data quality analysis is so important.
We made a number of enhancements to a traditional analysis that were effective in providing improved measures of quality. For our USC methods, the recalibration task was prepended to our random saccade task to minimize the time between recalibration and the collection of experimental data. Recalibration did generally improve spatial accuracy for all three gaze signals (left, right, and binocular) and linearity slopes for the left and right eyes. Our method for adjusting for saccade latency increased the time that each fixation overlaps with its target, increasing the amount of data available for recalibration and data quality assessment. Our novel binning procedure appeared to be successful for selecting samples to employ in the recalibration. Our non-parametric estimate of spatial precision produced measures which were robust to deviations from normality (non-Gaussianity). Our linearity assessment, including our use of the R 2 ad j to assess the degree of overall linearity and our comparisons of the slope (and confidence limits) to the ideal slope of 1.0, provided new and useful information about the performance of our system. As far as we are aware, we are the first to assess the fit of crosstalk to both linear and quadratic functions, and we found evidence of a generally non-linear nature of crosstalk inherent in the ET-HMD. Our Fourier analysis of the signals was novel and revealed the binocular signal to be a low-pass filtered version of the individual eye signals. We were the first to precisely characterize the frequency response of such a filter.
For studies of saccade dynamics, saccades during smooth pursuit, and vergence, monocular signals will need to be employed. Our recalibration procedure produced marked enhancements in the accuracy of these monocular signals. Perfect linearity would mean that the relationship between the measured eye position and the target positions would have a slope of 1.0 and an R 2 ad j of 1.0. Our recalibration generally brought the slopes of this relationship statistically significantly closer to the ideal slope for the monocular data, but linearity fit was generally unaffected by recalibration.
We are not aware of prior reports on the data quality of other eye-tracking VR HMDs, so there is no direct comparison to a similar device we can provide at this time. We can benchmark the performance of the ET-HMD against the much more commonly employed EyeLink 1000. Spatial accuracy is generally much better with the ET-HMD than the EyeLink, especially after recalibration. Neither spatial precision nor linearity slope are significantly different between the two devices. Linearity fit is generally significantly better for the ET-HMD than the EyeLink. We found no evidence of significant horizontal or vertical crosstalk in the EyeLink, whereas the ET-HMD generally exhibits quadratic crosstalk.
In Table 8 , we compare our measures of spatial accuracy with similar measures from 5 different eye trackers as reported by Blignaut et al. [7] . Our EyeLink 1000 performs on par with these other machines. However, the ET-HMD performs much better than the other devices without recalibration. Since our measures of spatial precision, temporal precision, linearity, and crosstalk are unique to the present study, direct comparisons are problematic. Furthermore, the different recalibration routines applied in the Blignaut study [7] are different from those employed here, so an accurate direct comparison of calibrated results is not possible. [7] . Their participant-controlled USC was used for the "After USC" values. ‡ The data from these devices come from the present study. Our USC-1 recalibration method was used for the "After USC" values.
How our spatial accuracy method compares to the literature
We employed the standard definition of spatial accuracy described by Holmqvist et al. [22] , but our method of choosing which samples to include in our calculation of spatial accuracy differs from that employed in the literature. We computed spatial accuracy during a random saccade task that spanned 30 • horizontally and 20 • vertically, where 30 fixations occurred with random durations between 1000-1500 ms. This choice provided us with 30 fixations, distributed randomly across the field of view, with which to base our accuracy estimate on. Other researchers typically evaluate accuracy on a smaller subset of calibrations points. We minimized the impact of saccade latency (see Sect. 2.5) and used samples in the 400-900 ms interval after each target movement for our calculations. Gaze samples were screened based on their Euclidean distance to the gaze position centroid in 2 steps. In the first step, samples with a distance-to-centroid outside Tukey's fences [53] were ignored. In the second step, samples that were more than 2 • away from the centroid were ignored in our calculations.
For comparison, Tobii [52] used a 9-point grid, presented each target for 2 s, and used data in the 800-1800 ms interval after each target movement. Tobii required that 80% of samples must be valid (non-missing), the SD of the sample positions must not exceed 1.5 • , and the gaze centroid must be no more than 5 • away from the target position. If the set of samples collected for any of the 9 points did not meet these criteria, they recollected the data for those point(s) up to 3 times until the criteria were met.
Blignaut et al. [7] computed accuracy across 40 targets (8 columns and 5 rows), but used very little outlier screening. This may have been justified based on their method of determining when fixation occurred. Fixations were timed based on a mouse click by the subject, which some have concluded results in improved estimation of fixation position [39] . Blignaut et al. [7] required that the gaze centroid must be within 5 • from the target position, otherwise the mouse click was not accepted.
How our spatial precision method compares to the literature
First, we would like to highlight a certain confusion in the literature on precision. For example, Blignaut and Beelders [4] provide a confusing description of precision calculated using the SD approach. Consider a set of samples that are all a distance of 1 unit away from their central tendency (see Figure 13 for a simplified example). In one view, precision is the SD of a set of positions (see (A) in Figure 13 ). In the alternative point of view, precision is the SD of distances (see (B) in Figure 13 ). Blignaut and Beelders are not clear in terms of what they are taking the SD of, positions or distances. They discuss taking "the standard deviation of a set of points," suggesting that they are interested in the SD of positions. But they also provide a SD of 0 for points equidistant from their central tendency, which would only be true if they were referring to a SD of distances. The point is, contrary to the claim made by Blignaut and Beelders [4] , using Euclidean distance as the distance measure in the SD formula does not produce near-zero precision values when the samples are equally spaced around the centroid, unless the SD of distances is (wrongfully) used instead of the SD of positions.
Many, if not most, investigators employ an artificial eye to get machine precision [33, 44, 52, 56] , and we did not do this. Many also measure the precision of human eye tracking [6, 33, 52, 56] , as we present here. Holmqvist et al. [22] suggest the preferred approach would be to use both artificial eyes and human subjects when assessing spatial precision. This would allow separate estimates of machine precision and human tracking precision.
The standard measures of spatial precision are RMS and the SD of positions [4, 22, 52] . RMS is often criticized for being heavily dependent on the sampling rate of the eye-tracking device [4, 52] . Blignaut and Beelders [4] advocate for the use of a different measure, the BCEA, claiming it is easily interpretable, independent of the sampling rate, and independent of the arrangement of samples during a fixation.
We prefer our non-parametric measure of spatial precision, i.e., the median absolute deviation of positions about the median (MAD). Like the BCEA, the MAD is easily interpretable, independent of the sampling rate, and independent of the arrangement of samples during a fixation. Unlike the BCEA which is based on a SD, however, the non-parametric MAD works well for non-normal distributions.
It should be noted that we could have also used a non-parametric approach to the measurement of spatial accuracy. However, since nearly all papers that measure spatial accuracy use the same final calculation, we felt that, for the purpose of comparability, we would employ the standard measure. On the other hand, there are already a number of different methods to calculate spatial precision (RMS, SD, BCEA, and others [21] ), so we deemed it more appropriate to use what made the most sense to us.
How our temporal precision method compares to the literature
Most investigators use the term "temporal precision" to refer to the time between the actual real-time occurrence of an eye movement and the time the movement is registered by the eye-tracking device [21] . In a real-time situation, this would include the exposure time for the digital camera, which is not trivial (on the order of 1 ms), the time to save the image, and the time to process the image to determine the position of the corneal reflection and the pupil. In the offline case, only the exposure time is relevant. We do not know the relevant times for the ET-HMD.
Herein, we used the term "temporal precision" in a different sense. We used this term to refer to the variation in sample timestamps. Some eye-tracking devices report a nominal sampling rate and provide timestamps at exactly that sampling rate (e.g., the EyeLink 1000 has a nominal sampling rate of 1000 Hz, and it produces integer timestamps in milliseconds). However, the ET-HMD provides timestamps with nanosecond precision, so we can determine the variability in timestamps to nanosecond precision. We are aware that the SMI Hi-Speed 1250 tracker also reports timestamps with microsecond precision (see the manually annotated eye-tracker data provided by Marcus Nyström). 5 So our sense of temporal precision would apply for that device as well.
How our linearity method compares to the literature
Typically, linearity is assessed by viewing a plot of spatial accuracy as a function of position [5, 7, 24] . Reulen et al. [46] employed linear regression to find the best-fitting line where gaze position was the dependent variable and target position was the independent variable. They found the best-fitting slope and intercept for this relationship, as well as the residuals for each point. Reulen et al. then expressed linearity as the maximum residual divided by the range of target positions. This approach seems to us to be overly influenced by potential outliers or extreme observations. We describe linearity both in terms of the slope of the best-fitting line (and how it compares to the ideal slope of 1.0), and in terms of the degree of fit of the line to the data using the R 2 ad j .
How our crosstalk method compares to the literature
Typically, the assessment of crosstalk assumes linearity of the crosstalk artifact, and crosstalk is expressed as a percentage [36, 46, 47] . To assess crosstalk, we compare 4 models of crosstalk: (1) one with only a linear predictor, (2) one with only a quadratic predictor, (3) one with both linear and quadratic components, and (4) one with the intercept only. The best-fitting model, found using a stepwise regression, is chosen as the correct model. In the case of the ET-HMD, before our recalibration attempts, none of the best-fitting models were linear-only, and 3 of 6 best-fitting models were quadratic-only (see Figure 10 ). We think such an approach is clearly an advance and recommend that others consider it.
How our recalibration method compares to the literature
Some researchers are moving toward participant-controlled calibration routines [7, 39] . Nyström et al. [39] suggest that participant-controlled calibration leads to better estimates of fixation than algorithm-controlled or operator-controlled calibrations. In the present study, we developed our own sophisticated method for determining which samples are included from each fixation during our algorithm-controlled USCs. Future studies comparing different recalibration methods will help determine which approach is best, both in terms of the time needed to perform the USC and in terms of how well the spatial data are corrected.
Limitations
The ET-HMD and its accompanying software are no longer available (neither for purchase, technical support, nor repair), making it difficult for others to replicate our study.
Since we did not have access to an artificial eye, our measures of spatial precision and crosstalk are not measures of the characteristics of the device alone. Our spatial precision measurements include oculomotor noise, such as drift, tremor, and microsaccades. Our crosstalk measurements are sensitive to crosstalk at both the device and biological levels.
If we had studied the same subjects on the ET-HMD and the EyeLink 1000, we would have had a much more powerful and meaningful test of the comparison between these devices. Although, for our analysis, a random saccade task was used on both devices, spanning 30 • horizontally and 20 • vertically, there were other technical differences which could be minimized in future studies. For example: (1) the targets, (2) the background color and target color, (3) viewing distance, (4) presence of a user-supplied calibration routine prior to the main task, and (5) whether subjects were financially and/or academically motivated to participate (yes for the EyeLink, no for the ET-HMD).
Future directions
In the future, we want to look into various options for an artificial eye, including a moving artificial eye. Mounting such an artificial eye within the ET-HMD would present a challenge. We would also like to record the same people on the ET-HMD, the EyeLink 1000, and even other devices to provide a more comprehensive evaluation across more devices. For quality control among eye-tracking VR HMDs, new measures of the quality of vergence signals and of the impact of the vergence-accommodation conflict (VAC) should be developed. As numerous studies have shown, the VAC negatively impacts oculomotor function (phoria) [40, 50] , causes visual discomfort [50] , leads to "simulator sickness" including headaches and nausea [17, 26] , increases visual fatigue [18, 50] , and reduces cognitive performance [11] . Therefore, it is reasonable to believe that the VAC would also negatively impact data quality. Various efforts are being made to reduce or outright eliminate the VAC in VR devices [26, 30] . But until these solutions become widely present in eye-tracking VR HMDs, quantifying the impact of the VAC could be useful for future studies.
