Abstract. The human face is one of the most interesting subjects involved in numerous applications. Significant progress has been made towards the image deblurring problem, however, existing generic deblurring methods are not able to achieve satisfying results on blurry face images. The success of the state-of-the-art image deblurring methods stems mainly from implicit or explicit restoration of salient edges for kernel estimation. When there is not much texture in the blurry image (e.g., face images), existing methods are less effective as only few edges can be used for kernel estimation. Moreover, recent methods are usually jeopardized by selecting ambiguous edges, which are imaged from the same edge of the object after blur, for kernel estimation due to local edge selection strategies. In this paper, we address these problems of deblurring face images by exploiting facial structures. We propose a maximum a posteriori (MAP) deblurring algorithm based on an exemplar dataset, without using the coarse-to-fine strategy or ad-hoc edge selections. Extensive evaluations against state-of-the-art methods demonstrate the effectiveness of the proposed algorithm for deblurring face images. We also show the extendability of our method to other specific deblurring tasks.
Introduction
The goal of image deblurring is to recover the sharp image and the corresponding blur kernel from one blurred input image. The process under a spatially-invariant model is usually formulated as
where I is the latent sharp image, k is the blur kernel, B is the blurred input image, * is the convolution operator, and ε is the noise term. The single image deblurring problem has attracted much attention with significant advances in recent years [5, 15, 20, 3, 22, 12, 13, 6, 24] . As image deblurring is an ill-posed problem, additional information is required to constrain the solutions. One common approach is to utilize prior knowledge from the statistics of natural images, such as heavy-tailed gradient distributions [5, 15, 20, 14] , L 1 /L 2 prior [13] , and sparsity constraints [1] . While these priors perform well for generic cases, they are not designed to capture image properties for specific object classes, e.g., text and
Both authors contributed equally to this work. face images. The methods that exploit specific object properties are likely to perform well, e.g., text images [2, 19] and low-light images [10] . As the human face is one of the most interesting objects that finds numerous applications, we focus on face image deblurring in this work.
The success of state-of-the-art image deblurring methods hinges on implicit or explicit extraction of salient edges for kernel estimation [3, 22, 12, 24] . Those algorithms employ sharp-edge prediction steps, mainly based on local structure, while not considering the structural information of an object class. This inevitably brings ambiguity to salient-edge selection if only considering local appearance, since multiple blurred edges from the same latent edge could be selected for kernel estimation. Moreover, for blurred images with less texture, the edge prediction step is less likely to provide robust results and usually requires parameter tuning, which would downgrade the performance of these methods. For example, face images have similar components and skin complexion with less texture than natural images, and existing deblurring methods do not perform well on face images. Fig. 1(a) shows a challenging face example which contains scarce texture due to large motion blur. For such images, it is difficult to restore a sufficient number of sharp edges for kernel estimation using the state-of-theart methods. Fig. 1(b) and (c) show that the state-of-the-art methods based on sparsity prior [13] and explicit edge prediction [3] do not deblur this image well.
In this work, we propose an exemplar-based method for face image deblurring to address the above-mentioned issues. To express the structural information, we collect an exemplar dataset of face images and extract important structures from exemplars. For each test image, we compare it with the exemplars' structure and find the best matched one. The matched structure is used to reconstruct salient edges and guide the kernel estimation process. The proposed method is able to extract good facial structures ( Fig. 1(g) ) for kernel estimation, and better restore this heavily blurred image ( Fig. 1(h) ). We will also demonstrate its ability to extend to other objects.
