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Social media provides a convenient platform for patients to share their drug usage 
experience with others; consequently, health researchers can leverage this potential 
data to gain valuable information about users’ drug satisfaction. Since the 1990s, opioid 
drug abuse has become a national crisis. In order to reduce the dependency of opioids, 
several drugs have been presented to the market, but little is known about patient 
satisfaction with these treatments. Sentiment analysis is a method to measure and 
interpret patients’ satisfaction. In the first phase of this study, we aimed to utilize social 
media posts to predict patients’ sentiment towards opioid dependency treatment. We 
focused on Suboxone, a well-known opioid dependence medication, as our targeted 
treatment and Drugs.com, an online healthcare forum as our data source. For the 





the posts to sentences, and annotated 1100 sentences for sentiment analysis. To 
predict patients’ sentiment, we extracted features from patients’ posts, including 
bigrams, trigrams, and features extracted from topic modeling. To develop the 
prediction model, we used two machine learning methods, Naïve Bayes and SVM, for 
predicting sentiment. We achieved the best performance using SVM, getting an 
accuracy of 61% for SVM. In the second phase of this study, we also aimed to 
understand the behavior of the patients toward the targeted medication. To accomplish 
this goal, we used the Health Belief Model (HBM), a social psychological model that 
describes and predicts patients’ health-related attitudes in action, benefit, barrier, and 
threat categories, for predicting such behavior from patients’ reviews. We also utilized 
the same combinations of features and machine learning methods that we used in the 
first phase of the study, and the best accuracy performance was 47% for the SVM 
classifier as compared to 43% as our baseline. 
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In the year 2018, 128 people in the United States died every day of overdosing from opioid and 
opioid-related drugs [1]. The Centers for Disease Control and Prevention reports that in the 
United States alone, the overall economic burden of prescription drug misuse amounts to $78.5 
billion a year, including healthcare expenses lost income, addiction recovery, and participation 
in criminal justice [2]. Opioids are considered to be one of the strongest painkillers derived from 
the opium poppy. In addition, to be a painkiller, the ability of opioids to induce a euphoria paves 
a treacherous road for patients to become addicted to opioids. During the late 1990s, 
pharmaceuticals convinced medical communities that opioids are safe to use as painkillers 
without any additive side effects. With this reassurance, medical professionals began mass 
prescribing opioids as painkillers to their patients [3]. However, this promise turned out to be 
fraudulent since numerous health and social problems such as crime, increased HIV risk, 
unemployment, legal problems, and mortality are associated with opioid use [4]. 46,802 
Americans died as a result of an opioid overdose in 2018; this figure illuminates the extreme 
extent of opioid usage mortality rate.  
The process of quitting opioids has different strategies. One way to combat addiction is when a 
person abruptly stops using opioids. This practice is commonly known as "cold turkey." One 
medical approach to fight addiction is using opioid dependence treatments. Figure 1 shows a 
list of the most frequently mentioned addiction treatment medications for opioid dependency 
from Drugs.com, a well-known online health forum. Orman and Keating [5] stated Suboxone, 





to treat opioid addiction. They also declared that Buprenorphine/ naloxone is a normally well-
tolerated withdrawal and maintenance treatment supervised by the medical profession [5]. This 
medicine functions by binding to the same opioid receptors as the opioid drugs in the brain, 
decreasing craving and withdrawal symptoms [6].  
 
Figure 1, Available discussion forums of Drugs.com related to drugs used in opiate treatment. 
Each patient battling their personal opioid addiction has a unique experience while using opioid 





write and read reviews about their physical and social wellbeing. Online health forums are a 
valuable source for obtaining the patient's viewpoints about their health experience with such 
treatments [7]. A survey study of health forum users revealed that health forums contain 
valuable information for both active users and inactive users who just read the posts. These 
forums are a platform that contributors return over time when they need new information about 
their health concerns [7]. Many people who are suffering from opioid addiction turn to these 
online forums to seek help for opioid substance therapy. They mainly look for peer reviews 
about their withdrawal experience, recovery, and practitioners' advice about this issue. They can 
also support each other in this excruciating journey.  
In this research, the focus is on Drugs.com, an online pharmaceutical encyclopedia website 
available on the internet. Figure 1 shows the main page of the forum for discussing "Drugs used 
to treat opiate dependence" from this website. For this research, Suboxone and 
buprenorphine/naloxone, the generic name for Suboxone, have been selected as targeted 
medication prescribed for opioid dependence. Suboxone and its generic name have more 
frequent reviews on this website.  Figure 2 and Figure 3 show two samples of review posts. 
Each review post includes several attributes such as the name the reviewer, how long the 






Figure 2, An example of a positive post about Suboxone from Drugs.com 
In Figure 2, which we consider as a positive review, the reviewer expresses his/her feelings 
about how this medication improved his/her life. The reviewer uses satisfactory words like 
"excited", "happy tears", and "life back" to show his/her satisfaction from using this medication. 
The reviewer also encourages other patients to try this medication. On the other hand, as is 
shown in Figure 3, another reviewer shares his/her unfortunate experience with using this 
medication and insurance plan coverage. Some negative words like "absolutely horrible", and 







Figure 3, An example of a negative post about Suboxone from Drugs.com 
Many programs in different languages are available for the general machine learning process. In 
this study, we used a workbench called LightSIDE, written in Java 
(https://www.hcii.cmu.edu/research/lightside), to accomplish our text processing task. LightSIDE 
offers a convenient GUI platform to easily run text extraction and classification experiments for 
text classification tasks. The GUI interface of LightSIDE offers the user the option to load the 
input file in CSV format [8]. LightSIDE provides feature extraction, model building, comparing 
models, exploring results, and label prediction. LightSIDE has its own built-in machine learning 
algorithms like Naïve Bayes, SVM (Support Vector Machines), and decision trees. LightSIDE 
also provides an installed plugin for using all Weka's algorithms for machine learning. 
1.2 STUDY OBJECTIVES AND RESEARCH QUESTIONS 
In this research, we aim to determine patients' satisfaction with Opioid Dependence Medications 





to investigate these research questions from the perspectives of patients who have received, or 
have been prescribed medications for combating addiction: 
• How can we most reliably determine the sentiment expressed in sentences by patients 
treated for opioid dependence from their reviews of treatment medications? 
• How does the overall satisfaction reported by patients treated for opioid dependence in 
medication reviews relate to the sentiment expressed in individual statements? 
• What is the impact on the accuracy of sentiment prediction if we add additional features 
mined from medication review text? 
1.3 RESEARCH APPROACH 
To address our questions, we developed and examined different approaches in text analysis 
and machine learning fields. To make an attempt at answering the first question, we first 
developed a sentiment analysis system to predict patients' satisfaction as "positive", "negative", 
and "neutral" from reviews. Then, we developed a multiclass classification based on Health 
Belief Models (HBM) [9][10] [11], a social psychological model that explains and predicts health-
related behaviors or actions. To explore possible answers to the second question, we used 
quantitative analysis to look for a relationship between reported patient satisfaction from reviews 
and sentiment labeled statements. To address the final question, we first developed a topic 
modeling system to extract hidden topics among the patients' reviews, then utilized these topic 
models as additional features to the sentiment and HBM analysis to determine their impact on 












2.1.1 OPIOID DEPENDENCE TREATMENT 
Opioids are psychoactive analgesic pharmaceutical medicines for pain management and critical 
care treatment [12]. The undertreatment of pain for patients with chronic noncancer pain 
(CNCP) attracted national attention in the early 1990s. Some publications stated that the 
addiction rate among patients receiving opioids was low and that patients need more 
appropriate pain control. By the late 1990s, healthcare providers had been persuaded to be 
more involved in treating all forms of pain (acute, end-of-life, CNCP) to reduce suffering by 
prescribing opioid analgesics many times long-term and at large doses. The possible adverse 
effects of chronic opioid use were cut with the assumption that opioids were safe in patients, 
and there was no dosage limit for the legalized pain sufferer. As a result, opioid prescribing 
grew exponentially. Although access to opioid analgesics has benefited many patients, there 
has been a significant rise in opioid misuse, abuse, and death rates related to opioids [13].  
In 2017, opioid overdose caused 47,600 deaths (67.8% of all drug overdose deaths) in the 
United [14]. Codeine, fentanyl, hydrocodone, hydromorphone, levorphanol, meperidine, 
methadone, morphine, and oxycodone are the most commonly prescribed opiates in the United 
States [15].  
Opioid substitution therapy is designed to treat opioid dependencies [16]. There are various 
strategies for the prevention and treatment of opioid dependence. Suboxone, which is a 





dependencies [17]. Buprenorphine/naloxone is a medically well-supervised withdrawal and 
recovery medication, which is usually well-tolerated. When a medical professional prescribes 
buprenorphine/naloxone to be taken sublingually, the naloxone has no noticeable effect 
clinically, allowing the opioid agonist effects of buprenorphine to predominate [5]. The impact of 
buprenorphine reaches its highest point at 1–4 hours after the first dosage. Similar to those of 
other opioids, adverse effects may include nausea, vomiting, and constipation. It is worth 
mentioning that if buprenorphine is prescribed before other opioid agonist effects have 
subsided, it may trigger opioid withdrawal symptoms. For most trials, a starting dose of 2 mg 
was used, but 4 mg was also used effectively. The dosage may rise by 2–4 mg daily until an 
effective dosage is obtained, which is usually 8–24 mg each day[18]. Buprenorphine/naloxone 
patients reported greatly improved social life, level of education, and treatment response 
(measured via urine toxicology screens), particularly in comparison to patients on Methadone 
(an opioid addiction drug) maintenance treatment, according to one study[19]. Nonetheless, 
additional studies, including a 17-week randomized single-center trial, reported no major 
difference in the proportion of opioid-negative urine samples among patients on buprenorphine 
compared to methadone [5].  
2.1.2 SOCIAL MEDIA 
There are different ways to collect patients' feedback and concerns. The primary method for 
obtaining the input of opiate treatment users is using surveys; that is an old-fashioned method 
that still is used by different agencies like the medication producers. For encouraging the 





Dependence Questionnaire) is an example of survey forms that developed as a part 
of treatment evaluation[20]. 
Currently, 69% of all-American adults utilize social media, with especially high numbers for 
younger adults (86% for18-to 29-year-olds; 80% for 30-to 49-year-olds), and the adoption 
pattern is still on the rise [21]. Social media is specifically a great data resource that can be 
used to understand communication and behavioral patterns related to opioid dependence 
treatment feedback. Searching the phrase "opiate dependence treatment" returns more than 4 
million results. Every social network has its search method that can be used to obtain more 
detailed results. On Twitter, one can find live streams or archived tweets and search the reviews 
and comments about different medications used for opiate dependence treatment [22]. 
 Health-related forums provide more specific places for discussions about any health-related 
issues. Comparing general social media with specialized forums, we can find that in public 
social media like twitter, the number of posts is much higher than health-related forums, and 
patients use it more frequently than forums but require pre-filtering to pick the related posts. 
Based on our preliminary analysis, out of 39,617 tweets filtered using the top ten pain 
medication keywords, about 15% were relevant. 
 In this research, we used drugs.com as a data source for collecting review posts related to 
opiate dependence treatment. For collecting data, many resources like PubMed and the other 





In some researches, in addition to text mining, the images posted with the texts also analyzed 
[24]. In addition to Twitter and Instagram, Reddit is another source of information for getting 
data and specific health-related comments from general social media [25].  
2.1.3 INFORMATION RETRIEVAL FROM HEALTH-RELATED SOCIAL MEDIA 
Health-related websites provide forums to allow their users to share their thoughts, experiences, 
and questions. After manually finding the forum(s) related to the research topic, all posts and 
replies of that forum can be retrieved for further filtering and text analysis. Sentiment analysis, 
topic modeling, and intent detection are the most widely known text analysis techniques. 
There are many scenarios in healthcare in which the use of text analysis would be a practical 
approach and would be able to resolve the problem. One application is to identify the side 
effects and the efficacy of medications [26]. Another application is to use the answers posted to 
questions asked by users to create a grand FAQ system with multiple inputs from numerous 
people. We can also use text analysis to find missing information on diseases and their 
treatments [7]. With the help of text analysis, creating new datasets by training the obtained 
data will be a valuable resource for future studies [27]. 
2.1.4 EXTRACTING SUBJECTIVE INFORMATION  
A great amount of social media's information is subjective information. Subjective information is 
the knowledge about the personal experiences of individuals, ranging from perceptions of what 
is happening in their everyday lives to perspectives on a wide range of topics [28]. One way of 





recognizing expressed affective states and subjective information that can be interpreted as 
polarity (like / don't like / either don't like / either), that corresponds to positive, negative, and 
neutral, respectively, as emotional states such as happiness or frustration, or as physical 
experiences that would be generally considered negative (such as experiencing pain). For 
example, when talking of addiction, the length or dose of a medication that goes beyond "ideal" 
is negative, while it is positive to be relieved from pain or dependency.  
To find subjective user information, we can go beyond basic sentiment, which enables us to 
distinguish between negative perceptions of underlying health problems (e.g., pain), perceptions 
of the primary healthcare problem, and views of addiction treatment. In the process of 
identifying other factors that affect decision making, the Health Belief Model (HBM) can be a 
useful tool. HBM is a social psychological model built to describe and predict attitudes or acts 
related to health [9]. The model includes belief systems about a health state's severity or 
vulnerability, possible benefits, perceived barriers, and self-efficacy. According to the model, an 
individual is encouraged to undertake an action that could benefit their health, only if they: 
recognize that they are at high risk of a major health problem and believe that their benefits 
outweigh their barriers. Barriers are factors that might discourage one from following a health 
activity involving lack of time, resources, or transportation, but can also involve psychological 
factors like fear. We allowed "barrier" to include low self-efficacy statements. Following on from 


















This chapter describes the general idea of data collection and pre-processing data. Later, we 
discuss the learning process, which includes the data annotation and topic modeling. For the 
purpose of training a classifier, we used LightSIDE, a machine learning toolbox, and considered 
Naïve Bayes and SVM for our classifiers. The model's performance was tested with a 10-fold 
cross-validation option Figure 4 shows the methodology of our work for the development of 
learning models. 
3.2 DATA COLLECTION 
Some websites like Twitter provide API for accessing their data and users' posts. For the sites 
that don't have API, the general method for collecting data is "web scraping" that is nothing but 
automatic viewing many pages of the website and saving some parts of the page, including user 
post and replies, name, age, and the other public information that the website may provide. We 
save raw data as a CSV or an Excel file for future processing. In this study, we collected data 
from Drugs.com, a well-known online drug review forum that provides free and inclusive 
information about prescribed and not prescribed medications. We chose Suboxone as the target 
medication prescribed for opioid dependencies. Suboxone is a combination of Buprenorphine 
and Naloxone. In our first findings, we realized that the posts that mention this medication on 
Drugs.com are attainable with these two keywords: "Suboxone" or "Buprenorphine/naloxone". 







Figure 4, Methods system for predicting models. HBM: Health Belief Model; LDA: Latent Dirichlet Algorithm; SVM: Support Vector 





3.3 PRE-PROCESSING STEPS 
To make data ready to be used for our analysis, all posts retrieved from Drugs.com were pre-
processed. Since we had two different pre-processing tasks, text classification, and topic 
modeling, we performed two sets of pre-processing. Table 1 describes the pre-processing steps 
for each task: 
Table 1, Pre-processing steps. 
Pre-processing Text classification Topic modeling 
All posts were split into sentences.   
All punctuation and non-ASCII characters 
were removed. 
  
All standard English stop words were 
filtered out. 
  
User-defined stop words were removed. -  
Words were stemmed.   
Words were lemmatized. -  
Part of speech POS was added to features.  - 




The collected data set contains 1,532 posts related to the keywords. After segmenting to 
sentences with an automated process, we obtained 9,760 sentences. The average number of 





3.4 LEARNING PROCESS 
Supervised machine learning is a mathematical technique to find a mapping function 𝑓 such 
that: 
𝑌 = 𝑓(𝑋) 
𝑋′𝑠 are the input variables that, in the case of text analysis, are rows of (tf) or (tfidf) matrices. 
The output 𝑌 may be a real value (continuous) or a label (discrete). The problem to predict the 
actual value (continuous) outputs are called regression.  
For our research, we are confronted with the problem of predicting the label (𝑌), which is called 
classification. We use two separate tasks of labeling models: Sentiment analysis and the Health 
Belief Model. Both of the mentioned models are multi-label models where sentences are 
classified into one of three or more classes, as opposed to binary classification with only two 
categories. The labeling models are elaborated below. 
3.4.1 SENTIMENT ANNOTATION 
In sentiment labeling, we have three classes of “positive”, “negative”, and “neutral”. The 
explanations below elaborate and give a specific example of each class: 
1. Positive class: 
Example: "Normal life and everything."  





2. Negative class: 
Example: "This medication isn't worth the paper it's printed on.", "Totally trapped." 
In these reviews, the user expressed dissatisfaction with their medication use. 
3. Neutral class: 
Example: "I made the decision to start taking suboxone last week." 
     This reviewer doesn't make any claims about the experience of the treatment.  
3.4.2 HBM ANNOTATION 
The Health Belief Model (HBM) is a behavioral change model that attempts to predict a person's 
behavior concerning health-related services. HBM combines the beliefs of a patient regarding 
the effectiveness of a medical recommendation along with the beliefs of a patient regarding the 
diagnosed illness to suggest an overall behavioral outcome.  
During the process of creating an HBM, we used 5 belief categories for labeling the obtained 
sentences: Threat (TH), Action (AC), Benefit (BE), Barrier (BA), and Other (OT). These 
categories are detailed below: 
Threat (TH) – A health problem of the writer like pain, illness, or injury.  
Action (AC) – An act or decision of the writer that did affect the person's health.  





Barrier (BA) – A difficulty of the writer that prevents access to health care or good outcomes.  
Other (OT) – a text that does not fit into any of the categories mentioned above.  
An example of each category is described below: 
Threat (TH): "I have been addicted to opiates, opioids, or anything like it for the past 8-10 
years." 
Action (AC): "I was taking 300mg of Percocet a day." 
Barrier (BA): "Anytime I tried to quit, I went through horrible withdrawals, crushing depression 
and anxiety." 
Benefit (BE): "I'm pretty over it, I don't crave drugs." 
Other (OT): "Hope this helps clear some things up!" 
3.4.3 DATA ANNOTATION 
A team of 5 computer science experts performed the pre-annotation task of 90 sentence 
segments derived from drugs.com review posts. After completing the pre-annotation task, we 
developed two separate guidelines for annotating the sentiment analysis and HBM tasks. The 
annotation guidelines can be found in Appendices A and B. The first annotation guideline is to 
classify sentiment (positive, negative, neutral), and the second guideline is for the Health Belief 





We used crowdsourcing for building a sufficiently larger and easily expandable annotated 
database at relatively low-cost. Crowdsourcing is the practice of employing a group of people to 
accomplish a task, recruited through a global service such as Amazon Mechanical Turk 
(https://www.mturk.com/worker). Amazon Mechanical Turk is also known as MTurk. 
We created two annotation UI's for crowdsourcing tasks: we used the default MTurk UI for the 
sentiment task, which shows a single sentence and allows the annotator to choose one of 
positive, negative, or neutral. For the HBM task, we developed a more complex UI, based on a 
preliminary analysis which found that sentences may include multiple beliefs, and sometimes 
rely on context. The UI for the HBM task presents a sentence along with the sentence to be 
labeled immediately before and after the sentence and asks the annotator to choose all the 
categories that apply. For the sentiment analysis, which is a common crowdsourcing task, a 
group of 41 workers obtained the custom qualification associated with the task with a score of 
90% or above. For the HBM task, which is a more complex task, 33 workers gained the custom 
qualification associated with the task with a score of 65% or above.  
3.4.4 TOPIC MODELING 
Topic modeling is a statistical approach called counts used to see how often words occur with 
similar words in a collection of documents. The main idea of topic modeling is that a document 
is a mixture of topics; moreover, topic modeling is a technique to identify hidden topics across a 





whether utilizing extracted topics as additional features to sentiment prediction in the previous 
section will impact the accuracy of prediction. 
For extracting hidden discussed topics among the collected posts, we utilized LDA (Latent 
Dirichlet Allocation), one of the most popular topic modeling methods. With the help of LDA, we 
can find the hidden topics of a collection of documents. Here we assumed each sentence of the 
user's post as a document. For finding the best size and number of topics to use, we 
experimented with a different number of topics along with the manual inspection. 
Mathematically, each document is defined by assigning numerical values to the features. The 
basic features are the bag of words, along with POS-tags. Bag of words consists of all tokens, 
bigrams, and trigrams that exist in all documents after removing stop words. We can think about 
a document as a vector that its components are all distinct words or tokens in all documents. 
Using a vector space of all documents, we can perform vector operations such as the angle 
between them or the projection of a vector onto another one. 
𝑉𝑒𝑐𝑡𝑜𝑟	𝑆𝑝𝑎𝑐𝑒 = {𝑊!,𝑊", …𝑊#} 
Now we can define a document Di in this vector space as follows: 
𝐷$ = {𝑤$!, 𝑤$", … , 𝑤$#} 
Where 𝑤$% is the weight of word j in document 𝑖. The weight is a numerical value that can be the 
frequency of each word in the document or any other values that are relevant to the importance 





As an example, consider the following sentences taken from the original Drug.com forum posts: 
1- Without this drug I was dead. 
2- This drug sucks. 
3- It was a miracle drug. 
4- Best decision of my life. 
After putting together the above sentences and making a corpus and removing the stop words, 
we construct a sparse matrix that shows vectors of each sentence. Figure 8 shows the previous 
sentences as a corpus. 
 
Figure 5 Obtained corpus from post examples. 
As shown in Figure 6, each row of the matrix is a vector that represents the weight of each word 
or token in that sentence (document). It is clear that we removed stop words like I, this, and 
was. The bag of words for the above example is simply {best, dead, decision, life, miracle, 





may frequently appear in all documents, and these may tend to outweigh other terms within the 
feature set. 
 
Figure 6 A sparse matrix that shows the vectors of each sentence. 
 Similarly, since our research is based on some specific keywords, we expect some words like 
Suboxone, pain, and drug may be repeated frequently in all sentences that will overshadow the 
other words. In such cases, we use 𝑡𝑓 − 𝑖𝑑𝑓	(term frequency-inverse document frequency) 
instead of the absolute frequency of words and tokens. We can find 𝑡𝑓 − 𝑖𝑑𝑓 by multiplying two 
matrices (𝑡𝑓) and (𝑖𝑑𝑓). The matrix (𝑡𝑓) is the same matrix we used before to find the absolute 
frequency of each word.  
𝑡𝑓𝑖𝑑𝑓 = 𝑡𝑓 × 𝑖𝑑𝑓 
𝑡𝑓(𝑤, 𝐷) = 𝑓&' 
Where 𝑓&' is the frequency of word 𝑤 in document 𝐷. 








In the equation above, 𝑁 is the total number of documents, and 𝑑𝑓(𝑤)is the number of 
documents in which the word w is present. We can normalize the (𝑡𝑓𝑖𝑑𝑓) matrix by dividing it by 
its norm. The result of this method is done on the example above and shown in Figure 6 as an 
illustration. 
 
Figure 7, TF-IDF values of words as document vectors 
In this study, we utilized Latent Dirichlet Allocation (LDA), a popular topic modeling algorithm to 
extract hidden discussed topics among the collected posts. This algorithm has been 
implemented in Python's Gensim package (https://radimrehurek.com/gensim/about.html). We 
used the Mallet function called from Gensim. Mallet is a package written in Java for topic 
modeling and other machine learning applications for text [29]. These approaches view each 
sentence as a separate document that consists of different topics that are present in the whole 
text documents. There are many parameters that can be set for building a topic model. The 
most important setting is the number of topics. Finding the best number of topics is critical to 
building clear and meaningful topics. To find the best size of topics, we built topic models with 





illustrates some examples of topics. The topics shown in Figure 8 seem to correspond to oral 
sensation, side effects, insurance, and doctor visit. 
 
 












In this chapter, we first discuss the metrics that we utilized for evaluating our system 
performance. Second, we present our experimental results, which include statistics, the results 
of sentiment, and HBM prediction, followed by the effects of adding topic models as features to 
both predictions. Then we discuss error analysis and finish this section with the conclusion and 
future work. 
4.2 METRICS 
There are several parameters and values that we can use to evaluate our classification model. 




• F- Measure 
• Accuracy 
For finding the above metrics, the trained model should be run on a dataset with known labels. 
For each observation of this dataset, we define two labels: actual label, and predicted label. 



















𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 
Where TP, FP, TN, and FN indicate true positive, false positive, true negative, and false 
negative, respectively. We used these metrics for each of the experiments discussed in the 
following section. 
4.3 EXPERIMENTAL RESULTS 
4.3.1 DATASETS STATISTICS 
In this study, we collected 1,532 drug review posts, which yielded 9,760 sentences. The 
average number of sentences per post was 6.37, and the average length of each sentence was 
12.78 words. As demonstrated in Figure 9, 37% of sentiment training data component was 
labeled as positive, 35% as negative, and the rest as neutral. Likewise, 27% of HBM training 
data component was labeled as benefit (BE), 24% labeled as barrier (BA), 20% as action (AC), 






Figure 9 Sentiment training Data distribution 
 




















Figure 11 illustrates the correlations between sentiment and HBM labeling. Interestingly, BA 
label comprises of 55% negative and 0% positive labels; BE comprises of 92.4% positive and 
only 3.3% negative; TH comprises of 80.8% negative and only 3.8% positive.  
 
Figure 11 correlation between HBM and sentiment labels 
As mentioned in the introduction chapter, each review post on Drugs.com includes a rating 
attribute for the reviewer to rate the treatment experience as a number between 1 to 10. To 
investigate a correlation between the overall and the sentiment of each post, we identified the 
sentiment of sentences from each post as positive, negative, and neutral by doing a simple 
sum across posts (P=1, N=-1, and R=0). We measured the correlation between ratings 7 and 















AC BA B E OT TH





and summed sentiment less than 0. Figure 12 shows that 51% of 7 and above post ratings have 
a sentiment summation greater than 0; similarly, 27% of below 7 ratings have a sentiment 
summation less than 0. These findings show that we can identify positive sentiments solely on 
post level analysis. In contrast, distinguishing negative from neutral sentiments is more difficult 
at the post level; therefore, sentence-level analysis is better correlated with overall negative 
reviews.   
 


















4.3.2 SENTIMENT ANALYSIS 
Table 2 illustrates the results of sentiment classification by using Naïve Bayes and SVM 
methods. For each class, three metrics of precision, recall, and F-measure are calculated. The 
accuracy of prediction for these methods is given below the table. Comparing the results of 
Naïve Bayes and SVM methods shows the accuracy of the SVM method is greater than that in 
the Naïve Bayes method in all cases. More details and discussion about the metrics values are 
given in the error analysis section. 
4.3.3 HBM ANALYSIS 
The layout of Table 3 is similar to Table 2, and it shows the metrics results for HBM 
classification. Comparing the sentiment and HBM classification indicates that the accuracy of 
sentiment classification is greater than the HBM classification. The reason for this difference is 
because the number of classes is not the same; moreover, we expect greater accuracy for a 
smaller number of classes. 
4.3.4 IMPACT OF ADDING EXTRA FEATURES 
In addition to the supervised classification of documents, we added the results of topic modeling 
as an extra feature to the model to investigate the effect of mixing supervised and unsupervised 
models. The number of topics in topic modeling is variable, and we found that with the existing 
data, the accuracy of the prediction will be higher than the other number of topics if we classify 





feature to the sentiment classification. The results of using a different number of topics in topic 
modeling are given in Appendix C. 
Table 2, The performance of Naïve Bayes and SVM classifiers for sentiment prediction without additional features. 
Class Classifier 
Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Positive 0.43 0.90 0.58 0.63 0.67 0.65 
Negative 0.62 0.32 0.42 0.60 0.58 0.59 
Neutral 0.66 0.13 0.22 0.59 0.57 0.58 
Naïve Bayes accuracy = 0. 4796, SVM accuracy = 0.6122 
 
Table 3, The performance of Naïve Bayes and SVM classifiers for HBM prediction without additional features. 
Class Classifier 
Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Threat (TH) - 0.00 - 0.45 0.32 0.38 
Action (AC) 0.53 0.30 0.38 0.59 0.52 0.55 
Benefit (BE) 0.29 0.74 0.42 0.39 0.50 0.44 
Barrier (BA) 0.33 0.26 0.29 0.44 0.42 0.43 
Other (OT) 0.00 0.00 - 0.33 0.32 0.33 





Table 4, The performance of Naïve Bayes and SVM classifiers for sentiment prediction with 20 topic models as 
additional features. 
Class Classifier 
Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Positive 0.43 0.90 0.59 0.64 0.67 0.65 
Negative 0.64 0.34 0.44 0.60 0.57 0.58 
Neutral 0.66 0.13 0.21 0.59 0.59 0.59 
Naïve Bayes accuracy = 0.484,   SVM accuracy = 0.6122 
In Table 5, the same procedure is repeated for HBM classification. Like the sentiment model, 
the total number of 20 topics, gives the best results for accuracy. The results of the model 
metrics for a different number of topics are shown in Appendix C. 
Table 5, The performance of Naïve Bayes and SVM classifiers for HBM prediction with 20 topic models as additional 
features. 
Class Classifier 
Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Threat (TH) 0.46 0.21 0.29 0.53 0.39 0.45 
Action (AC) 0.54 0.43 0.48 0.59 0.56 0.58 
Benefit (BE) 0.36 0.61 0.45 0.41 0.51 0.46 
Barrier (BA) 0.34 0.39 0.37 0.46 0.50 0.48 





Naïve Bayes accuracy = 0.3907,   SVM accuracy = 0.4698 
Although the confusion matrix is not a model metrics, it can reveal useful information about the 
classes that are well predicted and the classes that are misclassified with other classes. One 
can identify the reason for misclassification and modify the model according to their findings 
from the confusion matrix. Table 6 is the confusion matrix of sentiment classification. The ideal 
confusion matrix would be diagonal. The third column of the confusion matrix shows that 245 
negative documents are predicted as positive. Also, 221 neutral documents misclassified as 
positive documents. It shows that there is a tendency to predict the documents, positive class. 
So, the model should be tuned to remove the keywords that cause such a mistake. 
Table 6, Confusion matrix for sentiment classification 
Actual/Prediction Negative Neutral Positive 
Negative 122 13 245 
Neutral 43 40 221 
Positive 32 8 354 
 
Table 7, Some examples of actual and predicted classes. 
Actual Predicted Text 
Negative Negative This medication isn't worth the paper it's printed on 
Negative Positive Bunavail does not dissolve ever! 
 
Negative Positive It is not nearly strong enough. 
  





Negative Positive I spit whats left. 
   
Negative Negative I found this medicine to be simply awful. 
 
Neutral Negative  
Neutral Neutral 
My prescribing doctor even related that another patient had said 
the SAME THING. 
Negative Negative I had to use, just so I wouldn't kill myself it felt like. 
Positive Positive Actually, I feel great and just one 4.2mg films last me all day. 
 
4.3.5 ERROR ANALYSIS 
With the help of calculated metrics, we can find more information about the performance of the 
model: 
• Accuracy: this parameter is useful if the classes of the model are nearly balanced, 
and prediction of these classes are equally important to the researcher. 
• Precision: Higher values of this parameter indicate a higher fraction of positive cases. 
For finding the maximum number of positive classes, this measure should be used. 
• Recall or sensitivity: this metrics value is useful for finding the maximum number of 
instances of class regardless of being falsely positive or not. 
• F1-measure: instead of investigating precision and recall, we can define a balanced 
parameter that is the harmonic mean of precision and recall. F1-Measure is useful to 





The results of sentiment classification show that in the Naïve Bayes method, the precision of the 
Positive class is 0.43. For Negative and Neutral classes, the precisions are 0.62 and 0.66, 
respectively.  These findings are consistent with the confusion matrix, and we realize that there 
is less accuracy for determining Positive classes. In the SVM method, the order is reversed: the 
accuracy for Positive, Negative, and Neutral classes, is 0.63, 0.60, and 0.59, respectively.  
Comparing these two methods shows that the overall accuracy in the SVM method is greater 
than the Naïve Bayes method; therefore, we can predict the Positive sentiments more 
accurately than the other sentiments. Because the sentiment classes are not balanced, and 
there are fewer cases for Neutral documents, the recall value of Neutral documents is much 
less than the other sentiments. (0.11). Since the classes are not balanced, we can use F-
measure to compare the results.  
As we expected, the F-measure values of the SVM method are greater than those in the Naïve 
Bayes method.  There is a small change in the metrics of sentiment classification, with and 
without additional features. But in HBM classification, the improvement of the model metrics and 
accuracy is significant. The accuracy of 0.286 increase to 0.391 by adding 20 topics as an extra 
model in HBM classification (Naïve Bayes method). The impact of 20 topic models in the SVM 
method is less than the Naïve Bayes method and is from 0.43 to 0.47. 
For investigating the reasons of misclassification, we extracted a table that shows the actual 






4.3.6 CONCLUSION AND FUTURE WORK 
In this study, we developed a dataset from Drugs.com, a healthcare forum, review posts 
regarding Suboxone, an opioid dependency treatment medication. We considered the task of 
determining the different aspects of sentiment expressed in sentences by patients treated with 
this specific medication. We followed a structured approach to ensure reliable and effective 
annotated data to support sentiment and HBM analysis. For the task of sentiment analysis, the 
sentences were classified to “positive”, “negative”, and “neutral” and with using only the words, 
bigrams, trigrams, and POS as features and SVM as a classifier, the F-measures of 65% on 
“positive”, 59% on “negative”, and 58% on “neutral” were obtained. Accordingly, for the task of 
HBM analysis, the sentences were classified into 5 classes: Threat (“TH”), Action (“AC”), Benefit 
(“BE”), Barrier (“BA”), and Other (“OT”). With the same set of features and classifier as before, 
the F-measure of 38% on “TH”, 55% on “AC”, 44% on “BE”, 43% on “BA”, and 33% on “OT” 
were achieved. 
The result of our statistical analysis shows a balanced distribution of positive (37%), negative 
(35%), and neutral (28%) labeling (Figure 9). As expected, the correlation between the 
sentiment and HBM labeling methods revealed these two methods provide bona fide 
classification. More than 80% of TH HBM labels were also labeled as sentiment negative is one 
instance of correlation shown in Figure 11. Another noteworthy statistical result is the 90% 





The statistical analysis revealed that there is a relation between the overall satisfaction reported 
by patients in review posts and the sentiment expressed in individual sentences. As a result, 
51% of the 7 and above ratings had positive sentiments in our classification.  
While including features such as bigrams, trigrams, POS in this study improved the accuracy of 
the prediction model, but it is less clear the benefit of adding additional semantic features. When 
additional features obtained from topic modeling were added as extra features for both training 
classifiers, it didn’t have any impact on sentiment classification, whereas the accuracy of HBM 
classification for Naïve Bayes classifier improved from 29% to 39% and SVM classifier from 
43% to 47%. 
In this study, we didn't use the sentence length as a feature; however, we can add this feature 
to investigate its effects in future work. For finding the optimum number of topics, a wide range 
of values should be tested. For each value of the topic number, the topics should be identified 
and manually added to the training set. The step for topic modeling is done by the Gensim 
package that internally calls the Mallet package that is written in Java. Later, the results will be 
added to existing features and analyzed by the LightSIDE program for training the model. With 
that in mind, we sense the lack of an integrated program written especially for this purpose to do 
the topic extraction and training model steps one after another without switching to separate 
programs.   
Another important missing part of our research is reducing the feature matrix by word 





onto a fixed dimension plane. Vector reduction can be made by using an ontology, a lexicon, 
and word embedding. Newer techniques require utilizing deep learning methods for sentiment 
classification. Then, the unsupervised classification results can be used as an extra feature to 
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6.1 APPENDIX A 
Annotation Guideline for Sentiment Analysis 
Concepts: 
For this study, our dataset is a collection of user reviews from Drugs.com about their 
experiences on opioid addiction treatments. We segmented the data into sentences to annotate. 
We will use 2 columns: the first one for annotation (label), and the second one for data 
(sentence to be annotated). Every sentence will be annotated as positive, negative, or neutral 
sentiments.  
Description of the labels: 
P (Positive): A sentence that shows a positive sentiment, reduction of side effect, satisfaction 
expressions, signs of hope, recommending to peers. 
Examples: 
 I am comfortable & happy. 
 Even cravings for alcohol are gone. 
Suboxone is a life saver. 





N (Negative): A sentence that describes a worsening experience, changing mood to a negative 
mood, using the drug for more than 3 years, pessimistic sentiment, negative feelings about the 
providers. 
Examples: 
 It changed my personality to be hostile and just angry. 
 I have been addicted to opiates, opioids or anything like it for the past 8-10 years. 
 Even after a week of not taking, the depression was getting worse and worse. 
 Totally trapped. 
 Montana has a shortage of suboxone doctors. 
R (Neutral):  A statement that contains a fact, user sharing a story, no positive or negative 
sentiment can be derived. 
Examples: 
 On the day of my induction I waited 24 hours from my last roxy dose and took a full strip. 
 I was taking up to 30 oxys a day for at least 6 months. 








P I am comfortable & happy. 
P Even cravings for alcohol are gone. 
P Suboxone is a life saver. 
P Just letting everyone know there is a light at the end of this tunnel. 
N It changed my personality to be hostile and just angry. 
N I have been addicted to opiates, opioids or anything like it for the past 8-
10 years. 
N Even after a week of not taking, the depression was getting worse and 
worse. 
N Totally trapped. 
N Montana has a shortage of suboxone doctors. 
R On the day of my induction I waited 24 hours from my last roxy dose and 
took a full strip. 
R I was taking up to 30 oxys a day for at least 6 months. 
R Kadian, for my chronic pain syndrome, degenerative disc disease, knee, 






6.2 APPENDIX B 
 
Annotation Guidelines for Reviews of Health Treatment and Decision Making 
Data Science and Artificial Intelligence Lab 
UW – Milwaukee 
2019/08/01 
 
This annotation project is a part of an overall project whose aim is to create an annotated 
corpus related to decision making about treatments for Substance Use Disorders, with 
emphasis on opioids (OUD) where the health history includes chronic pain. The purpose of this 
collection is to help create evidence-based, noncommercial tools or reports of aggregated 
findings that illustrate the types of concerns and relevant context or social factors that affect 
decision-making from the perspective of a patient with relevant experience. 
Examples of opioids prescribed for pain include: Codeine, Fentanyl (Duragesic, Lazanda), 
Hydrocodone (Norco and Vicodin), Hydromorphone (Dilaudid), Meperidine (Demerol), 
Methadone, Morphine, Oxycodone and variants (Oxycontin, Endocet, Roxicodone, 






As a resource on the patients' perspective, we are creating a dataset of sentence-level 
annotations of social media texts from the perspective of the Health Belief Model [1], a 
long=standing framework for understanding health behaviors. Following [2], we have combined 
some variables to simplify coding. Here, we also add a few categories related to sentence 
syntax (negation and conditionals) to help automated processing. 
For our manual annotation, we will use Excel spreadsheets or CSV files to annotate the data. 
Data will be in two columns (see Table 1). Column 2 ("Data") will contain the data, usually a 
sentence, to be annotated. This data will have been divided sequentially into "sentences" by an 
automatic process, so the boundaries are not perfect. 
Annotation Data 
TH "I've been hooked on oxy for over 2 years now. 
AC Started off taking the 10s here and there. 
AC Than I was taking them twice a day. 
AC; BA My dealer didn't have 10mg, so I bought 30mg. 
OT It was downhill from there. 
TH At my worst l was popping 10-12 30mg a day. 





TH My life revolved around those pills. 
TH I couldn't go anywhere do anything without them. 
AC; NBA I finally got the courage to go see a Dr. 
 
Table 1. Some sample annotations. 
Use column 1 ("Annotation") to give sentences one or more labels. The first label should be the 
one you intuitively feel is the best fit, followed by alternative or additional labels for complex 
sentences, such as those involving negation (NAC, NTH), or for multi-clause sentences 
separated by ";". Labels will be one of: TH, BA, BE, AC, OT or a variant (NTH, CTH, NAC, CAC, 
etc.) as defined below.  (The last page includes additional examples.) 
Definitions for each tag used: 
TH ("threat") 
Threats are problems, including health conditions (injuries or disease) or treatments that led to 
problems or increased one's risk of them, as experienced by the writer. Threats include 
sentences about the severity or intensity of their health problem or side effect of treatment (e.g. 
pain, adverse drug reaction) or susceptibility or duration of a health problem. Sometimes this is 





or dependency, such as "I was taking 300mg of Percocet a day." as in this context, dependency 
and addiction are bad. 
 Threats also include one-time problems that led to immediate action.1 Some sentences may 
talk about behaviors that the writer did over time. If they describe activities that one generally 
would perceive as bad (e.g. such as needing to take more medicine than a normal dose, or for a 
more than normal duration), then code these as just TH, and not AC or a combination of TH and 
AC.  Indicators of being over time include verbs ending in "ing" and phrases that mention a span 
of time (e.g. for 6 months). 
       Special cases:  
                  NTH   - a negated threat, such as "removes pain" or "is not addictive"; this is often 
used as a secondary label where the primary label is Benefit, as the overall outcome is positive. 
                  CTH – a conditional threat, such as stating a circumstance in which a threat would 









Barriers are things that prevent one from taking some health-related action. They include 
sentences talking about: Reasons a person gave for avoiding or stopping treatment, care, 
advice, etc., which might include cost, lack of transportation, burdensome time commitments, or 
fear (of what people think of failure or that a treatment was not helpful). Some barriers are 
implied, such as running out of a medication, where the implication is that one lacked money, 
time, or there was no open pharmacy, so the medication could not be refilled. 
 Special case:  NBA   - elimination of a barrier, e.g. "no longer afraid" or "overcame fear" 
or "was given a prescription". 
 
AC ("action") 
Actions are physical or mental health-related behaviors or decisions taken by the writer, such as 
seeing a doctor, talking to a friend, asking for help, or choosing to take or change medication.    
Some sentences may talk about behaviors that the writer did over time. If they describe 
activities that one generally would perceive as bad (e.g. such as needing to take more medicine 
than a normal dose, or for a more than normal duration), then code these as just TH, and not 
AC or a combination of TH and AC.  Indicators of being over time include verbs ending in "ing" 
and phrases that mention a span of time (e.g. for 6 months). 







Benefits are positive outcomes noted by the writer that resulted from their action (or they believe 
might result from an action). An example is a Relief from a health problem or its symptoms (e.g. 
sleeping better, eating better, feeling mentally alert or happy). 
Special case: CBE – a conditional benefit, such as the Z in "if you do X in some circumstance Y, 
a (good) Z will happen".   
 
OT ("other") 
A sentence that does not fit any of the above, such as complaints, warnings, or 




AC "After two years and slow taper. 
BA After Christmas the 26 I ran out of the last little piece. 





TH Never slept all night for 15 days of RLS was the worst. 
TH Still not normal. 
BE;CBE The stuff worked wonders until its gone and out. 
NAC;CTH Never again taking this the wd's aren't worth it." 
BE;NTH "Suboxone helped remove the shame of opioid dependence. 
BE;NTH I learned it's not a character defect to become dependent on a prescription. 
OT Its chemistry. 
TH 
Stopping the Opana ER (hydromorphone) didn't remove the pain from joint  
replacement. 
TH 
Became dependent on OPANA ER, which was removed from the market by FDA  
request (too addicting). 
BE Suboxone was a huge success. 
BE;NTH It also helps treat residual pain from joint replacement. 
BE If I ever choose to stop it, there is a procedure for reducing mg slowly. 





compared to withdrawal from most common opioids." 
BE;NTH "Suboxone stopped my addiction & drug use *dead in its tracks*. 
BE;NTH There was no withdrawal at all. 
BE;NTH 
Now, 4 months into the maintenance phase, the daily Suboxone dose totally prevents  
cravings. 
BE;NTH Even cravings for alcohol are gone. 
BE I am comfortable & happy. 
CTH 
BUT, is extremely important to be on the right dose of it, AND then to adhere to the  
dosing exactly as prescribed -- with no fooling around. 
CTH 
It seems that some people play games with it (snorting it, taking it rectally, alternative  
ways of taking it rather than under the tongue) and then complain that Suboxone was  
a catastrophe. 
OT Well, no wonder it was, in those cases. 
BE But it has helped make *major* positive changes in my life. 
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6.3 APPENDIX C 
Evaluation Results 
 
Table A8, The performance of Naïve Bayes and SVM classifiers for sentiment prediction without additional features 
Class 
Classifier 
Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Positive 0.43 0.90 0.58 0.63 0.67 0.65 
Negative 0.62 0.32 0.42 0.60 0.58 0.59 
Neutral 0.66 0.13 0.22 0.59 0.57 0.58 
Naïve Bayes accuracy = 0.4796,   SVM accuracy = 0.6122 
 




Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 





Negative 0.63 0.33 0.44 0.62 0.59 0.60 
Neutral 0.65 0.12 0.20 0.59 0.56 0.57 
Naïve Bayes accuracy = 0.48,   SVM accuracy = 0.61 




Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Positive 0.43 0.89 0.58 0.63 0.68 0.65 
Negative 0.62 0.34 0.44 0.61 0.57 0.59 
Neutral 0.63 0.12 0.19 0.58 0.57 0.58 
Naïve Bayes accuracy = 0.48,   SVM accuracy = 0.61 
 
 
Table A11, The performance of Naïve Bayes and SVM classifiers for sentiment prediction with 15 topic models as 
additional features 
Class Classifier 
Naïve Bayes SVM 





Positive 0.44 0.91 0.59 0.63 0.68 0.66 
Negative 0.62 0.33 0.43 0.59 0.56 0.58 
Neutral 0.66 0.14 0.23 0.59 0.57 0.58 
Naïve Bayes accuracy = 0.487,   SVM accuracy = 0.608 
 




Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Positive 0.43 0.90 0.59 0.64 0.67 0.65 
Negative 0.64 0.34 0.44 0.60 0.57 0.58 
Neutral 0.66 0.13 0.21 0.59 0.59 0.59 
Naïve Bayes accuracy = 0.484,   SVM accuracy = 0.6122 
 
 








Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Positive 0.43 0.89 0.58 0.63 0.68 0.65 
Negative 0.62 0.34 0.44 0.61 0.58 0.59 
Neutral 0.64 0.12 0.20 0.60 0.56 0.58 




Table A14, The performance of Naïve Bayes and SVM classifiers for sentiment prediction with 30 topic models as 
additional features 
Class Classifier 
Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 





Negative 0.61 0.33 0.43 0.61 0.58 0.59 
Neutral 0.62 0.11 0.18 0.58 0.55 0.56 
Naïve Bayes accuracy = 0.4722,   SVM accuracy = 0.6095 
 
 




Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Positive 0.43 0.90 0.58 0.60 0.66 0.63 
Negative 0.62 0.33 0.43 0.59 0.56 0.57 
Neutral 0.64 0.12 0.20 0.57 0.54 0.55 







Table A16, The performance of Naïve Bayes and SVM classifiers for HBM prediction without additional features 
Class 
Classifier 
Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Threat (TH) - 0.00 - 0.45 0.32 0.38 
Action (AC) 0.53 0.30 0.38 0.59 0.52 0.55 
Benefit (BE) 0.29 0.74 0.42 0.39 0.50 0.44 
Barrier (BA) 0.33 0.26 0.29 0.44 0.42 0.43 
Other (OT) 0.00 0.00 - 0.33 0.32 0.33 
Naïve Bayes accuracy = 0.2860,   SVM accuracy = 0.4326 
 




Naïve Bayes SVM 





Threat (TH) 0.44 0.19 0.27 0.46 0.27 0.34 
Action (AC) 0.52 0.46 0.49 0.57 0.54 0.55 
Benefit (BE) 0.35 0.59 0.44 0.37 0.50 0.42 
Barrier (BA) 0.35 0.39 0.37 0.44 0.42 0.43 
Other (OT) 0.40 0.12 0.19 0.31 0.28 0.29 
Naïve Bayes accuracy = 0.3907,   SVM accuracy = 0.4209 
 




Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Threat (TH) 0.41 0.19 0.26 0.53 0.37 0.44 
Action (AC) 0.55 0.44 0.49 0.59 0.56 0.58 
Benefit (BE) 0.35 0.58 0.44 0.39 0.50 0.44 





Other (OT) 0.29 0.11 0.16 0.31 0.26 0.29 










Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Threat (TH) 0.40 0.16 0.23 0.51 0.34 0.41 
Action (AC) 0.51 0.43 0.46 0.58 0.56 0.57 
Benefit (BE) 0.35 0.58 0.43 0.40 0.50 0.44 
Barrier (BA) 0.34 0.39 0.37 0.44 0.44 0.44 
Other (OT) 0.36 0.12 0.18 0.38 0.35 0.37 
Naïve Bayes accuracy = 0.3767,   SVM accuracy = 0.4512 
 









Precision Recall F-measure Precision Recall F-measure 
Threat (TH) 0.46 0.21 0.29 0.53 0.39 0.45 
Action (AC) 0.54 0.43 0.48 0.59 0.56 0.58 
Benefit (BE) 0.36 0.61 0.45 0.41 0.51 0.46 
Barrier (BA) 0.34 0.39 0.37 0.46 0.50 0.48 
Other (OT) 0.35 0.12 0.18 0.40 0.31 0.35 
Naïve Bayes accuracy = 0.3907,   SVM accuracy = 0.4698 
 
 




Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Threat (TH) 0.38 0.18 0.24 0.53 0.40 0.46 





Benefit (BE) 0.35 0.56 0.43 0.42 0.53 0.47 
Barrier (BA) 0.36 0.42 0.39 0.39 0.38 0.39 
Other (OT) 0.36 0.14 0.20 0.33 0.28 0.30 










Naïve Bayes SVM 
Precision Recall F-measure Precision Recall F-measure 
Threat (TH) 0.45 0.24 0.32 0.47 0.34 0.39 
Action (AC) 0.52 0.40 0.46 0.59 0.55 0.57 
Benefit (BE) 0.34 0.57 0.43 0.41 0.49 0.44 
Barrier (BA) 0.35 0.38 0.37 0.45 0.46 0.46 
Other (OT) 0.35 0.12 0.18 0.35 0.34 0.34 
Naïve Bayes accuracy = 0.3791,   SVM accuracy = 0.4488 
 
 









Precision Recall F-measure Precision Recall F-measure 
Threat (TH) 0.44 0.19 0.27 0.46 0.29 0.36 
Action (AC) 0.47 0.42 0.44 0.59 0.52 0.56 
Benefit (BE) 0.36 0.62 0.46 0.38 0.48 0.43 
Barrier (BA) 0.37 0.38 0.38 0.44 0.50 0.47 
Other (OT) 0.45 0.15 0.23 0.40 0.34 0.37 
Naïve Bayes accuracy = 0.393,   SVM accuracy = 0.4442 
 
 
