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Abstract The principle called information causality
has been used to deduce Tsirelson’s bound. In this pa-
per we derive information causality from monotonic-
ity of divergence and relate it to more basic principles
related to measurements on thermodynamic systems.
This principle is more fundamental in the sense that
it can be formulated for both unipartite systems and
multipartite systems while information causality is only
defined for multipartite systems. Thermodynamic suffi-
ciency is a strong condition that put severe restrictions
to shape of the state space to an extend that we conjec-
ture that under very weak regularity conditions it can
be used to deduce the complex Hilbert space formal-
ism of quantum theory. Since the notion of sufficiency
is relevant for all convex optimization problems there
are many examples where it does not apply.
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information causality · thermodynamic sufficiency
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1 Introduction
Entanglement is a resource that may allow agents to
solve certain game problems in a more efficient way
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than what is possible without entanglement. Such tasks
could be solved even more efficiently if the agents had
access to a fictive resource called PR-boxes. Such boxes
cannot be used for signaling, but they can create cor-
relations that are stronger than the correlations that
can be created using entanglement. To be more precise,
all quantum mechanical correlations satisfy Tsirelson’s
bound while PR-boxes can violate Tsirelson’s bound.
The goal is to explain Tsirelson’s bound and other
bounds on correlations from more basic physical princi-
ples. One such principle is called information causality,
and it may be formulated as “one bit of communication
cannot create more than one bit of correlation”. In [16]
this principle was introduced and it was proved that it
can be used to derive Tsirelson’s bound. In [16] infor-
mation causality was formulated and derived from the
existence of the function conditional mutual informa-
tion that is assumed to satisfy some basic properties.
In [17] two ways of defining entropy were specified, and
they were used to formulate the principle of information
causality.
In this paper use properties of Bregman divergences
rather than entropy or mutual information as the ba-
sic principle. These divergences have several advantages
compared with entropy and mutual information.
To each convex optimization problem one can asso-
ciate a Bregman divergence. If the optimization prob-
lem is energy extraction in thermodynamics the Breg-
man divergence is proportional to quantum relative en-
tropy that has some very desirable properties. These
properties may be violated if one looks at different op-
timization problems. Therefore one may ask what is
so special about energy extraction in thermodynamics,
but this important problem will not be covered in the
present paper. One advantage of studying divergence
(and entropy) rather than conditional mutual informa-
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tion is that divergence and its properties can be studied
for unipartite systems while conditional mutual infor-
mation only makes sense for multipartite systems. This
is important because we do not have a canonical way
of forming product spaces in generalized probabilistic
theories. Bregman divergences with nice properties can
be defined on Jordan algebras and the existence of a
nice Bregman divergence rule out most other convex
bodies as potential state spaces. Finally, both entropy
and conditional mutual information may be considered
as derived concepts based on divergence. This aspect
will be the focus of the present paper.
The paper is organized as follows. In Section 2 we
specify concepts like state space and measurement and
we fix notation. Jordan algebras and their most impor-
tant properties are described in Section 3. In Section 4 it
is proved that several different ways of defining entropy
coincide for Jordan algebras. Bregman divergences and
their relation to optimization are described in Section
5. Several conditions related to the notion of sufficiency
are defined. For Jordan algebras these conditions are
equivalent and the Bregman divergence is generated by
the entropy function. In Section 6 we define conditional
mutual information based on a Bregman divergence and
we demonstrate that the conditional mutual informa-
tion has the properties that are needed for information
causality to be satisfied. We conclude with Section 7 we
summarize our results and state some open problems.
2 State spaces
Let P denote a set of preparations of a physical experi-
ment. A mixed preparation is a formal mixture
∑
si ·pi
where pi are preparations and (si)i is a probability vec-
tor. The mixture
∑
si ·pi is identified with the prepara-
tion where pi is chosen with probability si. A measure-
ment m maps each preparation in P into a probability
measure on the set of possible outcomes of the exper-
iment. We assume that m(
∑
si · pi) =
∑
si · m (pi) .
Let M denote the set of measurements that can be
performed by an observer (or a group of observers). If
m (p1) = m (p2) for all measurements m ∈ M then we
say that p1 and p2 represent the same state. The set of
states is called the state space, and with this Bayesian
definition of a state the state space will depend on the
set of feasible measurements. In particular, the state
spaces of two different observers may be different be-
cause they may have different sets of measurements. A
group of observers may have a different state space than
any of the individual observers because the set of joint
measurements may be larger than the set of measure-
ments that can be performed by any of the individual
observers.
For simplicity we will assume that the state spaces
are convex bodies Ω, i.e. convex compact sets spanned
by finitely many elements. The extreme point are called
pure states. Any convex body can be embedded in the
pointed cone Ω+ consisting of formal products t · σ
where σ is a state and t is a positive real number called
the trace of t · σ. The notation is tr (t · σ) = t. The
elements in the cone are called positive operators or
un-normalized states. The cone is called the state cone.
Positive elements can be added by
t1 · σ1 + t2 · σ2 = (t1 + t2) ·
(
t1
t1 + t2
σ1 +
t2
t1 + t2
σ2
)
.
The state cone spans a partially ordered vector space VΩ
and the trace extends linearly to VΩ. Thus, the states
may be considered as positive elements of an ordered
vector space with trace 1.
Let m ∈ M denote a measurement with values v
in some set V . If σ is a state then the measurement is
given by a probability measure m (σ) over V . Thus for
each v ∈ V we have a probability m (σ) (v) ∈ [0, 1] .
For each v the measurement m maps Ω into [0, 1] and
such a mapping is called a test and it is an element in
Ω∗+ , i.e. the dual cone of the positive elements. In the
literature on generalized probabilistic theories a test is
often called an effect, but in this paper it is called a
test, which is the well established in the statistical lit-
erature. The test that maps x ∈ VΩ into λtr (x) will
be denoted λ. In particular the test 1 maps Ω into 1.
Since the total probability of a measurement is 1 we
have
∑
vm (·) (v) = 1. A measurement can be repre-
sented as a test valued measure. In the Hilbert space
formalism the tests are given by positive operators and
the measurements are given by positive operator val-
ued measures (POVM). We say that two states ρ and σ
are mutually singular if there exists a test φ such that
φ (ρ) = 0 and φ (σ) = 1.
Let m1,m2 ∈ M with values in V1 and V2. If M :
V1 → V2 is some map such that
m2 (·) (v2) =
∑
v1:M(v1)=v2
m1 (·) (v1)
then the measurement m1 is at least as informative
about the state as m2, and m1 is called a fine-graining
of m2. If
m2 (·) (v2) ∝ m1 (·) (v1)
for all values v1 for which M (v1) = v2, then the fine-
graining is said to be trivial. A measurement is fine-
grained if all fine-grainings are trivial. Note that a mea-
surement m is fine grained if all tests m (·) (v) lie on
extreme rays of Ω∗+. Therefore any measurement has a
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fine-graining that is fine grained when the state space
Ω is a convex body.
Let Ω1 and Ω2 denote two state spaces. An affine
mapΦ : Ω1 → Ω2 is called and affinity. Let S : Ω1 → Ω2
and R : Ω2 → Ω1 denote affinities. If R ◦ S = idΩ1then
S is called a section and R is called a retraction. A
frame is a section S : Ω1 → Ω2 where Ω1 is a simplex.
Let Ω denote the state space of a group of observers.
The set of measurements MA of a single observer Al-
ice is a subset of the set of all measurements M of
the whole group of observers. Therefore the there is
a surjective affinity EA : Ω → ΩA. Assume that Al-
ice and Bob are observers that can perform measure-
ments independently. Further assume that the choice
of measurement made by Alice does not influence the
outcome of a measurement made by Bob and that a
choice of measurement made by Bob does not influence
the outcome of a measurement made by Alice. This is
called the no-signaling condition. If Alice performs the
measurement mA and Bob performs the measurement
mB, then the joint measurement is denoted mA ⊗mB.
Further assume that Alice and Bob can communicate.
Then Alice and Bob can perform any measurement of
the form
∑
si ·mA⊗mB. If Alice and Bob together can
only perform measurements of the form
∑
si ·mA⊗mB
their joint state space is a subset of VΩA⊗VΩB . Assume
further that Alice and Bob can prepare states individu-
ally. If Alice prepares the state σA and Bob prepares the
state σB then their joints state is σA⊗σB ∈ VΩA⊗VΩB .
The convex hull of {σA ⊗ σB|σA ∈ ΩA and σB ∈ ΩB}
is denoted ΩA⊗minΩB and the elements are called sep-
arable states. We assume that ΩA ⊗min ΩB ⊆ Ω.
3 Jordan algebras
Here we will recall some fact and concepts related to
Jordan algebras. A more detailed exposition can be
found in [14,2]. In the Hilbert space formalism of quan-
tum physics the states are represented as density ma-
trices on a complex Hilbert space. Classical probabil-
ity distributions can be identified with density matrices
that are diagonal. In the set of self adjoint matrices one
may define a product • by
A •B =
1
2
(AB +BA) .
This product makes the set of Hermitean matrices into
an algebra over the real numbers and the product •
satisfies
A • (B • (A •A)) = (A •B) • (A •A) . (1)
With this equation fulfilled it is possible to define An =
A •A • . . . •A without specifying where the parenthesis
have to be placed. Further we have that∑
i
A2i = 0 (2)
if and only if Ai = 0 for all i. The dimension of the al-
gebra is defined as the dimension of the Jordan algebra
as a real vector space. A finite dimensional algebra over
the real numbers with a product • satisfying the prop-
erties (1) and (2) is called an Euclidean Jordan algebra.
Elements in an Euclidean Jordan algebra of the form
A • A are called positive elements and they form a
pointed cone. Further, an Euclidean Jordan algebra has
a trace tr that maps positive elements into positive
numbers and such
tr ((A •B) • C) = tr (A • (B • C)) .
A state in a Jordan algebra is a positive element of trace
1. The rank of a Jordan algebra is the Caratheodory
rank of the state space of algebra. An Euclidean Jordan
algebra has an inner product defined by
〈A,B〉 = tr (A •B) .
With this inner product the positive cone becomes self
dual.
An element E of a Jordan algebra is idempotent if
E2 = E. Elements A and B are orthogonal if A•B = 0.
With these definitions any element A has a spectral
decomposition
A =
∑
λiEi
where Ei are orthogonal idempotent. If the spectral val-
ues λi are different, the decomposition is unique. There-
fore one can define
f (A) =
∑
f (λi)Ei .
The associative Euclidean Jordan algebras corre-
spond to classical probability theory, where the state
space is a simplex. Any Euclidean Jordan algebra J
can be written as a direct sum
⊕
Ji of Jordan algebras
where each of the Jordan algebras Ji is simple. The
simple Euclidean Jordan algebras belong to one of the
the following five types.
– Mn (R) Real valued Hermitean n× n matrices.
– Mn (C) Complex valued Hermitean n× n matrices.
– Mn (H) Quaternionic valued Hermitean n × n ma-
trices.
– M3 (O) Octonionic valued Hermitean 3×3matrices.
– Jspin (d) Spin factors where the state space has the
shape of a d-dimensional solid ball.
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The Jordan algebra M3 (O) is called the exceptional
Jordan algebra and Jordan algebras that does not con-
tain such an exceptional component are called special
Jordan algebras. All special Jordan algebras appear as
sections of Mn (C) for some value of n. In this sense all
special Jordan algebras have representations as physical
systems. If a section of the set of complex valued Her-
mitean matrices is required to be completely positive
then the section can be represented as a set of complex
valued Hermitean matrices.
It is an important question why exactly the com-
plex valued Hermitean matrices are so good in modeling
quantum physics compared with the other simple Jor-
dan algebras. Actually Adler has attempted to model
quantum theory using quaternions [1], and there have
been a number of attempts to let the exceptional Jordan
algebra play an active role in modeling physics [6,13].
One important property that single out the complex
valued Hermitean matrices is that there is a canonical
tensor product construction within the category of com-
plex valued Hermitean matrices with completely posi-
tive maps as morphisms [3].
Example 1 Assume that the whole state space Ω can be
represented as real non-negative definite 4× 4 matrices
with trace 1. The dimension of this state space is 9. Let
A and B denote a 2× 2 real Hermitean matrices. Then
A⊗B can embedded in Ω as(
a11 a12
a21 a22
)
⊗
(
b11 b12
b21 b22
)
=


a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b12
a21b21 a21b22 a22b21 a22b22

 .
The vector space of Hermitean 2 × 2 matrices has di-
mension 3. Therefore the tensor product has dimension
9. Hence the set of tensors with trace 1 has dimen-
sion 8, so it has a lower dimension than set of states
on the whole space. Therefore there are joint states on
the whole space that cannot be distinguished by local
measurements. Hence the tomography condition is not
fulfilled.
There are a number of ways to characterize Jordan al-
gebras. Above we have defined the Jordan algebras al-
gebraically. A classic result is that a real vector space
with a self-dual homogeneous cone can be represented
as a Jordan algebra [11]. A new result is that a state
space that is spectral and where any pair of frames can
be mapped into each other, can be represented by a
Jordan algebra [4].
For Jordan algebras it is possible to define a well-
behaved entropy function and an associated divergence
function. In [10] it was proved that if a state space has
rank 2 and it has a monotone Bregman divergence then
it can be represented as a Jordan algebra (spin fac-
tor). Similar representation theorems for state spaces
of higher rank are not yet available, so in this paper we
focus on other consequences of the existence of entropy
function or Bregman divergences.
4 Entropy in Jordan algebras
In generalized probabilistic theories there are two ways
of defining entropy [17]. The decomposition entropy of
a state σ is given by
H˘ (σ) = inf∑
pi·σi=σ
H ((pi)i) .
Here the infimum is taken over all mixtures
∑
pi·σi = σ
where σi are pure states andH ((pi)i) denotes the Shan-
non entropy of the probability vector (pi)i. Versions of
this definition can also be found in [8], but they dates
back to [18]. Note that the definition of spectral entropy
in [12] is closely related but slightly different.
Following [17] one can define the fine grained en-
tropy of a state in a generalized probabilistic theory by
Hˆ (σ) = inf
m
H (m (σ))
where the infimum has been taken over all fine grained
measurements m on Ω. This fine grained entropy is a
strictly concave function.
Lemma 1 If the state space Ω is spectral a decomposi-
tion that minimizes the decomposition entropy is spec-
tral.
Proof This was essentially proved in [8] although the
terminology regarding spectrality was slightly different.
⊓⊔
Theorem 1 If the state space Ω is spectral then for
any state σ the following inequality holds
Hˆ (σ) ≤ H˘ (σ) .
Proof Let σ =
∑
piσi be a decomposition of σ where
the states σi are pure. To this decomposition there cor-
responds a measurement m such that
m (σ) (i) = pi .
Since this measurement is fine grained we have
Hˆ (σ) ≤ H (m (σ)) = H ((pi)i) .
Therefore
Hˆ (σ) ≤ inf∑
piσi=σ
H ((pi)i) = H˘ (σ) .
⊓⊔
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Theorem 2 If the state space Ω is spectral and the
cone Ω+ is self dual then
Hˆ (σ) = H˘ (σ) = - 〈σ, ln (σ)〉 . (3)
Proof Let M denote a fine grained measurement. The
measurement is given by a positive test valued measure,
i.e. there exists ρj ≥ 0 such that
∑
ρj = 1 and such that
M (ρ) (j) = 〈ρj , ρ〉 .
Since the measurement is fine grained ρj must be states.
Thus,
M (σ) (j) = 〈ρj , σ〉 =
〈
ρj ,
∑
i
piσi
〉
=
∑
i
pi 〈ρj , σi〉 .
If σ˜ is the state
∑
i
1
r
·σi then
M (σ˜) =
〈
ρj ,
∑
i
1
r
· σi
〉
j
=
1
r
〈ρj , 1〉j =
1
r
.
the Markov kernel (pi)i →
∑
i pi 〈ρj , σi〉j maps the
uniform distribution
(
1
r
)
i
into the uniform distribution(
1
r
)
i
, i.e. the Markov kernel is bi-stochastic. Since bi-
stochastic Markov kernels increase entropy we have
H (M (σ)) = H
(
〈ρj , σ〉j
)
≥ H ((pi)i) = - 〈σ, ln (σ)〉 .
Therefore
- 〈σ, ln (σ)〉 ≤ Hˆ (σ) . (4)
Now the result is obtained by combining Lemma 1 and
Theorem 1 with inequality (4).
Definition 1 The entropy H of a state σ in a Jordan
algebra is given as the common value of any of the ex-
pressions given in Equation (3).
Corollary 1 In a finite Euclidean Jordan algebra the
entropy - 〈σ, ln (σ)〉 is a concave function.
Proof Concavity ofH follows because H equals the fine
grained entropy and the fine grained entropy is concave
[17]. ⊓⊔
Concavity of the entropy function H on Jordan al-
gebras was proved in [8] with a more involved proof.
5 Bregman divergences and sufficiency
conditions
We consider a optimization problem where we want to
optimize some quantity defined on the state space. In
thermodynamics the goal is typically to extract energy
from the system by some feasible interaction with the
system. Our approach makes sense for any convex op-
timization problem and in principle the function may
represent other objectives such as the amount of money
one may obtained by trading or the code length that is
obtained after using a certain data compression proce-
dure. Various examples of such optimization problems
are given in [7]. In this paper the objective function will
be energy.
Assume that the system is in state ρ ∈ Ω and that
we apply some action a from a set of feasible actions A.
Then the mean energy that we extract will be denoted
〈a, ρ〉
and it is an affine function of the state ρ. An action a
will be identified with this function ρ → 〈a, ρ〉 so that
the actions are considered as elements in the dual space
of the state space. We can define the free energy of state
ρ as
F (ρ) = sup
a∈A
〈a, ρ〉 .
In thermodynamics Helmholz free energy is given as
F = U − TS so that the free energy is an affine func-
tion minus a term that is proportional to the entropy
function. Then F is a convex function of ρ. The regret
of doing action a if the state is ρ is defined as
DF (ρ, a) = F (ρ)− 〈a, ρ〉 .
The interpretation of the regret function is as follows.
Assume that the system is in state ρ but one uses a sub-
optimal action a. Then the regret measures the differ-
ence between the energy that one could have extracted
F (ρ) and the energy that one extracts using action a.
For simplicity we will assume that F is differentiable so
that to each state ρ there exists a unique action aρ such
that F (ρ) = 〈a, ρ〉 . For states ρ, σ ∈ Ω the Bregman
divergence is defined as
DF (ρ, σ) = DF (ρ, aσ) .
It measures the regret of acting as if the state were σ if
it actually is ρ. The Bregman divergence is given by
DF (ρ, σ) =
F (ρ)−
(
F (σ) +
d
dt
F ((1− t)σ + tρ)|t=0
)
.
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The formula for the Bregman divergence is often writ-
ten in terms of the gradient.
DF (ρ, σ) = F (ρ)− (F (σ) + 〈∇F (σ)| ρ− σ〉) .
Proposition 1 ([8, Lemma 17]) For Hermitean ma-
trices A and B we have
d
dt
(tr (f (A+ tB)))|t=0 = 〈f
′ (A) , B〉 .
Example 2 Assume that the state space can be repre-
sented as a state space of a Jordan algebra. Let F (σ) =
〈σ, ln (σ)〉 denote the negative of the entropy. The Breg-
man divergence corresponding to F can be computed
as
DF (ρ, σ) = F (ρ)−
{
F (σ) +
d
dt
F ((1− t)σ + tρ)|t=0
}
= 〈ρ, ln (ρ)〉
− {〈σ, ln (σ)〉+ 〈ln (σ) + 1, ρ− σ〉}
= 〈ρ, ln (ρ)− ln (σ)〉 − tr (ρ− σ) .
(5)
We call this quantity the information divergence
and denote it asD (ρ‖σ). Note that the last term vanish
if ρ and σ are states. If the Jordan algebra is associative
we get Kulback-Leibler divergence given by
D (P‖Q) =
∑
pi ln
pi
qi
.
If the Jordan algebra is a C∗-algebra F is minus the von
Neumann entropy the information divergence equals
quantum information divergence (quantum relative en-
tropy) given by
D (ρ‖σ) = tr (ρ (ln ρ− lnσ)) .
There are a number of conditions that some regret func-
tions and Bregman divergences may have.
Definition 2 The Bregman divergence DF is mono-
tone if DF (Φ (ρ) ,Φ (σ)) ≤ DF (ρ, σ) for any affinity
Φ : Ω→ Ω.
We note that monotonicity is associated with the de-
crease of free energy for a closed thermodynamic sys-
tem. It is possible to define the regret DF (ρ, σ) even if
the function F is not differentiable, but if such a regret
function is monotone then F is automatically differen-
tiable [7]. In the rest of this paper we shall focus entirely
on the case when F is differentiable and the regret be-
tween states is given by the Bregman divergence.
Theorem 3 Information divergence is monotone on
special Jordan algebras.
Proof Let Ω denote the state space of a special Jordan
algebra. Then there exists a section S : Ω → Mn (C)
1
+
with a corresponding retraction R : Mn (C)
1
+ → Ω. Let
Φ : Ω → Ω denote some affinity. Then S ◦ Φ ◦ R is an
affinity Mn (C)
1
+ →Mn (C)
1
+. Then
D (Φ (ρ)‖Φ (σ)) = D (S (Φ (ρ))‖S (Φ (σ)))
= D ( (S ◦ Φ ◦R) (S (ρ))‖ (S ◦ Φ ◦R) (S (σ)))
≤ D (S (ρ)‖S (σ)) = D (ρ‖σ) .
Here we have used that information divergence is mono-
tone on Mn (C)
1
+ [15]. ⊓⊔
It is not known if information divergence is mono-
tone on the exceptional Jordan algebra. Let ρθ denote a
family of states and let Φ denote an affinity Φ : Ω→ Ω.
Then Φ is said to be sufficient for ρθ if there exists
a recovery map Ψ : Ω → Ω, i.e. an affinity such that
Ψ(Φ (ρθ)) = ρθ.
Definition 3 A Bregman divergenceDF is said to sat-
isfy sufficiency if DF (Φ (ρ) ,Φ (σ)) = DF (ρ, σ) when-
ever Φ is sufficient for ρ, σ.
It is easy to prove that monotonicity implies sufficiency.
Further it is easy to prove that sufficiency implies the
property called statistical locality as defined below.
Definition 4 A Bregman divergence DF satisfies sta-
tistical locality if ρ⊥σi implies
DF (ρ, (1− t) · ρ+ t · σ1) = DF (ρ, (1− t) · ρ+ t · σ2) .
Proposition 2 In an Euclidean Jordan algebra Infor-
mation divergence satisfies statistical locality.
Proof Assume that ρ, σ1, and σ2 are states and that
ρ⊥σi. Then
D (ρ ‖(1− t) · ρ+ t · σ1 ) = 〈ρ, ln (ρ)
− ln ((1− t) · ρ+ t · σ1)〉
= 〈ρ, ln (ρ)− ln ((1− t) · ρ)〉
= - ln (1− t) .
⊓⊔
Theorem 4 If the state space Ω can be represented as
the state space of a Jordan algebra of rank at least 3
then a statistically local Bregman divergence DF is pro-
portional to information divergence given by Equation
(5). There exists a constant c > 0 such that the function
F equals c · 〈ρ, ln ρ〉 plus an affine function on Ω.
Proof The theorem was proved for finite C∗-algebras in
[7], but the proof is the same for more general Jordan
algebras. ⊓⊔
The theorem implies under certain conditions the
following conditions are equivalent
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– Monotonicity,
– Sufficiency
– Statistical locality
– The Bregman divergence is proportional to informa-
tion divergence.
– The objective function F is proportional to entropy
plus an affine function.
If the state space has rank 2 these conditions are not
equivalent and this special case was studied in great
detail in [10].
6 Information causality
Consider a bipartite system with Alice and Bob as ob-
servers. We assume the no-signaling condition and lo-
cal tomography are fulfilled so that a joint state can
be described as an element in the tensor product of lo-
cal vector spaces. Let UA and Ub denote order units of
Alice and Bob.
Let F denote some payoff function on a joint system
with regret function DF .We will assume that the regret
function DF satisfies monotonicity. Then F is differen-
tiable and DF is a Bregman divergence. Therefore DF
is given by
DF (ρ, σ) = F (ρ)− (F (σ) + 〈∇F (σ)| ρ− σ〉) .
The following proposition is well-known if the affine
combination is a convex combination.
Proposition 3 If
∑
i ti = 1 and the affine combina-
tion ρ¯ =
∑
i ti · ρi is a state then the Bregman identity
holds:∑
i
ti ·DF (ρi, σ) =
∑
i
ti ·DF (ρi, ρ¯) +DF (ρ¯, σ) . (6)
Proof We expand the right hand side of (6) and get∑
i
ti ·DF (ρi, ρ¯) +DF (ρ¯, σ)
=
∑
i
ti · (F (ρi)− (F (ρ¯) + 〈∇F (ρ¯)| ρi − ρ¯〉))
+ F (ρ¯)− (F (σ) + 〈∇F (σ)| ρ¯− σ〉) .
We can re-arrange the terms and use that
ρ¯ =
∑
i
ti · ρi
to get
∑
i
ti ·F (ρi)−
(∑
i
ti ·F (ρ¯)+
〈
∇F (ρ¯)|
∑
i
ti ·ρi− ρ¯
〉)
+ F (ρ¯)− (F (σ) + 〈∇F (σ)| ρ¯− σ〉)
=
∑
i
ti · F (ρi)− (F (ρ¯) + 〈∇F (ρ¯)| ρ¯− ρ¯〉)
+ F (ρ¯)− (F (σ) + 〈∇F (σ)| ρ¯− σ〉) .
Therefore the right hand side of Equation (6) reduces
to∑
i
ti · F (ρi)− (F (σ) + 〈∇F (σ)| ρ¯− σ〉)
=
∑
i
ti · (F (ρi)− (F (σ) + 〈∇F (σ)| ρi − σ〉))
=
∑
i
ti ·DF (ρi, σ) ,
which is the left hand side of Equation (6) and this
completes the proof. ⊓⊔
Theorem 5 Assume that Ω ⊂ VA⊗VB. If ρ1, ρ2 ∈ ΩA
and σ1, σ2 ∈ ΩB and DF satisfies sufficiency then
DF (ρ1 ⊗ σ1, ρ2 ⊗ σ1) = DF (ρ2 ⊗ σ2, ρ2 ⊗ σ2) .
Proof To see this define
Φ (pi) = EA (pi)⊗ σ1 ,
Ψ(pi) = EA (pi)⊗ σ2 .
Then
Φ (ρi ⊗ σ2) = ρi ⊗ σ1 ,
Ψ(ρi ⊗ σ1) = ρi ⊗ σ2 .
The result is obtained by sufficiency of DF . ⊓⊔
If ρ1, ρ2 ∈ ΩA we may write DF (ρ1, ρ2) as an ab-
breviation forDF (ρ2 ⊗ σ, ρ2 ⊗ σ) where some arbitrary
state σ ∈ ΩB is used.
Definition 5 Let σ denote a state on a system with
a bipartite subsystem composed of subsystems labeled
A and B. Then the mutual information between the
subsystem A and subsystem B is defined as
Iσ (A;B) = DF (σAB , σA ⊗ σB) . (7)
Theorem 6 If the Bregman divergence DF is mono-
tone then mutual information satisfies the following two
conditions.
Consistency If the system has a bipartite subsys-
tem consisting of two classical subsystems A and B then
the mutual information restricted to the bipartite sub-
system is proportional to classical mutual information.
Data processing inequality If Φ : VB → VB is a
positive trace conserving affinity then
Iσ (A;B) ≥ I(id⊗Φ)(σ) (A;B) .
Proof Consistency If the subsystems defined by Alice
and Bob are classical and non-trivial then the rank of
their joint state space is at least 2 × 2 = 4. When the
rank of the state space is least 3 the function F is a
linear function of the Shannon entropy and therefore
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the mutual information defined by (7) is proportional
to the classical mutual information.
Data processing inequality Assume that
Φ : VB → VB
is a positive trace conserving affinity. Then Φ˜ = id⊗Φ
is given by Φ˜ (σA ⊗ σB) = σ ⊗ Φ (σB) and
Iσ (A;B) = DF (σAB, σA ⊗ σB)
≤ DF
(
Φ˜ (σAB) , Φ˜ (σA ⊗ σB)
)
= DF
(
Φ˜ (σAB) , σA ⊗ Φ (σB)
)
= IΦ˜(σ) (A;B) ,
which completes the proof. ⊓⊔
In probability theory one may define entropy as self
information via
H (A) = I (A,A) .
This is not possible in quantum theory because the dif-
ferent sub-spaces in a tensor product decomposition
have to be distinct. In probability theory this is not
a problem and cloning is allowed i.e. one is allowed to
form identical copies a state. In probability theory one
gets
H (AB) = I (AB,AB)
= I (A,AB) + I (B,AB | A)
≥ I (A,AB)
= I (A,A) + I (A,B | A)
≥ I (A,A)
= H (A) .
Therefore in probability theory the entropy of a sub-
system is less than the entropy of the full system.
Definition 6 A Bregman divergenceDF on a bipartite
system is additive if
DF (ρA ⊗ ρB , σA ⊗ σB) = DF (ρA, σA) +DF (ρB, σB) .
Theorem 7 If the state spaces ΩA and ΩB can be rep-
resented as state spaces of Jordan algebras JA and JB,
and if DF satisfies sufficiency then DF is additive.
Proof Let cA and cB denote distributions that maxi-
mize the fine grained entropy distributions in each of
the algebras. Then DF equals DF˜ where
F˜ (σ) = DF (σ, cA ⊗ cB) .
Let ρA and ρB denote states in the state spaces ΩA and
ΩB. Then ρA and ρB generate associative sub-algebras
AA ⊆ JA and AB ⊆ JB with classical state spaces.
Now the restriction of DF to AA ⊗ AB satisfies suffi-
ciency and according to Theorem 4 DF is proportional
to information divergence. Therefore
DF (ρA ⊗ ρB, cA ⊗ cB) = DF (ρA, cA) +DF (ρB, cB)
because information divergence is additive on classical
state spaces. Define
F˜A (ρA) = DF (ρA, cA) ,
F˜B (ρB) = DF (ρB, cB) .
With this notation
F˜ (ρA ⊗ ρB) = F˜A (ρA) + F˜B (ρB) .
Thus
DF (ρA ⊗ ρB, σA ⊗ σB) = F˜ (ρA ⊗ ρB)
−
(
F˜ (σA ⊗ σB)+〈
∇F˜ (σA ⊗ σB)
∣∣∣ ρA ⊗ ρB − σA ⊗ σB〉
)
= F˜A (ρA) + F˜B (ρB)
−
(
F˜A (σA) + F˜B (σB) +〈
∇F˜A (σA) +∇F˜B (σB)
∣∣∣ ρA ⊗ ρB − σA ⊗ σB〉
)
= F˜A (ρA)−
(
F˜ (σA)+〈
∇F˜A (σA)
∣∣∣ ρA ⊗ ρB − σA ⊗ σB〉
)
+ F˜B (ρB)−
(
F˜B (σB)+〈
∇F˜B (σB)
∣∣∣ ρA ⊗ ρB − σA ⊗ σB〉
)
= DF (ρA, σA) +DF (ρB, σB) .
⊓⊔
Example 3 If tensor products of 2 × 2 Hermitean ma-
trices are embedded in Hermitean 4 × 4 matrices as in
Example 1 then mutual information is additive.
Lemma 2 An additive monotone Bregman divergence
satisfies the following identity
DF (σAB, ρA⊗ρB) =DF (σAB , σA⊗ρB)+DF (σA, ρA) .
(8)
Proof Any state σAB can be written as an affine com-
bination of tensor products σAB =
∑
ti · piA,i ⊗ piB,i.
Then
DF (σAB, ρA ⊗ ρB) =
∑
ti ·DF (piA,i ⊗ piB,i, ρA ⊗ ρB)
−
∑
ti ·DF (piA,i ⊗ piB,i, σAB) .
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Using additivity it can be rewritten as
DF (σAB, ρA ⊗ ρB)
=
∑
ti · (DF (piA,i, ρA) +DF (piB,i, ρB))
−
∑
ti ·DF (piA,i ⊗ piB,i, σAB)
=
∑
ti ·DF (piA,i, ρA) +
∑
ti ·DF (piB,i, ρB)
−
∑
ti ·DF (piA,i ⊗ piB,i, σAB) .
The Bregman identity (6) gives
DF (σAB, ρA ⊗ ρB) =∑
ti ·DF (piA,i, σA) +DF (σA, ρA)
+
∑
ti ·DF (piB,i, ρB)
−
∑
ti · DF (piA,i ⊗ piB,i, σAB) .
This can be re-arranged as
DF (σAB, ρA ⊗ ρB)
=
∑
ti · (DF (piA,i, σA) + DF (piB,i, ρB))
−
∑
ti ·DF (piA,i ⊗ piB,i, σAB) +DF (σA, ρA) .
Now additivity leads to
DF (σAB, ρA ⊗ ρB) =∑
ti ·DF (piA,i ⊗ piB,i, σA ⊗ ρB)
−
∑
ti ·DF (piA,i ⊗ piB,i, σAB) +DF (σA, ρA)
= DF (σAB, σA ⊗ ρB) +DF (σA, ρA) .
⊓⊔
Definition 7 We define the conditional mutual infor-
mation on a tripartite system as
Iσ (A;B | C) = DF (σABC , σA ⊗ σB ⊗ σC)
−DF (σAC , σA ⊗ σC)−DF (σBC , σB ⊗ σC) .
In our definition of conditional mutual information
the subsystems A, B, and C should be distinct so that
the tensor products are defined. If the state space is a
simplex, i.e. the system is classical, then one may allow
the subsystems to overlap.
Definition 8 A function Iσ on a multipartite system is
called a separoid function[5,9] if it satisfies the following
three properties:
Positivity Iσ (A;B | C) ≥ 0 .
Symmetry Iσ (A;B | C) = Iσ (B;A | C) .
Chain rule Iσ (A;BC | D) = Iσ (A;B | D)
+Iσ (A;C | BD) .
(9)
Theorem 8 Assume that DF is a monotone and addi-
tive Bregman divergence. Then conditional mutual in-
formation is a separoid function.
Proof Positivity Conditional mutual information can
be rewritten as
Iσ (A;B | C) = DF (σABC , σA ⊗ σB ⊗ σC)
−DF (σAC , σA ⊗ σC)
−DF (σBC , σB ⊗ σC)
= DF (σABC , σB ⊗ σAC)
−DF (σBC , σB ⊗ σC)
= DF (σABC , σB ⊗ σAC)
−DF (σA ⊗ σBC , σA ⊗ σB ⊗ σC) .
Let Φ denote the affinity Φ (ρ) = σA ⊗ EBC (ρ). Then
Φ (σABC) = σA ⊗ σBC ,
Φ (σB ⊗ σAC) = σA ⊗ σB ⊗ σC .
Therefore monotonicity implies that Iσ (A;B | C) can-
not be negative.
Symmetry It follows directly from the definition
that conditional mutual information is symmetric.
Chain rule To prove the chain rule we expand the
left hand side of Equation (9) as
Iσ (A;BC | D) = DF (σABCD, σA ⊗ σBC ⊗ σD)
−DF (σAD, σA ⊗ σD)−DF (σBCD, σBC ⊗ σD) .
Next we use Equation (8) to get
Iσ (A;BC | D)
=
(
DF (σABCD, σA ⊗ σB ⊗ σC ⊗ σD)
−DF (σBC , σB ⊗ σC)
)
−DF (σAD, σA ⊗ σD)
−
(
DF (σBCD, σB ⊗ σC ⊗ σD)
−DF (σBC , σB ⊗ σC)
)
.
The left hand side reduces to
Iσ (A;BC | D) = DF (σABCD, σA ⊗ σB ⊗ σC ⊗ σD)
−DF (σAD, σA ⊗ σD)−DF (σBCD, σB ⊗ σC ⊗ σD) .
(10)
Similarly, we expand the right hand side of Equation
(9) as
Iσ (A;B | D) + Iσ (A;C | BD)
= DF (σABD, σA ⊗ σB ⊗ σD)−DF (σAD, σA ⊗ σD)
−DF (σBD, σB ⊗ σD) +DF (σABCD, σA ⊗ σC ⊗ σBD)
−DF (σABD, σA ⊗ σBD)−DF (σBCD, σC ⊗ σBD) .
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We use Equation (8) to re-write the three last terms as
Iσ (A;B | D) + Iσ (A;C | BD)
= DF (σABD, σA ⊗ σB ⊗ σD)−DF (σAD, σA ⊗ σD)
−DF (σBD, σB ⊗ σD)
+
(
DF (σABCD, σA ⊗ σB ⊗ σC ⊗ σD)
−DF (σBD, σB ⊗ σD)
)
−
(
DF (σABD, σA ⊗ σB ⊗ σD)
−DF (σBD, σB ⊗ σD)
)
−
(
DF (σBCD, σB ⊗ σC ⊗ σD)
−DF (σBD, σB ⊗ σD)
)
.
The right hand side reduces to
Iσ (A;B | D) + Iσ (A;C | BD)
= DF (σABCD, σA ⊗ σB ⊗ σC ⊗ σD)
−DF (σAD, σA ⊗ σD)−DF (σBCD, σB ⊗ σC ⊗ σD) .
(11)
Since the left hand side (10) and the right hand side
(11) are equal we have proved the chain rule (9). ⊓⊔
7 Conslusion
We have carefully described concepts like state space
and introduced state spaces on Jordan algebras as the
most important example. In general probabilistic theo-
ries there are different ways of defining the entropy of a
state, but these different definitions coincide on Jordan
algebras. For any optimization problem trere is an asso-
ciated Bregman divergence, but with extre constraints
like monotonicity, sufficiency, or statistical locality a
Bregman divergenceon a Jordan algebra is proportional
to the Bregman divergence generated by the uniquely
defined entropy function. A monotone Bregman diver-
gence on a Jordan algebra is automatically additive. For
composed systems an additive and monotone Bregman
divergence can be used to define conditional mutual
information and this quantity will satisfy consistency,
the data processing inequality and the chain rule. In
[16] it was proved that if conditional mutual informa-
tion can be defined in a way such that consistency, the
data processing inequality and the chain rule are sat-
isfied then the system will satisfy the condition called
information causality [16]. In [16] it was also proved
that a system that satisfies information causality can-
not have super-quantum correlations, i.e. correlations
violate Tsirelson’s bound. The conclusion is that the
existence of a monotone Bregman divergence implies
that super-quantum correlations do not exist.
The results work out nicely on Jordan algebras, but
maybe it will work in any generalized probabilistic the-
ory. For instance it would be interesting if the following
conjecture holds.
Conjecture 1 All monotone Bregman divergences are
additive.
A careful inspection of the proofs also reveal that
the results involving Jordan algebras only involve that
the cone is self dual and that a Euclidean Jordan al-
gebra is strongly spectral in the sense that f(σ) is well
defined for any function f . Appearently monotonicity of
a Bregman divergence implies spectrality, but the only
solid result in this direction is the following theorem.
Theorem 9 ([10]) If a state space has rank 2 and it
has a strict and monotone Bregman divergence then the
state space can be represented as a spin factor. In par-
ticular the state spce is strongly spectral.
For most convex bodies it is not possible to define a
monotone Bregman divergence and it is not known if it
is possible to define a monotone Bregman divergences
on any convex body that cannot be represented by a
Jordan algebra. It would be highly desirable to clas-
sify state spaces with monotone Bregman divergences
in cases when the rank exceeds 2.
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