Molecular dynamics simulation is a class of applications that require reducing the execution time of xed-size problems. This reduction in execution time is important to drug design and protein interaction studies. Many implementations of parallel molecular dynamics have been developed, but very little work has addressed issues related to the use of machines with 50,000 processors for modest-sized problems in the range of 50,000 atoms. Current massively parallel machines present a major obstacle to achieving good performance: communication overhead. In this paper we quantify the communication latency and network bandwidth necessary to achieve 30{40% e ciency on future message-passing machines with sizes on the order of tens of thousands of processors, for executing molecular dynamics problems with the same order of atoms. We derive an analytical model of a benchmark application that simulates a system of helium atom executing on the Intel Touchstone Delta using an interaction decomposition method. This model is validated and used to extrapolate information on the startup time and network bandwidth necessary to achieve 30-40% e ciency on MPPs for modest-size problems. The results indicate that for an MPP with a four-dimensional mesh topology using 400 MHz processors, the communication startup time must be at most 30 clock cycles and the network bandwidth at least 2.3GB/s. This con guration results in 30-40% e ciency of the MPP for a problem with 50,000 atoms executing on 50,000 processors. 0
Introduction
Molecular dynamics simulation is a class of applications that require reducing the execution time of xed-size problems. This reduction can be achieved with the use of massively parallel processors (MPPs). Current MPPs, however, present a major obstacle to achieving good performance: communication overhead. In this paper we quantify the communication latency and network bandwidth necessary to achieve 30{40% e ciency on future message-passing machines with sizes on the order of tens of thousands of processors, for executing molecular dynamics problems with the same order of atoms. The results provide insight into areas of needed research for future machines.
Molecular dynamics simulates the local and global motions of atoms in molecules. Classical molecular dynamics involves solving Newton's equations of motion for each atom in the system with respect to every other atom. The forces acting on each atom are a combination of forces due to bonds, Coulomb and van der Waals forces. The calculation of the Coulomb forces is typically the most computationally intensive because each atom interacts electrostatically with all the atoms in the system. As an approximation many computational models compute interactions only within a certain radius of each atom; the cuto radius reduces the number of interactions calculated so that the work scales linearly with the number of atoms. These short-range models have been shown to be very accurate for molecular dynamics. Other approximation techniques for N-body systems, such as the fast multipole method 7] and cell multipole method 4], show great promise for improving the execution time of very large scale problems; however, they do little to help with small to modest-sized systems with at most 50,000 atoms.
In this paper we quantify the communication requirements needed to achieve good e ciency on message-passing MPPs for modest-sized molecular systems. This issue is important to drug design and protein interaction studies, in which researchers wish to reduce the execution time of each time step for xed-size problems. In these simulations the molecule of interest|often only a few thousand atoms|is modeled in a solution of water with many thousands of atoms. Reduction in execution time also is important in nonequilibrium molecular dynamics, where macroscopic changes may take signi cant time to evolve, requiring millions of time steps to model. Thus, for some problems, it is more important to execute many time steps on a modest-size problem than few time steps on a large-size problem. We analyze the use of current and future MPPs for these modest-sized problems.
Many implementations of parallel molecular dynamics have been developed 2, 3, 5, 6, 9, 11, 14, 15], but very little work has addressed issues related to the use of machines with 50,000 processors for modest-sized problems. In this paper we focus on a ne-grained decomposition of molecular dynamics applications that can be parallelized beyond the number of atoms in the system. In particular, we focus on the interaction decomposition method (also called force decomposition) developed by Plimpton 14] . The parallelism available with this method is limited by the number of interactions, which is greater than the number of atoms for short-range models. An analytical performance model of a molecular dynamics application is derived, validated, and used to gain insight into the performance on existing message-passing machines and identify features needed to achieve good performance on future message-passing MPPs. Our analysis indicates that for MPPs with a four-dimensional mesh topology and 400 MHz processors, the communication startup time must be at most 30 clock cycles and the network bandwidth at least 2.3 GB/s. This con guration results in 30 to 40% e ciency of the MPP for a problem with 50,000 atoms executing on 50,000 processors.
Background
The benchmark application consists of a simulation of helium atoms in a gaseous state at room temperature (300 K). The Lennard-Jones model is used to approximate the potential energy of the system. The benchmark application uses a cuto radius of 6.44 Angstroms, or 2.5 , where is the distance at which the potential energy is equal to zero using the Lennard-Jones potential model. The energy and force computations are executed only on atom pairs with a distance less than the cuto radius.
The sequential benchmark application and the corresponding computational complexity of each step are given in Table I , where N is the number of atoms in the system, I is the number of time steps, is the average number of neighboring atoms within the cuto radius for each atom, and t op is the execution time of the given operation. The detailed analytical model of the sequential algorithm was derived by counting the number of di erent operations for the various steps.
In Step 2 of the algorithm, the atom pairs within the cuto radius were determined using a brute force method of checking all the atom pairs in the system. Hence, the number of distances 
Decomposition Methods
Conventional decomposition methods for parallel molecular dynamics simulations consist of assigning a partition of the atoms (atom decomposition) or the physical space (spatial decomposition) to the di erent processors. Atom decomposition methods require global communication of atom coordinates to calculate the potential energy between pairs of atoms within the cuto radius. Spatial decomposition methods require local communication of atom coordinates among processors with adjacent physical regions; additional communication is required for atoms that move beyond the physical region assigned to a given processor. When the number of processors is approximately equal to the number of atoms, conventional methods result in one atom per processor. For this case, the performance of atom decomposition methods degrades signi cantly because of the need for global communication. For spatial decomposition, execution time becomes dominated by the communication time necessary for every force calculation between pairs of atoms within the cuto radius and the need to move atoms to di erent processors based upon the updated spatial coordinates. Hence, conventional decomposition methods can result in poor performance when executing problems on MPPs with the number of processors equal to the number of atoms.
In contrast to the conventional methods, the interaction decomposition method assigns unique atom pairs to di erent processors. The pair lists are the potential interactions to be calculated during the simulation. All possible interactions are assigned to processors. Hence, no interprocessor communication is needed to calculate the potential energy. For the case when the number of processors is approximately equal to the number of atoms, the potential energy calculations remain local to each processor. Communication is required only among the processors that share common atoms for consistency of atom coordinates and velocity; majority of the algorithm steps are executed without the need to communicate. Hence, interaction decomposition is appropriate for execution of modest-sized problems on MPPs with P N, where P is the number of processors and N is the number of atoms.
Given a machine with a two-dimensional mesh of processors, which is the topology of some commercial machines such as the Intel Delta and Paragon, an interaction decomposition method entails mapping the interactions or atom pairs to the P processors in the following manner. Recall that each entry of the N N force matrix, F ij , represents the force on atom i from j. We divide this matrix into Hence, each unique atom pair is mapped to a unique processor; the mapping is similar to that of Plimpton 14] .
An example of this mapping is illustrated in Figure 1 for a 4 4 array of processors with 16 atoms, numbered 1 to 16. Each box corresponds to a processor; the processor is identi ed by the (i; j) coordinate of the grid. The assigned atom pairs or interactions are given within each box. Consider dividing the atom list into p P sections (or, in this case, four sections). The diagonal processors are assigned the interactions between the four or N p P atoms in the respective sections. For example, processor (2,2) is assigned the interactions between atoms in Section 2| atoms 5, 6, 7, and 8. The interactions between two di erent sections of the atom list are split across two transpose processors. Consider processors (1, 3) and (3, 1) . These two processors split the interaction calculations between Section 1 and Section 3 of the atom list. Processor (1,3) is assigned the interactions between atoms 1, 2, 3, 4 (Section 1) and atoms 11, 12 (the second half of Section 3); this processor is assigned six unique atoms or 3 2 N p P unique atoms. Processor (3, 1) is assigned the interactions between atoms 1, 2, 3, 4 (Section 1) and atoms 9, 10 (the rst half of Section 3); this processor is assigned six unique atoms or 3 2 N p P unique atoms. Recall that communication is required among processors that have common atoms. For our decomposition, the communication pattern consists of communication among a row of processors, among a column of processors, and between transpose processors. This pattern results because each processor, P ij , has atoms in common with the processors in the row i, column j, row j, and column i. Hence each processor rst communicates with the processors in the same row, then communicates with the processors in the same column. During these two communications, each processor keeps a list of information that is to be used by its transpose processor. After the two ring communications are completed, this information is exchanged with the transpose processor.
The following is the communication and computation costs associated with exchanging the force udpates between the necessary processors and updating the corresponding data structions.
Communication 
Model Validation
We analyzed the performance of the benchmark molecular dynamics simulation executed on the Intel Touchstone Delta. The original program was rewritten in C using the p4 message-passing library developed at Argonne National Laboratory 12] . This library allows the code to be ported to other machines such as the Paragon, IBM SP, and CM-5. We considered problem sizes ranging between 64 and 343 atoms, with constant density, executing on 1 to 121 processors. This range of problem sizes allowed us to explore the case of more processors than atoms on the Intel Delta.
The analytical performance model is based upon the computation and communication equations described in Sections 2 and 3, respectively. The parallel execution time, T E (P ), is equal to the sequential time divided by P plus the communication cost as given below.
T E (P ) = T comp (1)=P + T update (P )
Recall from Sections 2 and 3 that T comp and T update include machine-dependent parameters, t op . The values of these parameters were obtained experimentally and are given in Table II . The timings correspond to single-precision operations executed on an array and a scalar, with the result placed in an array. This computation is representative of the computations found in the benchmark application; the experimental times include memory latency resulting from cache misses. For example, the time for an addition operation corresponds to 10 clock cycles for the 40 MHz Intel i860XR processor used in the Intel Delta machine; this represents memory latency in addition to computation time. The values for the t comm expression were also determined experimentally for the p4 library routines using a least squares t to the data for di erent message sizes. The empirical (denoted as exp) and theoretical (denoted as theo) plots of the benchmark application are given in Figures 2 and 3 . The plots are in terms of throughput, or time steps per second. The throughput is equal to 1 T E (P ) 400 (for the 400 time steps, considered as typical for an equilibrium-type computation), where T E (P ) is the execution time in CPU-seconds. For these plots, larger is better. For the 27-atom problem, there is not enough computation to compensate for the large communication overhead, resulting in poor performance beyond one processor. For the 64-and 125-atom problems, there is an increase in throughput with an increase in processors. Beyond 20 processors there is a signi cant decrease in throughput with increase in processors due to the communication overhead. For the the 216-and 343-atom problems, there is enough computation to compensate for the communication overhead, resulting in a small decrease in throughput with increase in processors beyond 40 processors; the throughput increases up to this point.
In all the plots the analytical model predicts the overall shape of the curves, especially for the 27-and 64-atom cases where we have more processors than atoms. There is a small di erence between the theoretical and experimental results that we attribute to synchronization due to load imbalance. Our analytical model assumes a perfect load balance. The mapping described in Section 3 provides a straightforward communication scheme but does not balance the load among the processors; the initial mapping does not di erentiate between interactions that are calculated and those that are eliminated by the cut o radius. Thus, our mapping does not guarantee a good load balance.
Given that the analytical model accurately predicts the shape of the plots, we use this model to explore the communication requirements necessary to achieve good performance on MPPs for modest-sized problems.
More Processors Than Atoms
The analytical model validated in the preceding section is used to predict what happens when the target machine has more processors than atoms. Recall from Section 2 that the benchmark application checks all pairs of atoms to determine the pairs within the cuto radius. In this section we consider an optimization to this application whereby the number of distance calculation is reduced by using techniques such as neighbor lists 16] and the link-cell method 8]. The neighborlist technique consists of maintaining a list of nearby atoms for each atom. This list is examined for possible interactions instead of checking all atoms in the system; the list is rebuilt every few time steps. With the link-cell method, during each time step the atoms are binned into threedimensional cells with side length equal to the cuto radius. This reduces the task of nding neighbors to checking the atoms in 27 bins|the bin containing the atom and the 26 surrounding bins. Combined methods consist of keeping a neighbor list and using the link-cell method to update the neighbor list every few time steps.
The application analyzed in the remainder of the paper incorporates the combined method to reduce the number of distance calculations. The distances are calculated between an atom and only the atoms in the neighbor list. The result is that the distance calculations are now O(N) instead of O(N 2 ). These neighbor lists are updated every 20 time steps, for which the cost of binning and checking the 27 bins, an O(N) algorithm, is amortized over the 20 time steps and is negligible, since it is done only 5% of the time. We assume the average size of the neighbor list is 78 atoms; this is consistent with the problems analyzed in 14] . Figure 4 provides the theoretical throughput for systems with 35,937 to 50,653 atoms executed on up to 40,000 processors. All of the plots show that the throughput reaches a maximum with approximately 700{1000 processors. The e ciency at this point is in the range of 12{14%. Beyond this point the throughput begins to decrease signi cantly, and the e ciency drops to approximately 0.1% for 40,000 processors. This drop results because of the large communication overhead beyond 1000 processors. Our analysis applies to the Intel Delta machine with a clock frequency of 40 MHz, a network bandwidth for p4 messages of 2.3 MB/s, and latency of 714 s or 28,000 clock cycles. In the following section we quantify the communication requirements necessary to good performance on future MPPs.
Communication Requirements
In this section the T E model is used to determine the communication latency and network bandwidth necessary for future MPPs to achieve e ciencies in the range of 30 to 40% when P N. The communication requirements are a ected by the communication startup time, the network bandwidth, and the machine topology. All three parameters are explored in terms of performance. The base processor has a clock that is an order of magnitude faster than the Delta processors, or 400 MHz. This results in the execution times of the various operations decreasing by an order of magnitude; the ratios between the various times remain the same. Hence all the values in Table II are reduced by an order of magnitude; the startup time is now 71.4 s or 30,000 clock cycles. Further, the network bandwidth for the p4 messages is scaled by an order of magnitude; the network bandwidth is 23 MB/s. For illustrative purposes, we use the 50,653-atom problem and explore MPPs with 40,000 to 60,000 processors.
The T E model is used below to determine the communication requirements for three-and fourdimensional mesh topologies. It is assumed that the interactions are assigned to the processors so as to take advantage of the given topology. Figure 5 is an e ciency plot with varying startup times (identi ed by t s in clock cycles) and network bandwidth (identi ed by n b) for a three-dimensional mesh topology. The e ciency of the base machine (t s=28,000 cycles, n b=23MB/s) is not shown on the graph because it is very small, close to zero. The point at which 30 to 40% e ciency is achieved occurs when the startup time is 3 clock cycles and the network bandwidth is 230 GB/s. The throughput at this point is approximately 5600 time steps per second. This point serves as a starting point. Further experiments involve varying only one parameter, message startup time or the network bandwidth, to re ne the requirements. Figure 6 is an e ciency plot for varying startup time with a xed network bandwidth of 230 GB/s. This gure is similar to Figure 5 , thereby implying that the startup time signi cantly impacts the communication time. When P N, the message size, which is proportional to the number of atoms assigned to each processor ( 3 2 N p P or 335 for the 50,653-atom problem) is small, but the number of messages is large. Hence the startup time must be reduced signi cantly, by four orders of magnitude, to 3 clock cycles to achieve the 30 to 40% e ciency. Figure 7 is the e ciency plot for varying network bandwidth with a xed startup time of 3 clock cycles. Beyond a network bandwidth of 2.3 GB/s, an increase in the bandwidth produces very little increase in e ciency, especially beyond 23 GB/s. In the range of 55,000 to 60,000 processors for the 50,653-atom problem, the e ciency does not go beyond 26%.
Three-dimensional Mesh Topology
Similar plots resulted with problems of size less than 50,000 atoms. Hence, for the threedimensional mesh topology, a startup time of at most 3 clock cycles and a network bandwidth of at least 2.3 GB/s are necessary to achieve approximately 30% e ciency with the number of processors approximately equal to the number of atoms. Figure 8 is an e ciency plot with varying startup times and network bandwidth for a fourdimensional mesh topology. The point at which 30 to 40% e ciency is achieved occurs when the startup time is at most 30 clock cycles and the network bandwidth is 23 GB/s. When the startup time was varied, using the 23 GB/s network, the 30-cycle startup time could not be relaxed. When the network bandwidth was varied, using the 30-clock cycle startup time, a 2.3 GB/s network bandwidth was su cient for the 30{40% e ciency.
Four-dimensional Mesh Topology
Similar results occurred with problems of size less than 50,000 atoms. Hence, for the fourdimensional mesh topology, a startup time of at most 30 clock cycles and a network bandwidth of 2.3 GB/s are necessary to achieve 30% e ciency with the number of processors approximately equal to the number of atoms.
Discussion
The preceding sections quanti ed the communication performance necessary to achieve 30{40% e ciency on future MPPs with P N for molecular dynamic problems in the range of 50,000 atoms. The results indicate that signi cant research is necessary in the area of reducing the communication latency. This latency must be reduced by four orders of magnitude for a threedimensional mesh topology and three orders of magnitude for a four-dimensional mesh. Such reductions require a type of \active" message with signi cant hardware support, similar to that found in the J- Machine 13] . The J-Machine achieved an 11-cycle message latency using 12.5 MHz processors, with assembly language machine. The 30-cycle latency, however, must be available to users using high-level languages. To achieve this, signi cant work is needed to reduce the overhead occurring from the various levels of software layers used to make it available at the highlevel language. These overheads include software and (sometimes) system calls used to managing bu ers, the arbitrary order of packet delivery, and limited fault-handling capabilities.
Summary
In this paper we quanti ed the communication requirements needed to achieve good performance on future message-passing MPPs for modest-sized molecular dynamics problems in the range of 50,000 atoms. Interaction decomposition, in contrast to particle and spatial methods, allows the scaling of processors approximately equal to the number of atoms. Using a validated analytical performance model of the benchmark application, we determined the communication requirements necessary for MPPs to achieve 30{40% e ciency on modest-sized problems with P N. In particular, three machine features were analyzed: message startup time, network bandwidth, and topology. We determined that the message startup time has the biggest impact on performance. The network bandwidth has the least impact on performance. Additionally, we determined that, for an MPP arranged as a four-dimensional mesh with 400 MHz processors, the communication startup time must be at most 30 clock cycles and the network bandwidth at least 2.3 GB/s. This con guration achieves 30 to 40% e ciency of the MPP for a system with 50,000 atoms executing on 50,000 processors. Hence, for applications similar to molecular dynamics, signi cant research is necessary to reduce the message startup cost by orders of magnitude for e cient use of future MPPs. 
