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ON THE ANALYTICITY OF SOLUTIONS TO NON-LINEAR ELLIPTIC
PARTIAL DIFFERENTIAL SYSTEMS
SIMON BLATT
Abstract. We give an easy proof of the fact that C∞ solutions to non-linear elliptic equa-
tions of second order
φ(x, u,Du,D2u) = 0
are analytic. Following ideas of Kato [10], the proof uses an inductive estimate for suitable
weighted derivatives. We then conclude the proof using Cauchy’s method of majorants [3].
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1. Introduction
In this short note we consider u ∈ C∞(Ω,R),Ω ⊂ Rn open, n ≥ 2, of the fully non-linear
equation
(1.1) φ(x, u(x),Du(x),D2u(x)) = 0 on Ω.
We assume that
φ : Ω × R × Rn × S (n) → R
is a real analytic function that is elliptic in the sense that the functions ai j(x, y, p, q) :=
∂ f
∂qii
(x, y, p, q) satisfy
0 < ai j(x, y, p, q)ξiξ j for all ξ ∈ R
n.
We will give an easy and elementary proof of the following well-known result:
Theorem 1.1. Let u ∈ C∞(Ω,R) be a solution to (1.1), x0 ∈ Ω and φ be analytic in a
neighborhood of (x0, u(x0),Du(x0),D
2(x0). Then u is real analytic near x0.
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Shortly after Hilbert asked whether solution to regular variational problems are always
analytic in his famous speech at the ICM in 1900 [9, Problem 19], Bernstein gave the first
proof of the theorem above for the case n = 2 [2] under the assumption that u ∈ C3. Gevrey
[7] extend the result to parabolic equations inventing a completely different method and
Petrowsky [14] generalized Bernstein’s result to systems in arbitrary dimensional space.
The most general result can be found in [6] and [13, 12]
In this article we want to give a simple proof of analyticity of the solution u as above.
Our proof uses cut-off functions in a way inspired by the work of Kato [10] to derive an
recursive estimate for the weighted differentials of u. Unfortunately, Kato only considered
the case
∆u = u2
in his paper and announced to extend his proof to arbitrary non-linear equations. In [8]
Hashimoto tried to do so. In this paper we clarify the proof of Hashimoto.
Our proof combines basic L2 estimates for the Laplacian with a higher order chain
rule to derive in straight forward way a recursive estimate for weighted derivates. We use
Cauchy method of majorants [3] to show that these recursive estimates imply the analyt-
icity of u. More precisely. we compare the quantities to the derivative of a solution to an
analytic ordinary differential equation in the proof and use that such solutions are analytic.
2. Preliminaries
2.1. Characterization of analytic functions. Our proof relies on the followingwell known
fact:
Lemma 2.1. A function u : Ω → Rm, Ω ⊂ Rn is analytic if and only if for every compact
set K ∈ Ω there exist constants C = CK , A = AK < ∞ such that for every multi-index
α ∈ Rn we have
‖∂αu‖L∞(K) ≤ CA
|α||α|!.
A proof can be found in [11]. Combining this with Sobolev’s embedding theorem we
immediately get
Corollary 2.2. A function u : Ω → Rm, Ω ⊂ Rn is analytic if and only if for every x ∈ Ω
there is a radius r > 0 and constants C, A < ∞ such that for every multi-index α ∈ Rn we
have
‖∂αu‖L2(Br(x)) ≤ CA
|α||α|!
2.2. L2-estimates. We start with the following well-known L2-estimate for the Laplacian.
Proposition 2.3. For u ∈ C2(Rn) with compact support we have
‖D2u‖L2 = ‖∆u‖L2 .
Proof. Applying Green’s first identity twice we get∫
Rn
∆u∆udx = −
∫
Rn
∆∂iu∂iudx =
∫
Rn
∂ jiu∂ jiudx.

For m = ⌊ n
2
⌋ + 1 and let us set
‖ f ‖Hm =
∑
|α|=m
‖∂αu‖L2 .
We have
Proposition 2.4. For u ∈ C2+m(Rn) with compact support we have
‖D2u‖Hm = ‖∆u‖Hm .
3Proof. From Proposition 2.3 we get
‖∂αD2u‖L2 = ‖D
2∂αu‖L2 = ‖∆∂
αu‖L2 = ‖D
∂
∆u‖L2 .
Summing over all α ∈ Nn with |α| = m yields the result. 
2.3. A Banach algebra. We will use in an essential way that Hm(Rn) is a Banach algebra.
More precisely we have the following:
Proposition 2.5 ([1]). For f , g ∈ C∞(Rn) with compact support we have
‖ fg‖Hm ≤ C‖ f ‖Hm ‖g‖Hm .
Remark 2.6. In order to get rid of the constant in the last proposition, we work with the
norms
(2.1) ‖ f ‖H˜m := C‖ f ‖Hm
as then
‖ fg‖H˜m = C‖ fg‖Hm ≤ C
2‖ f ‖Hm ‖g‖Hm ≤ ‖ f ‖H˜m‖g‖H˜m .
2.4. Binomials. We will use the following result to deal with terms coming from the gen-
eralized product rule:
Proposition 2.7 ([10, Proposition 2.1]). Let α be a multiindex and k ≤ |α|. Then
∑
β≤α,|β|=k
(
α
β
)
=
(
|α|
k
)
.
Proof. Can be seen comparing the coefficients in the Taylor series expansions of the iden-
tity
(1 + t)α1 · · · (1 + t)αn = (1 + t)|α|

2.5. Higher order chain rule. The following fact for higher derivatives will be of essen-
tial importance in our proof:
Proposition 2.8. Let g : Rm1 → Rm2 and f : Rm2 → R be two Ck-functions. Then for an
multiindex α ∈ Nm1 of length |α| ≤ k and x ∈ Ω the derivative
∂α( f ◦ g)(x) = Pαm1,m2({∂
γ f (g(x))}|γ|≤|α|, {∂
γgi}0≤γ≤α)
where Pαm1,m2 is a linear combination with positive coefficients of terms of the form
∂lxi1 ,xil
(g(x))∂γ1gi1 · · ·∂
γlgil
with 1 ≤ l ≤ |α| and |γ1| + . . . |γl| = |α|..
For m1 = m2 = 1 we will use the notation P
k instead of Pαm1,m2 . We leave the easy
inductive proof of this statement to the reader. Although very precise formulas of the
higher order chain rule were given by Faa di Bruno [5] for the univariate case and by
for example Constanini and Savits in [4] for the multivariate case, the above proposition
contains all that is needed in our proof.
Let us derive two easy consequences of Proposition 2.8. The first one will allow us to
reduce the multivariate case to the univariate one.
Lemma 2.9. For constants aγ = a|γ|, bγ ∈ R depending only on the length of the multiindex
γ we have
Pαm1,m2({a|γ|}, {b|γ|}) = P
|α|{{a|γ|}, {b|γ|}).
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Proof. Plugging functions g and f of the form
g(x1, . . . , xm1 = g˜(x1 + · · · + xm1) · (1, . . . , 1)
t
and
f (y1, . . . ym2) = f˜
(
y1 + · · · + ym2
m2
)
into the higher order chain rule (Proposition 2.8) we get from
f ◦ g = ( f˜ ◦ g˜)(x1 + · · · + xm1)
that
Pαm1,m2({∂
γ f (g(x))}|γ|≤|α|, {∂
γgi}0≤γ≤α) = P
|α|({∂l f˜ (g˜(x))}l≤|α|, {∂
lg˜}0≤l≤|α|).
So for constants aγ = a|γ|, bγ ∈ R depending only on the length of the multiindex γ we have
Pαm1,m2({a|γ|}, {b|γ|}) = P
|α|{{a|γ|}, {b|γ|}}.

We will use Lemma 2.9 to estimate derivatives of analytic function in x, u(x),Du(x) and
D2u(x). Let u ∈ C∞(B1(0),R) and f : Ω×R×R
n×S (n)→ R be a function that is infinitely
often differentiable on a neighborhood of the image
K = {(x, u(x),Du(x),D2u(x) : x ∈ B1(0))}.
For a fixed cutoff function ρ ∈ C∞(Rn), [0, 1]) with support contained in B1(0) and ρ = 1
on B 1
2
(0) we will consider the quantities
M˜N := sup|α|=N ‖∂
αu‖H˜m for N = 0, 1, 2
M˜N := sup|α|=N ‖ρ
N−3∂αu‖H˜m for N ≥ 3
and
MN := M˜N+2 + M˜N+1 + M˜N + 1
for all N ≥ 0.We prove the following.
Lemma 2.10. We have
‖ρ|α|∂α f (x, u,Du,D2u)‖H˜m ≤ P
|α|({E |γ|‖D|γ| f ‖Cm (K)}, {Mk}k=0,...,|α|)
where E = (1 + ‖ρ‖H˜m )
3.
Proof. Applying Faa di Brunos formula (Proposition 2.8) to f ◦ g where
g(x) = (x,Du(x),D2u(x))
we get
ρ|α|∂α f (x, u,Du,D2u) = ρ|α|Pα
n,n2+2n+1
({∂γ f }, {∂γg})
where Pα
n,n2+2n+1
({∂γ f }, {∂γg}) is a linear combination with positive coefficients of terms of
the form
∂lxi1 ,...,xil
f (g(x)) ∂γ1gi1 · · · ∂
γlgil
with 1 ≤ l ≤ |α| and γ1 + . . . + γl = α. Note that due to the special structure of g we have
∂γgi = 1 for i = 1, . . . , n and |γ| = 1 and ∂
γgi = 0 for i = 1, . . . , n and |γ| ≥ 2. As for such
terms we get using that Hm is a Banach algebra (2.1)
‖ρ|α|∂lxi1 ,xil
f (g(x))∂γ1gi1 · · · ∂
γkgil‖H˜m(B1(0)) ≤ E
l‖∂kxi1 ,xil
f (g(x))‖H˜m(B1(0))M|γ1 | · · ·M|γl |
≤ El‖∂lxi1 ,xil
f (g(x))‖H˜m(B1(0)M|γ1 | · · ·M|γl |
where E = (‖ρ‖H˜m + 1)
3.We hence deduce using Lemma 2.9 that
‖ρ|α|∂α f (x, u,Du,D2u)‖H˜m ≤ CP
|α|({E |γ|‖D|γ| f ‖Cm (K)}, {Mk}k=0,...,|α|)

53. The proof
After the above preliminaries we are now in the position to rather quickly prove Theo-
rem 1.1.
3.1. Reduction of the problem. Let x ∈ Ω. We will show that u is analytic in a neigh-
borhood of x0 in Ω. We first linearize the equation. Differentiating (1.1), we see that the
functions v = ∂ku satisfy the equation
ai j(x, u,Du,D
2u)∂i jvk(x) = −bi(x, u,Du,D
2u)∂iv(x) + c(x, u,∆u,∆
2u)vk + dk(x, u,Du,D
2u)
= fk(x, u,Du,D
2u)
where
ai j(x, y, p, q) =
∂φ
∂qi j
(x, y, p, q), bi(x, y, p, q) =
∂φ
∂pi
(x, y, p, q),
c(x, y, p, q) =
∂φ
∂y
(x, y, p, q), dk(x, y, p, q) =
∂φ
∂xk
(x, y, p, q)
and hence also fk are real analytic functions. We freeze the coefficients, i.e. we set a
0
i j
:=
ai j(0, u(0),Du(0),D
2u(0)) and observe that the vk solve the equation
a0i j∂i jvk = a˜i j(x, u,Du,D
2u)∂i jvk + fk(x, u,Du,D
2u)
where a˜i j = a
0
i j
− ai j.
After a suitable translation and a change of coordinates we can assume that x0 = 0 and
a0i j = δi j
and hence that the vk solve
(3.1) ∆vk = a˜i j(x, u,Du,D
2u)∂i jvk + fk(x, u,Du,D
2u) = Rk.
Scaling u˜(x) = 1
r2
u(rx) for r > 0 small enough we can gain B1(0) ⊂ Ω and that the ai j
have an arbitrarily small oscillation on B1(0), say smaller than ε for an ε > 0 to be chosen
below. As a˜i j and fk are analytic there are constants C, A < ∞ such that for every multi-
index α ∈ N2n×n
2
we have
(3.2) ‖∂αai j(x, u,Du,D
2u)‖Cm(B1(0)), ‖∂
α fk(x, u,Du,D
2u)‖Cm(B1(0)) ≤ CA
|α||α|!.
3.2. A recursive inequality. For a fixed cutoff function ρ ∈ C∞(Rn), [0, 1]) with support
contained in B1(0) and ρ = 1 on B 1
2
(0) we now consider the quantities
M˜N := sup
|α|=N
‖∂αu‖H˜m for N = 0, 1, 2
M˜N := sup
|α|=N
‖ρN−3∂αu‖H˜m for N ≥ 3
and
MN := M˜N+2 + M˜N+1 + M˜N + 1
for all N ≥ 0.We prove the following estimate:
Proposition 3.1. We have for all N ≥ 1
MN+1 ≤ CεMN+1 +C
∑
0<l≤N
(
N
l
)
Pl({EkAkk!}, {Mk})M(N+1)−l
+ CPN({EkAkk!}, {Mk}) + CNMN +CN(N − 1)MN−1.
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Proof. Let us now consider the weighted functions ρ|α|(x)∂α+βvk(x) for a multiindces α and
β with. |β| = 2. Setting N = |α| we get using Proposition (2.4) and Proposition (3.1)
‖ρN∂α+βvk‖H˜m ≤ ‖∂
βρN∂αvk‖H˜m + ‖[ρ
N , ∂β]∂αvk‖H˜m
≤ C‖∆ρN∂αvk‖H˜m + ‖[ρ
N , ∂β]∂αvk‖H˜m
≤ C‖ρN∂α∆vk‖H˜m +C‖[∆, ρ
N]∂αvk‖H˜m + ‖[ρ
N , ∂β]∂αvk‖H˜m
= C‖ρN∂αRk‖H˜m +C‖[∆, ρ
N]∂αvk‖H˜m + ‖[ρ
N , ∂β]∂αvk‖H˜m
= I1 + I2 + I3.
Here, [A, B] = AB − BA denotes the commutator. Using the identity
∂i j(ρ
Nh) =
{
N(N − 1)ρN−2∂iρ∂iρ + Nρ
N−1∂i jρ
}
h + NρN−1
(
∂iρ∂ jh + ∂ jρ∂ih
)
+ ρN∂i jh
together with the fact that Hm is a Banach algebra we get
I2 + I3 ≤ C(NMN + N(N − 1)MN−1).
To estimate the term I1 we use
‖ρN a˜i j∂
α∂i j∂
αvk‖H˜m ≤ ‖a˜i j‖L∞‖ρ
N∂αvk‖H˜m + ‖ai j‖Wm,∞‖ρ
N∂αvk‖H˜m−1 ≤ εMN+1 + CMN .
We get using first the product rule and then Faa di Brunos formula together with the fact
that Hm is a Banach algebra
‖ρN∂α(a˜i j∂i jvk‖H˜m ≤ ‖ρ
N a˜i j∂
α∂i jvk‖H˜m +
∑
0<γ≤α
(
α
γ
)
‖ρ|γ|∂γa˜i jρ
|α|−|γ|∂α−γ∂i jvk‖H˜m
≤ CεMN+1 + CMN + C
∑
0<γ≤α
(
α
γ
)
P|γ|({EkAkk!}, {Mk})M|α|−|γ|+1
where we used Lemma 2.10 and (3.2) in the last step. Using Proposition 2.7 we deduce
(3.3) ‖ρN+1∂α(a˜i j∂i jvk‖H˜m ≤ CεMN+1 +CMN + C
∑
0<l≤N
(
N
l
)
Pl({EkAkk!}, {Mk})M(N+1)−l.
Estimating the term ‖ fk‖H˜m in a similar way yields
I1 ≤ CεMN+1 +CMN +C
∑
0<l≤N
(
N
l
)
Pl({EkAkk!}, {Mk})M(N+1)−l +CP
N({EkAkk!}, {Mk})
and hence finally
MN+1 ≤ CεMN+1 +C
∑
0<l≤N
(
N
l
)
Pl({EkAkk!}, {Mk})M(N+1)−l
+CPN({EkAkk!},Mk) + CNMN +CN(N − 1)MN−1.

3.3. Cauchy’s method of majorants. From Propositon 3.1 we get for A1 = E · A
(3.4) MN+1 ≤ CεMN+1 +C
∑
0<l≤N
(
N
l
)
Pl({Ak1k!}, {Mk})M(N+1)−l
+ CPN({Ak1k!},Mk) + CNMN +CN(N − 1)MN−1.
Let us now look for a suitable majorant for the right-hand side. For A1 = E · A we set
G1(z) :=
1
2
+C
∑
n∈N
An1(z − M0)
n
and
G2(z) := C
∑
n∈N0
An1(z − M0)
n
+
M1
2
.
7We consider a solution w to the differential equation
w′(t) = G1(w)w
′
+G2(w) +C(t + t
2))w′
with w(0) = M0. As |G1(w)+C(t+ t
2)| < 1 near to 0 this differential equations is equivalent
to
w′(t) =
G2(w)
1 − (G1(w) +Ct +Ct2)
near to w = 0 and hence has this initial value problem has a unique analytic solution on
an open set containing 0. Using the product and chain rule, one see that the derivatives
M˜N = w
(N)(0) satisfy M˜1 = M1 and the equality
M˜N+1 =
1
2
MN+1 +C
∑
0<l≤N
(
N
l
)
Pl({Ak1k!}, {Mk})MN+1−l
+ CPN({CAk1k!}, {Mk}) +CNMN +CN(N − 1)MN−1
for N ≥ 1. Comparing the last equality with inequality (3.4) we inductively deduce that
MN ≤ M˜N ≤ C˜B
NN!
if Cε ≤ 1
2
. Lemma 2.1 then yields that u is analytic on B1(0)
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