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From the mass gap in O(N) to the non-Borel-summability in O(3) and O(4) sigma
models
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We give an analytical derivation of the mass gap of the vector O(N) sigma model in two dimensions
and investigate a large-order behavior of the weak coupling asymptotic expansion for the energy.
For sufficiently large N the series is sign-oscillating, which is expected from the large N solution of
the sigma model. However, for N = 3 and N = 4 the series have positive coefficients.
INTRODUCTION
The two-dimensional vector O(N) sigma model is of-
ten considered as a toy model for the quantum chromo-
dynamics. It is asymptotically free and dynamically gen-
erates a mass scale Λ (analog of ΛQCD), although its
classical formulation does not contain any dimensionful
parameters. It is widely accepted that the asymptotic
states of the sigma model are the massive particles in
the vector representation of the O(N) group. The mass
of the particles should be proportional to the only mass
scale of the theory: m = c Λ.
The mass m is a physical quantity, while c and Λ de-
pend on the regularization scheme. The coefficient c can-
not be determined from the perturbation theory. Luckily,
the O(N) sigma model can be studied nonperturbatively
due to its integrability. The explicit expression for the
coefficient c in the MS scheme was found in [1, 2]:
c =
(
8
e
) 1
N−2 1
Γ[1 + 1N−2 ]
. (1)
We explain the idea of this calculation in the next sec-
tion. In order to obtain c, one has to solve the integral
equation (5) in the weak-coupling regime at the leading
and subleading order. At the leading order the solution
was found by the application of the generalized Wiener-
Hopf method (for a review of the method, see for example
[3]). The subleading order was found only numerically,
although with a high precision which allowed one to con-
jecture the expression (1). In [4] it was mentioned (see
reference [19] there) that J.Balog had given an analyt-
ical solution at the subleading order. However, to our
knowledge, that result had not been published.
The goal of this paper is to give an analytical solution
of the integral equation (5) at subleading and higher or-
ders in a recursive manner. This gives us, in particular,
an analytical derivation of (1). Also, armed with the re-
cursive procedure, we make an estimation for the large-
order behavior of the coefficients of the weak-coupling
expansion and study Borel-summability properties of the
model.
Another motivation for this work comes from the
AdS/CFT correspondence where the appearance of the
O(6) sigma model [5] raised the necessity of the solu-
tion of the equation (5) and its generalization at next-to-
subleading order [6].
INTEGRAL EQUATION
Let us consider the sigma model in the presence of
an external field h coupled to a U(1) charge. Such a
system was initially studied in [7, 8]. When the value
of h exceeds the mass gap, a finite density ρ of equally
polarized particles is created. At large values of h the
free energy of the system can be computed perturbatively
due to the asymptotic freedom. Knowing the free energy
density f [h], we can find the energy density ε[ρ] through
the Legendre transform:
ε[ρ] = minh(f [h] + ρ h). (2)
It is convenient to introduce a running coupling con-
stant α[µ] via the relation
1
α
+ (∆−1) logα = log
[
2πµ∆
ΛMS
]
, ∆=
1
N−2 . (3)
The perturbative quantum field theory predicts the fol-
lowing expansion for the energy density:
ε[ρ]
ρ2
= π∆
(
α+
1
2
α2 +∆
∞∑
n=3
χnα
n
)
+O
(
Λ2
MS
ρ2
)
,(4)
where α is evaluated at the scale µ = ρ.
The idea of [1, 2] was that the energy of the system in
the large volume can be calculated also from the asymp-
totic Bethe Ansatz, which explicitly contains the mass m.
The energy density ε[ρ] can be calculated in the thermo-
dynamic limit, in which the number of particles K and
the length of the system L both go to infinity with fixed
ρ = K/L. The comparison of the result of the Bethe
Ansatz and (4) allows one to find the coefficient c (1).
In the thermodynamic limit the Bethe Ansatz reduces
to the integral equation for the density of the rapidity
2distribution χ[θ]:
χ[θ] −
B∫
−B
K[θ − θ′]χ[θ′]dθ′ = mcosh[θ], θ2 < B2;
K[θ] =
1
2πi
d
dθ
logS0[θ], (5)
S0[θ] = −
Γ
[
1
2 +
iθ
2π
]
Γ
[
∆+ iθ2π
]
Γ
[
1 + iθ2π
]
Γ
[
1
2 +∆+
iθ
2π
]/c.c. .
The energy density and the density of particles are given
by
ε = m
∫ B
−B
dθ
2π
χ[θ] cosh[θ], ρ =
∫ B
−B
dθ
2π
χ[θ]. (6)
We see that ε depends on ρ through the parameter B.
To compare with the expansion (4) we have to consider
the large ρ, or equivalently large B, asymptotics of the
integral equation (5).
Prior to giving a large B solution of (5), let us rewrite
(5) in terms of the resolvent for the function χ[θ]. For this
we first notice that the kernel K[θ] can be represented as
K[θ] =
1
2πi
(
D+D2∆
1 + D
− D
−1 +D−2∆
1 + D−1
)
1
θ
, (7)
where D = eiπ∂θ is a shift operator and (1+D±1)−1 ≡ 1−
D±1+D±2−. . .. This representation for the kernel can be
easily derived if to notice the formal equality Γ[−iθ/2π] ≃
(1/θ)
D
2
1−D2 .
The resolvent of χ[θ] defined by
R[θ] =
∫ B
−B
dθ′
χ[θ′]
θ − θ′ (8)
is analytic everywhere in the complex plane except on the
support [−B,B] of χ[θ]. The residue of R[θ] at infinity
equals 2πρ. The density distribution χ[θ] can be read
from the discontinuity of the resolvent on the interval
[−B,B]:
χ[θ] = − 1
2πi
(R[θ + i0]−R[θ − i0]). (9)
By substituting (7) and (9) to (5) and then evaluating
the integral using (8) we obtain the following equality:
1−D2∆
1 + D
R[θ + i0]− 1−D
−2∆
1 + D−1
R[θ − i0] =
= −2πimcosh[θ], θ2 < B2. (10)
LEADING ORDER SOLUTION FOR THE
ENERGY DENSITY
In the following we will neglect the terms that give
exponentially suppressed contribution to the value of ε.
In this approximation we have
ε
m
≃
∫ B
0
eθχ[θ]
dθ
2π
≃ eB
∫ 0
−∞
e
z
2χ[z]
dz
4π
,
θ = B +
z
2
. (11)
In other words, ε receives the main contribution from
the vicinity of the branch points ±B. Therefore we will
consider the double scaling limit
B, θ →∞, z = 2(θ −B) fixed. (12)
From (9) and (11) we can express the energy density in
terms of the inverse Laplace transform of the resolvent:
ε =
m eB
4π
R̂[1/2], R̂[s] ≡
i∞+0∫
−i∞+0
dz
2πi
eszR[z]. (13)
In the double scaling limit equation (10) is simplified:
1−D2∆
1 + D
R[z + i0]− 1−D
−2∆
1 + D−1
R[z − i0] =
= −πimeBe z2 , z < 0. (14)
The inverse Laplace transform of (14) is derived in the
appendix and is given by:
sin[2π∆s]
(
ei(1−2∆)πsR̂[s−i0]
cos[π(s− i0)] +
e−i(1−2∆)πsR̂[s+i0]
cos[π(s+ i0)]
)
=
=
m
2i
eB
(
1
s+ 12 − i0
− 1
s+ 12 + i0
)
, s < 0. (15)
To find the correct solution to (15) we demand the fol-
lowing analytical properties for R̂[s] at each order of 1/B
expansion:
• R̂[s] is analytic everywhere except on the negative
real axis,
• R̂[s] has simple poles at s = −n/(2∆) and simple
zeroes at s = −1/2−n, where n is a positive integer,
• R̂[s] is expanded in negative powers of s at infinity.
The presence of zeroes in the resolvent can be directly
seen from equation (15). The solution of the correspon-
dent homogeneous equation should have in addition a
zero at s = −1/2. The origin of the other stated analyt-
ical properties is explained in the appendix.
The most general solution of equation (15) which sat-
isfies the stated analyticity properties is the following:
R̂[s] = AΦ[s]
(
1
s+ 12
+Q[s]
)
, A =
m
4∆∆
e−
1
2
+B+∆Γ[∆],
Φ[s] =
1√
s
e(1−2∆)s log[
s
e
]−2∆s log[2∆]Γ[2∆s+ 1]
Γ[s+ 12 ]
,
Q[s] =
1
Bs
∞∑
n,m=0
Qn,m[logB]
Bm+nsn
. (16)
3The dependence of Q[s] on B is not a consequence of
(15) or analytical properties of the resolvent but can be
deduced from the considerations of the next section. We
see that Q[s] contains only a finite number of terms at
each order of 1/B expansion and therefore (16) is prop-
erly defined. The leading order should be compared with
the expression for G±[iξ] of [3].
The leading order of ε is given by
ε =
mA
4π
Φ[1/2] eB. (17)
THE PARTICLE DENSITY AND SUBLEADING
CORRECTIONS
First note that if we apply the operator (D−1/2+D1/2)
to the equation (10) we will get(
D−∆−D∆)×
×
(
D∆−
1
2R[θ + i0] + D
1
2
−∆R[θ − i0]
)
= 0. (18)
The action of the shift operator is understood as analyt-
ical continuation. In particular, if ∆ − 1/2 < 0 then the
analytical continuation in D∆−
1
2R[θ+ i0] includes cross-
ing the cut of the resolvent.
In the previous section we found the most general so-
lution in the double scaling limit (12). Still we have to
fix unknown coefficients Qn,m. For this we consider a
different regime. We take again B →∞ but now we will
be interested in the values of the resolvent R[θ] at the
distances of the order B or larger from the branch points
θ = ±B. In this case the shift operator can be expanded
in the Taylor series D = 1 + iπ∂θ − 12π2(∂θ)2 + . . ..
Since R[θ] is an odd function as it follows from (8), it
is easy to check that (18) is perturbatively equivalent to
D∆−
1
2R[θ + i0] + D
1
2
−∆R[θ − i0] = 0. (19)
For example, if at the leading order (19) is given byX = 0
then (18) is given by ∂θX = 0 integration of which gives
X = const. However, the constant of integration is zero
due to the parity properties of the left-hand side of (19).
Solving (19) perturbatively order by order we can ex-
pand the resolvent in the inverse powers of B:
R[θ]=
∞∑
n,m=0
m+n∑
k=0
√
B cn,m,k(θ/B)
ǫ[k]
Bm−n (θ2 −B2)n+1/2
log
[
θ−B
θ+B
]k
,(20)
where ǫ[k] = k mod 2. The perturbative meaning of
the expansion (20) is most easily seen in terms of the
variable u = θ/B. The solution (20) gives us the value
for the particle density from the residue of the resolvent
at infinity:
ρ =
√
B
2π
(
c0,0,0 +
∞∑
m=1
c0,m,0 − 2c0,m,1
Bm
)
. (21)
If we reexpand (20) in the double scaling limit (12), we
should recover the solution (16) obtained in the previous
section. This condition uniquely fixes all the coefficients
cn,m,k and Qn,m.
The expansion (20) in the double scaling limit orga-
nizes at each order of 1/B as a 1/z expansion. Therefore
we should compare it with the Laplace transform of the
small s expansion of R̂[s]. As an illustration, we give
here the terms of these expansions which are relevant for
calculation of the leading and the subleading orders of ρ
and ε:
R =
c0,0,0√
z
+
c1,0,0 + c1,0,1 log
[
z
4B
]
z3/2
−
√
z
8B
c0,0,0 +
+
8c0,1,0 − 3c1,0,0 − 2c1,0,1 + (8c0,1,1 + c1,0,1) log
[
z
4B
]
8B
√
z
,∫ ∞
0
ds e−szR̂[s] =
2A√
z
−A2∆ log
[
e∆
2
]
+1+ (1−2∆) log z
z3/2
+
Q0,0
√
z
B
(
−2 + 2∆ log
2e
∆ − 1− (1− 2∆) log z
z
)
. (22)
RESULTS AND DISCUSSIONS
From the results of the previous sections we find the
expressions for ρ and ε at the leading and subleading
orders:
ε[B]
m2
=
e2B+2∆−1
16π∆2∆−1
Γ[∆]2
(
1 +
1
4B
)
, (23)
ρ[B]
m
=
eB+∆−
1
2
4π∆∆
Γ[∆]
√
B ×
×
(
1−
3
2 + (1−2∆) log 8B∆ − log 2∆
4B
)
.
Resolving the parametric dependence we obtain exactly
α and α2 terms in the expansion (4) if α is defined as
1
α
+ (∆− 1) logα = log ρ
m
+ log
[(
8
e
)∆
2π
Γ[∆]
]
.(24)
Comparing (24) with (3) we confirm the result (1).
Comparing the solutions (16) and (20) one can find the
higher order corrections to the energy density. Up to the
first four loops they are given by:
χ3=
1
2
, χ4 = − 1
32
(
24ζ(3)∆2+
+8∆2 − 42ζ(3)∆− 28∆+ 21ζ(3)− 8) , (25)
χ5= − 1
96
(
456ζ(3)∆3 + 24∆3 − 918ζ(3)∆2 −
−60∆2 + 609ζ(3)∆− 140∆− 105ζ(3)− 24) .
The two-loop result χ3 coincides with the field theory
calculations in [6].
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Figure 1. Depndence of an on n for particular values of ∆.
The fact that the energy can be expanded in power se-
ries over the running coupling constant (24) is a nontriv-
ial property of the integral equation (5). This is a strong
check of the validity of the bootstrap approach. This
hidden renorm-group dynamics of the integral equation
was shown to hold in the case of Gross-Neveu models in
[3]. The case of the O(N) appeared to be more difficult
to prove. We checked the renorm-group dynamics in the
O(N) case at ten first orders of the perturbative expan-
sion and then used it to perform calculations at higher
orders.
We have found analytical expressions for χn up to n =
261. This allowed us to estimate the large n behavior of
χn:
χn ≃ Γ[n]
2n−1
an[∆]. (26)
For ∆ = 0 we have an[0] = (−1)n−1. This result is
consistent with the fact that in the large N limit the IR
renormalon poles in the Borel plane are absent [10, 11].
The large-order behavior of the coefficients χn is therefore
governed by the leading UV renormalon pole leading to
the Borel-summable oscillating behavior (26).
For ∆ = 1 we have an ≃ 1.09 and for ∆ = 1/2 we
have an+1 ≃ n−1(2.09 − 0.43(n mod 2)), i.e. the series
is non-Borel-summable. The Borel ambiguity is of the
order Λ2/ρ2 as it should be from the field theory point
of view (see (4)).
For arbitrary ∆ ≥ 1 the behavior of the coefficients an
interpolates between those for ∆ = 0, 1/2 and 1. We
estimate the sign oscillation of the coefficients for suffi-
ciently large n and ∆ < ∆c ≃ 0.4. For 1 ≤ ∆ ≤ ∆c all
the an are positive. For ∆ > 1 the asymptotic behavior
of an is given by an ≃ −α1nα2∆n−2, where α1 is posi-
tive. This behavior shows the presence of the singularity
1 the Mathematica code for the calculations is published in the
PhD thesis of the author [9].
in the Borel plane, position of which is proportional to
N − 2.
The observed non-Borel-summability in the O(N)
sigma models for N = 3 and N = 4 can be explained
by the presence of IR renormalons. For N = 4 the ob-
servation is supported by the non-Borel-summability of
the SU(N) principal chiral field model (PCF) at large N
[12] (since the O(4) sigma model can be viewed as the
SU(2) PCF model). As it follows from [11], one should
expect non-Borel-summability at any finite N . Although
we cannot show this explicitly for arbitrary finite N us-
ing argument of the positiviness of an, the observed fact
that an + an−1 > 0 can be naturally explained by the
presence of IR renormalons.
The additional singularity in the Borel plane at the po-
sitio n proportional to N−2 corresponds to the instanton
solution, as one can see by applying the method of [13].
The method used in this paper was developed in [14,
15] and with no doubts can be applied to similar systems
such as PCF or Gross-Neveu sigma models.
APPENDIX: ANALYTICAL PROPERTIES OF R̂[s]
Expansion at infinity. Since K[θ] is analytic on the
real axis, from (5) we conclude that χ[θ] is expanded
around θ = B as
χ = β0 + (θ −B)β1 + (θ −B)2β2 + . . . . (27)
This means that expansion of R[z] at z = 0 is given by
R[z] = − log[z]
(
β0 +
z
2
β1 +
z2
4
β2 + . . .
)
. (28)
The inverse Laplace transform of (28) gives the stated
behavior of R̂[s] at infinity. The expansion (28) has a fi-
nite radius of convergency, therefore the inverse Laplace
transform leads to a divergent asymptotic expansion.
This is coherent with analytical properties of R̂[s] that
we will now discuss.
Zeroes and poles. There is yet another representation
of the integral equation (5). To derive it we have to
extend this equation to the whole real axis. For this we
introduce a new function χh[θ] (density of holes) which
has the support complementary to [−B,B]. The function
χh[θ] is defined to be such that the equation
χh[θ
′] + χ[θ′]−
B∫
−B
dθ′′K[θ′ − θ′′]χ[θ′′] =
= mcosh[θ′]Θ[B2 − (θ′)2] (29)
is valid for any real θ′.
Integrating (29) with the Cauchy kernel 1θ−θ′ , we get
1−D±2∆
1 + D±1
R[θ] +Rh[θ] = T [θ], Im[θ] ≷ 0, (30)
5where Rh is the resolvent for χh and T is the resolvent
for the right-hand side of (29).
The function R̂[s] is defined by the inverse Laplace
transform (see (13)) and is analytic for Re[s] > 0. We
define the analytical continuation of R̂[s] to Re[s] < 0
using the path that does not cross the ray s < 0.
To study the analytical properties of R̂[s] in the re-
gion Re[s] < 0, Im[s] < 0 we consider equation (30) for
Im[θ] > 0 in the double scaling limit and apply the inte-
gral
∫ −i∞−0
i∞−0
dz
2πie
sz . The result is written as
1− e−4iπ∆s
1 + e−2iπs
R̂[s] = R̂h[s] +
m
2
eB
s+ 12
, Im[s] < 0,
R̂h[s] =
∫ −i∞−0
i∞−0
dz
2πi
eszR[z]. (31)
Similarly we consider the region Re[s] < 0, Im[s] > 0 and
get the equation
1− e4iπ∆s
1 + e2iπs
R̂[s] = R̂h[s] +
m
2
eB
s+ 12
, Im[s] > 0. (32)
Since Rh[z] is analytic everywhere except on the ray
z > 0 the function R̂h[s] is analytic for Re[s] < 0. There-
fore, by taking the difference of (31) and (32) for s < 0
we get (15).
We conclude from (31) and (32) for Re[s] < 0, from
analyticity of R̂h[s] for Re[s] < 0, and from analyticity of
R̂[s] for Re[s] > 0 that R̂[s] is analytic everywhere except
on the negative real axis where it has a cut. From (31)
and (32) it also follows that R̂[s], on the ray s < 0, must
has zeroes at s = n/2∆ (except for the first one) and may
have poles only at s = n. All the poles should be present
in order to get a correct behavior of R̂[s] at infinity. This
explains the stated analytical structure of the resolvent.
Note that the stated analytical properties of R̂[s]
are valid only in the double scaling limit. The inverse
Laplace transform of R[θ] at finite B is an entire function
in the s-plane. This phenomenon is illustrated by the
function f [s] = 1s − 1se−
s
B . This is an entire function.
However, since we are interested in f [1/2] in the large B
limit the exponentially suppressed term can be neglected
and effectively we get a pole.
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