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In many production environments, a fixed network of capacity is shared flexibly between multiple products
with random demands. What is the best way to configure the capacity of the production network and to
allocate the available capacity, to meet pre-determined fill rate requirements? We develop a new approach
for network capacity configuration and allocation, and characterize the relationship between the capacity of
the network and the attainable fill rate levels for the products, taking into account the flexibility structure
of the network. This builds on a new randomized allocation mechanism to deliver the desired services.
We use this theory to investigate the connection between the flexibility structure and capacity configu-
ration. We provide a new perspective to the well-known phenomenon that “long chain is almost as good as
the fully flexible network”: For given target fill rates, the required capacity level in a long-chain network is
close to that in a fully flexible network, and is much lower than a dedicated system. We apply these insights
and techniques on problems arising in the design of last mile delivery operations, and in semi-conductor
production planning, using real data from two companies.
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1. Introduction
The fundamental problem in any supply chain system is to match available supply or capacity
with (random) demand, using various buffers such as safety inventory, excess capacity, or flexible
production and routing techniques, to facilitate service deliveries. In their classic work on factory
physics, Hopp and Spearman (2008) postulated that flexibility can reduce the amount of buffers
needed to mitigate the effects of demand variability. This follows a spate of activities in the industry
to embrace flexible production techniques in its manufacturing system.1
Unfortunately, the ability to allocate capacity in a flexible manner leads to challenging control
and costly coordination problems. In a survey among almost 250 manufacturers over 10 years
(2005–2015),2 78% of the companies indicated that while they have enhanced their ability to adjust
production to respond to market changes, they have also lost control on the production costs.
Software giants like SAP and IBM have seized this opportunity to offer tools to help make better
trade-offs in capacity/inventory allocation. For instance, SAP featured “service level optimization”
as the next wave of innovations, beyond enterprise inventory optimization, to transform supply
chain planning from cost containment into revenue optimization.3 This is a complicated problem
because multiple stakeholders in finance, marketing and operations etc. need to agree on the target
service levels set for each product in the system, so that proper resource allocation can follow. To
this end, we must address the following core question: Do we have enough capacity in the
flexible production system to achieve the target service levels for different products?
Among various types of flexible manufacturing techniques, one particular stream—process
flexibility—has been extensively studied in the operations management literature. Process flexibil-
ity entails the ability to reallocate fixed resources to produce different types of products (Jordan
and Graves 1995, Goyal and Netessine 2011). In their seminal paper, Jordan and Graves (1995)
showed that systems with well-designed limited flexibility can achieve almost the same performance
as the full-flexibility system, in which all types of products can be produced at any plants. This
has motivated a series of follow-up works on process flexibility to investigate the benefits of sparse
flexibility design (e.g., Chou et al. 2010, 2011, 2014, Simchi-Levi and Wei 2015, Wang and Zhang
2015, Asadpour et al. 2017). The techniques developed thus far, however, ignore the connection
between capacity configuration and service levels attainable, which is still an open question prior
to this work to the best of our knowledge.
1 For instance, Ford celebrates 100th anniversary of the moving assembly line with new goals for advanced, flexible
manufacturing (October 7, 2013); retrieved from https://media.ford.com/content/fordmedia-mobile/fna/us/en/
news/2013/10/07/ford-celebrates-100th-anniversary-of-the-moving-assembly-line-wi on March 31, 2017.
2 How manufacturers can get faster, more flexible, and cheaper (February 27, 2017); retrieved from https://hbr.
org/2017/02/how-manufacturers-can-get-faster-more-flexible-and-cheaper on March 31, 2017.
3 SAP service level optimization (September 19, 2016); retrieved from https://wiki.scn.sap.com/wiki/display/
SCM/Service+Level+Optimization+-+Introduction+and+Fundamentals on August 6, 2017.
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We can solve the capacity configuration problem using a numerical approach, by first generat-
ing a large number of samples from the demand distribution, and solving a related optimization
problem to find the minimum level of capacity needed to attain the desired service levels, based
on the samples generated. This traditional approach—sampling average approximation (SAA)—
suppresses the issue of allocation logic, and only constructs via brute force an allocation decision
for each scenario represented in the samples generated; it is otherwise silent on the allocation policy
for any new scenarios not among the samples generated.
We patch up the theory of SAA in this paper, and show that it remains a viable approach for
capacity configuration under fill rate constraints, by explicitly constructing the allocation rule. Our
approach solves a stochastic programming problem using a finite set of samples, but we explicitly
construct the priority rule used in the allocation logic for each scenario. In this way, we obtain a
randomized priority allocation rule for this class of problem that can be used on any new sample
generated from the same demand distribution.
More specifically, we consider a supply chain network with flexible plants configured to meet
the demands of multiple products, where the demand distribution of each product is known to the
supply chain planner. We need to construct an allocation policy to ensure that the target fill rate
level of each product is attainable. We focus on the class of randomized priority rules constructed
in the following way: Let Xi and Sj denote the random demand and capacity for product i and
plant j, respectively. We find a set of weights wi(X,S)’s after demand realization, and solve the
following assignment problem to determine the allocation D:
max
∑
j,i
wi(X,S)Dj,i
s.t.
∑
j
Dj,i ≤Xi, ∀i∑
i
Dj,i ≤ Sj, ∀j
Dj,i ≥ 0, ∀i, j
Here Dj,i represents the resource allocated from plant j to serve the demand of product i. For ease
of exposition, we suppress the dependence on S from wi(·) in subsequent discussion.
By varying the weight wi(X) for different demand scenario X, we can fine tune the ser-
vice level delivered to product i to satisfy the target fill rate level. For instance, if wi(X) =
Xi, the allocation rule gives priority to product with higher realized demand value. If wi(X) =
“the revenue of product i”, then the priority is given to products with higher revenues. We show
that for every attainable service level targets, βi’s, there is a corresponding set of random weights,
wi(X)’s, that will allow the above allocation method to deliver the desired service level to each
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product. Interestingly, we show that wi(X) can be constructed in a dynamic manner and recast
using a randomized policy that does not depend on X. In this way, our random priority allocation
rule does not depend on the realized product demands.
Our key contributions in this paper are as follows:
(1) We construct a randomized priority rule to obtain an allocation mechanism that can satisfy the
service level requirements for all products, whenever the capacity in the network is sufficient.
Furthermore, we develop a set of necessary and sufficient conditions on the optimal capacity
configuration to ensure that the target fill rate levels are attainable.
(2) We present an application of this theory on multi-item newsvendor problem with upgrad-
ing. Interestingly, we show that the set of conditions obtained generalizes the critical fractile
condition for the classical single item newsvendor model.
(3) We develop a two-stage online gradient descent algorithm to solve the capacity configuration
problem. Using the online convex optimization techniques and “online to batch” conversions,
we establish that the capacity values obtained converge (almost surely) to the optimal solution.
(4) For given target fill rate levels, we observe from our numerical results that the optimal capacity
level needed for a long-chain network (sparse process flexibility) is already close to that for
the fully flexible network. This provides a new twist to the well-known phenomenon that long
chain is almost as good as the fully flexible network in terms of demand fulfillment.
(5) We evaluate the performance of our capacity configuration techniques on two problems from
the industry, and demonstrate a range of improvements and insights for these problems, using
real data provided by two companies. In particular, we test the effectiveness of long-chain
structure in a last mile delivery operations, and scrutinize the strategic role of subcontractors
in supporting production in a flexible manufacturing network.
The rest of this paper is organized as follows. We review the relevant literature in Section 2.
In Section 3, we formally introduce our model and address the capacity allocation problem by
explicitly constructing an optimal allocation policy. We also demonstrate an application of our key
results in a multi-item newsvendor problem with product upgrades. In Section 4, we address the
capacity configuration problem by developing a two-stage online gradient descent algorithm. In
Section 5, we numerically demonstrate the effectiveness of long-chain network in mitigating demand
uncertainty from the perspective of capacity configuration and service-level guarantee. We further
apply these insights on the design of last mile delivery operations. In Section 6, we discuss how
these techniques can be used to support production planning in a flexible network. We conclude
this work in Section 7. All technical proofs are relegated to Appendix B.
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2. Literature Review
Our research is closely related to the stream of literatures on process flexibility. The concepts
of chaining structure and limited flexibility proposed by Jordan and Graves (1995) are arguably
the most influential ideas. Jordan and Graves (1995) demonstrated that (1) limited flexibility, if
configured in the right way, can accrue most of benefits obtained from a full-flexibility system
(in terms of demand fulfilled or lost sales); and (2) limited flexibility has the greatest benefits
in a network with long chain. Motivated by these findings, Chou et al. (2010) proved that the
asymptotic expected fulfilled demand in a long-chain system is close to that in a full-flexibility
system using a random walk approach. Chou et al. (2011) argued that good production networks
are essentially highly connected graphs and they showed that the graph expander structure with
O(n/) arcs is able to achieve (1 − ) optimality of full-flexibility networks. In a similar spirit,
Chen et al. (2015) used probabilistic graph expanders with O(nln(1/)) arcs to demonstrate the
same (1− )-optimality with high probability. Beyond the balanced and symmetrical assumptions,
Chen et al. (2018) generalized this result to a general class of production networks. In comparison
with other designs with limited-flexibility, Simchi-Levi and Wei (2012) showed that the long-chain
structure is optimal among all 2-flexibility systems in terms of the expected fulfilled demand,
for a balanced and symmetrical system with exchangeable demand. De´sir et al. (2016) further
demonstrated that the long-chain design is optimal among all those connected networks with at
most 2n arcs over n supply and n demand nodes, but there exists a disconnected network with
2n edges performing better than the long-chain under a special demand case. The effectiveness of
long-chain design has also been analyzed in other setting, including Chou et al. (2014), Simchi-
Levi and Wei (2015). Interestingly, Wang and Zhang (2015) developed a semidefinite programming
formulation to calculate the asymptotic performance ratio of long-chain and derived a closed-form
lower bound when the capacity level is identical to the demand mean value in the framework of
robustness. Besides the analytical investigation, the benefits of process flexibility have also been
verified empirically in the literature, such as Suarez et al. (1996) and Hallgren and Olhager (2009).
Different from these theoretical works that were studied in a single-period setting, Shi et al.
(2015) studied the design of process flexibility problem in a multi-period setting. We note that
Shi et al. (2015) also provided a max-weight policy for resource allocation, but their objective
is to minimize the total expected backlogging cost while we aim to achieve the fill rate target
with the minimal capacity profile. In addition, Shi et al. (2015) allowed the unsatisfied demand
to be backlogged to next period, but we study the lost-sale model. These two differences lead
to significantly different analysis. Asadpour et al. (2017) investigated the benefits of long-chain
flexibility design in an online environment in which stochastic demands arrive over time and the
resource allocation decisions must be made immediately when new demand arrives. They derived
 Electronic copy available at: https://ssrn.com/abstract=3210850 
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an upper bound on the expected total number of lost sales that is independent of the market size.
It is interesting to observe that their myopic online fulfillment policy is similar to the allocation
policy we develop in this paper. However, the problem we study is inherently different from the
current literature on process flexibility: We consider the capacity configuration problem given any
pre-determined flexibility structure and service level requirements, rather than trying to bound the
gap between lost sales of specific flexibility designs given capacity levels.
In closing, we briefly review the literatures related to online convex optimization (OCO) and
stochastic convex optimization. Zinkevich (2003) developed an online gradient descent algorithm to
address the sequential decision problem over T periods. Compared to the oﬄine optimal decision,
this online algorithm achieves a regret bound in the order of O(
√
T ). Several other OCO algorithms
have also been developed to guarantee sub-linear regrets so that the average performance gap
between the online solution and the optimal oﬄine solution is negligible when T is sufficiently
large. We refer the readers to Cesa-Bianchi and Lugosi (2006), Shalev-Shwartz (2011), and the
references therein, for the technical details. These online convex optimization algorithms have been
generalized to study the stochastic convex optimization problems. Under the “online to batch”
conversions, the empirical solution to a sequence of online functions still provides a sub-linear
regret bound guarantee to the stochastic problem with high probability (Cesa-Bianchi et al. 2002,
Kakade and Tewari 2009, Shalev-Shwartz et al. 2009). In this paper, we show that the capacity
configuration problem can be suitably recast as an OCO problem, after introducing dual multipliers
to service level constraints. We notice that similar primal-dual algorithms were also used to solve
OCO problems with long-term constraints (e.g., Mahdavi et al. 2012) and stochastic constraints
(e.g., Mahdavi et al. 2013). Different from these algorithms, our approach is built on the online
gradient descent algorithm (Zinkevich 2003) and the “online to batch” conversions (Shalev-Shwartz
et al. 2009) directly and hence the capacity profile, which converges (almost surely) to the optimal
one, can be computed easily.
3. Model Formulation and Capacity Allocation
In this section, we first formally define our problem and then address one critical decision in the
model—capacity allocation—by developing an optimal allocation mechanism. We turn to the other
decision—capacity configuration—in the next section.
3.1. Problem Definition and Transformation
We use a bipartite graph G to represent a production network of multiple plants and heterogeneous
products. On one side is a set J of plant nodes, whereas on the other side is a set I of product
nodes. A link connecting product node i to plant node j means that plant j is configured to produce
product i. With a little abuse of notation, we also use G to denote the set of links in the graph. Each
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product i faces a nonnegative random demand Xi and the demands (Xi, ∀i∈ I) are not necessarily
i.i.d. Let X := (X1,X2, . . . ,X|I|) denote the demand vector. Similarly, S := (S1, S2, . . . , S|J |) denote
the capacities of the plants, and c := (c1, c2, . . . , c|J |) denote the configuration costs of the plants.
Let βi ∈ (0,1) denote the fill rate required by product i, ∀i∈ I, and β := (β1, β2, . . . , β|I|).
For any subset of products U ⊆ I, let Γ(U) ⊆ J denote the the set of production sites that
support U : Plant j ∈ Γ(U) if and only if j is configured to produce at least one product in the set
U . We let G(U,Γ(U)) denote the subgraph with nodes U and Γ(U), and all the links between U
and Γ(U). Similarly, for any subset of plants V ⊆ J , we denote Γ(V ) as the subset of products
that can be produced by plants in V .
The supply chain planner needs to determine the capacity levels of all plants in anticipation of
the product demands and in view of the fill rate targets. After demands are realized, the product
managers report the requirements to the planner, who will then allocateDj,i(X,S) units of capacity
from plant j to product i, for all i ∈ I and j ∈ J . Therefore, for any feasible capacity level and
allocation mechanism, the total capacity allocated to product i must satisfy the following fill rate
conditions:
E
 ∑
j∈Γ({i})
Dj,i(X,S)
≥ βiE[Xi], ∀i∈ I. (1)
This condition is commonly used to measure the expected fill rate, which is also known as Type-II
service level, in the existing inventory literature (e.g., Chen et al. 2003, Zhong et al. 2018). Given
demand information X and fill rate target β, the feasible region for the capacity profile can be
characterized as S(X,β):
S(X,β) :=

S ∈R|J |+
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
E
 ∑
j∈Γ({i})
Dj,i(X,S)
≥ βiE[Xi], ∀i∈ I∑
j∈Γ({i})
Dj,i(X,S)≤Xi, ∀i∈ I,∀X ∈Ω∑
i∈Γ({j})
Dj,i(X,S)≤ Sj, ∀j ∈J ,∀X ∈Ω
Dj,i(X,S)≥ 0, ∀(j, i)∈ G,∀X ∈Ω

,
where Ω represents the set of all possible realizations for demand X and R|J |+ denotes the nonneg-
ative orthant in the |J |-dimensional space. The first set of constraints states that the service level
requirements for all the products need to be met. The second and third set of constraints state
that the allocated capacity to product i should not be more than the required amount Xi and the
allocated capacity from plant j cannot exceed the available capacity level Sj.
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More formally, the capacity configuration and allocation problem can be formulated as follows:
(P1) min
S,D(X,S)
∑
j∈J
cjSj
s.t. S ∈ S(X,β)
Note that the characterization of S(X,β) requires specifying feasible resource allocation decision
D(X,S). Therefore, two sets of decision variables—S and D(X,S)—should be jointly optimized
in Problem (P1). Since there are infinitely many ways to determine the allocation decisionD(X,S),
it is generally intractable to solve Problem (P1) directly. An alternative approach is to construct
an explicit allocation mechanism such that the capacity in the network is sufficient to attain the
service level targets, i.e., the capacity is in the feasible region S(X,β). However, finding an optimal
allocation mechanism is a challenging problem. To do this, we first project out the allocation
decisions to a set of conditions that only involves the capacity S, the service targets β, and the
random demands X. In this section, we focus on developing feasible capacity allocation mechanism
for Problem (P1) while we address the optimal capacity configuration issue in Section 4.
3.2. Necessary and Sufficient Conditions
If there exists a feasible allocation solution D(·, ·) = Dj,i(·, ·),∀(j, i) ∈ G, with capacity S that
can achieve the fill rate requirements for all products, then for any subset of products U ⊆ I,
the expected total capacity allocated to products in U would be enough to achieve the fill rate
requirements for all the products in U . That is, the following inequality must be satisfied:
E
 ∑
(j,i)∈G(U,Γ(U))
Dj,i(X,S)
≥∑
i∈U
βiE[Xi], ∀U ⊆I. (2)
We can view Dj,i(X,S) as a flow from plant node j to product node i, given the demands X
and capacity profile S. According to the max-flow min-cut theorem on the subnetwork G(U,Γ(U)),
we have
min-cut = min
V⊆U
 ∑
j∈Γ(V )
Sj +
∑
k∈U\V
Xk
= max-flow≥ ∑
(j,i)∈G(U,Γ(U))
Dj,i(X,S), ∀U ⊆I. (3)
Combining conditions (2)-(3), we have
E
min
V⊆U
 ∑
j∈Γ(V )
Sj +
∑
k∈U\V
Xk

≥∑
i∈U
βiE [Xi] , ∀U ⊆I. (4)
To sum up, the set of conditions (4) holds for any feasible capacity profile S such that the desired
fill rate levels can be attained. In other words, (4) is a set of necessary conditions for capacity
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profile S to provide a feasible solution for Problem (P1). Furthermore, we can show that these
necessary conditions are also sufficient to ensure that the service level requirements in Problem
(P1) can be met for all products. We first present this result as Theorem 1 below, and then lay
out the scheme of proof by explicitly constructing an allocation policy after the theorem.
Theorem 1. (i) The set of conditions (4) is necessary for all feasible capacity profile S to
Problem (P1). (ii) If the capacity level S satisfies conditions (4), then there exists an allocation
policy for Problem (P1) such that the service level requirement β can be attained for each and every
product.
Part (i) of Theorem 1 has been established above. In the remainder of this section, we focus
on proving the second part. The proof is constructive in the sense that we explicitly construct an
optimal allocation policy that can deliver the required fill rates for Problem (P1).
Note that it is challenging to check the feasibility of the fill rate constraint without a closed-form
expression for Equation (1). To tackle this difficulty, a standard approach is to reformulate the
expectation term in Equation (1) by sampling a set of demand scenarios {Xi(t)}Tt=1 ∼Xi over T
samples, where T is a sufficiently large number. For simplicity of notation, we denote the capacity
that the manufacturer allocates from plant j to product i by Dj,i(t) when it is clear that the
demand vector isX(t) and the capacity vector is S. We can then reformulate the fill rate constraint
by the following:4
lim inf
T→∞
∑T
t=1
[∑
j∈Γ({i})Dj,i(t)
]
∑T
t=1[Xi(t)]
≥ βi, a.s., ∀i∈ I
In this way, we can cast Problem (P1) into an infinite stochastic linear programming Problem (P2),
as follows:
(P2) min
S,D(S,X(t))
∑
j∈J
cjSj
s.t. lim inf
T→∞
∑T
t=1
[∑
j∈Γ({i})Dj,i(t)
]
∑T
t=1[Xi(t)]
≥ βi, a.s., ∀i∈ I∑
j∈Γ({i})
Dj,i(t)≤Xi(t), ∀i∈ I,∀t= 1,2, . . .∑
i∈Γ({j})
Dj,i(t)≤ Sj, ∀j ∈J ,∀t= 1,2, . . .
Sj ≥ 0, ∀j ∈J
Dj,i(t)≥ 0, ∀(j, i)∈ G,∀t= 1,2, . . .
4 Note that the allocation policy can be sample-dependent, thus the existence of
lim
T→∞
{∑T
t=1
[∑
j∈Γ({i})Dj,i(t)
]/∑T
t=1[Xi(t)]
}
may not be guaranteed. Therefore, we introduce the operator lim inf
and require βi to be satisfied almost surely (a.s.) in the stochastic formulation.
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Note that Problems (P1) and (P2) are equivalent in the sense that their optimal capacity profiles
are the same. However, they require inherently different allocation policies to deliver the required fill
rates, since (P1) is a single-period problem but (P2) can be viewed as an infinite-period problem by
treating each sample as an independent period. In fact, we can now solve Problem (P2) numerically
via the SAA approach by choosing a fixed T ,5 to derive a near optimal capacity profile and obtain
the allocation solution for the generated demand scenarios. However, the SAA approach does not
explicitly construct the allocation policy, and is silent on how the capacity can be allocated on
new scenarios generated from the same demand distribution. To this end, we first introduce the
max-flow debt (MFD) policy to address the capacity allocation issue in Problem (P2),6 and then
convert the MFD policy to a feasible allocation mechanism for the single-period Problem (P1).
We present our MFD policy below. The policy involves the notion of a priority list L and its
associated lexi-cographical maximum flow D(·,S), which are detailed after the policy description.
Under this policy, we formulate explicitly a priority allocation rule for each sample, using the
allocation decisions for all the previous samples generated.
Max-Flow Debt (MFD) Policy for Problem (P2) with capacity profile S
* Input: T demand samples X(t), t= 1,2, . . . , T ; capacity S; fill rate requirement β.
1. Arbitrarily sort the T samples into a sequence and choose an arbitrary priority list to allocate
capacity for the first sample.
2. For the (t+ 1)th sample, t= 1,2, . . . , T − 1, compute weights
ρi(t+ 1) :=
∑t
s=1Ri(s)
t
, where Ri(s) := βiE[Xi]−
∑
j∈Γ({i})Dj,i(s). (5)
Ri(s) is the debt associated with demand node i in the allocation for the s
th sample. Note that
ρi(t+ 1) is the average of the debts Ri(1),Ri(2), . . . ,Ri(t), for the first t samples. Moreover,
these weights, ρi(t+ 1)’s, do not depend on the demand in the current sample, X(t+ 1).
3. To determine the allocation for the (t+1)th sample, we compute a weighted max flow solution.
For some arbitrarily small positive constant , let ρˆi(t+ 1) := max{ρi(t+ 1), } and solve
(Q) max
∑
(j,i)∈G
ρˆi(t+ 1)Dj,i(t+ 1)
s.t.
∑
j∈Γ({i})
Dj,i(t+ 1)≤Xi(t+ 1), ∀ i∈ I∑
i∈Γ({j})
Dj,i(t+ 1)≤ Sj, ∀ j ∈J
Dj,i(t+ 1)≥ 0, ∀ (j, i)∈ G
5 In this case, we can drop the lim inf operator in the service level constraints and replace them with sample averages.
6 We claim that the MFD policy provides feasible resource allocation solution to Problem (P2) since the attained fill
rates can meet their targets. Furthermore, the MFD policy is an optimal policy given the minimal capacity profile
and the fill rate targets, but there may exist multiple optimal allocation policies.
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Note that if we use ρi(t+ 1) in place of the weights in the formulation, there may be multiple
optimal solutions to (Q), especially when ρi(t+ 1)≤ 0. We use  > 0 to break ties in this case,
to ensure that the solution obtained from solving (Q) always maximizes the total flow in the
network. We can choose any  such that 0< <min{ρi(t+ 1) : ρi(t+ 1)> 0} for this purpose.
We adopt such transformation to ensure that the allocation entails a maximum flow solution,
for ease of exposition, but the results in this paper do not depend on the transformation, i.e.,
we can simply leave the weights as ρi(t+ 1)’s.
4. Repeat Steps 2 and 3 until all sample allocations are found.
Let L(t+1) denote the priority list that ranks the products in non-increasing order of ρˆi(t+1)’s,
breaking ties arbitrarily if necessary, in which we assume that ρˆi(t+1)’s are also modified to reflect
strict ordering implied by the priority list. Suppose L(t+1) = (L1,L2, . . . ,L|I|), where Ll represents
the lth node in the priority list L(t+ 1). Note that a priority list is simply a permutation of the
nodes in I. In the following proposition, we show that the weighted maximum flow solution in
Problem (Q) delivers the lexi-cographical maximum flow7 DL(t+1)(X(t+1),S) associated with the
priority list L(t+1)—i.e., DL(t+1)(X(t+1),S) delivers the largest possible amount of resources to
L1 (the first demand node in L) until XL1(t+1) is fully served or the resource is depleted, followed
by L2, and so on. A rigorous proof of the proposition is provided in Appendix B.9.
Proposition 1. In a bipartite network, the optimal weighted maximum flow derived from Prob-
lem (Q) is not only a max-flow solution to the whole network, but also a lexi-cographical maximum
flow associated with the priority list L(t+ 1).
Proposition 1 establishes a key property of the allocation rule as a result of solving Problem (Q).
In this way, our MFD policy delivers the maximum fill rate to product L1, followed by L2 etc.,
based on available capacity in the network. In what follows, we first argue that the MFD policy,
applied repeatedly on a large number of samples, provides a feasible allocation to the stochastic
programming Problem (P2).
Next, we state Theorem 2, which establishes the feasibility of the MFD policy for Problem (P2).
The Theorem shows that the average debt ρi(T + 1)≤ 0 almost surely for each and every product
i, when T goes to infinity. We focus on analyzing ρ+i (T + 1) := max{ρi(T + 1),0} for every i ∈ I,
and consider the penalty function
‖ρ+‖22 =
|I|∑
i=1
ρ2i 1(ρi > 0).
7 Note that this is not the same as the classical lexi-cographical maximum flow problem solved in Megiddo (1977),
which defines the lexi-cographic orders for both source and sink nodes in general networks. In this paper, the lexi-
cographic order refers to the demand side in bipartite networks.
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To state the Theorem, we define the following four constants, which are independent of T :
Λ :=
∑
j∈J
Sj,Υ := max
i∈I
 ∑
j∈Γ({i})
Sj
 ,
Λ′ := max
{∑
i∈I
βiE[Xi],
∑
j∈J
Sj
}
,Υ′ := max
i∈I
max
βiE[Xi], ∑
j∈Γ({i})
Sj

 . (6)
Theorem 2. Suppose we are given a vector of capacities S that satisfies conditions (4). Then
the average debt ρ(T +1) under the MFD policy satisfies the following non-asymptotic convergence
guarantees in expectation:
E
[‖ρ+(T + 1)‖22]≤ ΥΛ(1 + logT )T . (7)
The policy also satisfies the following non-asymptotic convergence with high probability: For any
fixed δ ∈ (0,1), we have
P
(
‖ρ+(T + 1)‖22 ≤
1√
T
{
ΥΛ(1 + logT )√
T
+ 4Υ′Λ′
√
2 log
(
1
δ
)})
≥ 1− δ, (8)
where constants Υ,Λ,Υ′,and Λ′ are independent of T .
Assuming that the array of capacity levels satisfies conditions (4), Theorem 2 asserts that the
positive part ρ+i (T ) of the debt under MFD policy converges to zero for each and every product i,
as T tends to infinity.
The proof of Theorem 2 involves tracking the rate of decrease in ‖ρ+(T )‖22, as T increases.
Observe that, for each sample T + 1, the MFD policy prioritizes the allocation of capacity to the
demand node with the highest debt incurred in the previous samples 1,2, . . . , T . The prioritization
serves to compensate for the demand nodes that are still under-supplied after T samples. Harnessing
the property of the optimization problem (Q) and the strong convexity of the squared Euclidean
norm, we demonstrate the following non-asymptotic convergence:
‖ρ+(T + 1)‖22 ≤
(
1− 1
T
)
‖ρ+(T )‖22 +O
(
1
T 2
)
+ ErrT , (9)
where ErrT is a stochastic error term that has mean zero and converges to 0 almost surely as T
tends to infinity, and the O(·) notation hides a constant independent of T . Theorem 2 is then
proved by unraveling the recursion (9) for an upper bound on ‖ρ+(T + 1)‖22.
After highlighting the analysis of Theorem 2, we provide the following remarks on the theorem.
Theorem 2 implies that the fill rate targets for all products in Problem (P2) can be met by
performing the MFD policy, for any feasible capacity profiles. In this way, the MFD policy can be
used to check the feasibility of any given capacity profile for Problem (P2).
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In addition, we remark that Theorem 2 generalizes the results in Zhong et al. (2018) in two ways.
First, the capacity allocation policy in Zhong et al. (2018) only applies for single-supplier settings,
while Theorem 2 applies for multiple-supplier settings. Second, we establish non-asymptotic rates of
convergence in expectation and with high probability for ρ(T ) as T increases, and such convergence
results generalize the asymptotic convergence established in Zhong et al. (2018).
Finally, in the case when the capacity profile is insufficient to deliver the required fill-rate targets
to all customers, the MFD policy can still be executed, but converges to a different set of fill rate
performances for the customers. In Appendix A, we characterize the performance of the MFD
policy in this environment.
3.3. Randomized Anticipative Allocation Policy
In this subsection, we develop an optimal allocation mechanism to solve the single-period problem
(P1) by sampling a priority list used in the MFD policy randomly. A crucial property we use in
the analysis is that the allocation priority L(t) used in Problem (Q) in the MFD policy does not
depend on the demand X(t).
In the capacity pooling literatures, Alptekindgˇlu et al. (2013) defined two classes of priority
allocation policies to address the capacity pooling problem under Type-I service level constraint: 1)
Anticipative priority policy: The priority list for a demand scenario is constructed without using
the realized demand information in that period. For example, a straightforward anticipative policy
is to prioritize products according to their service level requirements; 2) Responsive priority
policy: The priority list for a demand scenario is formed using the demand information realized
in that period. For example, the small-demand-high-priority policy is a commonly used responsive
policy—i.e., the product with smaller demand is filled first and then the one with larger demand
can be served if there are any remaining resources. We refer to Zhong et al. (2018) and Lyu et al.
(2017) for detailed comparisons of anticipative policy and responsive policy.
Intuitively, these two types of policies differ in whether the demand realization is used to prioritize
the allocation order or not. Since responsive policy requires more demand information, such policy
may perform better than the anticipative policy. In the MFD policy, the allocation list obtained for
the tth sample is constructed purely using the allocation decisions on the previous (t− 1) samples,
but does not rely on the demand in the tth sample, X(t). Therefore, the MFD policy is indeed
anticipative. This property is crucial to derive the randomized allocation policy for the single-
period Problem (P1) given a capacity profile S, i.e., the allocation priority list is randomly selected
from a priority list pool, obtained from the MFD policy on T random samples. We describe the
construction in the following Algorithm 1.
We describe a concrete example below to illustrate how Algorithm 1 works.
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Algorithm 1 Randomized Allocation Policy for Problem (P1) with capacity profile S
* Input: Distribution of demand X; capacity S; fill rate requirement β.
1. Generate T demand samples X(t) independently according to the distribution of demand X,
where t= 1,2, . . . , T , and T is a sufficiently large number.
2. Input the generated T demand samples {X(t)}Tt=1, capacity S and fill rate requirement β
into the MFD policy to generate T allocation priority lists. Denote the allocation priority list
for sample t as L(t). Since the allocation rule is anticipative, L(t) is a randomized list that is
independent of the demand information X(t).
3. To solve the single-period Problem (P1) with given S, pick a priority list from the pool of
priority lists {L(t) : t= 1,2, . . . , T}, each with equal probability, and solve a lexi-cographical
max flow problem in the network, based on the realization of X.
Example 1. Consider a “Z” production network, with two plants {P,Q}—each having capacity
50 and 80, respectively—and two products {A,B}—each facing i.i.d. uniform demands on [0,100].
Product A can be produced at both plants, but Product B can be produced only at Plant Q.
Suppose that A is a critical product for the customer, and has an expected fill rate target of
βA = 0.96; while Product B requires a lower expected fill rate of βB = 0.90.
If we serve demand solely following the priority order of (A,B), although we can guarantee a
100% fill rate to Product A, the expected fill rate delivered to B is less than 0.87, not meeting the
requirement. If we follow another fixed priority order of (B,A), we certainly fail to serve Product
A, which can only receive an expected fill rate of 0.908, while B is over-served with an expected
fill rate of 0.960. We can see that in this case, fixed priority rules fail to deliver the fill rate targets.
Following the MFD policy with T = 106 and choosing the priority order (A,B) in the first sample,
we observe that the priority order of (A,B) is used in 60.73% samples, and the priority order of
(B,A) is used in the remaining samples. Therefore, based on Algorithm 1, we obtain a randomized
allocation policy, which serves the demands in the order (A,B) with probability 0.6073, and (B,A)
with probability 0.3927. In this way, we can satisfy the expected fill rate requirements for both
products—Product A receives an expected fill rate of 0.964 and Product B gets 0.904.
Based on Theorem 2 and Algorithm 1, we can conclude the following proposition.
Proposition 2. If conditions (4) are satisfied by the capacity S, Algorithm 1 provides a feasible
capacity allocation solution to the single-period Problem (P1).
To this end, we claim that the sufficiency of conditions (4) for all feasible capacity profiles to
Problem (P1) is demonstrated and hence Part (ii) of Theorem 1 is proved. Meanwhile, given any
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capacity profile, our randomized allocation policy can be used to determine whether the capac-
ity profile falls in the feasible region S(X,β) or not. We note that although we have explicitly
constructed an optimal allocation policy, Algorithm 1, there may exist multiple optimal allocation
policies for Problem (P1).
The anticipative property of our allocation policy refers to the fact that the priority list on which
product to serve first is constructed without using the realized demand information. In fact, the
actual allocation quantities depend on the demand realization. Given the priority list and demand
information, we solve the optimization model (Q) to determine the allocation quantities.
The observation that the allocation mechanism is anticipative has other important ramifications.
For instance, a related interesting observation is that our allocation mechanism is strategy-proof
in the following sense: In a more general formulation in which each product manager is privately
informed of the demand realization for her product, she does not have incentive to misreport her
demand since the randomized allocation priority list is constructed independent of the reported
(realized) demand values. Therefore, truth telling (i.e., reporting the actual demand) is a dominant
strategy in this setting. We summarize this result as follows and provide more details in Appendix
B.10.
Proposition 3. The randomized allocation mechanism is strategy-proof in the sense that truth
telling is a dominant strategy for each product manager.
3.4. An Application to Product Upgrades
Before proceeding to address the capacity configuration problem in the next section, we first
demonstrate an immediate application of the necessary and sufficient conditions to a multi-item
newsvendor problem in this subsection.
As a result of technological upgrading over time, multiple versions of a single product are com-
monly seen in practice, especially in spare parts management. For example, a hard disk manufac-
turer can use a hard disk with larger space (1 TB) and higher-speed port (USB 3.0) to replace
the faulty old hard disk (320 GB and USB 2.0) with the same physical size, if it is still in war-
ranty period. In general, backward compatibility is allowed while forward compatibility is not,
i.e., newer-version (upgraded) items can be used to fulfill the demand for lower-version items but
the reverse is either infeasible or not acceptable. A relevant and important question is then how
product substitutions affect the revenue streams and capacity configuration in the supply chain.
We address this problem using the main results derived in Theorem 1.
We consider a system with N product and demand types indexed by {1,2, . . . ,N}. Each product
j can be used to meet demand of type i provided j ≤ i. Products with lower indices are of higher
quality or from newer version and thus can be used to satisfy the demand for those with higher
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indices. The supply for each product j is denoted by Sj, with unit cost cj and c1 > c2 > · · ·> cN .
Similarly, the profit from demand type i is pi, and p1 > p2 > · · ·> pN .
What is the optimal Sj to be installed in the system, if product substitution with upgrades are
allowed? This is a difficult question to address in general, since the performance also depends on
the product substitution (i.e., resource allocation) decisions. Instead of answering this question
directly, we first fix Sj, and find the optimal fill rates that the system can support to maximize
the profits accrued. We find the optimal Sj next after understanding this trade-off between the
capacity configuration and the optimal fill rate performance.
Suppose that the fill rate target for each type i is βi. Our objective function can be written as
max
β,S
{
−
N∑
j=1
cjSj +
N∑
i=1
piβiE [Xi]
}
, (10)
where Xi denotes the stochastic demand of type i product. Let U = {i1, i2, . . . , i|U |} ⊆ {1,2, . . . ,N}
be a subset of demand types, and assume i1 < i2 < · · · < i|U | without loss of generality. Denote
{i0}= ∅. Let Γ({i}) denote the product set that can be used to meet the demand of type i. Note
that Γ({i}) = {1,2, . . . , i} ⊂ Γ({k}) if i < k. This allows us to rewrite conditions (4) to
E
 min
m∈{0,1,...,|U |}
 ∑
j∈Γ({im})
Sj +
|U |∑
k=m+1
Xik

≥∑
i∈U
βiE [Xi] , ∀U = {i1, i2, . . . , i|U |} ⊆ {1,2, . . . ,N}.
Although there are exponentially many such constraints, optimizing over βi’s, while keeping Sj’s
fixed, is an easy problem, since the function E[minm∈{0,1,...,|U |}{
∑
j∈Γ(im)Sj +
∑|U |
k=m+1Xik}] is a
monotone submodular function in U .8 Therefore, the optimal β∗(S) can be obtained by solving
the following system of equations:
E
[
min
m∈{0,1,...,k}
{
m∑
j=1
Sj +
k∑
i=m+1
Xi
}]
=
k∑
i=1
β∗i (S)E [Xi] , ∀k= 1,2, . . . ,N, (11)
This is equivalent to
E
[
max
m∈{0,1,...,k}
{
m∑
i=1
Xi−
m∑
j=1
Sj
}]
=
k∑
i=1
(1−β∗i (S))E [Xi] , ∀k= 1,2, . . . ,N. (12)
This reduces conditions (4) to essentially N constraints on a set of maximum partial sums.
8 This is a classical result in optimization. For any two subsets U and V , consider a max flow x(U ∩ V ) in G(Γ(U ∩
V ),U ∩V ). This max flow solution can be modified with augmenting flows to arrive at a max flow solution x(U ∪V )
to G(Γ(U ∪V ),U ∪V ). The total flows out of nodes in U ∩V must be the same in both x(U ∩V ) and x(U ∪V ), since
the initial flow x(U ∩V ) is optimal for the network G(Γ(U ∩V ),U ∩V ). Let x(U) and x(V ) be the solution obtained
from x(U ∪V ) by restricting the flows to arcs in G(Γ(U),U) and G(Γ(V ), V ) respectively. They overlap on a common
set of flows with values at least as large as the flows in x(U ∩ V ). A complete proof of the submodularity property
mentioned above can be found in Appendix B.8.
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Let pN+1 = 0. Problem (10) can be written in the following way:
max
S
{
−
N∑
j=1
cjSj +
N∑
i=1
piE [Xi]−
N∑
i=1
pi(1−β∗i (S))E [Xi]
}
= max
S
{
−
N∑
j=1
cjSj +
N∑
i=1
piE [Xi]−
N∑
k=1
(pk− pk+1)
k∑
i=1
(1−β∗i (S))E [Xi]
}
= max
S
{
−
N∑
j=1
cjSj +
N∑
i=1
piE [Xi]−
N∑
k=1
(pk− pk+1)E
[
max
m∈{0,1,...,k}
{
m∑
j=1
(Xj −Sj)
}]}
We can then use the first order conditions to pin down the optimal value of Sj.
Proposition 4. In a flexible production system with upgrades, if S∗j > 0,∀j = 1,2, . . . ,N , then
the following condition holds:
cj =
N∑
i=j
(pi− pi+1)P
(
max
m:j≤m≤i
{
m∑
k=1
(Xk−S∗k)
}
= max
m:m≤i
{
m∑
k=1
(Xk−S∗k)
})
,∀j = 1,2, . . . ,N (13)
For N = 2, the above conditions can be written more succinctly as:
c2 = p2P (X1 +X2−S∗1 −S∗2 = max{0,X1−S∗1 ,X1 +X2−S∗1 −S∗2})
= p2P (X2 ≥ S∗2 ,X1 +X2 ≥ S∗1 +S∗2) , and
c1 = (p1− p2)P (X1 ≥ S∗1) + p2P ({X1 ≥ S∗1} or {X1 +X2 ≥ S∗1 +S∗2})
= p1P (X1 ≥ S∗1) + p2P (X1 <S∗1 ,X1 +X2 ≥ S∗1 +S∗2) .
These conditions generalize the critical fractile condition for the classical newsvendor model (cf.
Porteus 1990).
4. Capacity Configuration
In the previous section, we have addressed the capacity allocation problem in our setting: Given
sufficient capacity levels S, how to allocate them to achieve the expected fill rate targets? This can
be used to construct a search procedure to determine the appropriate capacity configuration, if the
search space is not too large or low dimensional. In this section, we develop an efficient method
to compute the minimum capacity levels S given the expected fill rate targets. To this end, we
develop a two-stage online gradient descent algorithm to solve the capacity configuration problem.
Leveraging on the online gradient descent algorithm (cf. Zinkevich 2003) and the “online to batch”
conversions (cf. Shalev-Shwartz et al. 2009), we demonstrate that the capacity profile obtained by
this approach converges (almost surely) to the optimal solution.
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For the single-period Model (P1), we consider its Lagrangian dual formulation by introducing
the Lagrangian dual multiplier λ in correspondence to the expected fill rate constraints, which can
be formulated as:
(P3) max
λ≥0
min
S,D(X,S)
∑
j∈J
cjSj +
∑
i∈I
λi
βiE[Xi]−E
 ∑
j∈Γ({i})
Dj,i(X,S)

s.t.
∑
j∈Γ({i})
Dj,i(X,S)≤Xi, ∀i∈ I,∀X ∈Ω∑
i∈Γ({j})
Dj,i(X,S)≤ Sj, ∀j ∈J ,∀X ∈Ω
Sj ≥ 0, ∀j ∈J
Dj,i(X,S)≥ 0, ∀(j, i)∈ G,∀X ∈Ω
To solve this model, one classic approach is to alternatively minimize the inner optimization prob-
lem with respect to S and to maximize the outer optimization problem with respect to λ (Nocedal
and Wright 2006). Stemming from this idea, we provide a two-stage algorithm to update the dual
multiplier λ and capacity profile S iteratively until the capacity profile converges. Specifically, at
the (k)th iteration, we (1) use an OCO algorithm to derive the capacity profile Sk given λk ∈R|I|+ ;
and (2) use gradient ascent algorithm9 to update the dual multiplier for the (k+ 1)th iteration.
More concretely, for the above step (1), we address the expectation terms in the inner minimiza-
tion problem of Problem (P3) by sampling T independent demand scenarios {Xi(t)}Tt=1 ∼Xi for a
sufficiently large T . In this way, at the kth iteration when the dual multipliers are λki , we formulate
a new stochastic programming problem as follows:
(P4) min
S≥0
∑
j∈J
cjSj+ min
D(t)
∑
i∈I
λki
 1
T
T∑
t=1
βiXi(t)− ∑
j∈Γ({i})
Dj,i(t)

s.t.
∑
j∈Γ({i})
Dj,i(t)≤Xi(t), ∀i∈ I,∀t= 1,2, . . . , T∑
i∈Γ({j})
Dj,i(t)≤ Sj, ∀j ∈J ,∀t= 1,2, . . . , T
Dj,i(t)≥ 0, ∀(j, i)∈ G,∀t= 1,2, . . . , T
Let Sˆk∗ denote the optimal S for the above problem, which approximates the true optimal solution
to the inner minimization problem of Problem (P3), denoted as Sk∗, using T samples. However, we
note that solving Problem (P4) requires addressing all the demand scenarios simultaneously in a
large-scale linear programming problem for a large T . To circumvent this computational difficulty,
we adopt some OCO techniques, using the observation that Problem (P4) is convex in S.
9 To avoid confusion, we use gradient “ascent” algorithm to update the dual multiplier for the maximization problem
while we use gradient “descent” algorithm to update the primal decision variable for the minimization problem.
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Observe that given Sk, the inner minimization over D(t) in Problem (P4) is separable for each
demand scenario. Define
(P5) fkt (S,X(t)) :=
∑
j∈J
cjSj+ min
D(t)
∑
i∈I
λki
βiXi(t)− ∑
j∈Γ({i})
Dj,i(t)

s.t.
∑
j∈Γ({i})
Dj,i(t)≤Xi(t), ∀i∈ I∑
i∈Γ({j})
Dj,i(t)≤ Sj, ∀j ∈J
Dj,i(t)≥ 0, ∀(j, i)∈ G
Then Sˆk∗ = arg minS
∑T
t=1 f
k
t (S,X(t)). Instead of finding Sˆ
k∗ directly, we use an OCO algorithm
to develop a feasible capacity profile Sk(t−1) to Problem (P5), for each scenario t= 1,2, . . . , T , and
use these to construct a near optimal approximation for Sˆk∗. More formally, we aim to minimize
the cumulative regret from using {Sk(t)}T−1t=0 over T scenarios, defined as:
Regret(T ) :=
T∑
t=1
fkt (S
k(t− 1),X(t)) −
T∑
t=1
fkt (Sˆ
k∗,X(t)).
A classical result by Zinkevich (2003) is that the cumulative regret of the online gradient descent
algorithm satisfies the following non-asymptotic bound:
T∑
t=1
fkt (S
k(t− 1),X(t)) ≤
T∑
t=1
fkt (Sˆ
k∗,X(t)) +O(
√
T ). (14)
Furthermore, let gk(S) := EX(t) [f
k
t (S,X(t))]. Then S
k∗ = arg minS g
k(S). Define the average
solution to the sequence of online problems as S¯k := (1/T )
∑T
t=1S
k(t − 1). Note that gk(S) is
independent of t since X(t)’s are identically distributed. Theorem 2 in Cesa-Bianchi et al. (2002)
asserts that for all δ ∈ (0,1), the inequality
gk(S¯k)−
∑T
t=1 f
k
t (S
k(t− 1),X(t))
T
≤O
(√
1
T
log
(
1
δ
))
(15)
holds with probability at least (1− δ).
Note that the demand for each product i is i.i.d. across different scenarios (i.e.,{Xi(t)}Tt=1 ∼Xi),
it follows that the SAA solution Sˆk∗ coverages to the optimal solution Sk∗ (cf. Shapiro et al. 2009,
Proposition 5.2).
Proposition 5. Under the conditions that the demand sequences ({Xi(t)}Tt=1 ∼ Xi) for each
product i are i.i.d. and |gk(S)|<∞ for any feasible and finite capacity profile S, we have
lim
T→∞
1
T
T∑
t=1
fkt (Sˆ
k∗,X(t))→ gk(Sk∗), a.s.
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Combining Equation (14) and (15) with Proposition 5, we can claim that the average capacity S¯k
generated from the OCO problem converges (almost surely) to the optimal solution to the original
stochastic problem—the inner minimization problem of Problem (P3). In addition, Equation (14)
and (15) also imply that the average capacity S¯k converges to the SAA solution Sˆk∗ with a sub-
linear regret guarantee.
Let Dkj,i(t)’s denote the optimal allocation decision obtained while computing f
k
t (S
k(t−1),X(t)).
After we obtain the capacity profile S¯k in the kth iteration, we update the Lagrangian multiplier
λk+1 using the classical gradient ascent algorithm:
λk+1i := λ
k
i +κk
βiE [Xi]− ∑
j∈Γ({i})
Dkj,i
 , (16)
where κk := 1/
√
k represents the step size, and Dkj,i := (1/T )
∑T
t=1D
k
j,i(t) denotes the expected
capacity allocation quantities in the kth iteration.
To sum up, we sketch the main steps of this two-stage online gradient descent approach in
Algorithm 2.
Algorithm 2 Optimal Capacity Configuration for Problem (P1)
* Input: λ1 = 0 and S0 = 0.
1. For k= 1,2, . . . , do the following:
• Compute the capacity profile S¯k and the expected capacity allocation quantity Dk using
the online gradient descent algorithm (Algorithm 3 in Appendix C);
• Update the dual multiplier λk+1 based on (16).
2. Terminate the above process when maxi∈I
{|λk+1i −λki |}≤ , where  > 0 is a predetermined
tolerance threshold. We choose  = 0.01 in our numerical studies. Then the capacity profile
S¯k is the desired capacity profile for Problem (P1).
For completeness, we provide the online gradient descent algorithm used in Step 1 as Algorithm
3 in Appendix C. In addition, we discuss the technical conditions related to the regret bounds of
Algorithm 3—which are satisfied in our problem—and provide a numerical example to demonstrate
the performance of this algorithm in Appendix C.
5. Application: Optimal Capacity in the Long-Chain System
In this section, we investigate the connection between the flexibility structure and the configured
optimal capacity. Figure 1 shows various classes of flexible network often used in the study of flexible
production network. In the process flexibility literature, a k-chain network is an N by N bipartite
graph in which each plant node i is used to serve product nodes i, i+ 1, . . . , i+ k− 1 (modulo N).
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When k = 2, the 2-chain network is also known as long-chain. Jordan and Graves (1995) showed
that the long-chain can serve almost the same amount of demand as the full-flexibility network,
in a balanced and symmetrical production system. In this section, we provide another evidence
for a similar phenomenon in the capacity configuration problem by numerically showing that the
optimal capacity needed to meet the fill rate requirements for a long-chain is almost the same as
that for a full-flexibility network.
Figure 1 Flexibility configuration: Solid blue circles represent plant nodes and the squares represent product
nodes. A link connecting a circle and square implies that the product can be produced by the plant. In a
dedicated system, each product can only be produced at one plant and each plant can also only produce one
product. In the partial flexibility system, each product can be produced at multiple sites and each plant can also
produce different types of products. In the full-flexibility system, each product can be produced at any plant and
each plant can produce all the products.
(a) Dedicated system (b) Partial-flexibility system
(2-Chain)
(c) Full-flexibility system
For ease of exposition, we restrict our explorations to the class of k-chain production network
with N products and N plants. We assume the demands faced by products share independent and
identical distribution with mean µ and require identical fill rate target β. Consequently, according to
the optimality conditions (4), it is straightforward to see from symmetry that the optimal capacity
levels for all plants in the k-chain network are identical. In this case, we can compute the optimal
capacity configuration using a much simpler approach—performing a bisection search algorithm
on the optimal capacity level, followed by implementing the MFD policy to check whether the
capacity is sufficient to deliver the required fill rate services to all the products or not.
5.1. Numerical Analysis
We first consider N (N = 4,8, . . . ,20) products with i.i.d. demands and identical service level
requirements (0.99) in the k-chain network (k = 1,2,3,4) and full-flexibility network. We assume
the demands are normally distributed with parameters N (10,32).
To examine the performance of k-chain network, we define the capacity gap as:
(Total Capacity in the k-chain Network)− (Total Capacity in the Full Flexibility Network)
(Total Capacity in the Full Flexibility Network)
×100%.
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Table 1 Comparison of optimal capacity profiles in the k-chain and full-flexibility networks.
Total Capacity Level Capacity Gap (%)
N k= 1 k= 2 k= 3 k= 4 Full Flex. k= 1 k= 2 k= 3 k= 4
4 57.58 47.02 47.02 47.02 47.02 22.47 0.00 0.00 0.00
8 114.70 88.35 88.27 88.27 88.27 29.94 0.09 0.00 0.00
12 172.40 130.33 129.63 129.63 129.57 33.05 0.59 0.05 0.05
16 228.93 173.54 171.24 171.24 171.16 33.75 1.39 0.05 0.05
20 286.16 215.64 211.35 211.32 211.20 35.49 2.10 0.07 0.06
As shown in Table 1, the total capacity in the dedicated system (k= 1) is much higher than that
for the full-flexibility network and the capacity gap between these two systems also increases when
the network size becomes larger. Note that in the k-chain network, there are k out of N plants
to serve each product and the ratio k
N
increases in k but decreases in N . Therefore, in a large
size network, the proportion of plants to serve each product diminishes and we expect a relatively
large capacity gap. Surprisingly, for the long-chain (k= 2), the total capacity required is extremely
close to that for the full-flexibility network, especially in the small size networks. However, moving
from long-chain network towards 3-chain and 4-chain networks, the marginal capacity reduction is
negligible.
Next, we explore how the demand distribution and service level requirement affect the capacity
gap between the long-chain network and full-flexibility network. We consider i.i.d. normal demands
with mean = 10 for network size N = 20. We vary the demand standard deviation from 2.0 to 3.3
and the homogeneous fill rate target from 0.80 to 0.99. From Figure 2(a), we observe that the gap
increases in both standard deviation and fill rate target, but never more than 3.5% in the range of
values tested. We also consider different service level targets for different demand nodes. Similarly,
we generate a sequence of i.i.d. normal demands with mean = 10 and standard deviation = 3.3
for network size N = 20. To represent different degrees of differentiation in fill rate requirements,
we choose the fill rate targets from 7 different intervals. For each interval, denoted as [a, b], we
randomly generate 50 sets of fill rate targets from the uniform distribution [a, b]. As shown in
Figure 2(b), the capacity gaps are around 0.9% on average for all instances. Interestingly, as the
mean fill rate targets, (a+ b)/2, for different intervals are identical, the mean performance gaps
under different fill rate intervals are also similar. With less variability in the fill rate requirements,
the performance gaps become more concentrated.
Furthermore, we also investigate the impact of demand correlation on the capacity gap between
the long-chain network and full-flexibility network. We consider identical normal demands with
mean = 10 and standard deviation = 3.3 for network size N = 20. We force every pair of demand
nodes to share the same correlation coefficient,10 ranging from −0.05 to 0.8. The capacity gaps
10 In a long-chain network with N > 2, it is hard to generate strongly positively or negatively correlated demand
samples. Therefore, we only consider a moderate range of correlation coefficients in our numerical studies.
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Figure 2 Comparison of optimal capacity levels in the long-chain and full-flexibility networks: (a) We vary the
standard deviation from 2.0 to 3.3, and service level from 0.80 to 0.99. The degree of shade in each cell represents
the size of capacity gap (%). (b) We randomly sample 50 instances of fill rate targets uniformly from each
interval. (c) We vary the demand correlation coefficients from -0.05 to 0.8, and fill rate targets from 0.91 to 0.99.
(a) Effect of demand standard deviation and service level requirement
(b) Effect of service level requirement (c) Effect of demand correlation
under different correlation coefficients are plotted in Figure 2(c). We observe a decreasing trend
when the correlation coefficient increases. This is intuitive since positive correlation would reduce
the benefits of flexibility due to reduced pooling effect. In the extreme case when the correlation
coefficient is 1, i.e., the demand realizations are perfectly correlated among all the demand nodes,
the optimal capacity required in the long-chain network and full-flexibility network would be also
equivalent, as there is no room for capacity pooling.
To recap, although the effectiveness of long-chain structure has been validated theoretically in
many works (e.g., Jordan and Graves 1995, Chou et al. 2010), to the best of our knowledge, this is
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the first work to validate the near-optimal performance of long-chain structure from the perspective
of optimal capacity profile given service level guarantees. This observation provides a new direction
of research to study the sparse flexible process design problem.
5.2. Case Study I: Last Mile Delivery Problems
We present an application of long-chain structure to address the challenges faced by a Singapore
logistic company. At the beginning of each day, delivery personnel pick up parcels from a distribu-
tion hub and deliver these parcels to different destinations in the island. The company has adopted
a standard zonal system to organize the delivery activities. The land of Singapore is grouped into 28
districts11 and each worker is primarily responsible for deliveries into a small zone in each district.
Figure 3 shows the delivery duties of two different workers over 46 days in our data set. Although
they were assigned occasionally delivery tasks in other zones, their main activities are significantly
clustered into a specific zone.
Figure 3 Parcel delivery activities of two delivery workers over 46 periods: Each period is identified by a unique
color and the colored bars represent the delivery destinations. In each period, the worker mainly focuses on a
specific zone.
(a) Worker A (b) Worker B
In this way, the number of workers assigned to work in each district is fixed each day, but the
delivery volume into a specific district/zone can vary and fluctuate widely across each day. Thus
manpower assigned to each zone can be under-utilized on some days, but severely under-staffed
(and led to numerous failed deliveries) on other days.
We obtain a delivery dataset that contains six-week delivery information over the island (between
15th February and 31st March 2016), with around 2452 daily average deliveries. Based on the
number of active delivery worker, we estimate that the median daily workload undertaken by each
worker is around 44 parcels. However, we observe that 86 out of 135 delivery men actually have to
11 Singapore districts; retrieved from https://buyingpropertysingapore.com/map-of-singapore-districts/
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work overtime, i.e., working after 20:00 p.m., to deliver all the parcels. Despite these efforts, 6.30%
of the parcels still could not be physically delivered to the customers.
The data indicated that the zonal based workload assignment system is inefficient in matching
supply and demand in this last mile delivery problem. This not only increases the burden on the
delivery workers, but also decreases the service quality offered to customers. The question then
arises: Can one re-design the workload assignment system, going beyond the dedicated zonal system,
to obtain a new system to better match supply with demand?
Of course the obvious approach is to pool all workers together, and assign them delivery jobs
based on the actual demands received. Unfortunately this complete pooling mechanism has been
ruled out by the company due to its complexity in execution. It will also lead to a volatile work
environment which will add unnecessary stress on the delivery workers. Can a limited flexibility
system overcome these limitations and deliver a huge improvement in performance? In what follows,
we show that a long-chain type assignment mechanism is much more effective to match supply
with demand.
We re-design the workload assignment system without changing the structure of 28 typical zones.
For ease of exposition, we treat each zone as a graphical vertex, then we can draw a Hamiltonian
Circle12 over the Singapore map (cf. Figure 4). For the long-chain zonal assignment mechanism, each
delivery worker is responsible for two neighboring zones while for the dedicated zonal mechanism,
each delivery personnel is only responsible for one zone (cf. Figure 5).
Figure 4 Hamiltonian cycle: Each black vertex represents a zone. Accorded by the geographic information,
adjacent vertices are linked by a line and each vertex is exactly linked by two lines. Starting from any vertex, the
delivery man can visit each vertex exactly once and go back to the source vertex.
We use the technique developed earlier to compute the workload (i.e. capacity, by number of
parcels delivered) needed in the different mechanisms, by sampling on the actual delivery data
12 Readers may refer to http://mathworld.wolfram.com/HamiltonianCycle.html for more information about Hamil-
tonian circle.
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Figure 5 Zonal assignment mechanisms: The blue circle represents the delivery personnel and the square
represents the zonal vertex. A link connecting the circle and square implies that the delivery worker is responsible
for the parcel delivery in the zone.
(a) Pooling mechanism (b) Long-chain mechanism (c) Dedicated mechanism
provided. Note that the failed delivery proportion is 6.30%, and hence in the following simulation,
we increase the fill rate target (β) from 94% to 99% and compare the total workload required under
different zonal mechanisms.
Table 2 Workload required under different assignment mechanisms: “Gap” refers to extra workload required
compared with the optimal solution under full-flexibility mechanism.
Dedicated Long-Chain Full Flex.
β (%) Workload Gap (%) Workload Gap (%) Workload
94 3192 25.53 2643 3.96 2543
95 3290 27.44 2704 4.73 2582
96 3404 29.73 2756 5.01 2624
97 3542 32.31 2837 5.97 2677
98 3726 36.03 2919 6.57 2739
99 4018 41.56 3077 8.40 2838
The full-flexibility mechanism pools all workers together and assigns them delivery tasks based
on the actual demands received. However, this mechanism is hard to execute due to its intrinsic
complexity in coordination. We set the full-flexibility mechanism as a benchmark to evaluate the
performances of long-chain mechanism and the dedicated mechanism. We show in Table 2 that the
long-chain mechanism leads to significant workload reduction. Furthermore, although the workload
increases in the service level target, the marginal increment in the long-chain system is lower
than that in the dedicated system. For example, increasing the fill rate from 97% to 98%, the
total workload under the dedicated mechanism increases 5.19% while the one under the long-chain
mechanism only increases 2.89%. These results demonstrate the advantage of long-chain mechanism
in mitigating demand variation and service level fluctuation.
Last but not least, we caution that adding the two-chain flexibility brings extra traveling cost
to each worker since s/he needs to deliver parcels to two adjacent zones. This could potentially
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decrease the number of packages that can be delivered in a day per worker. For this strategy to be
effective, the long-chain network needs to be carefully constructed and workers should be properly
trained to balance the costs and benefits of introducing such flexibility into the last mile delivery
systems.
6. Case Study II: Value of Subcontractors in Flexible Manufacturing
We analyze next a capacity configuration problem faced by a large semiconductor firm with a
diverse group of downstream clients from various industry sectors (e.g., automotive industries).
In practice, the orders from these clients change rapidly due to fierce market competition, even
though a 6-month forecast (revised on a monthly basis) is given in advance to help the firm to
plan its production. The firm uses an order oriented make-to-order (MTO) system and adopts a
rolling horizon planning methodology to plan the capacity requirements periodically. Other than
using in-house production plants, the firm also uses numerous subcontractors to provide additional
capacity buffers to meet production needs.
The planning process usually starts with product group level forecast, which is further divided
into multiple line items (called package classes). Based on the demand forecast, the core challenge
is to acquire sufficient capacity, either through in-house sites or subcontractor plants, to serve the
diverse needs of clients, which are measured by the fill rate targets for different package classes. Since
the investment in capacity configuration of in-house sites is costly, the production capacity of these
sites fluctuates normally in a narrow range (depending on machine conditions, and labor resources
etc.). Driven by the fill rate targets, subcontractors plants provide the additional flexibility for the
firm to handle last minute surge in production needs. Therefore, the firm needs to address the
capacity configuration trade-off between the in-house sites and subcontractors, and determine how
much flexible capacity it must procure from the subcontractors each month.
Note that each package class can only be produced at certified plants. None of the plants are
certified for all package classes. The production network is therefore ‘partially flexible’. Figure
6 shows the production network of the firm, for a subgroup of six package classes, denoted as
PK1, PK2, ..., and PK6. A package class can only be produced at a given plant if there is a link
connecting the package class node to the plant node. For example, in this production network,
PK1 can be produced at In1 (in-house plant), Sub1 (subcontractor) and Sub2, while PK3 can only
be produced at In1 and In2. As (monthly) demand for each package class varies over the year,
and production capacity for in-house sites cannot vary too much in the short term, the variable
production capacity from subcontractors are viewed as an integral part of the flexibility strategy
used by the firm.
Note that the capacity profiles for In-house sites should be prepared six months in advance due
to long scheduling lead time. Therefore, the main concern is whether the current in-house capacity
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Figure 6 Production network for six package classes: “In” represents in-house site, and “Sub” represents
subcontractor site.
is enough for the demand after six months. If not, the question then arises: Based on the demand
forecast and the stipulated fill rate requirement for each package class, how should the manager
configure the capacities for subcontractors? How to allocate the capacity in the product network to
serve and meet the service requirement of each package class?
In the following, we formally describe how our results can be applied to address this capacity
configuration problem. Our production dataset contains both forecast and actual monthly demands
of each package class from July 2012 to July 2013, which allows us to measure the demand forecast
accuracy measured by the ratio of actual demand over forecast. For each package class, we calculate
this ratio for every month.
Interestingly, there is a consistent bias in their forecasts and the accuracy ratios fit log-normal
distributions very well. Table 3 lists the estimated parameters of log-normal distribution for each
package class’s forecast accuracy ratio. This is then used to model the demand distribution of each
package class in the model, based on the forecast provided.
Table 3 Parameters of Log-Normal distributions for each package class’s forecast accuracy ratio
Parameters PK1 PK2 PK3 PK4 PK5 PK6
MU -0.1408 0.0159 -0.0264 -0.5370 -0.2730 -0.0050
SIGMA 0.5074 0.2660 0.1340 0.6328 0.0823 0.4796
We collected the forecasted demand data from the company for each package class from Aug
2013 to Jun 2014 (cf. Table 4). We also obtain the production capacity plan for each in-house and
subcontractor site during the same period. Table 5 summarizes the company’s in-house production
capacities and the reserved subcontractor capacities in the corresponding periods.
We first determine the attainable fill rates, using the current capacity plan for in-house and
subcontractor sites. We set a fill rate target of 98% for each plant, and apply the MFD policy
for capacity allocation. Table 6 shows the actual service level attained for each package in the
production networks.
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Table 4 Forecasted demands from Aug 2013 to Jun 2014 in the company
PK Aug-13 Sep-13 Oct-13 Nov-13 Dec-13 Jan-14 Feb-14 Mar-14 Apr-14 May-14 Jun-14
PK1 5,265 5,498 7,152 7,168 7,104 7,835 7,718 7,537 7,089 7,029 7,089
PK2 3,806 3,936 2,092 2,178 2,153 5,201 5,176 5,151 5,340 5,329 5,497
PK3 2,223 2,276 2,350 2,349 2,313 2,395 2,390 2,386 2,410 2,400 2,404
PK4 2,363 2,393 1,965 2,252 2,178 1,406 1,332 1,330 1,228 1,219 1,208
PK5 9,072 9,289 7,741 7,881 7,798 10,055 9,832 9,941 8,573 8,377 8,169
PK6 2,389 2,451 2,140 2,169 2,124 2,317 2,286 2,212 2,122 2,012 1,911
Table 5 Production capacities planned from Aug 2013 to Jun 2014 in the company
Sites Aug-13 Sep-13 Oct-13 Nov-13 Dec-13 Jan-14 Feb-14 Mar-14 Apr-14 May-14 Jun-14
In 1 17951 21766 18082 20253 19084 20618 19116 20612 20218 20230 20174
In 2 1399 1789 1632 1703 1620 1750 1750 1750 1787 1781 1785
Sub1 531 518 200 193 163 300 300 300 650 650 650
Sub2 497 483 973 1,297 1,258 3,150 3,150 3,150 3,100 3,100 3,100
Sub3 2,415 2,347 2,005 2,673 2,598 4,890 4,890 4,890 5,035 5,035 5,035
Table 6 Achieved Service Level for Each Package from Aug 2013 to Jun 2014 in the company
PK Aug-13 Sep-13 Oct-13 Nov-13 Dec-13 Jan-14 Feb-14 Mar-14 Apr-14 May-14 Jun-14
PK1 94.8% 97.8% 96.0% 97.3% 96.9% 97.2% 96.7% 97.5% 98.2% 98.3% 98.4%
PK2 94.2% 98.2% 93.7% 98.2% 97.0% 97.3% 96.7% 97.8% 98.5% 98.6% 98.7%
PK3 91.8% 98.2% 94.0% 98.3% 96.8% 97.8% 96.3% 98.8% 99.9% 99.9% 99.9%
PK4 90.5% 93.5% 92.2% 96.9% 96.2% 98.5% 96.2% 99.9% 99.9% 99.9% 99.9%
PK5 95.3% 97.7% 95.8% 97.5% 97.0% 97.2% 96.7% 97.5% 98.3% 98.5% 98.5%
PK6 92.8% 98.9% 94.2% 98.1% 97.0% 97.7% 96.3% 98.7% 99.9% 99.9% 99.9%
From Table 6, we observe that the company can achieve more than 90% fill rate performance for
all products with the planned capacities. We also find that the realized fill rate for each package
improves later into the planning horizon. For target fill rate of 98%, the company has consistently
under-performed prior to Feb-14, but may have configured too much capacity after that. What is
the right capacity configuration in the network to obtain a consistent fill rate performance of 98%?
To address this issue, we use the methodology developed in this paper to configure the minimum
capacity such that the required service level targets (98% for all packages) can be achieved. More
concretely, assuming that in-house production capacity plan does not change, we target to obtain
the optimal capacities for all subcontractor sites in each month. We use the two-stage online
gradient descent approach to configure the optimal profile so that the fill rates targets can be
attained. The performance is evaluated by calculating the relative difference between the capacity
obtained by our approach, denoted as Ca, and the current capacity installed in the system, denoted
as Cb, i.e., Performance := (Ca−Cb)/Cb× 100%.
As shown in Table 7, the company can check whether the planned capacities for subcontractors
sites are sufficient or not. For example, from August 2013 to Feb 2014, the capacities are insufficient
to achieve 98% fill rate for each package class and hence the company needs to increase the capacity
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level to meet the service level requirement. On the contrary, after Feb 2014, the planned capacities
are enough for achieving 98% fill rate for each package class. Our solutions suggest reducing the
total capacity level while the service level can still be attained.
Table 7 Optimal capacities at subcontractor sites and differences compared to reserved capacity plan
Month Aug-13 Sep-13 Oct-13 Nov-13 Dec-13 Jan-14 Feb-14 Mar-14 Apr-14 May-14 Jun-14
Total Capacity 6536 4341 6191 4769 5617 9196 9749 8262 7306 6635 6566
Performance (%) 89.83 29.66 94.80 14.55 39.76 10.27 16.89 -0.93 -16.83 -24.47 -25.26
7. Conclusion
In this paper, we study the capacity allocation problem in flexible production networks and char-
acterize the relationship between the capacity configuration and service levels delivered to the
products, depending on the flexibility structure pre-configured in the network. We approach the
capacity configuration problem from a new perspective of service level performance, and develop
an optimal resource allocation mechanism so that the required service level targets can be attained
as long as the capacity level satisfies the set of necessary and sufficient conditions developed in
our paper. The robust performance of this allocation policy is evaluated and we establish a non-
asymptotic bound to guarantee its performance. In addition, the constructed allocation policy is
anticipative in terms of the allocation priority, and thus it can be easily implemented to solve a
single-period problem or a sequence of online allocation problems. The anticipative nature of our
policy also encourages truth-telling so that there is no incentive to misreport the realized demand
information. Furthermore, we also obtain fill rate performance guarantee by our allocation policy
even if the capacity configured into the network is insufficient.
Our capacity configuration problem involves two sets of decisions—(1) the capacity configuration
decision that determines the capacity levels for each supply node in the network, and (2) the
capacity allocation decision that distributes the resource to each demand node. To address the
capacity configuration problem, we develop a two-stage online gradient algorithm, and apply the
classical results in online convex optimization and stochastic convex optimization to demonstrate
the convergence from the capacity profile obtained by our algorithm to the optimal one. We believe
that this algorithm can be generalized to solve other two-stage stochastic convex problems.
As an application of our theories, we revisit a multi-item newsvendor problem with product
upgrades. We show that our optimality conditions generalize the critical fractile condition for the
classical newsvendor model. We also revisit the process flexibility problem and observe that the
optimal capacity needed to meet the fill rate target for a long-chain network is already as small as
that for a full-flexibility network. Different from previous works on process flexibility (e.g., Jordan
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and Graves 1995, Chou et al. 2010), we have demonstrated the effectiveness of long-chain network
in mitigating the demand uncertainty from a new perspective of optimal capacity configuration.
We use data from a last mile delivery problem, and a flexible production planning problem, to
demonstrate the efficacy of this approach and important insights generated for these problems.
We focus on a single-period model in this paper. It will be interesting to extend this work to
incorporate multi-period issues, and when capacity is “storable” for future use or when demand
can be backlogged. We leave these and other issues for future research.
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Appendix. Supplemental Materials for Capacity Allocation in Flexible
Production Networks: Theory and Applications
A. Allocation Policy under Arbitrary Capacity Profile
In section 3, we have demonstrated that the debt under the MFD policy converges to zero when the array
of capacity levels S is sufficient, i.e., satisfying conditions (4). Surprisingly, we show that the same policy
can also be implemented to achieve a certain performance guarantee even if such a sufficiency assumption is
violated. In this section, we investigate the following question: Given an array of fixed but arbitrary capacity
levels S, which does not necessarily satisfy conditions (4), what is limT→∞ ρ+(T ), the positive part of the
average debt under the MFD policy, as T becomes large?
To answer the question, we first consider the optimization Problem (P-debt) provided below, which serves
as a benchmark for the debt under the MFD policy in a certain sense that we make precise in subsequent
discussion.
(P-debt) min
y∈R|I|
+
, ρ∈R|I|
‖ρ+‖22
s.t. ρi = βiE[Xi]− yi, ∀i∈ I (17)∑
i∈U
yi ≤E
min
V⊆U
∑
i∈V
Xi +
∑
j∈Γ(U\V )
Sj

 , ∀U ⊆I (18)
∑
i∈I
yi = E
min
V⊆I
∑
i∈V
Xi +
∑
j∈Γ(I\V )
Sj

 . (19)
Denote (y∗,ρ∗) as an optimal solution to Problem (P-debt). Variable yi is the expected amount of capacity
allocated to demand node i through a max flow, by virtue of constraints (18, 19). Consequently, variable ρi
defined in (17) represents the corresponding debt associated with demand node i, for each i∈ I.
The objective of (P-debt) is to minimize the squared 2-norm of ρ+, the positive part of debt ρ. When S
is sufficient for the required service requirement, i.e., S satisfies conditions (4), then we can assign capacity
such that y∗i ≥ βiE[Xi], and ρ∗i ≤ 0 for all i∈ I. Hence, the optimal value of (P-debt) is equal to 0. Otherwise,
if S is not sufficient, then the optimal solution y∗ minimizes the squared 2-norm of the positive part of debt
ρ∗, and the optimal value of (P-debt) is the corresponding squared 2-norm. In this case, the optimal value
of (P-debt) is strictly larger than 0, that is, positive debts are incurred for some product nodes.
In the current case of insufficient capacity, the allocated capacity y∗ and its associated debt ρ∗ serve as
our benchmark. We prove Theorem 3, which shows that the average debt ρ+(T )’s positive part under the
MFD policy converges to the benchmark debt’s positive part (ρ∗)+ as T becomes sufficiently large. Theorem
3, which generalizes Theorem 2, is provided below.
Theorem 3. Suppose we are given an arbitrary but fixed array of capacities S. The average debt ρ(T +1)
under the MFD policy satisfies the following non-asymptotic convergence guarantees in expectation:
E
[‖ρ+(T + 1)‖22]−‖(ρ∗)+‖22 ≤ ΥΛ(1 + logT )T . (20)
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The policy also satisfies the following non-asymptotic convergence with high probability: For any fixed δ ∈
(0,1), we have
P
(
‖ρ+(T + 1)‖22−‖(ρ∗)+‖22 ≤
1√
T
{
ΥΛ(1 + logT )√
T
+ 4Υ′Λ′
√
2 log
(
1
δ
)})
≥ 1− δ, (21)
where constants Υ,Λ,Υ′,and Λ′ are independent of T .
We remark that Theorem 2 is the special case of Theorem 3 when ρ∗ = 0. Theorem 3 is proved by tracking
the decay of ‖ρ+(t)‖22 as t increases. In the analysis, we use the property that y∗ lies in a base polymatroid
associated with the max flow in G, as detailed in Appendix B.5. Intuitively, Theorem 3 implies that the
Euclidean distance between the attained service level by performing the MFD policy and the required service
target is minimal. Therefore, even if the capacity profile is not sufficient to deliver the required service level,
the attained service level still converges to the optimal one, when T becomes large.
B. Technical Proofs
Note that Part (i) of Theorem 1 has already been proved in the discussion of Section 3.2 before presenting the
theorem. In this appendix, we focus on discussing Part (ii) of the theorem, which is supported by Proposition
2 and further proved by Theorem 2 and the randomized allocation policy in Algorithm 1. Moreover, as
Theorem 2 is a special case of Theorem 3 (discussed in Appendix A), we prove Theorem 3 instead. The proof
of Theorem 3 involves a range of different results, which are proved in different parts of this appendix. We
provide a diagram that demonstrates the connections between different results in Figure 7.
In addition, we prove the stand-alone result of Proposition 1 in Appendix B.9. Note that Proposition 1
is not required in establishing the main theorems in the paper, but it helps to demonstrate the efficiency of
solving the weighted max flow problem in the MFD policy.
Figure 7 Flowchart of proofs
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B.1. Proof of Theorem 3
Theorem 3. Suppose we are given an arbitrary but fixed array of capacities S. The average debt ρ(T +1)
under the MFD policy satisfies the following non-asymptotic convergence guarantees in expectation:
E
[‖ρ+(T + 1)‖22]−‖(ρ∗)+‖22 ≤ ΥΛ(1 + logT )T . (20)
The policy also satisfies the following non-asymptotic convergence with high probability: For any fixed δ ∈
(0,1), we have
P
(
‖ρ+(T + 1)‖22−‖(ρ∗)+‖22 ≤
1√
T
{
ΥΛ(1 + logT )√
T
+ 4Υ′Λ′
√
2 log
(
1
δ
)})
≥ 1− δ, (21)
where constants Υ,Λ,Υ′,and Λ′ are independent of T .
The proof of Theorem 3 involves Claim 1 and Lemma 1, provided below:
Claim 1. The function g(ρ) := ‖ρ+‖22 is 1-smooth with respect to the Euclidean norm. Equivalently, for
any ρ,ψ ∈R|I|, the following inequality holds:
‖ψ+‖22 + 2
(
ψ+
)>
[ρ−ψ]≤ ‖ρ+‖22 ≤ ‖ψ+‖22 + 2
(
ψ+
)>
[ρ−ψ] + ‖ρ−ψ‖22. (22)
Lemma 1. Consider the MFD policy. For each i∈ I, let
y˜i(t) := E
 ∑
j∈Γ({i})
Dj,i(t)
∣∣∣ρ(t)
 (23)
be the expected amount of resources allocated to product node i under the policy for the tth sample of demand
scenario, conditional on the average debt ρ(t) across the first (t− 1) samples. The following inequality holds
for any realization of ρ(t): ∑
i∈I
ρ+i (t)y˜i(t)≥
∑
i∈I
ρ+i (t)y
∗
i , (24)
where y∗ (together with a suitably chosen ρ∗) constitutes an optimal solution to (P-debt).
Claim 1 and Lemma 1 are proved in Appendix B.4 and B.5, respectively. We use Claim 1 to quantify the
convergence of {ρ+(t+ 1)}∞t=0, and we use Lemma 1 to argue that ρ+(t+ 1) indeed converges to (ρ∗)+, the
positive part of the optimal debt ρ∗ in (P-debt).
Proof of Theorem 3. Recall from (5) that ρ(t+ 1) is the average debt for the first t demand samples,
and R(s) is the debt for the sth sample. For any 0≤ t≤ T − 1, we have
‖ρ+(t+ 1)‖22
≤‖ρ+(t)‖22 + 2ρ+(t)> [ρ(t+ 1)−ρ(t)] + ‖ρ(t+ 1)−ρ(t)‖22 (25)
=‖ρ+(t)‖22 +
2ρ+(t)>[R(t)−ρ(t)]
t
+
‖R(t)−ρ(t)‖22
t2
(26)
≤‖ρ+(t)‖22 +
2ρ+(t)>[R(t)−ρ(t)]
t
+
ΥΛ
t2
(27)
=‖ρ+(t)‖22 +
2ρ+(t)> {E [R(t) | ρ(t)]−ρ(t)}
t
+
ΥΛ
t2
+
2ρ+(t)> {R(t)−E [R(t) | ρ(t)]}
t
. (28)
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Step (25) is justified by applying the upper bound in Claim 1, with ρ→ ρ(t+ 1), ψ→ ρ(t). Step (26) is by
the definitions of ρ(t),R(t):
ρ(t+ 1) =
t− 1
t
ρ(t) +
1
t
R(t) ⇔ ρ(t+ 1)−ρ(t) = R(t)−ρ(t)
t
.
In step (27), we bound the term ‖R(t)−ρ(t)‖/t2 with certainty from above:
‖R(t)−ρ(t)‖22 ≤
∑
i∈I
 ∑
j∈Γ({i})
Dj,i(t)
2 ≤Υ∑
i∈I
∑
j∈Γ({i})
Dj,i(t) = Υ
∑
j∈J
∑
i∈Γ({j})
Dj,i(t)≤ΥΛ,
by the definitions of Υ and Λ in (6). Finally, in step (28), we decompose the difference term R(t)−ρ(t) by
considering the conditional expectation E [R(t) | ρ(t)].
Lemma 1 implies that
ρ+(t)>E [R(t) | ρ(t)]≤ ρ+(t)>ρ∗.
Thus, we can proceed with bounding (28) in the following:
‖ρ+(t+ 1)‖22 ≤ ‖ρ+(t)‖22 +
2ρ+(t)> [ρ∗−ρ(t)]
t
+
ΥΛ
t2
+
2ρ+(t)> {R(t)−E [R(t) | ρ(t)]}
t
≤ ‖ρ+(t)‖22 +
‖ (ρ∗)+ ‖22−‖ρ+(t)‖22
t
+
ΥΛ
t2
+
2ρ+(t)> {R(t)−E [R(t) | ρ(t)]}
t
, (29)
where step (29) is by applying the lower bound in Claim 1 with ψ← ρ(t) and ρ← ρ∗. Rearranging (29)
gives
‖ρ+(t+ 1)‖22−‖ (ρ∗)+ ‖22 ≤
(
1− 1
t
)[
‖ρ+(t)‖22−‖ (ρ∗)+ ‖22
]
+
ΥΛ
t2
+
2ρ+(t)> {R(t)−E [R(t) | ρ(t)]}
t
. (30)
Now, we assert that for any 0≤ t≤ T ,
‖ρ+(T + 1)‖22−‖ (ρ∗)+ ‖22 ≤
t
T
[
‖ρ+(t+ 1)‖22−‖ (ρ∗)+ ‖22
]
+
ΥΛ
T
T∑
s=t+1
1
s
+
T∑
s=t+1
2ρ+(s)> {R(s)−E [R(s) | ρ(s)]}
T
, (31)
by a backward induction on t. Now, (31) clearly holds when t= T . Inductively, assume that (31) holds for
t= τ , where τ > 0. Then we have
‖ρ+(T + 1)‖22−‖ (ρ∗)+ ‖22
≤ τ
T
[
‖ρ+(τ + 1)‖22−‖ (ρ∗)+ ‖22
]
+
ΥΛ
T
T∑
s=τ+1
1
s
+
T∑
s=τ+1
2ρ+(s)> {R(s)−E [R(s) | ρ(s)]}
T
≤ τ
T
{(
1− 1
τ
)[
‖ρ+(τ)‖22−‖ (ρ∗)+ ‖22
]
+
ΥΛ
τ2
+
2ρ+(τ)> {R(τ)−E [R(τ) | ρ(τ)]}
τ
}
+
ΥΛ
T
T∑
s=τ+1
1
s
+
T∑
s=τ+1
2ρ+(s)> {R(s)−E [R(s) | ρ(s)]}
T
=
τ − 1
T
[
‖ρ+(τ)‖22−‖ (ρ∗)+ ‖22
]
+
ΥΛ
T
T∑
s=τ
1
s
+
T∑
s=τ
2ρ+(s)> {R(s)−E [R(s) | ρ(s)]}
T
,
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hence showing that the induction claim is true for t= τ − 1, and demonstrating (31) for all t. In particular,
letting t= 0 in (31) yields
‖ρ+(T + 1)‖22−‖ (ρ∗)+ ‖22 ≤
ΥΛ(1 + logT )
T
+
2
T
T∑
s=1
{
ρ+(s)>R(s)−E [ρ+(s)>R(s) | ρ(s)]} . (32)
Taking expectation on both sides of (32) immediately yields the required convergence in expectation in (20).
Indeed, the second term on the right hand side of (32) is zero, by collapsing the conditional expectations.
To establish the convergence with high probability, consider the random variable
Z(t) :=
t∑
s=1
ρ+(s)>R(s)−E [ρ+(s)>R(s) | ρ(s)] ,
and the σ−algebra
F(t) := σ ({R(s)}t
s=1
)
= σ
(
{ρ(s)}t+1
s=1 ,{R(s)}ts=1
)
.
Evidently, the stochastic process {Z(t)}Tt=1 is a martingale with respect to the filtration {F(t)}Tt=1. Indeed,
for each t≥ 1, the random variable Z(t) is F(t)-measurable, and we also have E[Z(t)|F(t−1)] =Z(t−1). In
addition, the absolute value |Z(t+ 1)−Z(t)| of the martingale difference is at most 2Υ′ ·Λ′ with certainty
for each t (Recall the definition of constants Υ′,Λ′ in equation (6)). To see this, first note that
∣∣Z(t+ 1)−Z(t)∣∣= ∣∣ρ+(t+ 1)>R(t+ 1)−E [ρ+(t+ 1)>R(t+ 1) | ρ(t+ 1)] ∣∣.
Now, to bound the difference, we have
max
i∈I
|ρ+i (t)| ≤ max
i∈I,s∈{1,2,...,t−1}
∣∣∣βiE[Xi]− ∑
j∈Γ({i})
Dj,i(s)
∣∣∣
≤maxi∈I
max
βiE[Xi], ∑
j∈Γ({i})
Sj

= Υ′,∣∣∣∑
i∈I
Ri(t)
∣∣∣= ∣∣∣∑
i∈I
βiE[Xi]−
∑
i∈I
∑
j∈Γ({i})
Dj,i(s)
∣∣∣≤max{∑
i∈I
βiE[Xi],
∑
j∈J
Sj
}
= Λ′.
Altogether, we see that |ρ+(t)>R(t)| ≤ Υ′Λ′, and hence we have the asserted bound on the martingale
difference. Furthermore, by Hoeffding Inequality on the martingale {Z(t)}Tt=1, we have
P
(
T∑
s=1
{
ρ+(s)>R(s)−E [ρ+(s)>R(s) | ρ(s)]}> z)
=P (Z(T )−Z(0)> z)≤ exp
[
− z
2
8T (Υ′ ·Λ′)2
]
(33)
for every z > 0.
For any fixed δ ∈ (0,1), let’s put z =√8T log(1/δ)Υ′ ·Λ′ in (33), which yields
P
(
T∑
s=1
{
ρ+(s)>R(s)−E [ρ+(s)>R(s) | ρ(s)]}>√8T log(1/δ)Υ′ ·Λ′)
≤ exp
[
− (
√
8T log(1/δ)Υ′ ·Λ′)2
8T (Υ′ ·Λ′)2
]
= exp
[
− log 1
δ
]
= δ. (34)
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Then, we incorporate the high probability bound (34) in inequality (32), which holds with certainty. Alto-
gether, we conclude that, with probability at least 1− δ, we have
‖ρ+(T + 1)‖22−‖ (ρ∗)+ ‖22 ≤
ΥΛ(1 + logT )
T
+
2
T
T∑
s=1
{
ρ+(s)>R(s)−E [ρ+(s)>R(s) | ρ(s)]}
≤ ΥΛ(1 + logT )
T
+
2
T
√
8T log
1
δ
Υ′ ·Λ′ = 1√
T
{
ΥΛ(1 + logT )√
T
+ 4Υ′Λ′
√
2 log
(
1
δ
)}
,
(35)
which yields the convergence with high probability stated in (21).
B.2. Proof of Proposition 2
Proposition 2. If conditions (4) are satisfied by the capacity S, Algorithm 1 provides a feasible capacity
allocation solution to the single-period Problem (P1).
Proof. We first apply the non-asymptotic convergence guarantees on the average debt from Theorem 3 to
derive the optimality of the MFD policy for Problem (P2), and then we combine the anticipative property
of the priority list in the MFD policy and the randomization mechanism detailed in Algorithm 1 to prove
the optimality of Algorithm 1 for Problem (P1).
Note that for any  > 0, we have
∞∑
t=0
P
(‖ρ+(t+ 1)‖22 > )≤C ∞∑
t=0
exp
[
− t
2
ΥΛ
]
<∞. (36)
The first inequality in (36) is by (21) in Theorem 3, and C is an absolute constant. Now, (36) implies that
limT→∞ ‖ρ+(T + 1)‖22 = 0 almost surely. In particular, for every i∈ I we have
lim
T→∞
ρ+i (T + 1) = 0 a.s. (37)
⇒lim sup
T→∞
ρi(T + 1)≤ 0 a.s. (38)
⇒lim inf
T→∞
1
T
T∑
t=1
∑
j∈Γ({i})
Dj,i(t)≥ βiE[Xi] a.s. (39)
⇒lim inf
T→∞
∑T
t=1
∑
j∈Γ({i})Dj,i(t)∑T
t=1Xi(t)
≥ βi a.s. (40)
The last implication is by the Strong Law of Large Numbers. Therefore, the MFD policy is able to deliver
the fill rate requirements for Problem (P2).
Following the randomized allocation policy in Algorithm 1, we have
E
 ∑
j∈Γ({i})
DLj,i(X,S)
= E[∑Tt=1∑j∈Γ({i})DL(t)j,i (X,S)
T
]
,
where the superscripts L are used to highlight the priority lists that are carried out for resources allocation,
and L(t) denotes the allocation priority list for sample t from implementing the MFD policy. Since X(t)
follows the same distribution as X, and X(t) is independent of the priority list L(t), we have
E
 ∑
j∈Γ({i})
D
L(t)
j,i (X,S)
= E
 ∑
j∈Γ({i})
D
L(t)
j,i (X(t),S)
 , ∀t= 1,2, . . . , T.
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Therefore,
E
 ∑
j∈Γ({i})
DLj,i(X,S)
 = E[∑Tt=1∑j∈Γ({i})DL(t)j,i (X,S)
T
]
= E
[∑T
t=1
∑
j∈Γ({i})D
L(t)
j,i (X(t),S)
T
]
= E
[∑T
t=1
∑
j∈Γ({i})D
L(t)
j,i (t)
T
]
≥ βiE[Xi], ∀i∈ I, as T →∞.
The second last equality is a result of changing notation, and the last inequality follows from the above results
that the MFD policy is able to deliver the target fill rate for Problem (P2), which shares the equivalent
definition of fill rate requirement. To summarize, we conclude that the service level requirement in Problem
(P1) can be attained by the randomized allocation policy, with a sufficiently large T .
B.3. Proof of Theorem 1
Theorem 1. (i) The set of conditions (4) is necessary for all feasible capacity profile S to Problem (P1).
(ii) If the capacity level S satisfies conditions (4), then there exists an allocation policy for Problem (P1)
such that the service level requirement β can be attained for each and every product.
Proof. Part (i) is already proved in our discussion in Section 3.2 and Part (ii) is proved in Proposition 2.
The main Theorem in this paper is hence proved.
B.4. Proof of Claim 1
Claim 1. The function g(ρ) := ‖ρ+‖22 is 1-smooth with respect to the Euclidean norm. Equivalently, for
any ρ,ψ ∈R|I|, the following inequality holds:
‖ψ+‖22 + 2
(
ψ+
)>
[ρ−ψ]≤ ‖ρ+‖22 ≤ ‖ψ+‖22 + 2
(
ψ+
)>
[ρ−ψ] + ‖ρ−ψ‖22. (22)
Proof. We first prove the lower bound ‖ψ+‖22 + 2 (ψ+)> [ρ−ψ]≤ ‖ρ+‖22 in (22) component-wise. For each
i∈ I, we claim that
2ψi[ρi−ψi] 1(ψi > 0)≤
[
(ρi)
2 1(ρi > 0)
]
− [ψ2i 1(ψi > 0)] . (41)
Inequality (41) is justified by the following cases:
• If ψi ≤ 0, ρi ≤ 0, then both sides of (41) are equal to 0.
• If ψi ≤ 0, ρi > 0, then (41) is equivalent to 0≤ ρ2i .
• If ψi > 0, ρi ≤ 0, then (41) is equivalent to 2ψi[ρi−ψi]≤−ψ2i , which is clearly true.
• If ψi > 0, ρi > 0, then (41) is equivalent to 2ψi[ρi−ψi]≤ ρ2i −ψ2i , which is equivalent to 0≤ [ρi−ψi]2,
hence it is evidently true.
Altogether, the lower bound in (22) is proved by summing (41) over i∈ I.
We next prove the upper bound ‖ρ+‖22 ≤ ‖ψ+‖22 + 2 (ψ+)> [ρ−ψ] + ‖ρ−ψ‖22 in (22) component-wise, by
demonstrating the inequality
ρ2i 1(ρi > 0)≤
{
ψ2i + 2ψi[ρi−ψi]
}
1(ψi > 0) + [ρi−ψi]2. (42)
Inequality (42) is evidently true, by the following cases:
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• If ψi ≤ 0, ρi ≤ 0, then (42) is equivalent to 0≤ [ρi−ψi]2, which is clearly true.
• If ψi ≤ 0, ρi > 0, then (42) is equivalent to ρ2i ≤ [ρi−ψi]2, which is true since ρi−ψi = |ρi|+ |ψi|.
• If ψi > 0, ρi ≤ 0, then (42) is equivalent to 0≤ {ψ2i + 2ψi[ρi−ψi]}+ [ρi−ψi]2. Thus, it is equivalent to
0≤ ρ2i , which is again clearly true.
• If ψi > 0, ρi > 0, then (42) is equivalent to ρ2i ≤ {ψ2i + 2ψi[ρi−ψi]}+ [ρi−ψi]2, which in fact holds with
equality.
Altogether, the upper bound in (22) is established by summing (42) over i∈ I. Hence, (22) is established.
B.5. Proof of Lemma 1
Lemma 1. Consider the MFD policy. For each i∈ I, let
y˜i(t) := E
 ∑
j∈Γ({i})
Dj,i(t)
∣∣∣ρ(t)
 (23)
be the expected amount of resources allocated to product node i under the policy for the tth sample of demand
scenario, conditional on the average debt ρ(t) across the first (t− 1) samples. The following inequality holds
for any realization of ρ(t): ∑
i∈I
ρ+i (t)y˜i(t)≥
∑
i∈I
ρ+i (t)y
∗
i , (24)
where y∗ (together with a suitably chosen ρ∗) constitutes an optimal solution to (P-debt).
Proof. The Lemma is proved by demonstrating that y˜(t) is an optimal solution to a certain optimization
Problem (P-t) defined in the forthcoming analysis, and y∗ is feasible for (P-t). For clarity sake, denote L as
the priority list used for the tth sample. By Lemma 5 (discussed in Appendix B.6), we know that for every
node L` ∈ I, we have
y˜L`(t) = E
[
f(UL(`)|X(t),S)− f(UL(`− 1)|X(t),S) | ρ(t)] (43)
= EX
[
f(UL(`)|X,S)− f(UL(`− 1)|X,S) | L] . (44)
To justify the calculation, we remark that L is deterministic conditional on ρ(t), the average debt for the
first (t− 1) samples, by our policy. Note that without conditioning on ρ(t), the priority list L is a random
variable in general. Therefore, the expectation in (43) is solely on the randomness on X(t), the random
demand scenario for the tth sample, with L fixed.
The optimization Problem (P-t) is provided below:
(P-t) : max
y∈R|I|
+
∑
i∈I
ρ+i (t)yi
s.t.
∑
i∈U
yi ≤E [f (U |X,S)] , ∀U ⊆I∑
i∈I
yi = E [f (I |X,S)] .
We then prove the required inequality (24) by the following three observations, which are underlined.
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1. The feasible region of (P-t) is a base polymatroid.
By Lemma 3, the function f(·|X,S) is a non-decreasing submodular function with f(∅|X,S) = 0, for
every realization of X. Therefore, the function E [f(·|X,S)] is also submodular, non-decreasing, and
has the property E [f(∅|X,S)] = 0. Our observation then follows by Definition 2 (stated in Appendix
B.6).
2. The solution y˜(t) is an extreme point optimal solution to (P-t).
By Lemma 5, D(t) is a lexi-cographical maximum flow associated with a permutation L(t) such
that ρL1(t)(t) ≥ ρL2(t)(t) ≥ . . . ≥ ρL|I|(t)(t). This implies that we also have ρ+L1(t)(t) ≥ ρ+L2(t)(t) ≥ . . . ≥
ρ+L|I|(t)(t). By the expression of y˜ in (44) and Lemma 4 (discussed in Appendix B.6), our observation
is justified.
3. The solution y∗ is feasible to (P-t).
Constraints (18, 19) in (P-debt) are identical to the constraints in (P-t).
Altogether, the Lemma is proved.
B.6. Allocating Resources to Deterministic Demands, and Some Combinatorial Folklore
To facilitate our analysis in Section 3, we study the capacity allocation problem when the demand X
is deterministic. We provide a characterization of the collection of feasible capacity allocations by base
polymatroids (Edmonds (2003), Schrijver (2003)), which constitutes an important class of polyhedrons in
combinatorial optimization. We utilize some of the beautiful properties of base polymatroids for our policy
design and analysis in the stochastic allocation problem. While the results presented in this section are
folklore in combinatorial optimization, their proofs are provided for completeness sake.
Suppose we are provided with capacity S and a realization of demand X for our production network
G. For a feasible flow D in G, we define y ∈ R|I| as the allocated capacity under D, that is, we have
yi =
∑
j∈Γ({i})Dj,i. Equivalently, we have (y,D)∈ Pf (S,X), where
Pf (S,X) :=
{
(y,D)∈R|I|+ ×R|G|+ :
∑
j∈Γ({i})
Dj,i = yi, ∀i∈ I (45)∑
j∈Γ({i})
Dj,i ≤Xi, ∀i∈ I (46)
∑
i∈Γ({j})
Dj,i ≤ Sj , ∀j ∈J
}
. (47)
In order to fully utilize the available capacity in J , we focus our interest in the case when D is a max-flow.
That is, D is feasible to G and∑
i∈I
∑
j∈Γ({i})
Dj,i = max
D′∈Pf (S,X)
∑
i∈I
∑
j∈Γ({i})
D′j,i
= minV⊆I
 ∑
j∈Γ(V )
Sj +
∑
i∈I\V
Xi
 ,
where the last equality is by virtue of the max-flow-min-cut Theorem. Consequently, the collection of max-
flows and their associated allocated capacities is equal to the following polyhedron:
Pmf (S,X) :=
{
(y,D)∈R|I|+ ×R|E|+ : (y,D)∈ Pf (S,X)∑
i∈I
yi = f(I|X,S)
}
.
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For any subset U of products, define f(U |X,S) as the maximum capacity that can be allocated to these
products given demand X and capacity S in the network. Using the max-flow-min-cut theorem, we have
f(U |X,S) = min
V⊆U
 ∑
j∈Γ(V )
Sj +
∑
k∈U\V
Xk
 .
To facilitate our analysis for Section 3, we consider another polyhedron Pmc(X,S), defined as follows:
Pmc(X,S) :=
{
y ∈R|I|+ :
∑
i∈U
yi ≤ f(U |X,S), ∀U ⊆I (48)
∑
i∈I
yi = f(I|X,S)
}
.
The following folklore Lemma relates Pmf , Pmc by a suitable application of the max-flow min-cut Theorem:
Lemma 2. For any X,S, the polyhedrons Pmf (X,S), Pmc(X,S) are equivalent. That is, there exists D ∈
R|G| such that (y,D)∈ Pmf (X,S) iff y ∈ Pmc(X,S).
We provide a proof to Lemma 2 in Appendix B.7 for completeness sake. We refer to Megiddo (1974) for
more technical details. After establishing the equivalence, we demonstrate that the alternative formulation
Pmc is a base polymatroid, which is defined in the following:
Definition 1. A function g : 2|I|→R is submodular iff we have
g(U) + g(V )≥ g(U ∪V ) + g(U ∩V ) for any U,V ⊆I.
In addition, g is a non-decreasing submodular function if the inequality above holds, and we also have
g(V )≤ g(U) for any V ⊆U .
Definition 2. Let g be a non-decreasing submodular function, where g(∅) = 0. A polyhedron P ⊆R|I| is
a base polymatroid associated with g iff P = {y ∈R|I|+ :
∑
i∈U yi ≤ g(U) for all U ⊆I, and
∑
i∈I yi = g(I)}.
Crucially, we demonstrate the submodularity of f(U |X,S):
Lemma 3. For any X,S, the function f(·|X,S) : 2|I| → R+ is a non-decreasing submodular function,
with f(∅|X,S) = 0.
The proof for Lemma 3 is provided in Appendix Section B.8. Definition 2 and Lemma 3 immediately lead
us to the following Corollary:
Corollary 1. Pmc is a base polymatroid associated with the submodular function f(·|X,S).
The following property about an extreme point in a base polymatroid is pivotal in our design and analysis
of the MFD policy.
Lemma 4 (Edmonds (2003), Schrijver (2003)). Let P ⊆R|I|+ be the base polymatroid associated with
a non-decreasing submodular function g : 2|I|→R+, where g(∅) = 0. A solution y¯ ∈ P is an extreme point of
P if and only if there exists a permutation L= (L1, . . . ,L|I|) on I such that:
y¯L` = g(U
L(`))− g(UL(`− 1))
for all ` ∈ I, where we recall our notation that UL(`) = {L1, . . . ,L`}. In addition, for any ρ ∈R|I|, let L be
a permutation such that ρL1 ≥ ρL2 ≥ · · · ≥ ρL|I| . Then, for the linear optimization problem maxy∈P ρ>y, the
extreme point solution y¯, defined by y¯L` = g(U
L(`))− g(UL(`− 1)) for all `∈ I, is optimal.
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The proof of Lemma 4 is provided in page 772 in Schrijver (2003). The proof is based on demonstrating that
the greedy algorithm returns an optimal solution to a linear optimization problem over a base polymatroid.
Lemma 4 and Corollary 1 directly lead us to Lemma 5, which characterizes the allocated capacity associated
with a priority list.
Lemma 5. Let L be a priority list. For each `∈ I, a lexi-cographical maximum flow D associated with L
allocates a capacity of ∑
j∈Γ({L`})
Dj,L`(X,S) = f(U
L(`)|X,S)− f(UL(`− 1)|X,S) (49)
to demand node L`, where UL(l) denotes the subset of top l products under priority list L, i.e., UL(l) :=
{L1, . . . ,Ll} if L= (L1,L2, . . . ,L|I|).
We remark that the allocation quantity can also be determined from Lemma 5, but Problem (Q) proposed
in the MFD policy is much more computationally efficient.
B.7. Proof of Lemma 2
Lemma 2. For any X,S, the polyhedrons Pmf (X,S), Pmc(X,S) are equivalent. That is, there exists D ∈
R|G| such that (y,D)∈ Pmf (X,S) iff y ∈ Pmc(X,S).
Proof. ∃D s.t. (y,D)∈ Pmf (X,S)⇒ y ∈ Pmc(X,S).
This implication is justified by (2).
y ∈ Pmc(X,S)⇒∃D s.t. (y,D)∈ Pmf (X,S).
We justify the implication by applying the max-flow-min-cut Theorem on the arc-capacitated network Gˆ,
an augmentation of G, defined as follows. The network Gˆ has nodes {s}unionmultiJ unionmultiI unionmulti {t}. Node s is the source,
and node t is the sink. The arcs in Gˆ are defined as follows:
1. For s and every j ∈J , there is an arc −→sj in Gˆ with capacity Sj .
2. For every j ∈J , i∈ I such that j ∈ Γ({i}) in G, there is an arc −→ji in Gˆ with capacity ∞.
3. For every i∈ I and t, there is an arc −→it in in Gˆ with capacity yi.
To demonstrate implication, it suffices to show that there exists a feasible flow in Gˆ with flow value equal
to
∑
i∈I yi = f(I|X,S). Indeed, for a flow in Gˆ that achieves such a flow value, the flow in the arc
−→
it
must have value yi for every i ∈ I. By setting Dj,i(X,S) to be the flow in the arc −→ji , we assert that the
solution (y,D) satisfies all the constraints in Pf (X,S). Our assertion follows from the following checklist
on the feasibility of (y,D) to Pf (X,S). By specializing the constraints (48) with U being singletons, we
know that the inequality yi ≤Xi holds. In particular, by the conservation of flow at node i in Gˆ, we have∑
j∈Γ({i})Dj,i(X,S) = yi ≤Xi, meaning that the constraints (45, 46) hold for the solution (y,D). By the
conservation of flow at node j in Gˆ, constraints (47) hold for the solution (y,D).
For our analysis, we define two notations. First, for an arc
−→
ab in Gˆ, we denote cap(
−→
ab) as the capacity of
−→
ab. Second, for C ⊆ {s}unionmultiJ unionmultiI unionmulti{t}, we denote δ+(C) = {−→ab : a∈C, b 6∈C}.
 Electronic copy available at: https://ssrn.com/abstract=3210850 
A12 Lyu et al.: Capacity Allocation in Flexible Production Networks
To argue for the existence of the required flow, it suffices to show that for any cut C that separates the
source s from the sink t, i.e. C ⊆ {s}unionmultiJ unionmultiI and C 3 s , we have∑
−→
ab∈δ+(C)
cap(
−→
ab)≥
∑
i∈I
yi. (50)
Due to the complexity of Gˆ, the analysis for a generic cut C could be complicated. Now, we claim the
following. For a generic cut C, let CI :=C ∩I, CJ :=C ∩J , and also let C ′ := {s} unionmulti {J \Γ(I \CI)} unionmultiCI .
We claim that ∑
−→
ab∈δ+(C)
cap(
−→
ab)≥
∑
−→
ab∈δ+(C′)
cap(
−→
ab). (51)
To see that (51), we argue for the following two cases. If CJ 6⊆ J \Γ(I \CI), then there exists an arc from
CJ to I \CI , which has a capacity of ∞, immediately implying (51). Else, suppose that CJ ⊆J \Γ(I \CI),
but CJ 6= J \ Γ(I \CI). Now, for any j ∈ {J \Γ(I \CI)} \CJ , we know that Γ({j})⊂ CI . Therefore, we
have ∑
−→
ab∈δ+(C′)
cap(
−→
ab) =
∑
−→
ab∈δ+(C)
cap(
−→
ab)−
∑
j∈{J\Γ(I\CI)}\CJ
cap(
−→
sj)≤
∑
−→
ab∈δ+(C)
cap(
−→
ab).
Consequently, inequality (51) is established.
Therefore, to prove the existence of the required flow, it suffices to show that (50) holds for all cut C for
which C = {s}unionmultiJ \Γ(I \U)unionmultiU for some U ⊆I. Explicitly, now it suffices to show that∑
−→
ab∈δ+({s}unionmultiJ\Γ(I\U)unionmultiU)
cap(
−→
ab) =
∑
j∈Γ(I\U)
Sj +
∑
i∈U
yi ≥
∑
i∈I
yi, ∀U ⊆I.
Equivalently, it suffices to have ∑
j∈Γ(I\U)
Sj ≥
∑
i∈I\U
yi, ∀U ⊆I, (52)
which is the final step in the proof. For every U , (52) is evidently true by considering the constraint (48) in
Pmc(X,S) for the set I \U :
∑
i∈I\U
yi ≤ f(I \U |X,S) = min
V⊆I\U
 ∑
j∈Γ(V )
Sj +
∑
i∈(I\U)\V
Xi
≤ ∑
j∈Γ(I\U)
Sj .
Altogether, we have shown (50) for any cut C, hence demonstrated the existence of the required flow.
Remark 1. Interestingly, the proof mentioned above implicitly establishes that Pmc(X,S) is equivalent
to the following polytope:
P ′mc(X,S) :=
{
y ∈R|I|+ :
∑
i∈U
yi≤
∑
j∈Γ(U) Sj , ∀U ⊆I∑
i∈I
yi= f(I|X,S)
yi≤Xi, ∀i∈ I
}
.
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B.8. Proof of Lemma 3
Lemma 3. For any X,S, the function f(·|X,S) : 2|I| → R+ is a non-decreasing submodular function,
with f(∅|X,S) = 0.
Proof. It is clear that f(∅|X,S) = 0, and it is also evident that f(·|X,S) is non-decreasing, since W ⊆
U , letting V ⊆ U be a subset such that f(U |X,S) = minV ′⊆U
{∑
j∈Γ(V ′) Sj +
∑
i∈U\V ′Xi
}
=
∑
j∈Γ(V ) Sj +∑
i∈U\V Xi, we have
f(U |X,S) =
∑
j∈Γ(V )
Sj +
∑
i∈U\V
Xi ≥
∑
j∈Γ(W∩V )
Sj +
∑
i∈W\(W∩V )
Xi ≥ f(W |X,S).
Now, we demonstrate that f(·|X,S) is submodular. For any U1,U2 ⊆I, let V1 ⊆U1, V2 ⊆U2 satisfy
f(U1|X,S) = min
V⊆U1
 ∑
j∈Γ(V )
Sj +
∑
i∈U1\V
Xi
= ∑
j∈Γ(V1)
Sj +
∑
i∈U1\V1
Xi,
f(U2|X,S) = min
V⊆U2
 ∑
j∈Γ(V )
Sj +
∑
i∈U2\V
Xi
= ∑
j∈Γ(V2)
Sj +
∑
i∈U2\V2
Xi.
We then have
f(U1|X,S) + f(U2|X,S) =
∑
j∈Γ(V1)
Sj +
∑
j∈Γ(V2)
Sj +
∑
i∈U1\V1
Xi +
∑
i∈U2\V2
Xi
=
∑
j∈Γ(V1∪V2)
Sj +
∑
j∈Γ(V1∩V2)
Sj +
∑
i∈(U1∪U2)\(V1∪V2)
Xi +
∑
i∈(U1∩U2)\(V1∩V2)
Xi
≥ f(U1 ∪U2|X,S) + f(U1 ∩U2|X,S).
The lemma is hence proved.
B.9. Proof of Proposition 1
Proposition 1. In a bipartite network, the optimal weighted maximum flow derived from Problem (Q) is
not only a max-flow solution to the whole network, but also a lexi-cographical maximum flow associated with
the priority list L(t+ 1).
Proof. Without loss of generality, we assume that the product nodes are ordered from 1 to |I| according
to the priority list L(t+ 1). For simplicity, the optimal weighted maximum flow solution to Problem (Q) is
denoted as D, instead of DL(t+1)(X(t+ 1),S) used in the main text. Then the total flow delivered to node
i is
∑
j∈Γ({i})Dj,i. Denote the total weighted flow to node i as
∑
j∈Γ({i})wiDj,i. To break ties if necessary,
we can perturb the weight slightly to induce a strict ordering. Therefore, we assume that the weights follows
w1 >w2 > . . . > w|I| > 0.
First, suppose the optimal solution D is not a maximum flow in the network, then there exists an aug-
menting path in the network. By pushing the minimal amount of flow from a supply node to a demand
node—which does not violate the capacity constraints—along the augmenting path, the objective of Problem
(Q) increases, which contradicts the optimality of D. Therefore, we claim that D is a maximum flow to the
network.
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Next, we use induction to prove that D is also lexi-cographically maximal, associated with the priority
list L. Starting from the first demand node 1 with the highest priority, if there exists another solution Dˆ
such that
∑
j∈Γ({1}) Dˆj,1 >
∑
j∈Γ({1})Dj,1, then there exists at least one j ∈ Γ({1}) such that Dˆj,1 > Dj,1.
Increasing Dj,1 by an amount  > 0, and decreasing Dj,k for some k > 1 if necessary, we can strictly increase
the objective value since the weight on demand node 1 is larger than the weight on k. This contradicts the
assumption that D is optimal.
Assume that D is lexi-cographically maximal for demand nodes in Uk−1 = {1,2, . . . , k− 1}. We show that
D is also lexi-cographically maximal for demand nodes in Uk =Uk−1 ∪{k} by contradiction. Suppose there
exists another lexi-cographical maximal solution D˜ such that
∑
i∈Uk
∑
j∈Γ(Uk) D˜j,i >
∑
i∈Uk
∑
j∈Γ(Uk)Dj,i,
and
∑
i∈Uk−1
∑
j∈Γ(Uk−1) D˜j,i =
∑
i∈Uk−1
∑
j∈Γ(Uk−1)Dj,i. Then
∑
j∈Γ(k) D˜j,k >
∑
j∈Γ(k)Dj,k. Consider the
flow ∆D := (D˜i,j −Di,j), interpreting the flow to be in the reverse direction if the value is negative. Note
that all the product nodes in {1, . . . , k− 1} have balanced in-flow and out-flow, whereas the product node k
has a net in-flow. We can therefore find an augmenting flow in ∆D, starting either from a supply node or
a product node k′ /∈ Uk, and add it to D, so that the in-flow into k increases by , decreasing the flow into
k′ by  if necessary. Since wk′ < wk, this again leads to a contradiction that D is optimum in our model.
Therefore, we claim that D is also a lexi-cographical maximum flow associated with the priority list L.
B.10. Proof of Proposition 3
Before we proceed to the proof of Proposition 3, we first formalize the problem setting and incentive issues for
product managers. Recall that we study the single-period resource allocation problem in a flexible produc-
tion network, and our anticipative allocation priority list is determined without using the realized demand
information. We assume that all product managers are rational and they aim to maximize their expected
utilities. For each product manager i∈ I, its utility function is defined as follows:
ui
(
yi(Xˆi, Xˆ−i)
)
:= rimin
(
yi(Xˆi, Xˆ−i),Xi
)
−ciyi
(
Xˆi, Xˆ−i
)
−hi
(
yi(Xˆi, Xˆ−i)−Xi
)+
−si(Xi−yi
(
Xˆi, Xˆ−i)
)+
,
where yi(Xˆi, Xˆ−i) denotes the amount of resources received by product manager i when she reports a demand
value Xˆi and the other managers (in the subset I/{i}) report Xˆ−i; Note that Xˆi may not be equal to the
actual demand Xi as the product manager may misreport her demand, similarly for Xˆ−i; ri represents the
unit profit by fulfilling the demand; ci, hi, and si represent the unit purchasing cost, holding cost, and
shortage cost, respectively. Without loss of generality, we assume that ri, ci, hi, si are all strictly positive
and ri > ci for all i∈ I.
To demonstrate that the randomized allocation mechanism is strategy-proof, we need to show that
ui
(
yi(Xi, Xˆ−i)
)
≥ ui
(
yi(Xˆi, Xˆ−i)
)
for each and every product manager i, i.e., there is no incentive for any
product manager to misrepresent her actual demands. We show next that the anticipative nature of the
priority list is the key to support this argument.
Proposition 3. The randomized allocation mechanism is strategy-proof in the sense that truth telling is
a dominant strategy for each product manager.
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Proof. After the allocation priority list is determined, product managers report their demands and then
(1) some managers are fully or partially served if they are at higher positions in the priority list; (2) some
are not served if their priorities are lower and the capacity is not sufficient. We show next that reporting the
actual demand is a dominant strategy for each product manager in both scenarios, i.e., (1) and (2).
(1) In the first scenario, suppose product manager i misreports her demand Xˆi and the amount of resources
allocated to her is yi(Xˆi, Xˆ−i)> 0. Note that the received amount cannot exceed the reported volume and
hence there are four cases to consider under this scenario:
• If she over-reports Xˆi >Xi, and she receivesXi < yi(Xˆi, Xˆ−i)≤ Xˆi, then her utility is ui
(
yi(Xˆi, Xˆ−i)
)
=
riXi − ciyi(Xˆi, Xˆ−i) − hi
(
yi(Xˆi, Xˆ−i)−Xi
)+
. However, if she reports the actual demand Xi, she
would have received yi(Xi, Xˆ−i) = Xi and her utility would be ui
(
yi(Xi, Xˆ−i)
)
= riXi − ciXi >
ui
(
yi(Xˆi, Xˆ−i)
)
.
• If she over-reports Xˆi >Xi, and she receives yi(Xˆi, Xˆ−i)≤Xi < Xˆi, then her utility is ui
(
yi(Xˆi, Xˆ−i)
)
=
riyi(Xˆi, Xˆ−i)− ciyi(Xˆi, Xˆ−i)− si
(
Xi− yi(Xˆi, Xˆ−i)
)+
. In this case, if she reports the actual demand
Xi, she also receives yi(Xi, Xˆ−i) = yi(Xˆi, Xˆ−i)≤Xi, and her utility would be the same as reporting Xˆi.
• If she under-reports Xˆi < Xi, and she receives yi(Xˆi, Xˆ−i) ≤ Xˆi < Xi, then her utility is
ui
(
yi(Xˆi, Xˆ−i)
)
= riyi(Xˆi, Xˆ−i)−ciyi(Xˆi, Xˆ−i)−si
(
Xi− yi(Xˆi, Xˆ−i)
)+
. In this case, if she reports the
actual demand Xi, she also receives yi(Xi, Xˆ−i) = yi(Xˆi, Xˆ−i)≤ Xˆi, and her utility would be the same
as reporting Xˆi.
• If she under-reports Xˆi <Xi, and there is sufficient capacity to assign her more than Xˆi, but the amount
that she can receive is capped by her reported demand, she can only receive yi(Xˆi, Xˆ−i) = Xˆi. In this
case, her utility is ui
(
yi(Xˆi, Xˆ−i)
)
= riXˆi − ciXˆi − si
(
Xi− Xˆi
)+
. However, if she reports the actual
demand Xi, she would have received Xˆi < yi(Xi, Xˆ−i)≤Xi, and her utility would be ui
(
yi(Xi, Xˆ−i)
)
=
riyi(Xi, Xˆ−i)− ciyi(Xi, Xˆ−i)− si
(
Xi− yi(Xi, Xˆ−i)
)+
. Since Xˆi < yi(Xi, Xˆ−i) in this case, it follows
that ui
(
yi(Xi, Xˆ−i)
)
>ui
(
yi(Xˆi, Xˆ−i)
)
.
Considering the possibility of each case, reporting the true demand information is the dominant strategy for
product manager i.
(2) In the second scenario when the produce manager is not served, so the reported demand will not affect
the resources allocated to her since the priority has already been determined before she reports her demand.
To conclude, in both scenarios, truth telling (reporting the actual demand) is a dominant strategy for each
product manager and hence the randomized allocation mechanism is strategy-proof.
C. OCO-Based Capacity Updating Algorithm
Note that in Section 4, the key regret bound obtained from Equation (14) relies on the online gradient
descent algorithm, an important subroutine in Algorithm 2. For completeness, we describe this algorithm as
Algorithm 3 in this appendix.
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Algorithm 3 Online Gradient Descent Algorithm for Iteration k in Step 1 of Algorithm 2
* Input: Lagrangian dual multiplier λk; T demand scenarios X(t), t= 1,2, . . . , T ; initial capacity
level Sk(0) = S¯k−1 (expected capacity profile from previous iteration).
* Output: Expected capacity profile S¯k; expected capacity allocation quantity Dk.
1. For t= 1,2, . . . , T , do the following:
• Solve the following primal problem given the demand scenario X(t) and the Lagrangian
dual multiplier λk:
min
D(t)
∑
i∈I
λki
− ∑
j∈Γ({i})
Dj,i(t)

s.t.
∑
j∈Γ({i})
Dj,i(t)≤Xi(t), ∀i∈ I
∑
i∈Γ({j})
Dj,i(t)≤ Skj (t− 1), ∀j ∈J
Dj,i(t)≥ 0,∀(i, j)∈ G
• Solve the dual problem of the above problem:
max
p(t),q(t)
∑
i∈I
{
pi(t)Xi(t)
}
+
∑
j∈J
{
qj(t)S
k
j (t− 1)
}
s.t. pi(t) + qj(t)≤ (−λki ), ∀(i, j)∈ G
pi(t)≤ 0, ∀i∈ I
qj(t)≤ 0, ∀j ∈J
• Update the capacity using the online gradient descent algorithm (Zinkevich 2003):
Skj (t) := max
{
0, Skj (t− 1)− ηt∇Skj (t−1)f
(
Sk(t− 1),X(t))} ,
where ηt := 1/
√
t and ∇Skj (t−1)f (S
k(t− 1),X(t)) := cj + qj(t) represent the step size and
step direction, respectively. Note that qj(t) is the optimal solution to the above dual
problem, and thus its value depends on Sk(t− 1).
2. Compute the average capacity profile over T scenarios, S¯k = (1/T )
∑T
t=1S
k(t− 1).
3. Compute the expected capacity allocation quantity from supplier j to customer i over T sce-
narios, Dkj,i := (1/T )
∑T
t=1D
∗
j,i(t), for all (j, i) ∈ G, where D∗j,i(t) denotes the optimal solution
to the primal problem at scenario t.
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In Step 2, the sub-gradient ∇Sk
j
(t−1)f (S
k(t− 1),X(t)) is composed of two components: (1) cj comes from
the coefficient of cjS
k
j (t− 1), and (2) qj(t) refers to the shadow price of the constraints in which Skj (t− 1)’s
are involved. In addition, Skj (t) should be projected to the feasible domain [0,+∞) whenever it is negative.
We note that the regret bounds in Inequalities (14) and (15) require some conditions on Problem (P4): (1)
the feasible region of S must be bounded; (2) function ft(S,X(t)) must be convex and Lipschitz-continuous
with respect to S. To enforce the first condition, we can place a redundant upper bound on the feasible
capacity levels without loss of generality. For the second condition, recall that the first term in ft(S,X(t)) is
linear in S and the second term is a minimization problem with S in the right-hand side of the constraints.
It is well-known that linear minimization programs are convex and Lipschitz continuous with respect to
changes in the right-hand side data of the problem. Therefore, the second condition is also satisfied.
In the end, we provide a numerical example to validate the performance of Algorithm 2. Consider a
(4× 4) long-chain production network, in which four plants with capacity configuration cost c = [4,3,2,1]
are faced with i.i.d. normal demands with mean µ = [10,10,10,10] and standard deviation σ = [3,3,3,3].
The service level requirements are β = [0.95,0.90,0.85,0.80]. We sample T = 104 scenarios to calculate the
average capacity level S¯k at each iteration k. Figure 8 plots the capacity levels and attained service levels as
k increases. The capacity levels converge to the optimal ones around 100 iterations, similarly for the service
levels. We implemented this algorithm using MATLAB and CPLEX as the linear programming solver on a
2.70 GHz i7-6820HQ CPU Windows PC with 16GB RAM. It takes 11.5 seconds in CPU time to solve for
each iteration.
Figure 8 Numerical performance of Algorithm 2
(a) Capacity level (b) Attained service level
