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Abstract
Hermann Minkowski introduced a function in 1904 which maps quadratic
irrational numbers to rational numbers and this function is now known as
Minkowski’s question mark function since Minkowski used the notation ?(x).
This function is a distribution function on [0, 1] which defines a singular con-
tinuous measure with support [0, 1]. Our interest is in the (monic) orthogonal
polynomials (Pn)n∈N for the Minkowski measure and in particular in the be-
havior of the recurrence coefficients of the three term recurrence relation. We
will give some numerical experiments using the discretized Stieltjes-Gautschi
method with a discrete measure supported on the Minkowski sequence. We
also explain how one can compute the moments of the Minkowski measure
and compute the recurrence coefficients using the Chebyshev algorithm.
Keywords: Question mark function, orthogonal polynomials, recurrence
coefficients
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1. Introduction
In 1904 Hermann Minkowski [23] introduced an interesting function, which
he called the question mark function and he denoted its values by ?(x). This
notation with a question mark is somewhat confusing, so instead we will
denote the function by q and we will only consider it on the interval [0, 1].
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There are several ways to define the Minkowski question mark function.
Minkowski used the following construction: letM1 be the sequence with two
elements 0 and 1 and define q(0) = 0 and q(1) = 1. The sequence M2 then
consists ofM1 and the new point (0+1)/(1+1) = 1/2 and q(1/2) = 1/2. In
general we construct the Minkowski sequence MN by taking all the elements
fromMN−1 and all the “mediants” (a+a′)/(b+b′) of two consecutive rational
numbers a/b and a′/b′ in MN−1, where we take 0 = 0/1 and 1 = 1/1. Then








The Minkowski sequence MN is dense in [0, 1] as N → ∞ and q(x) for
x ∈ [0, 1] \Q is defined by continuity. Observe that MN contains 2
N−1 + 1
points.
Another way to define the question mark function is by using continued











, ai ∈ N \ {0}.







If x is a rational number, then the continued fraction is terminating and q(x)
is given by a finite sum. By setting q(0) = 0 and q(1) = 1 one can show
that q : [0, 1] → [0, 1] is a continuous and increasing function, so that q is a
probability distribution function on [0, 1] which defines a probability measure
on [0, 1]. Arnaud Denjoy [14] showed that this distribution function has the
property that q′(x) = 0 almost everywhere on [0, 1] so that the corresponding
measure is singular and continuous.
A third way is to define the question mark function as a fixed point of an
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< x ≤ 1,
(1)























< x ≤ 1,
and q0 any probability distribution on [0, 1], converges uniformly to Min-
kowski’s question mark function. This allows us to compute integrals by a
limit procedure ∫ 1
0
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Figure 1: The Minkowski question mark function
In 1943 Raphae¨l Salem posed a problem about the Fourier coefficients of






The Riemann-Lebesgue lemma tells us that Fourier coefficients of an abso-
lutely continuous measure on [0, 1] tend to zero. The Minkowski question
mark function is singularly continuous, so one cannot use the Riemann-
Lebesgue lemma. Nevertheless, the support of q is the full interval [0, 1]














so that αn converges to zero on the average and there is the possibility that
αn → 0. This is the problem posed by Raphae¨l Salem [27]: do the Fourier
coefficients of the Minkowski question mark function converge to 0? This is
still an open problem. Giedrius Alkauskas [2] [3] already investigated this
extensively by both numerical and analytical methods.
Our interest in this paper is in the orthonormal polynomials for the
Minkowski question mark function:∫ 1
0
pn(x)pm(x) dq(x) = δm,n,
where pn(x) = γnx
n + · · · and γn > 0, with recurrence relation
xpn(x) = an+1pn+1(x) + bnpn(x) + anpn−1(x), n ≥ 0, (2)
with p0 = 1 and p−1 = 0, and in particular we are interested in the asymptotic
behavior of the recurrence coefficients (an)n≥1 and (bn)n≥0. Rakhmanov’s
theorem [25] [26] tells us that for an absolutely continuous measure µ on
[0, 1] for which µ′ > 0 almost everywhere on [0, 1], one has an → 1/4 and
bn → 1/2 as n→∞. In our case q
′ = 0 almost everywhere, so one cannot use
Rakhmanov’s theorem to deduce the asymptotic behavior of the recurrence
coefficients. However, it is known (see, e.g., [21, 32, 29]) that there exist
discrete measures and continuous singular measures on [0, 1] for which the
recurrence coefficients have the behavior bn → 1/2 and an → 1/4 as n→∞,





Definition 1. The Nevai class M(b, a) consists of all positive measures on








It is well known that measures µ ∈ M(b, a) have essential spectrum [b−
2a, b + 2a], i.e., the support of µ is [b − 2a, b + 2a] ∪ E, where E is at most
countable and the accumulation points can only be at b± 2a (Blumenthal’s
theorem, see, e.g., [24, Thm. 7 on p. 23], [31, §5]).
Our first problem is to find out whether the Minkowski question mark
function is such a singular continuous function for which the recurrence co-













The symmetry of q around the point 1/2
q(x) = 1− q(1− x), x ∈ [0, 1],
already implies that bn = 1/2 for all n ∈ N, so the main problem is to
find the asymptotic behavior of the recurrence coefficients (an)n≥1. We will
investigate this numerically. In Section 2 we will use the discretized Stieltjes-
Gautschi method to compute the recurrence coefficients by approximating
the question mark function by a discrete measure which is the empirical
distribution function of the Minkowski sequence MN for various values of
N . In Section 3 we will use the moments of the question mark function
to compute the recurrence coefficients, using the Chebyshev algorithm. In
Section 4 we will compare both methods and our conclusion is that the
orthogonal polynomials for the question mark function are probably not in
Nevai’s class for the interval [0, 1].
A second problem is whether the Minkowski question mark function in-
duces a regular measure on [0, 1] in the sense of Ullman-Stahl-Totik. Regular
measures in the theory of general orthogonal polynomials are those measures
for which the asymptotic zero distribution and the nth root asymptotics of
the leading coefficient γn of the orthonormal polynomial pn is given in terms
of the equilibrium measure and the capacity of the support Sµ [30, Def. 1.7
on p. 123], [28, Def. 3.1.2 on p. 61].
Definition 2. A positive Borel measure µ on the real line with compact





where cap(Sµ) is the logarithmic capacity of Sµ, or, equivalently, the zeros











for every continuous function on Sµ, where µe is the equilibrium measure for
the set Sµ.
The capacity of an interval [a, b] is given by (b− a)/4, so our problem is:







By comparing the coefficient of xn+1 in the recurrence relation (2) one finds
the well-known relation an+1 = γn/γn+1, so that




and the problem then is to find whether the geometric mean of the recurrence
coefficients converges to 1/4:
lim
n→∞





Of course, when an → 1/4, i.e., when the recurrence coefficients are in the
Nevai class for the interval [0, 1], then the geometric mean also converges to
1/4. However, as we mentioned earlier, the numerical experiments in Sections
2 and 3 indicate that the recurrence coefficients probably do not converge to
1/4, but then it is still possible that the geometric mean converges to 1/4.
Our numerical results in Section 3 however indicate that this is not the case
and that the geometric mean seems to converge to a value less than 1/4.
2. The discretized Stieltjes-Gautschi method
The computation of the recurrence coefficients of the orthogonal polyno-
mials with the question mark function requires that we need to be able to
integrate polynomials using the measure induced by q. This is not easy since
the Minkowski question mark function is either defined by a limiting process
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or by a series involving continued fraction coefficients. We therefore will com-
pute approximate values of the recurrence coefficients using a discretized ver-
sion of the Stieltjes method, which was introduced by W. Gautschi, see, e.g.,
[16, §2.2], [17]. The idea is to use a discrete distribution function qN (with
finitely many points of increase) which converges weakly to the Minkowski
question mark function and to compute the recurrence coefficients (an,N)n≥1
and (bn,N )n≥0 for the orthogonal polynomials for the distribution qN . Then
lim
N→∞
an,N = an, lim
N→∞
bn,N = bn, (3)
where (an)n≥1 and (bn)n≥0 are the recurrence coefficients of the orthogonal
polynomials for the limiting distribution q, so that the recurrence coefficients
of the discrete orthogonal polynomials are approximations of the recurrence
coefficients of the orthogonal polynomials for the question mark function.
The main advantage is that the computations for the discrete measure only
require matrix computations and can therefore be easily done.
Rather than using the orthonormal polynomials, we will be using the
monic orthogonal polynomials Pn(x) = pn(x)/γn. These monic orthogonal
polynomials satisfy the recurrence relation
Pn+1(x) = (x− bn)Pn(x)− a
2
nPn−1(x), n ≥ 0, (4)
with P0 = 1 and P−1 = 0. In particular we will compute the squared re-
currence coefficients (a2n)n≥1. There is no need to compute the recurrence
coefficients (bn)n≥0 since the symmetry of q around 1/2 implies that bn = 1/2
for all n ≥ 0.
We have chosen to take for qN the empirical distribution function for the




#{a/b ∈ MN | a/b ≤ x},
where mN = 2
N−1+1 is the number of points inMN . The measure induced
by qN is supported on the Minkowski sequenceMN and each point has equal







where δc is the Dirac measure at c. It is not so difficult to see that this
discrete measure converges weakly to the measure induced by the Minkowski




uniformly on [0, 1] (see, e.g., [1, §2.1]). We have used these empirical dis-
tribution functions for N = 10 up to N = 18 (hence discrete measures
with 513, 1025, 2049, 4097, 8193, 16385, 32769, 65537, and 131073 points)
to compute the first 100 recurrence coefficients. The discrete measures are
symmetric with respect to the point 1/2, hence automatically bn,N = 1/2 for
0 ≤ n ≤ 2N−1, so the main problem is to compute the recurrence coefficients
a2n,N and since we are only interested in the limit for N →∞, we restrict our
attention to 1 ≤ n ≤ 100. First we need to find all the points in the setMN ,







for i from 2 to n do








The weights corresponding to the points inMN are all equal to 1/(2
N−1+1).
Then we used the discretized Stieltjes-Gautschi method as is described in [19,
§4.1 on p. 34] and implemented in the algorithm stieltjes.m [18]. We have
made our computations in Maple in a precision given by Digits:=100. The
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Table 1: Largest values of a2n,N
Even though the figures all show a similar behavior, they give different
approximations for the recurrence coefficients of the orthogonal polynomials
for the question mark function. The values are lying around 0.04 to 0.05
but there is a large value of a2n,N (larger than 0.08) near the beginning which
changes significantly in size and position when N changes, see Table 1.
3. Moments
In this section we will compute the recurrence coefficients by using the
moments of the Minkowski question mark function. We have computed the







k + s− 1
k
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then truncate the sum for cn to 400 terms and truncate the sum in (5) to
500 terms, so that it becomes a linear system of equations for the moments,










= 2−400 ≈ 0.387 10−120,
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hence the ck are accurately computed up to 120 decimals. In Maple we used
Digits:=400 and we obtained the moments as given (with 50 decimals) in
Appendix A. The condition number of the matrix for this linear system
is quite high (of the order 10435) so that the results must be treated with
some suspicion, even with using high accuracy. The first moment m1 is 1/2
and hence this value can be used to check the accuracy of the method: the
computed value of m1 was correct up to 93 decimals (m1 = 0.4999999 . . .,
with 92 nines). The accuracy seems to decrease for the higher moments. Our
value of m100 is
m100 = .000000444593386091498
which differs slightly from the value 0.0000004445933003 in [4, p. 366].
An exact formula for the moments is given in [6]. This formula is not very
suitable for computing the moments, but another infinite system of equations
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= 2ck − 1.
This relation can be proved in a similar way as Proposition 5 in [6] but using


















+ 2G(z + 1).
If we truncate the sum in (6) to 500 terms, then the linear system has a
matrix with only positive terms and the condition number 2.97 is low. The
value of m1 was correct up to 31 decimals (m1 = 0.4999999 . . ., with 30
1We thank one of the referees for pointing this out
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nines), which is less than using the linear system (5), but now this error is
of the same magnitude for all moments. In fact we do get the same value for
the moment m100 as given higher. We believe that the reason why (6) gives
less accurate results than (5) is that the truncation of the infinite system of









for the first system which, due to the oscillating terms in the sum, is much








for the second system, which contains only positive terms. So even though
the matrix of the second system is better conditioned than the matrix of the
first system, the results of the first system give more accurate approximations
to the moments.
Next, we used these moments to compute the recurrence coefficients in
the three-term recurrence relation
Pn+1(x) = (x− bn)Pn(x)− a
2
nPn−1(x)
of the monic orthogonal polynomials for Minkowski’s question mark func-
tion. We used the Chebyshev algorithm (with the ordinary moments, see
[16, Algorithm 2.1 on p. 77]). It is well known that the mapping from
moments (mn)n≥0 to the recurrence coefficients (a2n+1, bn)n≥0 is badly con-
ditioned, see, e.g., [16, §2.1.6]. This is the reason why we used high precision
(Digits:=400) in our calculations. Recall that, due to the symmetry, all the
recurrence coefficients bn are constant: bn = 1/2. This was useful to check
the accuracy of our computations. We observed that our computed values
of bn were correct to 23 decimal places up to b40 but then slowly started to
show errors, with b53 a negative value, which is impossible. Therefore we
listed and plotted the computed values of a2n only up to a
2
























































10 20 30 40
Figure 5: The recurrence coefficients a2n
In order to check whether the question mark function induces a regular
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2
n.











where 1/4 is the logarithmic capacity of the interval [0, 1]. It is more conve-
nient to compute γ
−2/n
n since we are really computing the squared recurrence
coefficients a2n. Our computations (see Table 3) indicate that the sequence
(a21a
2
2 · · ·a
2
n)
1/n may indeed be converging, but the limit is near 0.052 instead

























































4.1. The discretized Stieltjes-Gautschi method
When we compare the values of a2n,N obtained in Section 2 with the values
obtained in Section 3 (using the moments of q), see Figure 5, only the first five
recurrence coefficients a2n,18 are close to the actual values. The reason that
we don’t get accurate results for the a2n is that the a
2
n,N are approximations
for the a2n and that one needs to take the limit N → ∞ to get the desired
recurrence coefficients. The discrete distribution functions qN converge slowly







hence the error ‖qN − q‖∞ is of the order 1/mN , where mN is the number of
points in the support of the discrete measure qN . The discrete approximation
qN(x) for x near 0 and near 1 is quite poor since the first point inMN (after
0) is 1/N and the largest point (before 1) is (N − 1)/N . These single points
have the task to represent q on an interval of reasonable large size compared
to the number of points which are available. The computations are in fact
quite accurate for the recurrence coefficients a2n,N of the discrete orthogonal
polynomials, but the convergence in (3) is rather slow (except, of course, for
bn,N).
4.2. Behavior of the recurrence coefficients
If we compute the recurrence coefficients (a2k)1≤k≤n and (bk)0≤k≤n from
the moments (mk)0≤k≤2n, then we can’t compute many coefficients since the
mapping from moments to recurrence coefficients becomes ill-conditioned at





where (rn)n∈N is a sequence of known polynomials, sometimes leads to a bet-
ter conditioned mapping from modified moments to recurrence coefficients,
in particular when the polynomials (rn)n∈N are already close to the polyno-
mials (pn)n∈N for which we are computing the recurrence coefficients. Un-
fortunately no such system of polynomials seems to be available and our
attempts to use the Chebyshev polynomials on [0, 1] lead to a similar ill-
conditioned problem. So we are stuck with the regular moments and high
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precision arithmetic, which allowed us to compute 40 recurrence coefficients
a2n reliably. The reliability was checked by using the recurrence coefficients
bk as control variables, since we know that they are all constant and equal
to 1/2: errors in the computed values of bk for k > n0 certainly indicate that
the corresponding a2k for k > n0 are not reliable. On the other hand, if the
bk are computed accurately for k ≤ n0 then one may reasonably assume that
the a2k are also accurate for k ≤ n0, except possibly the last one.
Of course, 40 recurrence coefficients are not really enough to say some-
thing about the asymptotic behavior of the recurrence coefficients. Never-
theless Figure 5 doesn’t give the impression that the recurrence coefficients
are converging. The recurrence coefficients vary somewhat between 0.04 and
0.06 with some higher values. The average of the recurrence coefficients a2n for
1 ≤ 40 is 0.05246234283 which is not close to 1/16 = 0.0625. Hence, based on
our numerical evidence, we conclude that the recurrence coefficients (a2n)n do
not converge, and even their averages do not seem to converge to 1/16. This
means that Minkowski’s question mark function does not give orthogonal








4.3. Does q induce a regular measure?
The oscillating nature of the recurrence coefficients (a2n)n≥1 still leaves
open the possibility that the geometric mean (a21a
2




numerical experiments, with 1 ≤ n ≤ 40, indicate that the geometric mean
may be converging but that the limit is less than 1/16 = 0.0625, see Table
3. Hence our numerical evidence leads to the conclusion that the question
mark function does not induce a regular measure on [0, 1].
In general it is known that
cµ ≤ lim inf
n→∞
γ−1/nn ≤ lim sup
n→∞
γ−1/nn ≤ cap(Sµ),
where Sµ is the support of the orthogonality measure µ and cµ is the minimal
carrier capacity of µ,
cµ = inf{cap(B) | B is a bounded Borel set and µ(R \B) = 0}.
Hence if the Minkowski question mark function does not induce a regular
measure µ on [0, 1], then this implies that the minimal carrier capacity of the
question mark function is less than 1/4. The reason why q does not induce
19
a regular measure is probably that the support [0, 1] contains intervals with





















































] of length O(1/n) have
measure proportional to 1/2n. These intervals reappear all over the interval
[0, 1] because of the self-similar nature of q, expressed by (1). Hence, the
support of the measure induced by the question mark function behaves like
a subset of [0, 1] with gaps and for measures with a support containing gaps,
the recurrence coefficients show much more oscillating or chaotic behavior.
The minimal carrier capacity would be less than the capacity of [0, 1] due to
these gaps which have exponentially small measure.
4.4. Open problems
Many open problems remain for the orthogonal polynomials related to
the question mark function [10]. To name a few:
• Is there any structure in the seemingly chaotic behavior of the recur-
rence coefficients? In particular it would be nice to know whether the
coefficients a2n are almost periodic. To answer this question it would be
necessary to calculate the mean of the coefficients and then to look for
oscillations about this mean. This would require many more coefficients
than available right now.






• Does the geometric mean
lim
n→∞
(a1a2 . . . an)
2/n
exist?
• Is this limit (if it exists) equal to the minimal carrier capacity of the
measure induced by the question mark function?
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The question mark function is a reasonably simple singularly continuous
measure which, next to the well known Cantor measure, is useful to investi-
gate how the recurrence coefficients of orthogonal polynomials with singular
continuous measure behave. This paper is the first in which the Minkowski
question mark function is considered in the context of orthogonal polynomi-
als. Earlier there have been a number of papers dealing with the recurrence
coefficients of orthogonal polynomials for the Cantor measure, and for these
many more recurrence coefficients have been investigated, see e.g., the work
of G. Mantica [22], H.-J. Fischer [15] and the recent work of Heilman, Owrut-
sky and Strichartz [20] on orthogonal polynomials with self-similar measures.
A very relevant singular continuous measure is the equilibrium measure
for the Julia set of the iteration of a polynomial T , such as T (x) = x2 − c,
with c > 2. Such a Julia set is of the same nature as the Cantor set, where
one iteratively removes intervals from a given interval. The orthogonal poly-
nomials for such a singular measure have been analyzed in detail by Barnsley,
Geronimo, Harrington [8], Bellissard, Bessis, Moussa [9], Bessis, Geronimo,
Moussa [11] and Bessis, Mehta, Moussa [12]. One of their results is that
the subsequence P2n(x) of the orthogonal polynomials is explicitly given by
the n-th iterate of the given polynomial T (x) and that the recurrence co-
efficients satisfy some non-linear relations, from which one can deduce that
the recurrence coefficients are limit periodic for a large class of polynomials
T . It would be nice to obtain such results for the Minkowski question mark
function. However, the self-similarity of the question mark function, as de-
scribed by (1), involves rational functions so that (orthogonal) polynomials
composed with rational functions lead to rational functions and hence the
polynomial nature is not preserved by the mappings in the iterated function
system.
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