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Abstract
There are several well known bijections between classes of dissimilarity coe.cients and struc-
tures such as indexed or weakly indexed pyramids, as well as indexed closed weak hierarchies.
Our goal will be to approach these results from the viewpoint developed by Jardine and Sib-
son (Mathematical Taxonomy, Wiley, New York, 1971). Properties of dissimilarity coe.cients
will be related to properties of the maximal linked subsets de7ned by the family of relations
associated with the underlying dissimilarity coe.cient. Our approach also involves a close study
of the inclusion and diameter conditions introduced by Diatta and Fichet (in: E. Diday et al.
(Eds.), New Approaches in Classi7cation and Data Analysis, Springer, Berlin, 1994, p. 111).
Typical results include showing that the diameter condition is equivalent to a weakening of the
Bandelt four-point characterization that appears in Bandelt (Mathematisches Seminar, Universit>at
Hamburg, Germany, 1992) as well as Bandelt and Dress (Discrete Math. 136 (1994) 21), and
this in turn is equivalent to the maximal linked subsets being closed under nonempty intersections;
the inclusion condition is equivalent to the 2-balls coinciding with the weak clusters; the
Bandelt four-point characterization is equivalent to the maximal linked subsets coinciding with the
weak clusters; and a Robinsonian dissimilarity coe.cient is strongly Robinsonian (in the sense
of Fichet (in: Y.A. Prohorov, V.V. Sazonov (Eds.), Proceedings of the First World Congress of
the BERNOULLI SOCIETY, Tachkent, 1986, V.N.U. Science Press, Vol. 2, 1987, p. 123)) if
and only if it satis7es the inclusion condition. ? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Cluster analysis attempts to discover the internal structure of a data set by considering
the similarity between objects based on some type of attributes that the objects may
possess in varying degrees. If it is possible to form a partition or a nested sequence
of partitions of the given set, then it is easy to visualize the output of a clustering
algorithm. When this is not possible, the outputs become di.cult to interpret. An
interesting approach tries to allow arbitrary overlap, but insists that the underlying set
be endowed with a linear order having the property that the clusters are all intervals in
this order. This then allows a diagram that can be easily interpreted. Such structures,
called pyramids, were introduced by Diday [17], and have been the subject of intense
investigation by a number of scientists. Our goal here is to show how this theory may
be incorporated into the ordinal model for clustering introduced in [21]. Following
this, it will be shown that the theory of indexed closed weak hierarchies, as well
as the theory of weakly indexed pyramids can also be incorporated into the ordinal
model.
We 7rst present, in Section 2, the basic de7nitions and notations that are related to
the theory of clustering, and that are needed in the sequel. In particular, this section
brieLy recalls the general point of view of the ordinal model for clustering (see [21])
which is based on the notion of maximal linked subset. In Section 3, we introduce and
compare several types of subsets that stand for being “natural” clusters with respect
to a given arbitrary dissimilarity coe.cient: weak clusters, very weak clusters, 2-balls
and maximally linked subsets. The rest of the text is devoted to the determination of
characterizations of well known dissimilarities: dissimilarities satisfying, respectively,
the inclusion and the diameter conditions (Section 4), dissimilarities satisfying the
Bandelt four-point characterization (Section 5), Robinsonian and strongly Robinsonian
dissimilarities (Section 6). These characterizations are all formulated in terms of prop-
erties satis7ed by the diOerent types of subsets introduced in Section 3. Typical results
include showing that the diameter condition is equivalent to the maximal linked sub-
sets coinciding with the very weak clusters; the inclusion condition is equivalent to
the 2-balls coinciding with the weak clusters; the Bandelt four-point characterization
is equivalent to the maximal linked subsets coinciding with the weak clusters; and a
Robinsonian dissimilarity is strongly Robinsonian (in the sense of Fichet [20]) if and
only if it satis7es a weakening of the inclusion condition.
There is clearly some overlap between the current paper and independent work done
by Diatta and Fichet [16], but the goals of the two papers are quite diOerent. Speci7-
cally, we concentrate on various classes of “interesting” clusters that have been histor-
ically proposed, and show that they become interesting only when they coincide with
the maximal cliques of certain associated threshold graphs. On the other hand, Diatta
and Fichet [16] seem more interested in extending the well-known bijection between
indexed hierarchies and ultrametrics to a certain class of closed hypergraphs. Similar
unavoidable overlaps occur with the work of Batbedat [4–6]. The major overlaps will
be mentioned speci7cally when we come to them. We wish to thank Professors Diatta
and Fichet for giving us access to an advance copy of their paper. We also acknowledge
a slight overlap with material done independently, but appearing in Mirkin [28].
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2. Background
Throughout the paper, we shall be working with a 7nite nonempty set E. In this
section, we shall present the basic de7nitions underlying hierarchical clustering, weak
hierarchies and pyramids. The input data to a clustering problem is either a 7nite set
of attributes of the objects in E, or some sort of dissimilarity coe.cient (DC) on E.
Denition 1. A dissimilarity coe:cient on E is a mapping  :E×E → [0;∞) having
the property that:
(DC1) (a; a) = 0 for all a∈E.
(DC2) (a; b) = (b; a) for all a; b∈E.
A de;nite dissimilarity coe.cient on E is one which satis7es
(DC0) (a; b) = 0⇒ a= b.
Moreover; to say that  is semide;nite or even is to say that
(DC0′) (a; b) = 0⇒ (a; c) = (b; c) for all c∈E.
A dissimilarity coe.cient  is called an ultrametric if it satis7es
(DC3) (a; b)6max{(a; c); (c; b)} for all a; b; c∈E.
A clustering algorithm usually proceeds either directly from a DC or 7rst constructs a
DC from the attribute data, and then seeks to produce some sort of nested sequence
of classi7cations of E. Each member of these classi7cations is a subset of E, called
a cluster, which is determined such that the elements inside the cluster are alike as
much as possible, and are as dissimilar as possible to the elements outside the cluster.
Ideally, these classi7cations will be partitions of E. We shall concentrate on the
process of going from a DC to a sequence of classi7cations. First we must decide on
some general terminology.
Denition 2. A covering of E is a collection of noncomparable (therefore nonempty)
subsets of E; whose union is E.
Denition 3. A set system on E is a collection of nonempty subsets of E that contains
E. To say that S is a closed set system on E will be to say that S is a set system that
is closed under nonempty intersections. A de;nite set system will be one that contains
all singleton subsets of E. A semide;nite set system will be one for which the minimal
elements partition E.
Denition 4. A hierarchy on E is a de7nite set system S such that any two elements
in S are either disjoint or nested subsets.
We now formally de7ne the notions of an index and a weak index on a set
system S.
Denition 5. Let S be a set system on E; and h : S → [0;∞). The pair (S; h) is said
to be indexed with h an index for S if:
(a) A; B∈ S with A ⊂ B implies h(A)¡h(B).
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The pair (S; h) is said to be weakly indexed; or a set system representation; if it
satis7es the following:
(b) A ⊂ B implies that h(A)6 h(B).
(c) A ⊂ B with h(A) = h(B) implies that A=⋂{C ∈ S: A ⊂ C}.
Note that our de7nition of a weak index diOers slightly from that of earlier authors
(cf. [17;18;11]); in that they required that every weak index also satisfy h(A) = 0 iO A
is a minimal element of S. It is equally true that these same authors also required that
every index h satisfy h(A) = 0 when A is minimal.
Remark 1. Several authors have independently noticed a fundamental bijection between
indexed hierarchies and ultrametrics. Among the early papers; we refer the reader to
those of BenzQecri [7]; Jardine et al. [24]; and Johnson [26].
Our approach will be to use as clusters the maximal linked sets determined by
a family of relations that are naturally associated with the underlying dissimilarity
coe.cients. This point of view was 7rst introduced by Jardine and Sibson [25]. The
key diOerence between this approach and that used by other authors is in the nature of
the clusters. When faced with an equivalence relation, it is natural to use the various
equivalence classes as clusters, but when one wishes to allow some overlap between
clusters, there are other choices. In the rest of this section, we make all of this precise
by recalling some basic notations and features of the ordinal model for clustering
presented by Janowitz [21] in the continuation of the approach introduced by Jardine
and Sibson [25].
We agree to let E2 denote the set of two element subsets of E, and (E) the set of
reLexive symmetric relations on E. The set (E) is ordered by set inclusion, and once
this is done, it is clear that it can be identi7ed with the power set of E2. The idea is
to identify the relation R with {{a; b}: aRb; a 	= b}. Note that since R is reLexive, we
need not worry about the case where a= b.
It is also clear that dissimilarity coe.cients may be regarded as mappings from E2
into [0;∞). However, we shall continue to use the compact notation (a; b) in place
of the more technically correct notation ({a; b}).
Denition 6. A mapping C : [0;∞)→ (E) is called a numerically strati;ed clustering
on E if it satis7es:
(NSC1) h6 k implies C(h) ⊆ C(k);
(NSC2) For any h¿ 0 there corresponds a real number j¿0 such that C(h)=C(h+j);
(NSC3) For some h¿0; C(h) = E×E.
Moreover, for any DC , we de7ne the mapping T : [0;∞)→ (E) by
T(h) = {(a; b): (a; b)6 h}:
It is then easily seen that T is a numerically strati7ed clustering, and that the
mapping  → T provides a one–one correspondence between dissimilarity coe.cients
and numerically strati7ed clusterings, as shown in Theorem 1. The inverse to this
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mapping is given by C → C , where C(a; b) = min{h: (a; b)∈C(h)}. Note that this
minimum exists by (NSC2) and 7niteness. It is also a fact that  is an ultrametric
iO T(h) is an equivalence relation for all h. For this reason, a cluster method may
be de7ned as a transformation  → F() of dissimilarity coe.cients, where F()
is often required to be an ultrametric. This serves to guarantee that at each level
the clusters do not overlap. It is important to note that though the model itself is
ordinal in nature, it includes any cluster method that transforms one DC into another
DC. Any of the multitude of books on cluster analysis will include a description of
what are commonly called agglomerative clustering techniques. These algorithms start
with a collection of singleton clusters, and at each stage merge one or more pairs of
clusters to eventually form a hierarchical tree. At each stage it is necessary to compute
the dissimilarity between pairs of disjoint nonempty subsets A; B of the underlying
set. Some of the algorithms are ordinal in nature in that they compute (A; B) as
either the max (complete-linkage) or the min (single-linkage) of {(a; b): a∈A; b∈B};
others use some sort of average of {(a; b): a∈A; b∈B} (weighted (WPGMA) or
unweighted (UPGMA) pair-group arithmetic average linkage clustering); still others
form some version of a centroid for A and B, and then compute the dissimilarity of
the centroids (weighted pair-groups centroid clustering (WPGMC) or the unweighted
version (UPGMC)); there are also the Lexible clustering techniques developed by Lance
and Williams [27]. We refer the interested reader to [30, pp. 214–245], as well as to
[22, pp. 72–83].
When F() is an ultrametric, the output clustering is the nested sequence of partitions
formed by the equivalence relations [TF()](h). In the general situation, one obtains
classi7cations by looking at the maximal linked subsets at each level h. Since these
objects are of primary importance in what is to follow, we herewith formally de7ne
them.
Denition 7. A maximal linked subset at level h is a subset U of E having the
property that U is linked at level h in the sense that a; b∈U implies (a; b)6 h; and
U is maximal with respect to this property. Maximal linked subsets are often called
ML-sets.
Note that an ML-set may equally be thought of as a maximal clique or a max-
imal complete subgraph of one of the threshold graphs associated with the fam-
ily {T(h): h¿ 0} of reLexive symmetric relations. Though the bijection between
dissimilarity coe.cients and numerically strati7ed clusterings is easily proved and
well known, we pause to sketch a proof of it, as it is fundamental to what fol-
lows. A detailed discussion of the connection between dissimilarity coe.cients and
numerically strati7ed clusterings may be found in the text by Jardine and
Sibson [25].
Theorem 1. Let  be a dissimilarity coe:cient; and C a numerically strati;ed clus-
tering on the ;nite set E. Then:
(1) = T;
(2) C = TC ;
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(3) If 1; 2 are both dissimilarity coe:cients; then
16 2 ⇔ T2(h) ⊆ T1(h) for all h∈ [0;∞):
Proof. (1) (a; b)6 h⇔ (a; b)∈T(h). Hence;
(a; b) = h⇔ h=min{k: (a; b)∈T(k)} ⇔ h= T(a; b):
(2) (a; b)∈C(h)⇔ C(a; b)6 h⇔ (a; b)∈TC(h):
(3) If 16 2, then for all a; b∈E, 1(a; b)6 2(a; b). It follows that (a; b)∈T2(h)
⇒ 2(a; b)6 h⇒ 1(a; b)6 h, whence (a; b)∈T1(h). The converse proof follows in
the expected manner.
Our basic thrust will be to relate properties of a given dissimilarity coe.cient  with
those of some maximal linked subsets that are derived from the numerically strati7ed
clustering T. We agree to let ML(T) denote the set of all ML-sets associated with the
relations of the form T(h). If the image of  is h0¡h1¡ · · · hk , this set is ordered by
inclusion, and indexed by de7ning f(M) = hi where hi is the lowest index for which
M is an ML-set of T(hi). Of course ML(T) may not be closed under nonempty
intersections, so it will be convenient to let M̂L(T) denote all nonempty intersections
of elements of ML(T). We also de7ne the diameter of any nonempty subset A of E
as follows:
diam(A) = max{(a; b): a; b∈A}
and note that since E is 7nite, there must exist u; v∈A such that diam(A) = (u; v):
When there is no danger of confusion, we shall omit the subscript, and simply write
diam A. For an ML-set M , it is clear that f(M) = diam(M).
Remark 2. It is worth noting that for any DC ; the set system ML(T) is indexed by
the diameter function diam; while it is easily proved that the closed set system M̂L(T)
is weakly indexed by diam. Note that for each h¿ 0; the ML-sets of T(h) form a
covering of E. Batbedat [4] proved that the correspondence  → (ML(T); diam)
de7nes a one–one correspondence between the set of all dissimilarities and a particular
class of indexed set systems. It has also been proved that the correspondence  →
(M̂L(T); diam) is a one–one correspondence between the set of all dissimilarities and
a particular class of weakly indexed set systems (cf. [10]). Finally; we mention that
these two general bijections extend the well known bijection between ultrametrics and
indexed hierarchies; mentioned in Remark 1.
In what follows, we will focus mainly on two particular extensions of ultrametrics:
the dissimilarities associated with the indexed closed weak hierarchies (Section 5) and
the dissimilarities obtained from the weakly indexed pyramids (Section 6).
3. Weak clusters, ML-sets and 2-balls of any DC
Various types of closed set systems have been characterized by speci7c de7nitions
of clusters: hierarchies and ML-sets [26], hierarchies and balls [7], indexed pyramids
P. Bertrand, M.F. Janowitz /Discrete Applied Mathematics 122 (2002) 55–81 61
and 2-balls [19], weakly indexed pyramids and ML-sets [17,18,11,9], closed weak hier-
archies and weak clusters [2]. A formulation using a type of 2-ball has been introduced
by Diatta and Fichet [15]. The reader might also wish to consult Critchley and Van
Cutsem [13]. Before proposing a unifying formulation, where the roles of weak clus-
ters, ML-sets and 2-balls can be compared, it will be necessary to introduce some more
terminology relevant to the various kinds of clusters.
Denition 8. Let  be a DC on the 7nite set E. Then:
(1) For a∈E and h∈ [0;∞); the ball B(a; h) is de7ned by
B(a; h) = {x∈E: (a; x)6 h}:
(2) For a; b∈E; we recall that the 2-ball associated to a; b (cf. [8;15;19]); is denoted
by Bab and de7ned as follows:
Bab = B(a; (a; b)) ∩ B(b; (a; b)):
When there is no danger of confusion; the notation Bab will be used in place of
Bab. When a= b; we may notice that Baa = B(a; (a; a)) = {x∈E: (x; a) = 0}.
(3) More generally; for each subset A in E; we will denote:
BA = {x∈E: ∀a∈A; (a; x)6 diam A}:
Again; when there is no danger of confusion; the notation BA will be used in
place of BA. Clearly Bab = B{a;b}; and Baa = B{a}. In a similar way; if a; b; c
are elements of E; we will use Babc in place of B{a;b;c}. It might be noticed
that BA =
⋂
a∈A B(a; diam A); and therefore BA coincides with the intersection of
exactly |A| balls. Taking into account this property; and aiming at generalizing the
de7nition of a 2-ball; we will say that a k-ball; for k¿ 1; is any subset of type
BA with 0¡|A|6 k. In case |A|= k; it will be said that BA is a proper k-ball.
Note that this de7nition of a k-ball is a particular case of the de7nition introduced
by Diatta [14] in the more general context of multiway dissimilarities.
(4) For each subset A of E; we denote by M(A) the collection of maximal linked
subsets at level diam A that contain A; i.e.:
M(A) = {M ∈ML(T): A ⊆ M and diam M = diam A}:
In the particular case where A={a; b}; we will use M(a; b) instead of M({a; b}).
Note that when a=b; we haveM(a; a)=M({a}). Similarly; we will useM(a; b; c)
instead of M({a; b; c}).
Using these notations, we obtain:
Proposition 1. Let  be a dissimilarity coe:cient on E; and let A be a nonempty
subset of E. Then (i) and (ii) are satis;ed:
(i) BA =
⋃{M : M ∈M(A)};
(ii) diam BA = diam A⇔ BA ∈M(A)⇔ |M(A)|= 1.
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Proof. (i) Let x∈M where M ∈M(A); then since A ⊆ M; we deduce that for each
a∈A; (a; x)6 diamM = diam A; and therefore x∈BA. It follows that
⋃
M(A) ⊆ BA.
Conversely; if x∈BA; then A ∪ {x} is linked at level diam A. Hence x∈M for some
M ∈M(A). This shows that BA ⊆
⋃
M(A).
(ii) By using (i), it is easy to prove the following implications:
diam BA = diam A⇒ BA ∈M(A)⇒ |M(A)|= 1⇒ diam BA = diam A. Therefore, (ii)
is satis7ed.
When 0¡|A|6 2, Proposition 1 provides a comparison between the ML-sets and the
2-balls.
Corollary 1. Let  be a dissimilarity coe:cient on E; and let a and b two elements
in E. Then (i); (ii) and (iii) are satis;ed.




(iii) diam Bab = (a; b)⇔ Bab ∈M(a; b)⇔ |M(a; b)|= 1.
We now de7ne two diOerent types of clusters.
Denition 9. (1) A subset C of E is called a weak cluster [2] if it satis7es:
a; b∈C ⇒ (a; b)¡max{(a; x); (b; x)}
for all x 	∈ C.
(2) A subset C of E is called a very weak cluster if:
a; b∈C with (a; b) = diamC ⇒ (a; b)¡max{(a; x); (b; x)}
for all x 	∈ C.
When these de7nitions are rephrased in terms of 2-balls, we obtain the next Propo-
sition, whose obvious proof is left to the reader.
Proposition 2. Let C be a subset of E.
(1) C is a weak cluster ⇔ Bab ⊆ C for every a; b∈C;
(2) C is a very weak cluster⇔ C=Bab for any pair a; b∈C such that diamC=(a; b).
Note that condition (1) of the above Proposition was due originally to Diatta and
Fichet [15, Proposition 3:2, p. 115].
Remark 3. Jardine [23] has de7ned a ball-cluster to be a subset C of E such that
a; b∈C ⇒ (a; b)¡(a; x) for all x 	∈ C. It is clear that each ball-cluster is a weak
cluster. Moreover; a subset C is a ball-cluster if and only if B(a; (a; b)) ⊆ C for every
a; b∈C; which may be noticed as very similar to the condition (1) of Proposition 2.
P. Bertrand, M.F. Janowitz /Discrete Applied Mathematics 122 (2002) 55–81 63
Remark 4. Every weak cluster is clearly a very weak cluster. However the converse
is not true; as shown by the following example of dissimilarity coe.cient:
b c d
a 3 2 4
b 2 1
c 1
C = Bab = {a; b; c} is a very weak cluster; but C is not a weak cluster since Bbc =
{b; c; d}* C.
Lemma 1. Every very weak cluster is an ML-set at the level of its diameter.
Proof. Let C be a very weak cluster. Accordingly; choose a; b∈C so that diam C
= (a; b). Then C is linked at level (a; b); and if x 	∈ C; then (a; b)¡max{(a; x);
(b; x)}; so C is a maximal linked set at level (a; b).
In view of Proposition 2 and Lemma 1, the next result is now immediate.
Lemma 2. {weak clusters} ⊆ {very weak clusters} ⊆ {2-balls} ∩ {ML-sets}.
Remark 5. If  is an arbitrary DC; then each inclusion in Lemma 2 might be strict.
An example that illustrates that the 7rst inclusion might be strict was provided by the
Remark 4. Here is an example that illustrates that the second inclusion is strict for
some dissimilarity coe.cient.
b c d
a 2 2 2
b 1 3
c 1
Bab = {a; b; c} is an ML-set at level h = 2. But Bab is not a very weak cluster; since
diam Bab = 2 = (a; c) and Bac = {a; b; c; d}.
4. The inclusion and diameter conditions
The inclusion and diameter conditions were introduced and studied in Diatta and
Fichet [15]. Their results are extended in what follows.
Denition 10. A DC  on E is said to satisfy the inclusion condition if:
u; v∈Bxy ⇒ Buv ⊆ Bxy:
In other words,  satis7es the inclusion condition iO every 2-ball is a weak cluster.
Incidentally, Diatta and Fichet [16, Remark 2] pointed out that the inclusion condition
on  implies that  is semide7nite.
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In view of Lemma 2 and the remark that the inclusion condition holds iO (u; v∈Bxy
and a 	∈ Bxy) ⇒ a 	∈ Buv, the following result is obvious—apart from the assertion
that the implications involving the last two conditions are strict, and that these two
conditions are logically independent. This will be demonstrated by a pair of examples
following the theorem.
Theorem 2. Let  be a DC on E. The ;rst two conditions are then equivalent; and
strictly imply each of (4) and (5). Moreover; the latter three conditions are mutually
independent.
(1)  satis;es the inclusion condition;
(2) For all a; u; v; x; y∈E;
max{(u; x); (v; x); (u; y); (v; y)}6 (x; y)¡max{(a; x); (a; y)}
⇒ max{(a; u); (a; v)}¿(u; v);
(3) The 2-balls; the weak clusters; and the very weak clusters all coincide;
(4) Every 2-ball is an ML-set;
(5) The set of 2-balls is closed under nonempty intersection.
Example 1. Let us 7rst present an example that illustrates that (5) ; (1).
b c d e
a 2 4 5 4
b 2 1 1
c 1 2
d 5
Here; the 2-balls Bxy diOerent from E and not reduced to {x; y}; are the following
ones:
Bac = Bae = {a; b; c; e}; Bbc = {b; c; d; e}; Bce = {b; c; e}:
Then; we deduce that Bce = Bac ∩ Bbc = Bae ∩ Bbc; and therefore that (5) holds. But
(1) is not satis7ed since the 2-ball Bac = Bae does not contain Bbc; whereas b and c
are elements of Bac = Bae. We can also note that Bbc is not even a very weak cluster;
since diam Bbc = (e; d) does not imply that Bbc = Bed. This shows also that (5) does
not imply (4); since Bbc is not an ML-set.
Example 2. This example illustrates that (4) ; (1). Indeed; it proves that the inclusion
condition is not necessarily satis7ed if the ML-sets and the 2-balls coincide.
b c d
a 3 4 0
b 0 0
c 5
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Here are the ML-sets that are not reduced to singletons:
5 {a; b; c; d}
4 {a; b; c}
3 {a; b; d}
0 {b; d}; {a; d}; {b; c}
The 2-balls of the form Bxy with x 	=y; are given in the following table:
Bxy b c d
a {a; b; d} {a; b; c} {a; d}
b − {b; c} {b; d}
c − − {a; b; c; d}
In this example; we may then notice
• The set of ML-sets coincides with the set of 2-balls.
• Bac is not a weak cluster; since a; b∈Bac but Bab * Bac. Hence;  does not satisfy
the inclusion condition.
• (4) holds but (5) fails.
Corollary 2. If  satis;es the inclusion condition; then for any a; b∈E; Bab is the
smallest 2-ball containing a and b.
The very weakest condition one could imagine for an informative clustering by means
of ML-sets would be that for every distinct pair a; b of elements of E, there be exactly
one ML-set containing a and b at the level (a; b). There is a very natural condition
equivalent to this. It is the diameter condition introduced by Diatta and Fichet [15].
Denition 11. A DC  on E is said to satisfy the diameter condition if for all x; y∈E;
diam(Bxy) = (x; y).
Example 2 shows that the diameter condition does not imply that a dissimilarity
coe.cient is semide7nite.
Theorem 3. Let  be a dissimilarity coe:cient on E. Then the following six conditions
are equivalent:
(1)  satis;es the diameter condition;
(2) For any a; b∈E; Bab is the unique ML-set containing {a; b} at level (a; b);
(3) For any a; b∈E; there is exactly one ML-set containing {a; b} at level (a; b);
(4) For all a; b1; b2; c∈E; max{(a; b1); (a; b2); (c; b1); (c; b2)}6 (b1; b2) implies
(a; c)6 (b1; b2);
(5) every ML-set is a very weak cluster;
(6) the ML-sets coincide with the 2-balls; and the very weak clusters.
Proof. By Corollary 1(iii); it is clear that the 7rst three conditions are equivalent. Let
us prove (1)⇔ (4). Condition (4) is clearly equivalent to the assertion that for every
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b1; b2 ∈E; a; c∈Bb1b2 ⇒ (a; c)6 (b1; b2). But this just says that diam Bb1b2=(b1; b2)
for every b1; b2 ∈E; i.e.; that  satis7es the diameter condition.
(3) ⇒ (5). Let M be an ML-set, and choose a; b∈M so that (a; b) = diamM .
By Corollary 1(i), M ⊆ Bab. Moreover, by using (3) and Corollary 1(iii), we get
Bab ∈M(a; b), whence M = Bab and (5) is satis7ed.
(5)⇒ (1). Choose a; b∈E and let M be an ML-set at level (a; b), that contains a
and b. By (5), M is a very weak cluster, so M = Bab. Therefore diam Bab = (a; b).
(5) ⇒ (6). By (5), every ML-set is a very weak cluster, hence a 2-ball. Since we
have already proved that (2)⇔ (5), every 2-ball is an ML-set. Hence, the ML-sets, the
very weak clusters, and the 2-balls all coincide.
(6)⇒ (5) is obvious.
In Sections 5 and 6, we will be interested in properties of dissimilarities satisfying
both the diameter and the inclusion condition. Now, we investigate the characterization
of this type of dissimilarity. Let us 7rst consider one of the possible local conditions
that involve the diameter condition.
Denition 12. A subset C is said to be 2B-bounded if diam Bxy=(x; y) for all x; y∈C.
Remark 6. By De7nition 12;  satis7es the diameter condition iO the set E is 2B-
bounded. Otherwise; it could be noticed that if a cluster C is not 2B-bounded then no
cluster containing C can be 2B-bounded.
In order to characterize a cluster C which is 2B-bounded, we reformulate Theorem
3 from the local point of view introduced by De7nition 12.
Proposition 3. Let  be a dissimilarity coe:cient on E. Then the following conditions
are equivalent:
(1) C is 2B-bounded;
(2) For a; b∈C; Bab is the unique ML-set containing {a; b} at level (a; b);
(3) For a; b∈C; there is exactly one ML-set containing {a; b} at level (a; b);
(4) Condition (4) of Theorem 3 for a; b1; b2; c∈C.
Proof. The proof is very similar to the proof of Theorem 3.
Following the terminology of Diatta and Fichet [16], we de7ne the weak inclusion
condition as follows:
Denition 13. A DC  on E is said to satisfy the weak inclusion condition if:
z ∈Bxy ⇒ Bxz ⊆ Bxy:
It should be noted that Example 2 shows that the ML-sets of a dissimilarity coe.cient
can coincide with the 2-balls; and yet not imply the weak inclusion condition.
P. Bertrand, M.F. Janowitz /Discrete Applied Mathematics 122 (2002) 55–81 67
Proposition 4. If  satis;es the weak inclusion condition; then every 2-ball which is
2B-bounded; is a weak cluster.
Proof. Consider a 2-ball B = Bab which is 2B-bounded and consider x; y∈B. Then
diam Bxy = (x; y)6 (a; b) = diam Bab; since B is 2B-bounded. Let us 7rst examine
the case (x; y)6max{(a; x); (b; x); (a; y); (b; y)}. Without any loss of generality;
we assume (a; x)=max{(a; x); (b; x); (a; y); (b; y)}. We deduce that max{(x; y);
(a; y)}6 (a; x); i.e. y∈Bax. Therefore Bxy ⊆ Bax since  satis7es the weak inclusion
condition. Using the weak inclusion condition again; it follows from x∈Bab that Bax ⊆
Bab. Thus Bxy ⊆ Bab.
Let us now consider the case (x; y)¿max{(a; x); (b; x); (a; y); (b; y)}. Then
a; b∈Bxy and consequently (x; y) = diam Bxy¿ (a; b). We deduce (x; y) = (a; b)
since x; y∈Bab. If there exists z ∈Bxy such that z 	∈ Bab, then max{(a; z); (b; z)}¿
(a; b)=diam Bxy, which provides a contradiction. Hence Bxy ⊆ Bab, and this completes
the proof.
Example 3. Let us present an example that illustrates that the converse of Proposition
4 does not hold.
b c d e
a 2 3 2 1
b 2 4 1
c 2 5
d 5
Here; the 2-balls Bxy reduced to {x; y}; are: Beb; Bea; Bbc; Bcd and Bad. These 2-balls
are then 2B-bounded weak clusters. Bab = {a; b; e} is also a 2B-bounded weak cluster.
Furthermore; Bbd=Bac={a; b; c; d} is not 2B-bounded since diam Bac=(b; d) 	= (a; c).
The other 2-balls are Bed = Bec = {a; b; c; d; e}= E which are not 2B-bounded for they
contain Bac which is not 2B-bounded.
Then, in this example every 2-ball which is 2B-bounded is a weak cluster, but  does
not satisfy the weak inclusion condition since Bab * Bac. Thus, the condition “every
2-ball which is 2B-bounded is a weak cluster”, does not imply the weak inclusion
condition.
The previous counter-example has proved that the condition “every 2-ball which is
2B-bounded, is a weak cluster”, is weaker than the weak inclusion condition. Despite
this weakening, it is quite easy to prove that the diameter condition together with
the weak inclusion condition, is equivalent to the diameter condition together with the
condition that each 2B-bounded 2-ball must be a weak cluster.
Indeed, this equivalence is obvious, since each 2-ball is 2B-bounded when  satis7es
the diameter condition. Therefore, the following result is an immediate consequence of
Proposition 4.
Corollary 3. The following conditions are equivalent:
(i)  satis;es the diameter condition and the inclusion condition;
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(ii)  satis;es the diameter condition and the weak inclusion condition;
(iii)  satis;es the diameter condition and each 2-ball that is 2B-bounded; is a weak
cluster.
5. Connections with weak hierarchies
There is a rather curious connection between ML-sets and weak hierarchies. We
begin with the relevant terminology, pointing out that our sources are Bandelt [1], and
Bandelt and Dress [2,3].
Denition 14. A weak hierarchy is a set system H on a 7nite set E having the property
that
A; B; C ∈H ⇒ A ∩ B ∩ C ∈{A ∩ B; A ∩ C; B ∩ C}:
Terminology such as closed or indexed will follow that of De7nition 5.
Bandelt [1] and Diatta and Fichet [15,16], established a bijection between semide7-
nite indexed closed weak hierarchies on a 7nite set E, and dissimilarity coe.cients 
that satisfy a four-point characterization which was introduced by Bandelt [1].
Denition 15. A dissimilarity coe.cient  on E is said to satisfy the Bandelt four-point
characterization if for all a; b1; b2; c∈E;
max{(a; b1); (a; b2)}6 (b1; b2) implies
(a; c)6max{(b1; c); (b2; c); (b1; b2)}:
It should be noted, however, that the bijection between semide7nite indexed closed
weak hierarchies and dissimilarity measures satisfying the Bandelt four-point charac-
terization was de7ned by Diatta and Fichet [15,16] in a diOerent way from the one
that we have been discussing. Indeed, for such a DC , the associated closed weak
hierarchy is formed by the weak clusters. But we shall show that the Bandelt four-point
characterization is equivalent to the weak clusters coinciding with the ML-sets. Thus
the bijection between dissimilarity coe.cients satisfying the Bandelt four-point charac-
terization and indexed weak clusters becomes a special case of the bijection between
dissimilarity coe.cients and indexed ML-sets (cf. Remark 2 and Theorem 1).
The next theorem provides geometric characterizations of the Bandelt four-point
characterization: one is provided by the fact that the proper 3-balls are weak clusters,
another is provided by the diameter condition plus the weak inclusion condition (this
characterization was introduced by Diatta and Fichet [16]), and the last one is provided
by the diameter condition together with the fact that each 2-ball that is 2B-bounded,
is a weak cluster.
Theorem 4. The following are equivalent:
(1)  satis;es the Bandelt four-point characterization;
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(2) for every a; b; c∈E; Bab ⊆ Babc;
(3) each proper 3-ball is a weak cluster;
(4)  satis;es the diameter condition and the inclusion condition;
(5)  satis;es the diameter condition and the weak inclusion condition;
(6)  satis;es the diameter condition and each 2B-ball that is 2B-bounded; is a weak
cluster.
Proof. Note 7rst that the Bandelt four-point characterization may be restated as follows:
a∈Bb1b2 ⇒ max{(a; b1); (a; b2); (a; c)}6 diam{b1; b2; c}:
Therefore; another restatement of the Bandelt four-point characterization is Bb1b2 ⊆
Bb1b2c. Since this inclusion is satis7ed for all b1; b2 and c in E; we have proved that
(1)⇔ (2).
(2)⇒ (3). Let us consider a; b; c∈E. There is no loss in generality in assuming that
(a; b)=max{(a; b); (a; c); (b; c)}. Therefore Babc ⊆ Bab, and then by (2), Babc=Bab.
Now take u; v∈Babc. Then u∈Bab ⊆ Babv, and therefore (u; v)6max{(a; b); (a; v);
(b; v)}. Thus (u; v)6 (a; b) since v∈Bab. Moreover, from u; v∈Babc = Bab, we de-
duce max {(u; v); (v; a); (u; a)}6 (a; b). If x∈Buv, then by (2), x∈Buv ⊆ Buva,
and therefore (x; a)6max{(u; v); (u; a); (v; a)}, and so (x; a)6 (a; b). Similarly
(x; b)6 (a; b). Hence, x∈Bab = Babc. This proves that Buv ⊆ Babc, i.e. (3) holds.
(3)⇒ (4). We consider x; y∈E and u; v∈Bxy. From (3), v∈Bxy ⊆ Bxyu which holds
even if u=x or u=y. Therefore, we deduce that (u; v)6max{(x; y); (x; u); (y; u)}=
(x; y), since u∈Bxy. But this proves that diam Bxy = (x; y). Let us now prove that
Bxy is a weak cluster. We suppose that Bxy 	= {x; y}, since otherwise Bxy is clearly
a weak cluster. Then we consider u∈Bxy with u 	= x; y. From (3), Bxy ⊆ Bxyu, and
moreover since u∈Bxy, Bxyu ⊆ Bxy. Therefore, Bxyu = Bxy, and Bxy is a weak cluster,
by using (3).
(4)⇔ (5)⇔ (6) by Corollary 3.
(5) ⇒ (1). Let a∈Bb1b2 , and c∈E. If c∈Bb1b2 , then (a; c)6 (b1; b2), since
(b1; b2) = diam Bb1b2 . Hence (a; c)6max{(b1; c); (b2; c); (b1; b2)}. On the other
hand, if c 	∈ Bb1b2 , then
(b1; b2)¡max{(b1; c); (b2; c)}:
There is no loss in generality in assuming that (b1; c)6 (b2; c). We therefore de-
duce that b1 ∈Bb2c, and consequently Bb1b2 ⊆ Bb2c by (5). Since a∈Bb1b2 , we have
(a; c)6 (b2; c), whence (a; c)6max{(b1; c); (b2; c); (b1; b2)}.
The previous section gave some characterizations of the inclusion condition and di-
ameter condition. Using these results, we deduce other characterizations of the Bandelt
four-point characterization.
Corollary 4. The following conditions are equivalent:
(1)  satis;es the Bandelt four-point characterization;
(2) Every ML-set is a weak cluster;
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(3) The ML-sets; the 2-balls; the weak clusters and the very weak clusters are one
and the same.
Proof. (1)⇒ (2). By Theorem 4; and by using (1); we deduce that every 2-ball is a
weak cluster and that every ML-set is a 2-ball; and so (2) is satis7ed.
(2)⇒ (3) results directly from Lemma 2 together with Theorem 3(2).
(3) ⇒ (1). By Theorem 4, it su.ces to prove that  satis7es both the inclusion
condition and the diameter condition. By (3), every ML-set is a weak cluster, and thus
it is also a very weak cluster. By using (5) ⇒ (1) in Theorem 3, we deduce that 
satis7es the diameter condition. Moreover, by (3) every ML-set is 2B-convex, hence
by Theorem 3, every 2-ball is 2B-convex, and so  satis7es the inclusion condition.
Proposition 5. Let  be a dissimilarity coe:cient on E. The following conditions are
then equivalent:
(1)  satis;es the Bandelt four-point characterization;
(2) The set of ML-sets of T is closed under nonempty ;nite intersections;
(3) For any nonempty subset A of E; the set of ML-sets containing A has a smallest
member;
(4) For any a; b∈E; the set of ML-sets containing {a; b} has a smallest member.
Proof. (1) ⇒ (2). By Corollary 4(3); the set of ML-sets of T coincides with the set
of weak clusters. Thus; ML(T) is clearly closed under nonempty 7nite intersections.
(2)⇒ (3). Let A be a nonempty subset of E, and denote by Aˆ the following subset:
Aˆ=
⋂
{X : X ∈ML(T) and A ⊆ X }:
It is clear that Aˆ is the unique smallest member of the set of ML-sets containing A.
(3)⇒ (4) is obvious.
(4)⇒ (1). From (4), it is clear that |M(a; b)| =1 for any a; b in E. Therefore, from
Corollary 1 (iii), Bab is the smallest ML-set containing {a; b} according to set inclusion.
Thus, if M ∈M(a; b; c), then Bab ⊆ M . But this implies Bab ⊆
⋃
M(a; b; c)=Babc and
then establishes the Bandelt four-point characterization.
We now present a 7nal characterization of the Bandelt four-point characterization.
Theorem 5. The dissimilarity coe:cient  satis;es the Bandelt four-point character-
ization if and only if the pair (M̂L(T); diam) is indexed.
Proof. Assume 7rst that  satis7es the Bandelt four-point characterization. By Propo-
sition 5(4); M̂L(T) = ML(T); and it is therefore indexed by its diameter. Suppose
conversely that (M̂L(T); diam) is indexed. Let a; b∈E; and choose an ML-set contain-
ing {a; b} at level (a; b). Let N be any other ML-set containing both a and b. Then
M ∩ N ∈ M̂L(T) contains both a and b. If M ∩ N ⊂ M; it would have a diameter
smaller than (a; b). This contradiction shows that M ∩N =M; whence M ⊆ N . Thus
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the set of ML-sets containing a and b has a smallest member. But by Proposition 5;
this forces  to satisfy the Bandelt four-point characterization.
In view of Proposition 5 and Theorem 5, we see that it was no accident that Ban-
delt’s bijection involved DCs satisfying the Bandelt four-point characterization, and
indexed closed weak hierarchies. We shall prove in Proposition 6 that for Robinsonian
dissimilarity coe.cients, every ML-set is a 2-ball. In view of this, the next result is of
some interest.
Theorem 6. If  has the property that every ML-set is a 2-ball; then (i); (ii) and (iii)
are satis;ed:
(i) The inclusion condition implies the diameter condition;
(ii) The Bandelt four-point characterization is equivalent to the inclusion condition;
(iii) The diameter condition is equivalent to the fact that the 2-balls coincide with
the very weak clusters.
Proof. (i). Since each ML-set is a 2-ball; then using Lemma 2; we obtain:
{weak clusters} ⊆ {very weak clusters} ⊆ {ML-sets} ⊆ {2-balls} (1)
By Theorem 2; the inclusion condition is equivalent to the 2-balls coinciding with the
weak clusters. Moreover; the diameter condition is satis7ed if and only if each ML-set
is a very weak cluster (cf. Theorem 3(5)). Therefore by using condition (1); it follows
that (i) holds.
(ii) is a direct consequence of (i), whereas (iii) results from Theorem 3(6) and
property (1).
Remark 7. The notions of a 2-ball and an ML-set provide a very handy way of de-
scribing the properties we have been considering. Recall 7rst that every weak cluster
is very weak; and that every very weak cluster is both an ML-set and a 2-ball. On
the other hand; the notions of ML-set and 2-ball are mutually independent. In the next
table; the left and right conditions on each line are equivalent.
Inclusion condition Every 2-ball is a weak cluster
Diameter condition Every ML-set is a very weak cluster
Bandelt four-point characterization Every ML-set is a weak cluster
6. Connections with pyramids
The key item that makes pyramids useful is that there is a linear order 4 on E
having the property that each member of the pyramid is an interval of (E;4). The fact
that they are closed under nonvoid intersections is not important because we can always
add those sets that occur as nonempty intersections of intervals. This observation allows
us to put pyramids into the context of numerically strati7ed clusterings. But 7rst we
remind the reader of the standard de7nition of pyramids and pyramidal representations.
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Denition 16. Following the terminology of Bandelt [1]; we de7ne a prepyramid on
E to be a set system P on E that satis7es:
(P1) There exists a linear order 4 on E having the property that every member of P
is an interval of 4. Such a linear order is said to be compatible with P.
De7nite closed prepyramids are called pyramids by Diday [17;18]; whereas semide7nite
closed prepyramids are called pseudo-hierarchies by Fichet [20] (see also Durand and
Fichet [19]). With one exception; terminology such as “indexed”; “weakly indexed”;
and “de7nite” will be used as they were de7ned in De7nition 5. Due to the fact that
any intersection of intervals of a linear order may be reduced to the intersection of two
of them; the single exception is that condition (c) of De7nition 5 can be reformulated
as follows (cf. [17;18;11]):
A ⊂ B and f(A) = f(B)⇒ A has exactly two distinct predecessors;
where a predecessor of A designates any minimal element (w.r.t. the inclusion order)
of the collection {C ∈P : A ⊂ C}.
A weakly indexed pyramid is sometimes called a pyramidal representation (cf. for
example Bertrand [9]).
Denition 17. (i) A dissimilarity coe.cient  is called Robinsonian or a Robinsonian
index (see [29]) in case there is a linear order 4 on E such that a 4 b 4 c implies
that (a; c)¿max{(a; b); (b; c)}. Any such linear order 4 is said to be compatible
with .
(ii) A linear order 4 on E is said to be compatible with a numerically strati7ed
clustering C if each ML-set of the relations C(h) is an interval of 4.
Remark 8. It is easily proved that a linear order 4 on E is compatible with a dis-
similarity coe.cient  if and only if one of the following equivalent conditions is
satis7ed:
(*) For any a; b∈E; [a; b] ⊆ Bab;
(+) For any a; b∈E; diam[a; b] = (a; b).
Proposition 6 provides several other formulations of the property of compatibility:
(2) and (3) were 7rst mentioned by Diatta and Fichet (see [16, Remark 4, p. 94]).
Proposition 6. Let  be a dissimilarity coe:cient on E and 4 be a linear order on
E. The following conditions are equivalent:
(1) The order 4 is compatible with ;
(2) Each ball is an interval of the order 4;
(3) Each 2-ball is an interval of the order 4;
(4) Each ML-set is an interval of the order 4;
(5) The ML-sets coincide with the 2-balls of the form Bab = [a; b].
Proof. Using the De7nition 17; it is easily deduced that the equivalences (1) ⇔ (2)
and (1)⇔ (3) hold.
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(1) ⇒ (4). We assume that 4 is compatible with . Let M be an ML-set of ,
and denote by a (resp. b) the minimum (resp. maximum) of M according to 4.
Then M ⊆ [a; b] and diam M6 diam[a; b]. But diam[a; b] = (a; b) by Remark 8,
and diam M¿ (a; b) since a; b∈M . Therefore M ⊆ [a; b] and diam M = (a; b) =
diam[a; b]. Thus M ∈M(a; b) and consequently M = [a; b].
(4)⇒ (5). Let M be an ML-set and denote a and b the extremities of M according to
the order 4 (with a\b). From (4), it results M=[a; b]. Otherwise for any N ∈M(a; b),
we have M = [a; b] ⊆ N by (4). Then M = N , and so |M(a; b)| = 1 which implies
M = Bab by Corollary 1. Therefore, each ML-set is a 2-ball of the form Bab = [a; b].
Conversely, assume that a; b are two elements of E such that Bab=[a; b]. If c is linked
to [a; b], then c∈Bab = [a; b] since diam[a; b] = (a; b). This proves that Bab = [a; b] is
an ML-set. Hence (5) holds.
(5) ⇒ (3). By (5) each ML-set is an interval of 4. By Corollary 1, each 2-ball is
then a 7nite union of non disjoint intervals of 4, and so (3) holds.
Remark 9. It should be noted that it is possible for Bab=[a; b] and yet have Bab=Bcd
with {a; b} 	= {c; d}. To say that Bab = Bcd ⇒ {a; b} = {c; d} is a strong condition. It
leads to a particular type of Robinsonian DC that is studied in Bertrand [8].
Corollary 5. Let  be a Robinsonian DC; and let 4 a linear order on E. If 4 is
compatible with ; then the ML-sets coincide with the 2-balls of the form Bab with
diam Bab = (a; b).
Proof. From Proposition 6(5); if M is an ML-set then there exist a; b∈E such that
M = Bab = [a; b]. It follows M = Bab with diam Bab = (a; b). Conversely; if a 2-ball
Bab satis7es diam Bab= (a; b); then using Corollary 1; the 2-ball Bab is an ML-set.
Example 4. Let us 7rst present an example of a de7nite DC  which is not Robinsonian
and for which the ML-sets coincide with the 2-balls of the form Bab with diam Bab =
(a; b). Let E = {a; b; c; d} and let  be given as follows:
b c d
a 1 2 1
b 1 2
c 1
Here the list of the nonsingletons ML-sets consists of {a; b}; {b; c}; {c; d} and {a; d};
together with E. We 7rst note that  is not Robinsonian; for there is no linear order
on E such that the pairs {a; b}; {b; c}; {c; d} and {a; d} are all intervals. Nevertheless;
each ML-set is a 2-ball of the form Bab with diam Bab = (a; b). This is evident for
the ML-sets of size 2; and for the ML-set E; we have E = Bac = Bbd together with
diam E = (a; c) = (b; d).
Example 5. We present here an example of a de7nite Robinsonian DC that has a 2-ball
that is not an ML-set. Let E= {a; b; c; d; e}; with E ordered as the elements are written
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(i.e.; a ≺ b ≺ · · · ≺ e). De7ne a Robinsonian DC as below:
b c d e
a 2 2 2 2
b 1 1 2
c 1 1
d 1
Note that Bcd = [b; e] is a 2-ball that has diameter 2. Evidently it is not an ML-set;
since E is the only ML-set at level 2.
As a consequence of Proposition 6(5) and Theorem 6(i), we deduce:
Corollary 6. If  is a Robinsonian DC; then the inclusion condition implies the di-
ameter condition.
Remark 10. Note that some Robinsonian DCs does not satisfy the diameter condition;
as shown by the Example 5 which provided a Robinsonian DC for which there exists
a 2-ball which is not an ML-set.
We are now ready to make the connection between pyramidal clusterings and nu-
merically strati7ed clusterings. As discussed in [17,18] and in [9], there is a natural
bijection between de7nite Robinsonian DCs and de7nite pyramidal representations: this
bijection consists in de7ning the clusters associated with a de7nite Robinsonian DC
 to be the set of all ML-sets of . Otherwise, Durand and Fichet [19] have pro-
posed another bijection, which is a one–one correspondence between the semide7nite
Robinsonian DCs and semide7nite pyramidal representations. This bijection consists in
choosing the clusters as the 2-balls Bab having (a; b) as their diameter. From Corollary
5, it appears that these two bijections coincide whenever they are de7ned on the same
collection of Robinsonian DCs, namely the de7nite (resp. the semide7nite) Robinso-
nian DCs. There is no loss in generality in considering set systems consisting of all
the ML-sets associated to an arbitrary Robinsonian Dissimilarity coe.cient.
The next result may be found in Batbedat [6].
Theorem 7. Let 4 be a linear order; and  a dissimilarity coe:cient on E. The
following are equivalent:
(1) 4 is compatible with ;
(2) (ML(T); diam) is an indexed prepyramid that admits 4 as a compatible order;
(3) (M̂L(T); diam) is a weakly indexed closed prepyramid that admits 4 as a com-
patible order.
Proof. (1) ⇒ (2). It is clear that the diameter function acts on the set ML(T) as
a strictly isotone mapping; hence; (ML(T); diam) is an indexed set system. If the
order 4 is compatible with ; then each ML-set of  is an interval of the order 4; by
Proposition 6. Thus (1) implies (2).
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(2)⇒ (3). From (2), the set system M̂L(T) is a closed prepyramid that admits 4
as a compatible order. Otherwise, it has already been pointed out that (M̂L(T); diam)
is a weakly indexed set system for any DC  (see Remark 2), which proves that (3)
holds.
(3) ⇒ (1). Let a; b; c with a 4 b 4 c. Hence b∈ [a; c], and therefore given any
M ∈M(a; c), we have b∈ [a; c] ⊆ M , since M contains {a; c}, and M is an interval of
the ordered set (E;4). Therefore b∈⋃M(a; c)=Bac and thus, max{(a; b); (b; c)}6
(a; c), i.e. 4 is compatible with , which completes the proof.
Example 6. As a caution to the reader; we present an example that illustrates that in a
pyramidal representation (P; f); it need not be true that for every h¿ 0; {A∈P :f(A)=
h} is a covering of E.
Let E = {a; b; c; d} with the elements of E listed in ascending order, and let  be
given as follows:
b c d
a 1 2 3
b 2 2
c 2
Here are the nonsingleton ML-sets, and the levels at which they 7rst occur:
3 {a; b; c; d}
2 {a; b; c}; {b; c; d}
1 {a; b}
Note, however, that the generated pyramidal representation has at level 2 the members
{a; b; c}; {b; c; d}, and {b; c}, so it is not a covering of E. This is one of the reasons
why there is a reason to work with prepyramids as well as pyramids. Another reason is
that the link between Robinsonian dissimilarity coe.cients and the prepyramids formed
by their ML-sets shows how these notions 7t into the ordinal model for clustering [21].
Bandelt [1] mentions that every pyramid is a closed weak hierarchy. This follows
from the fact that the intersection of three intervals of a linear order is necessarily
equal to the intersection of two of them; indeed, it is the intersection of the interval
having the lowest maximum with the interval having the highest minimum. Despite
this, it simply is not true that every Robinsonian dissimilarity satis7es the Bandelt
four-point characterization. A counterexample occurs in Example 6. To see this, note
that max{(a; b); (a; c)}6 (b; c); yet (a; d)¿max{(b; c); (b; d); (c; d)}, thus vi-
olating the Bandelt four-point characterization.
In summary, there seem to be good reasons for looking at both pyramids and prepyra-
mids. The pyramids admit a nice visual representation. On the other hand, the ML-sets
at each level of a prepyramid form a covering of the underlying set. At this point it is
reasonable to ask just what it means for a Robinsonian index to satisfy the inclusion
condition (equivalently, by Corollary 6, the Bandelt four-point characterization) or the
diameter condition.
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Example 7. Let us 7rst present an example of a de7nite Robinsonian index that sat-
is7es the diameter condition; but not the Bandelt four-point characterization. Let E =
{a; b; c; d} with the elements of E listed in ascending order; and let  be given as
follows:
b c d
a 1 1 3
b 1 2
c 2
Here are the nonsingleton ML-sets:
3 {a; b; c; d}
2 {b; c; d}
1 {a; b; c}
A quick glance at the ML-sets now shows that the diameter condition holds. But
the set of ML-sets containing {b; c} does not have a smallest member, so the Bandelt
four-point characterization cannot hold. Incidentally, Example 6 provides an example
of a Robinsonian index that does not satisfy the diameter condition or the inclusion
condition.
Theorem 8, which summarizes Theorem 3 in the context of pyramids, follows from
Theorem 6 and Proposition 6.
Theorem 8. Let  be a Robinsonian dissimilarity coe:cient on E. The following
conditions are then equivalent:
(1)  satis;es the diameter condition.
(2) The ML-sets of  coincide with the very weak clusters.
(3) The 2-balls of  coincide with the very weak clusters.
We are now concerned with the Robinsonian dissimilarities satisfying the inclusion
condition: it appears that these are precisely the strongly Robinsonian DCs (cf. [16]).
One property of the strongly Robinsonian DCs is that they admit a visualization which
is easily readable (cf. [19]).
Denition 18. Let 4 be a linear order on E that is compatible with . Given a; b; c∈E;
we denote by (*) and (+) the conditions respectively de7ned as follows:
(*) (a; c) = (b; c)⇒ (a; x) = (b; x) for all x ¡ c;
(+) (a; b) = (a; c)⇒ (x; b) = (x; c) for all x 4 a.
When the two conditions (*) and (+) hold for every triple (a; b; c) satisfying a 4 b 4 c;
then the order 4 is said to be strongly compatible with  (see [20]). When a DC 
admits a strongly compatible order; then  is called strongly Robinsonian (see [20]).
Remark 11. Applying De7nition 18 with a 4 b = c and a = c 4 b in conditions (*)
and (+); respectively; we deduce that every strongly Robinsonian DCs is semide7nite.
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Let us 7rst examine a slight extension of the strong compatibility property, i.e., the
case where (*) and (+) are satis7ed for every triple (a; b; c) such that a ≺ b ≺ c.
Lemma 3. Let 4 be an order compatible with  such that the two conditions (*)
and (+) hold for every triple (a; b; c) satisfying a ≺ b ≺ c.
If a ≺ x ≺ b, then Bax ⊆ Bab and Bxb ⊆ Bab. Moreover, if 4 is strongly compatible
with , then Baa ⊆ Bab for all a; b∈E.
Proof. Choose a; x; b so that a ≺ x ≺ b; and let u∈Bax. We must prove that u∈Bab.
Since [a; b] ⊆ Bab; we need only consider the possibilities that u ≺ a; or b ≺ u.
If u ≺ a then u∈Bax implies that (u; x)6 (a; x); while u ≺ a ≺ x gives us
(a; x)6 (u; x). We deduce that (u; x) = (a; x). Since (*) holds for u; a; x; it fol-
lows that (u; b) = (a; b). Therefore (u; a)6 (u; b) = (a; b); so u∈Bab. Finally;
we prove similarly that u  b implies u∈Bab. Since u∈Bab in all cases; we deduce
that Bax ⊆ Bab. By considering the dual order of 4; we deduce that Bxb ⊆ Bab also
holds.
Let us now assume that 4 is strongly compatible with  and let a; b∈E. Then
for every x∈Baa, we have (a; x) = 0 and so (a; b) = (x; b) since  is semide7nite
by Remark 11. Hence (a; x) = 06 (x; b) = (a; b), which proves x∈Bab and thus
Baa ⊆ Bab as required.
Mirkin [28, p. 379] introduced the strong inequality condition as being the condition
(ii) of the next proposition.
Proposition 7. Let  be a Robinsonian DC and 4 be an order compatible with .
Then the following conditions are equivalent:
(i) the conditions (*) and (+) hold for all a; b; c satisfying a ≺ b ≺ c;
(ii) a ≺ b ≺ c ≺ d implies that:
(b; c)¡min{(a; c); (b; d)} whenever max{(a; c); (b; d)}¡(a; d).
Proof. (i)⇒ (ii). Let us assume a ≺ b ≺ c ≺ d with max{(a; c); (b; d)}¡(a; d). If
(b; d)= (b; c) then from (i); we deduce that (a; d)= (a; c); which is contradictory.
Then (b; d)¿(b; c). In a similar way; we prove (a; c)¿(b; c); and thus (ii) holds.
(ii)⇒ (i). Let a; b; c∈E such that a ≺ b ≺ c. Assume 7rst that (a; b)= (a; c) and
consider an element x of E such that x 4 a. We have to prove (x; b) = (x; c).
If x = a or b= c, then (x; b) = (x; c) is clearly satis7ed. Let us now examine the
case where x ≺ a ≺ b ≺ c. In this case, we obtain (a; b) = min{(a; c); (x; b)} for
(a; c) = (a; b)6 (x; b). Therefore, by using the contrapositive of the second part of
(ii), we deduce that max{(a; c); (x; b)} = (x; c), and this implies (x; b) = (x; c),
which proves (+). By considering the reverse order, we deduce that (*) holds also,
and so (i) is satis7ed.
Remark 12. Using Remark 11 and Proposition 7; it is easily deduced that the strongly
Robinsonian DCs coincide with the Robinsonian DCs satisfying the strong inequality
condition and that are semide7nite.
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In the rest of this section, we will consider an order which is assumed to be com-
patible with , and we will determine various conditions equivalent to assert that this
order is strongly compatible with . As pointed out by Diatta and Fichet [16], one of
these equivalent conditions just says that the Robinsonian DC  satis7es the inclusion
condition (see also (iv) in the Theorem 9). Since this characterization is logically inde-
pendent from any order compatible with , it results that every order that is compatible
with a strongly Robinsonian DC , is indeed strongly compatible with the DC . In
the Theorem 9, we also set out other characterizations that were introduced by Diatta
and Fichet [16], namely (iii) and (v) which was implicitly contained in the proof of
the Theorem 1 in [16].
Theorem 9. Let  be a Robinsonian DC and 4 be an order compatible with . Then
the following conditions are equivalent:
(i) 4 is strongly compatible with ;
(ii) Every ML-set is a weak cluster;
(iii)  satis;es the Bandelt four-point characterization;
(iv)  satis;es the inclusion condition;
(v)  satis;es the weak inclusion condition.
Proof. (i) ⇒ (ii). Let M = [u; v] be an ML-set and let us denote a; b two arbitrary
elements of M such that a 4 b. Then u 4 a 4 b 4 v and M = [u; v] = Buv by
Proposition 6(5). Since Bab ⊆ Bub ⊆ Buv =M by Lemma 3; (ii) holds.
(ii)⇒ (iii) results from Corollary 4.
(iii)⇒ (iv) and (iv)⇒ (v) result from Theorem 4.
(v)⇒ (i). Consider a; b; c; x such that a 4 b 4 c 4 x with (a; c) = (b; c). Hence
a∈Bbc, and Bbc ⊆ Bbx for (ii) holds. Then a∈Bbx and consequently (a; x) = (b; x).
By an argument of symmetry, it is easy to prove that if x 4 a 4 b 4 c with
(a; b) = (a; c), then (x; b) = (x; c). Therefore, (i) is satis7ed.
From Theorem 9, we deduce that the characterizations of the Bandelt four-point
characterization presented in Section 5, are all relevant here. In particular, Corol-
lary 4(2), which coincides here with (ii) of Theorem 9, characterizes the strongly
Robinsonian DCs in terms of ML-sets. In Corollary 7, we recall the two charac-
terizations obtained from Proposition 5(2) and Theorem 5, that were formulated in
terms of ML-sets. The last one, denoted below by (ii), was also mentioned by Mirkin
[28], and by Durand and Fichet [19] using the formulation based on the
2-balls.
Corollary 7. A Robinsonian DC  is strongly Robinsonian if and only if one of the
following equivalent conditions holds:
(i) The set ML(T) is closed under nonempty ;nite intersections;
(ii) The set M̂L(T) is indexed by the diameter function.
It might be noticed that (ii) in Proposition 8 is slightly diOerent from the strong
inequality condition introduced by Mirkin [28, p. 379]. Otherwise, we 7nally obtain a
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characterization of a new type, that expresses the 2-balls, or equivalently the ML-sets,
as union of 2-balls.
Proposition 8. If the order 4 is compatible with ; then the following conditions are
equivalent:
(i) 4 is strongly compatible with ;
(ii) a ≺ b 4 c ≺ d implies that:
(b; c)¡min{(a; c); (b; d)} whenever max{(a; c); (b; d)}¡(a; d);
(iii) For every 2-ball B and every x∈B; it must be true that B=Bux ∪Bxv; where u; v
are the extremities of B;
(iv) For every ML-set M and every x∈M; it must be true that M =Bux ∪Bxv; where
u; v are the extremities of M .
Proof. (i) ⇔ (ii). The proof is very similar to the proof of Proposition 7.
(i)⇒ (iii). Let B be a 2-ball together with an arbitrary element x of B. By Theorem
9(iii),  satis7es the Bandelt four-point characterization and so B is also an ML-set.
Denoting by u; v the extremities of B, we then have B=[u; v]=Buv, by Proposition 6(5).
Therefore Bux∪Bxv ⊆ Buv=B by Lemma 3. Moreover, B=[u; v]=[u; x]∪[x; v] ⊆ Bux∪Bxv,
and thus B= Bxv ∪ Bxv.
(iii)⇒ (iv). This is a consequence of the fact that every ML-set of  is a 2-ball, by
Proposition 6(5).
(iv) ⇒ (ii). Let us assume a ≺ b 4 c ≺ d with max{(a; c); (b; d)}¡(a; d).
Let M ∈M(a; c) and denote by u and v (with u ≺ v) the extremities of M . Then,
we have u 4 a ≺ b 4 c 4 v ≺ d. Using (iv), it follows that d 	∈ Bbv and then
max{(b; d); (v; d)}¿(b; v). Therefore (b; d)¿(b; v)¿ (b; c) for  is Robinso-
nian. In a similar way, we prove (a; c)¿(b; c), and thus (ii) holds.
Remark 13. The characterization (iii) of Proposition 8; suggests to examine the fol-
lowing statement; denoted here by (2):
For all a; b∈E; for all c∈Bab; we have Bab = Bac ∪ Bcb: (2)
It is clear that (2) implies the inclusion condition. The condition (2) also implies the
diameter condition: if x; y∈Bab; then y∈Bab = Bax ∪ Bxb; and assuming for example
that y∈Bax; we have (x; y)6 (a; x)6 (a; b). Therefore (2) characterizes a particular
subclass of DCs satisfying the Bandelt four-point characterization. Let us now consider
a second statement; denoted here by (3); and de7ned by:
For all a; b∈E; for all c∈Bab; we have Bac ∩ Bcb = {c}: (3)
Bertrand [8] proved that (2) and (3) hold if and only if  is Robinsonian and without
any ultrametric triangle (in other words; there is no triple a; b; c of distinct elements of
E such that (a; b)= (a; c)¿ (b; c)). From Proposition 8(iii); it then results that any
DC satisfying both (2) and (3) is strongly Robinsonian. Moreover; (2) and (3) hold
if and only if the mapping (a; b) → Bab de7nes the interval function of some linear
order (see [8]).
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7. Conclusion
Cluster analysis seeks to associate some type of classi7cation with a given dissimi-
larity coe.cient. We have studied several types of clusters, compared their properties,
and hopefully convinced the reader that the various types of clusters become more
interesting when they happen to coincide with the nonempty intersections of ML-sets.
This seems to leave the ML-sets as a viable candidate for visualizing clustering outputs.
In the general case, their structure is often too complex to be easily interpreted. For
that reason, one would like to transform a dissimilarity coe.cient into another one in
such a way that the pertinent classi7cation information is preserved, but the structure
of the ML-sets becomes more easily understood. Though there is clearly much more
work to be done, we have in this paper improved our understanding of the connection
between properties such as the Bandelt four-point characterization, and the correspond-
ing properties of the ML-sets. We have not mentioned the extent to which this applies
to arbitrary set systems, but we will address this problem in a later paper that will
concern the dissimilarities obtained from closed collections of clusters that are indexed
in a certain sense, and such that the intersection of (k + 1) arbitrary clusters may be
reduced to the intersection of some k of these clusters (see [12]).
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