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ABSTRACT
LEARNING FROM IRREGULARLY-SAMPLED TIME SERIES
MAY 2020
STEVEN CHENG-XIAN LI
B.S., NATIONAL TAIWAN UNIVERSITY
M.S., UNIVERSITY OF CALIFORNIA, SAN DIEGO
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Benjamin M. Marlin
Irregularly-sampled time series are characterized by non-uniform time intervals between
successive measurements. Such time series naturally occur in application areas including
climate science, ecology, biology, and medicine. Irregular sampling poses a great challenge
for modeling this type of data as there can be substantial uncertainty about the values of
the underlying temporal processes. Moreover, different time series are not necessarily
synchronized or of the same length, which makes it difficult to deal with using standard
machine learning methods that assume fixed-dimensional data spaces.
The goal of this thesis is to develop scalable probabilistic tools for modeling a large
collection of irregularly-sampled time series defined over a common time interval. We
first introduce an uncertainty-aware kernel framework based on a Gaussian process (GP)
representation of the time series and then demonstrate how to significantly scale up the
model by linearizing the kernel with various acceleration techniques.
v
To further reduce the computational overhead of the GP representation and improve
the expressiveness of the model, we propose a generalized uncertainty-aware framework
that integrates a posterior GP sampler with arbitrary black-box models including neural
networks. We propose a linear time and linear space sampling algorithm and show how to
efficiently train the entire framework end-to-end.
To better model the uncertainty by utilizing the information from an entire dataset
collectively, we reframe our task as a missing data problem that aims at learning the
distribution of the latent temporal process. We first study the missing data problem under a
simplified setting where the data are defined on a finite-dimensional space and introduce a
model based on generative adversarial networks for learning from incomplete data. To relax
the finite-dimensional constraint, we propose a unified encoder-decoder framework that can
be trained as a density model or an implicit generative model. We finally introduce a specific
architecture within this framework to efficiently represent and learn from irregularly-sampled
continuous time series.
vi
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CHAPTER 1
INTRODUCTION
Irregularly-sampled time series are characterized by non-uniform time intervals between
successive measurements. Such time series naturally occur in many domains (Eckner, 2012):
In biological studies, for example, observational time series data from free-living animals
inevitably lack data points due to movement of the subjects, weak transmitter reception, or
poor weather and lighting conditions that hinder observations. Even laboratory studies often
suffer from instrumental drop-outs or interference caused by electrical noise (Ruf, 1999).
In electronic health record data, a patient’s state of health is usually recorded in a sparse,
non-uniform manner during routine care. The rate at which observations are recorded varies
depending on the physiological signal of interest, the way measurements are made, which
caregiver is recording measurements and possibly the patient’s level of illness. For example,
heart rate may recorded more frequently when a patient’s condition becomes more critical
(Marlin et al., 2012). There are many more examples of processes that result in sparse and
irregularly-sampled data including climate science (Schulz and Stattegger, 1997), ecology
(Clark and Bjørnstad, 2004), and astronomy (Scargle, 1982).
In this work, we focus on modeling a collection of irregularly-sampled time series
observed over a common time interval. Irregular sampling of a collection of time series
generally implies that the time series are not synchronized. In other words, different time
series are not measured at the same collection of time points. Such irregular sampling is
common in real-world applications. For example in clinical data sets, different patients
typically have observations recorded at different time points even after aligning the data
relative to admission time. Modeling this type of data is challenging both because the data
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cases are not naturally defined in a fixed-dimensional feature space due to irregular sampling
and because of variable numbers of observations in each time series.
A commonly used approach is to transform irregularly-sampled time series into evenly-
spaced data by resampling each time series onto a regular grid. With the transformed
uniform representation, standard off-the-shelf machine learning methods can then be applied
for downstream tasks such as classification. Resampling usually requires some form of in-
terpolation (or, in the presence of noise, regression) for modeling the underlying continuous
temporal process. For example, Adorf (1995) covered a range of methods to interpolate
irregularly-sampled time series. Resampling can also be done using parametric regres-
sion models such as linear regression or its nonlinear extensions using basis expansions
(Friedman et al., 2001, Chapter 2&3). Many neural network models such as feedforward
networks (Goodfellow et al., 2016) are also within this category. Alternatively, we can use
nonparametric regression models such as kernel smoothing and regression splines (Friedman
et al., 2001, Chapter 5&6) for resampling. As an example, Bar-Joseph et al. (2003) proposed
to use splines to represent time-series gene expression profiles as continuous curves.
Transforming data into uniform representation using methods such as interpolation
or regression, however, has a significant drawback: they ignore the stochasticity of the
underlying temporal process around the unseen regions—there can be substantial uncertainty
due to the sparsity of observations. This motivates the goal of this thesis: to develop models
for irregularly-sampled time series that take uncertainty into account. Specifically, we focus
on the following three machine learning problems:
i) In order to resample an irregularly-sampled time series onto a regular grid to form a
uniform representation, we would like to infer the latent temporal process associated
with the given time series. In particular, we focus on developing probabilistic models
to take into account the uncertainty due to irregular sampling of the time series.
ii) For a collection of irregularly-sampled time series, we assume that the latent temporal
process associated with each time series is independent and identically distributed to
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share statistical strength. As a result, we would like to model the distribution of the
temporal process shared across the entire training data. We discuss to what extent we
can share the model structure to accurately characterize the uncertainty.
iii) In many real-world applications, irregularly-sampled time series data come with labels.
Therefore, designing integrated frameworks to perform classification over labeled
time series data is needed in practice.
1.1 Overview and contributions
As mentioned earlier, the focus of this thesis is the development of probabilistic models
for irregularly-sampled time series that take uncertainty into account. In particular, our
proposed methods are designed to be scalable to accommodate large-scale time series data
in the real world. Below we provide an overview for the rest of the chapters in this thesis
and highlight our contributions.
In Chapter 2, we present an uncertainty-aware kernel framework for classification of
irregularly-sampled time series. Kernel methods provide a principled approach to capturing
complex nonlinear correlations through the use of a kernel function. To use kernel methods
for modeling time series, we propose to first represent each time series using its posterior
under a Gaussian process regression model (Rasmussen and Williams, 2006). We then
construct an uncertainty-aware kernel over the posterior GP representation.
The primary challenge with this approach is that kernel methods are computationally
expensive in general. For our kernel framework, it takes O(n2d3) time and O(n2) space to
the compute the GP posterior for n time series with d-dimensional GP representation. In
Section 2.5, we discuss how to scale up this framework by extending the random Fourier
feature approximation (Rahimi and Recht, 2007) to our proposed kernel. We then show
how to incorporate various acceleration techniques including Fastfood (Le et al., 2013) and
low-rank decomposition to further reduce the time to O(nr log d) for r  d. Moreover, we
provide a convergence analysis of our proposed approximation based on the matrix Bernstein
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inequality (Tropp, 2012a). We end this chapter with an extensive empirical analysis of both
the scalability and the classification performance of our proposed approach.
In Chapter 3, we introduce a more general uncertainty-aware classification framework
that can integrate arbitrary classifiers including neural networks. Since most standard
classification models cannot be directly applied to irregularly-sampled time series, we
propose a special interface called the Gaussian process adapter to transform irregularly-
sampled time series into a uniform representation that can be used by standard classifiers
while preserving uncertainty through sampling from GP posteriors.
We point out that the GP adapter requires a prohibitiveO(`3) time andO(`2) space com-
putation for time series with ` observations due to the exact GP regression if implemented
naively. To address this computational challenge, in Section 3.3 we propose an efficient
linear time and linear space sampling algorithm for GP posteriors to scale up the computa-
tion of the GP adapter. We also show that the entire framework can be trained end-to-end
together with the GP adapter. Experiments show that combining a convolutional classifier
with the GP adapter outperforms a variety of baselines including the kernel framework
presented in Chapter 2.
In Chapter 4, we point out that the GP posterior representation for irregularly-sampled
time series largely ignores patterns shared across the entire collection of time series, where
uncertainty is characterized by the shared covariance function of the GP prior, which is
of limited capacity. To better estimate the uncertainty, we view modeling a collection of
irregularly-sampled time series as a missing data problem where observations of each time
series are sampled from a latent temporal process that we want to infer.
We study the missing data problem in a simplified setting where the data are defined
on a finite dimensional space. We propose a framework named MisGAN that extends
generative adversarial networks to learning distributions from incomplete data. MisGAN
learns a complete data generator along with a mask generator that models the missing data
distribution. We provide a theoretical justification for the design of MisGAN and further
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demonstrate how to impute missing data by equipping MisGAN with an adversarially trained
imputation module. We finally evaluate MisGAN using a series of experiments with several
types of missing data processes under the missing completely at random assumption.
In Chapter 5, we address the issue that MisGAN cannot be directly applied to continuous
time series. As a result, we shift to an alternative index set representation for incomplete data
and use it to construct an encoder-decoder framework for the missing data problem as well
as irregularly-sampled time series. We present two models within this framework: a density
model based on variational autoencoders and an implicit generative model that improves
on MisGAN. We then introduce a continuous convolutional layer to efficiently featurize
irregularly-sampled time series for interfacing with standard encoders. Experiments show
that our proposed framework is able to achieve competitive or better classification results on
multivariate time series classification tasks compared to recent time series models including
GRU-D (Che et al., 2018) and latent ODE models (Rubanova et al., 2019), while offering
significantly faster training times.
In Chapter 6, we conclude the thesis and discuss future directions for this work.
Bibliographic note: Parts of this thesis are based on prior peer-reviewed publications.
Chapter 2 is mainly based on Li and Marlin (2015). Chapter 3 is based on Li and Marlin
(2016). Chapter 4 is based on Li et al. (2019).
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CHAPTER 2
UNCERTAINTY-AWARE KERNELS FOR
IRREGULARLY-SAMPLED TIME SERIES
In this chapter, we present a kernel-based framework for classification of irregularly-
sampled time series. As mentioned in Chapter 1, uncertainty plays an important role
when modeling irregularly-sampled time series especially when they are sparsely observed.
Probabilistic models provide a principled tool for characterizing uncertainty in machine
learning. Gaussian process (GP) is a family of probabilistic models that induce distributions
over functions. Therefore, it can be naturally applied to irregularly-sampled time series and
provides a notion of uncertainty.
On the other hand, kernel methods are an important class of techniques in machine
learning that extend simple linear models to capturing complex nonlinear correlations
by the use of a kernel function. The kernel function defines the similarity between two
data cases. This is particularly convenient in the sense that it allows learning from data
that are not represented in a fixed-size feature space, as long as we are able to define the
similarity between a pair of instances as a positive definite kernel function. With kernel
methods, we can construct a nonlinear classifier for irregularly-sampled time series that
takes uncertainty into account by designing an uncertainty-aware kernel over the Gaussian
processes representation of time series as described in Section 2.4.
However, kernel methods are known to be computationally expensive due to the need
for computing the Gram matrix. Specifically, our sliding window framework described
in Section 2.4 takes O(n2d3) time and O(n2) space for n time series represented by d-
dimensional marginal GP posteriors. To speed up the model for large-scale time series data,
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in Section 2.5.1 we present an efficient linearization scheme for the proposed kernel based
on random Fourier features to reduce the computation time toO(nd2) with onlyO(n) space
required. With additional acceleration techniques described in Section 2.5.2, we are able to
further reduce this time to O(nr log d) for some r  d.
We begin with a brief review of Gaussian process regression before demonstrating how
to use it as an uncertainty-preserving representation for time series, which is the building
block for this chapter and Chapter 3.
2.1 Background: Gaussian process regression
Gaussian process (GP) regression is a Bayesian nonparametric model for regression
(Rasmussen and Williams, 2006). Given data D = {(xi, yi)}i=1,...,n, where yi ∈ R and
xi ∈ X is defined in some feature space, sometimes referred to as the index set, we want to
learn a function f that maps from X to R under the Bayesian framework
p(f |D) = p(f)p(D|f)
p(D) . (2.1)
A Gaussian process defines a distribution over functions that serves as a prior p(f). The
formal definition of a Gaussian process is given as follows.
Definition 2.1. A Gaussian process is a collection of random variables, any finite number
of which have a joint Gaussian distribution.
A Gaussian process is fully specified by a mean function µ(·) and a covariance function,
or a kernel function, K(·, ·). Given a set of instances {xi ∈ X}i=1,··· ,m for any m, we have
p([f(x1), . . . , f(xm)]
>) = N (µx,Kx,x) where1
1We use the notation [v]i to denote the ith entry of a vector v, and similarly [M]ij for the (i, j)-th entry of
a matrix M.
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[µx]i = µ(xi), for i = 1, . . . ,m,
[Kx,x]ij = K(xi,xj), for i, j = 1, . . . ,m.
(2.2)
The covariance function K : X × X → R needs to be positive definite: it gives rise to
positive definite Gram matrices Kx,x for any {xi ∈ X}i=1,··· ,m with any m. The Covariance
function can be viewed as a similarity map between two instances in X . For example, one
of the commonly used covariance functions is the squared exponential kernel (also known
as the radial basis function kernel, or Gaussian kernel). Assuming X = Rd, the squared
exponential kernel is defined as
K(xi,xj) = a exp(−b‖xi − xj‖2), for a, b > 0. (2.3)
The covariance function K(xi,xj) is stationary or shift invariant if it is a function of
xi − xj . When a covariance function is stationary, it can be represented as the Fourier
transform of a positive finite measure, which can be exploited to achieve an efficient
approximation scheme (Wilson and Nickisch, 2015). Wilson and Adams (2013) also
demonstrated that any stationary kernel can be approximated by a closed kernel whose
spectral density (given by its Fourier transform) is modeled by a Gaussian mixture.
To complete the definition of a Gaussian process regression model, we need to specify
the likelihood function p(D|f) in (2.1). A Gaussian likelihood function with output noise
σ2 is typically used, which is given by
p(D|f) =
n∏
i=1
N (yi|f(xi), σ2). (2.4)
Because of the closure properties of the Gaussian distribution, given a set of fresh
instances {x∗i ∈ X}i=1,...,m with targets y∗ = [y∗1, . . . , y∗m]>, we can derive the predictive
posterior distribution, which is also Gaussian distributed:
p(y∗ | x∗1, . . . ,x∗m,D) = N (µ∗,Σ∗)
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where the mean and covariance are given by
µ∗ = µx∗ + Kx∗,x
(
Kx,x + σ
2I
)−1
(y − µx)
Σ∗ = Kx∗,x∗ −Kx∗,x
(
Kx,x + σ
2I
)−1
Kx,x∗
(2.5)
in which we follow the same shorthand notations in (2.2):
y = [y1, . . . , yn]
>, for those yi from D,
µx∗ = [µ(x
∗
1), . . . , µ(x
∗
m)]
>,
[Kx∗,x∗ ]ij = K(x∗i ,x∗j), for i, j = 1, . . . ,m,
[Kx∗,x]ij = K(x∗i ,xj), for i = 1, . . . ,m and j = 1, . . . , n.
(2.6)
In practice, a zero mean function µ(x) = 0 is typically used to simplify the regression
model, which we will be our choice throughout this thesis. In this case, the parameters
of the GP regression model are the hyperparameters of the covariance function and the
variance of the Gaussian noise σ2. In the example of the squared exponential kernel in (2.3),
the hyperparameters are {a, b}. The parameters are usually trained by maximizing the log
marginal likelihood given the training data:
log p(y|x1, . . . ,xn)
= −1
2
log det
(
Kx,x + σ
2I
)− 1
2
y>
(
Kx,x + σ
2I
)−1
y − n
2
log 2pi.
(2.7)
2.2 Gaussian representation for irregularly sampled time series
Having reviewed the basics of GP regression, we now turn to the problem of leveraging
a GP regression model to represent an irregularly sampled time series. We begin by formally
introducing the marginal GP posterior representation for time series that will be used in this
chapter and Chapter 3.
Consider a data set containing n independent time series D = {S1, . . . ,Sn}, where
each time series Si is represented as a list of time points ti = [ti,1, . . . , ti,|Si|]>, and a list of
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corresponding values yi = [yi,1, . . . , yi,|Si|]
>. We assume that each time series is defined
over a common continuous-time interval [0, T ]. However, for irregularly sampled time series
we do not assume that all of the time series are defined on the same collection of time
points (i.e., ti 6= tj in general), we do not assume that the intervals between time points are
uniform, and we do not assume that the number of observations in different time series is
the same (i.e., |Si| 6= |Sj| in general).
GP regression naturally accommodates sparse and irregularly sampled time series. In
the context of time series, the index set is the space of time points, or simply X = R. We
fix a set of reference time points x = [x1, . . . , xd]> and represent a time series S = (t,v)
in terms of its posterior marginal distribution at these time points. We use a zero-mean GP
prior with a covariance function K : R× R→ R parameterized by hyperparameters η. Let
σ2 be the independent noise variance of the GP regression model. We call θ = (η, σ2) the
GP parameters.
According to (2.5), we can represent each time series S by its marginal posterior GP at
x, which is in the form of a joint Gaussian distribution over x, N (µ,Σ). The the mean and
covariance of N (µ,Σ) are given by
µ = Kx,t(Kt,t + σ
2I)−1v, (2.8)
Σ = Kx,x −Kx,t(Kt,t + σ2I)−1Kt,x. (2.9)
We note that it takes O(`3 + `d) time to exactly compute the posterior mean µ, and
O(`3 + `d2) time to exactly compute the full posterior covariance matrix Σ, where ` = |t|
is the length of the time series and d = |x| is the number of reference time points. In this
chapter, we assume that the marginal GP posterior N (µ,Σ) has been pre-computed for all
the time series. We will address the efficient computation of the posterior in Chapter 3.
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2.3 The mixture of sliding GP marginal kernels
As described previously, we represent each time series Si in a data set D using the
posterior Gaussian process it induces under a GP regression model. For the rest of the chapter,
we will use the notation GP(u,Si={t,y}) = Ni = N (µi,Σi) to denote the posterior GP
marginal of Si over a collection of time points u. We now use this representation to define
kernels between irregularly-sampled time series by defining a kernels between their GP
posterior representations.
We propose a kernel framework named mixture of sliding GP marginal kernels or
MSM kernel, denoted K(d)MSM, which defines a kernel between a pair of time series through
a weighted average of a base kernel Kbase applied to a collection of finite posterior GP
marginals. Specifically, let u1, . . . , uL be a uniformly-spaced set of L time points on [0, T ],
and u(s) = [us, . . . , us+d−1]> be a window of d time points starting at us. The MSM kernel
compares the posterior GP marginals over the complete collection of valid sliding windows
u(1), . . . ,uL−d+1 as shown below, provided ws ≥ 0 for all s:
K(d)MSM(Si,Sj) =
L−d+1∑
s=1
wsKbase
(GP(u(s),Si),GP(u(s),Sj)) .
The length of the windows d is a hyper-parameter of the MSM kernel. In this work, we
choose uniform kernel mixture weights ws = 1/k. Alternatively, the kernel weights can be
learned from data using multiple kernel learning algorithms (Bach et al., 2004).
The base kernel Kbase can be any valid kernel that takes as input two d-dimensional
Gaussians. Of particular interest are uncertainty-aware base kernels that use the covariance
information in the posterior marginals to modulate the similarity between the distributions.
We present an uncertainty-aware expected Gaussian kernel in Section 2.4, but first describe
a simpler kernel to highlight the trade-offs induced by the window length parameter d.
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2.3.1 Gaussian kernel on marginal means
The Gaussian kernel KG below is one of the most widely used kernels in machine
learning.
KG(xi,xj) = exp
(
− 1
2γ2
‖xi − xj‖2
)
(2.10)
The parameter γ controls the bandwidth of the kernel. The Gaussian kernel KG provides a
simple kernel KGµ between Gaussian distributions Ni = N (µi,Σi) and Nj = N (µj,Σj)
when applied to their mean vectors as follows.
KGµ(Ni,Nj) = KG(µi,µj) (2.11)
Importantly, this kernel is not uncertainty aware as it discards the covariances from the
posterior Gaussians. We use the notation K(d)MG to denote the use of KGµ as the base kernel
within the MSM framework. In the case where d = 1, the K(d)MG kernel corresponds to taking
the average similarity between the means of the two marginal posterior distributions as seen
below.
K(1)MG(Si,Sj) =
1
L
L∑
s=1
exp
(
− 1
2γ2
(µis − µjs)2
)
On the other hand, when d = L, the K(d)MG kernel is equivalent to a product of the similarities
between the means of the two marginal posterior distributions as seen below.
K(L)MG(Si,Sj) = exp
(
− 1
2γ2
L∑
s=1
(µis − µjs)2
)
=
L∏
s=1
exp
(
− 1
2γ2
(µis − µjs)2
)
This comparison shows that K(1)MG is much more likely to be robust to the influence of noise
and outliers due to the use of averaging, but it ignores the broader structure across time
points. On the other hand, K(L)MG captures the broader structure across time points, but may
be more sensitive to the presence of noise and outliers due to the product from of the kernel.
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Figure 2.1: Illustration of how uncertainty affect the value of expected Gaussian kernels.
The plot on the left shows two 1-D Gaussians N (−2, 32) and N (2, 32); the plot on the right
are N (−2, 0.82) and N (2, 0.82). Since both cases have the same Gaussian means −2 and
2, they yield indistinguishable kernel values under uncertain-unaware kernels such as the
Gaussian kernel KG. However, the case on the right with two highly-uncertain Gaussians
has a higher value of the expected Gaussian kernel KEG (with γ2 = 1).
Importantly, the MSM kernel framework is able to balance these considerations by allowing
for the selection of intermediate window lengths d.
2.4 The expected Gaussian kernel
In this section, we present an uncertainty-aware base kernel KEG, which we refer to as
the expected Gaussian kernel. This kernel is obtained as the expectation of the standard
Gaussian kernel shown in (2.10) under the two independent Gaussians Ni and Nj
KEG(Ni,Nj) = Exi∼Ni,xj∼Nj
[KG(xi,xj)].
Importantly, the value of the expected Gaussian kernel can be computed analytically as
shown in (2.12) where µ˜ = µi − µj and Σ˜ = Σi + Σj + γ2I. (see Section 2.9 for the
derivation).
KEG(Ni,Nj) =
√
|Σ|
|Σ˜|
exp
(
−1
2
µ˜>Σ˜
−1
µ˜
)
. (2.12)
The positive definiteness of the expected Gaussian kernel follows from the fact that the
Gaussian kernel is positive definite and therefore there exists a map φ such that the kernel
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acts as a dot product 〈φ(xi),φ(xj)〉. With the assumption of independence between the two
distributions, the expected Gaussian kernel also acts as a dot product over the expected map
(Smola et al., 2007).
KEG(Ni,Nj) = Exi∼Ni,xj∼Nj〈φ(xi),φ(xj)〉
= 〈Ex∼Ni [φ(x)],Ex∼Nj [φ(x)]〉.
Interestingly, the probability product kernel of Jebara et al. (2004) applied to a pair of
Gaussian distributions
KPP(Ni,Nj) =
∫
N (x;µi,Σi)ρN (x;µj,Σj)ρ dx
when ρ = 1 (also known as the expected likelihood kernel) is a limiting case of the expected
Gaussian kernel as γ → 0. In this case, the KG term inside KEG degenerates to the Dirac
delta function δ(xi − xj), and the expected Gaussian kernel collapses to the probability
product kernel with ρ = 1 by the sifting property of the delta function.
We refer to the use of the expected Gaussian kernel within the MSM framework as
the mixture of expected Gaussian kernels (MEG). Similar to K(d)MG, the MEG kernel is able
to strike a balance between the use of averaging to mitigate noise and the use of higher-
dimensional marginals to capture broader temporal structure under uncertainty through the
choice of d.
In terms of computational complexity, computing the expected Gaussian kernel (2.12)
for d-dimensional Gaussians takes O(d3) time because of the inversion of Σ˜ and the
computation of its determinant. As a result, for the MEG kernel involving k GP marginals
of d dimensions, it takes O(kn2d3) time to compute the n × n kernel matrix over n data
cases. In the next section, we discuss scaling learning with MEG kernels to large data sets
using random feature approximations.
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2.5 Random Fourier features
The O(n2) kernel matrix computation time is a significant limitation when working
with large data sets. Random Fourier feature approximation (Rahimi and Recht, 2007) is a
kernel approximation algorithm based on Bochner’s theorem that maps the input data into
a randomized low-dimensional feature space to approximate a shift-invariant kernel. In
this section, we show how to extend this idea to scale-up learning with expected Gaussian
kernels and apply the result to the MEG kernel.
2.5.1 Random features for expected Gaussian kernels
Following the construction presented by Rahimi and Recht (2007), the Gaussian kernel
KG defined in (2.10) can be approximated by an m-dimensional random vector
z(x) =
√
2
m
[
cos(w>1 x + b1), . . . , cos(w
>
mx + bm)
]>
,
where wi ∼ N (0, γ−2I),2 and bi ∼ uniform(0, 2pi) so that KG(xi,xj) ≈ z(xi)>z(xj).
The analytic form of the expected Gaussian kernel given in (2.12) is not shift invariant in
terms of the means and covariances of the input Gaussians, and therefore we cannot directly
expand the kernel as in Rahimi and Recht (2007). However, we can derive a random Fourier
feature representation for the expected Gaussian kernel by taking the expectation after the
Gaussian kernel expansion. Using the independence of the input Gaussians, we have
Exixj [KG(xi,xj)] ≈ Exixj
[
z(xi)
>z(xj)
]
= Exi [z(xi)]>Exj [z(xj)].
Next, we note that each entry of Ex∼N (µ,Σ)[z(x)] can be obtained analytically as shown
below. This result exploits the fact that the expectation of the complex random feature map
2wi ∼ N (0, γ−2I) can be done with each entry drawn independently from N (0, γ−2).
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Algorithm 1: Random Fourier Features for KEG
Input: A Gaussian N (µ,Σ) with mean µ and covariance Σ. Width parameter γ2
of the Gaussian kernel. Number of random features m.
w1, . . . ,wm
iid∼ N (0, γ−2I)
b1, . . . , bm
iid∼ uniform(0, 2pi)
return
√
2
m

exp
(
−1
2
w>1 Σw1
)
cos(w>1 µ+ b1)
...
exp
(
−1
2
w>mΣwm
)
cos(w>mµ+ bm)

exp(iw>x) derived from the Fourier expansion of the kernel function is the characteristic
function of the distribution of x. A detailed derivation is given in Section 2.10.
E[zi(x)] =
√
2
m
Ex∼N (µ,Σ)[cos(w>i x + bi)]
=
√
2
m
exp
(
−1
2
w>i Σwi
)
cos(w>i µ+ bi).
As we can see, each random feature for an expected Gaussian kernel is the product
of
√
2/m cos(w>i µ + bi) and exp
(−1
2
w>i Σwi
)
. The former is identical to the random
Fourier feature with the Gaussian mean as input. The latter is an exponential decay term that
decreases as uncertainty in the distribution increases. The complete procedure for obtaining
a random features approximation for the expected Gaussian kernel is given in Algorithm 1.
For the d-dimensional case, approximating an expected Gaussian kernel with m random
features using Algorithm 1 requires O(md2) time as it takes O(d2) time to compute the
quadratic term w>Σw. As a result, given a data set of size n, it takes O(nmd2) to compute
the n×m feature matrix. This is more efficient compared to the O(n2d3) time needed to
compute the exact kernel, especially when n m.
2.5.2 Acceleration for high-dimensional Gaussians
The O(d2) time for computing the random features can be computationally prohibitive
when working with high-dimensional Gaussians. Le et al. (2013) proposed the Fastfood
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approach to accelerate the computation of the original random Fourier features of Rahimi
and Recht (2007). Fastfood utilizes the fast Walsh-Hadamard transform to simulate a full
Gaussian random matrix using a small number of i.i.d. Gaussian samples. Essentially, given
a vector x ∈ Rd, Fastfood approximates the matrix-vector product Vx in O(m log d) time
instead ofO(md), where V is an m×d random matrix with each entry drawn independently
from N (0, γ−2).
With Fastfood, computing the cos(w>i µ+ bi) term for the expected Gaussian kernel for
all i = 1, . . . ,m can be done by first generating the random vector Vµ as described above.
All m entries cos([Vµ]i + bi) can then be computed in O(m log d) time.
The bottleneck for the expected Gaussian kernel is the computation of the exponential
term exp
(−1
2
w>i Σwi
)
, which needs O(d2) time if computed naively. This can also be
accelerated by applying the Fastfood trick twice:
exp
(
−1
2
w>i Σwi
)
= exp
(
−1
2
[V(VΣ)>]ii
)
. (2.13)
Following the stacking strategy in Le et al. (2013), we choose V in (2.13) to be a d × d
square matrix3, and repeat this step dm/de times to produce all m features. This leads to an
overall cost ofO(md log d) as opposed to theO(md2) time mentioned before to compute m
random features for the expected Gaussian kernel taking on a single d-dimensional Gaussian
input.
We can further reduce the cost by approximating the covariance matrix with a low rank
matrix Σ ≈ ΦΦ> using truncated SVD where Φ ∈ Rd×r. There exist efficient algorithms
to compute top-r SVD such as randomized SVD (Halko et al., 2011) that requireO(d2 log r)
time in contrast with O(d3) for classical algorithms. With Fastfood, the exponential term
can be approximated in O(r log d) time:
3Assume Σ is properly padded so that the dimension becomes d = 2` in order to perform Hadamard
transform (Le et al., 2013).
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exp
(
−1
2
w>i Σwi
)
≈ exp
(
−1
2
r∑
j=1
[VΦ]2ij
)
. (2.14)
This leads to O(mr log d) time for some r < d to compute m random features for a single
data case.
2.5.3 Random features for the mixture of expected Gaussian kernels
Let z(N ) denote the random features for the expected Gaussian kernel computed by
Algorithm 1. As described in Section 2.3, each time series Si is summarized by a collection
of k Gaussian marginals {N (1)i , . . . ,N (k)i } for all i. The mixture of expected Gaussian
kernels can be approximated by the random features of the base kernel applied to each
marginal:
k∑
s=1
wsKEG(N (s)i ,N (s)j ) ≈
∑
s
wszs(N (s)i )>zs(N (s)j )
=
∑
s
(√
wszs(N (s)i )
)> (√
wszs(N (s)j )
)
.
Equivalently, the MEG kernel can be approximated by expressing each time series using the
compound random feature map
ẑ(S) = [√w1z1(N (1))>, . . . ,√wkzk(N (k))>]> . (2.15)
In this work, we set ws = 1/k for all k marginals, that is, the base kernels are weighted
equally. Furthermore, each marginal N (s) is approximated by the same number of random
features m. Therefore, ẑ(S) has mk random features in total. In Section 2.5.4, we will show
that having the same number of random features for each marginal will lead to the lowest
error bound under uniform weights.
In general, ws can be the coefficients of any non-negative combination, either chosen
according to domain knowledge or learned from data. Learning the weights from data
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with the random features given in (2.15) can be viewed as an approximation to multiple
kernel learning (Bach et al., 2004). Optimizing w1, . . . , wk is similar to Mahalanobis metric
learning (Xing et al., 2002) for the diagonal case except that all random features that come
from the same base kernel share a scaling factor.
2.5.4 Approximation guarantees
In this section, we analyze the approximation quality of the expected Gaussian kernel
random features computed by Algorithm 1 in terms of the concentration of the approximating
kernel matrix. Using the Hermitian matrix Bernstein inequality (Tropp, 2012a,b) and
following a derivation similar to (Lopez-Paz et al., 2014), we can bound the spectral
norm (denoted ‖ · ‖) of the difference between the exact expected Gaussian kernel and its
approximation.4
Theorem 2.1. Given a data set with each example represented as a single Gaussian,
N1, . . . ,Nn, let K ∈ Rn×n be the expected Gaussian kernel matrix. Let K̂ ∈ Rn×n,
with each entry [K̂]ij = z(Ni)>z(Nj), be the approximation matrix constructed using
Algorithm 1 with m random features. Then we have
E‖K̂−K‖ ≤ 2n
m
√
2 log n
m
+
2n log n
3m2
.
The proof of Theorem 2.1 is given in Section 2.11. It states that the error E‖K̂−K‖ is
bounded by O(n log n) for n data cases with a fixed number of random features m. On the
other hand, for a fixed number of data cases n, increasing the number of random features m
induces an O(m−3/2) reduction in error.
As for the high-dimensional case described in Section 2.5.2, Le et al. (2013) have
shown that the Fastfood feature map is unbiased, and therefore Theorem 2.1 also holds
4This bound can also be applied to the original random Fourier feature approximation (Rahimi and Recht,
2007).
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for the random features computed by Fastfood using (2.13). However, with the low-rank
approximation used in (2.14), K̂ no longer converges to K but instead converges to K˜ where
[K˜]ij = KEG
(N (µi,ΦiΦ>i ),N (µj,ΦjΦ>j )) .
Following the construction described in Section 2.5.3, the mixture of k expected Gaussian
kernels has a total of M = |ẑ(S)| = mk features. Since ws = 1/k for all s, each entry
of the feature vector is in the form of
√
2/M E[cos(w>x + b)], whose absolute value is
bounded by
√
2/M . Following the proof of Theorem 2.1, we can bound the error of using
the proposed random feature approximation to the MEG kernel.
Corollary 2.1. Consider the MEG kernel consisting of k base kernels. Let K ∈ Rn×n be the
MEG kernel matrix, and K̂ be the approximating matrix using M = mk random features.
Then,
E‖K̂−K‖ ≤ 2n
M
√
2 log n
M
+
2n log n
3M2
. (2.16)
The expected error bound in Corollary 2.1 has the same form as that in Theorem 2.1
except the bound is determined by the total number of random features M . When the
number of kernels k is large, even if each kernel is approximated by only a few random
features, a low error bound can still be achieved if M = mk is sufficiently large.
As a matter of fact, for a convex combination of k expected Gaussian kernels with
unequal weights, choosing the number of random features proportional to the corresponding
kernel weight will achieve an error bound identical to (2.16) for a total of M random
features.
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2.6 Experiments
We evaluate the proposed MEG kernel and the corresponding random feature approxi-
mation in terms of time series classification in the presence of sparse and irregular sampling.
In the sections below, we describe the experimental methodology and the results.
2.6.1 Experimental methodology
Data: We conduct experiments on all 43 time series data sets from the UCR time series
classification archive (Keogh et al., 2011). The UCR archive contains a diverse collection of
time series data sets that vary significantly in terms of length, number of classes, and number
of data cases. However, all the data sets are densely and uniformly sampled. This allows
us to perform controlled experiments where we decrease the sampling density and observe
the effect on the relative performance of different classification methods. We consider ten
different sampling densities from 10% to 100% in steps of 10%.
Gaussian Process representation: Following Section 2.2, for each data set and each
sampling density, we first learn the hyperparameters of the GP regression model by opti-
mizing the log marginal likelihood over the observed data. As described in Section 2.3,
we compute the posterior GP marginals over a uniformly-spaced grid of L points on [0, T ],
where T is the common length of the fully observed time series of each data set. We select
L = min(3T, 500).
Kernel and feature normalization: We apply standard kernel normalization to all
kernel matrices before averaging. We also normalize each random feature vector to have unit
length. Empirically, we found that normalization improves the classification performance.
Base classifiers and hyperparameters: We use support vector machines (SVMs)
for classification. For kernel-based methods we use libsvm (Chang and Lin, 2011) with
precomputed kernels. For random feature approximation, we use liblinear (Fan et al., 2008),
which is tailored for linear models. We use five-fold stratified cross validation to jointly
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Figure 2.2: Comparing MSM kernel framework with different base kernels.
select the SVM regularization parameter and the parameter γ for the expected Gaussian
kernels.
Performance measures: We assess the performance of each method in terms of clas-
sification accuracy using the benchmark train/test splits in the UCR archive. We report
results in terms of average accuracy ratios over all 43 data sets to emphasize the relative
differences between methods across different sampling densities. For a given data set and
sampling density, the accuracy ratio for a method is the accuracy of the method divided by
the accuracy of the best performing method on that data set and sampling density. We also
report one-standard-error error bars.
2.6.2 Comparing base kernels for MSM framework
We evaluate several instances of the MSM framework using different base kernels.
The linear MSM kernel KMLIN uses the linear kernel on the univariate marginal means
KLIN(Ni,Nj) = µiµj as the base kernel. The Gaussian MSM kernel KMG uses KGµ defined
in (2.11) also on the univariate marginal means. We compare these baseline methods to two
expected Gaussian kernel based MSM kernels: the MEG kernel K(1)MEG on the univariate
marginals, and the MEG kernel K(10)MEG with a sliding window size of 10.
Figure 2.2 shows the classification performance of these methods on each sampling
density. The Gaussian MSM kernel KMG significantly outperforms the linear MSM kernel
KMLIN. However, K(1)MEG and K(10)MEG both outperform KMG, particularly under high sparsity.
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Figure 2.3: Comparison of different window size d. The plot on the top of each panel shows
two time series from the ECG200 data set at 50% sampling density with visualization of their
posterior Gaussian process. The plot on the bottom shows the value of the corresponding
expected Gaussian kernel at each time slice.
This is expected since K(1)MEG and K(10)MEG both capture posterior uncertainty while KMG does
not.
2.6.3 Effect of sliding window size for MEG kernel
Figure 2.3 illustrates how different window sizes affect the similarity output by the
expected Gaussian kernel on the ECG200 data set from the UCR archive at 50% sampling
density. The two time series intersect at around t∗; however, they have opposite trends at
this time point. Since K(1)MEG does not take local correlation structure into account at all, it
achieves the highest possible value at t∗. On the other hand, K(10)MEG outputs a low value at
t∗ since a larger window captures the fact that the two processes are anti-correlated in the
neighborhood of t∗.
Figure 2.4 shows the classification performance across various window sizes ranging
from 1 to L on the ECG200 data set at 50% sampling density. For this experiment, we
fixed the SVM regularization parameter to C = 2000, and the covariance parameter of
the expected Gaussian kernel to γ = 0.01d, which grows linearly as the window size d
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Figure 2.4: Comparison of classification accuracy under different window sizes on ECG200
at 50% sampling density.
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Figure 2.5: Comparison with other time series classification methods. The plot on the top
corresponds to the 20 data sets whose optimal warping window size is at most 12; the plot
on the bottom corresponds to the rest of 23 data sets with optimal warping window size
greater than 12.
increases. Empirically, such choice of γ makes the values of the expected Gaussian kernels
numerically stable.
The results show that the classification accuracy on ECG200 improves as the window
size increases and peaks at around 0.75L. We note that using larger window size is compu-
tationally more expensive, and that not all data sets show a benefit with increasing window
size.
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2.6.4 Comparing MEG to existing methods
We compare the MEG kernel with two existing methods for time series classification.
The reproducing kernel Hilbert space (RKHS) kernel KH proposed by Lu et al. (2008) is a
time series kernel also designed for irregularly sampled time series. The RKHS kernel is
defined as the squared norm between two posterior GP mean functions in the RKHS induced
by a common prior covariance function. The kernel can be computed in closed form, but
also discards posterior uncertainty since it only depends on the posterior GP means. It is
also not possible to focus the kernel on assessing similarity over a specific time interval.
Dynamic time warping (Sakoe and Chiba, 1971; Berndt and Clifford, 1994) (DTW) is
a widely used distance function for misaligned and warped time series. We compare to
the 1-nearest neighbor algorithm using DTW distance subject to the Sakoe-Chiba warping
constraint using the optimal window size published along with the UCR time series archive.
Since classic DTW is not designed for irregularly sampled time series data, we also use GP
regression to interpolate each time series on the same set of reference time points as the
MSM kernels, and use the posterior means as the input to DTW.
In this experiment, we split the data sets into two groups according to their published
optimal warping window sizes. Smaller warping window size implies the corresponding
time series are almost aligned and have minimal warping. The 23 data sets with optimal
window size greater than 12 are selected as the warped group, which implies that the
corresponding time series require significant alignment or warping before direct comparison.
The need for alignment and warping violates the assumptions of the MSM kernel as well as
the RKHS kernel, which does not explicitly take warping or alignment into account. The
rest of the 20 data sets are regarded as the aligned group.
Figure 2.5 shows that the RKHS kernel KH consistently performs the worst on both
groups, because it fails to focus on a finite time interval of interest where data points
are observed and does not account for uncertainty. For the aligned group, our method
always outperforms DTW. When the time series is more sparsely sampled, the advantage
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Figure 2.6: Comparison of the classification accuracy ratio of the exact time series expected
Gaussian kernel against the random Fourier feature approximation. The baseline method
KMG is included as a reference.
of our uncertainty-aware framework becomes more significant. For the warped group,
DTW achieves better classification accuracy under low sparsity, but our approach achieves
comparable or better accuracy under high sparsity while the RKHS kernel does not.
2.6.5 Random features for MEG kernels
To evaluate the random feature approximation to the MEG kernel in terms of classi-
fication accuracy, we use m = b10,000/kc random features to approximate the expected
Gaussian kernel on each of k marginals, so that the total number of random features
M = mk is at most 10,000. In the experiment,R(1)MEG andR(10)MEG denote the random feature
approximation for K(1)MEG and K(10)MEG with window size 1 and 10.
Figure 2.6 shows that the random feature approximation produces similar classification
results compared to the exact kernels for both marginal window sizes. The baseline method
KMG is included to show that even when the accuracy declines due to approximation, it still
outperforms the baseline method.
Table 2.1 shows the classification training and prediction time on the four largest data
sets in the UCR archive. We divide the training and prediction task using either K(1)MEG or
R(1)MEG into two steps: first, computing the kernel matrix for K(1)MEG or the random feature
matrix forR(1)MEG, which are shown as the 3rd and 5th column (denoted prep.) in Table 2.1;
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Table 2.1: Comparison of classification time (in seconds) on the four largest data sets using
exact expected Gaussian kernels as opposed to random feature approximation under window
sizes 1 and 10. In the table, the MEG kernel subscripts are dropped from the notation for
brevity. The two numbers (n, L) for each data set denote the number of examples and the
number of reference time points. Note that a MEG kernel with window size d consists of
k = L− d+ 1 base kernels (see Section 2.3).
data meth. prep. train prep. test
K(1) 13.88 0.01 13.76 0.00
TwoLead. R(1) 0.91 1.44 0.37 0.01
(1162, 246) K(10) 754.05 0.01 743.41 0.00
R(10) 10.73 1.91 5.32 0.01
K(1) 143.11 0.25 144.67 0.01
yoga R(1) 2.30 33.56 1.09 0.02
(3300, 500) K(10) 10751.85 0.32 10620.35 0.01
R(10) 50.44 31.08 12.86 0.02
K(1) 650.98 0.15 652.41 0.03
wafer R(1) 4.88 8.65 2.27 0.06
(7164, 456) K(10) 50452.40 0.17 49159.89 0.05
R(10) 58.76 45.13 29.71 0.09
K(1) 1103.91 0.21 1119.40 0.05
StarLight. R(1) 5.97 55.42 2.63 0.12
(9236, 500) K(10) 86676.10 0.46 83357.72 0.15
R(10) 99.30 17.44 35.26 0.11
second, training and prediction time spent solely in the classifier, denoted train and test in
the table.
The results in Table 2.1 show that computing the feature/kernel matrix dominates the
entire training/prediction task. It is consistent with the time and space complexity analysis
given in Table 2.2. In terms of the data size, computing the exact kernel takes O(n2)
time, while computing the random feature matrix takes O(n) time. As the window size
d increases, computing the exact kernel takes O(d3) time as oppose to O(d2) for random
feature approximation.
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Figure 2.7: Comparing time versus approximation error (in terms of the relative error
E‖K̂−K‖/‖K‖) of Nystro¨m method under various sizes of the subset of training data and
random feature approximation with various numbers of random features.
As for the actual classifier learning and prediction time, we can see that R(1)MEG takes
longer than K(1)MEG. This is because the final kernel matrix for K(1)MEG can be stored in
O(n2) space, as oppose to O(nmk) forR(1)MEG, which is notably larger for our choice of m
(mk ≈ 10,000). By adjusting m, the total time usingR(1)MEG can be further reduced, but it is
already significantly faster overall with the value of m used here.
2.6.6 Comparing random features to Nystro¨m method
The Nystro¨m method (Williams and Seeger, 2001) is a commonly used kernel approx-
imation algorithm based on low-rank approximation to the full kernel matrix computed
using a subset of the training data. We compare the time versus kernel approximation error
trade-off when approximating the MEG kernel by the Nystro¨m method and random features
using window sizes 1 and 10. The experiment is conducted on the largest data set in the
UCR archive, StarLightCurves, at 10% sampling density. For Nystro¨m method, we plot the
results using s = 10, 20, . . . , 500 samples. For the random feature approximation, we plot
the results using m = 1, 2, . . . , 100 random features for each expected Gaussian kernel (at
most 50,000 total features for the largest m). Note that the number of training cases used for
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Table 2.2: Comparing time and space complexity of the classification using the MEG kernel
with window size d constructed from k expected Gaussian kernels, where n is the training
data size, n′ is the test data size. Nystro¨m method uses a subset of the training data of size s,
andR(d)MEG uses a total of M = mk random features.
K(d)MEG Nystro¨m R(d)MEG
train time O(d3n2k) O(d3nsk + s3) O(d2nM)
test time O(d3n′nk) O(d3n′sk + n′s2) O(d2n′M)
train space O(n2) O(ns) O(nM)
test space O(n′n) O(n′s) O(n′M)
the Nystro¨m method is at most the size of the training data; however, the number of random
features can exceed the size of the training data.
The results show that the Nystro¨m approximation can achieve higher approximation
accuracy than random features when sufficient training data samples are used (Yang et al.,
2012). However, for d-dimensional Gaussians (for the MEG kernel with window size
d), computing a single entry of the expected Gaussian kernel takes O(d3) comparing to
O(d2) to compute a single random feature, as in the case of comparing to exact kernel
computation. The detailed complexity analysis is given in Table 2.2. Figure 2.7b shows
that for window size 10, the random feature approximation needs significantly less time to
achieve an acceptable error rate.
2.6.7 Fastfood method for high-dimensional marginals
We compare the straightforward random feature computation to two acceleration meth-
ods using Fastfood as described in Section 2.5.2. This experiment is conducted on the data
set StarLightCurves from the UCR archive at 10% sampling density with the full window
size L = 500. That is, there is a single expected Gaussian kernel with d = 500 in the
MEG kernel. We use randomized truncated SVD (Halko et al., 2011) for the low-rank
approximation of covariance matrices with rank r = 10.
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Figure 2.8: Comparing time versus approximation error (relative error) of the standard
feature computation and the two Fastfood methods under d = 500 and n = 1000. The five
points for each method correspond to using 512, 1024, 2048, 4096, and 8192 features from
top to bottom.
Figure 2.8 shows the time-versus-error relationship using three different methods with
2` random features for ` = 9, . . . , 13 (from top to bottom). It shows that all three methods
achieve similar errors (relative error in terms of spectral norms) when using the same feature
size. However, the Fastfood method using (2.13), denoted Fastfood in the figure, is at least
14 times faster among five feature sizes than the standard method, due to the O(nMd log d)
time for Fastfood as opposed to O(nMd2). With low-rank covariance approximation, the
running time can be improved significantly again, even if an extra truncated SVD is required.
The SVD overhead is roughly a constant of 2.7 seconds, which accounts for 86% time in
the smallest case (512 features) and 42% in the largest case (8192 features).
2.7 Conclusion
We have proposed a kernel-based framework for classification of sparse and irregularly
sampled time series that re-represents time series using Gaussian process and then assesses
the similarity between the GPs based on the similarity between their finite marginals defined
over sliding time windows. Our results show that the proposed approach achieves better
average accuracy on a large time series classification benchmark compared to all other
methods considered when the time series are aligned or under high sparsity. Further,
our extension to random Fourier features achieves significant speedups relative to exact
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kernel computations as well as Nystro¨m approximation on large time series data sets. Our
application of Fastfood and low-rank covariance approximations yields further speedups in
the case where large-dimensional marginals are required.
2.8 Random features for general expected kernels
In this section, we briefly describe a generalization of the expected Gaussian kernel as
shown in (2.17) where the random feature map Ex∼P [cos(w>x + b)] can also be computed
analytically. Consider the general expected kernel
KE(Pi,Pj) = Exi∼Pi,xj∼PjK(xi,xj). (2.17)
First, the kernel K in (2.17) can be any shift-invariant kernel, as long as the distribution of
the random basis w (the Fourier transform of the kernel function) is easy to draw samples
from, such as Laplacian and Cauchy kernel. Furthermore, with the properties of the Fourier
transform, kernels constructed from basic shift-invariant kernels can also be approximated
easily. Consider, for example, a convex combination of n shift-invariant base kernels,5
K1, . . . ,Kn,
K(xi,xj) =
n∑
k=1
ukKk(xi,xj)
where
∑n
k=1 uk = 1 for all uk ≥ 0.
Assume that each kernel is normalized such that its Fourier transform integrates to one.
That is, ∫
F [Kk](w) dw = 1, for k = 1, . . . , n.
This makes F [Kk] a proper probability distribution to draw w from (by Bochner’s Theorem).
5Shift-invariant kernels are kernels that satisfy Kk(xi,xj) = Kk(xi − xj).
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According to the linearity property of the Fourier transform, we have
F [K] = F
[
n∑
k=1
ukKk
]
=
n∑
k=1
ukF [Kk] .
Following the derivation in Section 2.5.1, the combined kernel K can be approximated
by an m-dimensional real random feature vector z(P) such that
KE(Pi,Pj) = Exi∼Pi,xj∼Pj
[
n∑
k=1
ukKk(xi,xj)
]
≈ z(Pi)>z(Pj).
Each entry of z(P) is given by
[
z(P)]
i
=
√
2
m
Ex∼P
[
cos(w>i x + bi)
]
,
where
wi ∼ F [K] =
n∑
k=1
ukF [Kk] ,
bi ∼ uniform(0, 2pi).
This says that wi is drawn from a mixture distribution where each mixture component F [Kk]
generates the random feature for the base kernel Kk. Therefore, each entry of z(P) can be
generated by first drawing from a categorical distribution an index c ∼ Cat(u1, . . . , un), and
then generating a random feature for the base kernel Kc according to the drawn index c.
Second, the input distributions, Pi,Pj (having the same functional form for positive def-
initeness), can be non-Gaussian. As long as the real and imaginary part of the characteristic
function of the distribution can be computed in closed form, the expected feature map can
also be computed in closed form. Table 2.3 lists some common distributions that admit a
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Table 2.3: A list of common distributions that admit a closed-form random feature map for
the corresponding expected kernel.
Distribution Notation Expected random feature E[cos(wX + b)]
Gaussian N (µ,Σ) exp
(
−1
2
w>Σw
)
cos(w>µ+ b)
Uniform Unif(p, q)
sin(wq + b)− sin(wp+ b)
w(q − p)
Bernoulli Bern(p) (1− p) cos b+ p cos(w + b)
Categorical Cat(p1, . . . , pk)
k∑
i=1
pi cos(wi + b)
Poission Pois(λ) exp (λ(cosw − 1)) cos(λ sinw + b)
Exponential Exp(λ)
λ2 cos b− wλ sin b
λ2 + w2
Laplace Laplace(µ, β)
cos(wµ+ b)
w2β2 + 1
close-form random feature map for the corresponding expected kernel, which can be derived
similarly as in Section 2.10.
Note that any general expected kernel that satisfies the properties described above can
always be approximated by closed-form random features, even if the kernel itself cannot be
computed analytically.
2.9 Derivation of expected Gaussian kernels
Let N (x;µ,Σ) denote the Gaussian density function
(2pi)−D/2|Σ|−1/2 exp
(
−1
2
(x− µ)>Σ−1(x− µ)
)
,
where D is the dimensionality of the random variable x.
We can verify that the integral of the product of two Gaussians is in the form of another
Gaussian:
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∫
N (x;µi,Σi)N (x;µj,Σj) dx = (2pi)−D/2|Σ˜|−1/2 exp
(
−1
2
µ˜>Σ˜
−1
µ˜
)
(2.18)
where µ˜ = µi − µj and Σ˜ = Σi + Σj .
Note that (2.18) can be expressed in several equivalent ways
N (µi;µj, Σ˜) = N (µj;µi, Σ˜) = N (µi − µj; 0, Σ˜).
Applying (2.18) twice with the rearrangement above, we have
∫∫
N (xi;µi,Σi)N (xj;µj,Σj)N (xi; xj,Σ) dxi dxj
= N (µi − µj; 0,Σi + Σj + Σ).
This double integral is actually ExixjN (xi; xj,Σ) given that xi and xj are independently
Gaussian distributed. Therefore, the expected Gaussian kernel can be computed as following:
Exixj
[
exp
(
− 1
2
(xi − xj)>Σ−1(xi − xj)
)]
= Exixj
[
(2pi)D/2|Σ|1/2N (xi; xj,Σ)
]
= (2pi)D/2|Σ|1/2N (µi − µj; 0,Σi + Σj + Σ)
=
√
|Σ|
|Σ˜|
exp
(
−1
2
µ˜>Σ˜
−1
µ˜
)
where µ˜ = µi − µj and Σ˜ = Σi + Σj + Σ.
2.10 Derivation of random features for expected Gaussian kernels
Due to the independence assumption, the expected Gaussian kernel can be approximated
as the follows
ExixjKG(xi,xj) ≈ Exixj
[
z(xi)
>z(xj)
]
= Exi [z(xi)]
> Exj [z(xj)] ,
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in which the ith entry of Ex[z(x)] is
√
2
m
Ex cos(w>i x + bi).
Consider the following expectation
Ex∼N (µ,Σ)
[
ei(w
>x+b)
]
= eib Ex
[
eiw
>x
]
= eibeiw
>µ− 1
2
w>Σw
= e−
1
2
w>Σw+i(w>µ+b)
= e−
1
2
w>Σw
(
cos(w>µ+ b) + i sin(w>µ+ b)
)
. (2.19)
In the second step, we use the analytic form of the characteristic function for Gaussian
random vectors.
Since
E
[
ei(w
>x+b)
]
= E
[
cos(w>x + b) + i sin(w>x + b)
]
,
we know that E
[
cos(w>x + b)
]
is the real part of E
[
ei(w
>x+b)
]
. Therefore, from (2.19)
we have
E
[
cos(w>x + b)
]
= exp
(
−1
2
w>Σw
)
cos(w>µ+ b).
2.11 Proof of Theorem 2.1
To analyze the concentration of the kernel approximation, we apply the Hermitian matrix
Bernstein inequality (Tropp, 2012b). Note that ‖ · ‖ denotes the spectral norm when taking
on a matrix, and the L2 norm when taking on a vector.
Theorem 2.2. (Matrix Bernstein: Hermitian Case (Tropp, 2012b)). Consider a finite
sequence {Xk} of independent random Hermitian matrices with dimension d. Assume that
EXk = 0 and λmax(Xk) ≤ R for all k. Let Y =
∑
k Xk. Define the variance parameter
σ2 = ‖E(Y2)‖. Then
Eλmax(Y) ≤
√
2σ2 log d+
1
3
R log d.
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Proof of Theorem 2.1. We follow the derivation of Lopez-Paz et al. (2014) with refinement
to obtain a tighter bound.
Let the n-dimensional random vector zk = [zk,1, . . . , zk,n]> denote the collection of the
kth random feature (sharing the same random projection parameters, wk, bk) of each of the
n examples. Let Sk = zkz>k /m. The approximate kernel can be expressed as the sum of m
independent matrices K̂ =
∑m
k=1 Sk.
According to Rahimi and Recht (2007), the random Fourier feature is unbiased. Specif-
ically, for z(x) =
√
2 cos(w>x + b) where w draws from the distribution induced by the
kernel and b ∼ uniform(0, 2pi), we have
KG(xi,xj) = Ew,b[z(xi)>z(xj)]. (2.20)
As a result, the random feature for the expected Gaussian kernel is also unbiased as shown
below. Therefore, when m random features are used, we have ESk = K/m and EK̂ = K.
KEG(Ni,Nj) = Exi∼Ni,xj∼NjEw,b[z(xi)>z(xj)]
= Ew,b
[
Exi∼Ni [z(xi)]>Exj∼Nj [z(xj)]
]
,
where Ex[z(x)] is in the form of
√
2/mEx[cos(w>x + b)] with its absolute value bounded
by
√
2/m. As a result, there exists a constant B such that ‖zk‖2 ≤ B ≤ 2n/m.
The error matrix K̂−K can then be expressed as the sum of m independent zero-mean
matrices:
K̂−K =
m∑
k=1
(Sk − ESk).
Since K̂−K is symmetric, the singular values are the absolute values of its eigenvalues.
Therefore,
‖K̂−K‖ = max
{
λmax(K̂−K),−λmin(K̂−K)
}
= max
{
λmax(K̂−K), λmax(K− K̂)
}
.
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In order to apply matrix Bernstein inequality, we need to bound both λmax(Sk − ESk) and
λmax(ESk − Sk).
λmax(Sk − ESk) ≤ λmax(Sk) = ‖Sk‖ = 1
m
‖zk‖2 ≤ B
m
.
The first relation holds because both Sk and ESk are symmetric and positive semidefinite6.
Similarly,
λmax(ESk − Sk) ≤ λmax(ESk) = 1
m
‖K‖ ≤ B
m
where we bound ‖K‖ using Jensen’s inequality:
‖K‖ = ‖E[zz>]‖ ≤ E‖zz>‖ = E[‖z‖2] ≤ B.
To compute the variance parameter σ2, we start with the expectation E[(K̂−K)2]:
E[(K̂−K)2] = E[K̂2]−K2
= E
( m∑
k=1
Sk
)2−K2
=
m∑
i=1
m∑
j=1
E [SiSj]−K2
=
(
m∑
k=1
E
[
S2k
])
+
m2 −m
m2
K2 −K2
=
(
m∑
k=1
E
[
S2k
])− 1
m
K2
where
E[S2k] = E
[(
1
m
zkz
>
k
)2]
=
1
m2
E
[‖zk‖2zkz>k ] 4 BKm2
6Given Hermitian positive semidefinite matrices A and B, let u = argmax‖v‖=1 v
>(B − A)v, then
λmax(B−A) = u>(B−A)u ≤ u>Bu ≤ λmax(B) = ‖B‖.
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in which the expression A 4 B means that B−A is positive semidefinite. Therefore,
E[(K̂−K)2] 4
(
m∑
k=1
BK
m2
)
− K
2
m
=
BK
m
− K
2
m
4 BK
m
.
The last step holds due to K2 < 0. Since both K and E[(K̂ − K)2] are symmetric and
positive semidefinite, we have
σ2 = ‖E[(K̂−K)2]‖ ≤ B‖K‖
m
.
Given that λmax(Sk − ESk) and λmax(ESk − Sk) are both bounded by B/m, we obtain
the same bound for Eλmax(K̂ −K) and Eλmax(K − K̂) when plugging R ≤ B/m and
σ2 ≤ B‖K‖/m into the matrix Bernstein inequality in Theorem 2.2. This leads to the
bound on the expected norm:
E‖K̂−K‖ ≤
√
2B‖K‖ log n
m
+
B log n
3m
.
With ‖K‖ ≤ B ≤ 2n/m, we attain
E‖K̂−K‖ ≤ 2n
m
√
2 log n
m
+
2n log n
3m2
.
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CHAPTER 3
SCALABLE GAUSSIAN PROCESS ADAPTER
In the previous chapter, we introduced an uncertainty-aware kernel based on GP regres-
sion and presented an efficient algorithm to scale up the kernel method. As mentioned in
Section 2.2, we assume that the marginal GP posteriors are pre-computed in the kernel
framework. However, GP regression itself is computationally expensive, especially when
dealing with long time series. Specifically, for a time series with n observations, representing
it as a d-dimensional marginal GP posterior requires O(n3 + nd2) time and O(n2 + d2)
space.
On the other hand, the proposed random Fourier feature map for the marginal GP
posterior N (µ,Σ) given by
{√
2
m
exp
(
−1
2
w>i Σwi
)
cos(w>i µ+ bi)
}m
i=1
can be viewed as a special hand-designed feature for time series. Deep neural networks
that learn compositional features using backpropogation have shown great success in many
fields including computer vision, natural language processing and so on (Goodfellow et al.,
2016). Time series, like other type of sequential data, can also benefit from neural network
architectures that capture temporal correlations, such as convolutional networks (LeCun
et al., 2004) or recurrent networks (Hochreiter and Schmidhuber, 1997). Therefore, in this
chapter, we generalize the hand-design random Fourier features to a more expressive learned
features parameterized by neural networks.
As mentioned earlier, computing the sufficient statistics µ and Σ of the marginal GP
posterior is expensive in both time and space. To scale up computation, we have to avoid
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instantiating the covariance matrix Σ. With that in mind, and at the same time to preserve the
uncertainty, we instead sample from the marginal GP posterior N (µ,Σ) and subsequently
feed the samples into a general classifier such as a neural network. In this chapter we will
present an uncertainty-aware framework for time series classification, which can incorporate
arbitrary black-box classifiers. Moreover, we present an efficient algorithm to speed up
sampling from GP posteriors and show how to train the whole model (including the GP)
end-to-end in Section 3.3. Specifically, the proposed sampling algorithm for GP posteriors
achieves both linear time O(n+ d) and linear space O(n+ d).
We start by introducing a general uncertainty-aware classification framework for irregularly-
sampled time series in the next section.
3.1 An uncertainty-aware classification framework
In Section 2.2 we described how we can represent a time series through the marginal
posterior it induces under a Gaussian process regression model at any set of reference time
points x. By fixing a common set of reference time points x for all time series in a data
set, every time series can be transformed into a common representation in the form of a
multivariate Gaussian N (z|µ,Σ;θ) with z being the random vector distributed according
to the posterior GP marginalized over the time points x.1 Here we assume that the GP
parameters θ are shared across the entire data set.
If the z values were observed, we could simply apply a black-box classifier. A classifier
can be generally defined by a mapping function f(z; w) parameterized by w, associated with
a loss function `(f(z; w), y) where y is a label value from the output space Y . However, in
our case z is a Gaussian random variable, which means `(f(z; w), y) is now itself a random
variable given a label y. Therefore, we use the expectation Ez∼N (µ,Σ;θ)
[
`(f(z; w), y)
]
as
the overall loss between the label y and a time series S given its Gaussian representation
1The notationN (µ,Σ;θ) explicitly expresses that both µ and Σ are functions of the GP parameters θ. Of
course, they are also functions of S = (t,v) as shown in (2.8) and (2.9).
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N (µ,Σ;θ). The learning problem becomes minimizing the expected loss over the entire
data set:
w∗,θ∗ = argmin
w,θ
N∑
i=1
Ezi∼N (µi,Σi;θ)
[
`(f(zi; w), yi)
]
. (3.1)
Once we have the optimal parameters w∗ and θ∗, we can make predictions on unseen data.
In general, given an unseen time series S and its Gaussian representation N (µ,Σ;θ∗), we
can predict its label using (3.2), although in many cases this can be simplified into a function
of f(z; w∗) with the expectation taken on or inside of f(z; w∗).
y∗ = argmin
y∈Y
Ez∼N (µ,Σ;θ∗)
[
`(f(z; w∗), y)
]
(3.2)
We name the above approach the Uncertainty-Aware Classification (UAC) framework.
Importantly, this framework propagates the uncertainty in the GP posterior induced by each
time series all the way through to the loss function. Further, we call the transformation
S 7→ (µ,Σ) the Gaussian process adapter, since it provides a uniform representation to
connect the raw irregularly sampled time series data to a black-box classifier.
Simplifications of the UAC framework can be derived by pushing the expectation over
z into the loss function to different degrees. Taking the expectation at an earlier stage
simplifies the computation, but the uncertainty information will be integrated out earlier
as well.2 In the extreme case, if the expectation is computed immediately followed by the
GP adapter transformation, it is equivalent to using a plug-in estimate µ for z in the loss
function, `(f(Ez∼N (µ,Σ;θ)[z]; w), y) = `(f(µ; w), y). We refer to this as the IMPutation
(IMP) framework. The IMP framework discards the uncertainty information completely,
which further simplifies the computation. This simplified variation may be useful when the
time series are more densely sampled, where the uncertainty is less of a concern.
2For example, the loss of the expected output of the classifier `(Ez∼N (µ,Σ;θ)[f(z; w)], y).
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In practice, we can train the model using the UAC objective (3.1) and predict instead by
IMP. In that case, the predictions would be deterministic and can be computed efficiently
without drawing samples from the posterior GP as described later in Section 3.3.
3.2 Learning with the GP adapter
In the previous section, we showed that the UAC framework can be trained using
(3.1). In this thesis, we use stochastic gradient descent to scalably optimize (3.1) by
updating the model using a single time series at a time, although it can be easily mod-
ified for batch or mini-batch updates. From now on, we will focus on the optimization
problem minw,θ Ez∼N (µ,Σ;θ)
[
`(f(z; w), y)
]
where µ,Σ are the output of the GP adapter
given a time series S = (t,v) and its label y. For many classifiers, the expected loss
Ez∼N (µ,Σ;θ)
[
`(f(z; w), y)
]
cannot be analytically computed. In such cases, we use a Monte
Carlo average to approximate the expected loss:
Ez∼N (µ,Σ;θ)
[
`(f(z; w), y)
] ≈ 1
S
S∑
s=1
`(f(zs; w), y), where zs ∼ N (µ,Σ;θ). (3.3)
To learn the parameters of both the classifier w and the Gaussian process regression model θ
jointly under the expected loss, we need to be able to compute the gradient of the expectation
given in (3.3). To achieve this, we reparameterize the Gaussian random variable using
the identity z = µ + Rξ where ξ ∼ N (0, I) and R satisfies Σ = RR> (Kingma and
Welling, 2014). The gradients under this reparameterization are given below, both of which
can be approximated using Monte Carlo sampling as in (3.3). We will focus on efficiently
computing the gradient shown in (3.5) since we assume that the gradient of the base classifier
f(z; w) can be computed efficiently.
∂
∂w
Ez∼N (µ,Σ;θ)
[
`(f(z; w), y)
]
= Eξ∼N (0,I)
[
∂
∂w
`(f(z; w), y)
]
(3.4)
∂
∂θ
Ez∼N (µ,Σ;θ)
[
`(f(z; w), y)
]
= Eξ∼N (0,I)
[∑
i
∂`(f(z; w), y)
∂zi
∂zi
∂θ
]
(3.5)
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There are several choices for R that satisfy Σ = RR>. One common choice of R is
the Cholesky factor, a lower triangular matrix, which can be computed using Cholesky
decomposition in O(d3) for a d× d covariance matrix Σ (Golub and Van Loan, 2012). We
instead use the symmetric matrix square root R = Σ1/2. We will show that this particular
choice of R leads to an efficient and scalable approximation algorithm in Section 3.3.2.
3.3 Fast sampling from posterior Gaussian processes
The computation required by the GP adapter is dominated by the time needed to draw
samples from the marginal GP posterior using z = µ + Σ1/2ξ. In Section 2.2 we noted
that the time complexity of exactly computing the posterior mean µ and covariance Σ is
O(n3 +nd) andO(n3 +n2d+nd2), respectively. Once we have both µ and Σ we still need
to compute the square root of Σ, which requires an additionalO(d3) time to compute exactly.
In this section, we show how to efficiently generate samples of z by efficiently approximating
the two components µ and Σ1/2ξ that constitute the reparameterized Gaussian. We begin by
reviewing related work on efficiently computing the GP posterior mean µ.
3.3.1 Structured kernel interpolation for approximating GP posterior means
The main idea of the structured kernel interpolation (SKI) framework proposed by
Wilson and Nickisch (2015) is to approximate a stationary kernel matrix Ka,b by the
approximate kernel K˜a,b defined below where u = [u1, . . . , um]> is a collection of evenly-
spaced inducing points.
Ka,b ≈ K˜a,b = WaKu,uW>b . (3.6)
Letting p = |a| and q = |b|, Wa ∈ Rp×m is a sparse interpolation matrix where each row
contains only a small number of non-zero entries. We use local cubic convolution inter-
polation (cubic interpolation for short) (Keys, 1981) as suggested in Wilson and Nickisch
(2015). Each row of the interpolation matrices Wa,Wb has at most four non-zero entries.
Wilson and Nickisch (2015) showed that when the kernel is locally smooth (under the
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resolution of u), cubic interpolation results in accurate approximation. This can be justified
as follows: with cubic interpolation, the SKI kernel is essentially the two-dimensional
cubic interpolation of Ka,b using the exact regularly spaced samples stored in Ku,u, which
corresponds to classical bicubic convolution. In fact, we can show that K˜a,b asymptotically
converges to Ka,b as m increases by following the derivation in Keys (1981).
The choice of cubic convolution interpolation proposed by Keys (1981) is preferable to
other interpolation methods such as spline interpolation when training the GP parameters.
If spline interpolation is used to construct the SKI kernel K˜a,b, the interpolation matrix
Wa depends not only on a and u but also on the kernel Ku,u, which depends on the GP
parameters θ. As a result, the gradient ∂Wa/∂θ needs to be computed and thus introduces
a huge overhead in backpropagation. On the other hand, the interpolation matrix based on
the cubic convolution interpolation depends only on a and u, which are fixed once the data
are given. Therefore, with cubic convolution interpolation, both Wa and Wb are constant
matrices throughout the entire training process.
Plugging the SKI kernel into (2.8), the posterior GP mean evaluated at x can be approxi-
mated by
µ = Kx,t
(
Kt,t + σ
2I
)−1
v ≈WxKu,uW>t
(
WtK
−1
u,uW
>
t + σ
2I
)−1
v. (3.7)
The inducing points u are chosen to be evenly-spaced so that Ku,u forms a symmetric
Toeplitz matrix under a stationary covariance function. A symmetric Toeplitz matrix can be
embedded into a circulant matrix to perform matrix vector multiplication using fast Fourier
transforms (Golub and Van Loan, 2012).
Further, one can use the conjugate gradient method to solve for (WtK−1u,uW
>
t +σ
2I)−1v,
which only involves computing the matrix-vector product (WtK−1u,uW
>
t + σ
2I)v. In prac-
tice, the conjugate gradient method converges within only a few iterations. Therefore,
approximating the posterior mean µ using SKI takes only O(n + d + m logm) time to
compute. In addition, since a symmetric Toeplitz matrix Ku,u can be uniquely characterized
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by its first column, and Wt can be stored as a sparse matrix, approximating µ requires only
O(n+ d+m) space.
3.3.2 The Lanczos method for covariance square root-vector products
With the SKI techniques, although we can efficiently approximate the posterior mean
µ, computing Σ1/2ξ is still challenging. If computed exactly, it takes O(n3 + n2d + nd2)
time to compute Σ and O(d3) time to take the square root. To overcome the bottleneck, we
apply the SKI kernel to the Lanczos method, one of the Krylov subspace approximation
methods, to speed up the computation of Σ1/2ξ as shown in Algorithm 2. The advantage
of the Lanczos method is that neither Σ nor Σ1/2 needs to be computed explicitly. Like
the conjugate gradient method, another example of the Krylov subspace method, it only
requires the computation of matrix-vector products with Σ as the matrix.
The idea of the Lanczos method is to approximate Σ1/2ξ in the Krylov subspace
Kk(Σ, ξ) = span{ξ,Σξ, . . . ,Σk−1ξ}. The iteration in Algorithm 2, usually referred to the
Lanczos process, essentially performs the Gram-Schmidt process to transform the basis
{ξ,Σξ, . . . ,Σk−1ξ} into an orthonormal basis {d1, . . . ,dk} for the subspace Kk(Σ, ξ).
The optimal approximation of Σ1/2ξ in the Krylov subspace Kk(Σ, ξ) that minimizes
the `2-norm of the error is the orthogonal projection of Σ1/2ξ onto Kk(Σ, ξ) as y∗ =
DD>Σ1/2ξ. Since we choose d1 = ξ/‖ξ‖, the optimal projection can be written as
y∗ = ‖ξ‖DD>Σ1/2De1 where e1 = [1, 0, . . . , 0]> is the first column of the identify matrix.
One can show that the tridiagonal matrix H defined in Algorithm 2 satisfies D>ΣD =
H (Saad, 2003). Also, we have D>Σ1/2D ≈ (D>ΣD)1/2 since the eigenvalues of H
approximate the extremal eigenvalues of Σ (Saad, 1980). Therefore we have y∗ =
‖ξ‖DD>Σ1/2De1 ≈ ‖ξ‖DH1/2e1.
The error bound of the Lanczos method is analyzed in Ilic´ et al. (2009). Alternatively
one can show that the Lanczos approximation converges superlinearly (Parlett, 1980). In
practice, for a d× d covariance matrix Σ, the approximation is sufficient for our sampling
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Algorithm 2: Lanczos method for approximating Σ1/2ξ
Input: covariance matrix Σ, dimension of the Krylov subspace k, random vector ξ
β1 = 0 and d0 = 0
d1 = ξ/‖ξ‖
for j = 1 to k do
d = Σdj − βjdj−1
αj = d
>
j d
d = d− αjdj
βj+1 = ‖d‖
dj+1 = d/βj+1
D = [d1, . . . ,dk]
H = tridiagonal(β,α,β)
return ‖ξ‖DH1/2e1 // e1 = [1, 0, . . . , 0]>
H = tridiagonal(β,α,β) =

α1 β2
β2 α2 β3
β3 α3
. . .
. . . . . . βk
βk αk

purpose with k  d. As H is now a k × k matrix, we can use any standard method to
compute its square root in O(k3) time (Bjo¨rck and Hammarling, 1983), which is considered
O(1) when k is chosen to be a small constant. Now the computation of the Lanczos method
for approximating Σ1/2ξ is dominated by the matrix-vector product Σd during the Lanczos
process.
Here we apply the SKI kernel trick again to efficiently approximate Σd by
Σd ≈WxKu,uW>x d−WxKu,uW>t
(
WtKu,uW
>
t + σ
2I
)−1
WtKu,uW
>
x d. (3.8)
Similar to the posterior mean, Σd can be approximated inO(n+d+m logm) time and linear
space. Therefore, for k = O(1) basis vectors, Algorithm 2 overall takesO(n+d+m logm)
time and O(n+ d+m) space, which is also the complexity of drawing a sample from the
posterior GP.
To reduce the variance when estimating the expected loss (3.3), we can draw multiple
samples from the posterior GP: {Σ1/2ξs}s=1,...,S where ξs ∼ N (0, I). Since all of the
samples are associated with the same covariance matrix Σ, we can use the block Lanczos
process (Golub and Underwood, 1977), an extension to the single-vector Lanczos method
presented in Algorithm 2, to simultaneously approximate Σ1/2Ξ for all S random vectors
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Ξ = [ξ1, . . . , ξS]. Similarly, during the block Lanczos process, we use the block conjugate
gradient method (Feng et al., 1995; Dubrulle, 2001) to simultaneously solve the linear
equation (WtKu,uW>t + σ
2I)−1α for multiple α.
3.4 End-to-end learning with the GP adapter
The most common way to train GP parameters is through maximizing the marginal
likelihood (Rasmussen and Williams, 2006)
log p(v|t,θ) = −1
2
v>
(
Kt,t + σ
2I
)−1
v − 1
2
log
∣∣Kt,t + σ2I∣∣− n
2
log 2pi. (3.9)
If we follow this criterion, training the UAC framework becomes a two-stage procedure:
first we learn GP parameters by maximizing the marginal likelihood. We then compute µ
and Σ given each time series S and the learned GP parameters θ∗. Both µ and Σ are then
fixed and used to train the classifier using (3.4).
In this section, we describe how to instead train the GP parameters discriminatively end-
to-end using backpropagation. As mentioned in Section 3.2, we train the UAC framework
by jointly optimizing the GP parameters θ and the parameters of the classifier w according
to (3.4) and (3.5).
The most challenging part in (3.5) is to compute ∂z = ∂µ+ ∂(Σ1/2ξ).3 For ∂µ, we can
derive the gradient of the approximating posterior mean (3.7) as given in Section 3.8. Note
that the gradient ∂µ can be approximated efficiently by repeatedly applying fast Fourier
transforms and the conjugate gradient method in the same time and space complexity as
computing (3.7).
On the other hand, ∂(Σ1/2ξ) can be approximated by backpropagating through the
Lanczos method described in Algorithm 2. To carry out backpropagation, all operations
in the Lanczos method must be differentiable. For the approximation of Σd during the
3For brevity, we drop 1/∂θ from the gradient notation in this section.
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Lanczos process, we can similarly compute the gradient of (3.8) efficiently using the SKI
techniques as in computing ∂µ (see Section 3.8).
The gradient ∂H1/2 for the last step of Algorithm 2 can be derived as follows. From
H = H1/2H1/2, we have ∂H = (∂H1/2)H1/2 + H1/2(∂H1/2). This is known as the Sylvester
equation, which has the form of AX + XB = C where A,B,C are matrices and X is the
unknown matrix to solve for. We can compute the gradient ∂H1/2 by solving the Sylvester
equation using the Bartels-Stewart algorithm (Bartels and Stewart, 1972) in O(k3) time for
a k × k matrix H, which is considered O(1) for a small constant k.
Overall, training the GP adapter using stochastic optimization with the aforementioned
approach takes O(n+ d+m logm) time and O(n+ d+m) space for m inducing points,
n observations in the time series, and d features generated by the GP adapter.
3.5 Relationship with expected Gaussian kernels
The random feature representation of the MEG kernel presented in Section 2.5 is in
the form of
√
2/m Ez∼N (µ,Σ)
[
cos(w>i z + bi)
]
, which can be computed efficiently using
the algorithm described in Section 3.3. However, by exploiting the spectral property of
Gaussian kernels, the expected random feature of the MEG kernel is shown to be analytically
computable by
√
2/m exp(−w>i Σwi/2) cos(w>i µ+ bi). With the SKI techniques, we can
efficiently approximate both w>i Σwi and w
>
i µ in the same time and space complexity as the
GP adapter. Moreover, the random features of the MEG kernel can be viewed as a stochastic
layer in the classification network, with no trainable parameters. All {wi, bi}i=1,...,m are
randomly initialized once in the beginning and associated with the output of the GP adapter
in a nonlinear way described above.
Moreover, the MEG kernel classification is originally a two-stage method: one first
estimates the GP parameters by maximizing the marginal likelihood and then uses the
optimized GP parameters to compute the MEG kernel for classification. Since the random
feature is differentiable, with the approximation of ∂µ and ∂(Σd) described in Section 3.4,
48
3 4 5 6 7 8 9 10
log2(# inducing points)
10−1
101
er
ro
r
0 10 20
# Lanczos iterations
10−2
10−1
er
ro
r time series length:
3000
2000
1000
Figure 3.1: Left: Sample approximation error versus the number of inducing points. Right:
Sample approximation error versus the number of Lanczos iterations.
we can form a similar classification network that can be efficiently trained end-to-end using
the GP adapter. In Section 3.6.2, we will show that training the MEG kernel end-to-end
leads to better classification performance.
3.6 Experiments
In this section, we present experiments and results exploring several facets of the
GP adapter framework including the quality of the approximations and the classification
performance of the framework when combined with different base classifiers.
3.6.1 Quality of GP sampling approximations
The key to scalable learning with the GP adapter relies on both fast and accurate approx-
imation for drawing samples from the posterior GP. To assess the approximation quality, we
first generate a synthetic sparse and irregularly-sampled time series S by sampling from a
zero-mean Gaussian process at random time points. We use the squared exponential kernel
k(ti, tj) = a exp(−b(ti− tj)2) with randomly chosen hyperparameters. We then infer µ and
Σ at some reference x given S. Let z˜ denote our approximation of z = µ+ Σ1/2ξ. In this
experiment, we set the output size z to be |S|, that is, d = n. We evaluate the approximation
quality by assessing the error ‖z˜− z‖ computed with a fixed random vector ξ.
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Figure 3.2: Running time comparisons (in seconds). BP denotes computing the gradient of
the sample using backpropagation.
The left plot in Figure 3.1 shows the approximation error under different numbers of
inducing points m with k = 10 Lanczos iterations. The right plot in Figure 3.1 compares the
approximation error as the number of Lanczos iterations k varies, with m = 256 inducing
points. These two plots show that the approximation error drops as more inducing points
and Lanczos iterations are used. In both plots, the three lines correspond to different sizes
for z: 1000 (bottom line), 2000 (middle line), 3000 (top line). The separation between the
curves is due to the fact that the errors are compared under the same number of inducing
points. Longer time series leads to lower resolution of the inducing points and hence the
higher approximation error.
Note that the approximation error comes from both the cubic interpolation and the
Lanczos method. Therefore, to achieve a certain normalized approximation error across
different data sizes, we should simultaneously use more inducing points and Lanczos
iterations as the data grows. In practice, we find that k ≥ 3 is sufficient for estimating the
expected loss for classification.
Figure 3.2 compares the time to draw a sample using exact computation versus the
approximation method described in Section 3.3 (exact and Lanczos in the figure). We also
compare the time to compute the gradient with respect to the GP parameters by both the exact
method and the proposed approximation (exact BP and Lanczos BP in the figure) because
this is the actual computation carried out during training. In this part of the experiment,
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we use k = 10 and m = 256. The plot shows that Lanczos approximation with the SKI
kernel yields speed-ups of between 1 and 3 orders of magnitude. Interestingly, for the exact
approach, the time for computing the gradient roughly doubles the time of drawing samples.
(Note that time is plotted in log scale.) This is because computing gradients requires both
forward and backward propagation, whereas drawing samples corresponds to only the
forward pass. Both the forward and backward passes take roughly the same computation in
the exact case. However, the gap is relatively larger for the approximation approach due to
the recursive relationship of the variables in the Lanczos process. In particular, dj is defined
recursively in terms of all of d1, . . . ,dj−1, which makes the backpropagation computation
more complicated than the forward pass.
3.6.2 Classification with GP adapter
In this section, we evaluate the performance of classifying sparse and irregularly-sampled
time series using the UAC framework. We test the framework on the uWave data set,4 a
collection of gesture samples categorized into eight gesture patterns (Liu et al., 2009). The
data set has been split into 3582 training instances and 896 test instances. Each time series
contains 945 fully observed samples. Similar to the data preparation procedure described
in Section 2.6.1, we randomly sample 10% of the observations from each time series to
simulate the sparse and irregular sampling scenario. In this experiment, we use the squared
exponential covariance function k(ti, tj) = a exp(−b(ti − tj)2) for a, b > 0. Together with
the independent noise parameter σ2 > 0, the GP parameters are {a, b, σ2}. To bypass the
positive constraints on the GP parameters, we reparameterize them by {α, β, γ} such that
a = eα, b = eβ , and σ2 = eγ .
To demonstrate that the GP adapter is capable of working with various classifiers, we use
the UAC framework to train three different classifiers: a multi-class logistic regression (Lo-
4UWaveGestureLibraryAll is available at http://timeseriesclassification.com.
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Table 3.1: Comparison of classification accuracy (in percent). IMP and UAC refer to the
loss functions for training described in Section 3.1, and we use IMP predictions throughout.
Although not belonging to the UAC framework, we put the MEG kernel in UAC since it is
also uncertainty-aware.
LogReg MLP ConvNet MEG kernel
Marginal likelihood
IMP 77.90 85.49 87.61 –
UAC 78.23 87.05 88.17 84.82
End-to-end
IMP 79.12 86.49 89.84 –
UAC 79.24 87.95 91.41 86.61
gReg), a fully-connected feedforward network (MLP), and a convolutional neural network
(ConvNet).
The fully-connected network consists of two fully-connected layers, each of which
contains 256 units. The convolutional network contains a total of five layers: the first and
the third layer are both one-dimensional convolutional layers with four filters of size 5. The
second and the fourth layer are one-dimensional max-pooling layers of size 2. The last
layer is a fully-connected layer with 256 units. We apply rectified linear activation to all of
the convolutional and fully-connected layers. Each classifier takes d = 254 input features
produced by the GP adapter.
We use m = 256 inducing points, d = 254 features output by the GP adapter, k = 5
Lanczos iterations, and S = 10 samples. We split the training set into two partitions: 70%
for training and 30% for validation. We jointly train the classifier with the GP adapter using
stochastic gradient descent with Nesterov momentum. We apply early stopping based on
the validation set. We also compare to classification with the MEG kernel implemented
using our GP adapter as described in Section 3.5. We use 1000 random features trained with
multi-class logistic regression.
Table 3.1 shows that among all three classifiers, training GP parameters discriminatively
always leads to better accuracy than maximizing the marginal likelihood. This claim also
holds for the results using the MEG kernel. Further, taking the uncertainty into account by
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sampling from the posterior GP always outperforms training using only the posterior means.
Finally, we can also see that the classification accuracy improves as the model gets deeper.
3.7 Conclusion and future work
In this chapter, we have presented a general framework for classifying sparse and
irregularly-sampled time series and have shown how to scale up the required computations
using a new approach to generating approximate samples. We have validated the approxima-
tion quality, the computational speed-ups, and the benefit of the proposed approach relative
to existing baselines.
There are many promising directions for future work including investigating more
complicated covariance functions like the spectral mixture kernel (Wilson and Adams, 2013),
different classifiers including the encoder LSTM (Sutskever et al., 2014), and extending
the framework to multi-dimensional time series and GPs with multi-dimensional index sets
(e.g., for spatial data). Lastly, the GP adapter can also be applied to other problems such as
dimensionality reduction by combining it with an autoencoder.
3.8 Gradients for GP approximation
In this section, we describe how to efficiently compute the gradient for backpropogating
through the custom operator for sampling from posterior GPs.
3.8.1 Gradients of the approximate posterior GP covariance-vector product
Throughout we denote the independent noise variance σ2 as ρ for clarity. Let Σ˜ be
the approximate posterior covariance derived by the SKI kernel, and θ be one of the
GP hyperparameters. For any vector d, the gradient ∂Σ˜d/∂θ is given below. Note that
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during the Lanczos process, d is a function of θ, which should be properly handled in
backpropagation.
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To reduce redundant computations, we introduce the following variables:
α = W>x d,
β =
∂Ku,u
∂θ
α,
γ = Ku,uα,
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The gradient with respect to θ is therefore ∂Σ˜d/∂θ = Wx (β − ζ + η).
The gradient ∂Σ˜d/∂ρ with respect to the noise variance ρ is given by
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3.8.2 Gradients of the approximate posterior GP mean
Let µ˜ denote the approximate posterior mean derived by the SKI kernel. The gradient
∂µ˜/∂θ with respect to the GP hyperparameter θ is given by
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To reduce redundant computations, we introduce the following variables:
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(
WtKu,uW
>
t + ρI
)−1
v,
β =
∂Ku,u
∂θ
W>t α,
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The gradient with respect to θ is therefore ∂µ˜/∂θ = Wx (β − γ).
The gradient ∂µ˜/∂ρ with respect to the noise variance ρ is given by
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CHAPTER 4
LEARNING FROM INCOMPLETE DATA WITH
GENERATIVE ADVERSARIAL NETWORKS
In Chapter 2 and Chapter 3, each time series is represented by its induced GP posterior,
GP(µ,Σ;θ), where µ and Σ are both functions of the time series (xi, ti). The hyperpa-
rameters θ consists of a small number of kernel hyperparameters of the GP prior and the
variance of the independent Gaussian noise, which are trained on and shared with the entire
dataset D = {(xi, ti)}ni=1. Figure 4.1 shows an example where the GP representation fails
to incorporate richer information that can be learned collectively from the entire dataset
because the uncertainty is solely captured by the shared covariance function of the GP prior,
which has limited capacity. Therefore, we would like to develop models to learn complex
temporal patterns from a collection of irregularly-sampled time series data to estimate the
uncertainty more accurately.
Uncertainty of the GP posterior Anticipated estimation of uncertainty
Figure 4.1: Illustration of the problem of modeling time series using the GP representation.
The gray dotted lines in the plots are the training time series. The plot on the left shows the
posterior GP given the five observed samples in a time series. In the region far from the
observations, the posterior GP falls back to its prior, which has a large uncertainty. However,
we expect that uncertainty should be similar to the case on the right after seeing the entire
training dataset.
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Many existing machine learning models require access to a large amount of fully-
observed data. However, it is not always possible to obtain fully-observed data. Missing
data is prevalent in many real-world application domains where different data cases might
have different missing entries and this arbitrary missingness poses a significant challenge for
modeling. When viewing each time series as observations sampled from a continuous latent
function, learning the distribution over these latent functions associated with a collection of
irregularly-observed time series is essentially a missing data problem.
In this chapter, we study the general missing data problem in a simplified setting where
the data are defined on a finite dimensional space. Our goal here is to develop a model for
learning the distribution from incomplete data with arbitrary missing entries.
Formally, following Little and Rubin (2014), the generative process for incompletely
observed data can be described as shown below where x ∈ Rn is a complete data vector and
m ∈ {0, 1}n is a binary mask1 that determines which entries in x to reveal:
x ∼ pθ(x), m ∼ pφ(m|x). (4.1)
Let xobs denote the observed elements of x, and xmis denote the missing elements
according to the mask m. In addition, let θ denote the unknown parameters of the data
distribution, and φ denote the unknown parameters for the mask distribution, which are
usually assumed to be independent of θ. In the standard maximum likelihood setting,
the unknown parameters are estimated by maximizing the following marginal likelihood,
integrating over the unknown missing data values:
p(xobs,m) =
∫
pθ(xobs,xmis)pφ(m|xobs,xmis)dxmis.
1m is often also referred to as the response indicator in the literature, while its complement m¯ is usually
referred to as the missing data indicator.
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Little and Rubin (2014) characterize the missing data mechanism pφ(m|xobs,xmis) in
terms of relationships between the complete data x = [xobs,xmis] and the masks m:
• Missing completely at random (MCAR): pφ(m|x) = pφ(m),
• Missing at random (MAR): pφ(m|x) = pφ(m|xobs),
• Not missing at random (NMAR): m depends on xmis and possibly also xobs.
Most work on incomplete data assumes MCAR or MAR since under these assumptions
p(xobs,m) can be factorized into pθ(xobs)pφ(m|xobs). With such decoupling, the missing
data mechanism can be ignored when learning the data generating model while yielding
correct estimates for θ. When pθ(x) does not admit efficient marginalization over xmis, esti-
mation of θ is usually performed by maximizing a variational lower bound, as shown below,
using the EM algorithm or a more general approach (Little and Rubin, 2014; Ghahramani
and Jordan, 1994):
log pθ(xobs) ≥ Eq(xmis|xobs) [log pθ(xobs,xmis)− log q(xmis|xobs)] . (4.2)
In this chapter, we will introduce a GAN-based framework named MisGAN for learning
high-dimensional data distributions in the presence of incomplete observations. This frame-
work utilizes an auxiliary GAN for learning a mask distribution to model the missingness.
The masks are used to “mask” generated complete data samples by filling the indicated
missing entries with a constant value. The complete data generator is trained so that the
resulting masked data are indistinguishable from real incomplete data that are masked
similarly.
We then provide empirical evidence that MisGAN is able to effectively learn complex,
high-dimensional data distributions from highly incomplete data when the GAN generator
incorporates suitable priors on the data generating process. We further show how the
architecture can be used to generate high-quality imputations.
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Before we introduce MisGAN, we first briefly review the basics of generative adversarial
networks.
4.1 Background: Generative adversarial networks
Generative adversarial networks (GANs) (Goodfellow et al., 2014) provide a powerful
modeling framework for learning distributions. It casts distribution learning into a game
played by two competing networks: a generator G and a discriminator D. The generator
aims at transforming latent codes z sampled from a simple distribution pz such as standard
Gaussian into samples that are indistinguishable from the distribution of the training data
pD. On the other hand, the discriminator aims at distinguishing the generated samples from
the training data. Specifically, GANs are trained by playing the following minimax game:
min
G
max
D
Ex∼pD [logD(x)] + Ez∼pz [log(1−D(G(z)))].
Goodfellow et al. (2014) showed that when G and D have enough of capacity, the
optimal value of the minimax game is attained if and only if pg = pD where pg is the
distribution of G(z) obtained with z ∼ pz. In particular, with the optimal D, optimizing
G is equivalent to minimizing the Jensen-Shannon divergence. In practice, it is trained by
alternating between optimizing the discriminator and the generator. It is also suggested
to train the generator by maximizing Ez∼pz [logD(G(z))] to avoid vanishing gradients as
the discriminator saturates. However, training GAN can still be challenging in practice
(Arjovsky and Bottou, 2017). As a result, many variations of GANs were proposed to
improve GAN training.
The Wasserstein GAN (WGAN) (Arjovsky et al., 2017) is a GAN variation based on
minimizing the Wasserstein distance, which results in the following training procedure:
min
G
max
D∈F
Ex∼pD [D(x)]− Ez∼pz [D(G(z))]
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where F is the space of K-Lipschitz functions. Arjovsky et al. (2017) proposed to clip the
weights of the discriminator D to enforce the Lipschitz constraint. An improved training
procedure for WGAN was subsequently proposed by Gulrajani et al. (2017) to train the
discriminator with an extra gradient penalty term using
min
D
Ex˜∼pg [D(x˜)]− Ex∼pD [D(x)] + λEy[(‖∇yD(y)‖2 − 1)2]
where y = ξx + (1− ξ)x˜ with x˜ ∼ pg, x ∼ pD and ξ ∼ uniform(0, 1).
Training GANs normally requires access to a large collection of fully-observed data.
However, such data are not always possible to obtain. In the next section, we will introduce
an extension of GANs that is capable of learning directly from incomplete data.
4.2 MisGAN: A GAN for missing data
In the missing data problem, we know exactly which entries in each data example
are missing. Therefore, we can represent an incomplete data case as a pair consisting
of a partially-observed data vector x ∈ Rn and a corresponding mask m ∈ {0, 1}n that
indicates which entries in x are observed: xd is observed if md = 1 otherwise xd is missing.
With this representation, an incomplete dataset is denoted D = {(xi,mi)}i=1,...,N (we
assume instances are i.i.d. samples). We choose this representation instead of xobs because
it leads to a cleaner description of the proposed MisGAN framework. It also suggests
how MisGAN can be implemented efficiently in practice as both x and m are fixed-length
vectors. However, any algorithm that computes over this representation must ensure that the
values xd where md = 0 are never used.
We begin by defining a masking operator fτ that fills in missing entries with a constant
value τ as shown below, where m¯ denotes the complement of m and denotes element-wise
multiplication:
fτ (x,m) = xm + τm¯. (4.3)
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z (noise)
Gx
x˜
ε (noise)
Gm
m˜
fτ (x˜, m˜)
m (data) x (data)
fτ (x,m)
Dm
Dx
Figure 4.2: Overall structure of the MisGAN framework
Two key ideas underlie the MisGAN framework. First, in addition to the complete data
generator, we explicitly model the missing data process using a mask generator. Since the
masks in the incomplete dataset are fully observed, we can estimate their distribution using
a standard GAN. Second, we train the complete data generator adversarially by masking
its outputs using generated masks and fτ and comparing to real incomplete data that are
similarly masked by fτ .
Specifically, we use two generator-discriminator pairs (Gm, Dm) and (Gx, Dx) for the
masks and data respectively. In this paper, we focus on the missing completely at random
(MCAR) case, where the two generators are independent of each other and have their own
noise distributions pz and pε. We define the following two loss functions, one for the masks
and the other for the data:
Lm(Dm, Gm) = E(x,m)∼pD [Dm(m)]− Eε∼pε [Dm(Gm(ε))] , (4.4)
Lx(Dx, Gx, Gm) = E(x,m)∼pD [Dx(fτ (x,m))]− Eε∼pεz∼pz [Dx (fτ (Gx(z), Gm(ε)))] . (4.5)
The losses above follow the Wasserstein GAN formulation (Arjovsky et al., 2017), although
the proposed framework is compatible with many GAN variations (Goodfellow et al.,
2014; Berthelot et al., 2017; Gulrajani et al., 2017). We optimize the generators and the
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discriminators according to the following objectives:
min
Gx
max
Dx∈Fx
Lx(Dx, Gx, Gm), (4.6)
min
Gm
max
Dm∈Fm
Lm(Dm, Gm) + αLx(Dx, Gx, Gm), (4.7)
where Fx,Fm are defined such that Dx, Dm are both 1-Lipschitz for Wasserstein GANs (Ar-
jovsky et al., 2017). Practically, we follow the common practice of alternating between a few
steps of optimizing the discriminators and one step of optimizing the generators (Goodfellow
et al., 2014; Arjovsky et al., 2017; Gulrajani et al., 2017). The coefficient α is introduced
when optimizing the mask generator Gm with the aim of minimizing a combination of Lm
and Lx. Although in theory we could choose α = 0 to train Gm and Dm without using
the data, we find that choosing a small value such as α = 0.2 improves performance. This
encourages the generated masks to match the distribution of the real masks and the masked
generated complete samples to match masked real data. The overall structure of MisGAN is
illustrated in Figure 4.2.
Note that the data discriminator Dx takes as input the masked samples as if the data are
fully-observed. This allows us to use any existing architecture designed for complete data to
construct the data discriminator. There is no need to develop customized neural network
modules for dealing with missing data. For example, Dx can be a standard convolutional
network for image applications.
Note that the masks are binary-valued. Since discrete data generating processes have
zero gradient almost everywhere, to carry out gradient-based training for GANs, we relax
the output of the mask generatorGm from {0, 1}n to [0, 1]n. We employ a sigmoid activation
σλ(x) = 1/(1 + exp(−x/λ)) with a low temperature 0 < λ < 1 to encourage saturation
and make the output closer to zero or one.
Finally, we note that the discriminator Dx in MisGAN is unaware of which entries are
missing in the masked input samples, and does not even need to know which value τ is used
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for masking. In the next section, we present a theoretical analysis providing support for the
idea that this type of masking process does not necessarily make it more difficult to recover
the complete data distribution. The experiments provide compelling empirical evidence for
the effectiveness of the proposed framework.
4.3 Theoretical results
In Section 4.2 we described how the discriminator Dx in MisGAN takes as input the
masked samples using (4.3) without knowing what value τ is used or which entries in the
input vector are missing. In this section, we discuss the following two important questions:
1. Does the choice of the filled-in value τ affect the ability to recover the data distribu-
tion?
2. Does information about the location of missing values affect the ability to recover the
data distribution?
We address these questions in a simplified scenario where each dimension of the data
vector takes values from a finite set P . For n-dimensional data, letM = {0, 1}n be the
set of all possible masks and I = Pn be the set of all possible data vectors. Also let DM
and DI be the set of all possible probability distributions onM and I respectively, whose
elements are non-negative and sum to one. We first discuss the case where the filled-in value
τ is chosen from P .
Given τ ∈ P and q ∈ DM, we can construct a left transition matrix Tq,τ ∈ RI×I defined
below where the (t, s) entry specifies the transition probability from a data vector s ∈ I
to an outcome t ∈ I masked by fτ , which involves all possible masks under which s is
converted into t by filling in the indicated missing entries with τ :
Tq,τ (t, s) =
∑
m∈M:fτ (s,m)=t
q(m).
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Let p∗x ∈ DI be the unknown true data distribution we want to estimate. In the
presence of missing data specified by q, the masked samples then follow the distribution
py = Tq,τp
∗
x. Without imposing extra application-specific constraints, MisGAN with a fixed
mask generator can be viewed as solving the linear system py = Tq,τpx, where px ∈ DI is
the unknown data distribution to solve for. Here we assume that py and Tq,τ are given, as
those can be estimated separately from a collection of fully-observed masks and masked
samples.
Note that a transition matrix preserves the sum of the vectors it is applied to since
1>Tq,τ = 1>. For px to be a valid distribution vector, we only need the non-negativity
constraint because any solution px automatically sums to one. That is, estimating the data
generating process in the presence of missing data based on the masking scheme used in
MisGAN is equivalent to solving the linear system
Tq,τpx = py subject to px  0. (4.8)
In Theorem 4.1, we state a key property of the transition matrix Tq,τ that leads to the
answer to our questions. The proof of Theorem 4.1 is in Section 4.7.
Theorem 4.1. Given q ∈ DM, all transition matrices Tq,τ with τ ∈ P have the same null
space.
Theorem 4.1 implies that if the solution to the constrained linear system (4.8) is not
unique for a given τ0 ∈ P , that is, there exists some non-negative px 6= p∗x such that
Tq,τ0px = Tq,τ0p
∗
x, then we must have Tq,τpx = Tq,τp
∗
x for all τ ∈ P . In other words, we
have the following corollary:
Corollary 4.1. Whether the true data distribution is uniquely recoverable is independent of
the choice of the filled-in value τ .
Here we only discuss the case when the probability of observing all features q(1) is zero,
where q(1) denotes the scalar entry of q indexed by 1 ∈M. Otherwise, the linear system
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is uniquely solvable as the transition matrix Tq,τ0 has full rank. With the non-negativity
constraint, it is possible that the solution for the linear system (4.8) is unique when the true
data distribution p∗x is sparse. Specifically, if there exists two indices s1, s2 ∈ I such that
p∗x(s1) = p
∗
x(s2) = 0 and also v(s1) > 0 and v(s2) < 0 for all v ∈ Null(Tq,τ ) \ {0}, then
the solution to (4.8) is unique.
Sparsity of the data distribution is a reasonable assumption in many situations. For
example, natural images are typically considered to lie on a low dimensional manifold,
which means most of the instances in I should have almost zero probability. On the other
hand, when the missing rate is high, that is, if the masks inM that have many zeros are
more probable, the null space of Tq,τ will be larger and therefore it is more likely that the
non-negative solution is not unique. Bruckstein et al. (2008) proposed a sufficient condition
on the sparsity of the non-negative solutions to a general underdetermined linear system that
guarantees unique optimality.
Next we note that in the case of τ ∈ P , an entry with value τ in a masked sample t ∈ I
may come either from an observed entry with value τ in the unmasked sample or from an
unobserved entry through the masking operation in (4.3). One might wonder if this prevents
an algorithm from recovering the true distribution when it is otherwise possible to do so. In
other words, if we take the location of the missing values into account, would that make
the missing data problem less ill-posed? The answer to this question is “no,” as we state in
Corollary 4.2. The proof is in Section 4.8 where we discuss the case of τ /∈ P .
Corollary 4.2. If the linear system Tq,τpx = Tq,τp∗x does not have a unique non-negative
solution, then for this missing data problem, we cannot uniquely recover the true data
distribution even if we take the location of the missing values into account.
Note that the analysis in this section characterizes how difficult the missing data problem
is, which is independent of the choice of the algorithm that solves it. In practice, it is useful
to incorporate application-specific prior knowledge into the model to regularize the problem
when it is ill-posed. For example, for modeling natural images, convolutional networks are
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commonly used to exploit the local structure of the data. In addition, decoder-based deep
generative models such as GANs implicitly enforce some sparsity constraints due to the use
of low dimensional latent codes in the generator, which also helps to regularize the problem.
Finally, the following theorem justifies the training objective (4.6) of MisGAN for the
missing data problem (see Section 4.7 for details).
Theorem 4.2. Given a mask distribution pφ(m), two distributions pθ(x) and pθ′(x) induce
the same distribution for fτ (x,m) if and only if they have the same marginals pθ(xobs|m) =
pθ′(xobs|m) for all masks m with pφ(m) > 0.2
4.4 Missing data imputation
Missing data imputation is an important task when dealing with incomplete data. In
this section, we show how to impute missing data according to p(xmis|xobs) by equipping
MisGAN with an imputer Gi accompanied by a corresponding discriminator Di. The
imputer is a function of the incomplete example (x,m) and a random vector ω drawn from
a noise distribution pω. It outputs the completed sample with the observed part in x kept
intact. To train the imputer-equipped MisGAN, we define the loss for the imputer in addition
to (4.4) and (4.5):
Li(Di, Gi, Gx) = Ez∼pz [Di(Gx(z))]− E(x,m)∼pD,ω∼pω [Di(Gi(x,m,ω))] .
We jointly learn the data generating process and the imputer according to the following
objectives:
2pθ(xobs|m) is technically equivalent to pθ(xobs) as the random variable xobs = {xd : md = 1} is defined
with a known mask m.
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z (noise)
Gx
x˜
ε (noise)
Gm
m˜
fτ (x˜, m˜)
Di Gi
x̂
m (data) x (data) ω (noise)
fτ (x,m)
Dm
Dx
Figure 4.3: Architecture for MisGAN imputation. The complete data generator Gx and the
imputer Gi can be trained jointly with all the components. We can also independently train
the imputer Gi without the faded parts if the data generator Gx has been pre-trained.
min
Gi
max
Di∈Fi
Li(Di, Gi, Gx), (4.9)
min
Gx
max
Dx∈Fx
Lx(Dx, Gx, Gm) + βLi(Di, Gi, Gx), (4.10)
min
Gm
max
Dm∈Fm
Lm(Dm, Gm) + αLx(Dx, Gx, Gm),
where we use β = 0.1 in the experiments when optimizing Gx. This encourages the
generated complete data to match the distribution of the imputed real data in addition to
having the masked generated data match the masked real data. The overall structure for
MisGAN imputation is illustrated in Figure 4.3.
We can also train a stand-alone imputer using only (4.9) with a pre-trained data generator
Gx. The architecture is as shown in Figure 4.3 with the faded parts removed. Moreover,
it is also possible to train the imputer to target a different missing distribution pm with a
pre-trained data generator Gx alone without access to the original (incomplete) training data:
min
Gi
max
Di∈Fi
Ez∼pz [Di(Gx(z))]− Em∼pm,z∼pz ,ω∼pω [Di(Gi(Gx(z),m,ω))] . (4.11)
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We construct the imputerGi(x,m,ω) as shown below, where Ĝi, which can be implemented
by a deep neural network, generates an imputed output of the same dimensionality as its
input, xm + ω  m¯:
Gi(x,m,ω) = xm + Ĝi(xm + ω  m¯) m¯. (4.12)
The masking outside of Ĝi ensures that the observed part of x stays the same in the output
of the imputer Gi. Similar masking the input of Ĝi, x m + ω  m¯, ensures that the
amount of noise injected into Ĝi scales with the number of missing dimensions. This is
intuitive in the sense that when a data case is almost fully-observed, we expect less variety
in p(xmis|xobs) and vice versa. Note that the noise ω has the same dimensionality as x.
4.5 Experiments
In this section, we first assess various properties of MisGAN on the MNIST dataset:
we demonstrate qualitatively how MisGAN behaves under different missing patterns and
different architectures. We then conduct an ablation study to justify the construction of
MisGAN. Finally, we compare MisGAN with various baseline methods on the missing data
imputation task using three datasets and several MCAR missing data mechanisms.
Data: We evaluate MisGAN on three datasets: MNIST, CIFAR-10 and CelebA. MNIST
is a dataset of handwritten digits images of size 28×28 (LeCun et al., 1998). We use
the provided 60,000 training examples for the experiments. CIFAR-10 is a dataset of
32×32 color images from 10 classes (Krizhevsky, 2009). Similarly, we use 50,000 training
examples for the experiments. CelebA is a large-scale face attributes dataset (Liu et al.,
2015) that contains 202,599 face images. We use the provided aligned and cropped images
and resize them to 64×64. For all three datasets, the range of pixel values of each image is
rescaled to [0, 1].
Missing data: We consider three types of MCAR missing data distribution:
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i) Square observation: all pixels are missing except for a square of a given size s× s
occurring at a random location in the image.
ii) Dropout: each pixel is independently missing according to a Bernoulli distribution
with a given missing probability p.
iii) Variable-size rectangular observation: all pixels are missing except for a rectangular
observed region. The width and height of the rectangle are independently drawn
from 25% to 75% of the image length uniformly at random, which results in a 75%
missing rate on average. In this missing data distribution, each example may have a
different number of missing pixels. The highest per-example missing data rate under
this mechanism is 93.75%.
Evaluation metric: We use the Fre´chet Inception Distance (FID) (Heusel et al., 2017)
to evaluate the quality of the learned generative model. The FID is a metric that calculates
the distance between the distribution induced by two sets of images. Specifically, for each
set of images, we can fit a Gaussian using the image features extracted by the pretrained
Inception model (Szegedy et al., 2016). With the two fitted Gaussians, denoted N (µ1,Σ1)
and N (µ2,Σ2), the FID is defined by the 2-Wasserstein distance between them:
W2
(N (µ1,Σ1),N (µ2,Σ2))2 = ‖µ1 − µ2‖2 + tr(Σ1 + Σ2 − 2(Σ1Σ2)1/2).
For MNIST, instead of the Inception network trained on ImageNet (Salimans et al., 2016),
we use a basic LeNet model 3 trained on the complete MNIST training set, and then take
the 50-dimensional output from the second-to-last fully-connected layer as the features to
compute the FID. For CIFAR-10 and CelebA, we follow the procedure described in Heusel
et al. (2017) to compute the FID using the pretrained Inception-v3 model. When evaluating
3https://github.com/pytorch/examples/tree/master/mnist
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generative models using the FID, we use the same number of generated samples as the size
of the training set.
4.5.1 Empirical study of MisGAN on MNIST
In this section, we study various properties of MisGAN using the MNIST dataset.
Architectures: We consider two kinds of architecture for MisGAN: convolutional
networks and fully connected networks. For a convolutional network, we follow the DC-
GAN (Radford et al., 2016) architecture, which uses a deconvolutional generator and
convolutional discriminator to exploit the local structures of images. We call this model
Conv-MisGAN.
To demonstrate the performance of MisGAN in the absence of the implicit structural
regularization provided by the use of a convolutional network, we construct another MisGAN
with only fully-connected layers for both the generators and the discriminators, which we
call FC-MisGAN.
In the experiments, both Conv-MisGAN and FC-MisGAN are trained using the im-
proved procedure for the Wasserstein GAN with gradient penalty (Gulrajani et al., 2017).
Throughout we use τ = 0 for the masking operator and the temperature λ = 0.66 for the
mask activation σλ(x) described in Section 4.2.
Baseline: We compare MisGAN to a baseline model that is capable of learning from
large-scale incomplete data: the generative convolutional arithmetic circuit (ConvAC) (Sharir
et al., 2016). ConvAC is an expressive mixture model similar to sum-product networks
(Poon and Domingos, 2011) with a compositional structure similar to deep convolutional
networks. Most importantly, ConvAC admits tractable marginalization due to the product
form of the base distributions for the mixtures, which makes it readily capable of learning
with missing data.
Results: Figures 4.4 and 4.5 show the generated data samples as well as the learned
mask samples produced by Conv-MisGAN and FC-MisGAN under the square observation
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13×13 (80% missing) 9×9 (90% missing) 80% dropout 90% dropout
Figure 4.4: Conv-MisGAN results under different missing data processes. Top: training
samples where gray pixels indicate missing data. Middle: data samples generated by Gx.
Bottom: mask samples generated by Gm.
13×13 (80% missing) 9×9 (90% missing) 80% dropout 90% dropout
Figure 4.5: Data and mask samples generated by FC-MisGAN. Top: training samples where
gray pixels indicate missing data. Middle: data samples generated by Gx. Bottom: mask
samples generated by Gm.
Figure 4.6: Data and mask samples generated by Conv-MisGAN. Left: training samples
with variable-size rectangular observations where gray pixels indicate missing data. Middle:
data samples generated by Gx. Right: mask samples generated by Gm.
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Figure 4.7: Missing rate versus FID (The lower the better) with different missing data
processes.
and independent dropout missing mechanisms. From these results, we can see that Conv-
MisGAN produces visually better samples than FC-MisGAN on this problem. On the other
hand, under the same missing rate, independent dropout leads to worse samples than square
observations.
We quantitatively evaluate Conv-MisGAN, FC-MisGAN and ConvAC under two missing
patterns with missing rates from 10% to 90% with a step of 10%. Figure 4.7 shows that
MisGAN in general outperforms ConvAC as ConvAC tends to generate samples with
aliasing artifacts. It also shows that in the square observation case, Conv-MisGAN and
FC-MisGAN have similar performance in terms of their FIDs. However, under independent
dropout, the performance of FC-MisGAN degrades significantly as the missing rate increases
compared to Conv-MisGAN. This is because independent dropout with high missing rate
makes the problem more challenging as it induces less overlapping co-occurrence among
pixels, which degrades the signal for understanding the overall structure.
This is illustrated in Figure 4.8 where the observed pattern comes from one of four
equally probable 14×14 square quadrants with no overlap. Clearly this missing data problem
is ill-posed and we could never uniquely determine the correlation between pixels across
different quadrants without additional assumptions. The samples generated by the FC-
MisGAN produce obvious discontinuity across the boundary of the quadrants as it does not
rely on any prior knowledge about how pixels are correlated. The discontinuity artifact is less
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incomplete training data FC-MisGAN (FID: 20.6) Conv-MisGAN (FID: 10.8)
Figure 4.8: Data samples generated by MisGAN when trained on missing data distributions
with non-overlapping samples (square quadrants).
severe with Conv-MisGAN since the convolutional layers encourage local smoothness. This
shows the importance of incorporating prior knowledge into the model when the problem is
highly ill-posed.
Ablation study: We point out that the mask discriminator in MisGAN is important for
learning the correct distribution robustly. Here we compare MisGAN to a similar model,
AmbientGAN (Bora et al., 2018). AmbientGAN modifies the discriminator of a GAN
to distinguish corrupted real samples from corrupted generated samples under a range of
corruption processes (or measurement processes). For images, examples of the measurement
processes include random dropout, blur, block-patch, and so on. Missing data can be seen as
a special type of corruption, except that we have access to the missing pattern in addition to
the corrupted measurements. Moreover, AmbientGAN assumes the measurement process is
known or parameterized only by a few parameters, which is not the case in general missing
data problems. In particular, AmbientGAN is essentially equivalent to a MisGAN without
the mask discriminator.
Figure 4.9 shows two common failure scenarios that frequently happen with an Am-
bientGAN when trained with incomplete data. The left case of Figure 4.9 shows a case
where AmbientGAN learns a mask distribution that is completely wrong. Since we use
fτ=0(x,m) = xm, it makes the role of x and m interchangeable when considering only
the masked outputs. Even if we rescale the range of pixel values from [0, 1] to [−1, 1] to
avoid this situation, AmbientGAN still fails often as shown in the right case of Figure 4.9.
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Figure 4.9: Two failure cases of AmbientGAN. In each pair, data samples produced by Gx
are on the left, mask samples from Gm are on the right. In the right panels, the range of
pixel values is rescaled to [−1, 1] so gray pixels correspond to τ = 0. It learns the masks
with all ones.
Figure 4.10: Inside of each red box are the observed pixels; the pixels outside of the box
are generated by the imputer. Right: each row corresponds to the same incomplete input,
marked by the red box.
In contrast, MisGAN avoids learning such degenerate solutions due to explicitly modeling
the mask distribution.
Missing data imputation: We construct the imputer network Ĝi defined in (4.12) using
a three-layer fully-connected network with 500 hidden units in the middle layers. Figure 4.10
(left) shows the imputation results on different examples applying novel masks randomly
drawn according to the same distribution. Figure 4.10 (right) shows the imputation results
where each row corresponds to the same incomplete input. It demonstrates that the imputer
can produce a variety of different imputed results due to the random noise input to the
imputer. We also note that if we modify (4.11) to train the imputer together with the data
generator from scratch without the mask generator/discriminator, it fails most of the time
for a similar reason to why AmbientGAN fails. The learning problem is highly ill-posed
without the agreement on the mask distribution.
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4.5.2 Quantitative evaluation
In this section, we quantitatively evaluate the performance of MisGAN on three datasets:
MNIST, CIFAR-10, and CelebA. We focus on evaluating MisGAN on the missing data
imputation task as it is widely studied and many baseline methods are available.
Baselines: We compare the MisGAN imputer to a range of baseline methods including
zero/mean imputation, matrix factorization, and the recently proposed Generative Adver-
sarial Imputation Network (GAIN) (Yoon et al., 2018). GAIN is an imputation model that
employs an imputer network to complete the missing data. It is trained adversarially with a
discriminator that determines which entries in the completed data were actually observed
and which were imputed. It has been shown to outperform many state-of-the-art imputation
methods.
Evaluation of imputation: We impute all of the incomplete examples in the training
set and use the FID between the imputed data and the original fully-observed data as the
evaluation metric.4
Architecture: We use convolutional generators and discriminators for MisGAN for all
experiments in this section. For MNIST, we use the same fully-connected imputer network
as described in the previous section; for CIFAR-10 and CelebA, we use a five-layer U-Net
architecture (Ronneberger et al., 2015) for the imputer network Ĝi in MisGAN.
Results: We compare all the methods under two missing patterns, square observation
and independent dropout, with missing rates from 10% to 90%. Figure 4.11 shows that
MisGAN consistently outperforms other methods in all cases, especially under high missing
rates. In our experiments, we found GAIN training to be quite unstable for block missingness.
We also observed that there is a “sweet spot” for the number of training epochs when training
GAIN. If trained longer, the imputation behavior will gradually become similar to constant
4See Section 4.9 for a discussion of why we favor this metric over evaluating metrics like RMSE between
the imputed missing values and the ground truth.
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Figure 4.11: Comparison of FID across different missing rates.
imputation. On the other hand, we find that training MisGAN is more stable than training
GAIN across all scenarios in the experiments.
4.6 Discussion and future work
In this chapter, we have described and evaluated a highly flexible framework for learning
standard GAN data generators in the presence of missing data. Although we only focus on
the MCAR case in this work, MisGAN can be easily extended to cases where the output
of the data generator is provided to the mask generator. In theory, these modifications can
represent both MAR and NMAR mechanisms. The question of learnability requires further
investigation as the analysis in Section 4.3 no longer holds due to dependence between
the transition matrix and the data distribution under MAR and NMAR. In preliminary
experiments with NMAR mechanisms, MisGAN has shown similar results to the MCAR
case. This suggests that the extra dependencies may not adversely affect learnability in the
NMAR case. We leave the formal evaluation of this modified framework for future work.
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4.7 Proof of Theorem 4.1 and Theorem 4.2
Let P be the finite set of feature values. For the n-dimensional case, letM = {0, 1}n
be the set of masks and I = Pn be the set of all possible feature vectors. Also let DM be
the set of probability distributions onM, which implies m  0 and∑v∈Im(v) = 1 for
all m ∈M, where m(v) denotes the entry of m indexed by v.
Given τ ∈ P and q ∈ DM, define the transformation
Tq,τ : RI → RI
x 7→ y = Tq,τx
by
y(v) = (Tq,τx)(v) =
∑
m∈M
∑
u∈I
q(m)x(u)1{um + τm¯ = v}, for all v ∈ I (4.13)
where  is the entry-wise multiplication and 1{·} is the indicator function.
Given m ∈M, define an equivalent relation ∼m on I by v ∼m u iff v m = um,
and denote by [v]m the equivalence class containing v.
Given q ∈ DM, let Sq ⊂M be the support of q, that is,
Sq = {m ∈M : q(m) > 0}.
Given τ ∈ P and v ∈ I , letMτ,v denote the set of masks consistent with v in the sense
that q(m) > 0 and v  m¯ = τm¯, that is,
Mτ,v = {m ∈ Sq : v  m¯ = τm¯}.
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Proposition 4.1. For any q ∈ DM and x ∈ RI , the collection of marginals
{x([v]m) : v ∈ I,m ∈ Sq}
determines Tq,τx for all τ ∈ P where x([v]m) :=
∑
u∈[v]m x(u).
Proof. This is clear from the following equation
Tq,τx(v) =
∑
m∈Mτ,v
q(m)x([v]m), (4.14)
which can be obtained from (4.13) as follows,
Tq,τx(v) =
∑
m∈Sq
∑
u∈I
q(m)x(u)1{um = v m}1{τm¯ = v  m¯}
=
∑
m∈Sq
q(m)1{τm¯ = v  m¯}
∑
u∈I
x(u)1{um = v m}
=
∑
m∈Sq
q(m)1{τm¯ = v  m¯}x([v]m)
=
∑
m∈Mτ,v
q(m)x([v]m).
Proposition 4.2. For any τ ∈ P , q ∈ DM and x ∈ RI , the vector Tq,τx determines the
collection of marginals {x([v]m) : v ∈ I,m ∈ Sq}.
Proof. Fix τ ∈ P , q ∈ DM and x ∈ RI . Since v m + τm¯ ∈ [v]m, it suffices to show
that we can solve for x([v]m) in terms of Tq,τx for m ∈ Mτ,v 6= ∅. We use induction on
the size ofMτ,v.
First consider the base case |Mτ,v| = 1. Consider v0 ∈ I withMτ,v0 = {m0}. By
(4.14),
Tq,τx(v0) = q(m0)x([v0]m0).
Hence x([v0]m0) = Tq,τx(v0)/q(m0), which proves the base case.
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Now assume we can solve for x([v]m) in terms of Tq,τx for m ∈ Sq and v ∈ I with
|Mτ,v| ≤ k. Consider v0 ∈ I with |Mτ,v0| = k + 1; if no such v0 exists, the conclusion
holds trivially. LetMτ,v0 = {m0,m1, . . . ,mk}. We need to show that Tq,τx determines
x([v0]m`) for ` = 0, 1, . . . , k. By (4.14) again,
Tq,τx(v0) =
k∑
`=0
q(m`)x([v0]m`). (4.15)
Let m =
∧k
`=0 m`, which may or may not belong to Sq. Note that
x([v0]m) =
∑
v∈[v0]m∨m¯`
x([v]m`) = x([v0]m`) +
∑
v∈[v0]m∨m¯`\{v0}
x([v]m`),
and hence
x([v0]m`) = x([v0]m)−
∑
v∈[v0]m∨m¯`\{v0}
x([v]m`). (4.16)
Plugging (4.16) into (4.15) yields
x([v0]m) =
1∑k
`′=0 q(m`′)
Tq,τx(v0) + k∑
`=0
q(m`)
∑
v∈[v0]m∨m¯`\{v0}
x([v]m`)
 . (4.17)
Note thatMτ,v ⊂Mτ,v0 \{m`} for v ∈ [v0]m∨m¯` \{v0}, so |Mτ,v| ≤ k. By the induction
hypothesis, x([v]m`) is determined by Tq,τx. It follows from (4.17) and (4.16) that x([v0]m)
and x([v0]m`) are also determined by Tq,τx. This completes the induction step.
Theorem 4.1 is a direct consequence of Proposition 4.1 and Proposition 4.2 as the
collection of marginals {x([v]m) : v ∈ I,m ∈ Sq} is independent of τ . Therefore, if
x1,x2 ∈ RI satisfy Tq,τ0x1 = Tq,τ0x2 for some τ0 ∈ P , then Tq,τx1 = Tq,τx2 for all τ ∈ P .
Theorem 4.1 is a special case when x1 = 0.
Moreover, Proposition 4.2 also shows that MisGAN overall learns the distribution
p(xobs,m), as x([v]m) is equivalent to p(xobs|m) and Tq,τx is essentially the distribution
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of fτ (x,m) under the optimally learned missingness q = p(m). Theorem 4.2 basically
restates Proposition 4.1 and Proposition 4.2. This is also true when τ /∈ P according to
Section 4.8.
4.8 Proof of Corollary 4.2
Corollary 4.2 can be shown by augmenting the set of feature values by P ′ = P ∪ {ψ}
with a novel symbol ψ /∈ P . If we choose τ = ψ for the masking operator, whenever we
spot a ψ in a masked sample, we know that it corresponds to a missing entry. We can also
construct the corresponding transition matrix T ′q,ψ ∈ RI′×I′ where I ′ = (P ′)n given the
mask distribution q ∈ DM before. In this setting, the generative model for missing data is
equivalent to solving the linear system Tq,ψp′x = Tq,ψp
∗
x
′ so that p′x ∈ RI′ is non-negative
and p′x(s) = 0 for all s ∈ I ′ \ I, where the true distribution p∗x′ is given by p∗x′(s) = p∗x(s)
for all s ∈ I and zeros elsewhere. Theorem 4.1 implies that if the solution to original
problem (4.8) is not unique, the non-negative solution to the augmented linear system with
the extra constraint on I ′ \ I with τ = ψ is not unique either.
4.9 Evaluation of imputation using root mean square error
Root mean square error (RMSE) is a commonly used metric for evaluating the per-
formance of missing data imputation, which computes the RMSE of the imputed missing
values against the ground truth. However, in a complex system, the conditional distribution
p(xmis|xobs) is likely to be highly multimodal. It’s not guaranteed that the ground truth of
the missing values in the incomplete dataset created under the missing completely at random
(MCAR) assumption correspond to the global mode of p(xmis|xobs). A good imputation
model might produce samples from p(xmis|xobs) associated with a higher density than the
ground truth (or from other modes that are similarly probable). In this case, it will lead
to a large error in terms of metrics like RMSE as multiple modes might be far away from
each other in a complex distribution. Therefore, we instead compute the FID between the
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Figure 4.12: Comparison of evaluating imputation using FID and RMSE (both the lower
the better) on the MNIST dataset with block observation missingness. The rankings of the
imputation methods are not consistent across the two metrics under most of the assessed
missing rates.
distribution of the completed data and the distribution of the originally fully-observed data
as our evaluation metric. This provides a practical way to assess how close a model imputes
according to p(xmis|xobs) by comparing two groups of samples collectively.
As a concrete example, Figure 4.12 compares the two evaluation metrics on MNIST,
our distribution-based FID and the ground truth-based RMSE. It shows that the rankings
on most of the missing rates are not consistent across the two metrics. In particular, under
90% missing rate, MisGAN is worse than GAIN and matrix factorization in terms of RMSE,
but significantly better in terms of FID. Figure 4.13 plots the imputation results of the three
methods mentioned above. We can clearly see that MisGAN produces the best completion
even though its RMSE is much higher than the other two. It’s not surprising as the mean
of p(xmis|xobs) minimizes the squared error in expectation, even if the mean might have
low density. This probably explains why the blurry completion results produced by matrix
factorization achieve the lowest RMSE.
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Ground truth samples MisGAN (RMSE: 0.3214)
GAIN (RMSE: 0.2953) Matrix factorization (RMSE: 0.2686)
Figure 4.13: Imputation results by MisGAN, GAIN and matrix factorization along with the
corresponding RMSE with block observation missingness under 90% missing rate. Inside
of each red box are the observed pixels; the pixels outside of the box are generated by the
imputation methods.
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CHAPTER 5
AN ENCODER-DECODER FRAMEWORK FOR
IRREGULARLY-SAMPLED TIME SERIES
Modeling irregularly-sampled time series can be viewed as a missing data problem: ob-
servations of each time series are sampled from a latent temporal process whose distribution
is what we want to learn. In the previous chapter, we study a particular generative model,
MisGAN, for learning from general incomplete data defined on a finite dimensional space.
Although we have shown that MisGAN is able to effectively learn the distribution in the
presence of missing data, it is restricted to the scenario that data lie on a finite dimensional
space and cannot be applied to continuous time series for the following reason.
As described in Section 4.2, incomplete data are described using the mask representation
as a pair of partially-specified data x ∈ Rn and a corresponding mask m ∈ {0, 1}n that
indicates which entries in x are observed. However, for continuous time series defined
over a time interval [0, T ], it is impossible to enumerate all possible time values in the
continuous interval [0, T ] to form either x or m. For the same reason, the MisGAN imputer,
xm + Ĝi(xm + ω  m¯) m¯, also cannot be used for continuous time series as it
requires drawing random noise ω that has the same dimensionality as x and m.
In this chapter, we address this issue by describing an alternative index representation for
incomplete data in Section 5.1 that can be naturally applied to irregularly-sampled time series.
Following the same missing data formulation used in Chapter 4, we propose an encoder-
decoder framework for modeling general incomplete data including irregularly-sampled
time series in Section 5.2.1. This framework unifies a number of previous approaches to
modeling incomplete data based on variational autoencoders, including Ma et al. (2018,
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2019); Garnelo et al. (2018a,b); Mattei and Frellsen (2019), that we will later describe in
Section 5.2.2. We also propose an improved MisGAN model called P-BiGAN for training
this framework in Section 5.2.3. In Section 5.3, we introduce a special encoder and decoder
architecture for handling irregularly-sampled time series to efficiently interface with standard
neural network architectures. Finally in Section 5.5, we demonstrate that this framework is
able to achieve competitive or better classification results on irregularly-sampled multivariate
time series classification tasks compared to recent time series models including GRU-D (Che
et al., 2018) and latent ODE models (Rubanova et al., 2019), while offering significantly
faster training times.
We begin by introducing the index representation for incomplete data in the next section,
which we will later use to model continuous time series.
5.1 Index representation for incomplete data
Suppose we have data defined over an index set I . We can represent a complete data case
as a function f : I → R such that the value of the element associated with an index t ∈ I
is f(t). We use RI to denote the space of complete data. For example, for images of size
h× w, an element of the index set t ∈ I corresponds to the coordinates of a pixel and f(t)
is the corresponding pixel value. The index set I in this case is the collection of all possible
coordinates, {1, . . . , h} × {1, . . . , w}. For time series defined within an interval [0, T ], an
index is a timestamp of an observation and the index set I is the continuous interval [0, T ].
In the incomplete data setting, we do not observe the entire f . Instead we have access
to a set of values x of f associated with a set of indices t, a subset of I. Following
Little and Rubin (2014), the generative process for an incomplete data case in a dataset
D = {(xi, ti)}ni=1 can be decomposed into three steps:
i) Sampling a complete data fi from a distribution pF(f) over RI .
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ii) Sampling a set of indices ti = [tij]
|ti|
j=1 from a distribution pI(t|fi) over the power set
2I conditioned on the sampled fi.1
iii) Retaining the values of fi at the sampled indices tij to form a set of corresponding
observed values xi = [f(tij)]
|ti|
j=1.
We use the notation (x, t) to describe an incomplete data case {(f(ti), ti)}|t|i=1. We
note that this representation is permutation invariant, that is, the incomplete data (x, t)
is equivalent to ([xpi(i)]
|t|
i=1, [tpi(i)]
|t|
i=1) for any permutation pi of {1, . . . , |t|}. We will later
discuss why this property is important for constructing the encoder in Section 5.2.1.
The goal of this work is to model the complete data distribution pF given only the
incomplete observations contained in the dataset D. We do not focus on learning the
distribution pI as this distribution is typically not the primary concern in the applications we
focus on. For simplicity, we make the further assumption that f and t are independent, that
is, the generative process of an incomplete case (x, t) is:
f ∼ pF(f), t ∼ pI(t), x = [f(ti)]|t|i=1. (5.1)
In Chapter 6 we will discuss the dependent case. In the next section, we develop this
framework in the case of finite index sets. In Section 5.3 we develop the framework for the
case with continuous index.
5.2 Incomplete data with a finite index set
In this section, we focus on the case where the index set I is finite. We describe models
based on VAEs and GANs.
1We will suppress the data case index for brevity going forward when it is clear that we are describing a
single data case.
85
5.2.1 Encoder-decoder framework
In this work, we employ a general encoder-decoder framework for modeling incomplete
data. For the decoder, we model the distribution of the complete data pF(f) as a two-step
procedure:
z ∼ pz(z), f = gθ(z). (5.2)
First we draw a latent code z from a simple distribution pz(z) such as a standard Gaussian.
We then transform z into a complete sample f ∈ RI through a deterministic function gθ(z).
The encoder aims to model the posterior distribution of the latent code associated with an
incomplete example (x, t), denoted qφ(z|x, t). Since the representation of incomplete data
is permutation invariant as noted earlier, the encoder should also be permutation invariant
(Zaheer et al., 2017). Below we define such a function m(x, t) that provides a simple
construction of the encoder.
Definition 5.1. The masking function m(x, t) maps an incomplete data case (x, t) to a
masked form in RI with all missing entries replaced by zero. Specifically, let v = m(x, t)
then each entry of v has the form vt =
∑|t|
i=1 xi1{ti = t} for all t ∈ I.
The masking function serves as an interface that transforms an incomplete data case
(x, t) with arbitrary size to the masked form m(x, t) of fixed dimension in RI .
We can construct the encoder distribution to have the form of qφ(z|m(x, t)), where
the distribution is only parameterized by the fixed-dimensional masked data m(x, t). For
example, we can use a Gaussian encoder, qφ(z|x, t) = N (z|µφ(v),Σφ(v)) where v =
m(x, t), with its mean µφ and diagonal covariance Σφ constructed using neural networks.
Note that in the presence of missing data, we cannot use a deterministic encoder as in
standard autoencoders for complete data, because different incomplete samples may carry
very different levels of uncertainty as shown in Figure 5.1. In other words, there could be
many different latent codes z that can be decoded into complete samples consistent with the
partially observed part of the data.
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 Figure 5.1: At the top we plot the 2D latent codes drawn from the encoder qφ(z|x, t) with
three different incomplete MNIST examples. At the bottom, each row corresponds to one of
the three examples we encode. All three cases come from the same MNIST image as the
leftmost image in each row except we observe different rectangular regions on the image.
The resulting incomplete images are shown as the second image in each row where the gray
pixels corresponds to the missing entries. The ten images on the right are decoded from the
random samples drawn from the encoder qφ(z|x, t). The pixels inside of each red box on
those sampled images are the observed pixels and those outside are generated by the model
described in Section 5.5.1. Note that the blurry completion is due to the insufficient capacity
of 2D latent codes. The latent space plot shows that the second case (red) has relatively
low uncertainty. In contrast, the third case (green) has high uncertainty whose encoded
distribution looks similar to the Gaussian prior pz(z).
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In what follows we will describe two training strategies for learning the encoder and
decoder in this framework.
5.2.2 Partial variational autoencoder
To train the framework using maximum likelihood, we construct a proper density model
by adding i.i.d. noise to each component of gθ(z, ti) for all ti ∈ t, where gθ(z, ti) denotes
f(ti) with f = gθ(z). For example, for real-valued data, p(xi|gθ(z, ti)), denoted pθ(xi|z, ti),
could be Gaussian N (xi|f(ti), σ2) with a pre-defined variance σ2. As a result, the joint
distribution of the observed data is
p(x, t) =
∫
p(z)pI(t)
|t|∏
i=1
pθ(xi|z, ti)dz.
Since the marginal is intractable, we instead maximize the variational lower bound of
log p(x, t) given by
∫
qφ(z|x, t) log pz(z)pI(t)
∏|t|
i=1 pθ(xi|z, ti)
qφ(z|x, t) dz.
To learn the distribution of the data that is parameterized by gθ(z), we only need to
optimize the parameters of pθ(x|z, t) and qφ(z|x, t), denoted by θ and φ respectively. Due
to the independence between t and z, when taking the derivative with respect to θ and φ, the
term pI(t) will no longer be involved, which gives us
∇φ,θE(x,t)∼pDEz∼qφ(z|x,t)
[
log
pz(z)
∏|t|
i=1 pθ(xi|z, ti)
qφ(z|x, t)
]
, (5.3)
where pD denotes the empirical distribution of the training dataset D. Optimizing the model
with this gradient is equivalent to maximizing the variational lower bound of the conditional
log-likelihood in the first place as the objective below:
E(x,t)∼pDEz∼qφ(z|x,t)
[
log
pz(z)
∏|t|
i=1 pθ(xi|z, ti)
qφ(z|x, t)
]
. (5.4)
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Figure 5.2: The structure of P-VAE. qφ is the encoder and gθ is the decoder.
This objective has been previously introduced as the Partial Variational Autoencoder (Ma
et al., 2018, 2019), which we will refer to as P-VAE. Neural processes (Garnelo et al.,
2018a,b) and MIWAE (Mattei and Frellsen, 2019) also provide similar constructions. How-
ever, all of these previous approaches are introduced as optimizing a conditional objective
while here we come from the complete generative process that includes the point process pI .
Similar to VAEs, we can use reparameterizable distributions for the encoder qφ(z|x, t),
such as Gaussians as we described in Section 5.2.1. There are various techniques to
construct more expressive encoders that can also be used in our case. For example, we can
use normalizing flows (Rezende and Mohamed, 2015) to transform the initial sample of
qφ(z|x, t) through a sequence of deterministic invertible functions h1, . . . , hT :
z0 ∼ qφ(z|x, t), zt = ht(zt−1), for t = 1, . . . , T .
The density of the transformed variable zT required in the variational bound (5.4) can be
computed analytically by
log q(zT |x, t) = log qφ(z0|x, t)−
T∑
t=1
log
∣∣∣∣det( ∂zt∂zt−1
)∣∣∣∣ . (5.5)
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Inverse autoregressive flows (Kingma et al., 2016) provide a parallelizable transformation
function ht for normalizing flows that admit efficient computation of the log-determinant
terms in (5.5).
An alternative strategy is to use semi-implicit variational inference (Yin and Zhou, 2018)
to construct flexible encoders by
z ∼ q(z|hφ(ψ)), ψ ∼ qφ(ψ|x, t)
where q(z|hφ(ψ)) is a simple density model such as N (z|hφ(ψ), σ2I) and hφ is a determin-
istic transformation. The density of z below can be efficiently computed by sampling:
q(z|x, t) = Eψ∼qφ(ψ|x,t)
[
q(z|hφ(ψ))
]
.
Moreover, the objective (5.4) can be extended to importance weighted autoencoders
(Burda et al., 2016; Mattei and Frellsen, 2019) to optimize a tighter variational bound as the
follows:
E(x,t)∼pD Ez1,...,zk∼qφ(z|x,t)
[
log
1
k
k∑
j=1
pz(zj)
∏|t|
i=1 pθ(xi|zj, ti)
qφ(zj|x, t)
]
.
5.2.3 Partial bidirectional GAN
Unlike P-VAE, which requires specifying an explicit density model, we can instead
consider learning the distribution pF(f) parameterized by (5.2) implicitly based on genera-
tive adversarial networks (GANs) (Goodfellow et al., 2014). Inspired by the Bidirectional
GAN (BiGAN) (Donahue et al., 2017; Dumoulin et al., 2017), we propose a model that
improves on MisGAN for modeling incomplete data. We call the proposed approach the
Partial Bidirectional GAN (P-BiGAN).
P-BiGAN follows the encoder-decoder framework described in Section 5.2.1. Given an
incomplete dataset D = {(xi, ti)}ni=1, P-BiGAN aims to match the joint distribution of the
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incomplete data (x, t) sampled from D and the corresponding code z drawn from pφ(z|x, t)
to the joint distribution of generated masked outputs (gθ(z′, t′), t′) where z′ is a random
latent code drawn from the prior pz(z′) and t′ is a random index set separately sampled from
D. Note that gθ(z, t) is the shorthand notation for [gθ(z, ti)]|t|i=1.
Specifically, P-BiGAN tries to solve the following minimax optimization problem:
min
θ,φ
max
D
L(D, θ, φ) (5.6)
where
L(D, θ, φ) = E(x,t)∼pDEz∼pφ(z|x,t) [logD(x, t, z)]
+ Ez∼pz(z)E(x,t)∼pD [log(1−D(gθ(z, t), t, z))] .
The encoder of P-BiGAN can be constructed more flexibly than P-VAE as we don’t
need to evaluate the density of the drawn samples. For example, we can construct a flexible
distribution using the generative process shown below where the encoded samples are first
drawn from a parameterized Gaussian followed by a deterministic transformation gφ.
v = m(x, t), u ∼ N (µφ(v),Σφ(v)), z = gφ(u)
The discriminator of P-BiGAN also takes as input a collection of incomplete data.
We follow MisGAN to construct this part of the discriminator as a function of m(x, t),
which is similar to the structure we use for the encoder qφ(z|x, t). This can be justified by
Corollary 5.1 below, under the independence assumption described in Section 5.1. Therefore,
the overall discriminator is in the form of D(m(x, t), z), which can also be parameterized
by neural networks.
Corollary 5.1. (Adapted from Theorem 4.2) Given a distribution pI(t), two distributions
pθ(f) and pθ′(f) induce the same distribution of m(x, t) if and only if they have the same
marginals pθ(x|t) = pθ′(x|t) for all t with pI(t) > 0.
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Moreover, following Donahue et al. (2017), the global optimum of (5.6) is achieved
if and only if the induced joint distribution over x, t and z are identical for the encoder
qφ(z|x, t) and decoder gθ. We can show the following invertibility relationship between the
encoder and the decoder when optimality is attained.
Proposition 5.1. When the optimally learned encoder and decoder achieve the same joint
distribution over (x, t) and z by optimizing (5.6), for any (x, t) with non-zero probability, if
z ∼ qφ(z|x, t) we have gθ(z, t) = x almost surely.
Proof. The joint distribution induced by the encoder is
penc(x, t, z) = pD(x, t)qφ(z|x, t).
The joint distribution induced by the decoder is
pdec(x, t, z) = pI(t)pz(z)δ(x− gθ(z, t)).
When the optimality is achieved so that penc = pdec, for pD(x, t) > 0 we have
qφ(z|x, t) = pI(t)pz(z)
pD(x, t)
δ(x− gθ(z, t)).
Therefore, given (x, t) such that pD(x, t) > 0, for Z ∼ qφ(z|x, t) we have
Pr[x = gθ(Z, t)] =
∫
1{x = gθ(z, t)}qφ(z|x, t)dz
=
∫
qφ(z|x, t)dz
= 1.
In practice, it is hard to achieve optimality with GAN training, and therefore we usually
don’t have a very good match between gθ(z, t) and x as described in Proposition 5.1. For
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Figure 5.3: The structure of P-BiGAN. qφ is the stochastic encoder. gθ is the deterministic
decoder; the two gθ share the same parameters. D is the discriminator that takes as input a
collection of tuples (x, t, z) and (x′, t′, z′). `(x, x̂) is the autoencoding loss. pD denotes the
empirical distribution of the training dataset D and pz is the prior distribution of the latent
code z. The part in brown is for additional autoencoding regularization.
applications that rely on the encoded representation z such as those that we will present later
in Section 5.4, we found that further adding an autoencoding loss in addition to the original
P-BiGAN loss L(D, θ, φ) to enforce this consistency improves the results. Specifically,
when training the model, we instead using the following objective with some λ ≥ 0 that
controls the strength of the autoencoding term:
L(D, θ, φ) + λEz∼qφ(z|x,t)
[ |t|∑
i=1
` (xi, gθ(z, ti))
]
(5.7)
where `(x, x′) is a loss function that measures the discrepancy between x and x′ such as L2
loss for real-valued data, which is analogous to the log likelihood term log pθ(xi|z, ti) in
P-VAE.
Finally, we point out that there are two main differences between P-BiGAN and MisGAN.
First, P-BiGAN utilizes the independence assumption to sample t′ directly from the training
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data instead of learning the distribution pI as in MisGAN. This not only makes the training
faster, but improves the quality of the resulting data generator when the distribution pI is
difficult to learn. Second, the imputer in MisGAN can only be applied to data with finite
index set. Since P-BiGAN is an encoder-decoder framework, this not only greatly simplifies
the model complexity but can be generalized to the case of continuous index as we will
discuss in the next section.
5.3 Irregularly-sampled time series: the continuous index set case
For continuous time series defined over some time interval [0, T ], the index set I = [0, T ]
is no longer finite. In this section, we propose a computationally efficient encoder-decoder
architecture for modeling irregularly-sampled time series data.
5.3.1 Decoder: kernel smoother
To model the distribution of continuous functions over the time interval [0, T ], we use a
standard CNN decoder to generate a length-L output [v1, . . . , vL] as the reference values on
a set of evenly-spaced locations [u1, . . . , uL] over [0, T ], and then construct the function as
the smooth interpolation of those references. Here we use a kernel smoother to interpolate
at arbitrary times. Specifically, we model irregularly sampled time series as samples from a
distribution over functions defined by the following generative process:
z ∼ pz(z),
v = CNNθ(z),
f(t) =
∑L
i=1K(ui, t)vi∑L
i=1K(ui, t)
(5.8)
where K is a kernel function. We use the Epanechnikov kernel below, which has finite
support so that each location is only influenced by a small number of its neighbors:
K(u, t) = max
{
3
4
(
1−
(
u− t
β
)2)
, 0
}
.
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Moreover, we can compute the kernel values among those neighbors only once in the
beginning as those are constants throughout.
This kernel smoother layer can also be applied to multivariate time series by interpolating
each channel independently using the kernel smoother on a CNN with multi-channel output.2
5.3.2 Encoder: continuous convolutional layer
Inspired by convolutional neural networks (CNNs), we adapt the convolutional layer in
CNNs to accommodate irregularly-sampled time series.
To mimic the locally-focused receptive field of standard convolutional layers, we gener-
alize the discrete filter (or kernel) to a continuous function w(t) defined over a fixed small
interval, say [0, δ] with a tunable kernel width δ. That is, w(t) = 0 when t < 0 or t > δ.
Similar to the convolutional layers in CNNs, we perform cross-correlation between the
continuous filter w(t) and the masked function f(t) =
∑|t|
i=1 xi1{ti = t} induced by the
observations in time series as follows:
(w ? f)(r) =
∫
w(t− r)
( |t|∑
i=1
xi1{ti = t}
)
dt
=
∑
i:0≤ti−r≤δ
w(ti − r)xi.
We apply this operation on L evenly-spaced locations r1, . . . , rL spanning the time interval
[0, T ] to transform non-uniform inputs to a length-L uniform representation [(w ? f)(ri)]Li=1.
We construct the continuous filter w(t) as a piecewise linear function parameterized by
a small number of evenly-spaced knots over [0, δ]. This is equivalent to a degree-1 B-spline
(Piegl and Tiller, 2012) and backpropagation through such functions can be computed
efficiently (Fey et al., 2018). Although we can perform higher-order B-spline interpolation,
we found that the performance is similar to a degree-1 B-spline.
2For multivariate time series with C channels defined over the time interval [0, T ], the index set I =
{1, . . . , C} × [0, T ].
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In preliminary experiments, we compared this architecture with several alternatives.
First, we can use a multi-layer perceptron (MLP) to approximate an arbitrary function
as in neural processes (Garnelo et al., 2018a,b). However, an MLP is not as parameter
efficient as a piecewise linear function whose only parameters are the values of the knots.
We found that we need many more parameters for an MLP to achieve similar performance
and the optimization is generally more difficult. On the other hand, we can also use a kernel
smoother similar to the decoder we described in Section 5.3.1 to provide another parameter
efficient choice. Although a kernel smoother gives roughly the same performance, it is about
20% slower then the piecewise linear function due to the expensive normalization.
We can also extend this operator to the case when there are Cin input channels and Cout
output channels. Given a multi-channel incomplete example (x, t) = {(xc, tc)}Cinc=1, we
define the continuous convolutional layer as
CONVk(r,x, t) = bk +
Cin∑
c=1
∑
i:0≤tc,i−r≤δ
wc,k(tc,i − r)xc,i
where we include a bias term bk similar to standard convolutional layers. For each ex-
ample, the continuous convolutional layer produces a 2D output V ∈ RCout×L where
Vkj = CONVk(rj,x, t), which can then be fed into a regular CNN encoder.
Similar to the kernel smoother, we can also precompute the distance to the neighbors of
each reference point once in the beginning for the continuous convolutional layer.
Note that the same architecture can also be used for the discriminator in P-BiGAN. In
fact, the continuous convolutional layer serves as a drop-in replacement for the masking
function m(x, t) in Definition 5.1 for continuous time series.
5.4 Applications
In this section, we present two applications of our trained encoder-decoder models
described in Section 5.1.
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5.4.1 Missing data imputation
Given an incomplete example (x, t), the goal of missing data imputation is to infer the
values of the unobserved features x′ that correspond to indices t′ ⊆ I \ t according to
p(x′|t′,x, t). Once the model is trained, imputations can be computed using
p(x′|t′,x, t) = Ez∼qφ(z|x,t) [pθ(x′|z, t′)] .
Since p(x′|z, t′) is defined implicitly in (5.2), sampling from p(x′|t′,x, t) can be done with
the following steps:
z ∼ qφ(z|x, t), f = gθ(z), x′ = [f(t′i)]|t
′|
i=1.
5.4.2 Supervised learning
We can perform supervised learning when each incomplete example comes with a corre-
sponding label. Here we assume the class label y depends only on the latent representation
z in the generative process (5.2).
Take classification for example, for P-VAE, we augment the objective to include the
classification term p(y|z) as follows:
Ez∼qφ(z|x,t)
[
log
pz(z)p(y|z)pθ(x|z, t)
qφ(z|x, t)
]
(5.9)
= Ez∼qφ(z|x,t)
[
log
pz(z)pθ(x|z, t)
qφ(z|x, t)
]
︸ ︷︷ ︸
regularization
+Ez∼qφ(z|x,t)[log p(y|z)]︸ ︷︷ ︸
classification
.
Note that we use the encoder that depends only on the incomplete data instead of
the most general form qφ(z|x, t, y), which includes the class label as well. This allows
us to decompose (5.9) into two separate terms: a regularization term as in P-VAE and a
classification term Eqφ(z|x,t) [log p(y|z)]. Therefore, we can either train the classifier p(y|z)
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along with the pre-trained encoder qφ(z|x, t) or train the whole model jointly from scratch.
Moreover, this decomposition allows us to do semi-supervised learning easily: we only
include the classification term when the label is available.
Similarly, for P-BiGAN, we can train a classifier separately with the pre-trained encoder
or add a classification loss −Ez∼qφ(z|x,t) [log p(y|z)] into (5.7) to train P-BiGAN and the
classifier jointly.
Once the model is trained, the prediction can be performed efficiently with the expecta-
tion approximated using a small number of samples (S = 1 suffices in practice):
y∗ = argmax
y
Ez∼qφ(z|x,t) [log p(y|z)]
≈ argmax
y
1
S
S∑
s=1
log p(y|zs), where zs ∼ qφ(z|x, t).
5.5 Experiments
In this section, we first evaluate the case of finite index sets described in Section 5.1. We
assess our framework using image modeling and completion experiments with controlled
missingness based on canonical methods for evaluating generative models on standard image
benchmarks. Next, we demonstrate how our framework works on a synthetic irregularly-
sampled time series dataset when equipped with the kernel smoothing decoder and the
continuous convolutional layer. Finally, we evaluate our models on the classification task
using two real irregularly-sampled multivariate time series datasets from the medical domain.
5.5.1 Image modeling and completion
MisGAN was previously shown to outperform a range of baseline methods on the
problem of learning the image distribution from incomplete data. We follow the experimental
setup of MisGAN to quantitatively evaluate the performance of P-VAE and P-BiGAN on
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Figure 5.4: Imputation results on MNIST and CelebA under 90% missingness. The images
in first row of each block are the incomplete images where gray pixels indicate missing data.
For square observation cases on the left, the pixels inside of each red box are observed.
the imputation task using two image benchmarks, MNIST3 and CelebA4. We train the
models using incomplete images under two missing patterns: (i) square observation where
all pixels are missing except for a square occurring at a random location on the image, and
(ii) independent dropout where each pixel is independently missing with a given probability.
For both missing patterns, we vary the missing rate from 10% to 90%.
To evaluate the quality of a model, we impute all the incomplete images with the observed
pixels kept intact and use the Fre´chet Inception Distance (FID) (Heusel et al., 2017) between
the completed images and the original fully-observed dataset as the evaluation metric.
For P-VAE and P-BiGAN, we use the same convolutional decoder architecture used in
MisGAN. For P-VAE, we use an encoder qφ(z|x, t) constructed by
3http://yann.lecun.com/exdb/mnist/
4http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html
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Figure 5.5: Comparison of FIDs (the lower the better) on MNIST and CelebA with different
missing patterns and missing rates.
z0 ∼ N (µφ(m(x, t)),Σφ(m(x, t))), z = IAFφ(z0) (5.10)
also with convolutional µφ and Σφ. Here we use two-layers of inverse autoregressive flow
(IAF) (Kingma et al., 2016). In addition, we use importance weighted autoencoders (IWAEs)
with five importance weights.
For P-BiGAN, we use the same architecture as P-VAE including the IAF component
except we do not compute its density. For the discriminator, we concatenate the embedding of
(x, t) computed using the same convolutional architecture as the encoder and the embedding
of z using a two-layer MLP. The concatenated embedding is then fed into another two-layer
MLP to produce the score.
Figure 5.5 compares the FIDs of MisGAN, P-VAE and P-BiGAN under different missing
patterns and missing rates. For MNIST, it shows that P-BiGAN performs slightly better than
MisGAN due to the encoder architecture we use that forms a more expressive imputation
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Table 5.1: The average per-epoch running time in minutes and the number of parameters of
each model.
dataset method time params
MNIST
MisGAN 1.72 8.67M
P-VAE 0.84 4.70M
P-BiGAN 1.38 6.01M
CelebA
MisGAN 39.47 40.35M
P-VAE 11.93 11.32M
P-BiGAN 14.78 16.71M
model. P-VAE has the worst FID scores especially for high missing rates, which is reflected
by the blurriness of the imputation results shown in Figure 5.4.
For square observation on CelebA, P-BiGAN and MisGAN perform about the same,
while P-VAE has significantly worse FIDs also due to the blurriness. However, for the
independent dropout case, P-VAE performs the best when the missing rate is high. It seems
that GAN-based models are better at capturing spatial correlations when learning with
convolutional networks, but when neighboring pixels rarely co-occur, they are not able to
learn effectively. Because of the autoencoding term used in P-BiGAN, it shares the benefit
of autoencoding when it comes to independent dropout and thus also outperforms MisGAN
when the missing rate is high. However, for low missingness, MisGAN outperforms both
P-VAE and P-BiGAN due to its U-Net imputer that allows the model to produce better
imputation results when the images are almost fully observed.
Table 5.1 shows the per-epoch running time and the number of parameters of each model,
where the running time is roughly proportional to the number of parameters. For MNIST, it
shows that P-BiGAN and P-VAE have proportionally less parameters then MisGAN, even if
they both use a large encoder that roughly doubles the parameters of the decoder.
For CelebA, MisGAN uses a separate U-Net imputer trained with another discriminator,
while P-BiGAN only utilizes an additional encoder to impute along with the decoder.
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Moreover, P-BiGAN does not model the missingness that requires an extra pair of generator
and discriminator for the masks as in MisGAN. Therefore, the great reduction in model
parameters makes P-BiGAN about 2.7x faster than MisGAN. On the other hand, P-VAE
enjoys the simplest training procedure and the lowest model complexity without the need
for learning separate discriminators. As a result, it is the fastest among the three models.
5.5.2 Synthetic multivariate time series
In this section, we equip P-VAE and P-BiGAN with the continuous decoder and encoder
described in Section 5.3 and demonstrate how they work on a synthetic time series dataset.
We generate a dataset containing 10,000 time series each with three channels over
t ∈ [0, 1] according to the following generative process:
a ∼ N (0, 102)
b ∼ uniform(0, 10)
f1(t) = 0.8 sin(20(t+ a) + sin(20(t+ a)))
f2(t) = −0.5 sin(20(t+ a+ 20) + sin(20(t+ a+ 20)))
f3(t) = sin(12(t+ b))
where an independent Gaussian noise N (0, 0.012) is added to each channel.
The observation time points for each channel are drawn independently from a homoge-
neous Poisson process with rate λ = 30 sampled continuously within [d, d+ 0.25] where
d ∼ uniform(0, 0.75). This results in 7.4 observations in each channel on average. The first
row of Figure 5.6 shows some examples from the generated synthetic dataset.
We evaluate both P-VAE and P-BiGAN equipped with the continuous encoder and
decoder, which we denote Cont P-VAE and Cont P-BiGAN respectively. For the decoder,
we use 128 evenly-spaced references over [0, 1] for the kernel smoother, whose values are
the output of a standard CNN decoder. We use the Epanechnikov kernel with the kernel
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Figure 5.6: Imputation results of Cont P-VAE and Cont P-BiGAN on a 3-channel synthetic
time series. The first row shows four random samples from the training data. Each sample
has three channels displayed as a group and the observations in each channel are shown
as the red markers, which are drawn from the latent temporal function plotted as the gray
trajectory. The second and the third rows show the inferred latent trajectory of each channel,
conditioned on the same observations shown in the first row by Cont P-VAE and Cont
P-BiGAN respectively. We can see that in general Cont P-VAE produces visually better
completion results that are consistent with the overall structure of the training samples. On
the other hand, the inferred trajectories of P-BiGAN are less smooth (zoom-in to see the
details), and it seems that P-BiGAN captures more easily the Gaussian noise added in the
training data. However, P-BiGAN generally produces relatively poor imputation results
that do not have the consistent overall structure such as the right tail in channel 3 of case
(c) and the right tail in channel 3 of case (d). This is similar to the case of high missing
rate with independent dropout missingness in Section 5.5.1, as the time series are very
sparsely observed (7.4 observations in each channel on average). Note that if we trained
both model on a more densely sampled time series, such as the one with times drawn from a
homogeneous Poisson process with rate λ = 200, the two models will behave similarly.
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Figure 5.7: Randomly generated samples by Cont P-VAE (first row) and Cont P-BiGAN
(second row) trained on the synthetic time series shown in Figure 5.6. Similar to the
imputation results, Cont P-VAE produces smoother trajectories that are consistent with the
ground truth generative process. On the contrary, occasionally there are artifacts in the
samples generated by Cont P-BiGAN such as the trajectory of the third channel in case (c).
bandwidth set to 3/128. For the continuous convolutional layer in the encoder, we use
64 output channels with 98 evenly-spaced references. The piecewise-linear convolutional
kernel has width 2/98 with 7 knots. The output of the continuous convolutional layer is then
fed into a standard IAF encoder as in (5.10).
Figure 5.6 and 5.7 shows that both P-VAE and P-BiGAN are able to learn the generative
distribution reasonably given the sparsely and irregularly-sampled observations. They are
both able to learn the periodic dynamics and infer the latent functions according to sparse
observations. Moreover, both models also learn that the first two channels are correlated due
to the shared random offset a in the generative process, and the shifting of the third channel
is uncorrelated to the first two channels as shown in Figure 5.7.
From the plots, we can see that P-VAE tends to generate more smooth curves, while
P-BiGAN captures the detailed fluctuation caused by the added Gaussian noise. This is
similar to the results on image modeling shown in Section 5.5.1: GAN-based models capture
the local details better but the results can be noisy when the spatial signals are weak. On
the contrary, VAE-based models learn the big picture better but the results are usually more
blurry.
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5.5.3 PhysioNet and MIMIC-III
In this section, we evaluate our framework on two healthcare time series datasets,
PhysioNet5 and MIMIC-III6, using the mortality prediction task.
PhysioNet consists of 4,000 labeled data cases with 36 irregularly-sampled temporal
variables that are recorded within 48 hours. MIMIC-III is a larger dataset consisting of
about 53,000 examples with 12 temporal variables. Our task is to predict the in-hospital
mortality as a binary classification problem. We use the area under the ROC curve (AUC) as
the evaluation metric.
We evaluate both Cont P-VAE and Cont P-BiGAN using the same architecture described
in Section 5.5.2. For Cont P-VAE we use 8 importance weights for the IWAE objective.
Both P-VAE and P-BiGAN are trained with a separate two-layer fully-connected classifier
jointly. As an ablation study, we also compare our models with a classifier, denoted Cont
classifier, that combines the same encoder and the classifier used in Cont P-VAE and Cond
P-BiGAN, except without adding extra Gaussian noise in the encoder. We compare our
models with two recent methods designed for irregularly-sampled time series: GRU-D (Che
et al., 2018) and latent ODE (Rubanova et al., 2019). GRU-D was proposed as a direct
extension of discrete time RNNs to the case of continuous time observations (Che et al.,
2018). The model uses exponential decay dynamics applied to either visible or latent states.
Latent ODE is proposed as a more natural way to model continuous dynamics that extends
the neural ODE model of Chen et al. (2018), which enables modeling of complex ODEs
using neural networks.
For PhysioNet, we follow the experimental protocol used in Rubanova et al. (2019) that
splits the data into 80% training set and the rest for testing. Similarly, for MIMIC-III, we
also split the data into 80% for training and test on the remaining 20%. We use 20% of the
training data for validation.
5https://physionet.org/content/challenge-2012/
6https://mimic.physionet.org/
105
Table 5.2: AUC (mean ± std), per-epoch time in minutes and the number of parameters of
each model on PhysioNet.
method AUC time params
GRU-D 0.818 ± 0.008 0.71 14.5K
Latent ODE 0.833 ± 0.009 24.12 164.0K
Cont classifier 0.798 ± 0.000 0.49 77.0K
Cont P-VAE 0.842 ± 0.003 0.94 139.8K
Cont P-BiGAN 0.854 ± 0.005 4.53 187.0K
Table 5.3: AUC (mean ± std), per-epoch time in hours and the number of parameters of
each model on MIMIC-III.
method AUC (%) time params
GRU-D 83.88 ± 0.65 0.11 2.6K
Latent ODE 85.71 ± 0.38 2.62 154.7K
Cont classifier 84.87 ± 0.18 0.03 30.5K
Cont P-VAE 85.13 ± 0.43 0.04 64.8K
Cont P-BiGAN 86.02 ± 0.38 0.22 73.2K
Table 5.2 shows the classification AUC results (computed over five runs) on PhysioNet,
where Cont P-BiGAN outperforms the others. Note that the large gap between Cont classifier
and either Cont P-VAE and Cont P-BiGAN demonstrates that modeling the structure of the
time series greatly helps the downstream classification task.
Table 5.3 shows the results on MIMIC-III, where again Cont P-BiGAN performs the
best. With the larger data size, the Cont classifier achieves better AUCs than GRU-D without
regularization by generative modeling.
We also show the per-epoch training time and the number of parameters in the tables. If
we normalize the time by the number of parameters, it shows that both Cont P-VAE and
Cont P-BiGAN are much faster than GRU-D and latent ODE. This is because convolutional
architectures are highly parallelizable compared to the recurrent structure of GRU-D and
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Table 5.4: Comparing P-BiGAN with autoencoding regularization (λ = 1) and without it
(λ = 0) on the time series classification experiments.
dataset AE λ AUC (%)
PhysioNet
λ = 0 82.63 ± 1.28
λ = 1 85.44 ± 0.54
MIMIC-III
λ = 0 83.56 ± 0.49
λ = 1 85.10 ± 0.46
latent ODE. Moreover, unlike latent ODE, we model the generative process of temporal
functions directly by (5.8) instead of modeling the dynamics using ODEs, which requires
expensive numerical integration.
We also see that Cont P-VAE is faster than Cont P-BiGAN because Cont P-BiGAN
requires applying continuous convolutional layers on the encoder and the discriminator
for both directions between the data and the latent code, which is the most expensive
computation that marshals time series of variable size.
5.5.4 Autoencoding regularization for P-BiGAN
In Section 5.2.3 we discussed regularizing P-BiGAN with an autoencoding loss using the
augmented objective (5.7). Here we demonstrate the effect of introducing this autoencoding
loss in P-BiGAN by comparing the augmented model with the non-regularized counterpart,
which is equivalent to the model with the autoencoding coefficient λ = 0.
Figure 5.8 compares P-BiGAN with the default strictly-positive λ and the one without
autoencoding regularization using λ = 0 on the MNIST and CelebA imputation experiments.
Similarly, Table 5.4 compares P-BiGAN with the default λ = 1 and the one without the
autoencoding term on the PhysioNet and MIMIC-III experiments. It shows that autoencoding
regularization improves the performance in almost all the cases. Even so, P-BiGAN without
autoencoding regularization still gives reasonable imputation and classification results. This
provides an empirical evidence for the invertibility property stated in Proposition 5.1.
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Figure 5.8: Comparing the effect of autoencoding regularization on the imputation FIDs of
P-BiGAN on MNIST and CelebA (no autoencoding regularization when λ = 0). The high
FIDs of the cases of low missing rates on CelebA with square observation are due to the
inconsistency between the observed region and the imputed part. Figure 5.9 shows the FIDs
of the generated images under the same settings, from which we can see that the decoder of
P-BiGAN performs roughly the same regardless of the autoencoding regularization.
5.6 Conclusion
In this chapter, we discussed the idea of transforming the modeling of irregularly-
sampled time series into a missing data problem. We introduced an encoder-decoder
framework for modeling general incomplete data, which can be trained using two families of
models: P-VAE and P-BiGAN. We discussed integrating this framework with a continuous
convolutional layer to efficiently featurize irregularly-sampled time series for interfacing
with standard neural network architectures.
5.7 Alternative models
In addition to P-VAE and P-BiGAN introduced in Section 5.1, here we present alternative
models and their variations for training the encoder-decoder framework. In P-BiGAN, we
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Figure 5.9: Comparing the effect of autoencoding regularization on the generation FIDs of
P-BiGAN on MNIST and CelebA (no autoencoding loss when λ = 0).
include the autoencoding loss in the objective as in (5.7), In fact, this somewhat serves the
same purpose of discriminating the generated incomplete data (x, t) from the real ones
sampled from the training data. Therefore, we can simplify P-BiGAN by discriminating
only the encoding latent codes and the sampled ones. The resulting model is then similar to
the adversarial autoencoder (Makhzani et al., 2016; Tolstikhin et al., 2018), which we call
P-AAE. Specifically, P-AAE is trained with
min
θ,φ
max
D
Ez∼pz(z) [logD(z)] + E(x,t)∼pD
[
Ez∼pφ(z|x,t) [log(1−D(z))]
]
+ λEz∼qφ(z|x,t)
[ |t|∑
i=1
`
(
xi, gθ(z, ti)
)]
.
However, in the image modeling experiments in Section 5.5.1, we found that P-AAE usually
fails to learn a reasonable generative model under the same architecture used by P-BiGAN.
Further investigation of this model is left for future work.
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Alternatively, we can also split the discriminator that originally operates on the joint
of the incomplete data (x, t) and the latent code z into two separate parts, and use the
autoencoder to enforce the invertibility relationship between the encoder and the decoder to
achieve the consistency between (x, t) and z. Specifically, the resulting model is trained
using
min
θ,φ
max
Dx,Dz
α
(
E(x,t)∼pD [logDx(x, t)] + Ez∼pz(z)E(x,t)∼pD [log(1−Dx(gθ(z, t), t))]
)
+ Ez∼pz(z) [logDz(z)] + E(x,t)∼pD
[
Ez∼pφ(z|x,t) [log(1−Dz(z))]
]
+ λEz∼qφ(z|x,t)
[ |t|∑
i=1
`
(
xi, gθ(z, ti)
)]
.
The additional hyperparameter α controls the strength of discriminating the incomplete data,
which makes P-AAE a special case when α = 0.
By splitting the discriminator into two parts, we can use different loss functions for
the two separate GANs. In fact, since the Gaussian prior we use for pz has a relatively
simple structure, we can even directly use MMD with an RBF-kernel without learning a
discriminator for z to speed up training, which also makes the optimization more stable.
We also note that if we only need to learn the generative model gθ, it is sufficient to
train gθ alone with the following optimization problem without the presence of the encoder
qφ, which is essentially a MisGAN without the imputer and the generator/discriminator for
masks:
min
θ
max
Dx,Dz
E(x,t)∼pD [logDx(x, t)] + Ez∼pz(z)E(x,t)∼pD [log(1−Dx(gθ(z, t), t))] .
110
CHAPTER 6
SUMMARY AND FUTURE WORK
The goal of this thesis is to develop efficient probabilistic tools for modeling complex
large-scale irregularly-sampled time series data. We started with representing an irregularly-
sampled time series as its induced Gaussian process posterior. With this representation, we
introduced an uncertainty-aware kernel framework and then demonstrated how to linearize
the kernel with various acceleration techniques to further scale it up.
Following the direction of GP-based time series modeling, we generalized the linearized
kernel to a general feature extractor such as neural networks that takes as input samples
from the GP posterior representation. We proposed a linear time and linear space sampling
algorithm and showed how to efficiently train the entire framework end-to-end.
We later pointed out that the limited capacity of the GP prior in our previous models
prevents us from making use of information that can be learned collectively from the entire
dataset. As a result, we reframed modeling the entire collection of irregularly-sampled time
series as a missing data problem that aims at learning the distribution from partially-observed
data. We proposed a GAN-based model for learning from incomplete data, which was later
refined into an encoder-decoder framework that can be trained using P-VAE or P-BiGAN.
We finally presented a special architecture to integrate into this framework to efficiently
handle continuous time series. In the following, we list several future directions that expand
on the research presented in this thesis:
Temporal point process: In Chapter 4 and Chapter 5, we assume that the latent
temporal function f and the observation times t are independent. Having this independence
assumption greatly improves modeling scalability and stability as we no longer need to
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model pI(t) as described in Section 5.2.1. However, in many real-world situations, this
independence assumption may not hold. Without this assumption, we will need to model
pI(t|z) explicitly in both P-VAE and P-BiGAN.
For time series, pI is referred to as a temporal point process, whose realization consists
of a collection of time points. Learning temporal point processes has been actively studied
in the field of statistics and machine learning (Rodriguez and Valera, 2018). Modeling
the temporal point process in the implicit generative model setting such as P-BiGAN is
challenging for several reasons:
• In the setting of this work, the number of observations of each time series over
the interval [0, T ] may be varied from case to case. It is of interest to model the
temporal point process in the form of a sampler (or generator) to be used in implicit
generative models like P-BiGAN. GAN-like training procedure for a collection of
ordered sequences is an interesting method to study.
• An RNN is a natural choice for constructing the sampler since it is able to generate
variable length outputs. However, due to its sequential nature, learning RNN-based
temporal point process models would be much slower as in the experiments in Sec-
tion 5.5.3. It is of interest to design efficient architectures for instantiating temporal
point process of variable length.
In preliminary experiments using variational RNNs (Chung et al., 2015) to model the
temporal point process pI(t|z), we saw that that the resulting models had worse performance,
especially for P-BiGAN as the discriminator is sensitive to the discrepancy between the
learned temporal point process and the empirical samples of times. The same consequence
was also reported by Rubanova et al. (2019) in the latent ODE work that including the
temporal point process adversely affect the classification performance. Therefore, studying
how to effectively and efficiently learn the temporal point process and incorporating it in the
missing data setting for time series is an interesting direction for future work.
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Models for variable time spans: In this thesis, we focus on the setting where time
series are defined over a fixed time interval [0, T ]. However, in many real-world applications,
time series might be observed across very different time spans. For our missing data
framework for time series, the latent code encodes the state of the complete information
within the fixed time interval. To extend to time series over variable time spans, we
could instead consider recurrent models or differential equation models. These models are
potentially slow in practice, and therefore developing efficient models of these kinds to
accommodate irregular sampling is an important problem to tackle.
Moreover, when the time series are defined over variable time spans, what would be a
reasonable form for the representation (e.g., the latent variable z) of such time series? This
could either be of fixed size or variable size:
• For the fixed size representation, it could be the initial state with the optional param-
eters that control the dynamics. In this case, we exclude the stochasticity along the
variable time span from the representation.
• We can alternatively consider making the representation of different length as well
because the amount of information encoded over different spans can be very different.
Attention models or other nonparametric models also fit within this category of
approaches.
There are also some engineering challenges under this setting. For example, what format
should we use to store data that have very different lengths across different cases? How
to perform efficient inference such as imputation or forecasting for a certain time period
without enumerating entire trajectories? These are questions that we are interested to answer
in the future.
Improved generative models: Fundamental techniques for generative modeling are
the key components of this work. The frameworks presented in this thesis can readily
incorporate most techniques developed for generative models including recent and future
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advances in GANs and VAEs. Studying how to further improve upon these models, either
for better approximation, more scalable modeling, or better sample efficiency, is also an
important future research direction of this work.
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