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Presentación.
En la presente tesis doctoral se analizan diferentes técnicas para la extracción 
del electrocardiograma fetal a partir de registros no invasivos obtenidos me­
diante electrodos localizados en el abdomen materno. El trabajo se ha dividido 
en 6 capítulos más uno de conclusiones y proyección futura cuyo contenido 
describiremos brevemente a continuación.
En el primer capítulo se justifica la importancia de la electrocardiografía 
fetal como herramienta para obtener información del estado del feto durante el 
embarazo. Esta técnica, que si bien no es novedosa ya que sus inicios se re­
montan a principios del siglo XX, no se ha desarrollado en la misma medida 
que otras técnicas electrocardiográficas debido a la dificultad para la obtención 
de señales de calidad suficiente como para poder realizar medidas de interés 
clínico. La utilización de otras técnicas como la ecocardiografía Doppler, para 
la obtención del ritmo cardíaco tampoco resolvió completamente el problema 
de obtención de información del estado del feto. Las ventajas y desventajas de 
cada una de ellas, así como una perspectiva histórica de su utilización, son des­
critas en este primer capítulo. Finalmente, centrándonos ya en el problema del 
electrocardiograma fetal, se describen las teorías existentes sobre el modo de 
conducción de los potenciales eléctricos en el abdomen, para justificar las dife­
rencias entre las señales medidas en el abdomen durante el período de gesta­
ción.
En el segundo capítulo nos centramos en la señal eléctrica abdominal, des­
cribiendo sus características en el dominio temporal y frecuencial, que nos con­
ducirá a hacer un análisis de cada uno de los diferentes tipos de ruido solapados 
con la señal fetal durante el proceso de adquisición de la señal. Estas interferen­
cias son la contribución debida al electromiograma, ruido de red, oscilaciones 
de la línea base y ruido de naturaleza aleatoria. Dada la dificultad de controlar 
cada una de ellas en registros reales se justifica la necesidad de disponer de re­
gistros simulados que nos permitan abarcar un amplio abanico de condiciones 
reales y, como consecuencia, del desarrollo de un simulador de señales de ele- 
trocardiografía fetal abdominal, en el que tenemos un control total de los pará­
metros que la definen: niveles de ruido, ritmo cardíaco materno y fetal, dura­
ción, etc. Aunque estas señales nos pueden servir como punto de partida para el 
desarrollo y comprobación de algoritmos, los resultados definitivos deben ex­
traerse de su aplicación sobre registros reales. Debido a la baja amplitud de la 
señal de interés y los niveles de ruido presentes, se ha utilizado un amplificador
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de señales diseñado específicamente para esta aplicación, del cual describimos 
sus principales características. Se dan unas recomendaciones básicas del proce­
dimiento a seguir en la etapa de adquisición de las señales y se describe un sen­
cillo programa para el control de la adquisición y almacenamiento de las seña­
les en un fichero para su posterior utilización.
En el capítulo tercero analizamos las técnicas utilizadas para eliminar algu­
nas de las interferencias que son adquiridas conjuntamente con la señal fetal. 
Nos centramos en las oscilaciones de la línea base, el ruido de red y el ruido 
gaussiano. Se justifica la necesidad de utilizar técnicas de procesado que no 
distorsionen la señal fetal y que tengan una carga computacional baja. Tras des­
cribir las técnicas utilizadas habitualmente para la eliminación de estas interfe­
rencias en registros de electrocardiografía convencional, se opta por la utiliza­
ción de un filtro de respuesta impulsional finita, cuyo diseño se ha basado en 
técnicas de Multirate filtering, para la eliminación de las oscilaciones de la línea 
base e interferencia de red y que constituirá la etapa de preprocesado de todos 
nuestros registros. Se describen las limitaciones del mismo y la ventaja que su­
pondría la utilización de un filtro adaptativo para la eliminación del ruido de red 
en el caso de que su frecuencia variase en un rango mayor que el apreciado en 
los registros reales adquiridos. La segunda parte de este tercer capítulo se centra 
en las técnicas de promediado para la disminución del ruido gaussiano. Se des­
criben el promediado lineal, exponencial y el promediado de ventana móvil; la 
relación existente entre ellos así como las expresiones que determinan la mejora 
en la relación señal ruido obtenida con cada uno de ellos. Se introduce una téc­
nica basada en la descomposición en valores singulares de una matriz como 
método alternativo al promediado para la disminución de los niveles de ruido 
gaussiano. La minuciosidad con la que han sido analizados estos métodos es 
debida a que constituyen la base de las técnicas más utilizadas en la cancelación 
de la interferencia más importante presente en los registros abdominales; es 
decir, el electrocardiograma materno.
En el capítulo cuarto hacemos una revisión de los procedimientos utilizados 
para la extracción del electrocardiograma fetal que, indirectamente, hacen refe­
rencia a los procedimientos de cancelación de la interferencia materna. Se des­
criben las primeras técnicas de cancelación analógica, técnicas basadas en fil­
trado adaptativo utilizando diversas estructuras como el cancelador de ruido 
adaptativo, y el time-sequenced adaptive filter como una generalización del 
anterior para señales no estacionarias. Se introducen las técnicas de filtrado 
espacial basadas en la descomposición en valores singulares de una matriz co­
mo método de extracción cuando el número de derivaciones torácicas y abdo­
minales es elevado, comentándose las dificultades de su aplicación debido a los
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problema de colocación de los electrodos para que se verifique las condiciones 
de ortogonalidad necesarias para su aplicación. Se introducen las técnicas basa­
das en la resta de un patrón promediado de la señal materna abdominal, como 
una de las mejores opciones dada su sencillez de aplicación, número de deriva­
ciones necesarias y buenos resultados de cancelación. Se comenta la necesidad 
de utilizar un detector de complejos QRS como base de estos algoritmos y las 
posibles limitaciones de los mismos al no tener en cuenta las variaciones que la 
señal materna abdominal va experimentando a lo largo del tiempo.
En el capítulo quinto proponemos dos nuevas técnicas de cancelación mater­
na. La primera de ellas supone una combinación de los métodos de promediado 
y los basados en filtrado adaptativo. El algoritmo tiene su origen en el time se- 
quenced adaptive filter por lo que necesita de un detector de complejos QRS 
para la localización de los instantes de regeneración de la señal y se caracteriza 
por adaptarse a los cambios que la señal materna va experimentando en la señal 
abdominal. Se derivan las ecuaciones que determinan su funcionamiento, y da­
do que su origen está en los sistemas adaptativos, se proponen diversas varian­
tes comprobándose que todas ellas son casos particulares de una expresión ge­
neral. Las características de cada una de estas variantes son analizadas utilizan­
do registros reales mostrando mejoras sobre el algoritmo original. El segundo 
método propuesto tiene como punto de partida un sistema adaptativo en el que 
se ha introducido una función no lineal a su salida. Se trata de un caso particular 
de red neuronal denominada red FIR, que se caracteriza por tener un vector de 
pesos en lugar de un escalar. Las excelentes características que esta red ha 
mostrado en problemas de predicción han sido utilizadas para la obtención del 
electrocardiograma materno presente en la derivación abdominal a partir de una 
derivación torácica de referencia, con un modo de funcionamiento simular al de 
un filtro adaptativo pero con superiores prestaciones.
En el capítulo sexto se proponen varios índices que nos permiten evaluar la 
calidad de un determinado método de cancelación materna alternativo a la ins­
pección visual siempre que se utilicen los registros proporcionados por el si­
mulador. La utilización de estos marcadores nos permite hacer un estudio ex­
haustivo de las características de los dos algoritmos propuestos, determinando, 
cuáles son los parámetros más adecuados para su utilización: variante del LMS 
básico y valor de la constante de adaptación para el método del impulso corre- 
lado, y topología y número de retardos considerados para la red FIR Se esta­
blece una comparativa entre los dos métodos propuestos, determinando las 
ventajas, inconvenientes y limitaciones de cada uno de ellos. Los resultados 
obtenidos en esta etapa con los registros simulados, nos permite definir los pa­
rámetros de cada uno de estos algoritmos, los cuales serán aplicados sobre re­
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gistros reales para determinar la validez de los mismos e indirectamente del 
método de simulación empleado. El capítulo finaliza con la propuesta del méto­
do del impulso correlado como técnica para mejorar la relación señal ruido de la 
señal fetal recuperada. Este procedimiento se caracteriza por proporcionar una 
señal fetal continua, en lugar de un solo pulso, como habitualmente se obtiene. 
Se comentan los problemas de su aplicación dada la necesidad de conocer la 
posición de los complejos QRS fetales en la señal abdominal.
Finalmente se enumeran los resultados más relevantes de la presente tesis en 
el capítulo de conclusiones y las direcciones en las que consideramos debería 
continuar la investigación como proyección futura de la misma.
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1. introducción.
1.1. ¿ Por qué Electrocardiografía Fetal?.
Hace ya casi dos siglos desde que se puso de manifiesto la importancia de 
obtener información del estado del feto a partir de los tonos cardíacos percepti­
bles situando el oído en el abdomen materno. Desde entonces han sido múlti­
ples los procedimientos utilizados para realizar esta tarea. Son lo que actual­
mente se conoce como sistemas de monitorización fetal y que podemos definir 
como cualquier técnica que nos permite obtener parámetros relacionados con el 
estado del feto durante el embarazo y el parto.
Las primeras técnicas empleadas para obtener información del feto tienen su 
origen en 1818 con la A u s c u l t a c ió n  para detectar tonos cardíacos (Goodlin 
1979). Años más tarde, en 1849, se indicó que ritmos por encima de 180 latidos 
por minuto o por debajo de 100 eran indicadores de la necesidad de forzar el 
parto. Eran los inicios de una actividad cuyo uso en esta época, podemos consi­
derar casi como anecdótico. Algunos de los dilemas planteados en los albores 
de la monitorización fetal eran tales como considerar si era lícito colocar el oído 
sobre el abdomen de una mujer embarazada o bien era más conveniente em­
plear el fetoscopio.
Las indicaciones iniciales de la importancia de estudiar el ritmo cardíaco 
fetal cayeron casi en el olvido hasta 1950. La causa fue que a principios del 
siglo el número de mujeres que morían durante el parto, y por otras enfermeda­
des como la tuberculosis era muy elevado. Por esta razón, hasta que no se solu­
cionaron estos problemas no se volvió a estudiar el bienestar del feto y a inter­
pretar las variaciones del ritmo cardíaco.
Además de la técnica más directa como es la auscultación, se han utilizado 
otros procedimientos. Uno de los que más repercusión ha tenido y continúa te­
niéndola en nuestros días es la monitorización fetal mediante u l t r a s o n id o s . 
Aunque el efecto Doppler fue enunciado en 1842, no fue hasta después de la 
Segunda Guerra Mundial cuando se utilizó por primera vez para la obtención 
del ritmo cardíaco fetal. En los primeros estudios había problemas para distin­
guir entre pulsos debidos a sístole y diástole por lo que, a veces, el ritmo car­
díaco obtenido duplicaba el medido con un estetoscopio.
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Otra de las técnicas utilizadas, que también se sigue empleando en nuestros 
días es la e l e c t r o c a r d io g r a f ía  f e t a l . Aunque sus orígenes los podemos 
remontar a 1906, sólo unos años después de los trabajos de Einthoven, no fue 
hasta los años sesenta cuando se empezó a estudiar con más profundidad.
La utilización de estas técnicas, electrocardiografía fetal y ecocardiografía 
Doppler se limitó a la obtención del ritmo cardíaco fetal como indicador del 
estado del feto. Han sido muchos los trabajos publicados que analizan las con­
cordancias entre las medidas obtenidas con ambos métodos. Algunos autores 
(Fukushima 1985) indican que en ningún caso las medidas de ritmo cardíaco 
realizadas a partir de una señal biomecánica imprecisa, como es el movimiento 
del corazón, pueden ser idénticas a las obtenidas a partir de una señal bioeléc- 
trica como es el electrocardiograma. La razón es que mediante el ecocardiógra- 
fo se está realizando una medida de la actividad mecánica y posteriormente se 
está interpretando como medida de la actividad eléctrica
Hasta los años ochenta el estudio del bienestar fetal se centró, como ya he­
mos indicado, en la determinación y estudio del ritmo cardíaco. Lo que se pre­
tendía era obtener el ritmo cardíaco en cada instante, por lo que antes de prose­
guir comentaremos cómo se obtiene éste a partir del electrocardiograma y por 
medio de un ecocardiógrafo. En la Figura 1.1 se muestra un pulso de electro­
cardiograma normal.
R
QRS ST
PQ QT
Figura 1.1 Pulso de electrocardiograma normal.
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Aunque el inicio del latido cardíaco se localiza en la onda P, se utiliza como 
referencia la onda R que es más fácil de determinar. La distancia entre dos picos 
de R consecutivos es lo que se denomina intervalo RR. Si calculamos el número 
de estos intervalos que se producen en un minuto obtenemos el ritmo cardíaco. 
Es decir, si determinamos las distancias entre picos de R consecutivos podre­
mos obtener directamente una serie en la que observaremos las variaciones que 
el ritmo cardíaco va experimentando. Se pone de manifiesto que la medida del 
ritmo cardíaco es directa a partir del electrocardiograma.
Si utilizamos un ecocardiógrafo la medida ya no es tan directa. En este caso 
se utiliza el efecto Doppler para realizar la medida. De acuerdo con este princi­
pio como las válvulas se van moviendo rítmicamente para impulsar la sangre, 
las ondas de ultrasonidos son desplazadas en frecuencia cuando son reflejadas. 
Estas ondas reflejadas son procesadas con un microprocesador que compara la 
señal enviada con la recibida utilizando técnicas de correlación. Este tipo de 
análisis se basa en que el ritmo cardíaco tiene una regularidad mientras que el 
ruido tiene naturaleza aleatoria. En la Figura 1.2 se muestra un monitor fetal 
utilizado durante el parto basado en ultrasonidos.
Figura 1.2 Monitor de ritmo cardiaco basado en Efecto Doppler
La Figura 1.3 muestra un ejemplo de utilización de un monitor de estas ca­
racterísticas durante el parto. Este tipo de monitores suele disponer de una en-
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trada para conectarle un electrodo que se coloca en el cuero cabelludo del feto 
una vez se ha producido la ruptura de membranas. Junto con el ritmo cardíaco 
fetal también se monitorizan las contracciones uterinas.
Figura 1.3 Monitorización fetal antes del parto
La representación simultánea de las contracciones uterinas y el ritmo cardía­
co fetal es lo que se denomina cardiotocograma.(Figura 1.4).
FHR 240
210
180
ISO
f~
120
125120 121 122 123 124 126 127 128
UC 100
0
Figura 1.4 Cardiotocograma.
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En muchos trabajos se han hecho estudios comparativos de las variaciones 
del ritmo cardíaco fetal a partir de las medidas realizadas en el electrocardio­
grama y utilizando un ecocardiografo, y comparando los resultados obtenidos 
con los ecocardiógrafos de Ia y 2a generación1 (Boehm 1986),(Keirse 1981), 
(Lawson 1993). Una de las conclusiones extraídas es que aunque en muchas 
ocasiones se ha indicado que las medidas son iguales, la variabilidad en las se­
ries obtenidas a partir del electrocardiograma es mayor. La aparente mejor “ca­
lidad” de las series obtenidas con el ecocardiografo, realmente supone un suavi­
zado de las mismas con pérdida de variabilidad. Se trata de una mejora “cos­
mética”, no real (Fukushima 1985).
La información más relevante obtenida de estas series del ritmo cardíaco está 
contenida en los períodos de aceleración y deceleración. La presencia de acele­
raciones en el cardiotocograma está considerada como indicador del bienestar 
fetal (Akay 1996). Es en estos períodos de aceleración donde la controversia 
entre los defensores de la ecocardiografía y la electrocardiografía fetal era ma­
yor, puesto que se decía que los ecocardiógrafos tendían a suavizar estos tramos 
con lo que se perdía información relevante.
La menor precisión en las medidas obtenidas con el ecocardiografo es debida 
a la falta de un punto preciso que se tome como referencia, a diferencia de lo 
que ocurre con la onda R en el electrocardiograma.
Algunos autores indican (Docker 1993) que cuando se utilizan las técnicas 
basadas en ultrasonidos se está suministrando energía al feto, y que aunque ésta 
siempre se encuentra por debajo de los niveles permitidos (100 mW/cm2) es 
prudente limitarlo al menor tiempo necesario ya que en ciertas ocasiones se ha 
observado un aumento de la actividad fetal después de hacer un estudio con 
ultrasonidos.
Hemos de indicar que la mayoría de los estudios comparativos entre ecocar­
diografía y electrocardiografía fetal se han realizado durante el parto (Daves
1993). Ya que la única forma de obtener información fiable de la actividad 
eléctrica del corazón fetal era, y sigue siendo en la actualidad, colocar un elec­
trodo en la cabeza del feto, una vez que se ha producido la rotura de membra­
nas. En ciertas ocasiones, con la finalidad de obtener información fetal durante 
el embarazo se utilizaron electrodos intravaginales lo cual implicaba la rotura
1 La diferencia entre los ecocardiógrafos de l8 y 2a generación radica en el modo de determinar
la ocurrencia de los latidos. En los primeros se hacía por integración numérica y en los segun­
dos se utilizan métodos de correlación.
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de membranas, dolor, sangrado, además de los peligros de infección que esto 
podía acarrear. Se trataba pues de una técnica invasiva, mientras que la utiliza­
ción de ultrasonidos no lo era.
Esta importante limitación de la electrocardiografía podría resolverse si la 
actividad cardíaca fetal pudiese medirse a partir de electrodos colocados en el 
abdomen materno. Realmente, la forma de proceder no fue así. La investigación 
en electrocardiografía fetal hasta los años sesenta se centró en señales obtenidas 
del abdomen materno. La calidad de las señales así obtenidas era muy mala por 
lo que el uso que se podía hacer de los parámetros obtenidos, si es que podía 
obtenerse alguno, era muy limitado. Fue la introducción del electrodo colocado 
en la cabeza del feto por Hon en 1963, lo que permitió la localización clara de 
los complejos QRS. Con la introducción de las primeras computadoras digitales 
y las nuevas técnicas de procesado de la señal se volvió a despertar el interés 
por la electrocardiografía fetal abdominal. De esta forma, además de tratarse de 
una técnica no invasiva sería posible monitorizar el estado del feto durante el 
embarazo y no sólo en el parto. Sin embargo esta técnica presenta múltiples 
problemas. Las señales medidas en le abdomen son de muy baja amplitud y se 
encuentran inmersas en un “mar” de mido. De las fuentes de interferencia pre­
sentes, la contribución materna es la más importante. Se utilizaron diversas téc­
nicas que permitían cancelar la componente materna y sobre la señal resultante 
obtener el ritmo cardíaco. (Kendall 1967; Rhyne 1968; Widrow 1975; Longini 
1977).
El siguiente paso era determinar si las series obtenidas a partir de electrodos 
colocados en la cabeza del feto coincidían con las obtenidas con electrodos ab­
dominales. Algunos trabajos en este sentido (Leventhal 1975) pusieron de ma­
nifiesto esta coincidencia por lo que se subsanaba la limitación del uso de esta 
técnica sólo durante el parto. Era posible la monitorización antes de la rotura de 
membranas.
A pesar de estos resultados tan prometedores a priori, la cancelación de la 
señal materna en registros abdominales era, y continúa siendo compleja, por lo 
que la utilización de estas técnicas para obtener únicamente el ritmo cardíaco no 
estaba justificada.
Desde los primeros métodos de cancelación le la señal materna se aplicaron 
técnicas de promediado coherente (Kendall 1968; Rhyne 1969) para obtener un 
patrón de la señal fetal. De esta forma no sólo se dispoma de información tem­
poral (ritmo cardíaco) sino que además se dispoma de una señal fetal promedia­
da. Sin embargo, las limitaciones técnicas hicieron que su uso fuese práctica­
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mente nulo. Por otra parte, tampoco se tenía información de cómo era un pulso 
normal, lo que dificultaba su interpretación.
Eran diversos los frentes de estudio que se encontraban abiertos. En primer 
lugar era necesario interpretar qué información podía ser extraída del ritmo car­
díaco fetal que sirviese de indicador del bienestar del feto, independientemente 
del método utilizado para su extracción (Wheeler 1979; Angel 1979), (Redman
1993), (Soothill 1993). Por otra parte se estudiaban diferentes procedimientos 
que permitiesen obtener la señal cardíaca fetal utilizando electrodos abdomina­
les. Esto suponía una ventaja respecto a la utilización de ultrasonidos ya que 
permitía obtener información de las formas de onda. Un tercer campo de inves­
tigación estaba dirigido a interpretar las formas de onda del electrocardiograma 
fetal obtenido durante el parto (Dawes 1993; Dean 1994; Wijngaarden 1996).
En un estudio realizado recientemente (Wijngaarden 1996) se critica que, a 
pesar de la utilización de la monitorización fetal, la incidencia de parálisis cere­
bral no ha experimentado cambios significativos en las dos últimas décadas. 
Esta es una de las razones por las que se están evaluando nuevos métodos que 
permitan detectar la asfixia fetal antes de que se produzcan daños irreversibles 
en el cerebro. El electrocardiograma fetal (FECG) refleja la oxigenación y el 
metabolismo celular del miocardio y la conducción cardíaca, además puede ser 
adquirido continuamente por lo que su utilización puede servir de indicador del 
estado del feto.
Aunque en la actualidad el análisis de las formas de onda electrocardiográfi- 
cas no es una práctica habitual en la determinación del bienestar fetal, sí se trata 
de una técnica cuya utilización es crucial en la detección de patologías en un 
adulto. Resulta paradójico que, de los 72000 latidos cardíacos que se producen 
en un parto de 8 horas, el ritmo cardíaco fetal es el único parámetro el utilizado 
en la práctica clínica.
La razón principal que ha limitado el uso del FECG ha sido la calidad de las 
señales obtenidas. Como consecuencia, únicamente se ha utilizado el ritmo car­
díaco fetal como indicador del bienestar fetal. Derivado de esto, algunos autores 
indican (Spencer 1993) que, aunque la monitorización fetal ha disminuido el 
número de muertes relacionadas con el parto, la monitorización continua puede 
ser beneficiosa sólo en uno de cada mil niños. Como contrapartida, el uso de 
éstas técnicas ha supuesto un aumento en el número de cesáreas y de partos con 
fórceps.
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Las mejoras técnicas han hecho posible que durante el parto se pueda dispo­
ner de un electrocardiograma fetal continuo a partir del electrodo colocado en la 
cabeza. De esta forma, además de los complejos QRS fetales que han permitido 
medir el ritmo cardíaco con gran precisión, se han obtenido las ondas P y T que 
generalmente eran eliminadas por los filtros utilizados para realzar los comple­
jos QRS fetales y facilitar el cálculo del ritmo cardíaco.
Utilizando técnicas de promediado se han aislado pulsos fetales sobre los 
que es posible realizar medidas de intervalos y amplitudes de las formas de on­
da. En la Figura 1.5 se muestra un pulso fetal con las ondas e intervalos más 
representativos.
Intervalo RR
Nivel
Isoeléctrico
Amplitud T
Onda P V
Segmento Pff______ jti
Intervalo PR¡»— r---¡-*!I i i' i iComplejo QRS i b
QRSAmplitud
O ndaT
Figura 1.5 Pulso fetal con las ondas e intervalos más representativos
La Figura 1.5 presenta la electrofisiología del músculo cardíaco en condicio­
nes normales. Vamos a comentar brevemente el significado fisiológico de cada 
una de estas ondas para poder así introducir los parámetros morfológicos y 
temporales que se han medido en el electrocardiograma.
La excitación del corazón está producida por el estímulo generado en el grupo 
de células especializadas que constituyen el nodo seno auricular (NSA). Este 
impulso se propaga por las aurículas hasta alcanzar la interfase aurículo- 
ventricular, produciéndose a la vez la contracción de las aurículas (onda P). La 
conducción se realiza aquí a través del nodo aurículo ventricular (NAV), que está 
formado por tejido con un tiempo de propagación aproximadamente 10 veces 
menor que el resto del corazón. Esto produce un retardo necesario para sincronizar 
la activación ventricular con el trasvase de sangre, y también un efecto pasa-bajo 
que protege a los ventrículos frente a ritmos auriculares demasiado rápidos. El 
impulso se propaga posteriormente por el haz de His y las fibras de Purkinje hasta 
contraer finalmente los ventrículos y producir el bombeo de sangre. Esta
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contracción ventricular, y la coincidente relajación auricular, se representa en el 
complejo QRS del ECG. Posteriormente, los ventrículos se relajan (onda T).
Los estudios de las formas de onda del ECG fetal se han centrado en la de­
tección de la falta de oxígeno (hipoxia) para averiguar qué modificaciones ex­
perimenta el electrocardiograma en estas circunstancias. Cuando durante el 
parto hay una disminución del nivel de oxígeno, el feto es forzado a obtener 
energía de un modo anaerobio, en estas circunstancias hay un aumento en la 
producción de ácido láctico que modifica el pH de la sangre (acidosis). Esta 
falta de oxígeno también se ve reflejada en la forma de onda del electrocardio­
grama. El segmento ST y la onda T, que representan la repolarización de ventri­
cular, se ven afectados particularmente por estos cambios. Trabajos realizados 
con corderos y cerdos mostraron que se producía una elevación del segmento 
ST e incrementos en la amplitud de la onda T o bien inversión de la misma. 
Estos cambios en la forma de onda han sido predecesores de una modificación 
del ritmo cardíaco (Dean 1994).
La combinación de parámetros como son el ritmo cardíaco y la forma del 
segmento ST disminuyen el número de intervenciones. Además la fisiología del 
segmento ST es mejor comprendida que los cambios en el ritmo cardíaco (Keith
1994).
Estas conclusiones son relativamente recientes ya que, en los primeros in­
tentos de hacer un análisis del ECG fetal, los resultados fueron contradictorios y 
no hubo un consenso en los cambios que se producían en el ECG en presencia 
de una hipoxia. Quizá la razón de estas discrepancias era debida a que sus equi­
pos electrónicos distorsionaban las formas de onda a causa de un filtrado inade­
cuado ya que el segmento ST es extremadamente sensible a los efectos de fil­
trado. A raíz de los resultados obtenidos por diversos grupos de investigación 
en el análisis de las formas de onda del feto durante el parto, las investigaciones 
se han centrado principalmente en dos aspectos: morfología y cambios en el 
segmento ST y la onda T y cambios en la relación PR-ritmo cardíaco.
Los dos centros más importantes en la investigación del electrocardiograma 
fetal han desarrollado sus propios sistemas de análisis. Estos son el STAN- 
analyser (Cinventa, Suecia) y el Nottingham FECG analyser (Universidad de 
Nottingham, Inglaterra). Estos dos sistemas han sido comparados (Skillem
1994) encontrándose diferencias en los valores medidos. Estas diferencias han 
sido atribuidas a los diferentes niveles isoeléctricos considerados. También ha 
sido realizado un macroestudio (Plymouth randomized trial) de aproximada­
mente 2500 partos comparando el número de intervenciones realizadas cuando
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se monitorizaba sólo el ritmo cardíaco y cuando se consideraba el ritmo cardía­
co y también la forma del intervalo ST (Figura 1.6) medido con el STAN- 
analyser. La conclusión fue que la presencia del monitor de ST confirmaba al 
facultativo de la normalidad, pero no añadía información que mejorase la detec­
ción del estado fetal.
(a) (b)
CO
Figura 1.6 Modificaciones en la forma del segmento ST.
En un estudio de similares características {The Nottingham multicentre triat), 
se indica que la inclusión de la forma de onda en la monitorización fetal durante 
el parto ha disminuido el número de extracciones de sangre del cuero cabelludo 
del feto y simultáneamente ha incrementado su eficiencia sin un aumento de 
partos con dificultades. La segunda parte del estudio, todavía en desarrollo, 
tiene como finalidad comparar el número de fetos nacidos con signos tales co- 
mo balance ácido-base anormal, puntuación baja en el test de Apgar , trastor­
nos de desarrollo psicomotor o neurológico a largo plazo en función del método 
de monitorización empleado.
Simultáneamente al estudio del electrocardiograma fetal obtenido durante el 
parto, se ha realizado una investigación paralela con la finalidad de obtener un 
electrocardiograma fetal de calidad, a partir de registros abdominales. En este 
sentido, el papel que esta técnica puede jugar en lo que respecta a la evolución 
del estado del feto durante el embarazo está todavía por definir. El análisis de 
los complejos electrocardiográficos no ha proporcionado fuentes de informa­
ción clínica coherente por dos razones. La primera de ellas, ya citada, es la difl­
u í test de Apgar es un rápido sistema de puntuación basado en las respuestas fisiológicas que 
se deben seguir al nacimiento, y valora la necesidad de reanimación de un recién nacido. Al 
minuto y a los 5 minutos del nacimiento, se valoran 5 parámetros: frecuencia cardíaca, respira­
ción, tono muscular, irritabilidad refleja y color corporal (Kliegman 1997), que se puntúan de 0 
a 2, con un total de 0 a 10
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cuitad en obtener señales limpias y el limitado conocimiento existente en la 
distribución de las corrientes cardíacas en el abdomen. Esta es la razón de que 
la interpretación de las formas de onda adquiridas en el abdomen sea compleja 
ya que la relación topográfica entre el corazón fetal y la derivación electrocar- 
diográfica seleccionada no puede ser establecida. Además la intensidad y direc­
ción de las corrientes que fluyen del corazón fetal varían en función del estado 
del embarazo. Por esto, algunos autores (Pardi 1986) indican que la única in­
formación que se puede extraer del electrocardiograma abdominal es la relacio­
nada con la duración de las ondas, mientras que parámetros relacionados con la 
amplitud y la polaridad no proporcionan información útil.
A partir de la medida de intervalos sobre pulsos de ECG fetal promediados 
se han hecho estudios de retardo en el crecimiento fetal, defectos cardíacos 
congénitos etc. Aunque la principal herramienta para detectar malformaciones 
estructurales cardíacas es la ecografía mono y bidimensional, ya que ha permi­
tido registrar el movimiento de las paredes auriculares y ventriculares, en oca­
siones el diagnóstico no es fácil y sería completado si se dispusiese de un regis­
tro de su actividad eléctrica (Chorro 1991).
Para que se puedan realizar estudios de electrocardiografía abdominal, es 
necesario el desarrollo de técnicas que permitan obtener una señal fetal continua 
(no un solo pulso promediado) con una relación señal ruido lo suficientemente 
elevada para que las medidas realizadas reflejen los cambios que se están pro­
duciendo en la señal y no puedan ser achacados a las técnicas utilizadas en su 
extracción o a los niveles de ruido presentes en la señal. Problemas como la 
localización de electrodos o variaciones en función del estado del embarazo, 
deben ser caracterizados con la finalidad de poder interpretar las formas de on­
da obtenidas.
1.2. Perspectiva histórica de la electrocardiografía fetal no invasiva.
Una vez justificada la utilidad de disponer de registros de la actividad car­
díaca fetal durante el embarazo y el parto vamos a hacer una revisión de la 
evolución histórica de la electrocardiografía fetal sin describir en profundidad 
las técnicas de cancelación utilizadas que serán explicadas con detalle en un 
capítulo posterior.
Los orígenes de la electrocardiografía fetal se atribuyen a Cremer que en 
1906 captó la actividad eléctrica fetal utilizando una combinación de electrodos 
vaginales y abdominales colocados en una paciente que, se cree, era su mujer.
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La Figura 1.7 es una reproducción del registro de Cremer donde se indican las 
posiciones de los QRS matemos y fetales.
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Figura 1.7 Primer electrocardiograma obtenido por Cremer.
Durante los siguientes 25 años hubo pocos trabajos relacionados con el tema, 
hasta que Maekawa y Toyoshima introdujeron el amplificador mediante tubo de 
vacío para la detección del electrocardiograma fetal. A partir de este instante el 
volumen de publicaciones fue en aumento, y en muchos casos con resultados 
inconsistentes.
La utilidad que se daba a los registros abdominales en esta época fue muy 
variada: determinación de la posición fetal, si el feto estaba vivo o muerto, pre­
sencia de gemelos, problemas cardíacos congénitos y la evolución del estado 
general del feto. El mayor impulsor de la electrocardiografía fetal abdominal 
fue Larks que indicó la posibilidad de obtener el electrocardiograma fetal con 
complejos discemibles a las 11 semanas de gestación. Sin embargo con poste­
rioridad no se cita la obtención de registros por debajo de las 20 semanas de 
gestación, y en cualquier caso, no dejaban de ser más que leves interrupciones 
en el registro abdominal que supuestamente eran debidas al corazón fetal. Bajo 
estas circunstancias, la tasa de falsas detecciones era tan grande que el corazón 
del feto podía supuestamente latir a un ritmo de 300 a 400 latidos por minuto.
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Otro tipo de problemas que se citaban era la pérdida del electrocardiograma en 
el período comprendido entre las 28 y 32 semanas de gestación. Estas disconti­
nuidades temporales fueron explicadas posteriormente basándose en diversas 
hipótesis sobre los mecanismos de conducción en el abdomen en las distintas 
etapas del embarazo.
Por esta época la electrocardiografía fetal únicamente probó su utilidad para 
la determinación del ritmo cardíaco. Para realizar esta tarea es necesario un pro­
cedimiento que permita eliminar los complejos matemos y además tener en 
cuenta los efectos de la actividad eléctrica muscular. Se sabía que el electrocar­
diograma materno era de mayor amplitud y su onda R de mayor pendiente que 
la del feto.
Las primeras técnicas intentaron cancelar la señal materna mediante filtrado 
con una localización especial de electrodos torácicos y abdominales. Un proce­
dimiento propuesto por Sureau y Trocelier en 1962 fue la cancelación analógi­
ca. Se basaba en obtener una señal materna similar en forma y amplitud a la 
presente en la derivación abdominal para cancelarla por sustracción directa. La 
dificultad en que ambos requisitos se cumpliesen podía dar lugar a que en la 
señal diferencia apareciesen residuos que, a posteriori, podían ser considerados 
complejos fetales.
El promediado coherente, como técnica para mejorar la calidad del registro 
abdominal, fue utilizado por Hon y Lee en 1964. Esta técnica obtiene un patrón 
de la señal materna presente en el abdomen promediando un determinado nú­
mero de pulsos, de esta forma se disminuye el nivel de ruido. Posteriormente 
este patrón se va restando de la señal abdominal cancelando así la contribución 
materna. Existes variantes de este método que realizan un promediado pesado 
de los pulsos para poder tener en cuenta las variaciones que la señal va experi­
mentando (Rhyne 1968). Cuando los complejos QRS fetales de la señal resul­
tante eran de suficiente amplitud como para discernirse, era posible repetir el 
proceso sobre la señal abdominal y obtener un pulso fetal promediado. De esta 
forma las ondas P y el intervalo PR eran discemibles en más de 50% de los re­
gistros.
Años más tarde (1975) utilizando técnicas basadas en filtros adaptativos se 
consiguió visualizar una señal fetal a partir de registros en los que únicamente 
era discemible el electrocardiograma materno (Widrow 1975; Ferrara 1982). 
Este sistema utilizaba un gran número de electrodos torácicos y abdominales y 
para la época teman una elevada carga computacional.
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Simultáneamente, se utilizaron diversos tipos de configuraciones en cuanto 
al número y posicionamiento de los electrodos de manera que una adecuada 
combinación de estas señales permitiese obtener una señal fetal libre de compo­
nentes maternas. Son las técnicas denominadas de filtrado espacial (Longini 
1977; Reichert 1977; Bergveld 1981; Bergveld 1986; Vanderschoot 1987).
De todas estas técnicas, las que mayor repercusión han tenido por el número 
de publicaciones realizada con posterioridad y la calidad de las señales obteni­
das, son las basadas en la resta de un patrón materno promediado y en filtrado 
adaptativo que serán analizadas con detalle en capítulos posteriores.
1.3. Modo de conducción de la señal fetal en el abdomen.
Una de las primeras preguntas que surgen al abordar el problema de la ex­
tracción del electrocardiograma fetal está relacionado con la adquisición de la 
señal. Las señales se adquieren en el abdomen materno pero son generadas por 
el corazón del feto; es decir, al no estar los electrodos puestos en contacto di­
recto con el feto, la interpretación de las formas de onda es compleja ya que 
aunque la posición de los electrodos en el abdomen sea siempre la misma, la 
disposición del feto varía. Esta variación no sólo depende del estado del emba­
razo sino que éste puede cambiar su posición (movimientos fetales) en un de­
terminado período de gestación. Otro factor importante en la conducción son las 
características de la interfase madre-feto y sus variaciones durante la gestación. 
El primero de los trabajos más relevantes en este aspecto es el de Oldemburg 
(Oldemburg 1977).
Roche y Hon en 1965, tras el análisis de electrocardiogramas abdominales 
obtenidos por encima de la semana 26 de gestación concluyeron que existían 
ciertas direcciones en las que la conducción de la señal era mejor; es decir, no 
había una distribución homogénea de los potenciales fetales en el abdomen co­
mo se había supuesto tácitamente hasta entonces. Posteriormente Taccardi, hizo 
en 1971 un estudio con la misma finalidad utilizando técnicas de vectocardio- 
grafía y obtuvo imas conclusiones distintas. Según sus resultados, la conducción 
en el abdomen era homogénea y no existían direcciones “preferidas”. Para dar 
una explicación a estas discrepancias Oldemburg realizó un estudio vectorcar- 
diográfico a partir de 3 derivaciones ortogonales en el abdomen. Obtenía pulsos 
fetales a partir del promediado de 128 complejos. Intentaba dar respuesta a las 
siguientes preguntas:
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• ¿Durante el embarazo, el abdomen materno se comporta como un conductor 
homogéneo o existen caminos “preferidos” en la conducción?
• ¿De qué forma varían las características de la conducción en función de la 
edad gestacional?
• ¿Qué posicionamiento de los electrodos debe proporcionar la mejor señal 
para la monitorización fetal anteparto?
Los resultados de su estudio pusieron de manifiesto que los caminos de con­
ducción varían en función de la edad gestacional. Entre las 20 y 28 semanas el 
abdomen se comporta como un conductor volumétrico uniforme. Durante el 
período comprendido entre las 28 y 32 semanas hay una disminución de la am­
plitud del ECG en todas las derivaciones consideradas y en muchas ocasiones 
no es posible detectar la actividad eléctrica. La conducción no es uniforme. Por 
encima de las 32 semanas la amplitud de la señal abdominal va en aumento 
pero la conducción sigue sin ser uniforme.
A la vista de los resultados se constató que las dos hipótesis de conducción 
que habían sido enunciadas anteriormente eran ciertas, teniendo en cuenta que 
los períodos de gestación considerados habían sido diferentes.
Podemos distinguir dos períodos de conducción. Durante las primeras etapas 
el feto es pequeño y se encuentra flotando libremente en el líquido amniótico, el 
cual esta distribuido homogéneamente. A medida que la capa vemix se va for­
mando, la geometría cambia y se dificulta la conducción por lo que las amplitu­
des registradas son menores. Con el avance del desarrollo fetal, la distribución 
del fluido amniótico se hace más irregular y cuando la cabeza del feto se encaja, 
los puntos de contacto entre madre y feto sirven de caminos de conducción ha­
cia el abdomen.
De acuerdo con estos resultados, la localización de los electrodos en el ab­
domen debe tener en cuenta la edad gestacional. Si el período considerado es 
menor de 28 semanas la distribución de potenciales es homogénea y podemos 
tomarlo donde queramos, mientras que por encima de las 28 semanas es más 
conveniente localizar la cabeza del feto y colocar los electrodos en esta zona.
Los estudio realizados por Oldemburg consideraban que el abdomen se 
comportaba como un conductor homogéneo con geometría esférica cuyas pro­
piedades eléctricas no experimentaban cambios durante el embarazo. Años mas 
tarde (Oostendorp 1989) se indica que este modelo de conductor no es total­
mente correcto durante todo el período de gestación. Para tener en cuenta las
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variaciones del medio, Oostendorp propone diferentes modelos que tengan en 
cuenta sus características eléctricas. Este refinamiento del modelo no introduce 
cambios sustanciales en las conclusiones. Se indica que la formación de la capa 
vemix alrededor de las 28 semanas casi aísla eléctricamente al feto, lo que ex­
plica las bajas amplitudes registradas en el abdomen en el caso de que se de­
tecten. A medida que avanza el embarazo, alrededor de las 32 semanas, co­
mienzan a aparecer agujeros en la capa vemix y la amplitud del FECG aumenta. 
Sin embargo la conducción está determinada por el tamaño y la impredecible 
posición de estos agujeros. Es decir, no existen unas direcciones de conducción 
fijas como la cavidad oronasal y la zona del cordón umbilical, como algunos 
autores habían indicado, sino que los caminos de conducción son más irregula­
res. Esta es la razón por la que las formas de onda adquiridas no se correspon­
den con la actividad eléctrica del corazón fetal de una manera inteligible debido 
a la influencia de la capa vemix. Como consecuencia de ello hay que ser muy 
cuidadosos en la interpretación de las formas de onda obtenidas en el abdomen. 
Incluso el autor generaliza a la medida de intervalos que también pueden verse 
afectados por este conductor volumétrico.
Pese a la complejidad del problema, los estudios del electrocardiograma fetal 
abdominal han continuado en los últimos años. La orientación de estos estudios 
está dirigida en dos aspectos principalmente. Por una parte en la utilización de 
nuevas técnicas que permitan mejorar la calidad de las señales abdominales 
obtenidas, ya que cualquier estudio que se desee realizar sobre la señal fetal, se 
basa casi directamente en algún método de cancelación materna y mejora de la 
relación señal mido (Kanjilal 1997), y por otra parte, en la determinación y el 
estudio de las series RR fetales (Spencer 1993; AJcay 1996; Gibson 1997).
1.4. Objetivos de la tesis.
La electrocardiografía fetal abdominal debe servir como complemento a 
otras técnicas como la auscultación y la monitorización con ultrasonidos. Algu­
nos de los problemas que esta disciplina ha tenido desde sus orígenes, como han 
sido las dificultades técnicas relacionadas con la amplificación y la adquisición 
de las señales así como las limitaciones de algunos de los procedimientos pro­
puestos para la cancelación del ruido, debido principalmente a las grandes nece­
sidades de cálculo, pueden ser abordados en la actualidad desde una nueva 
perspectiva utilizando nuevas estructuras amplificadoras y de cancelación de 
mido de la señal analógica, así como la gran potencia de cálculo de los ordena­
dores actuales. La aplicación de nuevas técnicas de procesado digital de señales
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o simplemente la mejora de las existentes pueden proporcionar una nueva vi­
sión en este tema tan complejo.
La presente tesis se va a centrar en el estudio de la señal electrocardiográfica 
abdominal desde la etapa de adquisición de la misma, haciendo un análisis de 
los diferentes tipos de ruido que se solapan con la misma y dificultan, y a veces 
enmascaran totalmente, su visualización. Analizaremos varias técnicas de pre- 
procesado de la señal abdominal, como etapa fundamental previa a la cancela­
ción de la señal materna. En tal sentido, esta tesis presenta dos nuevos métodos 
de cancelación cuyas características más relevantes se han puesto de manifiesto 
con la utilización de un gran número de registros simulados en los que tenemos 
la posibilidad de modificar las contribuciones de ruido y en todo momento co­
nocemos la señal fetal que queremos obtener. Finalmente extrapolaremos los 
algoritmos que mejores resultados hayan proporcionado para su utilización con 
registros reales. Para ello haremos uso de las señales adquiridas con un sistema 
de adquisición propio, desarrollado a tal efecto, y los proporcionados por otros 
investigadores de diversos países. La inspección visual será la técnica utilizada 
a tal efecto.
Nuestro objetivo es obtener una señal fetal libre de componentes maternas y 
con una relación señal ruido suficientemente elevada para que, a partir de ella, 
se puedan hacer estudios análogos a los realizados en electrocardiografía con­
vencional que puedan servir de ayuda al facultativo en la determinación del 
estado del feto complementando la información proporcionada por otras técni­
cas como la auscultación directa o la ecografía.
1-17

2. Material y Métodos.
2.1. Características de \a señal cardíaca fetal
Como ya hemos citado en el capítulo anterior una de las razones que ha li­
mitado el uso de la electrocardiografía fetal es la gran imprecisión de las medi­
das realizadas. La principal causa es la dificultad en obtener señales con una 
relación señal ruido elevada, por lo que como paso previo al procesado de este 
tipo de señales estudiaremos las características de las mismas.
A partir de ahora vamos a centramos en señales obtenidas colocando elec­
trodos en el abdomen materno durante el embarazo, cuyas características son 
distintas en cuanto a los niveles y tipos de mido solapados a las de los registros 
obtenidos durante el parto a partir de electrodos colocados en el cuero cabelludo 
del feto.
Con relación a los parámetros eléctricos, un registro electrocardiográfico 
abdominal está caracterizado por presentar una componente materna, en la que 
las ondas de mayor amplitud (complejo QRS) oscilan entre los 100 y los 
150|iV, y trazos de menor amplitud correspondientes a los complejos QRS fe­
tales cuyo valor oscila entre los 0 y 60|iV, donde con 0 queremos indicar que 
estos complejos no son visibles. Esta amplitud varía en función de la colocación 
de los electrodos y la edad gestacional (Ríos 1987).
En la Figura 2.1 se muestran 5 segundos de un registro abdominal adquirido 
a las 39 semanas de gestación en el que se pueden apreciar claramente los com­
plejos QRS matemos (designados con la letra M) y los complejos fetales (de­
signados con la letra F) de mucha menor amplitud, y con un ritmo cardíaco casi 
el doble del materno. En ciertos tramos es difícil localizar la señal fetal a simple 
vista, si bien es cierto que este registro no ha sido preprocesado para mejorar la 
calidad de la misma.
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Figura 2.1 Registro electrocardiográfíco abdominal de 39 semanas.Los complejos QRS mater­
nos y fetales son claramente discemibles.
Con relación al ancho de banda útil de las señales cardíacas se siguen las re­
comendaciones de la American Heart Association que especifica un ancho de 
banda de [0.05Hz ..100Hz], aunque en algunos trabajos como frecuencia supe­
rior de corte se toman los 80 Hz. Las frecuencias inferiores se deben al seg­
mento ST. Una forma de mejorar la relación señal ruido de estas señales es uti­
lizando técnicas de filtrado. Algunos investigadores han utilizado etapas ampli­
ficadoras que realizaban un filtrado pasa-banda entre 1.5 y 50 Hz. Esto reduce 
las contribuciones de baja frecuencia, y distorsionan el segmento ST por lo que 
no se pueden realizar estudios posteriores de esta parte del FECG. La no utili­
zación de sistemas electrónicos adecuados ha sido una de las razones que ha 
dificultado la interpretación de las formas de onda debido a un filtrado inade­
cuado (Deans 1994). Es por tanto muy importante la selección de las frecuen­
cias de corte de los filtros, tanto en las etapas de amplificación analógicas co­
mo en las de procesado digital posteriores.
Los espectros de la señal materna y fetal se encuentran solapados por lo que 
no se puede recurrir a técnicas clásicas de filtrado selectivo en frecuencia para 
su separación. Estos métodos de mejora de la relación señal ruido de la señal
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materna son la base del procesado de este tipo de señales y constituyen el grue­
so de la presente tesis por lo que serán abordados más adelante.
2.2. Fuentes de interferencia.
En el registro abdominal además de la contribución debida al corazón mater­
no encontramos otras fuentes de interferencia que van a disminuir la relación 
señal ruido. Estas fuentes de interferencia son:
• Oscilaciones de la línea base.
• Actividad eléctrica muscular (EMG).
• Ruido de Red.
• Ruido térmico del sistema electrónico.
• Ruido de discretización.
De las fuentes citadas, las dos primeras son de origen biológico ya que son 
generadas por la paciente mientras que las restantes son debidas al sistema 
electrónico. Analicemos cada una de ellas con un poco más de detalle espe­
cialmente en lo que respecta a su contenido espectral.
2.2.1.Oscilaciones de la línea base.
Las oscilaciones de la línea base son unas oscilaciones de baja frecuencia 
(por debajo de 0.5 Hz) debidas principalmente a la respiración y al cambio en 
la impedancia de los electrodos que ésta produce (Sómmo 1993), (Laguna 
1993) y algunos autores también la atribuyen a movimientos ocasionales del 
feto (Vanderschoot 1987). En ocasiones la frecuencia de las oscilaciones puede 
ser superior (hasta 2 Hz) y solaparse con las componentes del ECG de más baja 
frecuencia. Si exceptuamos la contribución materna, las oscilaciones de la línea 
base son la fuente de interferencia más importante en los registros abdomina­
les. En la Figura 2.2 se muestra un registro abdominal en el que es patente la 
oscilación de línea base. En ella se comprueba la importancia de este tipo de 
ruido en la etapa de adquisición de las señales.
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Figura 2.2 Oscilaciones de la línea base en un registro abdominal.
En el registro mostrado, el valor medio de la señal es de aproximadamente 
2000 unidades de convertidor analógico-digital (Adu), y la señal de mayor am­
plitud (QRS materno) tiene una amplitud de menos de 1000 unidades medidas 
respecto a la línea base. Es decir, si tenemos en cuenta que el convertidor utili­
zado para la digitalización es de 12 bits (rango de 0 a 4095 ADu), nuestra señal 
de interés está contenida en un rango muy estrecho. Si la señal analógica es 
amplificada en exceso o bien las oscilaciones de la línea base son muy grandes 
nos encontraremos con registros como el mostrado en la Figura 2.3. En este 
registro podemos observar que la señal se satura debido a las grandes oscila­
ciones.
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Figura 2.3 Oscilaciones de la línea base que han producido saturación.
En general, estas grandes oscilaciones se deben al movimiento de la paciente 
con el consiguiente movimiento de los electrodos que puede provocar una pér­
dida momentánea de contacto. El nivel de la oscilación de la línea base varía 
desde una pequeña oscilación casi lineal, una suave onda casi periódica o tran­
siciones más abruptas.
2 .2 .2 . Ruido d e  red.
El ruido de red es una oscilación quasi-periódica que es recogido por los 
electrodos utilizados para captar la señal y que es amplificado posteriormente 
por el sistema de adquisición, es debido a la presencia de equipos eléctricos y 
tubos fluorescentes que se encuentran en las proximidades del lugar utilizado 
para la adquisición de la señal.
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Figura 2.4 Señal de ECG contaminada con ruido de red (superior) y su espectro (inferior).
La señal de red es captada simultáneamente por los electrodos utilizados 
para la adquisición. Si el sistema amplificador se ha diseñado para que el factor 
de rechazo en modo común (CMRR) sea elevado (> 90dB ) las señal de red se 
verá fuertemente atenuada. La señal de red en Europa tiene una frecuencia de 
50Hz con variaciones entre un 1% y un 5% dependiendo del país. Si esta señal 
no es eliminada dificultará la observación de los picos de P,Q,R,S y T y distor­
sionará sus amplitudes reales. La Figura 2.4 muestra una señal de ECG conta­
minada con ruido de 50Hz. En el espectro de la misma se observa la contribu­
ción de esta frecuencia.
2 .2 .3 . Electromiograma.
Otro de los tipos de ruido que se solapan con la señal de interés es debido a 
la actividad eléctrica muscular. Las fibras musculares al contraerse generan 
impulsos eléctricos que pueden medirse en la superficie del cuerpo. Estos im­
pulsos son captados con los electrodos y amplificados junto con el resto de po­
tenciales. La característica más importante de este tipo de ruido es que su es­
pectro se encuentra solapado con el de la señal de ECG fetal, por lo que no pue­
de ser eliminado utilizando técnicas de filtrado selectivo en frecuencia.
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Una causa del aumento de este tipo de ruido en registros superficiales es 
debida a una posición incómoda de la madre que hace que esto músculos no se 
encuentren totalmente relajados. Algunos autores (Crowe 1996), (Vanderschoot 
1987) recomiendan una posición ligeramente inclinada, formando un ángulo de 
unos 30° con la horizontal con el fin de minimizar esta contribución. En el su­
puesto caso de que el registro tenga una contribución muy importante de elec- 
tromiograma es conveniente repetir la adquisición ya que, como se ha dicho 
anteriormente, este tipo de ruido es muy difícil de eliminar. En la Figura 2.5 se 
muestra un registro abdominal en el que se puede apreciar el electromiograma 
que casi distorsiona completamente la señal.
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Figura 2.5 Señal abdominal contaminada con electromiograma
2 .2 .4 .  Ruido aleatorio
Bajo el nombre de ruido aleatorio vamos a englobarlas contribuciones debi­
das al ruido térmico del sistema electrónico y el ruido de discretización en am­
plitud.
Jl
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Los componentes de un sistema electrónico (resistencias, condensadores, 
etc.) modifican sus características al variar la temperatura. La deriva térmica 
influye en él desapareando los componentes críticos en la entrada del amplifi­
cador diferencial o alterando la respuesta ffecuencial del filtro, además de re­
percutir en las características funcionales del sistema frente a la señal de interés. 
Este ruido se puede apreciar si medimos con un instrumento de precisión la 
diferencia de potencial en los extremos de una resistencia por la que no circula 
corriente. Se observan fluctuaciones aleatorias con distribución normal y es­
pectro. Este ruido se debe al movimiento de los electrones por lo que se deno­
mina ruido térmico o Johnson (Balicéis 1992)
El ruido de discretización en amplitud se introduce al hacer la conversión 
A/D de la señal. Depende de la ganancia del amplificador (A), del margen de 
entrada (AV) y de la resolución del conversor utilizado (N bits). Su valor má­
ximo viene dato por:
W I A
^m ax ~  2 - 2 N
Este tipo de ruido se suele suponer de tipo gaussiano, no correlacionado con 
la señal original y blanco. En la Figura 2.6 se muestra un ejemplo de señal de 
ruido gaussiano simulada con Matlab y su espectro. El espectro del ruido se 
distribuye uniformemente en todo el ancho de banda de la señal.
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Figura 2.6 Ruido gaussiano y su espectro.
2.3. Señales sintéticas: simulador de señales.
Uno de los problemas más importantes con el que nos enfrentamos en el es­
tudio de señales de electrocardiografía fetal no invasiva es la dificultad de dis­
poner de señales para comprobar el funcionamiento de los algoritmos pro­
puestos. Sin embargo, la comprobación exacta del funcionamiento de los mis­
mos sólo puede hacerse cuando las condiciones de la señal son controladas lo 
que implica la necesidad de utilizar señales simuladas en las primeras etapas de 
la investigación.
La principal razón es que este tipo de señales no se adquiere habitualmente, 
salvo por investigación. Dado que la adquisición presenta unas características 
diferentes a las de la electrocardiografía convencional en cuanto a las amplitu­
des de las señales, niveles y tipos de ruido presentes etc., cada grupo de inves­
tigación que ha hecho estudios sobre electrocardiografía fetal no invasiva ha 
desarrollado su propio sistema de adquisición.
Este diseño permite desarrollar un sistema de amplificación con bajo nivel 
de ruido en la entrada, requisito importante debidos a la baja amplitud de las 
señales fetales. Aunque tengamos un sistema de adquisición de estas caracte­
rísticas, es importante disponer de un grupo de señales suficientemente grande 
que tenga en consideración las diferentes circunstancias, en cuanto a amplitud 
de las señales y niveles de ruido que se pueden presentar a lo largo del embara­
zo. Por esta razón se consideró conveniente el desarrollo de un simulador de 
señales de electrocardiografía fetal, que permitiese obtener registros con los 
que comprobar el funcionamiento de los algoritmos propuestos con múltiples 
señales. Una razón adicional que motivó la utilización del mismo fue la no 
existencia de ninguna base de datos de señales de estas características similar a 
la base de datos del MIT (Moody 1992), utilizada como referencia en múltiples 
trabajos de electrocardiografía convencional.
El programa desarrollado actualmente genera 2 derivaciones abdominales 
(AECG) y una torácica (TECG). Es posible seleccionar diversos tipos de ruido 
que enmascaran la señal fetal como oscilaciones de la línea base, electromio­
grama, ruido de red y ruido gaussiano. También son parámetros seleccionables 
el ritmo cardíaco materno y fetal lo cual facilita la generación de señales con 
un ritmo de unos 130 pulsos por minuto típicos de las señales fetales.
Para indicar la contribución del electromiograma, señal materna y ruido 
gaussiano, se debe especificar:
• Relación señal ruido fetal materna.
• Relación señal ruido fetal ruido gaussiano.
• Relación señal ruido fetal electromiograma.
La selección del ritmo cardíaco ha hecho necesaria la utilización de pulsos
cardíacos matemos y fetales aislados, obtenidos de diferentes fuentes: por 
promediado coherente de registros reales, a partir de un dispositivo electrónico 
generador de señales de electrocardiografía de superficie (Patient Simulator de 
Dynatech Nevada Inc). En la Figura 2.7 se muestra un ejemplo de señales pa­
trón utilizadas por el simulador.
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Figura 2.7 Ejemplos de pulsos matemos (a,y c) utilizados por el simulador para obtener las 
señales torada y abdominales. Los pulsos b y d se han utilizado para simular la señal fetal. El 
pulso (b) se ha obtenido de un generador electrónico de señales.
La generación de señales por concatenación de pulsos nos permite, además 
de seleccionar el ritmo cardíaco materno y fetal, especificar la variabilidad del 
mismo. Es decir podemos generar una señal totalmente ideal a partir de un pul­
so patrón obtenido del generador electrónico con ritmo cardíaco constante, o 
bien una señal más realista, obtenida a partir de un pulso real promediado que 
incluya variabilidad.
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Figura 2.8 Señales obtenidas por repetición de pulsos. (a)Ritmo cardíaco 120, sin variabilidad, 
obtenido a partir de un pulso sintético, (b) Ritmo cardíaco 80 con variabilidad, obtenido a partir 
de un pulso real.
El procedimiento de simulación se hace en 2 etapas. En primer lugar se ge­
neran las señales que posteriormente harán el papel de materna y fetal por sepa­
rado, con la duración adecuada y posteriormente a partir de ellas obtendremos 
las derivaciones torácicas y abdominales con las características deseadas.
En la simulación de las señales a partir de un patrón, el ritmo cardíaco má­
ximo está limitado por la duración de los patrones, pero en todos los casos al 
menos se puede obtener un ritmo cardíaco de 130 pulsos por minuto. Se ha uti­
lizado un procedimiento de interpolación para obtener los tramos comprendidos 
entre los pulsos. La Figura 2.8 muestra 2 ejemplos de señales obtenidas por 
repetición de pulsos, sin variabilidad y con variabilidad
A estos registros simulados con la duración y ritmo cardíaco seleccionados, 
ya podemos añadirles los diversos tipos de ruido comentados anteriormente en 
la proporción que especifiquemos, como medida de la relación señal ruido. La 
relación señal ruido siempre se especifica entre la señal fetal y el ruido conside-
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rado; es decir podemos controlar los niveles de cada una de las interferencias 
solapadas de forma independiente.
Los diferentes tipos de ruido que se pueden solapar con la señal abdominal 
se han obtenido del directorio nstdb de la base de datos del MIT, en el que po­
demos encontrar registros de ruido como oscilaciones de la línea base 
(nstdb\bw) y electromiograma (nstdb\ma). El ruido de 50 Hz y el ruido 
gaussiano se han generado con Matlab. En los registros de la base de datos, el 
tipo de ruido especificado es el predominante pero no el único; es decir, un re­
gistro de oscilaciones de la línea base puede contener también otros tipos de 
ruido como se aprecia en la Figura 2.9 que muestra un registro de oscilaciones 
de la línea base de la base de datos del MIT. Observamos que hay una contribu­
ción importante de ruido de frecuencias por encima de las de estas oscilaciones. 
Con la finalidad de poder separar las contribuciones de ruido debido a las osci­
laciones de la línea base y el ruido gaussiano vamos a filtrar pasa baja esta señal 
con un filtro de Butterworth de frecuencia de corte de 0.2Hz
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Figura 2.9 Registro de oscilaciones de la línea base del MIT original (superior) y filtrado pasa
baja (inferior).
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Por esta razón, para aseguramos que al incluir oscilaciones de la línea base 
en nuestros registros no estemos también sumando otro tipo de mido que pueda 
modificar las medidas de relación señal mido, también se ha incluido un proce­
dimiento de generación de oscilaciones de la línea base indicado en (Sórmo 
1993). Para ello se genera una señal de mido gaussiano, cuyo espectro es plano 
en toda la banda de frecuencias y se filtra pasa baja. De esta forma, la señal 
obtenida únicamente tendrá componentes frecuenciales en esta banda tal y co­
mo se desea. El filtro utilizado ha sido un Butterworth de orden 5, con una fre­
cuencia de corte de 0.2 Hz, banda de transición de 0.3Hz. y atenuación de 30 
dB en la banda no pasante.
Con la señal de electromiograma que hemos utlizado ocurre algo similar ya 
que se nos indica que aunque el mido principal que encontramos en la señal es 
muscular también se observan oscilaciones de baja frecuencia. La Figura 2.10 
muestra la señal utilizada y su espectro, en el que podemos comprobar que tie­
ne componentes en toda la banda de la señal de electrocardiograma, lo que difi­
cultará su eliminación.
Ruido de Electromiograma de la base del MIT
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Figura 2.10 Señal de electromiograma utilizada en las simulaciones y su espectro.
Con :odos estos datos, el programa de simulación desarrollado puede generar 
un número casi ilimitado de señales sin más que modificar los parámetros
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Para comprobar el funcionamiento de los algoritmos desarrollados el pro­
grama nos devuelve unas señales que simulan una derivación materna torácica y 
dos derivaciones abdominales (Martínez 1996). (Si el algoritmo lo requiere po­
dría aumentarse el número de derivaciones abdominales sin más que repetir el 
proceso utilizando otros patrones para cada una de ellas.) Además, con el pro­
pósito de verificar la calidad de nuestro algoritmo en la obtención de la señal 
fetal, el programa también nos proporciona las señales fetales libres de cual­
quier contribución de ruido, que se han utilizado en la simulación por lo que 
comparando la señal obtenida por nuestro algoritmo con esta señal determina­
remos la bondad del mismo. (También se dispone de la señal materna contenida 
en las derivaciones abdominales, para poder realizar estudios del mismo tipo).
Señal materna torácica
Señal abdominal!
Señal abdom inal
Figura 2.11 Ejemplo de señales obtenidas con el simulador. Los parámetros utilizados han sido: 
SNRfm=-5, SNRfp=-10, SNRfe=100 (sin EMG), con oscilación de la línea base, Ritmo mater- 
no=72, ritmo fetal=130. Los pulsos patrón utilizados se han obtenido de registros reales por 
promediado.
La Figura 2.11 muestra un ejemplo de señales obtenidas con el simulador. 
Aunque por defecto el simulador suministra una señal torácica y dos derivacio­
nes abdominales, la mayoría de los algoritmos analizados únicamente hacen uso 
de una derivación abdominal, o bien utilizan adicionalmente una derivación 
torácica, por lo que generalmente la segunda derivación abdominal no se utiliza.
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Las Tabla 2.1 y Tabla 2.2 especifican cada uno de los parámetros que puede 
seleccionarse en el generador de señales y las señales que éste devuelve respec­
tivamente.
Variables de 
entrada
Significado
patr matl Patrón empleado para generar la señal materna 1
patr mat2 Patrón empleado para generar la señal materna 2
patr fetl Patrón empleado para general la señal abdominal 1
patr fet2 Patrón empleado para general la señal abdominal 2
Modo Selecciona diversos modos de combinación de las se­
ñales anteriores.
Hrm Ritmo cardíaco materno
var hrm Vector de variabilidad del ritmo cardíaco materno
Hrf Ritmo cardíaco fetal
var hrf Vector de variabilidad del ritmo cardíaco fetal
Tiempo Duración del registro
SNRfm Relación señal ruido señal fetal señal materna
SNRfr Relación señal ruido señal fetal señal de ruido gaussiano
SNRfe Relación señal ruido señal fetal electromiograma
bw Selector del tipo de oscilación de la línea base añadida
fm Frecuencia de muestreo (debe coincidir con la de los 
patrones)
Factor_bw Factor para controlar la contribución de la oscilación de 
la línea base añadida.
Tabla 2.1. Parámetros seleccionables en el simulador de señales.
Estas señales simuladas nos permitirán un análisis detallado de los algorit­
mos de preprocesado y de cancelación de ruido en la señal abdominal. A partir 
de estos resultados será más fácil la elección de los parámetros o procedimien­
tos más adecuados en el procesado de la señal fetal.
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Variables de 
salida
Significado
mt Señal materna torácica
ma Señal materna abdominal
abdominal 1 Derivación abdominal 1
abdominal2 Derivación abdominal 2
flsr Contribución fetal libre de ruido en la señal abdominal 1
f2sr Contribución fetal libre de ruido en la señal abdominal 2
flcr Derivación abdominal 1 libre de componente materna
f2cr Derivación abdominal 2 libre de componente materna
Tabla 2.2. Señales generadas por el simulador de señales.
También es cierto que una situación tan controlada no va a ser posible en un 
caso real por lo que es necesario que los resultados obtenidos en esta primera 
parte se apliquen sobre señales reales para poder verificar que van a funcionar 
adecuadamente.
Como ya se indicó con anterioridad, la obtención de señales reales no es una 
tarea fácil, ya que no existen dispositivos comerciales con esta finalidad ni su 
adquisición forma parte de la rutina clínica en un servicio de ginecología por lo 
que se desarrolló un sistema específico a tal efecto que describimos a continua­
ción.
2.4. Señales reales: Sistema de adquisición de datos.
2.4.1.Sistema de adquisición.
El sistema de adquisición de señales de electrocardiografía fetal fue desarro­
llado por el Dr. Juan miembro de Grupo de Procesado Digital de Señales 
(GPDS) de la Universitat de Valencia (Figura 2.12). Para el desarrollo del pro­
totipo se hizo un exhaustivo estudio de diversas estructuras amplificadoras, de 
bajo ruido, con el fin de adecuar el sistema al tipo de señales con las que se va a 
trabajar(Guerrero 96a),Guerrero 96b).
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Figura 2.12. Sistema de adquisición completo.
El prototipo actual está formado por dos canales amplificadores, uno de ellos 
para adquirir la señal torácica y otro para la señal abdominal. La Figura 2.13 
muestra un diagrama de bloques del circuito correspondiente a cada uno de los 
canales amplificadores, si bien sus características son idénticas.
FILTROS
Elect. 1  A
Elect. 2 ------ (4
Filtro
antialiasing
Elect. 3
Amp. Aislamiento
S elección
Malla activa
«  Vout
Realimentación activa 
Figura 2.13. Diagrama de bloques de cada canal amplificador.
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La etapa de entrada utiliza una estructura de amplificador compuesto, 
mejorando así el CMRR. La tecnología seleccionada para esta etapa ha sido la 
CMOS para obtener el valor óptimo de la relación entre la impedancia de salida 
de la fuente (Zs) y la tensión y corriente de ruido del circuito (v n ,  ¿n)-
Para evitar la degradación que se produce en la impedancia de entrada (Zjn) y 
el CMRR del amplificador cuando se utilizan cables blindados para la conexión de 
los electrodos, fundamentalmente debida a la diferencia existente entre los valores 
que presentan las impedancias de los electrodos, las de contacto con la piel y a las 
capacidades distribuidas de cada cable, se ha conducido la pantalla con la tensión 
en modo común para anular su contribución (circuito de malla activa). Esta 
técnica se ha utilizado igualmente en el diseño de la placa de circuito impreso, 
utilizando anillos de guarda en las líneas de entrada al amplificador.
Para proporcionar un camino de baja impedancia para las corrientes de 
desplazamiento producidas por la componente capacitiva de la interferencia de 
red, se utiliza un tercer electrodo conectado al paciente mediante un circuito de 
realimentación activa que permite reducir su impedancia efectiva manteniendo los 
niveles de seguridad estándar.
El amplificador permite seleccionar además diversas frecuencias inferiores de 
corte para eliminar oscilaciones básales. Posteriormente, la señal amplificada y 
filtrada por las primeras etapas, con referencia aislada de la tierra de red, se 
acopla a los circuitos de salida mediante un amplificador de aislamiento, con 
acoplamiento magnético y conversor DC/DC para la alimentación de la parte 
aislada.
Por último, se utiliza un filtro pasa-baja antialiasing de 6o orden con respuesta 
de Butterworth.
La Figura 2.14 muestra una fotografía del sistema de amplificación. Los dos 
canales se encuentran en módulos independientes. Cada uno de ellos esta en una 
caja apantallada cuyo interior se muestra en la Figura 2.15.
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3000MG 3090HQ
Canal
Amplificador
Figura 2.14. Fotografía del sistema amplificador.
Figura 2.15. Fotografía de un canal amplidicador.
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La Figura 2.16 muestra un diagrama de bloques del sistema completo tal 
como se muestra en la Figura 2.12, en la que se ha sustituido el paciente por un 
generador de señales electrónico. La ganancia total de las etapas amplificadoras 
es de 1680. Cada una de estas etapas tiene una parte aislada, que es la que se 
conecta al paciente, y una parte no aislada que se conecta a la tarjeta de adquisi­
ción de datos. Algunos parámetros del amplificador son:
Factor de rechazo en modo común CMRR=1 lOdB, impedancia de entrada dife­
rencial Zimpd¡f > 200M il . El amplificador tiene una respuesta en frecuencia con
un rizado de ±0.5 dB entre 0.045Hz y 50 Hz y un rizado de 3dB entre 0.03 Hz y 
100 Hz., cumpliendo así con las recomendaciones para el estudio de señales de 
electrocardiografía fetal (0.05Hz a 100Hz).
Ordenador Portátil
/  j  %
Tarjeta de 
Adquisición
Programa 
de Control
Sistema de 
Almacenamiento
Etapa
AmplificadoraPaciente i sV V
Figura 2.16 Diagrama de bloques del sistema de adquisición
Para determinados estudios, por ejemplo en los que únicamente estemos in­
teresados en el análisis del ritmo cardíaco fetal es posible modificar la frecuen­
cia inferior de corte del amplificador. El sistema dispone de un selector de tres 
posiciones que permite seleccionar fc=0.05Hz (A), fc=4Hz (B) o fc=10Hz (C). 
De esta forma las grandes oscilaciones de la línea base presentes en los registros 
abdominales serán atenuadas en gran medida como consecuencia del filtrado 
pasa-alta realizado, pudiendo de esta forma aumentar el factor de amplificación 
total.
Las señales obtenidas por cada uno de los canales son enviadas a un ordena­
dor portátil que dispone de una tarjeta de adquisición de datos con un converti­
dor analógico digital (ADC) con una resolución de 12 bits, que nos permitirá 
digitalizar las señales. Esta tarjeta permite amplificar las señales analógicas por 
un factor 1,2,4,8 ó 16 por lo que la ganancia total del sistema puede ser mayor 
que 25000.
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2.4.2. Modo de adquisición.
Disponer de un gran factor de ganancia no lo es todo, ya que aunque el dise­
ño haya sido muy cuidado para obtener un gran rechazo de las señales en modo 
común, alta impedancia de entrada y bajos niveles de ruido, es necesario tener 
ciertas precauciones adicionales en la adquisición de las señales. Como hemos 
indicado anteriormente, la señal del electrocardiograma fetal tiene una amplitud 
que oscila entre unos 60|iV de pico para el QRS hasta ser inapreciable. Además 
el electromiograma abdominal y los artefactos debidos al movimiento tienen 
una amplitud variable que suele estar por encima de los 12pV de pico en el 
mejor de los casos. Estas amplitudes tan bajas hacen que no sólo sea necesaria 
una electrónica de calidad sino también una preparación de la piel de la pacien­
te. Sin preparación de la piel la impedancia de ésta es de unos 50KÍ2 que para el 
ancho de banda de nuestro amplificador genera una tensión eficaz de ruido tér­
mico que viene dada por la expresión:
V™ = -J4KTBR
donde K es la constante de Boltzman, T la temperatura absoluta, B el ancho de 
banda y R la impedancia del conjunto piel+electrodo. Para una temperatura de 
27°C, esta tensión es de unos 2.29[xV de pico. Si la piel es preparada con algún 
producto a tal efecto, o simplemente limpiada con alcohol (Wheeler 1978) la 
impedancia de la misma disminuye a valores que oscilan entre 1KÍ2 y 10KX2 
que dan niveles de ruido de 0.324fiV de pico y 1.024(1V de pico respectiva­
mente.
De lo dicho anteriormente deducimos que hemos de ser muy cuidadosos en 
cada una de las etapas, tanto en la construcción del sistema electrónico, como 
en el modo de adquisición de las señales, siendo necesaria una preparación de la 
piel, una posición cómoda de la paciente con el fin de disminuir interferencias 
del electromiograma y una correcta sujeción de los electrodos.
En cuanto a la localización de los electrodos para la adquisición de las seña­
les se ha utilizado la derivación II para la señal materna torácica (Homer 1996). 
Para la localización de los electrodos en el abdomen, en primer lugar se ha lo­
calizado la posición del corazón del feto utilizando un fonendoscopio. A partir 
de esta posición se han ensayado varias localizaciones de los electrodos en esta
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zona con la finalidad de obtener la mejor relación señal ruido. En cuanto a la 
localización del electrodo de referencia se han probado dos posiciones. La pier­
na izquierda, como se hace habitualmente en electrocardiografía y un punto 
intermedio entre los electrodos torácicos y abdominales. Esta segunda localiza­
ción parece que mejora ligeramente la calidad de los registros ya que favorece 
la realimentación utilizada en la etapa amplificadora.
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Figura 2.17 Programa de adquisición de señales.
Para poder ir comprobando la calidad de las señales obtenidas a medida que 
se prueban diversas posiciones en el abdomen, se ha desarrollado un sencillo 
programa de visualización y adquisición de señales (Figura 2.17). Con este pro­
grama se puede modificar la ganancia de cada uno de los dos canales de adqui­
sición con el fin de aprovechar al máximo el rango de entrada del amplificador.
Una vez tenemos una visualización adecuada de ambos canales basta con 
pulsar una tecla para iniciar la adquisición y finalizada ésta guardar los datos en 
un fichero. Su funcionamiento se ha simplificado al máximo para facilitar el 
manejo ya que salvo el ajuste de la ganancia, el número de puntos visualizados 
y el nombre del registro, todos los demás parámetros son fijados por defecto.
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El tiempo de adquisición se ha fijado en 60 segundos por varias razones: en 
primer lugar consideramos que para verificar el funcionamiento de nuestros 
algoritmos es suficiente y por otra parte hemos de tener en cuenta que es im­
prescindible que la paciente esté totalmente relajada y no realice ningún tipo de 
movimiento durante la adquisición ya que el factor total de amplificación es tan 
grande que la mínima diferencia entre las impedancias de contacto de los elec­
trodos hace que el amplificador se sature.
Aunque nuestro prototipo utiliza una derivación torácica y una abdominal, el 
sistema es totalmente modular y puede aumentarse el número de derivaciones si 
se considera oportuno. En los trabajos publicados, el número de canales em­
pleados depende mucho del tipo de procesado posterior por lo que la técnica de 
procesado y el sistema de adquisición están íntimamente ligados. Así en (Ber- 
gveld 1981) utiliza 6 canales (abdominales), en (Kao 1989) utiliza tres, 2 ab­
dominales y uno torácico con una localización previa del corazón fetal mediante 
ecocadiografía Doppler, en (Callaerts 1989) utiliza un gran número de electro­
dos (hasta 32) con el fin de asegurar la calidad de alguno de los registros. En los 
trabajos mas recientes (Crowe 1996, Homer 1996, Kanjilal 1997) el número de 
derivaciones no suele ser superior a dos. Existe una tendencia de disminuir el 
número de electrodos. Por una parte para evitar la incomodidad de la paciente y 
facilitar la colocación de los mismos por el personal hospitalario, ya que en 
muchos casos las técnicas que emplean un gran número de electrodos necesitan 
además de un posicionamiento que cumpla criterios de ortogonalidad, lo que 
dificulta aún más su colocación.
Aunque el número de derivaciones se ha reducido al mínimo, no está claro 
cual es el número óptimo, si bien muchos autores recomiendan un número su­
perior a uno. Tres sería un número adecuado si se tiene en cuenta que la activi­
dad eléctrica del corazón puede suponerse como un dipolo para distancias sufi­
cientemente alejadas de la fuente, por lo que necesitamos de las tres compo­
nentes para describirlo correctamente. Sin embargo como el principal problema 
en electrocardiografía fetal es la calidad de las señales, los trabajos se centran 
en la obtención de una señal cardíaca fetal de calidad. La generalización de es­
tos métodos a un número mayor de derivaciones es inmediato sin más que re­
petir el proceso. Este problema está más ligado con la interpretación de las for­
mas de onda obtenidas que con las técnicas empleadas para su obtención.
Hasta ahora no hemos mencionado cuál es la frecuencia de muestreo que 
vamos a utilizar, tanto para las señales simuladas como para las obtenidas con 
nuestro sistema de adquisición. En la bibliografía disponible, la frecuencia de 
muestreo varía mucho de unos trabajos a otros desde los 125Hz en (Kanjilal
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1995), 250Hz en (Longini 1977) y (Callaerts 1989), 500Hz en (Gibson, 1995)y 
(Crowe, 1996), y 1000Hz (Homer 1995). Los valores más usuales son 500 Hz y 
lKHz. A la hora de seleccionar la frecuencia de muestreo, como la señal de 
interés tiene un espectro que se extiende casi desde niveles de continua a los 
100Hz, una frecuencia por encima de los 200Hz sería suficiente1 para cumplir 
el teorema de muestreo. Un aumento de la frecuencia de muestreo implica ma­
yores necesidades de almacenamiento y un mayor tiempo de cálculo, sin em­
bargo nosotros hemos decidido utilizar una frecuencia de muestreo de lKHz.
En el capítulo 4 analizaremos las bases de uno de los métodos más emplea­
dos en la cancelación de la señal materna. Éste consiste en la obtención de un 
patrón promediado de la señal materna en el registro abdominal que posterior­
mente se alineará con los complejos matemos de este mismo canal y se resta­
rán, de forma que la señal materna resulte cancelada. La resta de patrones se 
hace en el dominio temporal por lo que la frecuencia de muestreo va a jugar un 
papel importante en el alineamiento de los pulsos, previo a la resta.
1 Aunque el ancho de banda del FECG se extiende hasta los 100 Hz, las componentes espectra­
les más importante se encuentran por debajo de los 60 Hz, es por esto que en determinado estu­
dios es posible disminuir el ancho de banda como ocurre en (Kanjilal 1997)
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Figura 2.18 Señal de 25Hz muestreada con diversas frecuencias de muestreo.
En la Figura 2.18 se muestra una señal de frecuencia 25Hz muestreada a 
diferentes frecuencias. Aunque en todos los casos la frecuencia de muestreo 
seleccionada cumple el teorema de Nyquist y la señal original puede ser re­
construida, la resolución varía y esto va a jugar un papel muy importante en el 
proceso de cancelación
2 .4 .3 . S e ñ a le s  utilizadas.
Para la comprobación del funcionamiento de todos los algoritmos analizados 
se va a utilizar una batería de señales del simulador y adquiridas con nuestro 
sistema de adquisición que se describen a continuación.
Los datos utilizados para la simulación de las señales se han extraído del 
trabajo de Ríos (Ríos 1987) donde se dan valores para las amplitudes de los 
complejos QRS matemos y fetales, así como los niveles de mido. Estos se 
muestran en la Tabla 2.3.
2-26
Parámetro Valor mínimo Valor máximo
Amplitud QRS mat. IOOuV 150jiV
Amplitud QRS fetal 5|iV ÓOjLlV
Ampl. EMG+artefactos 12[xV 2 5 jllV
Tabla 2.3 .Valores típicos de las amplitudes del los picos de R, matemos, fetales y contribución 
del electromiograma y artefactos en la señal abdominal.
Estos valores nos definen los rangos de variación mostrados en la Tabla 2.4.
Parámetro Rango de Variación
SNR feto/madre -30dB < SNRfm < -4 dB
SNR feto/emg+artef -14dB < SNRfe < 14 dB
Tabla 2.4. Rangos de variación de algunos parámetros del simulador.
El autor indica que hay una contribución de ruido gaussiano que hace que la 
relación señal ruido sea menor que 20 dB.
En cuanto a los ritmos cardíacos, el materno puede oscilar entre las 70 y las 
150 pulsaciones por minuto (durante el parto) y el fetal entre los 120 y los 160 
pulsos por minuto. A medida que el estado del embarazo aumenta y el corazón 
fetal va evolucionando el ritmo disminuye.
Las oscilaciones de la línea base y el ruido de red tienen una contribución 
variable. Por lo general, y de acuerdo con los registros adquiridos con nuestro 
sistema, las oscilaciones básales fueron siempre importantes, sin embargo la 
contribución de la señal de red fue prácticamente inapreciable salvo en algunos 
registros.
De acuerdo con estos parámetros se ha generado una batería de señales in­
tentando que abarquen todas las condiciones posibles. Los parámetros utiliza­
dos se muestran en la Tabla 2..
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Parámetro Valor
Patrón materno torácico Pulso real promediado
Patrón materno abdominal Pulso real promediado
Patrón fetal abdominal 1 Pulso real promediado
Patrón fetal abdominal 2 Pulso del simulador electrónico
Oscilaciones línea base (BW) No Osc.l Osc.2
SNR fm(dB)
o1lo1 -15 -20 -25 -30
SNR fr (dB) 100 15 10 5
SNR fe(dB) 100 5 0
Ritmo materno medio 70
Ritmo fetal medio 128
Tabla 2.5. Parámetros utilizados para la simulación de señales
Tenemos un total de 216 señales simuladas que denominaremos regN, sien­
do N un número entre 1 y 216. En el Apéndice se detallan las características de 
cada una de estos registros.
Notas.
• No se ha incluido ruido de red en las simulaciones. Cuando éste sea necesa­
rio, será añadido a posteriori.
• Con una relación señal ruido igual a 100 queremos indicar que no hay con­
tribución del ruido indicado.
• Para las oscilaciones de la línea base con Oscl. nos referimos a una oscila­
ción obtenida de un registro real y Osc2 se ha obtenido de acuerdo con el 
procedimiento propuesto por Sómmo.
Una vez las señales han sido generadas se filtran con un pasa-baja, para li­
mitar al ancho de banda que hemos considerado. Para realizar esta tarea se ha 
diseñado un filtro FIR de las siguientes características:
> Atenuación en la banda no pasante 40dB
> Rizado en la banda pasante O.OldB
> Frecuencia de corte 100Hz
> Anchura de la banda de transición 20Hz
> Frecuencia de muestreo 1000Hz
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Los registro reales utilizados abarcan desde las 20 semanas de gestación 
hasta las 39 semanas, con diversas posiciones del selector que nos especifica la 
frecuencia de corte. Las características de cada uno de ellos se indican en el 
Apéndice.
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3. Preprocesado de la señal cardíaca fetal.
3.1. Introducción.
En el capítulo anterior hemos hecho una revisión de las diferentes fuentes de 
interferencia que se solapan con la señal cardíaca fetal en adquisiciones de su­
perficie. Éstas son las oscilaciones de línea base, el ruido de red, el ruido 
gaussiano, el electromiograma y la contribución materna. Como paso previo a 
la cancelación materna, que es la interferencia más importante, es conveniente 
un preprocesado de la señal abdominal que nos facilite esta tarea. Son básica­
mente dos las interferencias que nos proponemos eliminar en esta etapa: las 
oscilaciones de la línea base y el ruido de red.
La eliminación del ruido gaussiano no es realmente una etapa de preprocesa­
do. Lo que haremos será analizar los diferentes procedimientos empleados para 
disminuir su contribución, aunque éstos no se apliquen como etapa de preproce­
sado propiamente dicha sino que suelen ser la base de muchos algoritmos de 
cancelación de la señal materna.
Un factor importante que hemos de tener en cuenta en la etapa de preproce­
sado es la no-distorsión de la señal de electrocardiograma. Los filtros pueden 
producir tres tipos de distorsión:
• Distorsión en amplitud: diferentes componentes frecuenciales son amplifi­
cadas con distintas ganancias.
• Distorsión no lineal: causadas por sistemas no lineales, los cuales serán 
evitados utilizando sistemas lineales.
• Distorsión en fase: diferentes frecuencias sufren retardos no lineales.
Aunque la razón de utilizar filtros es la distorsión en amplitud de las señales, 
la distorsión en fase es un problema en señales en las que es importante preser­
var la forma, o lo que es equivalente, que todas las componentes frecuenciales 
experimenten el mismo retraso (Grover 1999). Esta es la razón por la que se 
deben utilizar filtros de fase lineal en la banda pasante. Un parámetro adicional 
a tener en cuenta es el orden de estos filtros, para que la carga computacional 
sea baja. Con esta premisa se hace necesaria la utilización de filtros digitales de 
respuesta impulsional finita (FIR) ya que éstos pueden diseñarse para que ten­
gan fase lineal. Un problema que pueden tener este tipo de filtros, cuando se 
utilizan para la eliminación de las oscilaciones de la línea base y el ruido de red,
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es que si los requerimientos de atenuación y anchura de la banda de transición 
son muy restrictivos, implican órdenes muy elevados. Como veremos más ade­
lante, en algunos casos este orden puede limitar su uso debido a la gran carga 
computacional que conlleva. La utilización de filtros de respuesta impulsional 
infinita (IIR) puede parecer atractiva ya que el orden del filtro necesario para 
cumplir los requisitos es mucho más bajo. Sin embargo, el principal inconve­
niente de este tipo de filtros es que no tienen fase lineal por lo que provocan 
distorsión en la señal. Una solución para solventar este problema es la utiliza­
ción de filtrado bidireccional. En este caso, una vez se ha filtrado la secuencia, 
ésta es invertida y filtrada de nuevo. De esta manera los efectos de retraso del 
filtro a cada frecuencia se compensan. Son adecuados para aplicaciones off-line. 
Por otra parte, un problema que presentan los filtros de tipo IIR es que se pue­
den llegar a hacer inestables por lo que requieren una precisión aritmética ma­
yor. Teniendo en cuenta estas consideraciones vamos a describir los métodos 
utilizados para la eliminación de las oscilaciones de la línea base, el ruido de 
red y las técnicas de reducción de ruido gaussiano.
3.2. Métodos de eliminación de las oscilaciones de la línea base.
Como ya hemos indicado, las oscilaciones de la línea base son un problema 
muy importante en la adquisición del electrocardiograma abdominal. Estas os­
cilaciones son particularmente importantes cuando se realizan medidas del 
segmento ST. Aunque generalmente las componentes frecuenciales de estas 
oscilaciones están por debajo de los 0.5 Hz (Sómmo 1993), en ocasiones pue­
den extenderse a frecuencias más altas, solapándose con las frecuencias más 
bajas del ECG como son las del segmento ST, sobre todo en las últimas etapas 
del embarazo y durante el parto. Aunque las recomendaciones de la American 
Heart Association especifican una frecuencia de corte para el diseño de los fil­
tros pasa-alto de las etapas analógicas de amplificación de 0.05 Hz, algunos 
autores (Laguna 1993) han indicado que en las etapas de filtrado digital, esta 
frecuencia puede aumentarse hasta valores próximos al ritmo cardíaco 0.8 Hz 
(75 bpm1) siempre que se utilicen filtros de fase lineal.
Se han empleado múltiples métodos para la eliminación de estas oscilaciones 
en registros electrocardiográficos convencionales, como el filtrado adaptativo 
(Laguna 1993), diversos métodos de interpolación, lineal, parabólica, splines 
cúbicos (Zhou 1989) y técnicas de filtrado lineal (Outran 1997). Veamos cada 
uno de estos métodos con más detalle.
1 Bpm (pulsos por minuto).
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3.2.1. Métodos de interpolación.
Los métodos de interpolación se basan en la modelización de las oscilacio­
nes de la línea base mediante la obtención de un polinomio interpolador entre 
puntos del ECG en los que no existe actividad eléctrica. Son lo que se denomi­
nan niveles isoeléctricos. Estos puntos se localizan en el intervalo PR, por lo 
que su determinación precisa puede ser compleja. Una vez calculado el polino­
mio interpolador tenemos una estimación de la oscilación, luego si ecg(n) es la 
señal cardíaca y vln(n) son las variaciones de la línea base estimadas por el 
polinomio interpolador, la diferencia entre ambas señales será la señal cardíaca 
sin oscilaciones.
El tipo de polinomio empleado es el que diferencia un método de otro. En 
(Zhou 1989) se hace un estudio de tres procedimientos de interpolación; lineal, 
parabólica y cúbica, siendo ésta última la que presenta mejores resultados. En la 
Figura 3.1 se muestra una señal con oscilaciones de la línea base y la señal co­
rregida mediante el método de los splines cúbicos. Es este procedimiento el 
polinomio interpolador se obtiene a partir de conocimiento de 2  puntos isoeléc­
tricos y la derivada de la señal en los mismos.
Los puntos isoeléctricos se han localizado manualmente en el intervalo com­
prendido entre el final de la onda T y el principio de la onda P, y aparecen mar­
cados con un rombo. La señal utilizada se ha obtenido del simulador (registro 
145) y únicamente contiene oscilaciones de la línea base. En (Meyer 1977) se 
describe el método de cancelación utilizando el método de interpolación basado 
en splines cúbicos detalladamente. En este caso, el principal problema plantea­
do; es decir, la localización de los niveles isoeléctricos se ha resuelto eligién­
dolo un punto promediado en el segmento PR, según indica el autor por su fa­
cilidad de localización. Esta facilidad radica en el criterio elegido ya que estos 
puntos se fijan 66 ms antes del punto de máxima pendiente de la onda R por lo 
que indirectamente se basa en un detector de complejos QRS.
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Figura 3.1. Estimación de las oscilaciones de la línea base por medio de interpolación por spli­
nes cúbicos.
En nuestra aplicación existe un problema adicional que hace que este método 
no sea aplicable. La razón es que ahora tenemos dos señales independientes, 
que se están adquiriendo conjuntamente por lo que un punto que referido a la 
señal materna podría ser un nivel isoeléctrico no lo es para la señal fetal. En la 
Figura 3.1 esto se puede apreciar claramente ya que existen puntos del intervalo 
TP considerado (análogamente si consideramos el PR), en los que hay un sola- 
pamiento con complejos fetales y por tanto no válidos como puntos isoeléctri­
cos. Esta razón junto con las argumentandas por otros autores que citan una 
distorsión del segmento ST al aplicar estas técnicas hace que no consideremos 
adecuado este procedimiento para la cancelación de estas oscilaciones.
3 .2 .2 . M étodos b a s a d o s  en  filtrado adaptativo.
Una de las primeras aplicaciones biomédicas de los sistemas adaptativos fue 
propuesta por Widrow en 1975 (Widrow 1975) para la eliminación de las osci­
laciones de la línea base. La estructura adaptativa utilizada es la mostrada en la 
Figura 3.2.
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Señal D esea d a , d(i)
Sistem a
Adaptativo
Referencia x(¡) Salida (y)
Señal de  Error
Figura 3.2. Estructura adaptativa empleada para la eliminación de las oscilaciones de la línea
base.
El sistema adaptativo se comporta, en general, como un sistema no lineal 
variante temporal. En su funcionamiento se distinguen dos partes, el filtro pro­
piamente dicho y el algoritmo de modificación de los pesos del filtro. Dichos 
pesos van siendo modificados de manera que la señal de error se minimice. Esto 
ocurre cuando la salida del filtro, y(n), contiene una réplica del ruido presente 
en la señal deseada.
Si particularizamos al problema de eliminación de las oscilaciones de la lí­
nea base, la entrada de referencia x(n) se hace igual a la unidad para todas las 
iteraciones y el número de pesos del filtro adaptativo se iguala a 1, por lo que 
las ecuaciones que definen el funcionamiento de un filtro adaptativo, que utiliza 
el algoritmo LMS (Minimización del error cuadrático medio) para la modifica­
ción de los pesos (Ecuación 3.1) se simplifican mucho.
y  = ' ¿ x ( i - k ) - w ( k )
k=0
e(i) = d ( i ) - y
™ W | / + i =  w ( k )\ ,  +  H  ■ e ( 0  ■ x ( ‘ - k )  ( 3 1}
W = [w0,..wk., 0 < k < L - l
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En este caso es posible obtener la función de transferencia del sistema. Para 
ello no tenemos más que particularizar los valores de la entrada de referencia, y 
eliminar el índice k que hace referencia a cada uno de los pesos del filtro adap­
tativo. La ecuación 3.2, es la función obtenida en el dominio de la transformada 
Z.
»(*>=
E(z) _  1 - z  1
D(z) 1 -  (1 -  ji)z
(3.2)
La frecuencia de corte a 3dB se puede calcular aproximadamente, teniendo en 
cuenta que el cero y el polo se encuentra muy próximos entre si, viniendo dada 
por la ecuación 3.3,
/c(3áS) = f - / „  (3.3)
¿K
donde con fm denotamos la frecuencia de muestreo. Modificando los valores de 
la constante de adaptación controlamos la frecuencia de corte del filtro pasa alto 
y por tanto del nivel de oscilación eliminada. La Figura 3.3 muestra la respuesta 
en módulo y fase del filtro para diversos valores de la constante de adaptación, 
con una frecuencia de muestreo de 1 KHz, que dan lugar a diversas frecuencias 
de corte de acuerdo con la ecuación 3.3
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Figura 3.3. Respuesta en frecuencia del filtro para diversos valores de la frecuencia de corte.
En la Figura 3.4 se muestra el resultado de aplicar el procedimiento indicado 
sobre el registro 145. Se han utilizado dos valores de la constante de adaptación 
que dan lugar a las frecuencias de corte de 0.5 y 0.8Hz. De esta forma se obser­
va que a medida que la frecuencia aumenta, las oscilaciones disminuyen, si bien 
también eliminaremos componentes de la señal de ECG. En esta gráfica se 
aprecia que todavía sigue quedando una contribución importante de oscilación 
tras el filtrado.
Hemos de tener en cuenta que, aunque la derivación del filtro se ha hecho a 
partir de un cancelador de ruido adaptativo, con una entrada de referencia 
constante e igual a la unidad y un solo peso, hemos comprobado que este siste­
ma se reduce a un filtro IIR de orden uno, por lo que sus prestaciones son limi­
tadas.
Al tratarse de un filtro recursivo, su fase no es lineal tal y como se pone de ma­
nifiesto si observamos el retardo introducido por el filtro para cada una de las 
frecuencias como se muestra en la Figura 3.5
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Figura 3.4. Eliminación de las oscilaciones de la línea base mediante filtrado adaptativo con
distintas frecuencias de corte
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Figura 3.5. Retardo de grupo del filtro adaptativo en función de la frecuencia de corte
seleccionada
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Para poner de manifiesto el efecto de la distorsión en fase en la señal cardía­
ca producida por el filtro, vamos a comparar las señales obtenidas mediante este 
filtro y utilizando el filtrado bidireccional. Para ello hemos de tener en cuenta 
que el filtro bidireccional una vez ha filtrado la secuencia, la invierte y vuelve a 
introducirla como entrada al filtro. Como consecuencia el orden del filtro re­
sultante es el doble que el del filtro original. Para tener en cuenta esto, la señal 
original se filtrará también dos veces, utilizando la función de transferencia 
dada por la ecuación (3.2). Los resultados se muestran en la Figura 3.6. Las 
señales representadas corresponden a la señal original sin oscilaciones de la 
línea base (1) y las señales obtenidas utilizando el filtro adaptativo de un solo 
peso (2) y el filtrado bidireccional (3).
Efecto de la distorsión en fase
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Figura 3.6. Efecto de la distorsión en fase. (1) Señal original sin oscilaciones.(2) Señal obtenida 
utilizando el filtro adaptativo, (3) Señal obtenida mediante filtrado bidireccional.
Hemos puesto de manifiesto en la Figura 3.5 que la distorsión de fase es más 
importante a bajas frecuencias, lo cual se hace patente en la Figura 3.6. Vemos 
como las partes en las que las diferencias con la señal original son mayores co­
rresponde a los tramos de línea base y al segmento ST que se ve apreciable- 
mente deformado en 2. El filtrado bidireccional (3) corrige este problema obte­
niendo una señal casi idéntica a la original.
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En (Laguna 1993), se propone una modificación del método que aquí co­
mentamos. Se trata de un segundo filtro adaptativo en cascada con el primero, 
que realiza un promediado exponencial de la señal tomando como punto de 
referencia el complejo QRS materno. En nuestra aplicación no podemos utilizar 
esta mejora por la misma razón indicada en el método de los splines cúbicos; es 
decir, además de disminuir la contribución remanente de las oscilaciones de la 
línea base, la señal fetal que no está correlacionada con la materna también será 
eliminada. Los procedimientos de promediado serán vistos con mayor detalle 
en un punto posterior de este capítulo.
3.2.3. Métodos basados en filtrado lineal.
En el apartado anterior hemos visto como la utilización de un filtro adaptati­
vo de un solo peso y entrada de referencia unidad nos ha conducido a un senci­
llo filtro recursivo para la eliminación de las oscilaciones de la línea base. Este 
filtro ha puesto de manifiesto la distorsión en fase que los filtros IIR introducen 
por lo que es necesario tener presente las modificaciones que éstos provocan en 
la señal si posteriormente deseamos realizar medidas de parámetros morfológi­
cos. La solución al problema de la distorsión en fase se puede solventar utili­
zando filtros de respuesta impulsional finita (FIR) diseñados para que tengan 
fase lineal. Un ejemplo de especificaciones que debería tener un filtro diseñado 
para la eliminación de estas oscilaciones son las que se indican en la Tabla 3.1
Tabla 3.1. Especiñcaciones de un filtro para la eliminación de las oscilaciones de la línea base.
El procedimiento que vamos a emplear es diseñar un filtro pasa bajo que nos 
permita extraer las frecuencias correspondientes a la oscilación de la línea base 
que posteriormente restaremos a la señal (Martínez 1998). La respuesta en fre­
cuencia del filtro es la mostrada en la Figura 3.7.
Frecuencia de corte:
Ancho de banda de transición: 
Frecuencia de muestreo: 
Rizado en banda de paso: 
Rizado en banda atenuada
fc= 0.25 Hz 
Af=0.75 Hz 
fm=1000 Hz
8 i=0.01
52=0.01
3-10
Rp=0.1 dB
-5
-10
-15
-20
1 - 2 5
-30
-35
-40
-45
-50
0.5 2.5
Frecuencia (Hz)
3.5 4.5
Figura 3.7. Respuesta deseada del filtro pasa-baja para la extracción de las oscilaciones de la
línea base.
Con las características del filtro especificadas hemos de seleccionar uno de 
los métodos de diseño de filtros FIR para el cálculo de los coeficientes del 
mismo.
De los diferentes métodos existentes (ventanas, muestreo en frecuencia, 
aproximación de Chebyshev), la gran ventaja de la aproximación de Chebyshev 
respecto a los otros dos es que proporciona un control total de las especificacio­
nes del filtro y, como consecuencia, es habitualmente preferible. En nuestro 
caso vamos a utilizar el diseño de Chebyshev basado en el algoritmo de inter­
cambio de Remez. El procedimiento de diseño requiere las frecuencias críticas, 
el orden del filtro y el cociente entre los rizados en la banda pasante y atenuada. 
Generalmente lo usual es especificar el rizado en cada banda y las frecuencias 
críticas y estimar el orden del filtro. Aunque no hay una expresión exacta para 
el cálculo del orden del filtro este se puede estimar a partir de la ecuación 3.4 
(Proakis 1998)
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-2 0 to g ,a( V p r ) - 1 3
14.6Af
(3.4)
Donde 8 1 , 82 y Af son el rizado en la banda pasante, rizado en la banda de 
rechazo y la anchura de la banda de transición normalizada respectivamente tal 
y como se muestra en la Figura 3.8.
Utilizando esta ecuación el orden estimado del filtro que cumple las caracte­
rísticas definidas en la tabla 3.1, es N=2467, lo cual hace inviable su utilización. 
Una posible mejora para disminuir el orden de este filtro es la reducción de la 
frecuencia de muestreo de la señal de ECG, pero si consideramos que las com­
ponentes frecuenciales más importantes se extienden hasta los 100Hz, el factor 
de decimación máximo utilizable será de 5. Con lo que el orden del filtro pasa a 
ser 494 que sigue siendo excesivamente elevado.
El método alternativo de diseño que vamos a emplear se basa en un tipo de 
filtros descritos en (Proakis 1998). A grosso modo el procedimiento es el si­
guiente: se diseña un filtro FIR utilizando el algoritmo de Remez2, consideran­
do una frecuencia de muestreo lo suficientemente pequeña para que el orden del 
filtro y por tanto la carga computacional, esté dentro de unos límites aceptables. 
Posteriormente interpolaremos la respuesta impusional del filtro obtenido me­
diante zero-padding, por un factor igual al cociente entre la frecuencia de 
muestreo original y la frecuencia de muestreo para la que hemos diseñado el 
filtro.
2 El método es similar al propuesto en (Van Alsté 1985) aunque se modifica el algoritmo utili­
zado para el diseño del filtro FIR.
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Figura 3.8. Parámetros característicos del filtro.
En nuestro caso la frecuencia de muestreo de la señal es fm=1000 Hz y la 
nueva frecuencia para la que se ha diseñado el filtro es fm’=10Hz por lo que el 
factor de interpolación es 1=100. Con las especificaciones de rizado de la tabla 
3.1 el filtro requerido tiene orden NI =26. La respuesta impulsional y en fre­
cuencia del mismo, previas a la interpolación se muestran en la Figura 3.9, y en 
la Figura 3.10 las respuestas obtenidas tras la interpolación. Tenemos un total 
de 100x27=2700 coeficientes.3
3 El orden del filtro es 26 pero el número de coeficientes es 27.
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Figura 3.9. Respuesta impulsional y en frecuencia del filtro original. fm=10Hz.
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Figura 3.10. Respuesta impulsional y en frecuencia del filtro, tras la interpolación. ffn=1000Hz.
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Como consecuencia del aumento de la tasa de muestreo por la adición de 1-1 
ceros entre los valores de la respuesta impulsional del filtro, la respuesta en 
frecuencia del filtro resultante es una repetición periódica de la del original, a 
intervalos de 10Hz, como se observa en las Figura 3.10 y Figura 3.11.
Respuesta en módulo
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Figura 3.11. Ampliación de la respuesta en frecuencia del filtro interpolado.
El siguiente paso es eliminar las imágenes del espectro de manera que nos 
quedemos únicamente con el primer lóbulo que es el que corresponde a las fre­
cuencias de las oscilaciones de la línea base. Para eliminar estas imágenes va­
mos a repetir el mismo procedimiento pero modificando las características del 
filtro. La banda de paso está por debajo de los 2 Hz (Figura 3.11), por lo que 
vamos a elegir una frecuencia de corte de 2 Hz y un ancho de banda de 5 Hz. La 
frecuencia de muestreo la fijamos en 50 Hz, por una razón que indicaremos más 
adelante. Los parámetros del filtro se especifican en la Tabla 3.2.
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Frecuencia de corte: fc= 2 Hz
Ancho de banda de transición: Af=5 Hz
Frencuencia de muestreo: fm=50 Hz
Rizado en banda de paso: 5i=0.01
Rizado en banda atenuada 52=0.01
Tabla 3.2. Especificaciones de un filtro para la eliminación de las imágenes no deseadas del
espectro
En este caso hemos vuelto a disminuir la frecuencia de muestreo de la señal 
original por un factor 20 para disminuir el número de coeficientes del filtro que 
en este caso es de N2=20. Siguiendo el mismo procedimiento aplicamos zero- 
padding con un factor de interpolación 12=20 y obtenemos un filtro que tiene 
420 coeficientes. En la Figura 3.12 vemos solapadas las respuestas de ambos 
filtros, donde se aprecia el efecto del filtro que nos eliminará las imágenes re­
petidas del espectro del filtro inicial y en la Figura 3.13 el espectro del filtro 
resultante de disponer ambos en cascada.
o
-10
-20
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-70
Figura 3.12. Respuesta en frecuencia de ambos filtros por separado.
Respuesta en módulo de ambos filtros 
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Respuesta en módulo del filtro resultante
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Figura 3.13. Respuesta en frecuencia del filtro total.
De la Figura 3.13 se deduce que como ventaja adicional este filtro además de 
extraer las componentes de baja frecuencia también nos va a permitir eliminar 
la señal de red. Esto es una consecuencia de la frecuencia de muestreo elegida 
para el diseño del filtro que elimina las imágenes del primer filtro.
El filtro total será el resultado de la convolución de la respuesta impulsional 
de ambos filtros. En este punto hemos de tener presente que aunque el orden de 
los filtros tras la interpolación es aparentemente elevado (2700 y 420 coefi­
cientes) en la práctica esto no es así ya que el número de coeficientes no nulos 
coincide con los que tienen los filtros antes de realizar la interpolación, (27 y 21 
coeficientes) por lo que la carga computacional permanece baja.
Hemos indicado que este filtro nos va a permitir extraer las oscilaciones de 
la línea base y el ruido de 50 Hz (con sus armónicos) de la señal original (Mar­
tínez 2000). Para realizar la substracción de la señal obtenida tras el filtrado, 
hemos de tener en cuenta el retardo introducido por el filtro. El retardo total 
viene dado por la ecuación 3.5. Donde NI y N2 son los órdenes de cada uno de 
los filtros e II e 12 los factores de interpolación empleados.
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, # l* 7 1  + # 2 * 7 2
retardo = ----------------------
2
(3.5)
Si sustituimos nuestros valores obtenemos un retardo=1500 muestras, que 
corresponde a 1.5 segundos a la frecuencia de muestreo que estamos utilizando, 
además por tratarse de filtros FIR de fase lineal este retardo permanece cons­
tante para todas las frecuencias.
Durante la fase de diseño se ha impuesto que el orden de los filtros diseñados 
fiiese par, con la finalidad de que el filtro resultante tuviese un retardo entero.
La utilización del filtro se esquematiza en la Figura 3.14 x(n) es la señal ab­
dominal con oscilaciones y ruido de red e y(n) es la señal con ruido eliminado.
x(n) y(n)
-1500
Filtro 2Filtro 1
Figura 3.14 Esquema utilizado para la cancelación de las oscilaciones de la línea base y el ruido
de red.
Veamos cuales son los resultados obtenidos al aplicar este procedimiento 
sobre registros reales. Para ellos vamos a utilizar el registro simulado 145 y los 
registros reales ac33 y ft22.
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Figura 3.15. Eliminación de las oscilaciones de la línea base y ruido de red en regl45.
En las Figura 3.15 y Figura 3.16 se pone de manifiesto la eliminación de las 
oscilaciones de la línea base de estos registros. Hemos de indicar que en la 
Figura 3.16 correspondiente a un registro real abdominal de 33 semanas de 
gestación, se aprecia la existencia de oscilaciones de mayor frecuencia que no 
son eliminadas ya que su frecuencia está por encima de las correspondientes a 
las oscilaciones de línea base. Su causa es debida al movimiento de los electro­
dos durante la adquisición como efecto de la respiración.
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Figura 3.16. Eliminación de las oscilaciones de la línea base y ruido de red en el registro real
ac33.
La Figura 3.17 muestra una ampliación de la señal obtenida como salida del 
filtro y la señal original, en el registro ft22. En este caso se ha utilizado un filtro 
pasa-alto analógico para la eliminación de las oscilaciones de baja frecuencia, 
por lo que la contribución más importante es la interferencia de 50 Hz, que es 
eliminada durante la cancelación tal y como se muestra en gráfica inferior de 
esta misma figura.
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Figura 3.17. Señal original superpuesta con la señal extraída por el filtro (superior) donde se 
aprecia la señal de red. En la gráfica inferior se muestra la señal obtenida tras la substracción en 
un segmento del registro ft22.
Para comprobar que las frecuencias que está eliminado el filtro son las 
correctas se ha incluido la Figura 3.18, en la que hemos representado el espectro 
de la señal original y el obtenido a la salidad del filtro en regl45 y ft22. En la 
imagen de la izquierda se muestra una ampliación de la zona de frecuencias por 
debajo de los 0.75 Hz que son eliminadas por el filtro, permaneciando sin 
modificar las frecuencias más altas. En la gráfica de la derecha hemos ampliado 
una banda en tomo a los 50 Hz, donde se puede apreciar como la señal obtenida 
a la salida del filtro (trazo discontinuo) tiene muy baja contribución a esta 
frecuencia. La banda eliminada tiene una anchura en tomo a 2 Hz que por el 
diseño utilizado coincide con el doble de la banda de transición más la banda de 
paso, del primer filtro. A medida que la anchura de este filtro aumente 
estaremos eliminando la contribución de la interferencia de red más las 
componentes de la señal cardíaca localizadas en esta banda. Esta es la razón por 
la que este filtro debe ser muy estrecho.
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Eliminación de las bajas frecuencias(145)
A C A
0.5 1 1.5
Frecuencia (Hz)
48 49 50 51 52
Frecuencia (Hz)
Eliminación de los 50Hz (ft22)
Figura 3.18. Ampliación de las bandas correspondientes a la frecuencia de red y a la oscilación 
de la línea base en la señal original (trazo continuo) y la señal filtrada (trazo discontinuo).
La necesidad de disponer de un filtro con un ancho de banda muy estrecho 
para eliminar la interferencia de red nos plantea problemas en dos aspectos. Por 
una parte si imponemos que el filtro tenga fase lineal, bandas de transición muy 
estrechas y gran atenuación implica ordenes elevados, pero por otro lado hemos 
de tener en cuenta que la señal de red puede modificar ligeramente su frecuen­
cia por lo que su contribución puede no ser exactamente de 50 Hz en todo mo­
mento; es decir, necesitamos un filtro que sea capaz de modificar sus caracte­
rísticas para adaptarse a estos cambios. Parece obvio que estos requerimientos 
sugieren la utilización de un filtro adaptativo.
3.3. Métodos de eliminación de la interferencia de red.
En el apartado 3.2 hemos analizado algunos métodos para la eliminación de 
las oscilaciones de la línea base e indirectamente hemos obtenido un método 
para eliminar también la interferencia de red. Al tratarse de una interferencia de 
frecuencia casi fija (variación en tomo al 5%) el procedimiento habitual para su 
cancelación es la utilización de un filtro elimina-banda estrecho (notch filter),
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con los problemas que ya hemos comentado. Sin embargo la única forma de 
poder tener en cuenta estas posibles variaciones es utilizar filtros adaptativos. El 
esquema propuesto fue el mostrado en la Figura 3.19 (Widrow 1975)
en t ra da
refe renc ia  
x (n )
Re traso /
F (0)
/ V
/
i
F( 1)
/
0 ^ 0
e(n)
Algor i tmo
Adapta t ivo
Figura 3.19. Esquema propuesto para la eliminación del ruido de 50Hz.
La estructura adaptativa utilizada es la misma que se mostró en la Figura 3.2. 
En este caso la señal de referencia considerada debe ser adquirida junto con la 
señal cardíaca.
La señal de entrada es la señal de electrocardiograma contaminada con inter­
ferencia de red y la señal de referencia es la que contiene únicamente ruido de 
50Hz, tipo x(n) = Acos(cút + (f) ) . El filtro adaptativo debe ajustar dos paráme­
tros: la amplitud y la fase, por lo que es suficiente la utilización de 2 pesos.
Podemos suponer que el registro del que queremos eliminar esta interferen­
cia (señal deseada) esta formado por la suma de la señal cardíaca y el ruido de 
red, cuya frecuencia normalizada hemos expresado como coc
d(n ) = ecg(n ) + A e o s (Cúcn) (3 .6)
La salida y(n), que debe estimar la contribución de la señal de red en la señal 
cardíaca, viene dada por:
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y(n) = F (0)|n sin(acn) + F (1)|b cos(fiyi) (3.7)
Durante el proceso de adaptación, los coeficientes F(0) y F(l) modificarán 
sus valores hasta aproximarse a:
F(0)| = Acos(¡>
, (3.8)
F(l)|n = -Asin<¡>
consiguiéndose así la adaptación completa de los pesos, y en consecuencia 
quedando totalmente definida la contribución del mido de red.
En (Widrow 1975) se hace un estudio detallado de esta estructura compro­
bándose que se trata de un filtro elimina-banda cuya anchura de la banda de 
transición es directamente proporcional a la constante de adaptación empleada 
según indica la ecuación 3.9
Aü> = A 2f mH (3.9)
Siendo A la amplitud de la señal de referencia.
En la Figura 3.20 se muestra un registro cardíaco con una importante contri­
bución de mido de 50 Hz. Se ha obtenido a partir del registro regl3 al que se le 
ha sumado una sinusoide de f=50 Hz y amplitud A=6000; con lo que la relación 
señal mido resulta SNR=-15dB.
La señal de referencia utilizada tiene amplitud unidad por lo que si deseamos 
que el filtro adaptativo tenga una anchura de la banda de transición de 2 Hz, 
(igual a la del filtro FIR utilizado en el apartado anterior) de acuerdo con la 
ecuación 3.9 utilizaremos una constante de adaptación de ¡i = 2/1000 = 0.002.
Si aumentamos la anchura de esta banda a 10Hz (p=0.01) el filtro tarda menos 
tiempo en adaptarse pero pierde selectividad.
La Figura 3.20 muestra el efecto que tiene el valor de la constante de adapta­
ción en la velocidad de convergencia del filtro adaptativo. Se observa
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Figura 3.20. Funcionamiento del filtro adaptativo para dos valores de la constante de adapta­
ción.
como el filtro ha eliminado la gran contribución de red presente en la señal ori­
ginal. Esto se puede apreciar claramente en la ampliación del espectro de las 
señales antes y después de la aplicación del filtro en tomo a los 50 Hz (Figura 
3.21)
Señal con ruido eliminado. Cte=0.002 
 1 1---------- x 10
lili
2 3 4 5
Señal con ruido eliminado. Cte=0.01 x10
Registro 13 contaminado con ruido de 50 Hz. SNR=-15dB
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Ampliación del espectro en torno a  los 50 Hz
Original
Adaptativo cte=0.002 
Adaptativo cte=0.01
49.2 49.4 49.6 49.8 50.2 50.6 50.850.4
Frecuencia (Hz)
Figura 3.21 Ampliación del espectro de la señal original y la filtrada en tomo a los 50Hz para
dos valores de la constante de adaptación.
En las gráficas anteriores la señal de red que contamina el registro cardíaco 
ha sido añadida a partir de una sinusoide ideal de frecuencia fija de 50 Hz, igual 
que la referencia utilizada en el filtro adaptativo. En un ejemplo real la señal de 
red puede sufrir ligeras variaciones que se reflejan simultáneamente en la señal 
de referencia. De esta forma el cero que presenta el filtro adaptativo siempre 
coincide con la frecuencia de red. El principal inconveniente del filtro adaptati­
vo es que requiere la adquisición de una derivación adicional que se empleará 
como referencia.
En la actualidad la frecuencia de red es muy estable (así por ejemplo Iber- 
drola garantiza un margen de variación de la frecuencia en tomo al 5% es decir 
47.5 Hz a 52.5 Hz) por lo que su utilización no está plenamente justificada; es 
decir, si podemos eliminar las frecuencias en la banda de 49 Hz a 51 Hz, el fil­
trado lineal será la mejor opción, ya que no implica circuitería adicional para 
acondicionar la señal de red, previa a su sensado, ni un canal del convertidor 
analógico-digital. Esta ha sido la opción que hemos considerado más apropiada, 
a raíz de los registros adquiridos. Además el factor de rechazo en modo común
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de nuestro amplificador está por encima de los 100 dB, por lo que la contribu­
ción de la señal de red es muy baja, en la mayoría de ellos inapreciable.
No obstante hemos de indicar que el filtro adaptativo, con una adecuada se­
lección de la constante de adaptación es mucho más selectivo que el filtro FIR 
empleado. Por otra parte, una característica adicional del filtro adaptativo es que 
si la señal de electrocardiograma contiene una contribución propia a la frecuen­
cia de red, este filtro permite eliminar dicho ruido y dejar la componente de la 
señal a esta frecuencia, siempre que su fase sea distinta ya que de otra forma 
serían indistinguibles. El filtro elimina-banda atenúa todas las frecuencias en 
dicha banda independientemente de que pertenezcan a la señal de interés o al 
ruido.
Al igual que mediante la utilización de filtrado digital FIR hemos eliminado 
simultáneamente la oscilación de la línea base y la interferencia de red, con una 
ligera modificación del filtro adaptativo también podemos hacer esto. Para ello 
no tenemos más que añadir un peso de entrada constante e igual a la unidad en 
la estructura de la Figura 3.19. Los resultados obtenidos en este caso son los 
mismos que hemos indicado en la cancelación de cada una de las interferencias 
por separado. Utilizamos una constante de adaptación para controlar la anchura 
del filtro elimina-banda y otra para la frecuencia de corte del pasa-alta.
El ejemplo utilizado para ilustrar el funcionamiento del filtro adaptativo y 
poner de manifiesto sus ventajas respecto al filtro FIR no ha sido realista. La 
razón es que la frecuencia se ha mantenido fija durante todo el registro por lo 
que si comparamos los resultados obtenidos en ambos casos las diferencias no 
son significativas. Para ilustrar esto, en la Figura 3.22 se ha representado un 
tramo de regl3 contaminado con ruido de red que venimos empleando, y las 
señales recuperadas con ambos métodos.
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Registro 13 contaminado con ruido de 50 Hz. SNR=-15dB
1______ i______ i_______i______ i______ i______ i_______i______
0 1000 2000 3000 4000 5000 6000 7000 8000
0.5
Adaptativo cte=0.003 
F.Lineal
-0.5
1000 2000 3000 4000 5000 6000 7000 8000
Figura 3.22. Resultados obtenidos con el filtro adaptativo y el filtro FIR en la cancelación del
ruido de red.
Una vez los filtros han estabilizado su funcionamiento sus salidas son idénti­
cas. En los espectros de estas señales se aprecia la banda eliminada y cómo el 
adaptativo es más selectivo ya que, aunque las frecuencias próximas a la de red 
también se ven atenuadas, lo hacen en menor medida que con el filtrado FIR.
Un ejemplo más realista que pone de manifiesto las prestaciones del filtro 
adaptativo se muestra en la Figura 3.23. En este caso tenemos el registro 13 
contaminado con ruido de red cuya frecuencia y amplitud varían con el tiempo. 
La frecuencia varía aleatoriamente en el rango de 49Hz a 51 Hz (2%) según una 
distribución normal. Esta modificación de la frecuencia se ha hecho cada se­
gundo. También se ha permitido una variación del mismo tipo en la amplitud de 
la oscilación.
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Figura 3.23 Salida del filtro adaptativo y del filtro lineal cuando la amplitud y frecuencia del
ruido varían.
En estas circunstancias el filtro adaptativo tiene unas prestaciones superiores, 
ya que puede seguir los cambios en la frecuencia de red modificando sus pesos. 
El filtro FIR, por el contrario, únicamente elimina las frecuencias comprendidas 
dentro de la banda para la que se diseñó. Como en nuestro caso ésta banda es 
menor que el margen de variación de la señal de red, a la salida del filtro la se­
ñal sigue teniendo una gran contribución de ruido. Esto se podría resolver au­
mentando la anchura de la banda eliminada, aunque ya no nos serviría el diseño 
que hemos hecho, ya que esta banda coincide con el doble de la banda pasante 
del filtro empleado para eliminar las oscilaciones de la línea base, aunque se 
podría diseñar una segunda etapa con más anchura utilizando el mismo proce­
dimiento. En cualquier caso esto supone eliminar más frecuencias de la señal 
cardíaca.
Realmente, en los registros que hemos adquirido la contribución de red es de 
muy poca amplitud y prácticamente de frecuencia constante. La Figura 3.24 
muestra los resultados obtenidos con el registro ft22, para el que la contribución 
es la mayor de todos los registros adquiridos. Observamos como el ruido se 
elimina correctamente tanto utilizando el filtro FIR como con el adaptativo. La
Registro 13 contaminado con ruido de 50 Hz. SNR=-15dB
1000 2000 3000 4000 5000 6000 7000 8000
Filtro adaptativo
1000 2000 3000 4000 5000 6000 7000 8000
Filtro lineal
 i______ ■ i______ i______ ■ '_______i______
1000 2000 3000 4000 5000 6000 7000 8000
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diferencia de nivel es debida a que el filtro FIR también elimina las componen­
tes de baja frecuencia.
(a)
0.05
-0.05 -
- 0.1 Original
Adaptativo cte=0.003 
F.Lineal
-0.15
- 0.2
2000 2050 2100 2150 2200 2250 2350 2400 24502300
(b)
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F.Lineal
80
40
46 48 50
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Figura 3.24 (a)Ampliación del registro ft22 y las salidas obtenidas con ambos filtros.(b)Detalle 
del espectro en tomo a los 50 Hz, de estas mismas señales.
La gran estabilidad de la frecuencia de red se manifiesta en el hecho de que 
la salida del filtro adaptativo sea correcta, ya que en este ejemplo la señal de 
referencia, en lugar de adquirirla como un canal adicional se ha generado me­
diante una señal senoidal de frecuencia fija igual a 50 Hz. Evidentemente en 
este caso el filtro adaptativo deja de comportarse como tal, si bien resulta muy 
sencillo de implementar y tiene muy poca carga computacional.
Una vez analizadas las características de los métodos empleados para la eli­
minación de las oscilaciones de la línea base y el ruido de red, teniendo en 
cuenta características de linealidad, respuesta en frecuencia en las bandas de 
interés, relativamente baja carga computacional y rango de variación del ruido 
(50 Hz) en registros reales, creemos que el uso del filtro digital FIR, con el 
método de diseño indicado, en que tenemos un control total de los parámetros 
del filtro, es el más adecuado. En adelante cualquier señal utilizada (tanto real 
como simulada) habrá sido acondicionada previamente utilizando este filtro.
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3.4. Eliminación de ruido mediante técnicas de promediado
El promediado de señales es una técnica clásica utilizada para incrementar la 
relación señal ruido preservando la forma de la señal de interés (Tomkins 
1993). Se utiliza principalmente con señales repetitivas como el electrocardio­
grama. El promediado de señales electrocardiográfícas, en particular ha permi­
tido el análisis del ECG dé alta resolución para lá detección rio invasiva de mi- 
cropotenciales cardíacos (Jané 1991).
La técnica de promediado ha sido ampliamente utilizada para la obtención 
del electrocardiograma fetal, tanto para la cancelación de la señal materna como 
para la mejora de la relación señal ruido de la señal fetal. Se trata de uno de los 
métodos más sencillos y que mejores resultados ha obtenido cuando el número 
de derivaciones es reducido (1 ó 2) (Crowe 1996). Prueba de ello es que es la 
técnica utilizada por los únicos dispositivos existentes para el análisis del elec­
trocardiograma fetal.
El promediado de señales se basa en las siguientes características de la señal 
y del ruido:
• La forma de onda de interés debe ser repetitiva, aunque no necesariamente 
periódica.
• El ruido debe ser aleatorio y no debe estar correlacionado con la señal. Don­
de con aleatorio indicamos que éste puede ser descrito de forma precisa a 
partir de parámetros estadísticos.
• Debe conocerse, con precisión, la posición temporal de la porción de señal 
repetida para poder alinearla correctamente.
La técnica del promediado consiste pues en tres etapas: localización, alinea­
miento y posterior cálculo del promedio a partir de un determinado número de 
esas componentes. La expresión del vector promediado es:
N - l
P = ^ w ( k ) ' x (k)  (3.10)
k=0
donde:
x(k) 0 < k < N  - 1 :  vector correspondiente al patrón repetitivo k.
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w(k):
N:
vector promedio.
factor de peso de cada pulso.
Número de componentes promediadas.
Para que el promediado sea correcto los pesos deben estar normalizados a la
unidad ( w(k) = 1)
Jt=0
En el apartado 3.4.1 veremos que, dado un conjunto arbitrario de pesos 
w(k) , la mejora en la relación señal ruido de la señal promediada respecto de
Los principales inconvenientes del promediado en el problema de FECG 
son:
• La condición de aleatoriedad del ruido no es totalmente válida para la señal 
fetal. (Se hace necesaria una etapa de preprocesado que elimine las compo­
nentes deterministas antes de aplicar esta técnica)
• Si los puntos de alineamiento se derivan de la misma señal, hay que tener 
presente que el ruido puede estar influyendo en la localización de dichos 
puntos, que derivará en un mal alineamiento de las formas de onda y cuyo 
resultado final será un efecto de filtrado de la señal.
3.4.1. Mejora de la relación señal ruido con el promediado.
Vamos a justificar la expresión dada en el apartado anterior para la mejora 
en la relación señal ruido de la señal promediada y comprender mejor el efecto 
de filtrado que éste produce sobre la señal. Las suposiciones iniciales son:
• El vector señal x es la suma de un vector señal estacionaria periódica s y un 
vector de ruido aleatorio n.
x = s + n
• El ruido tiene varianza constante (on).
•  La señal estacionaria y el ruido no están correlacionados entre sí. ( s*n = O)
N - 1
los patrones sin promediar viene dada por el factor: J £ w 2(k)
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En un registro real estas suposiciones no son ciertas ya que ni la señal abdo­
minal es estacionaria ni las diferentes contribuciones de ruido solapadas tienen 
naturaleza aleatoria con varianza constante. Sin embargo esto nos servirá como 
referencia teórica del límite superior en la mejora que podemos conseguir con 
esta técnica.
En primer lugar calculamos la relación señal ruido de la señal sin promediar (x). 
La energía de la señal (o2) viene dada por:
o 2 = x T x  = (s + n)T (s + n) = sT s + 2sT n + nT rt (3.11)
pero como la señal y el ruido no están correlacionados ( sTn = 0)
o 2 = sTs + nT n = ( j2 + o 2 (3.12)
De manera que la relación señal ruido vendrá dada por:
S N R = &
(3.13)
Consideremos ahora un vector promedio como se indica en la ecuación 3.10 y 
determinemos su energía.
_ 2  _ _  O p — p  p  —
(  N - l N - 1
*=0 *=0
£  w(k) • s(k) + 2  M k )' n{k) w(k) • s(k) + £  w(k) • n(k)
( N - 1 N - l
k=Q k=0
(3.14)
Como la señal s es estacionaria puede sacarse fuera de los sumatorios, y si 
además tenemos en cuenta que los pesos están normalizados a la unidad, y el 
ruido tiene varianza constante esta expresión queda como:
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2 T G p = p  P =
(  N - l
k=O
(  N - l
k=Q
= sr s + 2sr
= srs + 0 +
yk=Q  
( N - l
I
k=0
(  N - l
Y dw {k ) n ( k )  + ^ w ( k ) - n ( k )  ^ w ( k ) - n ( k )
k=O
<AT-1
*=0
¿  w(A:) • /l(£ )r  • w(&) • «(A:)
CT? +
fN-l
Y j M k ) 1 -n(k)T -n(k)
k=0
N - l N - l
= o ]  + ' £ w ( k ) 2 - a l  = o ]  + o 2„ - ^ w i k y
k=0 k =0
(3.15)
Obtenemos que la relación señal mido de la señal promediada es:
SNRP =
í
N - l (3.16)
*=o
Si comparamos esta expresión con la obtenida para la relación señal mido de 
la señal original observamos que la mejora obtenida con el promediado viene 
dada por
SNRd = SNR
N - l
l ü y w
*=0
(3.17)
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El siguiente paso es determinar qué pesos son los más adecuados para
maximizar la relación señal ruido. Para ello imponemos que la expresión 3.17
sea máxima con la restricción de que los pesos estén normalizados. Si denota­
d - i
mos por a  = ^ w 2(k) = w 'w , para minimizar la energía del ruido el producto
*=o
c n2a  deberá se mínimo. Utilizando multiplicadores de Lagrange para tener en 
cuenta la ligadura, deberemos resolver la ecuación:
Vw{w'w + A (l'w -1)}=  0 ( 3.18)
Siendo 1 un vector de unos del mismo tamaño que w .
ALa solución de esta ecuación es: w = - —1. Con lo que todos los pesos tienen 
el mismo valor y de acuerdo con la ligadura de los pesos, éstos deben ser igua­
les a — .
N
Una vez hemos determinado esta expresión general vamos a particularizarla 
para diversos valores de los pesos w(k). Esto nos conducirá a dos tipos de 
promediado ampliamente utilizados, como son el promediado lineal y el expo­
nencial, aunque ya sabemos que la mejora en la SNR con el promediado lineal 
siempre será mayor.
3.4.2 Promediado lineal
Las referencias bibliográficas de esta técnica aplicadas al problema del elec­
trocardiograma fetal son múltiples (Kendall 1967), (Rhyne 1968), (Pardi 1986), 
(Ríos 1987), (Alaluf 1990), (Mohd 1993), (Phoenix 1993), (Homer 1994), (Bu- 
din 1994), (Crowe 1996). En este caso los pesos utilizados para todos los com­
plejos son iguales y de valor igual al inverso del número de pulsos promedia­
dos.
w(k) = — 0 < , k < N - \
N
Es inmediato comprobar que se cumple la condición de normalización de los 
pesos ya que
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El promedio se calcula como
Pn — ^  [C0 + Cj + C 2 + ... + Ck +... + CN_X ] ( 3.19)
donde:
PN = patrón obtenido al promediar N pulsos
Ck = k-ésimo complejo del promedio (0 < k < N  - 1)
N  = número de pulsos
La aplicación de la expresión (3.19) hace referencia al promediado de un 
conjunto N correspondiente al total de pulsos de nuestro conjunto. Una ligera 
modificación de esta expresión nos permite calcular lo que vamos a llamar
promediado móvil. En este caso tenemos un conjunto de N pulsos pero quere­
mos obtener promedios tomando un conjunto formado por M (M<N). Utilizan­
do un procedimiento idéntico al de un filtro FIR tipo promediado móvil. En este 
caso la expresión del patrón promediado viene dado por la expresión:
Para determinar la mejora en la relación señal ruido con este promediado 
únicamente hemos de calcular el sumatorio de los pesos al cuadrado. Si consi­
deramos el primer caso en que el número de pulsos totales coincide con el de 
pulsos promediados (N=M) tenemos:
La expresión (3.20) puede escribirse de forma recursiva como:
(3.21)
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N - l N - l
5 > 2( * ) = X
k =o *=0
' 1 >
2
1 Y
<N )
* = - L
N
(3.22)
Sustituyendo en la ecuación (3.22) obtenemos la mejora de la SNR del pro­
mediado lineal (S N R pl).
S N R pl =  -JÑ• (3.23)
Obtenemos una mejora en un factor - J Ñ . La Figura 3.25 muestra la mejora en 
dB en función del número de pulsos promediados.
Así pues, aunque en teoría podemos mejorar indefinidamente la relación señal 
ruido, a medida que el número de pulsos aumenta la mejora es menos significa­
tiva. Para N=10 la mejora es de 10 dB, para N=32 la mejora es de 20 dB pero 
para aumentar a 30 dB el número de pulsos se incrementa hasta 100.
Mejora teórica de la SNR mediante promediado lineal
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Figura 3.25 Mejora teórica de la SNR en función del número de complejos promediados utili­
zando promediado lineal cuando el ruido es aleatorio.
En la práctica el número de pulsos promediados no se va incrementando in­
definidamente sino que se utiliza el tipo de promediado que hemos llamado 
móvil. En este caso se selecciona el parámetro M (M<N), y se obtiene un patrón 
resultado de promediar M pulsos. Esta selección está condicionada por dos cir­
cunstancias:
• Se desea que la relación señal ruido sea la máxima posible (Valor de M ele­
vado).
• Para que puedan detectarse los cambios que la forma de onda del ECG va 
experimentando, el número de pulsos promediados no debe ser muy eleva­
do, sino estos cambios serán enmascarados en el promedio.
Los valores encontrados en la bibliografía varían según los trabajos, así en 
(Homer 1996) se realiza un promediado de 8 segundos de señal, por lo que el 
ritmo cardíaco es el que fijará en número de promedios. El @STAN-analizer 
utiliza entre 10 y 30 complejos (Skiller 94). En (Budin 1994) el número se 
eleva a 64. Por lo general no se da ningún criterio para la selección de este pa­
rámetro. Crowe (Crowe 1996) justifica la selección de un período de promedia­
do en tomo a los 15 segundos (unos 30 pulsos), ya que durante este intervalo de 
tiempo la señal que nos interesa (FECG) permanece estacionaria, según las 
pruebas realizadas durante el parto. Este mismo valor ha sido utilizado por Ou- 
tran (Outran 1997) argumentando las mismas razones.
Todas estas recomendaciones se hacen siempre centrándonos en el problema 
del electrocardiograma fetal. En otro problema, la elección del número de pro­
medios será variable, dependiente de la estacionariedad que presente la señal, 
ya que si ésta no va a sufrir cambios el incremento del número de promedios 
mejorará la SNR.
Un procedimiento alternativo al promediado móvil que permite tener en 
cuenta los cambios en la señal de entrada es el promediado exponencial. En este 
caso la contribución de cada uno de los pulsos que se promedian no es la mis­
ma. La forma de que la señal se vaya pareciendo más a los últimos pulsos es 
dando a éstos un factor de peso superior al de los pulsos más antiguos.
3.4.3 Promediado exponencial.
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Como hemos indicado este tipo de promediado se caracteriza por dar un 
factor de peso distinto a los pulsos, de manera que los pulsos más recientes son 
los que tienen una mayor contribución al patrón resultante. Aparece, pues, un 
parámetro que determinará la velocidad con que el sistema se va a adaptar a los 
cambios en la señal de entrada; es el parámetro que hemos denominado a  
(0<oc<l). Uno de los primeros trabajos relacionados con este tipo de promedia­
do es el de (Rhyne 1968). En este caso el promedio se calcula de la siguiente 
forma:
p, = « k . + . . . + ( i - « r , c, J 0.24)
Que podemos escribir de forma recursiva teniendo en cuenta los promedios 
anteriores como:
Pn = (1 -  a)- J>_, + a  • C„ n = 1,2,... ( 3.25)
donde el significado de las variables es el mismo que el empleado en el prome­
diado lineal.
Si definimos P0 = 0 , la expresión (3.24) puede escribirse como:
H-l
Pn = X a (1~ “ )‘ C»-* ( 3-26)
*=0
Comparando esta expresión con la ecuación (3.10), obtenemos que los pesos 
del promediado son:
w(k) = a ( l - a ) k k  = 0 ..N  — 1 (3.27)
Para que este conjunto de pesos pueda utilizarse debe incluir un factor de nor­
malización que en este caso es:
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F = Y da ( i - a f  = l - ( l - a y
Jt=0
( 3.28)
Aunque a priori la condición de normalización no se cumple, si el número de 
pulsos promediados es elevado; es decir, el promedio ha alcanzado el estado 
estacionario (n —»«>), la condición sí se satisface. En cualquier caso, estricta­
mente deberíamos dividir los pesos por este factor. Este efecto se pone de mani­
fiesto cuando el número de promedios es bajo y el factor a  elegido no toma 
valores próximos a la unidad.
En el párrafo anterior hemos introducido el término estado estacionario, 
cuando el número de promedios es muy elevado. En la práctica al tratarse de un 
crecimiento exponencial podemos definir una constante de tiempo (en esta apli­
cación, número de pulsos) en el que el pulso promedio sea una fracción de su 
valor en estado estacionario, de acuerdo a la siguiente expresión:
“ • )
(3.29)
donde s, denota la componente repetitiva de la señal que hay en cada uno de los 
complejos, y e es la base de los logaritmos neperianos. En estas condiciones la 
estimación del número de pulsos viene dado por la expresión:
N  =
_  ] Ct->0 j
ln ( l -a )  a
(3.30)
Transcurridos un número de pulsos igual a la constante de tiempo, la señal 
ha llegado a un 63% de su valor final, 4 veces la constante de tiempo equivale a 
un 98% por lo que a partir de 4 ó 5 veces este número de pulsos podemos con­
siderar que el sistema ya ha alcanzado el estado estacionario.
Determinemos ahora la mejora en la SNR obtenida con este tipo de prome­
diado. Para ello no tenemos más que evaluar la expresión (3.17) con los pesos 
definidos en la ecuación (3.27).
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1 - ( l - a ) 2 2 - a
[ l - ( l - « ) “ ]( 3.31)
Si tenemos en cuenta el factor F de la normalización la expresión 3.17 queda 
como:
En estado estacionario, se pueden hacer algunas simplificaciones quedando la 
expresión:
La Figura 3.26 muestra la mejora obtenida en la SNR en función del número 
de pulsos promediados y el valor seleccionado para a. De acuerdo con la ecua­
ción 3.33, valores pequeños de este parámetro consiguen índices mayores de la
Aunque para la obtención de las ecuaciones anteriores hemos supuesto que 
la señal determinista (ECG) contenida en los complejos no cambia, los com­
plejos cardíacos van experimentando variaciones con el tiempo que son las que 
realmente resultan interesantes. Para propósitos de diagnóstico, es necesario 
tanto reflejar estos cambios como mejorar la SNR. Un compromiso entre ambas 
condiciones es que lo que debe determinar la selección de a. Si el usuario desea 
ver los cambios de la forma de onda, debemos elegir un valor elevado para este 
parámetro, así la contribución de los pulsos más antiguos decrecerá rápidamente 
con la introducción de nuevos pulsos, permitiendo a los más recientes una ma­
yor influencia en el promedio, pero si la forma de onda es estable, el criterio 
que debe regir es la mejora de la SNR que implica la selección de un valor pe­
queño para a.
SNRpe = (3.32)
(3.33)
SNR.
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Figura 3.26. Mejora de la SNR mediante promediado exponencial para diversos valores del
parámetro a.
3 .4 .4  Relación entre el prom ediado exponenc ia l y el prom ediado lineal 
d e  ventana móvil.
En los apartados anteriores hemos descrito el promediado lineal y el prome­
diado exponencial. Para un mismo número de pulsos promediados, con el pri­
mero de ellos se consigue una mayor mejora en la SNR. Por lo general cuando 
utilizamos el promediado lineal, la técnica empleada es la que hemos denomi­
nado promediado de ventana móvil. En este caso la señal sí se va a adaptar a los 
cambios que se produzcan en la entrada. Por esta razón vamos a realizar un es­
tudio comparativo entre este promediado y el exponencial atendiendo a los dos 
parámetros que estamos teniendo en cuenta; es decir, la mejora de la SNR y la 
adaptación a los cambios de la señal de entrada. La pregunta que queremos res­
ponder es la siguiente: si elegimos un número de pulsos promediados habitual 
en la bibliografía (por ejemplo 32), ¿qué es más conveniente utilizar, un prome­
diado lineal o exponencial?
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Para hacer este estudio vamos a considerar un conjunto de N complejos, en 
los que la componente determinista de la señal viene definida por la ecuación 
3.34
í s 0 < k < N - M - l  
Ck =< (3.34)
* ls  N  -  M  < k < N
Es decir las N-M primeras muestras (N>M) están formadas por complejos que 
contienen la señal determinista s y las M siguientes contienen la señal s que 
ha experimentado un cambio respecto de la anterior. Vamos a realizar un pro­
mediado de ventana móvil de los A últimos complejos (A>M), y compararemos 
el resultado con el promediado exponencial de los N complejos.
De acuerdo con la ecuación 3.20 el pulso promediado N-ésimo obtenido con 
promediado móvil viene dado por:
A - M  M  _PN =  5 + —  S (3.35)
Xyu A A
y para el promediado exponencial, utilizando la ecuación (3.26) obtenemos:
N  N ~k N -M  N ~k N  N ~k
p N rt = £ a ( l - a )  c k =  X « ( l - « )  S+ £ a ( l - a )  S
Jt= l *=1 k= N-M + l
P»„ =  [(1 -  -  (1 -  a ) " ]s +  [l -  (1 -  a ) "  ] í  (3.36)
Si comparamos las expresiones (3.35) y (3.36) observamos que en ambos 
casos tenemos una combinación lineal de las señales s y s . Si imponemos que 
ambos promedios tengan el mismo comportamiento, en lo que adaptación a los 
cambios en la señal de entrada se refiere; es decir, que ambos promedios coin­
cidan, tendremos un sistema de dos ecuaciones cuya solución no trivial implica 
que la relación entre los coeficientes de s y s en ambas ecuaciones coincida. Se 
verifica por tanto la relación (3.37).
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( 3.37)
Si ahora nos centramos en la mejora de la relación señal ruido, sabemos que 
para el promediado de ventana móvil ésta viene dada por la ecuación (3.23) y 
para el promediado exponencial por la ecuación (3.31). Vamos a definir SNRcoc 
como el cociente entre la mejora de la relación señal ruido obtenida mediante 
promediado exponencial y lineal de ventana móvil en estado estacionario. Con­
sideramos estado estacionario para asegurar que el promediado exponencial 
funciona adecuadamente4. De la ecuación (3.37) podemos obtener A que val­
drá:
[l- ( ! - « ) " ]  [l - O - o ) " ]
Teniendo en cuenta que la mejora en el promediado lineal viene dado por la 
ecuación (3.23) y para el promediado exponencial por (3.19), el cociente en 
estado estacionario será:
. . m2 2 - a  f l - ( l - a ) " ]
SNRlc =  1 (3.39)
a  M
La expresión (3.39) nos relaciona el promediado de ventana móvil de M pulsos 
con el promediado exponencial, considerando que ambos tienen las mismas 
prestaciones en cuanto a adaptación a los cambios de la señal de entrada. La 
Figura 3.27 muestra una representación gráfica de la ecuación (3.39).
4 Esta es la razón por la que no hemos incluido el factor de normalización F definido en (3.28) 
ya que en estado estacionario éste es igual a la unidad.
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Figura 3.27 Relación señal ruido cociente entre promediado lineal y exponencial para diversos 
valores del número de promedios (M) y del parámetro a.
La gráfica 3.28 nos permite seleccionar el valor de la constante del prome­
diado exponencial. La razón de su utilización es que habitualmente se fija el 
número de pulsos que se van a promediar, aunque si la señal no presenta varia­
ciones se puede fijar el nivel de ruido y realizar promediado lineal hasta conse­
guir esta reducción. Si se producen estas variaciones podemos estimar la cons­
tante a  que nos va a producir la misma capacidad de adaptación que el prome­
diado de ventana móvil. En este caso, incluso podemos seleccionar un valor de 
este parámetro que nos produzca una mejora en la SNR mayor, si bien a expen­
sas de aumentar el transitorio.
Llegado a este punto podemos preguntamos cuál es la razón de utilizar un 
promediado exponencial en lugar de un promediado lineal de ventana móvil, 
considerando un valor de la constante tal que coincidan tanto la SNR como la 
adaptación a los cambios de la señal. Atendiendo a las ecuaciones que permiten 
calcular los patrones promedio de forma recursiva (3.21) y (3.25), la ventaja del 
promediado exponencial es que no necesitamos almacenar más que el último 
pulso promediado mientras que en el promediado de ventana móvil es necesario 
guardar un número de pulsos igual al tamaño de la ventana utilizada. Esto no 
ocurre cuando nos planteamos un promediado lineal de todos los pulsos dispo­
nibles ya que si la ecuación 3.19, la escribimos de forma recursiva obtenemos:
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Expresión que es idéntica a la de un promediado exponencial con a  = 1/«, 
siendo n el número de pulsos promediados en cada instante.
3.4.5 Otras técnicas de promediado.
Además de los procedimientos que hemos mencionado, en la bibliografía 
podemos encontrar otras técnicas de promediado especialmente indicadas cuan­
do todos los pulsos son idénticos y la señal no sufre variaciones. Una limitación 
de las técnicas que hemos descrito es que para analizar su comportamiento he­
mos supuesto que el ruido que contamina la señal es de tipo gaussiano no co­
rrelacionado con la señal. Sabemos que además vamos a tener importantes 
componentes de interferencias como las oscilaciones de la línea base, el ruido 
de red y el electromiograma. Las dos primeras serán eliminadas en la etapa de 
preprocesado, sin embargo en registros en los que se tenga una importante con­
tribución de electromiograma o que las oscilaciones anteriormente citadas no se 
hayan eliminado la mejora de la relación señal ruido será menor. En estas cir­
cunstancias cabe destacar la aplicación de técnicas basadas en bancos de filtros, 
(Afonso 1996). En este caso como paso previo al promediado, cada uno de los 
complejos se descompone en una suma de M señales cada una de las cuales 
contiene componentes frecuenciales de una banda del ECG. Cada una de estas 
bandas puede ser procesada por separado, atenuando o amplificando su contri­
bución. Una vez realizado este proceso lo que hacemos es promediar cada una 
de estas bandas y finalmente reconstruir la señal original. Las pruebas realiza­
das con señales contaminadas con ruido gaussiano y electromiograma han pro­
porcionado resultado satisfactorios, si bien no parece que el sistema descrito 
pueda adaptarse a los cambios que experimenta la señal de entrada como el au­
tor indica.
Vamos a describir una técnica diferente al promediado que también nos va a 
permitir extraer la componente repetitiva de un conjunto de complejos. Las 
premisas de las que partimos, en lo que respecta a las características de la señal 
y el ruido, son las mismas que en el promediado lineal de ventana móvil. Va­
mos a considerar que tenemos un conjunto de N pulsos de M muestras cada 
uno. Cada uno de estos complejos Ck contiene una componente determinista y
una componente de mido solapado. Supongamos que estos complejos se dispo­
nen como las columnas de una matriz de elementos NxM.
(3.41)
Vamos a imponer que cada uno de los complejos esté normalizado a la unidad y 
su valor medio sea cero, luego
Sin perder generalidad consideremos que N<M.
Cada uno de estos complejos puede interpretarse como un vector en un espa­
cio de dimensión menor o igual que N. En este espacio, cada uno de los vecto­
res columna puede escribirse como una combinación lineal de una base de 
vectores del mismo. Matricialmente lo expresaríamos como Ck = U a , siendo
U -  [k0, uv .uN_J  una matriz cuyas columnas son los vectores base y a  un vec­
tor de pesos que contiene los coeficientes de dicha combinación. Habitualmente 
el conjunto de vectores base elegido es el formado por la base canónica, sin 
embargo no necesariamente hemos de elegir esta base. Vamos a considerar una 
nueva base de vectores que se caracterizan por estar formada por un conjunto de 
vectores mínimo y que genera el mismo espacio que los vectores originales de 
la matriz A; es decir, cualquier columna de la matriz original se puede escribir 
como una combinación lineal de los vectores de la nueva base. A modo de 
ejemplo trivial consideremos una señal no contaminada con ruido. En estas cir­
cunstancias todos los complejos serían idénticos, por lo que la base natural, 
para este conjunto de pulsos es considerar u0 = s .  De esta forma cualquier
complejo CApuede escribirse como:
En un caso real cada uno de los complejos también contendrá ruido. Si el 
vector 5 puede ser estimado de alguna forma, un pulso cualquiera podrá escri­
birse como:
CTt Ck = 1 \< ,k< ,N (3.42)
Ck = a Qs + Oiij +... + = a 0s (3.43)
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ck — (XqUq + (X1 Mj + . . .  +  &N_i UN_i — OCQS +  (%i Uy + . . .  +  CCN_yUN_\ (  3.44)
La ecuación anterior la interpretamos como que en el primer vector base tene­
mos la componente repetitiva de la señal y el resto de vectores base 
( uk \ < k < N - \ )  representan la contribución del ruido. Como según nuestra 
hipótesis de partida, la señal y el ruido no están correlacionados, si multiplica­
mos la expresión 3.44 por sT tendremos:
Nuestro objetivo es estimar el valor de s que de alguna manera mejor repre­
sente a la componente de señal que hay en todos los complejos. Como ya he­
mos visto, una forma de estimar s es realizar un promediado lineal de los N 
complejos, y que con una baja carga computacional obtiene la mayor mejora en 
la relación señal ruido. Otro criterio para determinar s es inponer que la suma 
de las energías al cuadrado de la componente de señal existente en los comple­
jos se maximice. Esto lo podemos expresar vectorialmente como:
siendo p  un vector que contiene la energía de cada uno de los complejos. Pode­
mos calcular la suma de las energías vectorialmente como
nuestro objetivo es maximizar P con la ligadura s*s = 1, por lo que aplicando 
multiplicadores de Lagrange, la función que debemos maximizar es
s TCk = a 0s Ts = a (3.45)
A ts = p (3.46)
(3.47)
(3.48)
Si diferenciamos respecto a s e  igualamos a cero obtenemos,
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s T{AAT + k l ) = 0 ( 3 . 4 9 )
luego la solución óptima es A A rs = Ás. Es decir se trata de un problema de 
valores propios. Si queremos que el resultado sea máximo debemos elegir el 
vector propio s correspondiente al valor propio mayor (Amáx). Tenemos pues
otro criterio para obtener la componente de señal repetitiva que existe en un 
conjunto de patrones.
Más adelante veremos que el procedimiento descrito está relacionado con lo 
que se denomina descomposición en valores singulares de una matriz, técnica 
que también ha sido utilizada en la obtención del electrocardiograma fetal.
En la Figura 3.28 mostramos los resultados de promediar con esta técnica y 
con promediado lineal, con un patrón fijo al que le hemos sumado ruido 
gaussiano para que la SNR=10 dB. En la Figura 3.29 hemos superpuesto el pa­
trón original y las señales promediadas para poner de manifiesto que la diferen­
cia entre ambas (promedios) es prácticamente nula. Luego la carga computacio- 
nal no justifica la elección de la nueva técnica si bien más adelante veremos que 
este procedimiento es adecuado como método de separación de señales.
Patrón original
Patrón original con ruido (SNR=10 dB)
Promediado lineal de 10 pulsos
Promediado SVD de 10 pulsos
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Figura 3.28. Pulsos promedio obtenidos mediante la SVD y promediado lineal.
x 1Q-6 Señales obtenidas con 10 promedios
  Señal sin ruido
—  Prom. lineal 
• Prom. SVD
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Figura 3.29. Ampliación de la onda P solapando las señales promediadas y la original.
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4. Revisión de métodos utilizados para la obtención del 
electrocardiograma fetal.
4.1. Introducción.
En el apartado 1.2 hemos hecho una descripción de la evolución histórica de 
las técnicas utilizadas en la extracción del FECG sin dar una explicación deta­
llada de las mismas. En este capítulo vamos a hacer más hincapié en los algo­
ritmos en que se basan, y a partir de ellos introducir los nuevos métodos pro­
puestos en el siguiente capítulo (Martínez 1996).
Vamos a centramos en las técnicas no invasivas de extracción desde sus orí­
genes hasta la actualidad, especialmente en aquéllas que han tenido una mayor 
repercusión en los años siguientes. La separación entre técnicas se va a hacer en 
función del método de procesado utilizado, independientemente del número de 
derivaciones necesarias.
Cuando nos referimos a la extracción del electrocardiograma fetal, implíci­
tamente estamos haciendo referencia a dos procesos: cancelación de la señal 
materna y realce de la señal fetal. Una vez finalizado el preprocesado de la se­
ñal, el primer objetivo es la cancelación de la señal materna. De hecho la mayor 
parte de los algoritmos propuestos en la bibliografía tienen como objetivo eli­
minar esta componente de la señal abdominal ya que, además de tener una am­
plitud mucho mayor, solapa su espectro con el de la señal de interés. En muchas 
ocasiones, la cancelación materna nos proporciona una señal abdominal en la 
que la relación señal ruido es muy baja, por lo que es necesario incluir etapas de 
procesado posteriores que permitan mejorar la SNR de la señal fetal. Una técni­
ca bastante utilizada para tal fin es el promediado de pulsos fetales y el filtrado 
pasa banda, si únicamente estamos interesados en determinadas zonas del ECG, 
por ejemplo en la localización de los complejos QRS fetales con el objeto de 
monitorizar el ritmo cardíaco.
Antes de comenzar a describir cada uno de los métodos de cancelación va­
mos a introducir algunas definiciones de la nomenclatura utilizada, que aunque 
en ocasiones ya ha sido empleada, es a partir de aquí referenciaremos mas fre­
cuentemente.
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Vamos a denotar por Sk(n)a una derivación cualquiera obtenida al digitali- 
zar una señal continua Sk(t) . En general una señalSk(t)puede contener contri­
buciones maternas y/o fetales dependiendo de la localización de los electrodos. 
Cuando estos se colocan en el tórax a una distancia suficientemente alejada del 
abdomen, para que la contribución fetal sea despreciable, hablaremos de una 
derivación torácica (TECG) y a la señal contenida, el electrocardiograma ma­
terno lo denotaremos por MECG. Si queremos registrar la actividad eléctrica 
del corazón fetal deberemos colocar los electrodos en la zona abdominal, en 
cuyo caso hablaremos de derivaciones abdominales (AECG). En estas deriva­
ciones vamos a tener contribuciones tanto maternas como fetales. La contribu­
ción fetal presente en dichas derivaciones es lo que llamaremos electrocardio­
grama fetal (FECG).
Como ya hemos indicado la principal componente de ruido presente en estas 
derivaciones (AECG) es la señal materna, que es la que queremos eliminar. A 
esta señal la denominaremos (AMECG). En general una derivación estará des­
crita como:
st W = " t W + ^ W + ^ W  (4-1)
Siendo Mk(t) la componente materna,Fk(t) la fetal y Nk(t) el ruido.
Dependiendo de la localización de los electrodos la contribución de cada una 
de estas fuentes variará por lo que, según el método de cancelación empleado, 
la localización y el número de electrodos serán diferentes.
La Figura 4.1 muestra un ejemplo de derivación torácica y abdominal adqui­
rida simultáneamente. En la derivación abdominal observamos la contribución 
materna, de gran amplitud, y la señal fetal de una amplitud mucho menor. Este 
registro tiene una SNR elevada ya que los complejos fetales son fácilmente dis­
tinguibles por inspección visual. La Figura 4.2 muestra también una derivación 
torácica y abdominal pero con una SNR mucho menor ya que los complejos 
fetales son casi indistinguibles.
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Figura 4.1 Derivaciones torácica y abdominal en un registro con elevada SNR
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Figura 4.2 Derivaciones torácica y abdominal en un registro con baja SNR
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Algunos autores (Callaerts 1989) han mencionado al respecto, que si la señal 
fetal no es distinguible en la derivación abdominal durante la adquisición, es 
difícil que los métodos de procesado posteriores puedan obtenerla.
4.2. Técnicas de cancelación analógica.
Los primeros procedimientos empleados par la cancelación materna se basa­
ban en lo que se denominó blanqueo (blonking). Esta técnica es la más sencilla 
que nos podemos plantear. Se utiliza una derivación torácica y una abdominal. 
Cuando el QRS materno es detectado en la señal torácica se anula (blanquea) la 
salida proporcionada por la señal abdominal, ya que esta contendrá principal­
mente la señal materna. El mayor inconveniente de estos métodos es que la se­
ñal fetal también es anulada siempre que haya una coincidencia de complejos 
matemos y fetales (Surreau 1961).
Años más tarde (Wheeler 1978) propone mejoras al método de blanqueo 
propuesto por Surreau y Trocellier años antes. Se hace hincapié en la importan­
cia de la preparación de la piel y la utilización de un gel conductor para la dis­
minución de la resistencia. Wheeler estima el ritmo cardíaco materno y fetal en 
los primeros segundos de aplicación del método. De esta forma podemos saber 
de forma aproximada la posición de los complejos QRS y determinar cuando se 
van a producir solapamientos entre pulsos matemos y fetales. Cuando no hay 
solapamiento utilizaremos la técnica de blanqueo y cuando éste se produzca, 
restaremos un patrón de la señal materna (no promediado) obtenido en instantes 
anteriores. La ventaja de este método respecto al original es que ahora podemos 
obtener una señal fetal aunque haya un solapamiento entre complejos.
Otras técnicas analógicas utilizadas son las basadas en lo que se denomina 
sustracción directa tras escalado. En este caso se intenta obtener una señal de 
ECG materno de forma y amplitud similar a la contribución materna presente 
en el abdomen. Esta señal se amplifica o escala por un factor adecuado y poste­
riormente se resta a la señal abdominal. El principal problema de estas técnicas 
es la colocación de los electrodos para obtener la señal materna. En (Shuler 
1965) se utilizaron varios electrodos colocados tal como indica la Figura 4.3
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Corte Transversal
Figura 4.3 Colocación de múltiples electrodos alrededor del abdomen.
La conexión en red de estos electrodos pretendía simular una posición virtual 
colocada en el centro del cuerpo. Esta posición se podía modificar variando el 
nivel de amplificación de las señales proporcionadas por cada uno de los elec­
trodos antes de sumar. Otra posibilidad utilizada era conectar todos los electro­
dos a una red de resistencias bidimensional y utilizar un joystick  para controlar 
la contribución de cada uno de ellos, siendo el operario el que debía ajustar el 
factor de escala para conseguir que la cancelación fuese correcta. Otra opción 
era utilizar una señal materna torácica similar en amplitud y forma a la contri­
bución abdominal para la sustracción. Esta técnica es muy difícil de utilizar ya 
que es improbable que se cumplan las condiciones de forma y amplitud simul­
táneamente. Se recurría pues, a un método de prueba y error en la localización 
de los electrodos hasta conseguir la posición más idónea.
En (Longini 1977) se critican las técnicas anteriores ya que la relación entra 
la contribución materna en una derivación torácica y abdominal no es simple­
mente una relación de escala. Esta es la razón por la que estos procedimientes 
no han dado resultados satisfactorios. En (Longini 1977 y Reichert 1977) se 
propone un método basado en lo que se denominan bases ortogonales. El méto­
do de cancelación se basa en que los potenciales electrocardiográfícos medidos 
en una derivación cualquiera pueden ser descritos como una combinación lineal 
de tres derivaciones linealmente independientes. Ya que la actividad eléctrica 
del corazón a grandes distancias de éste puede ser bien aproximada por un di­
polo variable en magnitud y orientación con tres grados de libertad, tres deriva­
ciones linealmente independientes son suficientes para describirlo totalmente, 
por lo que podemos escribir:
S„(f) = a ,S ,(/) + a 2S2( t ) + a 2S,(t)  (4.2)
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Sl(t)iS2(t) y  S3(t) son derivaciones torácicas y*S4(/)es una derivación abdomi­
nal, sin componente fetal apreciable. A partir de éstas, se obtienen tres señales 
transformadas utilizando el procedimiento de ortogonalización de Gram 
Schmidt. Tendremos pues:
Teniendo en cuenta que ahora 0 1( /) ,0 2(/) y  <J>3(0 , son ortogonales, los coefi-
efectuar la integración (necesaria para la ortogonalización). Si definimos una 
señal de error:
Esta nos dará una idea de la calidad de la cancelación. Cuando este método lo 
aplicamos para extraer la señal fetal y Srft) contiene componentes materna y 
fetal, la cancelación materna no es completa si existe un solapamiento entre 
complejo. Esto se debe a en el cálculo de los coeficientes, como indica la ecua­
ción 4.5, si los vectores base esta correlacionados con la señal fetal el tercer 
miembro tendrá una contribución no despreciable. El período de integración 
considerado es el equivalente a la duración de un pulso materno.
Para ilustrar el funcionamiento de este método se ha utilizado un registro 
formado por 3 derivaciones torácicas y 5 abdominales puesto a disposición del 
público por el profesor Lieven De Lathawer de la Universidad de Leuven. En la 
Figura 4.4 se muestran las derivaciones torácicas empleadas y en la Figura 4.5 
mostramos, en la parte superior la señal abdominal original y la señal fetal ex­
traída, y en la parte inferior únicamente la señal fetal
s 4(0  = 4 * , ( 0  + 4 * 2(0  + 4 * 3 ( 0 (4.3)
cientes Ai \ < i < 3  pueden estimarse considerando un período de tiempo T para
3
* (0  = S4( 0 - X 4 ® i(0 (4.4);=1
(4.5)
siendo Ni = fQ>](t)dt
T
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Señal torácica I
500
500
1.8 21.2 1.4 1.60.6 0.8 10.2 0.4
Señal torácica II
500
500
1.6 1.8 20.8 1.2 1.40.2 0.4 0.6 10
Señal torácica III
500
500
1.6 1.8 20.6 0.8 1.2 1.40.2 0.4 1
Tiempo (s)
Figura 4.4 Derivaciones torácicas.
100
-50
0.2 0.4 0.6 0.8
Tiempo (s)
_201 1 1 1 1 1 1 1 1 1_____
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Tiempo (s)
Figura 4.5 Señales obtenidas utilizando el método de Longini.
Observamos que aunque la contribución materna se ha reducido considera­
blemente, es difícil distinguir los complejos correspondientes a la señal fetal de 
los residuos de la señal materna.
El procedimiento descrito supone la introducción de un conjunto de métodos 
que combinan múltiples derivaciones simultáneas, localizadas en el tórax y el 
abdomen, a veces denominadas técnicas basadas en el concepto de filtrado es­
pacial.
Un método alternativo de cancelación basado en la combinación lineal de 
varias derivaciones fue propuesto por Bergveld (Bergveld 1981, Bergveld 
1986). En este caso se realiza una combinación de un número de señales supe­
rior a tres, pero todas ellas abdominales, localizadas tal como se muestra en la 
Figura 4.6.
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Figura 4.6 Colocación de electrodos en un corte transversal alrededor del abdomen.
Una derivación abdominal cualquiera se modeliza de acuerdo con la ecua­
ción 4.1, por lo que una combinación lineal de derivaciones abdominales puede 
escribirse como:
M ‘ ) =  + ' L r (4.6)
Para eliminar la contribución materna en la ecuación anterior se deben cumplir 
las siguientes condiciones:
2>,w,<o=o
i
y además
i
En estas circunstancias:
+ * , ( » )
i
Es decir, si definimos la relación señal ruido como:
(4.7)
(4.8)
(4.9)
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( 4 .10)
Un aumento del nivel de ruido al incluir más señales St(í) en el promedio 
debe compensarse con un aumento de la contribución de Fk(t)para mantener 
este valor constante. Esto tiene una implicación doble: por una parte se nos in­
dica que todas las señales que intervienen en la combinación lineal deben con­
tener componente fetal; es decir, no debemos emplear derivaciones torácicas. 
Además para que los términos Yí^ ¡(0 siempre tengan contribuciones positivas,
si imponemos que las señales F¡(t) sean positivas (lo cual lo podemos conseguir 
con un adecuado posicionamiento de los electrodos), se debe cumplir también 
que:
Nuestro objetivo es obtener los coeficientes yi de manera que se verifiquen
las condiciones definidas por las ecuaciones 4.7, 4.8 y 4.11. Hildred y d’Esopo 
desarrollaron un procedimiento iterativo que permite estimar el vector 
Y  -  (/ufo»---) > cuando la expresión 4.12 toma un valor mímino,
En la ecuación 4.12 es necesario el conocimiento de la señal materna, que se 
obtiene a partir de un promediado de pulsos.
El principal problema que tiene este método es que requiere un gran número 
de electrodos con un posicionamiento muy específico, ya que de lo contrario las 
condiciones de contorno que hemos supuesto no se cumplirán. Teóricamente el 
cálculo de los factores de escala yi debe hacerse de manera continua, aunque se 
indica que éstos permanecen estables en intervalos de, al menos, 4 segundos. 
Algunos autores han criticado este método indicando que las condiciones de 
contorno impuestas para el cálculo de los coeficientes son poco realistas. Se 
cuestiona la utilización de electrodos abdominales únicamente ya que, según 
estudios posteriores, el empleo de electrodos torácicos ha mejorados los resul­
tados (Vanderschoot 1987). Realmente esta última aproximación parece más 
lógica ya que en el procedimiento utilizado para la obtención de los coeficientes 
propuesto por Bergveld, en la ecuación 4.12 debemos conocer el valor de la
Y i > 0 luego ^ Y i  > 0 (4.11)
E -  mínimo (4.12)
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componente materna, lo que hace que la utilización de señales sin componentes 
fetales pueda mejorar los resultados. Esto ha sido puesto de manifiesto utilizan­
do técnicas basadas en filtros adaptativos y descomposición en valores singula­
res de una matriz que veremos a continuación.
4.3. Técnicas basadas en filtros adaptativos.
En el apartado 3.2.2 introdujimos el uso de técnicas basadas en filtrado 
adaptativo para la eliminación de las oscilaciones de la línea base y la interfe-
B r
rencia de red. Estas son sólo algunas de las múltiples aplicaciones que este tipo 
de técnicas ha tenido en diferentes campos como bioingeniería, comunicacio­
nes, etc. Vamos a analizar con un poco más de detalle la estructura mostrada en 
la Figura 3.3 que reproducimos en la Figura 4.7 ligeramente modificada.
Entrada
Primaria
7 \
errorEntrada de 
referencia
Filtro
A daptativo
Fuente de seflal
Fuente de ruido
Figura 4.7 Estructura de un cancelador de ruido adaptativo.
Esta estructura, denominada cancelador de ruido adaptativo {Adaptive Noise 
Canceller), ha sido utilizada para la eliminación de la interferencia materna en 
registros de electrocardiografía fetal (Widrow 1975), (Zhou 1992), (Soria 
2000). Tenemos una fuente de señal (s), que en nuestro caso es el FECG, que se 
adquiere junto con una señal de ruido (hg), que es el electrocardiograma mater­
no (AMECG). La señal materna puede ser adquirida en un punto en el que no 
hay interferencia fetal, por ejemplo en el tórax (TECG), que aunque ha sido 
generada por la misma fuente, el conductor volumétrico hasta dicho punto es 
distinto por lo que su contribución será n¡. Nuestro objetivo es eliminar la com­
ponente nQ presente en la entrada primaria. La salida del sistema es 
z  = s + n0 -  y , siendo y  la salida del filtro, luego si conseguimos que el filtro 
adaptativo, a partir de n\ obtenga una réplica de nQ tendremos resuelto el pro­
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blema. Como la componente materna va a sufrir modificaciones, el filtro no 
debe ser fijo sino que debe cambiar para adaptarse a estas variaciones.
Las premisas para que el algoritmo sea aplicable es que las señales s, no, n¡t e 
y  sean estacionarias, s no esté correlacionada con no, ni n¡ y no y n¡ si estén 
correlacionadas entre sí1. Se puede comprobar que minimizar la salida z, es 
equivalente a minimizar la diferencia entre no e y, y cuando esto se consigue 
y=no y z=s. En este caso la cancelación es perfecta y en la señal de error tene­
mos una señal fetal libre de componentes maternas. En estas circunstancias, la 
salida del filtro y , contiene una réplica de las componentes de ruido correlacio­
nadas entre ambas entradas. Esto es importante ya que si en lugar de tomar co­
mo salida total la señal de error, consideramos la señal y, esta nueva estructura 
nos puede servir para eliminar componentes de ruido no correlacionadas entre 
dos entradas, como el ruido gaussiano, es lo que se denomina mejorador de se­
ñal adaptativo, (Adative Signal Enhancer) (Bensadoum 1995). En este caso, la 
entrada primaria y la de referencia serán dos derivaciones abdominales en las 
que se haya eliminado la componente materna utilizando la estructura ANC, si 
ahora consideramos la salida y  del filtro, ésta debe contener la componente de 
señal correlacionada entre ambas entradas; es decir, la señal fetal.
Hasta ahora no hemos hecho ningún comentario del bloque que hemos lla­
mado filtro adaptativo. Este bloque, como sabemos, se encarga de modificar los 
pesos del filtro para que el error se minimice. Entre los criterios de minimiza- 
ción empleados destacan, el error cuadrático medio, la potencia cuarta del error 
y, en general, la potencia N-ésima.
La ventaja de utilizar el error cuadrático medio es que, al tratarse de una fun­
ción de segundo orden, tiene un único mínimo, sin embargo esto no es cierto 
para funciones de coste de orden superior (Haykin 1996). Dentro de los siste­
mas que minimizan la potencia segunda del error, se distinguen dos tipos de 
algoritmos adaptativos, el RLS (Recursive Least Square) y el LMS (Least Mean 
Square). El primero de ellos busca una solución directa de la ecuación de mi- 
nimización mientras que el segundo determina los valores óptimos utilizando 
un criterio de búsqueda por gradiente. Cuando el algoritmo utilizado para modi­
ficar los pesos del filtro es el LMS, las expresiones que definen su funciona­
miento son la que mostramos en la ecuación 3.1 del capítulo anterior.
1 Estas suposiciones no se cumplen necesariamente para el problema que estamos abordando 
pero suponen una primera aproximación sobre la que se introducirán mejoras sucesivas.
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La utilizacón de la estructura ANC para la eliminación de la señal materna 
data de 1972. Se utilizaron 4 derivaciones torácicas como señales de referencia 
y una señal abdominal como entrada primaria. La Figura 4.8 esquematiza el 
problema en cuestión y la localización de los electrodos y en la Figura 4.9 se 
muestra la estructura empleada, que coincide con la de la Figura 4.6 pero con 
una referencia multicanal.
Electrodos
PectoralesVector Cardiaco fwuTemo
_ Electrodo 
de Referencia
Vector Cardíaco 
1 Fetal /
Electrodos
Abdominales
Figura 4.8 Esquema propuesto por Widrow para la obtención del FECG.
SolidoElectrodo Abdominal
Entradas de 
Referencia 4
Figura 4.9 Disposición de las entradas al sistema adaptativo.
El tener mütiples referencias no modifica las ecuaciones del algoritmo, sal­
vo que tendremos un vector de pesos para cada una de ellas.
Si comparamos este procedimiento con el anterior (bases ortogonales) apre­
ciamos que er ambos casos estamos realizando una combinación lineal de se­
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ñales torácicas para obtener una señal materna similar en forma y amplitud a la 
presente en la derivación abdominal. La gran ventaja de los métodos adaptati- 
vos es que el procedimiento de combinación de las señales torácicas se hace de 
forma automática, si bien en el fondo existe una gran similitud. Cuanto mayor 
sea el número de derivaciones torácicas utilizadas, mejor será la estimación de 
la señal materna, aunque en la práctica el número de éstas no suele ser superior 
a 3.
En la Figura 4.10 mostramos el resultado de aplicar el algoritmo adaptativo 
con 3 derivaciones torácicas y 1 abdominal. La longitud del filtro empleada es 
de 1=40 y >=0.02. Hemos dejado un intervalo de 5 segundos para que el filtro 
adaptativo haya adaptado sus pesos.
Derivación abdominal.
0.8
0.6
0.4
0.2
- 0.2
-0.4
5000 5200 5400 5600 5800 6000 6200 6400 6600 6800 7000
Señal fetal recuperada.
0.2
- 0.1
- 0.2
5000 5200 5400 5600 5800 6000 6200 6400 6600 6800 7000
Figura 4.10 Resultados obtenidos con el ANC.
Observamos que la cancelación de la señal materna es casi total, con unos 
resultados superiores a los mostrados en la Figura 4.5, si bien el número de se­
ñales utilizadas no se ha reducido. En el caso más desfavorable en el que el nú­
mero de derivaciones torácicas sea igual a una, los resultados son peores tal 
como se observa en la Figura 4.11, en la que se ha representado la señal recupe­
rada por el algoritmo para un número de derivaciones torácicas variable. Los
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resultados indican que es conveniente la utilización de al menos dos de estas 
derivaciones
Señal fetal recuperada. Con 1 referencias
0.2
0.1
- 0.1
- 0.2
5000 5200 5400 5600 5800 6000 6200 6400
Señal fetal recuperada. Con 2 referencias
6600 6800 7000
0.2
0.1
0
- 0.1
5400 6800 70005200 5600 5800 6000 6200 6400
Señal fetal recuperada. Con 3 referencias
6600
0.2
0.1
- 0.1
- 0.2
5000 70005200 5400 5600 5800 6000 6200 6400 6600 6800
Figura 4.11. Funcionamiento del ANC para un número de referencias variable.
Una de las condiciones que hemos impuesto a las señales que empleamos en 
el ANC es que éstas sean estacionarias o bien que cambien muy lentamente. Sin 
embargo, la señal de electrocardiograma es no estacionaria, por lo que esta es­
tructura no puede adaptarse rápidamente a los cambios que dicha señal experi­
mente. En (Ferrara 1981) se propone una modificación de esta estructura, para 
aplicarse a señales no estacionarias. Se trata de una extensión del ANC en el 
que se permite que los pesos del LMS cambien rápidamente, consiguiendo así 
que se adapten a los cambios bruscos de la señal pero además se permite una 
variación lenta para conseguir una adaptación precisa. Las señales que vamos a 
considerar deben ser repetitivas pero no necesariamente periódicas.
Consideraremos unos instantes en los que las propiedades estadísticas de la 
señal se renuevan, que vamos a denominar puntos de regeneración. Si analiza­
mos la señal a partir de dichos puntos, todos los pulsos tendrán idénticas carac­
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terísticas, si bien el intervalo de tiempo entre instantes de regeneración puede 
ser variable2.
La nueva estructura de filtro adaptativo propuesta llamada “Time Sequenced 
Adaptive Filter” (TSAF), utiliza las referencias temporales correspondientes a 
los instantes de regeneración para definir unos segmentos dentro de la señal, 
cuyo inicio y duración dependen de la aplicación. Cada una de las muestras 
dentro de dicho segmento tiene asociado un conjunto de pesos que no son ac­
tualizados más que por ese número de muestra, medido a partir del instante de 
regeneración. Es decir si el segmento considerado tiene 200 muestras tendremos 
un total de 200 conjuntos de pesos. Se aumentan las necesidades de almacena­
miento pero la carga computacional no varía pues sólo un filtro interviene cada 
vez. Fuera de dicho segmento se utiliza un filtro adaptativo como los que hemos 
venido describiendo. La Figura 4.12 muestra
Referencia
error
Filtro adaptativo
Filtro adaptativo
Filtro adaptativo
Figura 4.12. Modificaciones en el bloque de adaptación de los pesos para el TSAF.
2 Una señal electrocardiográfica es un ejemplo de este tipo de señales. Podemos considerar que 
el inicio de la onda P es el instante de regeneración y a partir de ella encontramos la sucesión de 
ondas P-QRS-T. Sin embargo los instantes de regeneración no se suceden a intervalos regulares 
ya que están determinados por el ritmo cardíaco.
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un esquema de la estructura descrita. Tenemos un total de N+l filtros. N co­
rrespondientes al segmento considerado y otro para el resto de puntos hasta el 
siguiente instante de regeneración. El sistema dispone de un conmutador que 
selecciona la salida del filtro adecuado en cada caso y le proporciona la señal de 
error para actualizar sus pesos. Las ecuaciones de funcionamiento de este filtro 
que difieren del ANC son las referidas al cálculo de la salida y a la actualiza­
ción de los pesos como se indica en la ecuación 4.13.
En esta ecuación W, hace referencia a uno de los N+l vectores de pesos
existentes. Indicando que únicamente uno de ellos se actualiza en cada instante. 
Una consecuencia importante de este modo de funcionamiento es la velocidad 
de convergencia de los pesos ya que, si consideramos una determinada muestra 
dentro del segmento, los pesos asociados únicamente se actualizan una vez por 
cada instante de regeneración por lo que se necesita un mayor tiempo para al­
canzar la convergencia. Cada uno de estos filtros puede utilizar una constante 
de adaptación diferente pero en general únicamente se emplean dos valores; uno 
para dentro del segmento y otro fuera de la zona de actuación del TSAF. Algo 
análogo ocurre con la longitud de cada uno de estos filtros.
El TSAF puede utilizarse tanto con la estructura ANC como con la ASE con 
una o múltiples entradas de referencia dependiendo de la aplicación. En (Speirs 
1994) esta técnica se utiliza para la obtención de postpotenciales del QRS. En 
(Ferrara 1982) se utiliza para mejorar la calidad del FECG una vez se ha can­
celado la señal materna.
El principal problema que se nos plantea al utilizar este método es la locali­
zación de los instantes de regeneración. Para señales de electrocardiografía, el 
procedimiento empleado es la utilización de un detector de complejos QRS, y 
fijar dichos puntos un determinado tiempo antes de esta posición. En este tra­
bajo se utiliza un punto localizado 150 ms antes del QRS y una duración del 
segmento de 300 ms. Tendremos pues un conjunto de 301 vectores, cada uno de 
ellos con 75 pesos más un peso adicional de entrada constante que nos elimina-
y ,
(4.13)
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rá la componente de continua, que en nuestro caso no se ha utilizado ya que 
esta oscilación es eliminada en la etapa de preprocesado.
Si la estructura TSAF se utiliza para la cancelación de la señal materna la 
localización de los complejos QRS matemos no suele ser problemática, ya que 
se puede aplicar el detector sobre una de las derivaciones torácicas empleadas 
como referencia. Sin embargo, cuando queremos utilizar el TSAF con la es­
tructura ASE, debido a la inherentemente baja calidad de la señal FECG, una 
vez cancelada la componente materna, es difícil la localización de los comple­
jos QRS fetales y, por tanto de los instantes de regeneración. En (Adam 1990) 
se propone una nueva técnica para localizar estos puntos. Se utiliza la señal 
proporcionada por un ecocardiógrafo para localizar el instante en que se produ­
cen los latidos fetales. La señal proporcionada por este dispositivo es de buena 
calidad y no se ve afectada por los posible residuos de componente materna 
presentes en la señal abdominal que pueden ser confundidos con complejos 
fetales por el detector y producir falsas detecciones.
En la Figura 4.13 mostramos los resultados de aplicar el LMS y TSAF al 
registro que venimos utilizando con tres referencias torácicas. Observamos que 
el tiempo de convergencia para el LMS es mucho menor ya que, como hemos 
comentado, la actualización de los pesos en la zona TSAF es mucho más lenta. 
Esto se observa en la disminución de la contribución de la componente materna 
en la señal abdominal. En ambos casos la longitud de los filtros es de 20 y las 
constantes de adaptación empleadas son de 0.03 para el LMS-ANC y 0.02 para 
el TSAF-ANC. Valores con los que los resultados eran mejores. En la Figura 
4.14 mostramos el mismo registro que en la figura anterior pero una vez se ha 
conseguido la adaptación
3 Esta es la estructura que propusimos para eliminar las oscilaciones de la línea base utilizando 
técnicas de filtrado adaptativo.
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Derivación abdominal
0 .5
0
-0.5
1
0.5
0
-0.5
500 1000
—i—
1500 2000
Señal recuperada ANC
2500 3000
500 1000 1500 2000
Señal recuperada TSAF
2500 3000
0.5
-0.5
500 1000 1500 2000 2500 3000
Figura 4.13. Proceso de adaptación del LMS clásico y TSAF.
Derivación abdominal
0.5
-0.51—
4.6 4.62 4.64 4.66 4.68 4.7 4.72 4.74 4.76 4.78 4.8
Señal recuperada ANC x 100.2
0.1
- 0.1
- 0.2  * -  
4.6 4.7 4.72
Señal recuperada TSAF
4.74 4.76 4.784.62 4.64 4.66 4.68 4.8
x 100.2
0.1
- 0.1
- 0.2  L -  
4.6 4.62 4.64 4.68 4.7 4.72 4.74 4.76 4.78 4.84.66
xIO
Figura 4.14. Cancelación materna con LMS clásico y TSAF una vez conseguida la adaptación.
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A la vista de los resultados, no se aprecian mejoras significativas con la utili­
zación del TSAF. En las figuras siguientes mostramos los resultados de aplicar 
la estructura ASE a dos registros abdominales con la señal materna cancelada, 
utilizando las estructuras LMS clásico (Figura 4.15) y TSAF (Figura 4.16) y 
una combinación de ambos: LMS-ANC para eliminar la componente materna y 
TSAF-ASE para mejorar la calidad de la señal fetal (Figura 4.17). Cuando el 
método utilizado es el TSAF necesitamos la localización de los complejos QRS 
matemos y fetales, proceso que se ha realizado manualmente por inspección 
visual.
Derivación abdominal 1
Derivación abdominal 2
-0.5
0.5
0
-0.5
x 10. . r
/ * v | /
1
1 j---------1
|v<a J
-------- 1 »_ i
4.6 4.62 4.64 4.66 4.68 4.7 4.72 4.74 4.76 4.78 4.8
Señal recuperada LMS-ASE x 10
Figura 4.15. Cancelación materna y mejora de la señal fetal con el LMS clásico.
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4.6 4.62 4.64 4.66 4.68 4.7 4.72 4.74 4.76 4.78 4.8
X 104
Figura 4.16. Cancelación materna y mejora de la señal fetal con el TSAF.
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Figura 4.17. Cancelación materna con el LMS clásico y mejora de la señal fetal con el TSAF.
4-21
A la vista de los resultados mostrados en las gráficas anteriores no parece 
obvio afirmar que haya una mejora apreciable en las señales obtenidas con el 
TSAF, si bien en (Ferrara 1982) se muestra la superioridad de esta técnica sobre 
el LMS clásico. Algunos autores (Young 1989) han comentado al respecto que 
esta mejora es cierta si los complejos QRS matemos son detectados con sufi­
ciente precisión. Sin embargo, ya que el perfecto alineamiento de los complejos 
matemos es difícil y tales errores inciden directamente en el comportamiento 
del algoritmo, en ocasiones, es preferible utilizar el LMS clásico a no ser que en 
la aplicación tengamos una referencia temporal muy precisa de los instantes de 
regeneración.
4.4. Técnicas basadas en la descomposición en valores singulares 
de una matriz.
La descomposición en valores singulares de una matriz ha sido aplicada al 
procesado de señales desde finales de los años 70. Se trata de problemas que 
pueden ser expresados en términos algebraicos en los que una matriz A que 
contiene señales libres de mido tiene rango deficiente, es decir tenemos una 
matriz cuyo rango es menor que el mínimo entre filas y columnas. Cuando los 
datos son adquiridos en un ambiente real, la matriz que los contiene A ya no es 
rango deficiente, es decir su rango será igual a la menor de sus dimensiones. En 
estas circunstancias la descomposición en valores singulares (SVD) es la forma
óptima de obtener la matriz A a partir de las observaciones contenidas en A. En 
este sentido la SVD puede verse como una operación de filtrado que obtiene 
una estimación de las señales fuente a partir de una serie de medidas contami­
nadas con mido (Vaccaro 1991).
Dentro del problema que nos ocupa, denominado problema inverso en elec­
trocardiografía, estamos interesados en obtener las señales fuente (señal fetal) a 
partir de las señales proporcionadas por un conjunto de sensores. Si considera­
mos las muestras adquiridas durante un cierto período de tiempo dispuestas 
como las filas o columnas de una matriz, parece claro que nuestro problema 
tiene casi una traslación directa al que hemos comentado en el párrafo anterior. 
Vamos a introducir matemáticamente esta herramienta con la finalidad de dar 
una interpretación de su funcionamiento.
Consideremos un sistema de ecuaciones lineales como el que sigue:
A w = d  ( 4 .14)
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siendo A una matriz p x q, d un vector p x 1 y w un vector q x 1. La expresión 
matemática del teorema de la descomposición en valores singulares nos dice 
que dada una matriz A (p x q), existe una factorización real tal que:
A = U  £  VTPA P>P P>9 (4.15)
siendo V y U, dos matrices que verifican,
UUT = U TU = / t
w T = v Tv  = r
(4.16)
de tal forma que se puede escribir:
£
0
U t AV = 1
o o o
(4.17)
siendo £  una matriz diagonal: £= diag(Oi, O2, a w), con valores en la diago­
nal positivos y ordenados decrecientemente ai > C2 ^ aw > 0. El subíndice w 
indica el rango de la matriz A, definido como el número de columnas lineal­
mente independientes de dicha matriz. Existen dos posibilidades, ya que w < 
min(p,q): el caso en que p>q (sobredeterminado, tenemos más ecuaciones que 
incógnitas) y p<q (infradeterminado, menos ecuaciones que incógnitas). En 
ambos casos el teorema es válido.
Se puede demostrar que los vectores singulares derechos de A: vi, V2, ..., vq 
son los vectores propios de ATA, y que los vectores singulares izquierdos ui, 
U2, ..., up son los vectores propios de AAT y los valores singulares son la raíz 
cuadrada de los valores propios. Algunas definiciones y propiedades importan­
tes se citan a continuación:
>  A los elementos de la matriz £  ( ) se les denomina valores singulares de
la matriz A. Al conjunto de los valores singulares se le denomina espectro 
singular y es único para cada matriz A.
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> U es la matriz izquierda de vectores singulares y V la matriz derecha de 
vectores singulares. Los vectores singulares de U y V forman una base del 
espacio columna y del espacio fila de A respectivamente.
>  La ecuación (4.15) también puede escribirse como una suma de w matrices 
de rango unidad:
A = f ia lu,v[ (4.18)
f=l
Las matrices de rango 1 en esta ecuación, así como los vectores singulares, son 
únicas si todos los valores singulares son distintos.
A partir de la ecuación (4.18) se deducen dos propiedades importantes de la 
SVD:
♦ El contenido energético de la señal representada por la matriz A viene dado 
por los valores singulares:
M  = ^ + o 2 + ....+ a l  (4.19)
♦ El rango de la matriz A es igual al número de valores singulares distintos de 
cero.
Veamos ahora la aplicación de esta técnica a problema del electrocardio­
grama fetal. Consideremos un conjunto de p electrodos4 o canales de datos, de 
los que adquirimos valores durante q instantes de tiempo. Cada señal de medida 
mi(t) puede ser escrita como una combinación lineal de r fuentes de señal más
un ruido añadido (en nuestro caso serán la señal materna y la fetal):
m\ (0  = V i  (0  + • • • + V r  (0  + «i(0
(4.20)
mP (0  = V i  ( 0+•  • • + V r  w + nP (0
o matricialmente
4 El número de electrodos utilizados depende mucho de los trabajos. Si bien es usual tomar al 
menos 3 electrodos torácicos y 2 abdominales (de Moore 93)
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M  = TS + N ( 4 .21)
Si calculamos la SVD de la matriz de datos M y se verifican las si­
guientes condiciones:
• Las fuentes de señal están mutuamente no correlacionadas y son ortogona­
les en el tiempo.
• Las señales fuente tienen energías distintas de cero.
• El ruido está no correlacionado con las fuentes de señal.
• El ruido en las señales medidas no está correlacionado entre ellas y todas las 
señales de ruido tienen la misma energía.
• Los vectores de transferencia tj son ortogonales.
podencos afirmar que, con la i-ésima columna de la SVD de la matriz M y el i- 
ésimo valor singular de M podemos obtener una estimación de la i-ésima señal 
fuente
si(t) = ufM (t) (4.22)
En estas circunstancias la obtención de las señales fuente se hace de la manera 
siguiente (Martínez 1997a):
1. Grabación de p señales de los puntos de observación apropiados.
2. Construir la correspondiente matriz de datos M.
3. Computar la SVD de M.
4. Usar las columnas de la matriz Um junto con las p señales grabadas 
(matriz M) para obtener una estimación de las señales fuente originarias.
Las señales obtenidas a partir de electrodos superficiales contienen, aparte 
del MECG y FECG, distintas fuentes de ruido como pueden ser el ruido térmi­
co, interferencia del electromiograma (EMG), artefactos de movimiento y osci­
laciones de la línea base. Estas últimas deben ser eliminadas antes del cálculo 
de la SVD (Martínez 1997b).
Al suponer que las fuentes eléctricas que forman las señales proceden de tres 
fuentes diferentes: materna, fetal y ruido, podemos escribir:
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0 0
M=[um  uf 0 Zp 0
.  0 0
\yM vf y,N. ( 4.23)
donde Zm, Zf y Zn son los conjuntos de valores singulares asociados a fuentes 
maternas, fetales y de ruido respectivamente, con sus correspondientes vectores 
singulares por la izquierda y por la derecha, teniendo en cuenta que 
energíam > energíüF > energía^
Otra forma de ver la función de la matriz Um es que cada una de sus colum­
nas Ui representa un filtro en el espacio para el que las muestras de la señal de 
salida alcanza un valor rms máximo y que contiene una contribución proporcio­
nal a la i-ésima señal fuente, únicamente corrompida por el mido.
Como es obvio la ortogonalidad de los vectores de transferencia es una con­
dición muy importante para encontrar una solución para el problema de separa­
ción de señales, lo cual esta directamente relacionado con el posicionamiento de 
los electrodos. Algunos autores (Vanderschoot 1987) han propuesto aumentar el 
número de derivaciones para mejorar la SNR, sin embargo la gran variabilidad 
en la posición del corazón fetal y la variación de la geometría del abdomen du­
rante la gestación, hace difícil que se cumplan las condiciones de ortogonalidad. 
Sin embargo la robustez de esta técnica es tal que aunque se produzca la viola­
ción parcial de la condición de ortogonalidad de las señales fiiente5 los resulta­
dos obtenidos son buenos (de Moor 1993).
En la Figura 4.18 mostramos el conjunto de todas las señales utilizadas para 
realizar la SVD. Se trata del registro multiderivacional que venimos utilizando.
En la Figura 4.19 observamos claramente, en las imágenes numeradas como 
1 y 2 la contribución materna y en la número 5 una señal fetal, prácticamente, 
libre de contribución materna. Es interesante mostrar los valores de las amplitu­
des para poner de manifiesto que las señales se han obtenido siguiendo un crite­
rio energético. Incluso cuando los complejos QRS matemos y fetales coinciden 
(alrededor de las muestra 1200) la señal fetal ha podido ser recuperada.
5 El producto de las señales fiiente por el ruido no es cero (ortogonales) pero sí un valor peque­
ño.
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Der. Torác.
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Figura 4.18. Conjunto de derivaciones torácicas y abdominales utilizadas para la aplicación de
la SVD.
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Figura 4.19. Señales recuperadas aplicando la SVD al conjunto de señales de la Figura 4.18
Existen otras variantes de la SVD, todas ellas derivadas de un teorema de 
descomposición generalizado para K matrices, de entre las que destacamos la 
denominada Quotient Singular Valué Decomposition (QSVD) por su aplicación 
al problema del FECG. A esta variante, en muchas ocasiones, se la llama di­
rectamente GSVD. En este caso, además de la matriz de datos que hemos em-
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pleado en la SVD se utiliza submatriz de la anterior que únicamente incluye un 
segmento que contiene un complejo QRS materno (en general un segmento de 
la señal que queremos eliminar). Esto mejora los resultados pero requiere de un 
proceso de inspección visual previo para la selección de esta segunda matriz. Es 
por tanto una técnica difícil de automatizar. Otros problemas asociados son el 
número de derivaciones necesarias y la complejidad en su colocación para con­
seguir que se cumplan las condiciones de ortogonalidad. Aunque pueda parecer 
que el método tiene una gran carga computacional, ya que implica la diagonali- 
zación de una matriz de elevadas dimensiones, existen algoritmos iterativos que 
permiten recalcular el valor de los valores singulares a partir de los últimos va­
lores calculados y el nuevo vector de muestras adquiridas (Callaerts 1989). El 
principal problema, el gran número de electrodos necesarios, ha sido paliado al 
reducirlo a 3 derivaciones torácicas y al menos una derivación abdominal siem­
pre y cuando la SNR sea mayor de 10 dB referido al QRS. El aumento de deri­
vaciones abdominales hace que el método sea menos sensible a la localización 
ya que hay más probabilidades de que al menos una de las derivaciones cumpla 
el requisito anterior, si bien un aumento de derivaciones no necesariamente está 
ligado con una mejora en la calidad de las señales obtenidas (Callaerts 1994).
El método de la SVD es un caso particular de técnicas basadas en lo que se 
denomina deconvolución ciega de fuentes, basada en estadísticas de segundo 
orden de los datos. Este tipo de procedimientos, geométricamente conocidos 
como análisis de componentes principales, se ven fuertemente influenciados 
por la localización de los electrodos. Una posible solución a este problema es la 
utilización de métodos basados en estadísticas de orden superior, dando lugar a 
un conjunto de métodos conocidos como análisis de componentes indepen­
dientes, que según algunos estudios proporcionan mejores resultados, si bien 
tienen una elevada carga computacional (Zarzoso 1999).
4.5. Técnicas basadas en la resta de un patrón promediado.
La utilización de técnicas de promediado temporal coherente tiene sus oríge­
nes en 1964 con los trabajos de Hon and Lee haciendo uso de los primeros 
computadores (Goodlin 1975). A esta publicación se han sucedido otras (Rhyne 
1964, Kendal 1968, Ríos 1987, Alaluf 1990, Mohd 1993, Budin 1994, Homer 
1995, Crowe 1996, Kanjilal 1997), que emplean diversos tipos de promediado 
(lineal, exponencial, etc.)6. El objetivo es el mismo en todos los casos; obtener 
la contribución materna presente en la señal abdominal y posteriormente res-
6 Véase sección 3.4 para más información sobre técnicas de promediado.
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tarla con lo que únicamente tendremos la componente fetal. La Figura 4.20 es­
quematiza, esta técnica sobre el registro simulado reg í3.
Derivación abdominal
IjLa K-A Ua4aa Ii/ 'O m, l / h —
Pulso materno promediado y alineado
a J L a  a, L a  a]La  a, L a  a^La  a|L ^  a i^ a  a, y \
Señal fetal obtenida tras restar el promedio
ljLAj^ \-v4Ar*i/J^ \_n4A-^ _iJ^ '~w4 l^__d/\'<_/J/\__4,V-r4/\ i4Av-^ id/\_r>4A-«4Arv4A^ i_iv|AAj\f/'"
Figura 4.20. Esquema de funcionamiento de los algoritmos de resta de un patrón promediado.
Si bien la base de todos los trabajos es la misma, existen variaciones en 
cuanto a la localización de los complejos QRS matemos, número de derivacio­
nes empleadas, etc. El número de publicaciones realizadas pone de manifiesto 
la importancia que esta técnica ha tenido en la electrocardiografía fetal. Además 
de tratarse de un procedimiento sencillo de implementar con una baja carga 
computacional, es uno de los que mejores resultados ha proporcionado. Una 
consecuencia de esto es que es la técnica que ha sido utilizada por los únicos 
dispositivos experimentales para la extracción del FECG desarrollados a escala 
global; es decir desde las etapas analógicas de adquisición de la señal hasta la 
obtención de los pulsos fetales sobre los que se pueden realizar medidas de inte­
rés clínico.
La primera diferencia entre los diversos métodos radica en el número de de­
rivaciones empleadas. Como sabemos, para obtener un patrón promediado de la 
señal materna, presente en la derivación abdominal, necesitamos localizar la
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posición de los complejos QRS matemos. Para realizar esta tarea tenemos dos 
posibilidades: utilizar una derivación abdominal, y localizar directamente los 
complejos matemos, de mayor amplitud, pero que se ven afectados por niveles 
de mido superiores (Alaluf 1990, Budin 1994) o bien utilizar una derivación 
adicional torácica, caracterizada por una mejor calidad de la señal y unos nive­
les de mido inferiores. Esta segunda opción es la que más se ha utilizado ya que 
facilita la localización aproximada de los complejos matemos.
Las técnicas empleadas para la localización de los QRS matemos son innu­
merables; basta con comprobar el gran número de publicaciones relacionadas 
con algoritmos detectores de este complejo. Los procedimientos más empleados 
están basados en técnicas de correlación, filtros adaptados (matchedJilters), etc. 
El problema que suelen presentar estas técnicas es que necesitan la intervención 
del operario para especificar el patrón que estamos buscando y posteriormente, 
por correlación y comparación con un valor umbral, se localizarán las repeti­
ciones de éste dentro del registro.
Una vez localizados los complejos matemos en la señal abdominal, se selec­
ciona un segmento de la señal que englobe aproximadamente a un pulso mater­
no. Dichos complejos matemos deben alinearse respecto de un punto, que suele 
ser el QRS, aplicando algún procedimiento, generalmente correlación . El nú­
mero de pulsos promediados varía según los trabajos. En ocasiones lo que se 
fija es un período de tiempo en lugar del número de pulsos y se promedian los 
pulsos contenidos en esta tramo de señal.
La Figura 4.21 muestra el alineamiento de los complejos matemos conteni­
dos en él así como el pulso obtenido al realizar el promedio. Al tratarse de un 
número de pulsos pequeño (8 pulsos) la contribución fetal en el pulso prome­
diado sigue siendo importante por lo que la aplicación del método no dará bue­
nos resultados ya que se cancelará también parte de la señal fetal. Esto se puede 
solventar aumentando el número de promedios como se muestra en la Figura 
4.22, en el que no se aprecia la contribución fetal en el pulso promediado.
7 Existen otros procedimientos de alineamiento pero éste es el que mejores resultados propor­
ciona (Jane 1991)
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Pulsos utilizados para el promedio Pulso materno patrón
Figura 4.21. Conjunto de pulsos y patrón obtenido.
Pulsos utilizados para el promedio N=37 Pulso materno patrón
Figura 4.22. Patrón promediado obtenido con un número de pulsos elevado.
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Una vez hemos obtenido este patrón promediado, la siguiente fase es ali­
nearlos con cada uno de los complejos matemos de la señal abdominal y restar. 
De esta forma la componente materna es eliminada y la señal fetal recuperada. 
Si la SNR matema-fetal es muy baja, en ocasiones, es posible que una vez ha­
yamos hecho la resta del patrón queden residuos de la señal materna que pueden 
ser confundidos con complejos fetales. Un resultado similar puede ocurrir si el 
alineamiento de los pulsos es incorrecto. En la Figura 4.23 mostramos los re­
sultados de aplicar el método propuesto sobre el registro real mex2.
Derivación torácica
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2000
Derivación abdominal
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0.2
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500 1000 1500 2500 3000 3500 40002000
Seña fetal recuperada
0.2
0.1
- 0.1
- 0.2
40000 500 1000 1500 2000 2500 3000 3500
Figura 4.23. Aplicación del método de resta de un patrón promediado sobre un registro real.
Una crítica hecha a éste procedimiento es que con el planteamiento pro­
puesto la actividad fetal es descrita con una única derivación que, aunque siem­
pre esté tomada en la misma posición del abdomen, los resultados no serán re- 
petibles como en un adulto, en el que la posición relativa entre los electrodos y 
la fuente de señal se mantiene constante. Una posible solución a este problema 
es la utilización de diversos electrodos abdominales y uno torácico, que se em­
pleará como entrada del detector de QRS. Esta es la opción planteada en (Budin 
1994) donde se propone la utilización de múltiples derivaciones abdominales 
con la finalidad encontrar la posición de los electrodos que proporciona una 
mejor SNR.
4-33
Esta estructura, aplicada al problema del FECG, esta formada por un banco 
de filtros que actúan a partir de los instantes de regeneración con una longitud L 
y el filtro adaptativo que consideramos fuera de dicho tramo y que actúa du­
rante un número de muestras L ’ variable en función del ritmo cardíaco. En el 
caso particular de que el número de pesos del banco de filtros sea igual a la uni­
dad para todos ellos y que en la zona de las muestras L ’, en lugar de utilizar el 
LMS clásico, no actúe ningún filtro, las ecuaciones de funcionamiento se sim­
plifican mucho. Se trata de un filtro adaptativo cuyo funcionamiento viene de­
terminado por una señal impulso generada en los instantes de regeneración. A 
priori este filtro tiene las mismas características que el TSAF, en el sentido de 
que no necesita que la señal sea estacionaria pero es mucho más simple (Martí­
nez 1997c). La Figura 5.1 muestra como se localizan los puntos de regeneración 
a partir del QRS materno y como se definen los segmentos de aplicación de los 
filtros.
A J
Fin del s e g m e n t o
P u n to s  d e  r e g e n e r a c ió n
Figura 5.1. Localización de los instantes de regeneración.
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Una diferencia importante con el TSAF es que no vamos a utilizar una señal 
torácica como entrada de referencia sino una secuencia formada por ceros en 
todas las muestras salvo en los instantes de regeneración en los que vale 1.
Para la obtención de la señal de referencia utilizamos un algoritmo de detec­
ción de complejos QRS sobre la señal torácica, tal y como se muestra en la 
Figura 5.1. En el procedimiento propuesto asumimos que la duración de un pul­
so materno es fija e igual a L muestras.
Veamos cuáles son las ecuaciones de funcionamiento del sistema en estas 
circunstancias. Para ello vamos a denotar por imp(l); 0 < / < N - 1, los ins­
tantes en los que la señal de referencia es igual a la unidad; es decir, en los ins­
tantes de regeneración. Si en la Figura 4.12, que muestra el funcionamiento del 
TSAF, tenemos en cuenta que cada filtro tiene un solo peso y que la referencia 
es la misma para todas las entradas, obtenemos el esquema mostrado en la 
Figura 5.2
x(n) imp(l)+0
W
imp(l)+l
W
y(n)
s*  imp(l)+L-l
W
L-l
imp(l)+L
W
Figura 5.2. Estructura TSAF particularizada para el algoritmo propuesto.
Donde
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n = {0,1,2..., imp(0),im/?(0) + imp(l),imp(l) +1,...} 
x(n) = {0,0,0..., 1,0, ...,1,0,0,..}
Si analizamos la Figura 5.2, vemos que la estructura se puede simplificar. 
Aunque la entrada de referencia sea común a todas, es el conmutador de salida 
el que selecciona el filtro de hemos de emplear. Dicho conmutador está contro­
lado por los impulsos, de manera que el peso w¡; 0 < i < L , es actualizado por
la muestra imp(l) + / .  El peso wL no tiene ningún efecto sobre la salida ya que 
el selector varía entre 0 y L -l (número de muestras consideradas para cada pul­
so); es decir, las muestras de la señal fuera de dicha ventana no experimentan 
ninguna modificación. Esta estructura podemos representarla tal como se indica 
en la Figura 5.3.
d(n)
x(n)
y ( n )L M S
Figura 5.3. Estructura equivalente a la Figura 5.2 sustituyendo el conmutador por retardos.
La tarea del conmutador la realizan los retardos. En el instante en que la re­
ferencia es igual a la unidad, se actualizará el valor del peso w0, en los períodos
de muestreo sucesivos se irán actualizando los pesos siguientes por lo que, aun­
que realicemos la suma de las salidas de todos los filtros, sólo uno de ellos pue­
de tener un valor distinto de cero, luego las estructuras mostradas en las Figura 
5.2 y Figura 5.3 son equivalentes. Si definimos un vector de pesos, y entradas 
como indica la ecuación 5.2 y utilizamos el algoritmo LMS para la adaptación 
de los mismos las ecuaciones de funcionamiento serán:
^  ~ \ . ^ n  > X n - l  X n - L + \  1
(5.2)
y ( n )  =  t V r ( n ) X ( n ) (5.3)
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e(n) = d(n) -  y(n)
W{n +1) = W(n) + fie{n)X («)
(5.4)
(5.5)
donde el índice n hace referencia a la iteración considerada y k al peso del fil­
tro1. Teniendo en cuenta que únicamente hay un término no nulo correspon­
diente al peso que interviene, las nuevas ecuaciones quedan como:
yin) = wk(n) (5.6)
e(n) = d (n )-y (n )  (5.7)
wk(n +1) = wk(n) + pe(n) (5.8)
como el peso wk únicamente se va a adaptar en los instantes 
imp{l) + k; 0 < 1 < N ,  0 < A ; < L - l , l a  ecuación de adaptación de los pesos 
vendrá dada por la expresión 5.9.
wk (imp{l + 1) + k) — wk (imp(l) + &)[l - p \ +  p[d(imp(l)) + k] (5.9)
Para simplificar la notación utilizamos la expresión 5.10.
w(Ar, N) = wk (imp(N) + k) (5.10)
Con w{k,N)  hacemos referencia al valor del k-ésimo peso después de N pul­
sos. Si desarrollamos recursivamente la ecuación 5.9 obtenemos:
w(k,N) = w(A,0)(l -  i l f  + n Y i ( l - n f - Md(imp(l) + k) (5.11)
1=0
Donde w(k,0) es el valor inicial tomado para ese peso. La ecuación 5.11 
indica que el k-ésimo peso del filtro contiene un promediado exponencial de la 
muestra k-ésima de cada uno de los pulsos, medida a partir del instante de rege­
neración. Si consideramos el conjunto de todos los pesos, tendremos un prome­
diado exponencial de un segmento de señal de longitud L. Una forma más rápi­
da de comprobar esto es comparar la ecuación 5.9 con la expresión 3.25, tal 
como mostramos a continuación:
1 Aunque hablemos de filtro general, hemos de tener en cuenta que se trata de un conjunto de L 
filtros de 1 solo peso cada uno.
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w(k,N) = w(k,N -  l)[l -  fj]+ p[d(imp(N - 1) + k]
PN — PN_ i (1 -  ex) + aCN
Si obviamos el índice k que hace referencia a cada uno de los pesos, pode­
mos afirmar que si los pesos se inicializan a cero, éstos van a almacenar un 
promediado exponencial de los pulsos.
La constante de adaptación p vista desde el punto de vista de los sistemas 
adaptativos controla la velocidad de convergencia del sistema y la estabilidad 
del mismo. Estos parámetros vienen determinado por las expresiones siguientes 
(Haykin 1996):
Tiempo de convergencia promedio: xm = — , donde X es el valor medio de los
flA
valores propios de la matriz de autocorrelación de la entrada de referencia. Co­
mo la entrada es una señal igual a cero salvo una muestra en la que vale uno la
matriz de autocorrelación (/? = —/ )  es una matriz diagonal con todos sus valo-
L
res propios idénticos, luego el tiempo de convergencia medio es:
(5.12)
H'
2
En cuanto a la estabilidad, el criterio es 0 < u < ------- , denotando por tr la traza
tr(R)
de la matriz de autocorrelación que en nuestro caso tr(R) = L • — = 1 por lo que
L
la condición de convergencia es:
0< /x < 2 (5.13)
Visto como un promediado exponencial ya obtuvimos las expresiones que 
determinan la mejora en la SNR, así como las ventajas que presenta frente a un 
promediado lineal de ventana móvil, que es el que habitualmente se utiliza en el 
problema del FECG. Este tipo de filtro se ha utilizado para la obtención de se­
ñales repetitivas inmersas en ruido, explotando principalmente su capacidad de 
adaptación a cambios en la señal y su mejora en la SNR (Laguna 1992). En esta 
aplicación la señal repetitiva se almacena en los pesos del filtro adaptativo.
5-6
Si consideramos la estructura ANC (Figura 5.3) con la nueva señal de refe­
rencia, como los pesos del filtro almacenan un promediado exponencial de los 
pulsos matemos, la señal de error nos proporcionará la señal fetal sin compo­
nentes maternas, donde hay complejos matemos (segmento L), y la señal ab­
dominal original en el segmento L ’, pues la salida del filtro es 0. Este procedi­
miento lo podemos considerar como una automatización del método que deno­
minamos blanking, en el capítulo anterior.
Debido a la gran diferencia de amplitud entre los complejos QRS matemos y 
fetales en la señal abdominal, la aplicación de un detector sobre la señal abdo­
minal, nos localiza estos complejos únicamente. A modo de ejemplo, en la 
Figura 5.4 se muestran los resultados de aplicar el detector propuesto en (Lagu­
na 1990), sobre las derivaciones torácica y abdominal del registro ac39.
Detector de QRS aplicado sobre TECG
1500
1000
500
-500
x 104
Detector de QRS aplicado sobre AECG
1000
500
-500 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
x 104
Figura 5.4. Detector de QRS aplicado sobre la señal torácica y abdominal.
Una consecuencia de esto es que podemos utilizar la señal deseada como 
entrada al detector por lo que con una sola derivación (Figura 5.5), podríamos 
aplicar el algoritmo, si bien, ya que en nuestro registros disponemos de dos de­
rivaciones, seguiremos aplicando el detector sobre la señal TECG.
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d(n)
+ . f ~ \  e(n)O
Detector x(n)= {0,0,1 >0,--,0,1,...} FA m
Figura 5.5 Esquema del algoritmo utilizando una sola derivación.
En las Figura 5.6 y Figura 5.7 mostramos la salida y(n) y la señal de error 
e(n), con el algoritmo propuesto, cuando utilizamos el registro simulado reg25.
Señal de error e(n).
0.5
i  1--------- 1--------- 1--------- 1--------- 1--------- 1--------- 1--------- 1--------- 1--------- r
¥*
-0.5
44J
_l______ I______ I______ I______I______I______ I______I______ I______ I______ L_
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
x 10*
Salida del filtro y(n).
0.5
n-----------1-----------1-----------1---------- 1-----------1-----------1-----------1-----------1-----------1-----------r
m
-0 .5 --------- 1--------- >- _l______ I______I______ I______ I______I______ I______ I______ L_
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
x 104
Figura 5.6. Señales obtenidas al aplicar el nuevo método sobre el registro reg25.
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0.15
0.1
0.05
-0.05
5
0.5
-0.5 
5
Figura 5.7. Aplicación del segmento 55’-60’ de la Figura 5.6.
Observamos como, al tratarse de un promediado exponencial, la componente 
materna que va apareciendo eny(n) (Figura 5.6) aumenta su amplitud progresi­
vamente. Necesitamos un número de pulsos para que se alcance el estado esta­
cionario que viene determinado por la constante de adaptación elegida (p=0.06, 
L=l, luego Tav * 17 pulsos). Esta es la razón por la que ésta técnica no propor­
ciona buenos resultados si se aplica a un segmento de señal excesivamente 
corto; es decir, si no se alcanza el estado estacionario. En estas circunstancias 
un promediado lineal es más adecuado, ya que por otra parte, si el segmento es 
de poca duración la señal experimentará pocos cambios. En el esquema que 
hemos propuesto esta opción no supone cambios significativos, ya que si consi­
deramos una constante de adaptación inversa al número de pulsos procesados 
(¡i = 1 / N) ,  tendremos un promediado lineal. Es decir, a cada pulso le estaremos 
restando un promediado lineal de los pulsos anteriores, por lo que la SNR del 
pulso que estamos restando será variable. Esto es distinto al funcionamiento del 
promediado de ventana móvil en el que el número de pulsos promediados se 
fija y una vez hemos obtenido el patrón, éste es restado a cada uno de ellos.
Para solventar este problema vamos a considerar una constante de adapta­
ción variable. En la Figura 5.8 hemos representado en la gráfica (a) el valor de
Señal de error e(n).
5.75 5.8 5.85 5.9 5.95.5 5.55 5.6 5.65 5.7
Salida del filtro y(n).
x 10
5.7 5.75 5.8 5.85 5.9 5.95.5 5.55 5.6 5.65
x 10
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la constante de adaptación efectiva en función del número de pulsos promedia­
dos para promediado exponencial y lineal. En la gráfica (b) mostramos la nueva 
propuesta.
(a) (b)
1
0.8
a. 0.6
>  0.4
0.2
00 20 40 60 10080
Promediado Lineal
0.8
a  0.6
>  0.4
Promediado
Exponencial0.2
1000 20 40 60 80
Número de pulso Número de pulso
Figura 5.8. Constante de adaptación variable.
La expresión de la constante de adaptación vendrá dada por la ecuación 5.14
j u ( N )  =
1 1
N  a <  N  
1 (5 .14)
a
a > Ñ
De esta forma estamos modificando la respuesta transitoria del sistema en la 
obtención del promedio.
Este crecimiento del valor de los pesos, no se produce en el promediado ex­
ponencial si este es aplicado correctamente. Cuando analizamos las técnicas de 
promediado, el conjunto de pesos empleados en la obtención del promedio de­
bían cumplir la condición de normalización, que para el promediado exponen- 
cial implicaba dividir los pesos por un factor definido por la expresión 5.15 .
2 Si bien los factores a  y p tienen el mismo significado, desde el punto de vista operativo, con a  
estamos haciendo referencia a la constante del promediado exponencial y con p. a la constante 
de adaptación del sistema adaptativo.
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F  = l - ( l - a ) " (5.15)
Cuando el número de pulsos (N) es elevado (hemos llegado al estado esta­
cionario) la inclusión de este factor no tiene importancia; sin embargo, en nues­
tro caso, que hemos de restar dicho patrón de la señal abdominal, necesitamos 
que la similitud sea la máxima, pues de lo contrario aparecerán componentes de 
señal materna en la señal de error.
Un procedimiento alternativo al de utilizar una constante de adaptación va­
riable, es dividir el valor de los pesos por el factor F  antes de realizar la resta tal 
como se muestra en la Figura 5.9. De esta forma no se modifican las caracterís­
ticas del filtro.
e(n)d(n)
x(n)={0,0,1,0, ...,0,1,...}
x(n) 1/F
Figura 5.9. Estructura del filtro incluyendo normalización.
En la determinación de dicho factor aparece un término exponencial 
cuyo cálculo puede simplificarse si tenemos en cuenta que en los primeros pul­
sos, en los que este tiene mayor importancia se verifica la ecuación 5.16.
F  = l - ( l - a ) "  = N a  (5.16)
expresión válida si N a « \ .  En la Figura 5.10 mostramos la salida y(n) del 
filtro y la señal de error e(n) incluyendo el factor de normalización de la ecua­
ción 5.16 de acuerdo con el esquema de la Figura 5.9. La Figura 5.11 es una 
ampliación de un segmento final en el que se han marcado las posiciones de los 
complejos QRS matemos en la señal abdominal para comprobar su contribu­
ción. Las Figura 5.12 y Figura 5.13 son análogas a las anteriores pero emplean­
do una constante de adaptación variable según la ecuación 5.14.
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Señal de error e(n).1 -----1----- 1----- 1----- 1----- 1----- 1----- 1----- 1----- 1----- 1-----r
0.5
t i
-0.5
.tUiMuui LimuLiLULMnuuumiLi
_l_____I_____I_____I_____L-
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
x 104
Salida del filtro y(n).
i--------1--------1------- 1------- 1--------1------- 1----
0.5
I I I I
-0.5'---------■---------1---------1--------- '---------1--------- '---------*-
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
x 10*
Figura 5.10. Señales obtenidas con el registro reg25 utilizando escalado.
Señal de error e(n).
0.15
0.1
0.05
-0.05 5.7 5.75 5.8 5.85 5.9 5.955.5 5.55 5.6 5.65
x 10
Salida del filtro y(n).
0.5
-0.E
“I--------- 1--------- 1--------- T"
-I______ 1______ I______ I______ I______ L-
>.5 5.55 5.6 5.65 5.7 5.75 5.8 5.85 5.9 5.95
x 10
Figura 5.11. Ampliación del segmento 55’-60’ de la Figura 5.10.
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Señal de  error e(n).
~i 1--------- 1----------1----------1----------1----------1----------1--------- 1----------1----------r
0.5
_0 5I__________ 1__________1__________1__________ 1_________ 1___________1_________ 1__________1__________1__________1__________1_____
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
X 104
Salida del filtro y(n).
1------1------1------1------1----- 1------ 1----- 1------1------1------1------1---
0.5
 Q 5 I I_____ I_____ I_____ I_____ I_____ I_____ 1_____ |_____ |_____ |_____ I
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
x 104
Figura 5.12. Señales obtenidas con el registro reg25 utilizando fi variable.
Señal de error e(n).
0.15
0.05
-0.06
5.5 5.55 5.6 5.7 5.75 5.8 5.85 5.9 5.95
x 10*
Salida del filtro y(n).
0.5
-0.5 ■— 
5.5 5.55 5.6 5.65 5.7 5.75 5.8 5.85 5.9 5.95
x 10
Figura 5.13. Ampliación del segmento 55’-60’ de la Figura 5.12.
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Señal de error e(n).
0.15
—  Escalado
—  H variable
0.1
0.05
0
-0.05 L  
1.5 1.55 1.65 1.7 1.75 1.85 1.9 1.951.6 1.8
x 10
Salida del filtro y(n).
0.5
-0.5
i ------------1------------1------------1------------ 1------------1------------1------------r
—  Escalado 
 H variable
— aJL /— aJLa— aJLa— aJL/ — \  L a -
-J_______I_______I_______L.
1.5 1.55 1.6 1.65 1.7 1.75 1.8 1.85 1.9 1.95
x 10
Figura 5.14. Ampliación del segmento 15’-20’ de las señales obtenidas con ambos métodos.
Señal de error e(n).
0.15
—  Escalado 
 variable
0.05
-0.05
5.5 5.85.55 5.6 5.65 5.7 5.75 5.85 5.9 5.95
x 10
Salida del filtro y(n).
  Escalado
 H variable
0.5
—0.51— 
5.5 5.55 5.6 5.65 5.7 5.75 5.8 5.85 5.9 5.95
x 10
Figura 5.15. Ampliación del segmento 55’-60’ de las señales obtenidas con ambos métodos.
Se observa claramente como los pesos del filtro, en este segundo caso, tienen 
una amplitud comparable a la de la señal materna torácica por lo que el transito-
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rio casi desaparece. Para poner de manifiesto esto, en las Figura 5.14 y Figura 
5.15 hemos solapado las salidas obtenidas con ambos métodos en dos tramos de 
señal. En la Figura 5.14 se muestra el tramo correspondiente a los segundos 
15*-20’ apreciándose como la contribución materna ya es casi nula cuando uti­
lizamos la constante de adaptación variable, mientras que con el escalado sigue 
apreciándose contribución. La Figura 5.15 es análoga a la Figura 5.14 pero se 
muestra un segmento de la señal posterior en el que ambos algoritmos presentan 
ya un funcionamiento similar.
5.3. Variantes del método propuesto.
El algoritmo que hemos derivado del TSAF se ha obtenido utilizando la es­
tructura ANC y el LMS como método de actualización de los pesos del filtro. 
El funcionamiento del LMS viene determinado por la selección que hagamos de 
los parámetros que lo definen; es decir, de la longitud del filtro y la constante de 
adaptación Estos parámetros condicionan la estabilidad, velocidad de conver­
gencia, etc.
Para mejorar las características del filtro adaptativo como la velocidad de 
convergencia, comportamiento ante señales contaminadas con ruido, carga 
computacional, etc., se introducen las variantes del LMS. Éstas van a modificar 
el algoritmo de actualización de los pesos para mejorar sus prestaciones. Las 
variantes que vamos a emplear y que a describiremos a continuación son las 
siguientes:
• LMS promediado (ALMS).
•  Momentum LMS (MLMS).
• LMS con cálculo de la mediana. (MEDLMS).
Una de las primeras variantes del LMS, denominada LMS normalizado 
(NLMS) en nuestra aplicación no suponen ninguna modificación respecto del 
LMS, ya que lo que se hace es normalizar la constante de adaptación por la 
energía de la señal de entrada al filtro, pero en nuestro caso ésta siempre es 
igual a la unidad cuando el filtro actúa, por lo que no tendrá ningún efecto.
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5.3.1. LMS promediado (ALMS).
Como sabemos, el algoritmo LMS modifica el valor de los pesos del filtro 
para que el error se minimice; sin embargo, si la señal se encuentra contamina­
da con niveles altos de ruido gaussiano, se producirán variaciones en la señal de 
error que provocarán desajustes en los pesos de filtro respecto a los valores del 
sistema óptimo. Una forma de dotar al algoritmo de una mayor robustez es no 
utilizar un valor instantáneo de la estimación del error sino una versión filtrada 
del mismo. De esta forma la incidencia del ruido que se ve reflejada en la señal 
de error será reducida. Un procedimiento sencillo para disminuir dicho nivel es 
utilizar un promedio del error en los instantes anteriores. Las ecuaciones de 
funcionamiento de nuestro algoritmo únicamente se verán modificadas en lo 
que respecta a la actualización de los pesos (Ecuación 5.8).
En el algoritmo ALMS general (sin particularizar para esta aplicación) la 
actualización de los pesos viene dada por la ecuación
donde M denota el número de promedios realizados. Si particularizamos esta 
expresión para nuestros valores de entrada de referencia y señal de error y se­
guimos utilizando la notación introducida en la ecuación 5.10 tenemos.
De acuerdo con el funcionamiento del algoritmo, esta variante promediada, 
para actualizar cada uno de los pesos, utiliza un promedio de los errores calcu­
lados para este mismo peso en los pulsos anteriores, no en muestras anteriores. 
Esto será común a todas las variantes propuestas.
La variante promediada nos introduce un parámetro adicional: el número de 
promedios (M) de la señal de error. Si M=1 obtenemos el algoritmo original. A 
medida que M aumenta estaremos filtrando más ruido pero el sistema será más 
lento, ya que un cambio real en la señal de entrada (no debido al ruido) no se 
verá reflejado directamente en la señal de error. Tendrá, por tanto menor capa­
cidad de adaptación y velocidad de convergencia, pero mayor inmunidad al 
ruido.
(5.17)
w(k,N) = w{kiN - \ )  + - j-  ]£[,d(imp(j) + k ) - w ( k j )] M  < N  (5.18)
M  ¡=n - m
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5.3.2. Momentum LMS (MLMS).
Esta variante del LMS modifica la ecuación de actualización de los pesos 
para acelerar la convergencia. La nueva expresión de actualización incluye un 
término proporcional a la diferencia entre los pesos en pulsos consecutivos. 
Cuando esta diferencia es grande, este término tiene una contribución significa­
tiva y hace que nos acerquemos al valor óptimo de los pesos más rápidamente. 
La ecuación de actualización general para el LMS y la particular para nuestro 
algoritmo vienen dadas por las ecuaciones 5.19 y 5.20.
- W ^ )  (5.19)
w(k, N)  = w(k, N - 1) + n[d(im p(N -\)  + k ) -w (k ,  A' -1 )]+
+ X\w(k, N  -1 )  -  w{k, N  -  2)]
El nuevo término regulador incluido es controlado por un nuevo parámetro 
X. Como contrapartida al aumento de la velocidad de convergencia, está el de­
sajuste que se producirá en los pesos cerca del mínimo; es decir, el sistema con­
vergerá al mínimo rápidamente en las primeras iteraciones pero disminuirá la 
velocidad de convergencia cerca del mínimo. Esto puede solventarse fijando un 
umbral para diferencia entre pesos consecutivos, por debajo del cual X -  0 , con 
lo que volvemos a tener el LMS.
5.3.3. LMS con cálculo de la mediana (MEDLMS).
En la variante denominada ALMS hemos realizado un promediado de los 
errores anteriores para disminuir el efecto del ruido sobre el algoritmo. Esta 
opción es adecuada si el ruido es de tipo gaussiano. Si se trata de ruido tipo im- 
pulsional, es más conveniente la utilización de la mediana en lugar del prome­
diado. La ecuación de actualización de los pesos general y particularizada para 
nuestro algoritmo vienen dadas por las expresiones 5.21 y 5.22.
wn+i = wn+ ^ mediana[e{n)Xn,e(n - \ ) Xn_x - M  + l ) Xn_M+l] ( 5.21)
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w(k,N)  = w(k,N - 1) + jj, mediana([ d(imp(N - 1) + k) -  w(k,N  — 1)... 
...d(imp(N - M  + \) + k)~  w ( k ,N - M  + l ) ] )  M < N  5’22^
La fixnción mediana ordena la secuencia de los M valores de la señal de error 
y devuelve el elemento central. Como consecuencia de esta ordenación, el ruido 
de tipo impulsional estará en los extremos de la secuencia ordenada, por lo que 
no contribuirá en la estimación del error.
El cálculo de la mediana supone un aumento de la carga computacional, de­
bido a la necesidad de ordenación, si el valor de M es elevado. Valores peque­
ños de M disminuyen el cálculo pero limitan la utilización de la técnica a ruido 
impulsivo con una duración menor que M 12.
5.4. Expresión general de las variantes del LMS.
A la vista de las ecuaciones de actualización de los pesos de las variantes que 
hemos descrito, observamos que todas ellas responden a una fórmula general 
definida por la ecuación 5.24, en la que hemos utilizado DkM para hacer refe­
rencia al vector formado por los errores en los últimos M pulsos como indica la 
ecuación 5.23
DkM=[d(im$N-\)+k)-vi(k,N-\)..d(im¿N-M+\)+k)-M(k,N-M+\)\ ( 5.23) 
w(k, N)  = w(k, N  - 1) + nf(D kM) + X[w(k, N  - 1) -  w(k, N -  2)] ( 5.24)
donde fO hace referencia a una función cualquiera. En la Tabla 5.1 se esquema­
tiza como las variantes consideradas se pueden obtener como casos particulares 
de esta expresión.
/(£>*,*) Promedios(M) X Variante
1 Dkjf 1 0 LMS
2 1 X MLMS
3 promedio(Dkjj) M 0 ALMS
4 mediana(Dkj j ) M 0 MEDLMS
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5 promedio{DkN ) M X M_ALMS
6 mediana(DkN ) M X MMEDLMS
Tabla 5.1. Variantes del LMS.
Las dos últimas variantes suponen incluir momento en las variantes 3 y 4, 
que en teoría debían acelerar la respuesta de sistemas contaminados con ruido 
gaussiano e impulsional respectivamente. Un estudio más detallado de estas 
variantes se puede encontrar en (Clarkson 1993) y su aplicación sobre registros 
electrocardiográfícos en (Soria 1994).
Hemos comprobado que el LMS con una entrada de referencia impulso al­
macena en los pesos del filtro adaptativo un promediado exponencial de los 
pulsos; veamos si es posible interpretar las variantes del LMS de forma similar. 
Para analizar el comportamiento, vamos a simplificar ligeramente el problema 
considerando que el ritmo cardíaco es constante, y no nos vamos a centrar en la 
secuencia de muestras que actualizan un determinado peso. En estas circunstan­
cias cada retardo entre una muestra y la siguiente lo podemos expresar, en el 
dominio de la transformada Z como Z~m siendo RR el número de muestras 
existentes entre instantes de regeneración. Si para simplificar la notación de­
notamos Z~kRR =Z~k; es decir tomamos el ritmo cardíaco como unidad de 
tiempo, la expresión 5.24 se puede expresar como:
Wk (z) = z~lWt (z) + vZ{f(D kN)}+ h~'Wt (z)[l -  z-1 ] (5.25)
Si la función que actúa sobre los errores anteriores es el promedio3 podemos 
obtener su transformada Z con lo que la ecuación quedará:
= % z ' J + -  z '1] (5.26)
M  j= N -M
donde Dk(z) es la transformada Z de la secuencia de muestras de la señal de­
seada. Agrupando términos en la ecuación 5.26 podemos obtener la función de 
transferencia entre la entrada y los pesos del filtro (ecuación 5.27).
3 No utilizamos la mediana ya que se trata de una función no lineal y no podemos obtener su 
transformada Z.
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H(2) = í± Í £ l  = -------------M---------------------------  (5.27)
D*(z) (i -  z_i y (i -  Az_i)+ — z_i (i -  z~m )
M
Si M=l, ^=0 tenemos la expresión para el LMS
HY,1 -  W*(Z) -  P  ' ÍS^R-l)¿us ^ ( z )
El sistema tiene un polo en z  = 1 -  f i . Para que sea estable se debe verificar 
0<  ¡i < 2 que, como era de esperar, coincide con la expresión 5.13. Para los 
valores de la constante de adaptación empleados (|i<l), el sistema se comporta 
como un filtrado pasa baja de la señal4. Para poner de manifiesto el efecto que 
tiene el filtrado sobre la secuencia de muestras que actualiza cada peso, en la 
Figura 5.16 hemos representado la secuencia de pulsos obtenida para el registro 
ft22. Los parámetros para la localización de los instantes de regeneración han 
sido Lúf175 y Lp=364, tal como se indicó en la Figura 5.1. La secuencia de 
muestras que actualizan un determinado peso se obtienen considerando los va­
lores en vertical, tal como indica la flecha. Tendremos tantas secuencias como 
duración tiene el pulso; en este caso 540.
4 Hemos de tener presente que cuando nos referimos a la señal estamos considerando la secuen­
cia de puntos que actualizan un determinado peso, por lo que las variaciones experimentadas a 
lo largo de registro serán lentas.
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Figura 5.16 Obtención de la secuencia de muestras de entrada para un peso del filtro.
Ahora debemos hacer actuar el filtro sobre cada una de ellas para determinar 
cuál es el efecto. En la Figura 5.18 y Figura 5.19 mostramos las secuencias ob­
tenidas para los pesos N={19, 151, 175, 189, 202, 410}5, de la Figura 5.16. En 
la Figura 5.17 se muestran las localizaciones de cada uno de estos pesos para 
poder así interpretar las diferentes amplitudes de las secuencias mostradas en 
las Figura 5.18 y Figura 5.19.
5 La selección de estos pesos, en particular, es para englobar secuencias de diferente amplitud 
que abarquen un pulso completo.
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Figura 5.17. Pesos considerados para mostrar el efecto del filtro.
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Figura 5.18. Secuencias de actualización de los pesos y señales de salida con p=0.02 del regis­
tro ft22.
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Figura 5.19 Secuencias de actualización de los pesos y señales de salida con fi=0.06 del registro
ft22.
En la Figura 5.18 y Figura 5.19 observamos claramente efecto de filtrado pasa- 
baja sobre la secuencia de entrada, y cómo la salida del filtro tiende exponen­
cialmente a la componente de baja frecuencia de la señal. Apreciamos también 
el efecto de la constante de adaptación sobre la velocidad de convergencia del 
sistema adaptativo. El efecto neto del filtro es la obtención de la componente 
repetitiva. En la secuencia de muestras correspondientes a un peso encontramos 
una serie de variaciones respecto al valor medio debida a la componente de se­
ñal fetal presente, cuyo ritmo cardíaco es independiente del materno y contribu­
ciones de ruido. Hay sin embargo otras variaciones, como las que aparecen en 
el peso 189 debidas a errores en la localización de los instantes de regeneración, 
que analizaremos más adelante.
El efecto neto que tiene el proceso de filtrado sobre los pesos del filtro se 
muestra en la Figura 5.20 en la que hemos representado la evolución de los pe­
sos del filtro a medida que el número de pulsos aumenta.
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Evolución de  los pesos. p=0.02
500 Numero de pulso
Número de muestra de la serie
Figura 5.20. Evolución de los pesos del filtro adaptativo.
Hasta ahora todas las gráficas mostradas han utilizado el LMS para actuali­
zar los pesos. Veamos ahora qué efecto tienen las variantes que hemos pro­
puesto y si suponen mejoras respecto de la versión original. Para que el resulta­
do sea más visible vamos a considerar la secuencia de muestras que actualiza­
ban el peso 189, ya que se trata de una serie ruidosa sobre la que los efectos de 
las variantes que queremos poner de manifiesto serán más claros.
De acuerdo con la ecuación 5.27, tenemos tres parámetros (p, M y A,) que, 
combinándolos según se indica en la Tabla 5.1, nos permitirán obtener todas las 
variantes. Para obtener las figuras que mostraremos a continuación se ha hecho 
un barrido de estas tres variables abarcando los valores que se especifican en la 
Tabla 5.2.
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Variable Valor Inial Incremento Valor Final
A' 0.01 0.02 0.1
M 1 1 5
A 0 0.1 0.9
Tabla 5.2. Parámetro empleados para las variantes del LMS.
Tenemos un total de 250 combinaciones de parámetros distintas, lo que puede 
hacer que la interpretación de las gráficas sea compleja. Para ello vamos a ana­
lizar el efecto de los parámetros independientemente. Así, por ejemplo en la 
Figura 5.21, se muestran simultáneamente la secuencia de entrada al filtro (se­
ñal de trazo discontinuo) y las salidas proporcionadas por éste para distintos 
valores de la constante de adaptación. Como ya sabemos, la constante de adap­
tación esta relacionada con la velocidad de convergencia del algoritmo y tam­
bién, visto desde otro punto de vista, con la contribución que se le da a la nueva 
muestra. Así, valores pequeños de |i dan como resultado una respuesta lenta 
pero con una mayor eliminación de ruido que cuando se utilizan valores más 
elevados.
Efecto de (i. ^=0.01:0.02:0.1 M=1 X=0
0.8
0.6
0.4
0.2
-0.2
-0.4
- 0.60 10 20 30 40 50 60 70
Figura 5.21. Análisis del efecto del valor de fi.
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En la Figura 5.22, hemos fijado el valor de p=0.03 y hemos modificado el 
número de promedios. En este caso hemos representado dos gráficas en la mis­
ma figura para analizar el efecto del número de promedios cuando no se incluye 
un término de momento (gráfica superior) y cuando sí se incluye (gráfica infe­
rior). De las gráficas se desprende; por una parte, que la inclusión de un prome­
diado de la señal de error suaviza la respuesta del sistema respecto de la res­
puesta obtenida con el algoritmo LMS (M=l), con una influencia muy pequeña 
en la velocidad de convergencia6. Por otra parte observamos que el término de 
momento ha acelerado la velocidad de convergencia, para ello basta con com­
probar los niveles de amplitud conseguidos tras procesar los 69 pulsos. En la 
gráfica superior el nivel alcanzado está en tomo a -0.2 pero en la inferior la 
cota es próxima a -0.25.
Efecto de M. n=0.03. M=1:5X^0
-0.05
M=1-0.1 M=5
-0.15
-0.2
-0.25
40
Efecto de M. n=0.03. M=1:5X=0.3
0
-0.05
M=5
-0.1
-0.15
-0.2
-0.250 10 20 30 40 50 60 70
Figura 5.22. Análisis del efecto del valor de M.
6 En esta figura y en la siguiente se ha preferido no superponer la secuencia de trazo discontinuo 
correspondiente a la señal de entrada, ya que debido a la su amplitud hace que se aprecien me­
nos las diferencias entre el resto de señales.
5-26
f
La Figura 5.23 muestra los efectos de incluir el término de momento. Este 
afecta directamente a la convergencia del sistema acelerando ésta, sin embargo 
valores elevados de dicha constante dan lugar a grandes oscilaciones y un com­
portamiento oscilatorio de los pesos. Los valores para los que se produce este 
efecto vienen determinados por la posición de los polos de este sistema, que 
varía dependiendo de los valores de los tres parámetros p, M y X. Este aumento 
de la velocidad de convergencia podría hacerse incrementando ligeramente la 
constante de adaptación, de esta forma nos liberamos de un parámetro y dismi­
nuimos la carga computacional.
Efecto de X. ^=0.03. M=1 X=0:0.1:0.9
0
-0.1
- 0.2
- 0 3
-0.4
30 40 50 60 700 10 20
Efecto de X. n=0.03. M=4 X=0:0.1:0.9
-0.1
- 0.2
-0 .3
-0 .4 20 30
Figura 5.23. Análisis del efecto del valor de X.
5.5. El detector de QRS como base del algoritmo.
El procedimiento propuesto, como algoritmo derivado del TSAF hace uso de 
un detector de QRS para generar los instantes de regeneración. Una localización 
imprecisa de estos puntos lleva asociado un promediado de pulsos que no están 
alineados. En este punto hemos de distinguir entre la calidad del detector para la
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localización de los complejos QRS y por otra parte la localización del instante 
de regeneración a partir de este complejo. Podemos utilizar un número de 
muestras fijo (La) antes de la posición dada por el detector o bien utilizar un 
punto fijo dentro del complejo QRS que se empleará como origen para la medi­
da de La. Por lo general el punto utilizado es el pico de la onda R, sin embargo 
considerar este valor de pico únicamente no es un buen criterio para realizar el 
alineamiento. En (Jané 1991) se hace un estudio de diversos métodos de ali­
neamiento de pulsos antes de realizar un promediado. Se indica que cuando el 
promediado se ve influenciado por errores de alineamiento el efecto sobre la 
señal es el de un filtrado pasa-baja cuya frecuencia de corte viene dada por la 
expresión 5.29.
132 3f c = — — Hz (5.29)
<J
Para su obtención se ha supuesto que el error de alineamieto es una variable 
aletoria con distribución normal de media cero y desviación típica o . Nuestro 
algoritmo tiene una gran dependencia con la localización de los instantes de 
regeneración que están ligados directamente con la localización del complejos 
QRS. Hasta ahora, el criterio que hemos utilizado para localizar los instantes de 
regeneración ha sido fijar un número de muestras constante respecto del pico de 
la onda R. Este pico se ha calculado a partir de la posición proporcionada por el 
detector, utilizando una condición de máximo. Esta primera aproximación, si 
bien es sencilla, no es adecuada para la localización de los instantes de regene­
ración. La razón es que el ruido presente en la señal abdominal va a producir 
desplazamientos de este pico, cuyo efecto sobre los pesos del filtro será el indi­
cado por la ecuación 5.29.
Para evitar este efecto en la medida de lo posible, se ha modificado el pro­
cedimiento utilizado para la localización de instantes de regeneración. La pri­
mera fase no experimenta cambios. Utilizamos un detector de QRS sobre la 
señal torácica y tomamos como punto de referencia el pico de la onda R. Aun­
que el ruido pueda modificar la posición más idónea a partir de la cual contar el 
número de muestras La y localizar el instante de regeneración, ésta debe en­
contrarse muy próxima al pico de la onda R. De acuerdo con los resultados pro­
puestos en (Jané 1991), la correlación es la herramienta que mejores resultados 
proporciona para realizar el alineamiento, por esta razón, una vez se han actua­
lizado los pesos del filtro con un pulso, calcularemos el coeficiente de correla­
ción definido como indica la ecuación 5.30, entre los pesos del filtro (w) y el 
nuevo pulso, en una ventana alrededor del pico de R.
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P(k) = — a  ------- —
/ + £ ) - * }
2  {*(*+A) _  - H’}
J = 1___________________________________ -  lag < k <  lag (5.30)
w
Esta ventana está centrada en dicho pico y tiene una longitud seleceionable por 
el usuario, si bien nosotros hemos empleado un lag de 10 muestras a ambos 
lados de dicho pico; es decir, el rango de variación posible para el pico es [- 
10,10]. El punto de correlación máxima será el que consideremos para medir el 
segmento La y localizar el instante de regeneración. Esto nos asegura que la 
actualización de los pesos se va a realizar con el mejor alineamiento posible 
entre el patrón promediado (pesos del filtro adaptativo) y el nuevo pulso.
La utilización de la correlación, tiene una ventaja adicional en el promedia­
do. Hasta ahora no hemos incluido ningún criterio para la actualización de los 
pesos del filtro; es decir, cualquier punto localizado por el detector era conside­
rado un QRS válido y servía para actualizar los pesos. Si se producen errores en 
el proceso de detección, éstos se reflejan directamente sobre los pesos del pulso 
dando lugar a la introducción de ruido y por tanto a la distorsión del promedio. 
Cuando afinamos el alineamiento utilizando correlación disponemos de un in­
dicador de la similitud entre los pesos del filtro y el nuevo pulso, luego si en la 
ventana de correlación el coeficiente es muy bajo (por debajo de un umbral), es 
muy posible que sea un falso positivo del detector, o bien que el nuevo pulso 
tiene un gran número de artefactos. En este caso es conveniente desechar dicho 
pulso y no actualizar los pesos.
Cuando utilizamos registros simulados, este problema no se pone de mani­
fiesto ya que, en el proceso de construcción de las señales, conocemos perfec­
tamente cuál es la localización de los puntos que proporcionan un alineamiento 
perfecto. Sin embargo en un registro real en el que hemos de emplear un detec­
tor de QRS, la utilización o no de la correlación va a modificar los resultados. 
Para poner de manifiesto estos efectos vamos a considerar de nuevo el registro 
real ft22. En las Figuras 5.16, hasta la 5.23, no se consideró correlación para 
mejorar el alineamiento. Se tomó el pico de la onda R como referencia par lo­
calizar los instantes de regeneración. Si introducimos esta mejora los resultados 
en lo que respecta a las formas de ondas cambian sustancialmente. Vamos a 
incluir algunas de las figuras más representativas al tener en cuenta esta mejora. 
En las Figura 5.25, 5.26 y 5.27 se ponen de manifiesto los mismos resultados 
que en las figuras obtenidas sin aplicar correlación, en lo que respecta a veloci­
dad de convergencia y efecto del número de promedios. Sin embargo la dife-
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rencia más importante se observa en la Figura 5.24, en particular en la secuen­
cia de muestras utilizadas para actualizar el peso 189. En este caso, salvo los 
primeros pulsos en los que todavía no se ha aplicado la correlación, la secuencia 
utilizada presenta un trazo más uniforme, sin los saltos observados en la se­
cuencia sin correlación (Figura 5.18). La uniformidad de dicha secuencia de­
termina las gráficas siguientes. Ahora los efectos de las variantes promediadas 
son menos apreciables ya que el nivel de ruido ha disminuido, sobre todo la 
variante ALMS, en la que la modificación del número de promedios tiene muy 
poco efecto sobre la señal obtenida (Figura 5.26).
LMS (a=0.02
0.8
1750.6
0.4
0.2
O.E<
189-0.2
-0.4
202
-0.6
- 0.8
50 70
Número de pulso
Figura 5.24. Secuencias de actualización de los pesos y señales obtenidas con |4=0.02 del regis­
tro ft22 utilizando correlación para alinear los pulsos.
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Figura 5.25. Análisis del efecto del valor de |i utilizando correlación.
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Figura 5.26. Análisis del efecto del valor de M utilizando correlación.
5-31
Efecto de X. n=0.03. M=1 X=0:0.1:0.9
- 0.1
X=0
- 0.2
-0.3
-0.4
50
Efecto de X. n=0.03. M=4 ¡U0:0.1:0.9
- 0.1
x=o
- 0.2
-0.3
-0.4
40
Figura 5.27. Análisis del efecto del valor de X utilizando correlación.
A la vista de los resultados obtenidos, a priori, lo más sensato es utilizar la 
variante ALMS con un número de promedios 4 ó 5, de manera que si la secuen­
cia está contaminada con ruido suavice la salida proporcionada por este peso y 
si el nivel de ruido es bajo, no tendrá prácticamente ningún efecto sobre dicha 
salida. Por otra parte, el incremento de cálculo que esto conlleva no es signifi­
cativo, si bien implica un aumento del número de variables a almacenar ya que 
necesitamos un total de M*L posiciones de memoria adicionales para guardar 
estos errores. Realmente esto no es problemático en el desarrollo actual ya que 
el algoritmo funciona off-line.
La variante de momento proporciona un aumento de la velocidad de conver­
gencia, si bien implica la inclusión de un nuevo parámetro cuya elección co­
rrecta puede ser problemática, además si el valor elegido es demasiado grande 
da lugar a oscilaciones. Esta es la razón por la que su uso no parece justificado.
En cualquier caso, en el siguiente capítulo, haremos un estudio exhaustivo de 
estas variantes y de la selección de parámetros con un amplio abanico de regis­
tros, que nos permitirán determinar si en alguna circunstancia es conveniente su 
utilización.
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En cuanto a la correlación, los resultados anteriores indican que sí es conve­
niente tenerla en cuenta para la correcta localización de ios instantes de regene­
ración, que está directamente relacionado con el correcto alineamiento de los 
pulsos que se van a promediar.
5.6. Otras consideraciones sobre el algoritmo.
Un problema adicional con el que nos hemos encontrado al aplicar el algo­
ritmo, especialmente patente cuando utilizamos registros simulados con una 
SNRfm muy baja (SNRfm<-25dB) y con un nivel de ruido gaussiano práctica­
mente nulo (SNRfr<100dB), es la discontinuidad producida entre el segmento 
de señal a la que restamos el pulso promedio (segmento L) y el tramo que no 
sufre modificaciones (segmento L’). La Figura 5.29, en la que mostramos un 
segmento del registro regól (Figura 5.28) sobre el que se ha aplicado el LMS 
básico con una constante p=0.02 pone de manifiesto el efecto de dicha discon­
tinuidad.
refl61 SNRfm=-25 SNR1r=5 SNRfe=0
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x 104
Figura 5.28. Segmento de 5 segundos del registro simulado regól.
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Señal de error e(n).
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Figura 5.29. Discontinuidad producida por el proceso de resta.
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Figura 5.30. Corrección de la discontinuidad con el procedimiento indicado.
Señal de error e(n).
Salida del filtro y(n).
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La amplitud de la discontinuidad, está relacionada con la amplitud de la se­
ñal patrón en los extremos, que corresponden con lo que sería la línea base. 
Aunque la señal contenida en los pesos del filtro tuviese valor medio cero (que 
en general no lo tendrá), seguiríamos teniendo esta discontinuidad siempre que 
no se cumpla la condición anterior. Este efecto, que produce una señal fetal 
recuperada muy distorsionada, se ha corregido sin más que añadir un offset al 
patrón de valor igual al promedio entre los pesos 0 y L-l del filtro como indica 
la ecuación 5.31
offset =
w(0)+ w(L - 1)
(5.31)
La Figura 5.30 muestra el resultado de incluir este offset antes de realizar el 
proceso de resta; observamos como la discontinuidad se ha corregido. Aunque 
aparentemente se trata de un efecto muy significativo, hemos de tener en cuenta 
que el registro 61 no tiene contribución de ruido gaussiano. Si analizamos qué 
ocurre en registros reales tal como se muestra en la Figura 5.31 y Figura 5.32, 
correspondientes a los registros mexl y p!38, observamos que esta discontinui­
dad es casi inapreciable. La razón es debida a dos factores: por una parte los 
niveles de ruido presentes en estas señales son muy superiores a la amplitud de 
la discontinuidad por lo que ésta apenas se observa; por otra
Señal de error e(n).
Con Corrección 
Sin correclón
5.3 5.35 5.4 5.45 5.5 5.55 5.6 5.65 5.7 5.75
Salida del tiltro y(n).
x 10
0.5
-0.5
5.3 5.35 5.5 5.65.4 5.45 5.55 5.65 5.7 5.75
x 10
Figura 5.31. Efecto de la discontinuidad en el registro real mexl.
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parte si la señal no contiene oscilaciones de la línea base como ocurre con re­
gistro m exl, en la que los pesos del filtro en los extremos tienen valores prácti­
camente cero, dicha discontinuidad es mínima. Dicho efecto se aprecia mejor en 
la Figura 5.32 en la que el registro pI38, tiene unos niveles de ruido muy supe­
riores, especialmente oscilaciones de baja frecuencia que no han podido elimi­
narse en la etapa de preprocesado. Esta discontinuidad se aprecia en la salida 
del filtro y(n), con valores en los extremos distintos de cero, y en la señal de 
error en la que las diferencias entre las señales con y sin corrección es signifi­
cativa.
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Figura 5.32. Efecto de la discontinuidad en el registro real pl38.
Un último detalle a tener en cuenta para la aplicación del algoritmo es la 
selección de los valores de La y L; es decir, el segmento de la señal durante la 
que el filtro actúa. Teniendo en cuenta los comentarios realizados en el párrafo 
anterior, es importante que en la selección de estos segmentos los extremos 
coincidan con niveles de la línea base y que incluyan a todo el pulso materno. 
La será el número de puntos comprendidos entre el inicio de la onda P y el pico 
de R aproximadamente y L el segmento comprendido desde inicio de R a fin de 
la onda T. El aumento de la longitud de este segmento no tiene ningún efecto 
siempre que se tenga el cuenta el criterio mencionado y que no se incluyan
—i\JrA — — vq^A-
Señal de error e(n).
Con Corrección 
Sin correción
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complejos del pulso anterior o posterior. Las opciones adoptadas en la biblio­
grafía son las dos posibles. Algunos autores realizan una previsualización de la 
señal y por inspección visual se localiza el inicio y fin de un complejo materno 
que servirá para determinar estos valores (Alaluf 1990) o bien seleccionar unos 
valores fijos independientes del registro (Homer 1994). En nuestro caso hemos 
hecho una estimación de estos valores a partir de los registro reales mediante 
inspección visual obteniendo los resultados presentes en la Tabla 5 .3.
Registro La(ms) Lp(ms) RR(ms) HR(bpm)
Mexl 197 357 869 70
Mex2 167 296 891 67
Homer 166 327 679 88
Ac39 174 319 632 95
Fg37 159 304 751 80
Jg24.2 166 365 787 76
P138 159 327 769 78
Ft22 167 364 826 73
Pt25 174 373 807 74
Pt25.2 167 357 805 75
Ld21 189 342 671 89
Jg25 182 395 892 67
Tabla 5.3. Valores de L a  y L p  para diversos registros obtenidos por inspección visual 
Los valores medios obtenidos son:
La -1 7 2  ±12 ms 
Lp = 343 ± 30 ms
para valores del ritmo cardíaco (HR) HR=78±10 bpm. Estos resultados nos 
permitirían fijar La=200 ms y Lp=400 ms como se hace en (Homer 94) para 
eliminar la supervisión. Sin embargo para ajustamos más a las características de 
cada registro y dada la rapidez y facilidad en la determinación de estos paráme­
tros, hemos preferido realizar las marcas para cada uno de ellos como paso pre­
vio a la utilización del algoritmo.
5.7. Descripción dei método red neurona! FIR.
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El segundo método de extracción que proponemos supone ir un paso más 
allá en la utilización de sistemas adaptativos en el problema del FECG, al con­
siderar un caso particular de red neuronal denominada red FIR. Uno de los 
campos en los que se ha aplicado las redes neuronales con mayor éxito es la 
predicción; es decir, problemas en los que se pretende estimar las muestras futu­
ras de un sistema a partir de las salidas en instantes anteriores.
Los buenos resultados de esta red, frente a otras aproximaciones, fueron 
puestos de manifiesto en la competición de Santa Fe (Weigend 1994), en la que 
se comparaban diferentes modelos matemáticos usados para la predicción en 
series temporales complejas. Estas series presentaban características entre las 
que destacaba su alta no linealidad, que dificultaba en gran medida su predic­
ción. La red neuronal utilizada en este apartado, la red FIR, resultó ser la gana­
dora en la predicción de la serie generada por tres ecuaciones diferenciales aco­
pladas no lineales que modelizaban el comportamiento de un láser infrarrojo7.
El buen comportamiento mostrado por esta red nos hizo pensar en la utiliza­
ción de esta estructura como cancelador adaptativo, con una estructura similar 
al ANC descrito en el capítulo 3, pero en la que la parte correspondiente al fitro 
adaptativo fuese sustituida por una red de este tipo. En este caso, es la red FIR 
la que debe modelizar la componente materna abdominal a partir de una refe­
rencia torácica.
En primer lugar vamos a hacer una breve descripción de la red propuesta. 
Una red neuronal FIR deriva de la estructura neuronal más extendida, el per- 
ceptrón multicapa. El perceptrón multicapa consiste en una serie de unidades de 
proceso, las neuronas, que se conectan entre sí en diferentes capas (Figura 
5.33).
7 Esta serie, junto con el resto de series utilizadas en la competición, se encuentran disponibles 
en http://www.stem.nvu.edu/~aweigend/Home.html
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Figura 5.33. Esquema de un perceptrón multicapa.
Cada uno de esos nodos de proceso tiene la estructura mostrada en la Figura 
5.34:
X =1Entradas
Salida
Función de 
activación
Umbral
Figura 5.34. Esquema de una neurona.
Normalmente la función de activación escogida es la tangente hiperbólica 
(rango de la salida de la neurona entre ±1) o la sigmoide (rango entre 0 y 1). El 
diagrama de la Figura 5.34 muestra una gran similitud con un filtro adaptativo; 
de hecho, una neurona es equivalente a un filtro adaptativo al que se le ha aña­
dido una función no lineal a su salida. Esta estructura de proceso ha demostrado 
su buen funcionamiento en la determinación del ECG fetal usándola conjunta­
mente con algoritmos recursivos (Soria 2000). Se podría pensar entonces en 
aplicar el perceptrón multicapa al problema del ECG fetal ya que es una combi­
nación no lineal de neuronas; sin embargo, con este método no se obtienen bue­
nos resultados (Soria 1996). La causa de este fracaso reside en que no es una
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estructura especialmente óptima cuando hay una dependencia temporal entre las 
variables de entrada a la red (esta dependencia temporal se da, lógicamente, en 
nuestro problema) (Haykin 1999). Para solventar esto se pueden plantear varias 
soluciones:
a) Establecer un lazo de realimentación en las neuronas. En este caso la 
salida de la neurona se considera como entrada para la próxima iteración.
b) Establecer realimentaciones entre capas del perceptrón multicapa. En
este caso se permiten las conexiones “hacia atrás” en el esquema de la figu­
ra 1.
c) Considerar las conexiones vectoriales de las neuronas en lugar de esca­
lares. En este caso cada conexión neuronal puede ser considerada un filtro; 
cada entrada al sumador de la Figura 5.34 ya no es Wnk-Xk sino que es:
Wnk(Q»-xk{n) + Wnk{\)-xk{ n - \ )  +  Wnk( L - \ ) - x k{ n - L  + \)
siendo n el instante temporal actual y L la longitud del vector de pesos de la 
neurona.
Las aproximaciones a) y b) supondrían utilizar sistemas realimentados no 
lineales lo que podría conducir a problemas de estabilidad dejando aparte, claro 
está, los problemas derivados de la elección de la constante de adaptación del 
sistema. La tercera aproximación se debe al trabajo de Eric Wan, profesor de la 
Universidad de Oregon (Wan 1993a), (Wan 1993b), (Wan 1993c) que utilizó el 
tipo de neurona que se ha comentado y que aparece en la Figura 5.35 junto con 
el esquema de una neurona clásica.
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Figura 5.35. Esquemas de una neurona clásica y la utilizada por la red FIR.
Además de la estructura, Wan modificó el algoritmo de aprendizaje utilizado 
por los perceptrones multicapa, el algoritmo de retropropagación del error basa­
do en las técnicas de descenso por gradiente, para que la red FIR fuera un sis­
tema causal (Haykin 1999). Como su obtención conlleva un gran número de 
ecuaciones y el objetivo de este trabajo es la aplicación de esta red al problema 
del ECG fetal se recomienda al lector interesado en dicha derivación consultar 
(Wan 1993c).
5 .7 .1 .  Aplicación d e  la red FIR al problema del Electrocardiograma F e ­
tal.
El principal problema con el que nos encontramos es la selección de un crite­
rio para determinar qué parámetros y estructura de la red proporcionan mejores 
resultados. En un problema de predicción habitual, el criterio utilizado es com­
parar la salida proporcionada por la red con la secuencia temporal que quere­
mos predecir y evaluar el error cuadrático medio, sin embargo esto no es posi­
ble en nuestro caso ya que, por la propia naturaleza del problema, desconoce­
mos la componente materna presente en la señal abdominal.
Para solventar estos inconvenientes se ha procedido de la siguiente manera. 
Ya que la red neuronal va a funcionar como una estructura ANC, fijaremos una 
estructura para la red e iniciaremos un proceso de entrenamiento. En este proce­
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so de entrenamiento la señal completa es introducida en la red un determinado 
número de veces (épocas) evaluando en cada una de ellas la señal de error (sali­
da del sistema, que debe ser la señal fetal).
La solución propuesta en el párrafo anterior plantea en primer lugar la elec­
ción de la estructura de la red. Al tratarse de un problema de predicción en el 
que la entrada a la red es una señal unidimensional, y la salida es del mismo 
tipo, emplearemos una neurona para la entrada y otra para la salida, y un núme­
ro de capas ocultas igual a 2, ya que con un número adecuado de neuronas en 
cada una de estas capas se puede resolver cualquier tipo de problema (Haykin 
1999). Otro de los parámetros a determinar es la longitud de los vectores de 
pesos de cada una de estas capas. El procedimiento seguido se explicará con 
detalle en el capítulo 6, pero como es habitual en estos casos se ha utilizado un 
criterio de prueba y error, utilizando para ello los registros proporcionados por 
el simulador de señales. (Apartado 2.3)
La Figura 5.36 muestra el proceso de entrenamiento de la red. A medida que 
el número de entrenamientos aumenta, la amplitud de la señal materna va dis­
minuyendo. Hemos marcado con un asterisco rojo los picos de R matemos y en 
verde los correspondientes a la señal fetal.
Tras un número de entrenamientos que depende de la constante de adapta­
ción elegida, conseguimos una señal fetal en la que la componente materna ha 
sido cancelada (Figura 5.37). La estructura de la red que se ha empleado es 
Ix2x3xl (capa_entrada X capa_ocultal X capa_oculta2 X capa_salida), y el 
número de pesos de cada capa (1:1:1)8.
Estos parámetros se han obtenido a partir de un barrido de parámetros que 
detallaremos en el capítulo de resultados. Se comprobó experimentalmente que 
la utilización de redes más complejas tenía un efecto negativo, ya que la red no 
sólo modelizaba la conponente materna sino también la fetal, por lo que ésta 
también era eliminada.
8 La forma de indicar los retardos es i:j :k, siendo i, j y k el número de retardos (pesos) menos 
uno en la capa N, M y de salida respectivamente, por lo que en nuestra red es 1:1:1, ya que la 
neurona de entrada siempre tiene un solo peso
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Figura 5.36. Proceso de entrenamiento de la red.
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Figura 5.37. Señal recuperada por la red FIR.
5-43
Una ventaja de esta técnica respecto al método del impulso correlado es que 
no necesitamos de un detector de QRS de la señal materna; en este sentido, se 
comporta como un filtro adaptativo pero con unas prestaciones superiores.
Para finalizar hemos de indicar que los programas para el entrenamiento de 
las redes utilizados han sido puestos a disposición del público por el profesor 
Wan y pueden encontrarse en la siguiente dirección: 
http://www.ee.ogi.edu/~ericwan/NCODE/fimet.tar.gz
5-44
6. Resultados.
6.1. Introducción.
El principal inconveniente con el que nos encontramos al abordar lo que a 
veces se denomina problema inverso en electrocardiografía; es decir, la estima­
ción de las señales fuente a partir de las medidas obtenidas en la superficie del 
cuerpo, es la dificultad en dar medidas objetivas de la calidad del método pro­
puesto. Este inconveniente hace que casi en la totalidad de las publicaciones 
realizadas sobre extracción del electrocardiograma fetal, la bondad de un méto­
do se determine por inspección visual de las formas de onda obtenidas, sin dar 
pero no se dan parámetros que permitan valorar el método objetivamente y 
compararlo con otros métodos existentes. Un problema adicional es que no 
existe ninguna base de registros electrocardiográficos de estas características 
que permitan una comparación ente técnicas en las mismas condiciones.
La utilización de registros simulados en la etapa de desarrollo de los algorit­
mos y la determinación de los parámetros óptimos para su aplicación, permite la 
definición de índices objetivos para evaluar el comportamiento de diversos 
métodos en un entorno de parámetros controlado. Como ya indicamos en el 
capítulo segundo, cuando describimos el sistema de generación de registros de 
test, para cualquier registro simulado, disponemos de la señal fetal fuente libre 
de cualquier contribución de ruido (materno, EMG, oscilaciones de la línea ba­
se, etc.) y de la señal abdominal libre de componentes maternas (puede tener 
otros tipos de ruido). Esto nos ha permitido la definición de algunos índices 
numéricos que nos facilitan la tarea de análisis de un gran número de registros, 
de manera objetiva, sin necesidad de visualizarlos. Dichos índices determinan el 
grado de similitud entre las señales fuentes proporcionadas por el simulador y el 
método de extracción empleado.
La primera crítica que se puede hacer a esta aproximación es la dificultad de 
que estas señales puedan equipararse con las obtenidas en un registro abdomi­
nal, si bien, la gran versatilidad del programa de simulación y el número de 
parámetros seleccionables hacen que podamos abarcar casi cualquier situación 
real. Además del procedimiento original de simulación por repetición de pulsos 
idénticos, hemos incluido otra variante en la que las señales simuladas se obtie­
nen a partir de derivaciones abdominales y torácicas sin embarazo, con unos 
niveles de ruido muy bajos, que serán consideradas como señales fuente. La
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utilización de ambos tipos de registros es interesante por dos aspectos. En el 
primer caso no existe variabilidad de la forma de onda, lo cual es ventajoso para 
algunos métodos como los basados en la resta de un patrón promediado, si bien 
la inclusión de diversos tipos de ruido modificará la forma de onda de los mis­
mos, pero en cualquier instante conoceremos la forma exacta del pulso fetal que 
hemos de obtener. Por otra parte, la utilización de registros obtenidos a partir de 
señales reales permitirá tener en cuenta las modificaciones que la forma de onda 
va experimentando a lo largo de tiempo, ya que aspectos relacionados con la 
variabilidad del ritmo cardíaco también fueron tenidos en cuenta en los registros 
anteriormente citados.
Durante los capítulos anteriores, cada vez que se ha propuesto una nueva 
técnica de procesado, cancelación materna o simplemente una mejora de un 
método existente, además de mostrar el comportamiento con registros del si­
mulador, también hemos incluido gráficas del comportamiento con señales 
reales que nos indicaban si el comportamiento obtenido en ambos casos era 
similar, y por tanto la posibilidad de extrapolar el comportamiento obtenido con 
las señales simuladas a los registros reales. En cualquier caso, será la inspección 
visual de las señales resultantes la que determinará, en última instancia, la bon­
dad del método. Por otra parte, el análisis de la similitud entre el comporta­
miento de los métodos empleados, con registros simulados y reales nos indicará 
el grado de validez de nuestro método de simulación ya que, de alguna manera, 
está ligado con la capacidad del sistema para simular un registro real.
6.2. Medidas de la calidad de las señales fetales recuperadas
6.2.1. Parámetros utilizados.
La evaluación de la calidad de las señales obtenidas al aplicar un método de 
extracción determinado, se basa en estimar el grado de similitud existente entre 
dichas señales y las que consideramos como señales fuente en el proceso de 
generación del registro simulado. Los procedimientos que vamos a proponer 
son los que se utilizan habitualmente en otros campos del procesado de señales 
como son los métodos de compresión (Jalaleddine 1990) éstos, la medida de la 
similitud entre la señal original y la recuperada a partir de la señal comprimida, 
se comparan utilizando parámetros como el coeficiente de correlación y el PRD 
(Percentual Residue Difference). El coeficiente de correlación fue definido en 
el capítulo anterior (Ecuación 5.30). Si particularizamos dicha ecuación cuando
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el valor del lag=0 , obtenemos la expresión 6.1. Esto lo hacemos ya que en el 
proceso de generación de las señales tenemos un conocimiento preciso de la 
localización del punto más adecuado para el alineamiento.
X  k r f  (') -  Xon ( 0  “  }
X  -  *oH }  X l* m : -
Hemos utilizado el subíndice ori para hacer referencia a la señal original y con
rec hacemos referencia a la señal recuperada por el algoritmo.
El coeficiente de correlación toma valores comprendidos en el intervalo 
-1  < p < 1. Si ambas secuencias son idénticas en forma, dicho coeficiente es 
igual a la unidad. A medida que la similitud entre las señales es menor, éste 
parámetro tomará valores más cercanos a cero. Los valores negativos tienen la 
misma interpretación si bien hay una inversión entre ambas señales. La Figura 
6.1 muestra la interpretación gráfica de estos valores.
En el párrafo anterior hemos indicado que dicho coeficiente es un indicador 
de la similitud morfológica entre dos señales; es decir, no se tiene en cuenta la
coef. corr=1 coef. corr=-1
Figura 6.1. Valores máximo y mínimo del coeficiente de correlación.
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amplitud de las mismas, como se puede deducir fácilmente de la expresión 6.1, 
por lo que esta característica no tendrá ningún efecto sobre dicho parámetro.
El otro indicador que vamos a utilizar es el PRD, cuya definición se expresa 
en la ecuación 6.2, donde hemos utilizado la misma notación que para el coefi­
ciente de correlación.
En este caso, a diferencia de lo que hemos comentado para el coeficiente de 
correlación, el resultado no está acotado superiormente. A medida que los valo­
res sean más próximos a cero la similitud entre las señales será mayor; sin em­
bargo si el PRD entre dos señales x^j^es igual al PRD entre las señales x2, y 2 
no podemos inferir que en ambos casos la similitud sea la misma ya que el re­
sultado es dependiente de la amplitud de las señales comparadas. Para que esto 
no ocurra y los resultados obtenidos con varios registros sean comparables, las 
señales serán normalizadas antes de calcular estos parámetros.
Un tercer parámetro, utilizado habitualmente para medir la calidad de una 
señal, es la relación señal ruido (SNR), tal como indica la ecuación 6.3,
donde las energías de la señal y el ruido en un segmento de longitud M, se han 
definido según la expresión 6.4
/=o
La definición de la SNR dada en la ecuación 6.3 no es operativa ya que im­
plica el conocimiento de la contribución debida a la señal fetal y al ruido que la 
contamina, si bien sí es utilizable con los registros del simulador.
% { Xori(Í)- XrJ.Í)Y
PRD = 1=1 •100 (6.2)N
X k rt(0}2
J=1
í  S ¡ \
SNR =10*log10 — (dB) (6.3)
M - 1
s  = ¿ ( x ( 0 - x ) 2
M - 1
A' = X ( n ( 0 - 5 ) 2
(6.4)
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En el proceso de generación de los registros simulados hemos hecho una 
distinción entre diversos tipos de ruido para determinar la contribución de cada 
uno de ellos; sin embargo, la SNR como tal cuantifíca la relación existente entre 
la señal fetal y el resto de componentes presentes (materna, ruido gaussiano, 
etc.). Si tenemos en cuenta que la señal de mayor energía presente en una deri­
vación abdominal es la materna, la SNR total tendrá un valor muy próximo a 
ésta. En la Figura 6.2 mostramos los valores de SNR total para los registros 
simulados, calculada mediante las expresiones 6.3 y 6.4.
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Figura 6.2. Valores totales de la SNR para los registros simulados
Las líneas verticales separan los registros en función de las contribuciones de 
la línea base. Los registros del 1 al 72 no tienen oscilación y el resto sí. Las lí­
neas horizontales indican la SNRfm del registro simulado. Observamos como, 
en ausencia de oscilaciones de la línea base, es la componente materna la que 
determina la SNR de la señal total, apreciándose únicamente ligeras variaciones 
en presencia de electromiograma. Las oscilaciones de la línea base sí modifican 
la SNR total ya que su contribución energética es importante.
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Registro SNRfm(dB) SNRfr(dB) SNRfe(dB) SNR total(dB)
1 -5 100 100 -5,0031
4 -5 15 100 -5,0134
7 -5 10 100 -5,0255
10 -5 5 100 -5,1000
13 -10 100 100 -10,0031
16 -10 15 100 -10,0081
19 -10 10 100 -10,0165
22 -10 5 100 -10,0305
25 -15 100 100 -15,0031
28 -15 15 100 -15,0048
31 -15 10 100 -15,0085
34 -15 5 100 -15,0079
37 -20 100 100 -20,0031
40 -20 15 100 -20,0021
43 -20 10 100 -20,0034
46 -20 5 100 -20,0061
49 -25 100 100 -25,0031
52 -25 15 100 -25,0035
55 -25 10 100 -25,0029
58 -25 5 100 -25,0048
61 -30 100 100 -30,0031
64 -30 15 100 -30,0027
67 -30 10 100 -30,0029
70 -30 5 100 -30,0029
Tabla 6.1 Valores de la SNR total en algunos registros simulados.
En la Tabla 6.1 mostramos los valores numéricos obtenidos para los registros 
simulados sin oscilación de la línea base y sin electromiograma, en la que apre­
ciamos claramente los resultados que habíamos comentado anteriormente.
Ya que en la aplicación de nuestro método la primera etapa es la de procesa­
do, la contribución de la oscilación de la línea base no será relevante como se 
desprende de la Figura 6.3. En este caso, para el cálculo de la SNR total la señal 
ha sido previamente preprocesada para la eliminación de estas oscilaciones, 
obteniendo valores similares para los tres grupos de registros.
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Figura 6.3. Valores totales de la SNR para los registros simulados con preprocesado
Cuando estamos aplicando las técnicas de extracción sobre registros reales, 
no es sencilla la medida de parámetros para evaluar la calidad del método. Indi­
cadores como el coeficiente de correlación y el PRD no son aplicables ya que 
no disponemos de las señales fuente, las cuales son el motivo del método de 
extracción. El único estimador encontrado en la bibliografía, no para cuantifícar 
la calidad de un método de extracción, sino para indicar la calidad de la señal 
obtenida, es la SNR de la misma. En este caso dicha estimación no se puede 
hacer aplicando directamente la definición. Técnicas alternativas a ésta las en­
contramos en (Outran 1998), y (Kanjilal 1997). Los dos procedimientos pro­
puestos consideran que la señal de la que queremos averiguar su SNR única­
mente contiene componente fetal y mido no correlacionado con la misma. La 
señal se segmenta en pulsos y éstos se disponen como las columnas de una ma­
triz, exactamente igual a como hicimos en el capítulo 4 al aplicar la técnica 
SVD para la obtención de un patrón promediado. Si calculamos la descomposi­
ción en valores singulares de esta matriz, podemos estimar la relación señal 
mido como el cociente entre el primer valor singular (componente de señal) y el 
mido (suma del resto de valores singulares) tal como indica la expresión 6.5
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SNRsvd = G} (6.5)
2
donde, ai son los valores singulares de la matriz. El principal problema de esta 
técnica es que tiende a sobreestimar el valor real cuando los niveles de conpo­
nente fetal son muy bajos, y la componente materna no ha sido completamente 
cancelada.
Si los vectores, que forman las filas de la matriz se normalizan1, y conside­
ramos que la componente de señal repetitiva y el ruido no están correlaciona­
dos, podemos estimar la contribución 1 como indica la ecuación 6.7, ya que, al 
estar los vectores normalizados, se verifica la ecuación 6.6.
x(i)Tx(i) = sTs + n(/)rn(z) = 1 (6.6)
'-----v-----'o
a w2 = l - s rs = l - x ( O rxO) (6.7)
Luego podemos definir la SNR como:
SNRcor = I X° ) r.Xr(f -■ t * J  (6.8)
V 1 - x(j) x(y)
Para que este valor no dependa de la pareja de vectores seleccionada se rea­
liza un promedio entre todas las posibles combinaciones con lo que la expresión 
final será la 6.9:2
SNRcor = '
' 1 S (6.9)
9  N -2  N - \  V /
s = —t— r Y  y ’xío^xQ)
N { N -  l ) á
1 La normalización a la que hacemos referencia implica que el valor medio es cero y el módulo 
del vector es la unidad.
N  _ N ( N  - 1) ? q u g  es ej factor de división incluido.
2 2v y
: El número de combinaciones es
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6.2.2. Medida de la calidad de las señales obtenidas.
Una vez hemos introducido los parámetros que podemos emplear para eva­
luar la calidad de los métodos propuestos vamos a describir cuál ha sido el pro­
cedimiento utilizado para su cálculo. Dado que en el capítulo 3 comprobamos 
que el algoritmo de preprocesado proporcionaba buenos resultados en la can­
celación de las oscilaciones de la línea base, vamos a utilizar registros en los 
que la contribución de la misma sea despreciable. Del conjunto de registros 
simulados que habíamos generado nos restringimos a los 72 primeros. Ya que 
disponemos del generador, para aumentar el número de señales con las que se 
realiza el estudio, en algunos casos hemos preferido generar nuevos registros 
para abarcar un abanico mayor de posibilidades.
Vamos a distinguir tres tipos de registros:
1. Registros simulados por repetición de pulsos idénticos.
2. Registros simulados a partir de derivaciones reales.
3. Registros reales.
Los registros del tipo 1 son los que hemos venido utilizando hasta ahora y 
que hemos referenciado como regN. Los registros del tipo 2 se generan durante 
la ejecución del programa y utilizan derivaciones torácicas y abdominales, con 
muy bajos niveles de ruido. Al generarse a partir de registros reales, la forma de 
onda experimentará ligeras variaciones entre pulsos. Una vez determinados el 
algoritmo y los parámetros óptimos para estos registros comprobaremos dicho 
comportamiento sobre los registros reales disponibles, los cuales serán designa­
dos con un nombre que hace referencia a su procedencia, por ejemplo: horner, 
ft22, ac39, etc.
Para simplificar, ya que todo el estudio lo vamos a hacer sobre registros si­
mulados, mientras no se indique lo contrario, cuando hagamos referencia a un 
“registro real”, nos estaremos refiriendo al tipo 2 y con “registro simulado” nos 
referiremos al tipo 1. Los registros del tipo 3 no serán utilizados hasta el final.
Una vez disponemos de la señal fetal libre de ruido proporcionada por un 
determinado algoritmo de extracción, y con la señal fetal con componente ma­
terna cancelada idealmente (proporcionada por el generador) evaluamos los 
siguientes parámetros:
1. Coeficiente de correlación total (coef).
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2. Coeficiente de correlación medio (c o e fm ) .
3. PRD total (prd).
4. PRD medio (prd_m).
5. Relación señal ruido cociente calculada con la expresión 6.5. (S N R cocl).
6. Relación señal ruido cociente calculada con la expresión 6.6. (SNRcoc2).
Para evitar efectos relacionados con los transitorios de estabilización de los 
algoritmos hasta que alcanzan un funcionamiento estacionario hemos conside­
rado registros de 1 minuto de duración, sin embargo los parámetros indicados 
se van a calcular en un segmento comprendido entre los 30 y 50 segundos.
0.8
0.6
0.4
0.2
-0.2 
-0.4
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Figura 6.4. Señales utilizadas para el cálculo del PRD y coef. de correlación, en un registro 
simulado por repetición de pulsos con SNRfm=-15dB
En la Figura 6.4 y Figura 6.5 mostramos superpuestas, la señal recuperadas 
por le algoritmo y la fetal que hemos utilizado en la simulación para determinar 
el grado de similitud entre ambas.
—  Señal fetal real
Señal fetal recuperada
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—  Señal fetal real
Señal fetal recuperada
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Figura 6.5. Señales utilizadas para el cálculo del PRD y coef. de correlación, en un registro
simulado a partir de real con SNRfm=-l 5dB
En la Figura 6.5, se aprecia unaimportante componente de ruido en la señal 
fetal recuperada, mucho mayor que en la señal mostrada en la Figura 6.4, esto 
es debido a que, al utilizar una señal real para la simulación, ésta tiene un nivel 
de ruido presente en la señal abdominal que, aunque es bajo comparado con la 
señal materna, no lo es respecto a la fetal. Más adelante mostraremos como po­
demos mejorar la relación señal ruido de la señal recuperada, utilizando el mis­
mo algoritmo que hemos propuesto para la cancelación de la señal materna
En cuanto a los parámetros indicados hemos de hacer algunos comentarios. 
Si bien, en todos los casos se compara la señal fetal recuperada con la señal 
fetal original, para el cálculo del PRD y el coef hemos preferido realizarlo de 
dos formas distintas. Ya que lo que vamos a evaluar es el grado de cancelación 
de la señal materna, además de calcular estos coeficientes entre los segmentos 
considerados de ambas señales3, podemos evaluarlo en una ventana alrededor 
de los complejos fetales, ya que éstos se verán directamente influenciados por
3 Tramo comprendido entre los 30 y los 50 segundos.
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los residuos matemos, errores de alineamiento, etc., producidos en el proceso de 
cancelación, y finalmente dividir dicho factor por el número de pulsos implica­
dos en el cálculo. La Figura 6.6 muestra un tramo de señal abdominal antes de 
procesar, en la que se han marcado los segmentos en los que posteriormente 
evaluaremos los parámetros indicados.
0.8
0.6
0.4
0.2
- 0.2
12001000 1400 1600 1800 2000 2200400 600 800
Figura 6.6. Intervalos sobre los que se van a evaluar los parámetros
En la Figura 6.7 y 6.8, mostramos los resultados obtenidos al calcular el coe­
ficiente de correlación por ambos métodos en registros simulados. En el eje X 
de las gráficas hemos representado el valor obtenido para el segmento completo 
y en el eje Y el valor obtenido al promediar.
Cada uno de los segmentos que aparecen en las gráficas muestran los resul­
tados obtenidos para el valor de la SNRfm que se indica junto a cada uno de 
ellos (Figura 6.7). En la Figura 6.8 hemos representado lo mismo que en la an­
terior pero modificando la SNRfm.
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Coet. de oorrelación
0.98
0.96
0.94
0.92
% 0.9
0.88
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0.84
0.82
0.8
0.850.7 0.75 0.8
coel
0.65 0.9 0.950.6
Figura 6.7. Comparación entre el coeficiente de correlación medio y el total para un registro
simulado variando la SNRfm.
Coef. de correlación
0,985
0.98
0.975
E,i
I
0.97
0.965
0.96'—  
0.935 0.945 0.95 0.955 0.96 0.965 0.97 0.9750.94
coef
Figura 6.8. Comparación entre el coeficiente de correlación medio y el total para un registro
simulado variando la SNRff.
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SNR!m=-10
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0.62
  ooef
 coef_m0.6
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Figura 6.9. Comparación entre el coeficiente de correlación medio y el total para un registro
real variando la SNRfm.
SNRfr=6
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— coel_m
0.88
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Figura 6.10. Comparación entre el coeficiente de correlación medio y el total para un registro
real variando la SNRfr.
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En las Figura 6.9 y Figura 6.10 mostramos los resultados obtenidos al anali­
zar estos mismos parámetros sobre registros reales. En este caso hemos preferi­
do representar únicamente las gráficas obtenidas para dos valores de la SNRfm 
(Figura 6.9) y de la SNRfr (Figura 6.10). Esto se ha hecho así ya que, al pre­
sentar estas señales más variabilidad, la representación conjunta de todas, como 
hemos hecho en las Figura 6.7 y 6.8, dificultaba su interpretación. Un cambio 
adicional ha sido no elegir una gráfica de tipo XY de ambas medidas, sino re­
presentar en el eje X cada una de las pruebas4 y en el eje Y los valores del coe­
ficiente de correlación. Las conclusiones son las mismas, ya que aumentos o 
disminuciones de dicho parámetro se reflejan en la misma medida tanto en el 
coeficiente de correlación total como en el medio.
Las Figura 6.11, 6.12, 6.13 y 6.14 tienen una interpretación totalmente aná­
loga pero utilizando el PRD en lugar del coeficiente de correlación.
Prd
E
I
'i
30 -
90
prd
Figura 6.11. Comparación entre el prd medio y el total para un registro simulado variando
SNRfm.
4 El término “pruebas” hace referencia a cada uno de los resultados obtenidos al aplicar el algo­
ritmo basado en el LMS básico, modificando el valor de la constante de adaptación.
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Figura 6.12. Comparación entre el PRD medio y el total para un registro simulado variando
SNRfr.
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Figura 6.13. Comparación entre el PRD medio y el total para un registro real variando la
SNRfm.
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Figura 6.14. Comparación entre el PRD medio y el total para un registro real variando la SNRfr.
Los resultados obtenidos para los parámetros PRD y coeficiente de correla­
ción son igualmente significativos para señales reales y simuladas para diversos 
niveles de contribución materna y ruido gaussiano.
Hemos de hacer una aclaración sobre las Figura 6.8 y Figura 6.12, ya que 
puede parecer paradójico que los valores obtenidos para todas las gráficas sean 
prácticamente iguales para diversos valores de la SNRfr. Aunque puede parecer 
extraño a priori, no lo es ya que en estos registros el nivel de contribución ma­
terna se ha fijado a un valor de SNRfm=-15 dB, por lo que si el nivel de cance­
lación materna es igual en todos los casos los valores obtenidos serán similares 
ya que, para el cálculo de estos parámetros, estamos comparando la señal obte­
nida con el algoritmo con la señal abdominal sin componentes maternas pero sí 
con los demás tipos de ruido que puede llevar solapada. Por esta razón el nivel 
de ruido gaussiano presente en la señal abdominal antes de procesar seguirá 
apareciendo en la señal fetal obtenida, mostrando así que el algoritmo única­
mente cancela la componente materna.
Los parámetros 5 y 6 hacen referencia al cociente entre las relaciones señal 
ruido antes y después de la cancelación materna, tal como indica la expresión 
6.10
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SNRtotal _ rec
SNRcoc =  =  (6.10)
SNRtotal _ ori
La diferencia entre ambos parámetros radica en la forma de calcular la rela­
ción señal ruido. El comportamiento esperado para dicho parámetro como indi­
cador de la calidad de una señal es que, por una parte, siempre sea mayor que la 
unidad ya que al cancelar la componente materna la SNR de la señal fetal debe 
aumentar respecto de la que tenía inicialmente, y por otra parte queremos veri­
ficar si el comportamiento de ambos es similar, es decir, si podemos emplear 
cualquiera de los dos procedimientos para su cálculo, al igual que hemos com­
probado con los valores totales y medios mediante el coeficiente de correlación 
y el PRD.
En la Figura 6.15, hemos representado en el eje X la SNRcoc calculada por 
el método 1, y en el eje Y el mismo parámetro pero calculado por el método 2.
SNR
5.5
4.5
2.5
1.5
1.3 1.35 1.4 1.45 1.5 1.55 1.6 1.65 1.75
SNRcocI
Figura 6.15. Relación señal ruido cociente en registros simulados variando la SNRfm.
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Figura 6.16. Relación señal ruido cociente en registros simulados variando la SNRfr
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Figura 6.17. Relación señal ruido cociente en registros reales variando la SNRfrn.
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Figura 6.18. Relación señal ruido cociente en registros reales variando la SNRfr.
De las Figura 6.15, 6.16, 6.17 y 6.18, la principal para la interpretación de
los resultados es la 6.15. El comportamiento que esperábamos como indicador 
de la calidad de la señal se produce cuando la SNRfm está por encima de -10  
dB. Para estos valores ambos parámetros (SNRcocI y SNRcoc2) proporcionan 
información similar, como muestra la relación lineal existente entre ambos. Sin 
embargo, para valores de la SNRfm, inferiores ambos parámetros tienen un 
comportaminento distinto y para valores muy bajos (SNRfm<-20 dB) el com­
portamiento es el inverso uno del otro. En la Figura 6.16, se aprecia un com­
portamiento similar de todas las gráficas aunque variemos la SNRfr. La justifi­
cación es la misma que comentamos para el PRD y el coeficiente de correla­
ción. Lo que sí hemos de tener en cuenta es que para su obtención, la SNRfm 
estaba fijada a -15dB lo cual explica la forma de todas las gráficas, que coinci­
de con la forma de las curvas para este rango de SNRfm mostradas en Figura 
6.15.
Estos resultados, no son extraños si tenemos en cuenta las condiciones que 
debían verificar la señal y el ruido para su utilización. Las relaciones señal rui­
do a partir de las cuales se han obtenido estos parámetros cociente, debían ser 
aplicadas a un conjunto de pulsos que únicamente contuviesen una señal repeti­
tiva y ruido no correlacionado con la misma. Cuando aplicamos estas expresio­
nes a la señal abdominal antes de cancelar la componente materna tenemos
SNRfr=16
-i------------1------------1------------1------------1------------1------------1------------r
SNRcocI
SNRcoc2
_i_________i_________i_________i_________i_________i_________i_________i_________L.
T------------1------------1------------1------------1------------ 1------------1------------r
SNRcocI
SNRcoc2
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también una componente de señal materna de gran energía, cuyo grado de co­
rrelación con la señal materna no necesariamente será nulo. Esto hace que la 
condiciones de aplicación de las ecuaciones 6.5 y 6.9 estén muy alejadas de la 
aplicación que se está haciendo de ellas. Únicamente cuando la contribución 
materna es elevada el comportamiento es el esperado.
Aunque los valores obtenidos con estos coeficientes desaconsejan su uso 
para la determinación de la calidad de las señales en lo que respecta a la cance­
lación materna, los utilizaremos en una etapa final en la que nuestro objetivo 
será mejorar la SNR de la señal fetal proporcionada por el algoritmo de cance­
lación, principalmente en la disminución del ruido no correlacionado con la 
misma.
6.3. Determinación de los parámetros óptimos para la aplicación de 
las variantes del LMS.
El método del impulso correlado (ICORR) descrito, dependiendo del algo­
ritmo utilizado para la actualización de los pesos del filtro adaptatativo, da lugar 
a diversas variantes que mostramos en la Tabla 5.1. Si bien las características 
que tiene cada una de ellas ya fue comentado, no hemos establecido ningún 
criterio para la selección de los parámetros que determinan su funcionamiento.
Aunque el primer criterio que hemos de tener en cuenta es la estabilidad del 
algoritmo en cuestión, el rango de variación de los parámetros es amplio y se 
carecen de criterios adicionales para su selección. Este mismo problema se 
plantea cuando aplicamos algoritmos adaptativos o hemos de entrenar una red 
neuronal. Se recurre siempre a criterios de prueba y error para estimar los pa­
rámetros que mejoran las prestaciones del algoritmo. En nuestro caso tenemos 
un problema similar, en el que si consideramos la expresión general para las 
variantes del ICORR (ecuación 5.26) vemos que son tres parámetros los que 
hemos de determinar: constante de adaptación (p), número de promedios (M) y 
constante de momento (X). Aunque la expresión general se obtuvo utilizando 
como función que actúa sobre los errores anteriores el promediado, propusimos 
también una variante en la que se calculaba la mediana de los errores en lugar 
del promedio. En este caso M hace referencia al tamaño del vector de errores 
considerado para el cálculo de la mediana. Es decir tenemos 3 parámetros a 
determinar y 2 funciones que pueden actuar sobre los errores, que hacen un 
total de 6 combinaciones generales que dan lugar a otras muchas más si alguno 
de estos parámetros se anula.
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El estudio que a continuación vamos a realizar no pretende estimar unos pa­
rámetros exactos con los que tengamos resuelta su elección, sini estimar unas 
directrices generales que nos permitan especificar si un método es más adecua­
do en unas condiciones pero no en otras o si realmente las variantes no propor­
cionan mejoras significativas respecto al original.
La Tabla 6.2 muestra el abanico de parámetros y registros utilizados en 
nuestro análisis.
Tipo de 
Registro
Condiciones de 
simulación
Valores de los 
parámetros
Función con­
siderada
Reg.
Simulados
Reg.
Reales
SNRfm=-4:-2:-30
SNRfr=100
SNRfr=0:2:30
SNRfm=-15
p=0.01:0.01:0.2
M=0:2:10 
k=-0.2:0.1:0.2
Promedio
Mediana
Tabla 6.2. Registros y parámetros utilizados en el estudio.
La notación v a lo r  J n i c ia l ’.in c r e m e n to w á lo r  J in a l , ha sido utilizada en la tabla an­
terior para indicar el rango de variación de los parámetros. En cuanto a los re­
gistros, tanto simulados como reales, en lugar de realizar todas las combinacio­
nes posibles de la SNRfm y SNRfr indicadas, hemos fijado una de ellas y he­
mos variado la otra. Tendremos un total de 30 registros reales y otros tantos 
simulados. Sobre cada uno de ellos evaluaremos todas las combinaciones posi­
bles de los parámetros (jll, M y A,) utilizando el promediado y la mediana. Te­
nemos un total de 1200 combinaciones posibles para cada uno de los registros, 
que en total asciende a 32000 pruebas.
Para evaluar la calidad de las señales obtenidas en cada una de estas pruebas 
se han calculado todos los parámetros indicados en el apartado anterior pero, de 
acuerdo con las conclusiones que ya hemos comentado, hemos utilizado única­
mente el coeficiente de correlación y el PRD para determinar los parámetros y 
variantes más adecuadas. Dado que el estudio lo vamos a hacer en paralelo con 
registros simulados y reales, y el gran número de datos disponibles resulta 
complejo hacer un análisis global, vamos a utilizar representaciones gráficas ya 
que en ellas se pueden extraer conclusiones mucho más rápidamente y a poste- 
riori indicaremos los valores numéricos.
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En las gráficas que mostramos a continuación, el eje X representa una 
de las combinaciones de parámetros empleados en la simulación. A priori, no 
podemos saber a que tríada de parámetros (X, M, p), corresponde un determina­
do valor del eje X. Esto es así, ya que aunque en el proceso de simulación, la 
velocidad de variación de los mismos es en orden creciente; es decir, el pará­
metro p es el que varía más rápido, análogo a lo que ocurre cuando tenemos tres 
bucles encajonados siendo el de X el más externo, para facilitar la interpretación 
de las gráficas, los datos se han reordenado adecuadamente de manera que el 
parámetro más externo sea siempre el que estamos analizando.
En el eje Y representamos el coeficiente de correlación medio, tal como co­
mentamos en el apartado anterior. Las gráficas correspondientes al PRD no se 
han mostrado, ya que además de duplicar el número de figuras totales, sabemos 
que la información suministrada es la misma que el coeficiente de correlación, 
con la ventaja adicional de que el valor de este último está acotado.
Cada una de las figuras siguientes contiene un total de 14 curvas de distintos 
colores, si varía la SNRfm, ó 16 si lo que varía es la SNRfr. Todas las gráficas 
tienen una líneas verticales que separan valores constantes del parámetro consi­
derado. Por ejemplo, si estamos analizando los efectos de M, como los posibles 
valores son {0,2,4,6,8,10}, se mostrarán 5 líneas. Análogamente para el resto de 
parámetros.
En primer lugar vamos a comparar los resultados obtenidos al aplicar la me­
diana y el promediado. Para ello mostraremos simultáneamente los coeficientes 
de correlación obtenidos en ambos casos. En la Figura 6.19 se muestra este pa­
rámetro utilizando el promedio (trazos en color) y la mediana (trazos disconti­
nuos) variando la SNRfm. En la Figura 6.20 presentamos una ampliación de 
anterior para apreciar esto más claramente. En las Figura 6.21 y Figura 6.22 
hemos hecho el mismo tipo de representación pero variando la SNRfr. Los re­
sultados obtenidos con los ficheros simulados son similares, por esta razón no 
los mostramos. La utilización del promediado proporciona mejores resultados 
que la mediana en todas las condiciones analizadas. Sólo cuando M aumenta 
(M=8 ó M=10), los resultados son más parecidos.
En lo sucesivo nos vamos a centrar únicamente en las técnicas de promedia­
do. El primer paso que vamos a considerar es determinar el número de prome­
dios que proporciona mejores resultados. En la Figura 6.23 mostramos los re­
sultados al variar la SNRfm. Las curvas obtenidas no experimentan cambios 
apreciables ya que, aunque variemos el número de promedios, todas las curvas
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son casi horizontales sin apreciar valores de M para los que el coeficiente de 
correlación es mayor. En la Figura 6.24 el parámetro que hemos variado es la 
SNRfr. En este caso sí se aprecian cambios. Valores de M por debajo de 6 son 
los que proporcionan valores mayores del coeficiente de correlación. Luego en 
el análisis posterior nos vamos a restringir a estos valores de M.
Ahora vamos a analizar el efecto del parámetro p. Siguiendo un procedi­
miento análogo al de las Figura 6.25 y Figura 6.26 deducimos que valores en el 
rango [0.01,0.1], son los que proporcionan valores más altos de dicho coefi­
ciente. Este resultado ocurre independientemente de las SNRfm y SNRfr consi­
deradas. Hemos de indicar que, en este caso, el rango del eje X es la mitad ya 
que hemos restringido M al 50% de los casos considerados inicialmente.
Si restringimos los valores de ambos parámetros (M y p) y analizamos los 
efectos del valor de la constante de momento obtenemos las Figura 6.27 y 
Figura 6.28. Los efectos sobre el coeficiente de correlación son casi inaprecia­
bles. Se observa un ligero incremento de este parámetro para los valores más 
altos de X al variar la SNRfm, pero los resultados empeoran al variar la SNRfr, 
La opción más recomendable es tomar este parámetro como 0.
De los resultados anteriores concluimos que el rango de parámetros para los 
que nuestro algoritmo proporciona mejores resultados son los mostrados en la 
Tabla 6.3.
Parámetro Rango
[0.01,0.1]
M [1,4]
X 0
Tabla 6.3. Rango de los parámetros con mejores resultados.
Es decir, de las variantes consideradas es el ALMS el más adecuado, siendo 
sus diferencias respecto al algoritmos básico mayores con niveles de ruido 
gaussiano elevados.
6-24
Análisis del Electo de M
V W V '
n ín v ^
600
Figura 6.19. Comparación promediado(trazo continuo)-mediana(trazo discontinuo) variando la
SNRfm.
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Figura 6.20. Comparación promediado mediana-variando la SNRfm (Ampliación de la Figura
6.19)
6-25
Análisis del Efecto de M
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Figura 6.21. Comparación promediado-mediana variando la SNRfr.
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Figura 6.22. Comparación promediado-mediana variando la SNRfm (Ampliación de la Figura
6 .21).
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Figura 6.24. Análisis del efecto de M al variar la SNRfr.
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Figura 6.23. Análisis del efecto de M al variar la SNRfm.
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Figura 6.25. Análisis del efecto de al variar la SNRfm.
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Figura 6.27. Análisis del efecto de X al variar la SNRfr.
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6.4. Determinación de la estructura más adecuada par la red FIR.
Como indicamos en el capítulo 5, la aplicación de la red fir al problema del 
electrocardiograma fetal, implicaba, la determinación de la estructura, y el nú­
mero de retardos en cada un de las capas. La estructura utilizada es lxNxMxl, 
y el número de retardos es i:j:k. Para determinar los valores que hemos de utili­
zar de estos parámetros y analizar si existe una dependencia entre las caracte­
rísticas del registro como la SNRfm y SNRfr y la topología de la red hemos 
hecho un estudio de los mismo utilizando registros obtenidos del simulador (por 
repetición de pulsos y a partir de derivaciones reales).
En esta etapa volvemos a hacer uso del coeficiente de correlación para eva­
luar la calidad de las señales obtenidas con cada topología. Los registros y ran­
go de variación de los parámetros utilizados se muestran en la Tabla 6.5.
Tipo de Registro Condiciones de 
simulación
Valores de los 
parámetros
Reg. Simulados 
Reg. Reales
SNRfm=-5:-5:-30
SNRfr={5,10,15,100}
U=0.01:0.01:0.06
M=2:l:6
N=2:l:6
i={l,2,3)
j={l,2,3}
k={l,2,3|
Tabla 6.4. Registros y parámetros empleados para la determinación de la topología de la red.
En la Tabla 6.5, mostramos la tabla de resultados obtenidos al analizar la 
topología. El número de registro indicado coincide con el número que asigna­
mos a los simulados. Cuando el registro es real, los parámetros con los que se 
ha generado son los mismos, para que los resultados sean comparables. Hemos 
denotado con i:j:k los retardos de cada una de las capas, y con M y Nías neuro­
nas de las capas ocultas. Con las referencias _r, _s, indicamos si se trata de un 
registro real o simulado. La columna E_r, E_s indican el número de época5 en 
la que se ha obtenido este valor.
5 El proceso de entrenamiento implica introducir a la red el registro varias veces actualizando 
los coeficientes de los pesos, cada una de las iteraciones es lo que se denomina época.
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SNRfm Reg Ms Ns Mr Nr i_s j_s k_s i_r j_r k_r E_s E_r SNRfr
-5
1 3 2 3 3 1 1 2 1 1 1 4 8 100
4 2 3 3 2 1 1 1 1 1 1 8 5 15
7 3 2 3 3 1 1 1 2 1 1 9 11 10
10 3 2 3 3 1 2 1 1 1 1 3 8 5
-10
13 2 2 2 3 1 1 1 1 1 1 14 15 100
16 2 2 3 3 1 1 1 1 1 1 7 13 15
19 3 2 3 3 1 1 1 1 1 1 9 14 10
22 2 3 3 3 1 1 1 1 1 1 16 15 5
-15
25 3 3 3 2 1 1 1 1 1 1 5 15 100
28 3 3 3 3 1 1 1 1 1 1 8 4 15 :
31 3 2 2 2 1 1 1 1 1 1 8 11 10
34 3 2 2 2 1 1 1 1 1 1 10 15 5
-20
37 3 2 3 3 1 1 1 2 1 2 8 9 100
40 2 3 3 2 1 1 1 1 1 1 20 13 15
43 2 3 3 3 1 1 1 2 2 1 9 10 10
46 3 3 2 2 1 1 1 1 2 1 8 15 5 i
-25
49 3 2 3 2 1 1 2 1 2 60 15 100
52 3 2 2 3 2 1 1 2 1 2 60 15 15
55 2 3 2 3 1 1 1 2 1 2 60 15 10 :
58 3 2 3 3 1 1 1 2 2 1 60 13 5
-30
61 3 3 3 3 1 1 1 2 1 1 10 14 100
64 3 2 3 2 1 1 1 2 2 1 60 12 15
67 3 2 2 2 1 1 1 2 2 1 60 15 10
70 3 2 3 3 2 2 1 2 2 1 52 15 5
Tabla 6.5. Resultados obtenidos para la determinación de la topología de la red FIR
Los resultados obtenidos indican que el número de retardos que ha propor­
cionado mejores resultados es 1:1:1 en la mayoría de los casos. A medida que la 
SNRfm disminuye, el número de retardos aumenta para aumentar la compleji­
dad de la red y por tanto el número de grados de libertar que permitirán un me­
jor ajuste. Algo análogo ocurre con el número de épocas en el que se consigue 
el máximo. Sin embargo, para valores SNRfm>-25dB, en tomo a las 15 épocas 
son suficientes para un correcto entrenamiento.
En cuanto al número de neuronas en las capas ocultas, se ha comprobado que 
aumentar su número por encima de 2 ó 3, incrementa la complejidad pero no
6-31
proporciona mejoras significativas respecto a una red con un número de neuro­
nas más bajo. Un factor mucho más importante es el número de retardos. Los 
coeficientes de correlación obtenidos en el proceso de entrenamiento, son muy 
próximos a la unidad salvo cuando la SNRfm es muy baja, tal como se muestra 
en la Figura 6.29.
Coel. de correlación reg. simulados
0.95
0.9
0.85
0.8
0.75
Coef. de correlación reg. reales
0.99
0.98
0.97
0.96
0.95
30 40
Número de registro
Figura 6.29. Coeficientes de correlación obtenidos con los registros simulados y reales cuando
la topología es la óptima.
En las Figura 6.30 y Figura 6.31 hemos representado un registro real con 
SNRfm=-20dB y SNRfr=5dB modificando el número de retardos de la red, para 
un número de épocas fijo e igual a 25. Si pasamos de 1:1:1 a 2:2:2 retardos, 
vemos como los residuos matemos de la señal fetal recuperada son más visi­
bles, si bien la red sigue funcionando adecuadamente.
En las Figura 6.32 y Figura 6.33 hemos utilizado el mismo registro pero mo­
dificando el número de neuronas en la capa oculta, con los mismos retardos que 
en las gráficas anteriores. Los resultados obtenidos son casi iguales a los obte­
nidos con un número de neuronas en la capa oculta menor.
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Figura 6.30. Resultados de la red FIR. Estructura Ix2x3xl, 1:1:1
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Figura 6.31. Resultados de la red FIR. Estructura Ix2x3xl, 2:2:2
ROJO= SEÑAL ABDOMINAL 
VERDE=ERROR 
 AZUL=SALIDA DE LA RED
SEÑAL ABDOMINAL 
VERDE=ERROR 
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Figura 6.32. Resultados de la red FIR. Estructura Ix5x6xl, 1:1:1
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Figura 6.33. Resultados de la red FIR. Estructura Ix5x6xl, 2:2:2
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De la simulación concluimos que una estructura Ix2x3xl con un número de 
retardos 1:1:1, es una buena opción para la red. Para poner de manifiesto esto 
hemos aplicado dicha red sobre el registro real horner, con los resultados que 
se muestran en la Figura 6.34, en los que apreciamos la correcta cancelación de 
la señal materna.
0.8
0.6
0.4
-  ROJO=SENAL ABDOMINAL
  VERDE=ERROR
  AZUL=SALIDA DE LA RED0.2
- 0.2
-0 .4
- 0 . 6  L
3.5 3.55 3.6 3.7 3.75 3.8 3.85365
X 104
Figura 6.34. Resultados de la red FIR. Estructura Ix2x3xl, 1:1:1. Registro horner.
6.5. Comparación entre los resultados proporcionados por ambos 
algoritmos.
Una vez hemos determinado la variante del Impulso correlado (ICORR) y la 
topología de la red FIR que proporcionan mejores resultados vamos a comparar 
ambos algoritmos entre sí. Para ello hemos fijado los parámetros de ambos al­
goritmos con los valores que se indican en la Tabla 6.6.
Algoritmo Parámetros
ICORR p=0.04 M=3 ?i=0
Red FIR Ix2x3xl 1:1:1 H=0.01
Tabla 6.6. Parámetros utilizado en la comparación ICORR-Red FIR
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Con estos parámetros hemos realizado un barrido con registros del simulador, 
(SNRfm=-4:-2:-30, SNRfr=0:2:30) y calculado el coeficiente de correlación 
medio entre las señales obtenidas por cada uno de los algoritmos y las señales 
que teóricamente hemos de obtener. En las Figura 6.35 y Figura 6.36 mostra­
mos los resultados obtenidos para registros simulados y reales respectivamente. 
El eje X de las gráficas hace referencia al número de registro simulado. En total 
tenemos 224 registros ya que en este caso sí hemos tenido en cuenta todas las 
combinaciones posibles de ambos parámetros.
Aunque este tipo de comparaciones es difícil de realizar ya que no podemos 
asegurar que los parámetros seleccionados sean los que mejores resultados van 
a proporcionar en todas las condiciones, puede servimos para comprobar a 
grosso modo el comportamiento de ambos en las mismas condiciones.
Comparación ICORR-Red FIR registros simulados
0.8
1
8
0.6
  ICORR
—  Red Fir0.4
0.2
50 100 150 200
Figura 6.35. Comparación entre el método ICORR y la red FIR con registros simulados.
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Comparación ICORR-Red FIR registros reales
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Figura 6.36. Comparación entre el método ICORR y la red FIR con registros reales.
En general los resultados proporcionados por la red FIR son peores que los 
del ICORR, salvo cuando la SNRfm es elevada6 y la relación contribución de 
ruido gaussiano es baja. En estos casos la red da mejores resultados. En la prác­
tica la mejor opción será aplicar ambos algoritmos y considerar la señal de sali­
da que, por inspección visual, tenga mayor calidad.
6.6. Aplicación sobre registros reales: limitaciones de los algorit­
mos propuestos.
Aunque los resultados proporcionados por los algoritmos sobre registros 
simulados son buenos, la comprobación final de su funcionamiento debe hacer­
se sobre registros reales. De esta manera comprobaremos si los resultados son 
extrapolables y nuestro método de simulación adecuado. Las gráficas que mos­
tramos a continuación se han obtenido utilizando los mismos parámetros que en 
el apartado anterior, ya que teóricamente son los que mejor funcionarán. Los 
registros utilizados son: horner, m exl, ft22 y pt25.2. En este punto el único
6 De igual forma que hemos hecho en gráficas anteriores, las líneas verticales separan valores 
constantes de la SNRfm.
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criterio que podemos emplear para indicar que algoritmo funciona mejor es la 
inspección visual de las señales obtenidas. En particular, no fijaremos en los 
posibles residuos del complejo QRS materno en la señal abdominal ya que es 
donde las diferencias son más significativas.
En estos registros los niveles de ruido gaussiano son elevados por lo que en 
ocasiones dichos residuos matemos van a ser comparables a los niveles de mido 
y como consecuencia indistinguibles.
0.15 
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0.05 
0
-0.05 
-0.1
4 4.05 4.1 4.15 4.2 4.25 4.3 4.35 4.4 4.45
X 10*
Resultado obtenido con Red Fir. Registro horner
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x 104
Figura 6.37. Señales recuperadas con ambos métodos. Registro horner.
Resultado obtenido con ICORR. Registro horner
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Resultado obtenido con ICORR. Registro mex1
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Resultado obtenido con Red Fir. Registro mexl
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Figura 6.38. Señales recuperadas con ambos métodos. Registro m e x l .
Resultado obtenido con ICORR. Registro ft22
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Resultado obtenido con Red Fir. Registro ft22
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Figura 6.39. Señales recuperadas con ambos métodos. Registro ft22.
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Resultado obtenido con Red Fir. Registro pt25.2
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Figura 6.40. Señales recuperadas con ambos métodos. Registro pt25.2.
En las Figura 6.37 y Figura 6.38 observamos que ambos algoritmos consi­
guen buenos niveles de cancelación materna. Para facilitar la inspección hemos 
marcado los picos de los complejos QRS matemos en la señal obtenida. Los 
residuos son más importantes cuando el algoritmo utilizado es el basado en la 
red FIR.
En las Figura 6.39 y Figura 6.40, las diferencias entre los resultados propor­
cionados por ambos algoritmos son mucho más significativas. De hecho la red 
proporciona muy malos resultados; sin embargo, la razón de este comporta­
miento está justificada. En los registros ft22 y pt25.2, durante el proceso de 
adquisición de las señales se utilizó la opción de filtrado pasa-alta análogico en 
la derivación abdominal para disminuir las oscilaciones de la línea base que en 
muchas ocasiones saturaban nuestro amplificador. En consecuencia, la forma de 
onda materna presente en la derivación torácica y abdominal tiene formas dis­
tintas. Por esta razón la salida proporcionada por la red se asemeja a la compo­
nente materna abdominal y el proceso de cancelación falla. Este efecto no se 
produce al aplicar el método ICORR ya que los patrones matemos que se van a 
utilizar para la cancelación se derivan de la forma de onda materna en la señal 
abdominal, y la torácica únicamente se emplea para localizar la posición apro­
ximada de los pulsos matemos. En este aspecto el algoritmo ICORR presenta
Resultado obtenido con ICORR. Registro pt25.2
i --------1--------1--------1--------1--------1--------1----
_l I_________ J__________I__________I__________L_ _l_______ I_______ l_
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unas prestaciones superiores al la red FIR, ya que su funcionamiento se basa 
casi únicamente en la derivación abdominal. Como contrapartida, el ICORR 
necesita un detector de QRS que determina su comportamiento, aunque al utili­
zar la derivación torácica para su utilización, la localización de estos complejos 
puede hacerse con mucha precisión. ~
.................................................................... I : . '
6.7. Mejora de la SNR de las señales fetales obtenidas.
Como norma general, podemos decir que si la señal fetal no es visible en la 
derivación abdominal antes de la cancelación materna, es difícil que posterior­
mente pueda ser obtenida. En el mejor de los casos, la señal fetal recuperada se 
caracteriza por tener una SNR baja aunque existen procedimientos con lo que se 
puede mejorar su calidad, disminuyendo el nivel de ruido gaussiano.
La técnica utilizada habitualmente para mejorar la calidad de la señal es rea­
lizar un promediado de los pulsos fetales obtenidos y así disminuir la presencia 
de ruido no correlacionado de la señal. Esto permite obtener un pulso patrón 
sobre el que se pueden realizar medidas de amplitudes, áreas, etc. Este proce­
dimiento implica la localización de los complejos QRS fetales de la señal que 
hemos obtenido, tarea que en la mayoría de las ocasiones es difícil de llevar a 
cabo ya que muchos de los algoritmos de detección propuestos para derivacio­
nes electrocardiográficas convencionales fallan si se aplican a estos registros 
tan ruidosos. No obstante hay múltiples estudios sobre algoritmos de detección 
aplicados a este tipo de registros (Wheeler 1978), (Azevedo 1980), (Park 1989), 
(Tal 1990), (Phoenix 1991), (Park 1992), (Genevier 1995), (Echeverría 1996)
Una crítica que, en ocasiones, se hace a esta técnica es que únicamente pro­
porciona un pulso promedio, ya que lo más interesante sería poder disponer de 
la forma de onda completa de la señal fetal. Ya que la forma óptima de mejorar 
la SNR es el promediado lineal pero en éste se pierde información de las varia­
ciones que la forma de onda va experimentando, y que una alternativa es el 
promediado exponencial, el mismo algoritmo utilizado para la cancelación de la 
señal materna mediante la técnica del ICORR nos puede servir para la mejora 
de la SNR. La utilización del algoritmo para realizar esta tarea sólo precisa de 
un detector de QRS de los complejos fetales para generar los instantes de rege­
neración.
La estructura utilizada es la misma que para el algoritmo de cancelación pero 
ahora la señal fetal es utilizada como entrada deseada. La señal que ahora es de 
nuestro interés es la salida del filtro adaptativo, y(n), ya que en ésta se almacena
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el promediado exponencial de los pulsos de la señal fetal. La Figura 6.41 
muestra el sistema completo de cancelación y mejora de la relación señal ruido 
fetal.
AECG
TECG x(n)={0,0>l,0,...,0,U..}
FECG baja SNR
FECG SNR mejoraday(n)x(n)={0,0,l,0,".,0,l,...} FA
FA
Detector
QRS
Detector
QRS
Figura 6.41. Estructura para cancelar la componente materna y mejorar la SNR de la señal fetal
obtenida.
En la Figura 6.42 mostramos el efecto de aplicar este método sobre un regis­
tro simulado. Se han seleccionado algunos de los últimos pulsos en los que se 
aprecia el efecto de reducción del ruido. La señal de color azul, (proporcionada 
por el algoritmo de cancelación materna) presenta unos niveles de ruido 
gaussiano y residuos de la señal materna apreciables, que prácticamente desapa­
recen. La señal obtenida (color rojo) tiene una gran similitud con el registro real 
utilizado para su extracción. En la Figura 6.43 mostramos el resultado obtenido 
con el registro mexl en el que se aprecia claramente esta mejora.
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Figura 6.42. Mejora de la SNRfetal en un registro simulado con SNRfm=-10 y SNRfr=5.
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Figura 6.43 Mejora de la SNR fetal en el registro m exl.

Conclusiones.
En la presente tesis doctoral hemos abordado el problema de la extracción 
del electrocardiograma fetal desde la etapa de adquisición de los registros hasta 
la obtención de una señal fetal abdominal libre de componentes maternas en la 
que la relación señal ruido ha sido mejorada. Los apartados en los que se ha 
hecho más hincapié han sido el preprocesado de la señal, y las técnicas de can­
celación materna, donde se han propuesto dos nuevos métodos. Las conclusio­
nes obtenidas en todo el proceso se reseñan a continuación:
• Es necesario disponer de un sistema de adquisición con un alto nivel de am­
plificación (>10000) y un elevado CMRR (>100dB) para registrar la señal 
fetal. Debe permitir intercalar etapas de filtrado con diferentes frecuencias de 
corte para reducir el nivel de oscilaciones de la línea base cuando éstas son 
severas, circunstancia que debe tenerse en cuenta en la utilización que se ha­
ga posteriormente de estos registros.
•  Se debe realizar una preparación de la piel de la paciente antes de colocar los 
electrodos para disminuir la resistencia de la piel y por tanto del nivel de rui­
do.
• No existe una colocación estándar de los electrodos que nos asegure el re­
gistro de la actividad fetal. Se utilizará un técnica de prueba y error para de­
terminar la localización más idónea.
• Es imprescindible una relajación total de la paciente, y una posición lo más 
cómoda posible. De lo contrario, los niveles de electromiograma serán muy 
importantes y las oscilaciones de la línea base llegarán a saturar el amplifi­
cador.
• La señal fetal debe ser discemible en el registro abdominal antes de realizar 
ningún tipo de procesado. En caso contrario ésta no podrá ser obtenida a 
posteriori.
• La mayor parte de los algoritmos utilizados en la extracción del electrocar­
diograma fetal necesita una etapa de preprocesado para eliminar las oscila­
ciones de la línea base y el ruido de red.
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• Si la señal abdominal presenta niveles muy elevados de electromiograma, es 
preferible repetir la adquisición, ya que en estos casos es imposible distinguir 
los picos debidos al ruido de los complejos QRS fetales.
• Para la eliminación de las oscilaciones de la línea base, es importante que el 
filtro tenga fase lineal. La utilización de filtros con fase no lineal o con una 
frecuencia de corte superior a los 0.5 Hz distorsionará la señal fetal y limita­
rán el uso que posteriormente podremos hacer de ella.
• De los métodos de eliminación de las oscilaciones de la línea base analiza­
dos, el que mejores prestaciones proporciona, con una baja carga computa- 
cional, es el filtro FIR diseñado utilizando técnicas de filtrado de tasa múlti­
ple, aunque presenta un elevado retardo de grupo.
• Si el CMRR del amplificador están por encima de los lOOdB, los niveles de 
ruido de red presentes en las señales son muy bajos.
• La gran estabilidad de la frecuencia de red no justifica la utilización de un 
filtro adaptativo, pues supone una derivación adicional. El empleo de un 
elimina-banda estrecho ha producido resultados igualmente satisfactorios. Si 
el rango de variación de la frecuencia de red es elevado (>5%) el filtro 
adaptativo es la mejor opción.
• Aunque el promediado lineal proporciona la mayor mejora de la SNR, si 
fijamos el número de pulsos promediados (promediado de ventana móvil), el 
promediado exponencial, con una adecuada elección de la constante puede 
proporcionar los mismos niveles de mejora de la SNR y adaptación a los 
cambios en la señal de entrada con menores requerimientos de memoria.
• La utilización de la descomposición en valores singulares, como técnica al­
ternativa al promediado no está justificada, pues los resultados son práctica­
mente idénticos con una carga computacional mucho mayor.
• No parece viable la utilización de técnicas de extracción que utilicen un nú­
mero elevado de electrodos, por la incomodidad que suponen para la pa­
ciente y la dificultad para su localización.
• De las técnicas que utilizan un número de derivaciones reducido, la basadas 
en filtros adaptativos y resta de un pulso materno promediado son las que
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mejores resultados proporcionan y que mayor repercusión han tenido en el 
número de publicaciones realizadas.
• El método del impulso correlado supone una combinación técnicas basadas 
en filtros adaptativos, que tienen en cuenta la no estacionariedad de la señal, 
con las basadas en resta de patrones.
• El procedimiento ICORR utiliza únicamente dos derivaciones aunque podría 
funcionar correctamente sólo con una abdominal.
• El patrón materno que se va restando se va actualizando progresivamente por 
lo que se tiene en cuenta las variaciones que esta señal va experimentando.
• La utilización de una constante de adaptación variable mejora la respuesta 
del algoritmo ICORR disminuyendo el transitorio.
• La correlación como herramienta para la correcta localización de los puntos 
de regeneración proporciona un promediado de los pulso más correcto, dis­
minuyendo el efecto de filtrado pasa-baja derivado de un mal alineamiento.
• Es necesaria la utilización de señales simuladas, en las que controlemos la 
contribución de los diversos tipos de ruido para verificar el adecuado funcio­
namiento de los algoritmos y la determinación de los parámetros de uso más 
idóneos.
• El coeficiente de correlación y el PRD son buenos indicadores para determi­
nar el funcionamiento de los algoritmos de extracción cuando utilizamos se­
ñales simuladas.
• De las variantes del algoritmo ICORR propuestas, los mejores resultados se 
obtienen con la variante promediado con un valor de M entre 1 y 4 y un va­
lor de |li< 0 .1 .
• El uso de una constante de adaptación de 0.04 con el promediado exponen­
cial es equivalente a un promediado de ventana móvil de unos 40 pulsos (Fi­
gura 3.27) con los mismos niveles de mejora de la SNR y unos requeri­
mientos de memoria mucho menores.
• La inclusión de un término de momento no tiene efectos significativos en el 
funcionamiento del algoritmo.
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• El ICORR tiene una gran dependencia con la correcta localización de los 
puntos de regeneración, directamente relacionados con el detector de QRS 
materno; sin embargo, esto no supone problemas ya que se dispone de una 
señal torácica de gran calidad sobre la que actúa dicho detector.
• El proceso de resta de patrones puede producir discontinuidades en la señal 
fetal si las amplitudes del pulso promedio en los extremos son muy distintas. 
Este error se corrige añadiendo un nivel de cero igual al promedio de estos 
valores, si bien su efecto en registros reales no es significativo ya que los ni­
veles de ruido gaussiano presentes son superiores a esta discontinuidad.
• Aunque la determinación de la longitud e inicio del patrón materno se ha 
realizado para cada registro, es posible utilizar valores fijos de £<z=200 ms y 
Lp=400 ms.
• La utilización de la red FIR como generalización de un sistema adaptativo 
con registros reales ha proporcionado buenos niveles de cancelación en re­
gistros reales.
• El uso de registros simulados es el único procedimiento para determinar la 
topología y número de retardos más adecuados para esta red.
• No existe una relación entre las características del registro y la topología y 
número de retardos que mejores resultados proporcionan.
• El funcionamiento de la red FIR está fuertemente ligado a los órdenes de los 
vectores de pesos, mientras que modificaciones en el número de neuronas en 
las capas ocultas no suponen cambios apreciables en los resultados.
• Una estructura 1 x 2 x 2 x 1 con 1:1:1 retardos es la red que mejores presta­
ciones ha mostrado.
• Un estudio comparativo entre el ICORR y la red FIR ha proporcionado re­
sultados superiores para el primer método en la mayor parte de los registros. 
Sólo cuando la SNRfm es elevada y la SNRfr es muy baja, la red FIR es su­
perior; sin embargo estas condiciones son las más improbables en un caso 
real.
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• Para la correcta aplicación de la red FIR es necesario que exista una elevada 
correlación entre la señal materna de referencia y la componente materna 
presente en la derivación abdominal, de lo contrario el procedimiento no 
funciona.
• El método ICORR no necesita que las formas de onda de la señal materna en 
ambas derivaciones sean muy parecidas ya que la señal torácica únicamente 
se utiliza para localizar los complejos QRS.
• Los resultados obtenidos por los algoritmos con los registros simulados han 
sido verificados con registros reales apreciándose un comportamiento simi­
lar, lo cual indica la importancia de utilizar señales simuladas y el correcto 
funcionamiento del simulador.
• El procedimiento ICORR puede ser utilizado para mejorar la SNR de la se­
ñal fetal, permitiendo obtener una señal fetal continua. El principal problema 
para su uso es la localización de los complejos QRS fetales para determinar 
la posición de los puntos de regeneración.
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Proyección futura
A la vista del trabajo desarrollado en la presente tesis sobre el tema de elec­
trocardiografía fetal se presentan algunos puntos de interés para su futura in­
vestigación:
• Se debe hacer un estudio de algoritmos para la detección de complejos QRS 
fetales o bien utilizar una señal auxiliar como la proporcionada por un eco- 
cardiográfo para su localización ya que la mejora en la SNR de la seña fetal 
depende de ello.
• Dada la baja carga computacional del algoritmo, podría iplementarse un 
prototipo que proporcionase una señal fetal en tiempo real.
• Estudiar el funcionamiento del sistema en un entorno clínico-hospitalario, 
sobre un número elevado de pacientes, incorporando las mejoras sugeridas 
por los usuarios finales (personal médico y pacientes).
• La utilización de técnicas basadas en electrocardiografía fetal permitiría abrir 
un nuevo campo en la monitorización fetal de larga duración, análoga a los 
registros Holter en un adulto, ya que no se suministra ningún tipo de energía 
al feto, a diferencia de lo que ocurre en la ecocardiografía Doppler.
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Apéndice.
La siguiente tabla muestra las características de los registros, simulados por 
repetición de pulsos, que hemos denominado regN, siendo N un número com­
prendido entre 1 y 216.
Estos registros se han generado de acuerdo con las especificaciones dadas en 
la Tabla 2.5
N= 1 bw= 0 SNRfm= -5 SNRfr= 100 SNRfe= 100
N= 2 bw= 0 SNRfm= -5 SNRfr= 100 SNRfe= 5
N= 3 bw= 0 SNRfm= -5 SNRfr= 100 SNRfe= 0
N= 4 bw= 0 SNRfm= -5 SNRfr= 15 SNRfe= 100
N= 5 bw= 0 SNRfm= -5 SNRfr= 15 SNRfe= 5
N= 6 bw= 0 SNRfm= -5 SNRfr= 15 SNRfe= 0
N= 7 bw= 0 SNRfm= -5 SNRfr= 10 SNRfe= 100
N= 8 bw= 0 SNRfm= -5 SNRfr= 10 SNRfe= 5
N= 9 bw= 0 SNRfm= -5 SNRfr= 10 SNRfe= 0
N= 10 bw= 0 SNRfm= -5 SNRfr= 5 SNRfe= 100
N= 11 bw= 0 SNRfm= -5 SNRfr= 5 SNRfe= 5
N= 12 bw= 0 SNRfm= -5 SNRfr= 5 SNRfe= 0
N= 13 bw= 0 SNRfm= -10 SNRfr= 100 SNRfe= 100
N= 14 bw= 0 SNRfm= -10 SNRfr= 100 SNRfe= 5
N= 15 bw= 0 SNRfm= -10 SNRfr= 100 SNRfe= 0
N= 16 bw= 0 SNRfm= -10 SNRfr= 15 SNRfe= 100
N= 17 bw= 0 SNRfm= -10 SNRfr= 15 SNRfe= 5
N= 18 bw= 0 SNRfm= -10 SNRfr= 15 SNRfe= 0
N= 19 bw= 0 SNRfm= -10 SNRfr= 10 SNRfe= 100
N= 20 bw= 0 SNRfm= -10 SNRfr= 10 SNRfe= 5
N= 21 bw= 0 SNRfm= -10 SNRfr= 10 SNRfe= 0
N= 22 bw= 0 SNRfm= -10 SNRfr= 5 SNRfe= 100
N= 23 bw= 0 SNRfm= -10 SNRfr= 5 SNRfe= 5
N= 24 bw= 0 SNRfm= -10 SNRfr= 5 SNRfe= 0
N= 25 bw= 0 SNRfm= -15 SNRfr= 100 SNRfe= 100
N= 26 bw= 0 SNRfm= -15 SNRfr= 100 SNRfe= 5
N= 27 bw= 0 SNRfm= -15 SNRfr= 100 SNRfe= 0
N= 28 bw= 0 SNRfm= -15 SNRfr= 15 SNRfe= 100
N= 29 bw= 0 SNRfm= -15 SNRfr= 15 SNRfe= 5
A-l
N= 30 bw= 0 SNRfm= -15 SNRfr= 15 SNRfe= 0
N= 31 bw= 0 SNRfm= -15 SNRfr= 10 SNRfe= 100
N= 32 bw= 0 SNRfm= -15 SNRfr= 10 SNRfe= 5
N= 33 bw= 0 SNRfm= -15 SNRfr= 10 SNRfe= 0
N= 34 bw= 0 SNRfm= -15 SNRfr= 5 SNRfe= 100
N= 35 bw= 0 SNRfm= -15 SNRfr= 5 SNRfe= 5
N= 36 bw= 0 SNRfm= -15 SNRfr= 5 SNRfe= 0
N= 37 bw= 0 SNRfm= -20 SNRfr= 100 SNRfe= 100
N= 38 bw= 0 SNRfm= -20 SNRfr= 100 SNRfe= 5
N= 39 bw= 0 SNRfm= -20 SNRfr= 100 SNRfe= 0
N= 40 bw= 0 SNRfm= -20 SNRfr= 15 SNRfe= 100
N= 41 bw= 0 SNRfm= -20 SNRfr= 15 SNRfe= 5
N= 42 bw= 0 SNRfm= -20 SNRfr= 15 SNRfe= 0
N= 43 bw= 0 SNRfm= -20 SNRfr= 10 SNRfe= 100
N= 44 bw= 0 SNRfm= -20 SNRfr= 10 SNRfe= 5
N= 45 bw= 0 SNRfm= -20 SNRfr= 10 SNRfe= 0
N= 46 bw= 0 SNRfm= -20 SNRfr= 5 SNRfe= 100
N= 47 bw= 0 SNRfm= -20 SNRfr= 5 SNRfe= 5
N= 48 bw= 0 SNRfm= -20 SNRfr= 5 SNRfe= 0
N= 49 bw= 0 SNRfm= -25 SNRfr= 100 SNRfe= 100
N= 50 bw= 0 SNRfm= -25 SNRfr= 100 SNRfe= 5
N= 51 bw= 0 SNRfm= -25 SNRfr= 100 SNRfe= 0
N= 52 bw= 0 SNRfm= -25 SNRfr= 15 SNRfe= 100
N= 53 bw= 0 SNRfm= -25 SNRfr= 15 SNRfe= 5
N= 54 bw= 0 SNRfm= -25 SNRfr= 15 SNRfe= 0
N= 55 bw= 0 SNRfm= -25 SNRfr= 10 SNRfe= 100
N= 56 bw= 0 SNRfm= -25 SNRfr= 10 SNRfe= 5
N= 57 bw= 0 SNRfm= -25 SNRfr= 10 SNRfe= 0
N= 58 bw= 0 SNRfm= -25 SNRfr= 5 SNRfe= 100
N= 59 bw= 0 SNRfm= -25 SNRfr= 5 SNRfe= 5
N= 60 bw= 0 SNRfm= -25 SNRfr= 5 SNRfe= 0
N= 61 bw= 0 SNRfm= -30 SNRfr= 100 SNRfe= 100
N= 62 bw= 0 SNRfm= -30 SNRfr= 100 SNRfe= 5
N= 63 bw= 0 SNRfm= -30 SNRfr= 100 SNRfe= 0
N= 64 bw= 0 SNRfm= -30 SNRfr= 15 SNRfe= 100
N= 65 bw= 0 SNRfm= -30 SNRfr= 15 SNRfe= 5
N= 66 bw= 0 SNRfm= -30 SNRfr= 15 SNRfe= 0
N= 67 bw= 0 SNRfm= -30 SNRfr= 10 SNRfe= 100
N= 68 bw= 0 SNRfm= -30 SNRfr= 10 SNRfe= 5
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N= 69 bw= 0 SNRfm= -30 SNRfr= 10 SNRfe= 0
N= 70 bw= 0 SNRfm= -30 SNRfr= 5 SNRfe= 100
N= 71 bw= 0 SNRfm= -30 SNRfr= 5 SNRfe= 5
N= 72 bw= 0 SNRfm= -30 SNRfr= 5 SNRfe= 0
N= 73 bw= 11 SNRfm= -5 SNRfr= 100 SNRfe= 100
N= 74 bw= 11 SNRfm= -5 SNRfr= 100 SNRfe= 5
N= 75 bw= 11 SNRfm= -5 SNRfr= 100 SNRfe= 0
N= 76 bw= 11 SNRfm= -5 SNRfr= 15 SNRfe= 100
N= 77 bw= 11 SNRfm= -5 SNRfr= 15 SNRfe= 5
N= 78 bw= 11 SNRfm= -5 SNRfr= 15 SNRfe= 0
N= 79 bw= 11 SNRfm= -5 SNRfr= 10 SNRfe= 100
N= 80 bw= 11 SNRfm= -5 SNRfr= 10 SNRfe= 5
N= 81 bw= 11 SNRfm= -5 SNRfr= 10 SNRfe= 0
N= 82 bw= 11 SNRfm= -5 SNRfr= 5 SNRfe= 100
N= 83 bw= 11 SNRfm= -5 SNRfr= 5 SNRfe= 5
N= 84 bw= 11 SNRfm= -5 SNRfr= 5 SNRfe= 0
N= 85 bw= 11 SNRfm= -10 SNRfr= 100 SNRfe= 100
N= 86 bw= 11 SNRfm= -10 SNRfr= 100 SNRfe= 5
N= 87 bw= 11 SNRfm= -10 SNRfr= 100 SNRfe= 0
N= 88 bw= 11 SNRfm= -10 SNRfr= 15 SNRfe= 100
N= 89 bw= 11 SNRfm= -10 SNRfr= 15 SNRfe= 5
N= 90 bw= 11 SNRfm= -10 SNRfr= 15 SNRfe= 0
N= 91 bw= 11 SNRfm= -10 SNRfr= 10 SNRfe= 100
N= 92 bw= 11 SNRfm= -10 SNRfr= 10 SNRfe= 5
N= 93 bw= 11 SNRfm= -10 SNRfr= 10 SNRfe= 0
N= 94 bw= 11 SNRfm= -10 SNRfr= 5 SNRfe= 100
N= 95 bw= 11 SNRfm= -10 SNRfr= 5 SNRfe= 5
N= 96 bw= 11 SNRfm= -10 SNRfr= 5 SNRfe= 0
N= 97 bw= 11 SNRfm= -15 SNRfr= 100 SNRfe= 100
N= 98 bw= 11 SNRfm= -15 SNRfr= 100 SNRfe= 5
N= 99 bw= 11 SNRfm= -15 SNRfr= 100 SNRfe= 0
N= 100 bw= 11 SNRfm= -15 SNRfr= 15 SNRfe= 100
N= 101 bw= 11 SNRfm= -15 SNRfr= 15 SNRfe= 5
N= 102 bw= 11 SNRfm= -15 SNRfr= 15 SNRfe= 0
N= 103 bw= 11 SNRfm= -15 SNRfr= 10 SNRfe= 100
N= 104 bw= 11 SNRfm= -15 SNRfr= 10 SNRfe= 5
N= 105 bw= 11 SNRfm= -15 SNRfr= 10 SNRfe= 0
N= 106 bw= 11 SNRfm= -15 SNRfr= 5 SNRfe= 100
N= 107 bw= 11 SNRfm= -15 SNRfr= 5 SNRfe= 5
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N= 108 bw= 11 SNRfm= -15 SNRfr= 5 SNRfe= 0
N= 109 bw= 11 SNRfm= -20 SNRfr= 100 SNRfe= 100
N= 110 bw= 11 SNRfm= -20 SNRfr= 100 SNRfe= 5
N= 111 bw= 11 SNRfm= -20 SNRfr= 100 SNRfe= 0
N= 112 bw= 11 SNRfm= -20 SNRfr= 15 SNRfe= 100
N= 113 bw= 11 SNRfm= -20 SNRfr= 15 SNRfe= 5
N= 114 bw= 11 SNRfm= -20 SNRfr= 15 SNRfe= 0
N= 115 bw= 11 SNRfm= -20 SNRfr= 10 SNRfe= 100
N= 116 bw= 11 SNRfm= -20 SNRfr= 10 SNRfe= 5
N= 117 bw= 11 SNRfm= -20 SNRfr= 10 SNRfe= 0
N= 118 bw= 11 SNRfm= -20 SNRfr= 5 SNRfe= 100
N= 119 bw= 11 SNRfm= -20 SNRfr= 5 SNRfe= 5
N= 120 bw= 11 SNRfm= -20 SNRfr= 5 SNRfe= 0
N= 121 bw= 11 SNRfm= -25 SNRfr= 100 SNRfe= 100
N= 122 bw= 11 SNRfm= -25 SNRfr= 100 SNRfe= 5
N= 123 bw= 11 SNRfm= -25 SNRfr= 100 SNRfe= 0
N= 124 bw= 11 SNRfm= -25 SNRfr= 15 SNRfe= 100
N= 125 bw= 11 SNRfm= -25 SNRfr= 15 SNRfe= 5
N= 126 bw= 11 SNRfm= -25 SNRfr= 15 SNRfe= 0
N= 127 bw= 11 SNRfm= -25 SNRfr= 10 SNRfe= 100
N= 128 bw= 11 SNRfm= -25 SNRfr= 10 SNRfe= 5
N= 129 bw= 11 SNRfm= -25 SNRfr= 10 SNRfe= 0
N= 130 bw= 11 SNRfm= -25 SNRfr= 5 SNRfe= 100
N= 131 bw= 11 SNRfm= -25 SNRfr= 5 SNRfe= 5
N= 132 bw= 11 SNRfm= -25 SNRfr= 5 SNRfe= 0
N= 133 bw= 11 SNRfm= -30 SNRfr= 100 SNRfe= 100
N= 134 bw= 11 SNRfm= -30 SNRfr= 100 SNRfe= 5
N= 135 bw= 11 SNRfm= -30 SNRfr= 100 SNRfe= 0
N= 136 bw= 11 SNRfm= -30 SNRfr= 15 SNRfe= 100
N= 137 bw= 11 SNRfm= -30 SNRfr= 15 SNRfe= 5
N= 138 bw= 11 SNRfm= -30 SNRfr= 15 SNRfe= 0
N= 139 bw= 11 SNRfm= -30 SNRfr= 10 SNRfe= 100
N= 140 bw= 11 SNRfm= -30 SNRfr= 10 SNRfe= 5
N= 141 bw= 11 SNRfm= -30 SNRfr= 10 SNRfe= 0
N= 142 bw= 11 SNRfm= -30 SNRfr= 5 SNRfe= 100
N= 143 bw= 11 SNRfm= -30 SNRfr= 5 SNRfe= 5
N= 144 bw= 11 SNRfm= -30 SNRfr= 5 SNRfe= 0
N= 145 bw= 12 SNRfm= -5 SNRfr= 100 SNRfe= 100
N= 146 bw= 12 SNRfm= -5 SNRfr= 100 SNRfe= 5
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N= 147 bw= 12 SNRfm= -5 SNRfr= 100 SNRfe= 0
N= 148 bw= 12 SNRfm= -5 SNRfr= 15 SNRfe= 100
N= 149 bw= 12 SNRfm= -5 SNRfr= 15 SNRfe= 5
N= 150 bw= 12 SNRfm= -5 SNRfr= 15 SNRfe= 0
N= 151 bw= 12 SNRfm= -5 SNRfr= 10 SNRfe= 100
N= 152 bw= 12 SNRfm= -5 SNRfr= 10 SNRfe= 5
N= 153 bw= 12 SNRfm= -5 SNRfr= 10 SNRfe= 0
N= 154 bw= 12 SNRfm= -5 SNRfr= 5 SNRfe= 100
N= 155 bw= 12 SNRfm= -5 SNRfr= 5 SNRfe= 5
N= 156 bw= 12 SNRfm= -5 SNRfr= 5 SNRfe= 0
N= 157 bw= 12 SNRfm= -10 SNRfr= 100 SNRfe= 100
N= 158 bw= 12 SNRfm= -10 SNRfr= 100 SNRfe= 5
N= 159 bw= 12 SNRfm= -10 SNRfr= 100 SNRfe= 0
N= 160 bw= 12 SNRfm= -10 SNRfr= 15 SNRfe= 100
N= 161 bw= 12 SNRfm= -10 SNRfr= 15 SNRfe= 5
N= 162 bw= 12 SNRfm= -10 SNRfr= 15 SNRfe= 0
N= 163 bw= 12 SNRfm= -10 SNRfr= 10 SNRfe= 100
N= 164 bw= 12 SNRfm= -10 SNRfr= 10 SNRfe= 5
N= 165 bw= 12 SNRfm= -10 SNRfr= 10 SNRfe= 0
N= 166 bw= 12 SNRfm= -10 SNRfr= 5 SNRfe= 100
N= 167 bw= 12 SNRfm= -10 SNRfr= 5 SNRfe= 5
N= 168 bw= 12 SNRfm= -10 SNRfr= 5 SNRfe= 0
N= 169 bw= 12 SNRfm= -15 SNRfr= 100 SNRfe= 100
N= 170 bw= 12 SNRfm= -15 SNRfr= 100 SNRfe= 5
N= 171 bw= 12 SNRfm= -15 SNRfr= 100 SNRfe= 0
N= 172 bw= 12 SNRfm= -15 SNRfr= 15 SNRfe= 100
N= 173 bw= 12 SNRfm= -15 SNRfr= 15 SNRfe= 5
N= 174 bw= 12 SNRfm= -15 SNRfr= 15 SNRfe= 0
N= 175 bw= 12 SNRfm= -15 SNRfr= 10 SNRfe= 100
N= 176 bw= 12 SNRfm= -15 SNRfr= 10 SNRfe= 5
N= 177 bw= 12 SNRfm= -15 SNRfr= 10 SNRfe= 0
N= 178 bw= 12 SNRfm= -15 SNRfr= 5 SNRfe= 100
N= 179 bw= 12 SNRfm= -15 SNRfr= 5 SNRfe= 5
N= 180 bw= 12 SNRfm= -15 SNRfr= 5 SNRfe= 0
N= 181 bw= 12 SNRfm= -20 SNRfr= 100 SNRfe= 100
N= 182 bw= 12 SNRfm= -20 SNRfr= 100 SNRfe= 5
N= 183 bw= 12 SNRfm= -20 SNRfr= 100 SNRfe= 0
N= 184 bw= 12 SNRfm= -20 SNRfr= 15 SNRfe= 100
N= 185 bw= 12 SNRfm= -20 SNRfr= 15 SNRfe= 5
N= 186 bw= 12 SNRfm= -20 SNRfr= 15 SNRfe= 0
N= 187 bw= 12 SNRfm= -20 SNRfr= 10 SNRfe= 100
N= 188 bw= 12 SNRfm= -20 SNRfr= 10 SNRfe= 5
N= 189 bw= 12 SNRfm= -20 SNRfr= 10 SNRfe= 0
N= 190 bw= 12 SNRfm= -20 SNRfr= 5 SNRfe= 100
N= 191 bw= 12 SNRfm= -20 SNRfr= 5 SNRfe= 5
N= 192 bw= 12 SNRfm= -20 SNRfr= 5 SNRfe= 0
N= 193 bw= 12 SNRfm= -25 SNRfr= 100 SNRfe= 100
N= 194 bw= 12 SNRfm= -25 SNRfr= 100 SNRfe= 5
N= 195 bw= 12 SNRfm= -25 SNRfr= 100 SNRfe= 0
N= 196 bw= 12 SNRfm= -25 SNRfr= 15 SNRfe= 100
N= 197 bw= 12 SNRfm= -25 SNRfr= 15 SNRfe= 5
N= 198 bw= 12 SNRfm= -25 SNRfr= 15 SNRfe= 0
N= 199 bw= 12 SNRfm= -25 SNRfr= 10 SNRfe= 100
N= 200 bw= 12 SNRfm= -25 SNRfr= 10 SNRfe= 5
N= 201 bw= 12 SNRfm= -25 SNRfr= 10 SNRfe= 0
N= 202 bw= 12 SNRfm= -25 SNRfr= 5 SNRfe= 100
N= 203 bw= 12 SNRfm= -25 SNRfr= 5 SNRfe= 5
N= 204 bw= 12 SNRfm= -25 SNRfr= 5 SNRfe= 0
N= 205 bw= 12 SNRfm= -30 SNRfr= 100 SNRfe= 100
N= 206 bw= 12 SNRfm= -30 SNRfr= 100 SNRfe= 5
N= 207 bw= 12 SNRfm= -30 SNRfr= 100 SNRfe= 0
N= 208 bw= 12 SNRfm= -30 SNRfr= 15 SNRfe= 100
N= 209 bw= 12 SNRfm= -30 SNRfr= 15 SNRfe= 5
N= 210 bw= 12 SNRfm= -30 SNRfr= 15 SNRfe= 0
N= 211 bw= 12 SNRfm= -30 SNRfr= 10 SNRfe= 100
N= 212 bw= 12 SNRfm= -30 SNRfr= 10 SNRfe= 5
N= 213 bw= 12 SNRfm= -30 SNRfr= 10 SNRfe= 0
N= 214 bw= 12 SNRfm= -30 SNRfr= 5 SNRfe= 100
N= 215 bw= 12 SNRfm= -30 SNRfr= 5 SNRfe= 5
N= 216 bw= 12 SNRfm= -30 SNRfr= 5 SNRfe= 0
Además de estos registros, que por comodidad fueron generados y almace­
nados en CD-ROM, en el capítulo 6 se ha utilizado un gran número de registros 
simulados generados durante el tiempo de ejecución del programa y posterior­
mente borrados.
Los registro reales utilizados en esta tesis, son de muy diversa procedencia. 
A continuación describimos las características de cada uno de ellos. En algunos
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casos esta información no fue proporcionada, razón por la cual no se muestra. 
En general se trata de registros formados por dos derivaciones, una torácica y 
otra abdominal. Vamos a distinguir entre los registros adquiridos con nuestro 
sistema de adquisición y los proporcionados por otros investigadores. En todos 
los casos la frecuencia de muestreo es de 1 KHz salvo en el registro multideri- 
vacional que es de 500 Hz.
En algunos casos no hemos hecho una referencia explícita a estos registros 
en los capítulos de la tesis, principalmente porque su comportamiento era aná­
logo al de otros registros e incluirlos únicamente aumentaba el número de gráfi­
cas sin proporcionar información adicional, si bien han servido para comprobar 
el correcto funcionamiento de los algoritmos que hemos propuesto.
Registros proporcionados por otros investigadores:
Nombre Observaciones
horner Registro proporcionado por el profesor Steve Horner del 
Department of Electrical Engineering, Bucknell Univer- 
sity Lewisburg, PA
abboud Registro proporcionado por el profesor Shimon Abboud 
del Department of Biomedical Engineering, 
The Iby and Aladar Fleischman Faculty of Engineering 
Tel Aviv University
mexl Registro proporcionado por el profesor Juan Echevarría 
de la Universidad Autónoma Metropolitana de Ciudad 
de México.
Es un registro adquirido con 41 semanas de gestación 
utilizando un filtro pasa alta a 10Hz
mex2 La misma procedencia y modo de adquisición del ante­
rior pero corresponde a un feto de 32 semanas de gesta­
ción
Registro mul- 
tiderivacional
Registro formado por 5 derivaciones abdominales y 3 
torácicas. (fm=500 Hz). Este registro es de libre distri­
bución y se puede encontrar en: 
ftp://ftp.esat.kuleuven.ac.be/SISTA/data/biomedical/ 
foetal ecg.dat.gz
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Registros adquiridos con nuestro sistema de adquisición.
Los registros que citamos a continuación fueron adquiridos por la Dra. Mar­
tínez, durante las revisiones ginecológicas habituales, a embarazadas que se 
prestaron voluntariamente. El criterio utilizado para nombrar los registros es la 
inicial del nombre y primer apellido seguido de las semanas de gestación. Si se 
adquirió más de un registro se incluye una extensión que indica el número de 
adquisición.
Aunque el número de registros es mucho mayor únicamente hemos incluido 
aquellos en los que la señal fetal se observa sin realizar ningún tipo de procesa­
do, y el registro abdominal no se ha saturado en ningún momento.
Nombre Observaciones
ac33
Filtrado pasa-alta fc=0.05 Hz. 
(posición A del selector)
ac39
fg37
jg24
pl38
ft22
Filtrado pasa-alta fc=4Hz 
(posición B del selector)
pt25
Pt25.2
jg25
m i
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