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1 Introduction
Nonlinear panel data models are important in microeconometric applications. They provide
flexible modeling tools and allow researchers to account for unobserved heterogeneity through
individual specific effects. Examples of such models include, among others, probit, logit,
Poisson, negative binomial, proportional hazard, tobit, and quantile regression. Nevertheless,
incorporating individual-specific fixed effects (FE) into these frameworks results in models
whose dimension depends on the number of individuals, and thus grows with sample size; this
raises some important issues for the asymptotic analysis of the FE estimators. As first noted
by Neyman and Scott (1948), leaving the individual heterogeneity unrestricted in a nonlinear
or dynamic panel model can result in inconsistent estimators of the common parameters due
to the incidental parameters problem. Consistency can be recovered in settings where it
is possible to remove individual-specific effects by a transformation or when the number of
individuals, n, and the number of time periods, T , jointly go to infinity.
The nonlinear panel data literature has shown that n/T → 0 is a sufficient condition
to obtain asymptotic (unbiased) normality of nonlinear panel data FE estimators under
smoothness conditions on the objective function.1 We refer the reader to Arellano and Hahn
(2007), Arellano and Bonhomme (2011), and Ferna´ndez-Val and Weidner (2017) for reviews
of the literature.2
An important class of nonlinear panel data models is quantile regression (QR). Panel QR
models have provided a valuable method of statistical analysis and recent examples of their
application include instrumental variables models [e.g., Chetverikov, Larsen, and Palmer
(2016), Galvao (2011), Harding and Lamarche (2009)], nonseparable models with time homo-
geneity [Chernozhukov, Ferna´ndez-Val, Hoderlein, Holzmann, and Newey (2015) and Cher-
nozhukov, Ferna´ndez-Val, Hahn, and Newey (2013)], censored regression models [Galvao,
Lamarche, and Lima (2013), Wang and Fygenson (2009)], nonlinear models [Arellano and
Bonhomme (2016)], interactive effects [Harding and Lamarche (2014)], and growth charts
[Wei and He (2006)], amongst many others.3 Unfortunately, as in most of the nonlinear panel
1Under an asymptotic framework where both the numbers of individuals and time periods grow at the
same rate, it is possible to show that the fixed effects estimator for smooth objective functions has a limiting
normal distribution with non-zero mean.
2Important work in this literature include, among others, Kiviet (1995), Phillips and Moon (1999),
Lancaster (2000), Hahn and Kuersteiner (2002), Lancaster (2002), Arellano (2003), Alvarez and Arellano
(2003), Li, Lindsay, and Waterman (2003), Hahn and Newey (2004), Woutersen (2004), Carro (2007), Bester
and Hansen (2009), Ferna´ndez-Val (2009), Hahn and Kuersteiner (2011), Ferna´ndez-Val and Lee (2013),
Dhaene and Jochmans (2015), Ferna´ndez-Val and Weidner (2016).
3For other recent developments in panel data QR, see e.g., Canay (2011), Graham, Hahn, Poirier, and
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data literature, transformations to remove the unobserved individual effects are not available
for QR models. Thus, FE panel data QR suffers from the incidental parameters problem
and large n, T asymptotics must be employed in the analysis. Galvao and Wang (2015)
consider such asymptotics and derive sufficient conditions for consistency and asymptotic
normality of the minimum distance (MD-QR) estimator. The MD-QR estimator is shown to
be asymptotically normal under the stringent condition that n2(log n)(log T )2/T → 0, and
T →∞ as n→∞.4 This requirement is much more restrictive than what is usually required
in the standard literature on nonlinear panel data models under smooth conditions.
The substantial discrepancy between existing conditions that guarantee asymptotic nor-
mality of panel data QR and other nonlinear panel models gives rise to the following question:
are the restrictive conditions imposed in the QR literature really necessary, or are these con-
ditions rather an artifact of the proof techniques employed so far?5 Answering this question
is of central importance to the panel data QR literature and will have profound implications
for the recommendation that econometricians can give to practitioners when it comes to the
set of tools that should be used in the analysis of panel data with moderate length. If indeed
the conditions required for QR turn out to be substantially more restrictive compared to
other nonlinear models, it limits substantially the application of QR to panels that have only
modest time dimension compared to the cross sectional dimension.
The main contribution of this paper is to provide an answer to the question posed above.
We prove that asymptotic normality of the MD-QR estimator continues to hold provided
that n(log T )2/T → 0. This significantly improves upon the previous condition available
in the literature, n2(log n)(log T )2/T → 0, and shows that QR is applicable to the same
type of panels as other nonlinear models. We also establish consistency of the asymptotic
variance-covariance matrix of the MD-QR estimator under the sample size growth rates,
this allows the construction of simple to implement inference procedures based on the Wald
statistic. We also provide a complete set of corresponding results under conditions that allow
for temporal dependence of observations within individuals, thus encompassing a large class
of possible empirical applications.
While the results that we obtain are close to what is established in most of the nonlinear
Powell (2016), Su and Hoshino (2016), Galvao and Kato (2016), and Harding and Lamarche (2017). Galvao
and Kato (2017) review the QR methods for panel (longitudinal) data.
4Kato, Galvao, and Montes-Rojas (2012) analyze the FE-QR estimator in which individual effects are
introduced through dummy variables. They require a similar stringent growth condition on n and T .
5The source of this stronger requirement is the lack of smoothness of the QR objective function, which
implies that classical higher-order expansions are not valid.
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panes data literature under smooth conditions, we would like to emphasize that the method
of proof is rather different. The main difficulty stems from the non-smooth objective function
which renders most of the usual techniques (which crucially rely on Taylor expansions of the
objective function) inapplicable. A key insight in the proofs is a detailed analysis of the
expected values of remainder terms in the classical Bahadur representation for QR, while
previous approaches (including Kato, Galvao, and Montes-Rojas (2012) and Galvao and
Wang (2015)) focused on the stochastic order of those remainder terms. A similar analysis
was previously performed in Volgushev, Chao, and Cheng (2017) for general QR models
with growing dimension under the assumption of independent and identically distributed
observations. The proofs involve subtle empirical process arguments, and extending those
results to settings with dependent data requires a substantial amount of work. An additional
complication in the present setting is due to the estimated weights for the panel MD-QR
estimator, which also depend on estimates of the quantile coefficients in a non-smooth way.
This poses additional challenges in the asymptotic analysis.
Finally, we conduct Monte Carlo simulations to study the finite sample properties of the
MD-QR estimator and verify our theory. The numerical experiments confirm the theoretical
findings.
The rest of the paper is organized as follows. Section 2 describes the QR model and
the estimator. Section 3 contains the asymptotic results, theory in the independent case
is presented in Section 3.2 while Section 3.3 considers extensions to temporal dependence
within individuals. In Section 4 we present the Monte Carlo experiments and conclude in
Section 5. All proofs are collected in the Appendix.
2 The model and estimator
Assume that we have observations (Yit,Xit)i=1,..,n,t=1,...,T where Yit denotes the response vari-
able for individual i at observation period t and Xit denotes the corresponding p-dimensional
vector of explanatory variables. In this paper, we use a quantile regression (QR) panel data
model with fixed effects (FE) to describe the influence of Xit on the response Yit. This model
takes the form
qi,τ (Xit) = αi0(τ) +X
>
itβ0(τ), t = 1, ...T, i = 1, ..., n, (1)
where qi,τ (Xit) = inf{Y : Pr(Yit < Y |Xit) ≥ τ} is the conditional τ -quantile of Yit given
Xit. Here β0(τ) denotes the vector of common slope coefficients while αi0(τ) is a quantile-
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specific individual effect, which is intended to capture individual specific sources of variability,
or unobserved heterogeneity that was not adequately controlled by other covariates in the
model. In what follows, we will also use the notation γi0(τ) = (αi0(τ),β0(τ)
>)> and Z>it =
(1,X>it). This model is semiparametric in the sense that the functional form of the conditional
distribution of Yit given Xit is left unspecified and no parametric assumption is made on the
relation between Xit and αi0.
To estimate the panel QR model, Koenker (2004) considers the individual dummy vari-
ables estimator, which is a natural analog of the dummy variables estimator for the standard
FE mean regression model. However, in contrast to mean regression, there is no general trans-
formation that can suitably eliminate the individual specific effects in the FE-QR estimator,
and hence one is required to deal directly with the full problem. In typical applications, the
number of individuals can be large and FE-QR estimator involves optimization with large
number of parameters to be estimated, which makes the problem computationally cumber-
some, and often intractable. Motivated by the practical implementation challenges of the
FE-QR, we consider a simple to implement and efficient QR minimum distance (MD) es-
timator for panels with fixed effects to estimate the common parameter of interest β(τ).6
As in Galvao and Wang (2015), we use a minimum distance quantile regression (MD-QR)
estimator, β̂MD(τ), defined as follows
β̂MD(τ) =
(
n∑
i=1
V −1i
)−1 n∑
i=1
V −1i β̂i(τ), (2)
where β̂i(τ) is the slope coefficient estimator from each individual QR problem using the
time-series data, i.e.
γ̂i(τ) = (α̂i(τ), β̂i(τ)) := arg min
(αi,βi)∈R×Rp
1
T
T∑
t=1
ρτ (Yit − αi −X>itβi),
where ρτ (u) := {τ −1(u ≤ 0)}u is the check function as in Koenker and Bassett (1978), and
Vi denotes the associated variance-covariance matrix of β̂i(τ) for each individual.
However, in applications, the estimator β̂MD, defined in equation (2), is infeasible unless
Vi is known for every individual. The feasible estimator is defined with each Vi replaced by
6The MD estimation is a flexible methodology and has been largely applied to panel data problems,
examples, among others, include Swamy (1970), Chamberlain (1982, 1984), Ahn and Schmidt (1995), Hsiao,
Pesaran, and Tahmiscioglu (2002), Hsiao (2003), Pesaran (2006), Lee, Moon, and Weidner (2012), and Moon,
Shum, and Weidner (2017).
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its corresponding consistent estimators V̂i, such that the MD-QR is given by
β̂MD(τ) =
(
n∑
i=1
V̂ −1i
)−1 n∑
i=1
V̂ −1i β̂i(τ). (3)
This feasible two-step estimator can be implemented by obtaining, in the first step, consistent
estimates for the slope coefficients and their associated variance-covariance matrices, V̂i. One
can obtain such estimates from the standard QR algorithm for each individual separately.
In the second step the estimated Vi’s are substituted into (2) which results in (3). The
specific form of V̂i depends on the assumption on the dependence across individuals, detailed
expressions for such estimators will be provided later.
3 Asymptotic theory
In this section, we investigate the asymptotic properties of the MD-QR estimator (3). We
begin by stating and discussing a set of basic assumptions that will be used throughout the
remaining part of this paper. In Section 3.2 we discuss the asymptotic distribution of the
feasible MD-QR estimator given in (3) under the additional assumption that data within
individuals are independent. An extension of those results to the case where temporal
dependence of observations within individuals is allowed is provided in Section 3.3.
3.1 Basic assumptions
Throughout the paper, we use the following notations: for a square matrix A, let ‖A‖ denote
the maximal absolute eigenvalue of A, while for a vector v, ‖v‖ denotes the usual Euclidean
norm. Recall that Z>it = (1,X
>
it) is a vector of dimension p+ 1 and let Z denote the support
of Zit. We make the following assumptions.
(A0) The processes {(Yit,Xit) : t ∈ Z} are strictly stationary for each i and independent
across i.
(A1) Assume that ‖Zit‖ ≤ M < ∞, and that cλ ≤ λmin(E[ZitZ>it ]) ≤ λmax(E[ZitZ>it ]) ≤ Cλ
holds uniformly in i for some fixed constants cλ > 0 and M,Cλ <∞.
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(A2) The conditional distribution FYi1|Zi1(y|z) is twice differentiable w.r.t. y, with the cor-
responding derivatives fYi1|Zi1(y|z) and f ′Yi1|Zi1(y|z). Assume that
fmax := sup
i
sup
y∈R,z∈Z
|fYi1|Zi1(y|z)| <∞,
and
f ′ := sup
i
sup
y∈R,z∈Z
|f ′Yi1|Zi1(y|z)| <∞.
(A3) Denote by T an open neighborhood of τ . Assume that uniformly across i, there exists
a constant fmin < fmax such that
0 < fmin ≤ inf
i
inf
η∈T
inf
z∈Z
fYi1|Zi1(qi,η(z)|z),
where qi,η(z) is the conditional η quantile of Yi1 given Zi1 = z.
Condition (A0) assumes that the data are independent across individuals, and strictly
stationary within each individual. Additional assumptions on the temporal dependence
within individuals will be added later when we state the corresponding results. Condition
(A1) poses a boundedness condition on the norm of the regressors, which is also standard
in the literature, see for instance Koenker (2004); Kato, Galvao, and Montes-Rojas (2012);
Galvao and Wang (2015). Condition (A1) also assures that the eigenvalues of E[ZitZ>it ] are
bounded away from zero and infinity uniformly across i, similar assumptions were made in
Chao, Volgushev, and Cheng (2017); Belloni, Chernozhukov, Chetverikov, and Ferna´ndez-
Val (2017). Conditions (A2) and (A3) restrict the smoothness and the boundedness of the
conditional distribution, the density and its derivatives. The same type of assumption has
been imposed in Galvao and Wang (2015). Chao, Volgushev, and Cheng (2017) and Belloni,
Chernozhukov, Chetverikov, and Ferna´ndez-Val (2017) also make similar assumptions when
deriving Bahadur representations for QR estimators in a setting without panel data.
3.2 The independent case
The main contribution of this section is to provide new insights on the asymptotic properties
of the feasible version of the MD-QR estimator in (3) under the assumption that data are
independent and identically distributed (i.i.d.) within individuals. We are able to consider-
ably improve the existing conditions on n, T , thus reconciling asymptotic results in the panel
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data QR and nonlinear panel literature.
To complete the computation of the MD-QR estimator in (3) we need an estimate V̂i.
Assuming that data within individuals are i.i.d., the asymptotic covariance matrix of γ̂i(τ)
takes the form Vi = B
−1
i AiB
−1
i where
Ai := τ(1− τ)E[Zi1Z>i1], Bi = E[fY |Z(qi,τ (Zi1) | Zi1)Zi1Z>i1]. (4)
A common way to estimate Vi uses the Hendricks-Koenker sandwich covariance matrix esti-
mator (Hendricks and Koenker (1991)) which takes the following form
V̂iT := B̂
−1
iT ÂiT B̂
−1
iT , (5)
with
B̂iT :=
1
T
T∑
t=1
f̂itZitZ
>
it , ÂiT := τ(1− τ)
1
T
T∑
t=1
ZitZ
>
it ,
f̂it :=
2dT
Z>it(γ̂i(τ + dT )− γ̂i(τ − dT ))
.
Here dT denotes a smoothing parameter that should converge to zero at an appropriate rate
in order to guarantee consistency of B̂iT , which is imposed in assumption (A4) below.
Given the definitions above, we consider the following MD-QR estimator
β̂MD(τ) =
( n∑
i=1
ŴiT
)−1 n∑
i=1
ŴiT β̂i(τ), (6)
where ŴiT is the lower p× p sub-matrix of V̂ −1iT in (5). Since consistency of a closely related
estimator (the only difference is the form of the variance estimators ŴiT ) was established
in Galvao and Wang (2015), we focus on conditions which ensure asymptotic normality. In
addition to (A0)-(A3), in this section we will consider the following assumption:
(A4) Assume that for each i, the observations are (Xit, Yit)t=1,...,T are i.i.d. across t. More-
over, assume that dT = o(1), as T →∞ and
n(log T )2
T
= o(1),
log T
Td2T
= o(1).
Condition (A4) excludes temporal dependence. In Section 3.3, we extend the results to
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the dependent case under suitable mixing conditions as in Hahn and Kuersteiner (2011).7
The asymptotic normality of the MD-QR estimator is formalized in the next theorem.
Theorem 1. Assume that (A0)–(A4) hold and let Wi denote the lower p × p sub-matrix
of V −1i = BiA
−1
i Bi. Assume that Σ1 := limn→∞(
1
n
∑n
i=1Wi)
−1 exists and is a well-defined
positive definite matrix. In that case we have
√
nT (β̂MD(τ)− β0(τ)) D−→ N
(
0,Σ1
)
. (7)
An important by product of the proof of Theorem 1 is that we are able to estimate the
asymptotic variance-covariance matrix, Σ1, consistently, uniformly over a growing number
of individuals. More precisely, we obtain the following result.
Lemma 1. Under the conditions of Theorem 1, we have maxi=1,...,n ‖B̂iT −Bi‖ = oP (1) and
maxi=1,...,n ‖ÂiT − Ai‖ = oP (1). Moreover, Σ̂1 := ( 1n
∑n
i=1 ŴiT )
−1 is a consistent estimator
for Σ1.
The result in Lemma 1 allows for the construction of simple to implement inference
procedures based on the Wald statistic.
Remark 1. In the proof of Theorem 1 in the Appendix (see Lemma 6), we also provide uni-
form convergence rates and Bahadur representations of the estimators ÂiT , B̂iT . Those results
directly yield a corresponding uniform rate and Bahadur representation for the Hendricks-
Koenker covariance matrix estimator V̂ −1it . This result may be of independent interest.
The proof of Theorem 1 contains ideas that are, to the best of our knowledge, not present
in the existing literature. We highlight the main steps in the following remark.
Remark 2. Theorem 1 shows asymptotic normality of β̂MD under the assumption n(log T )
2/T =
o(1), which considerably relaxes previous conditions of the form n2(log n)(log T )2/T = o(1)
(see Galvao and Wang (2015)). The crucial insight for providing the improved condition
comes from a closer analysis of the remainder term in the Bahadur representation for β̂MD
β̂MD(τ)− β0(τ) = 1
n
n∑
i=1
Wi
1
T
T∑
t=1
φi,τ (Zit, Yit) +
1
n
n∑
i=1
rn,i(τ) + op
( 1√
nT
)
, (8)
7The independence assumption is used mainly to apply some standard stochastic inequalities; our results
are extended in Section 3.3 to the dependent case by replacing these stochastic inequalities by those that
hold under suitable dependence conditions.
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where φi,τ (Zit, Yit) denotes the last p entries of B
−1
i Zit(1(Yit ≤ qi,τ (Zit)) − τ). Previous
approaches bound the sum of remainder terms 1
n
∑n
i=1 rn,i(τ) by supi |rn,i(τ)|, which is of
order OP ((log T )
b/T 3/4) for some constant b. The power of T in this bound cannot be
improved, which seems to suggest that in order to obtain unbiased asymptotic normality the
condition supi |rn,i(τ)| = oP ((nT )−1/2) needs to be imposed. This gave rise to the condition
n2(log n)(log T )2/T = o(1) in Galvao and Wang (2015).
The intuitive reason for why this approach results in conditions that are too strong is
that the remainder terms rn,i can be viewed as independent (across i) random vectors, and
thus the order of their mean is governed by their expected values, while the variance is of
the order n−1 supi V ar(rn,i(τ)) = o((nT )
−1/2). In order to make this intuition precise, we
need to derive a more detailed expansion for β̂MD(τ) − β0(τ) which allows to bound the
expected values of the remainder terms. To achieve this, we start by deriving a Bahadur
type expansion for the estimated weights which takes the form (see equation (23) in the
Appendix)
ŴiT −WiT = 1
T
∑
t
ηiT (Zit, Yit) +R3i,
where ηiT (Zit, Yit) are centered random variables with (ηiT (Zit, Yit))t=1,...,T i.i.d. for all i and
the remainder terms R3i are small in a suitable sense. A similar expansion is derived for the
estimators β̂i which is given by (see Lemma 4 in the Appendix)
β̂i(τ)− βi0(τ) = 1
T
T∑
t=1
φiT (Zit, Yit) +R
(1)
iT (τ) +R
(2)
iT (τ),
where again φiT (Zit, Yit) are i.i.d. and centered, R
(2)
iT (τ) are ‘small’ uniformly, and E[R
(1)
iT (τ)]
is ‘small’. Combining the two representations above yields the representation in (8), and a
detailed analysis of all remainder terms shows that, in fact, supi
∥∥∥E[rn,i(τ)]∥∥∥ = O(log T/T ),
which gives rise to the less restrictive condition log T/T = o((nT )−1/2).
We conclude this section by remarking that the idea of analyzing expected values of
remainder terms when aggregating QR from subsets was also used in Volgushev, Chao, and
Cheng (2017). However, the setting we consider here is different from the latter paper since
we also need to take into account the ŴiT which also depend on β̂i(τ ± dT ) in a non-smooth
way. This considerably complicates the asymptotic analysis.
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3.3 The dependent case
In this section we extend the asymptotic results provided in Section 3.2 settings where we
allow for dependence across time while still maintaining independence across individuals.
We continue to use notations introduced in the previous section. In order to construct
the MD-QR estimator with dependent data, we need to account for the dependence when
estimating the covariance matrix. To this end we extend the Hendricks-Koenker estimator
in the previous section. Note that the limiting variance of γ̂i in the dependent case takes
the form V˜i = B
−1
i A˜iB
−1
i where Bi is the same as in the independent case (see (4)) and
A˜i := τ(1− τ)E[Zi1Z>i1] +
∞∑
j=1
E(wi1w>i1+j + wi1+jw>i1),
with wit := Zit(τ − 1(Yit ≤ qi,τ (Zit)). This motivates the following estimator of the limiting
variance matrix of γ̂i(τ)
V˜iT := B̂
−1
iT A˜iT B̂
−1
iT , (9)
where B̂iT :=
1
T
∑T
t=1 f̂itZitZ
>
it is defined in the same way as in the independent case and the
estimator A˜iT now takes the form
A˜iT :=
τ(1− τ)
T
T∑
t=1
ZitZ
>
it +
∑
1≤j≤mT
(
1− j
T
)( 1
T
∑
t∈Tj
(ŵitŵ
>
it+j + ŵit+jŵ
>
it )
)
,
with Tj := {1 ≤ t ≤ T − j}. Here mT is a ‘bandwidth’ parameter (which needs to increase
to infinity in order to obtain consistent estimation), and
ŵit := Zit(τ − 1(Yit ≤ γ̂i(τ)>Zit)).
The estimator β̂MD is defined as in (6) with the new estimator V˜iT in (9) instead of V̂iT .
To derive the asymptotic distribution of β̂MD we consider the following set of assump-
tions.
(B1) For each i ≥ 1, the process {(Yit,Xit) : t ∈ Z} is strictly stationary and β-mixing. Let
βi(j) denote the β-mixing coefficient of the process {(Yit,Xit) : t ∈ Z}. Assume that
there exist constants bβ ∈ (0, 1), Cβ > 0 independent of i such that
sup
i
βi(j) ≤ Cβbjβ =: β(j) ∀j ≥ 1.
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(B2) For each i = 1, ..., n and j > 1, the random vector (Yi1, Yi1+j) has a density conditional
on (Zi1,Zi1+j) and this density is bounded uniformly across i, j.
(B3) Assume that dT → 0, mT →∞ and
n(log T )4m3T
T
= o(1),
log T
Td2T
= o(1).
Condition (B1) relaxes the assumption of i.i.d. within each individual to that of stationary
β-mixing which is used in Kato, Galvao, and Montes-Rojas (2012); Galvao and Wang (2015)
and is similar to Hahn and Kuersteiner (2011). The β-mixing condition is stronger than
α-mixing. Nevertheless, β-mixing is still satisfied in a reasonably large class of time series
models.8 Condition (B2) is needed because the data are not i.i.d. and we need to impose
a condition on the joint distributions. Condition (B3) is similar to (A4) and imposes a
restriction on the relative growth of the sample size.
The following theorem provides the asymptotic normality result under stationary β-
mixing dependence, and is an extension of the theorem in the previous section.
Theorem 2. Assume that (A0)–(A3) and (B1)–(B3) hold and let W˜i denote the lower p×p
sub-matrix of V˜ −1iT . Assume that Σ2 := limn→∞
(
1
n
∑n
i=1 W˜i
)−1
exists and is a well-defined
positive definite matrix. In that case we have
√
nT (β̂MD(τ)− β0(τ)) D−→ N
(
0,Σ2
)
. (10)
Theorem 2 shows that the asymptotic normality of the estimator for the dependent data
still holds under similar conditions on n, T as Theorem 1. The following Lemma provides a
result for the consistent estimation of the covariance matrix for the dependent case.
Lemma 2. Under the conditions of Theorem 2, we have we have maxi=1,...,n ‖B̂iT − Bi‖ =
oP (1) and maxi=1,...,n ‖A˜iT − A˜i‖ = oP (1). Moreover, Σ̂2 := ( 1n
∑n
i=1 W˜iT )
−1 is a consistent
estimator for Σ2.
As in the previous section, we can see that the asymptotic covariance matrix of β̂MD(τ)
for the dependent case, Σ2(τ), is consistently estimated by the inverse of the lower p × p
sub-matrix of 1
n
∑n
i=1 V˜
−1
iT . The proof strategy is similar to the i.i.d. case (see Remark 2
8For example, consider the MA (∞) process Xt =
∑∞
j=0 ajεt−j , where aj → 0 exponentially fast (note
that the ARMA(p, q) process, subject to standard assumptions, fulfills this condition), and {εt} is i.i.d. If
the density function of εt exists, then {Xt} is β-mixing with β(n)→ 0 exponentially fast.
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for an outline of the key steps) but somewhat more complicated due to the dependence
within individuals. Note also that the estimators A˜iT now contain an additional sum with
mT → ∞ pieces, this poses an additional challenge for its theoretical analysis. As in the
previous section, the result in Lemma 2 allows for the construction of inference procedures
based on the Wald statistic.
4 Monte Carlo simulations
4.1 Design
In this section, we use simulation experiments to assess the finite sample performance of
the MD-QR estimator discussed previously. We consider a simple model as in equation (1),
where the response yit is generated by
yit = αi + βxit + (1 + λxit)uit.
This is a general location-scale-shift model. When λ = 0, the exogenous covariate xit exerts
a pure location shift effect. When λ 6= 0, xit exerts both location and scale effects.
We set β = 1 and consider λ ∈ {0, 0.5, 1}. We employ three different schemes to generate
the disturbances uit. Under scheme 1, we generate uit as a N(0, 1), under scheme 2 we
generate uit as a t-distribution with 3 degrees of freedom, and under scheme 3 the distur-
bances follow χ23. In this model the true coefficients take the form αi0(τ) = αi +F
−1(τ) and
β0(τ) = β + λF
−1(τ) where F denotes the CDF of uit.
In all cases, the fixed effects, αi, are generated as αi = i/n, i = 1, ..., n. The independent
variable, xit, is generated according to xit = 0.3αi + vit, where vit ∼ U [0, 10]. This method
of generating αi ensures that the classical random effects estimators are biased because the
individual effects and the explanatory variables are correlated.
In the numerical simulations we study the MD-QR estimator in (3) using the Hendricks-
Koenker sandwich covariance matrix estimator in (5) as weights.9 We report results for bias
and standard errors (SE) of the MD-QR estimator. Finally, the estimator is analyzed for
three quantiles say τ = {0.25, 0.5, 0.75}. All reported results are based on 2000 Monte Carlo
replications.
9For estimation of the asymptotic covariance matrix, we use the default bandwidth option in the quantreg
package in R.
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4.2 Results
As discussed in Remark 2 in Section 3.2, the bias of the MD-QR estimator should depend
only on the time series dimension T . The same Remark also provides an upper bound on
the bias which is of the form (log T )/T , indicating that T × bias should be at most constant
or increase very slowly. In addition, the standard error should be proportional to
√
nT .
To illustrate those theoretical predictions we report T×bias in all models described above
with Table 1, Table 3 and Table 5 corresponding to λ = 0, 0.5, 1, respectively. Moreover,√
nT × SE is reported in Table 2, Table 4, Table 6.
Examining Table 3 and Table 5, we find that T × bias is indeed roughly constant, con-
firming our upper bound. Table 1 further indicates that the bias in the pure location-shift
model (i.e. λ = 0) seems to be extremely small even when multiplied by T , hinting that in
some models the bias might be of even higher order than T . This does not contradict our
theory since we only provide an upper bound for the bias.
Tables reporting the scaled standard error further show that
√
nT × SE is stable across
a range of n, T , with a slight decreasing trend as T grows. This slight trend is probably due
to higher-order terms that result from higher order terms that are due to estimated weights
in the MD-QR estimator.
Figure 1: Bias and Standard Error for λ = 1 and τ = 0.75 for χ23 errors.
50 100 150 200 250
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
T = 25
n
Bi
as
,
 
SE
Bias
SE
50 100 150 200 250
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
T=50
n
Bi
as
,
 
SE
Bias
SE
50 100 150 200 250
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
T=100
n
Bi
as
,
 
SE
Bias
SE
50 100 150 200 250
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
T=250
n
Bi
as
,
 
SE
Bias
SE
Finally, to further illustrate the discussion in Remark 2, Figure 1 shows plots of the bias
(dotted lines) and SE (red lines) as functions of n for different values of T for λ = 1, τ = 0.75
and χ23 errors. As expected form the theory we see that bias bias is stable across n and only
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depends on T while the standard error decreases with T . Approximately unbiased normality
is expected to hold when the standard error is larger than the bias, which is the case when
n T . As n increases, the standard error decreases and at some point is of the same order
as the bias; this is when unbiased normality fails. As predicted this happens for larger and
larger values of n as T increases.
5 Conclusion
Asymptotic theory for panel data quantile regression (QR) with fixed effects poses many
challenges as it involves models with an increasing number of parameters and a non-smooth
objective function. Owing to those difficulties, unbiased asymptotic normality of estimators
for common parameters in panel data QR has so far only been known to hold under stringent
conditions on the length of panels relative to the number of individuals. Specifically, Kato,
Galvao, and Montes-Rojas (2012) proved
√
nT -consistency of a fixed effect panel data QR
estimator under the stringent condition that n2(log n)3/T → 0, and since then, it has been
an open question whether the rates on the sample size requirement could be improved to a
condition which is closer to the assumption n/T = o(1) which is known to be sufficient in
nonlinear panel data models with smooth objective function. The major contribution of this
paper was to show that, for the MD-QR estimator, such an improvement is indeed possible
in a wide range of scenarios including observations with temporal dependence.
Our results are important to practitioners and theorists. The main practical implication
is that, despite a lack of smoothness of the check function, panel data QR is applicable
for the same type of panel dimensions as other popular nonlinear models. This validates
the use of QR in many practical scenarios in which its validity previously lacked theoretical
justification. Our theory also provides grounds for subsequent methodological research on
panel data QR which now can rely on an improved and more realistic growth rate on the
sample size. We believe that the proof techniques provided here will also be useful to future
researchers.
There are ample directions for future research. For instance, we have not considered
censored observations or scenarios with endogeneity. Another topic that merits further
exploration is related to the bootstrap and its refinements.
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Table 1: T × Bias for different distributions of innovations. Location-shift (λ = 0)
Normal t3 χ23
n T n/T τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75
25 25 1.00 -0.014 -0.012 0.003 -0.004 -0.010 -0.023 0.004 0.014 0.009
25 50 0.50 -0.005 -0.011 -0.025 0.006 0.008 0.002 -0.017 -0.019 -0.048
25 100 0.25 -0.007 -0.004 0.022 0.020 0.009 -0.011 -0.015 -0.010 -0.069
25 250 0.10 0.007 -0.015 -0.015 0.065 -0.044 -0.016 -0.030 -0.023 0.024
50 25 2.00 0.003 -0.008 -0.016 -0.000 0.003 -0.020 -0.005 -0.006 -0.035
50 50 1.00 -0.011 -0.007 -0.008 -0.005 0.001 -0.005 -0.010 -0.007 -0.010
50 100 0.50 -0.030 -0.019 -0.020 -0.005 -0.008 -0.021 -0.008 0.037 0.058
50 250 0.20 0.010 0.017 0.009 -0.025 0.018 0.009 -0.011 -0.020 0.129
100 25 4.00 -0.004 -0.003 -0.002 -0.003 0.001 -0.004 -0.006 -0.001 -0.018
100 50 2.00 -0.020 -0.016 -0.011 -0.003 0.001 0.001 -0.006 -0.003 0.022
100 100 1.00 -0.010 -0.019 0.004 0.001 -0.015 0.008 -0.001 0.006 0.022
100 250 0.40 -0.012 -0.009 -0.020 0.011 0.015 -0.009 0.003 0.023 0.047
250 25 10.00 0.001 -0.001 -0.002 0.003 -0.003 -0.005 -0.002 -0.007 -0.017
250 50 5.00 0.004 0.003 0.003 -0.003 -0.003 0.005 0.003 -0.003 0.013
250 100 2.50 -0.005 -0.006 -0.010 0.003 0.008 -0.010 0.003 0.021 0.040
250 250 1.00 0.005 0.017 0.004 -0.002 0.004 0.018 -0.009 -0.040 0.010
Table 2:
√
nT × standard error for different distributions of innovations. Location-shift
(λ = 0)
Normal t3 χ23
n T n/T τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75
25 25 1.00 0.541 0.467 0.547 0.738 0.546 0.750 0.664 0.972 1.668
25 50 0.50 0.514 0.456 0.527 0.659 0.506 0.645 0.646 0.954 1.617
25 100 0.25 0.490 0.452 0.497 0.614 0.480 0.604 0.638 0.963 1.553
25 250 0.10 0.488 0.452 0.493 0.604 0.473 0.592 0.630 0.924 1.496
50 25 2.00 0.554 0.468 0.570 0.756 0.524 0.724 0.658 0.987 1.726
50 50 1.00 0.511 0.464 0.497 0.656 0.493 0.646 0.634 0.977 1.619
50 100 0.50 0.499 0.449 0.503 0.607 0.471 0.609 0.630 0.939 1.515
50 250 0.20 0.478 0.440 0.480 0.603 0.487 0.606 0.655 0.946 1.504
100 25 4.00 0.554 0.476 0.552 0.738 0.522 0.737 0.663 1.023 1.739
100 50 2.00 0.504 0.461 0.523 0.653 0.489 0.649 0.647 0.949 1.603
100 100 1.00 0.492 0.446 0.502 0.630 0.498 0.625 0.643 0.945 1.549
100 250 0.40 0.477 0.427 0.480 0.602 0.482 0.603 0.642 0.966 1.508
250 25 10.00 0.567 0.472 0.568 0.749 0.539 0.746 0.671 0.968 1.745
250 50 5.00 0.507 0.468 0.513 0.676 0.505 0.660 0.661 0.974 1.586
250 100 2.50 0.489 0.437 0.491 0.624 0.493 0.620 0.649 0.972 1.579
250 250 1.00 0.478 0.443 0.476 0.593 0.466 0.604 0.644 0.923 1.450
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Table 3: T × Bias for different distributions of innovations. Location-scale shift (λ = 0.5)
Normal t3 χ23
n T n/T τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75
25 25 1.00 0.469 -0.025 -0.480 1.467 -0.023 -1.534 -0.768 -1.281 -3.416
25 50 0.50 0.562 -0.047 -0.578 1.446 0.073 -1.406 -0.806 -1.382 -3.548
25 100 0.25 0.566 -0.064 -0.492 1.423 0.007 -1.447 -0.622 -1.311 -3.817
25 250 0.10 0.751 -0.060 -0.679 1.735 -0.063 -1.620 -0.718 -1.637 -4.105
50 25 2.00 0.533 -0.028 -0.572 1.513 0.013 -1.542 -0.875 -1.376 -3.797
50 50 1.00 0.516 -0.027 -0.537 1.445 -0.003 -1.467 -0.845 -1.346 -3.667
50 100 0.50 0.504 -0.076 -0.634 1.472 -0.015 -1.499 -0.782 -1.357 -3.692
50 250 0.20 0.687 0.024 -0.628 1.490 0.067 -1.512 -0.750 -1.656 -3.780
100 25 4.00 0.537 -0.006 -0.522 1.460 -0.012 -1.535 -0.913 -1.320 -3.778
100 50 2.00 0.483 -0.047 -0.568 1.504 0.027 -1.478 -0.852 -1.399 -3.596
100 100 1.00 0.560 -0.086 -0.588 1.489 -0.002 -1.425 -0.769 -1.438 -3.728
100 250 0.40 0.635 -0.042 -0.695 1.542 0.053 -1.532 -0.736 -1.578 -4.107
250 25 10.00 0.532 -0.002 -0.537 1.530 -0.003 -1.541 -0.899 -1.378 -3.805
250 50 5.00 0.552 0.005 -0.520 1.457 -0.004 -1.455 -0.840 -1.417 -3.654
250 100 2.50 0.561 -0.023 -0.600 1.470 0.027 -1.504 -0.771 -1.422 -3.750
250 250 1.00 0.660 0.025 -0.647 1.544 0.028 -1.497 -0.775 -1.740 -4.146
Table 4:
√
nT × standard error for different distributions of innovations. Location-scale
shift (λ = 0.5)
Normal t3 χ23
n T n/T τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75
25 25 1.00 1.894 1.589 1.883 2.533 1.839 2.620 2.271 3.365 5.818
25 50 0.50 1.740 1.538 1.782 2.215 1.710 2.159 2.241 3.285 5.337
25 100 0.25 1.661 1.513 1.656 2.063 1.614 2.064 2.119 3.198 5.199
25 250 0.10 1.626 1.491 1.641 2.037 1.593 1.994 2.134 3.084 4.986
50 25 2.00 1.885 1.586 1.899 2.570 1.788 2.496 2.344 3.422 6.028
50 50 1.00 1.751 1.569 1.693 2.198 1.651 2.217 2.153 3.306 5.457
50 100 0.50 1.666 1.498 1.678 2.075 1.591 2.077 2.129 3.181 5.145
50 250 0.20 1.611 1.507 1.624 2.038 1.629 2.028 2.221 3.226 5.088
100 25 4.00 1.946 1.613 1.913 2.548 1.775 2.619 2.340 3.432 6.155
100 50 2.00 1.694 1.535 1.764 2.216 1.660 2.219 2.226 3.242 5.315
100 100 1.00 1.679 1.497 1.657 2.099 1.666 2.124 2.155 3.188 5.148
100 250 0.40 1.627 1.428 1.596 2.012 1.621 2.039 2.191 3.248 5.043
250 25 10.00 1.955 1.593 1.994 2.596 1.821 2.622 2.423 3.361 6.132
250 50 5.00 1.752 1.598 1.751 2.261 1.677 2.224 2.257 3.283 5.466
250 100 2.50 1.667 1.460 1.638 2.091 1.674 2.091 2.214 3.240 5.308
250 250 1.00 1.618 1.481 1.605 1.996 1.550 2.019 2.158 3.074 4.832
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Table 5: T × Bias for different distributions of innovations. Location-scale shift (λ = 1)
Normal t3 χ23
n T n/T τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75
25 25 1.00 0.992 -0.038 -0.993 2.924 -0.032 -3.020 -1.428 -2.447 -6.874
25 50 0.50 1.151 -0.077 -1.167 2.898 0.112 -2.824 -1.533 -2.682 -7.136
25 100 0.25 1.171 -0.093 -1.051 2.882 0.006 -2.912 -1.207 -2.614 -7.732
25 250 0.10 1.514 -0.069 -1.354 3.374 -0.086 -3.161 -1.259 -2.988 -8.085
50 25 2.00 1.089 -0.043 -1.158 2.991 0.024 -3.043 -1.625 -2.640 -7.454
50 50 1.00 1.073 -0.048 -1.094 2.934 -0.004 -2.943 -1.630 -2.703 -7.373
50 100 0.50 1.091 -0.112 -1.284 3.019 -0.025 -3.015 -1.507 -2.719 -7.607
50 250 0.20 1.411 0.029 -1.269 2.999 0.107 -3.006 -1.307 -3.107 -7.682
100 25 4.00 1.114 -0.002 -1.075 2.926 -0.016 -3.053 -1.690 -2.564 -7.461
100 50 2.00 1.015 -0.082 -1.147 3.015 0.054 -2.974 -1.655 -2.772 -7.314
100 100 1.00 1.169 -0.141 -1.222 3.021 0.013 -2.912 -1.501 -2.839 -7.632
100 250 0.40 1.314 -0.075 -1.396 3.070 0.083 -3.046 -1.294 -2.964 -8.206
250 10 25.00 1.106 -0.001 -1.109 3.039 -0.002 -3.057 -1.672 -2.667 -7.533
250 5 50.00 1.127 0.009 -1.071 2.945 0.002 -2.944 -1.658 -2.825 -7.388
250 2 100.00 1.161 -0.038 -1.232 2.989 0.045 -3.041 -1.519 -2.830 -7.705
250 1 250.00 1.351 0.027 -1.335 3.071 0.051 -2.986 -1.357 -3.220 -8.269
Table 6:
√
nT × standard error for different distributions of innovations. Location-scale
shift (λ = 1)
Normal t3 χ23
n T n/T τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75 τ = 0.25 τ = 0.50 τ = 0.75
25 25 1.00 3.222 2.661 3.186 4.274 3.080 4.452 3.897 5.721 9.980
25 50 0.50 2.909 2.574 2.963 3.715 2.860 3.611 3.772 5.495 8.905
25 100 0.25 2.771 2.511 2.736 3.442 2.686 3.464 3.533 5.306 8.666
25 250 0.10 2.707 2.462 2.725 3.403 2.668 3.310 3.554 5.163 8.342
50 25 2.00 3.195 2.655 3.203 4.371 3.025 4.243 4.025 5.774 10.229
50 50 1.00 2.934 2.608 2.832 3.681 2.774 3.728 3.614 5.545 9.110
50 100 0.50 2.788 2.493 2.782 3.475 2.663 3.452 3.593 5.264 8.590
50 250 0.20 2.694 2.510 2.711 3.367 2.706 3.366 3.691 5.379 8.461
100 25 4.00 3.332 2.703 3.233 4.342 3.004 4.446 3.999 5.807 10.543
100 50 2.00 2.853 2.570 2.960 3.717 2.804 3.728 3.744 5.431 8.965
100 100 1.00 2.800 2.494 2.749 3.505 2.766 3.561 3.597 5.302 8.565
100 250 0.40 2.706 2.375 2.655 3.346 2.695 3.389 3.633 5.384 8.389
250 25 10.00 3.302 2.675 3.398 4.418 3.064 4.439 4.141 5.698 10.486
250 50 5.00 2.948 2.678 2.926 3.782 2.793 3.724 3.788 5.471 9.204
250 100 2.50 2.788 2.421 2.728 3.482 2.772 3.501 3.687 5.370 8.828
250 250 1.00 2.695 2.460 2.676 3.319 2.571 3.354 3.578 5.120 8.065
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Appendix
A.1 Proofs of the results in Section 3.2
We will make use of the following notation:
ψi,τ (Z, Y ) = Z(1(Y ≤ qi,τ (Z))− τ),
fit :=
2dT
qi,τ+dT (Zit)− qi,τ−dT (Zit)
, eit := 1/fit,
BiT =
1
T
T∑
t=1
fitZitZ
>
it ,
V −1iT = E[BiT ]A
−1
i E[BiT ],
where qi,η(z) is the conditional η quantile of Yi1 given Zi1 = z. Moreover, denote by Wi is the lower
p× p matrix of V −1i , by WiT is the lower p× p matrix of V −1iT , and by ŴiT the lower p× p matrix
of V̂ −1iT .
We begin by stating and proving several technical lemmas that are useful in the demonstration
of Theorem 1.
Lemma 3. Under Assumptions (A0)-(A2) we have E[BiT ] − Bi = o(1) and ‖WiT −Wi‖ = o(1)
uniformly in i.
Proof. Under Assumptions (A1), (A2), we have
‖E[BiT ]−Bi‖ =
∥∥∥E[(fi1 − fY |Z(qi,τ (Zi1) | Zi1))Zi1Z>i1]∥∥∥
=
∥∥∥E[( 2dT
qi,τ+dT (Zi1)− qi,τ−dT (Zi1)
− fY |Z(qi,τ (Zi1) | Zi1)
)
Zi1Z
>
i1
]∥∥∥
≤M2E
∣∣∣ 2dT
qi,τ+dT (Zi1)− qi,τ−dT (Zi1)
− fY |Z(qi,τ (Zi1) | Zi1)
∣∣∣ = o(1).
The statement for WiT follows from its definition.
Lemma 4. Under Assumptions (A0)–(A4),
γ̂i(τ)− γi0(τ) = − 1
T
B−1i
T∑
t=1
Zit(1(Yit ≤ qi,τ (Zit))− τ) +R(1)iT (τ) +R(2)iT (τ),
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with
sup
i
sup
η∈T
‖R(2)iT (η)‖ = Op
( log T
T
)
, (11)
sup
i
sup
η∈T
‖R(1)iT (η)‖ = Op
(( log T
T
)3/4)
, (12)
sup
i
sup
η∈T
‖E[R(1)iT (η)]‖ = O
( log T
T
)
, (13)
sup
i
sup
η∈T
‖R(1)iT (η)‖ = O(1) a.s., (14)
sup
i
sup
η∈T
∥∥∥E[(R(1)iT (η)− E[R(1)iT (η)])(R(1)iT (η)− E[R(1)iT (η)])>]∥∥∥ = O(( log TT )3/2). (15)
Proof. The first four statements (11)–(14) follow from Theorem S.2.1 of Volgushev, Chao, and
Cheng (2017). More precisely, note that in the notation of Volgushev, Chao, and Cheng (2017)
under the assumptions (A1)–(A4) we have gN = 0, cN = 0, ξm,m are constant. Apply the union
bound to handle the supi and choose κn = C log T in Volgushev, Chao, and Cheng (2017) for a
suitable constant C.
To prove (15), denote the j-th element of the vector R
(1)
iT (η) − E[R(1)iT (η)] by rj,i,η. By (14)
supi,j supη∈T |rj,i,η| ≤ C7 and by Theorem S.2.1 in Volgushev, Chao, and Cheng (2017)
P
(
sup
η∈T
|rj,i,η| ≥ C8
((κ+ 1) log T
T
)3/4) ≤ 2T−κ,
with κ and C8 independent of j and i. Hence, take κ = 2
E[r2j,i,η] ≤ C27P
(
|rj,i,η| > C8
(3 log T
T
)3/4)
+E
[
r2j,i,η1
{
|rj,i,η| ≤ C8
(3 log T
T
)3/4}] ≤ 2C27
T 2
+C28
(3 log T
T
)3/2
.
Since the covariance matrix is of fixed dimension, (15) follows.
Lemma 5. Let Assumptions (A0)–(A4) hold. Let êit := f̂
−1
it , then supi,t |êit − eit| = Op(aT ) with
aT =
(log T )1/2
(TdT )1/2
and
sup
i,t
∣∣∣∣f̂it − fit − eit − êite2it
∣∣∣∣ = Op(a2T ).
Moreover,
sup
i
∥∥∥ 1
T
T∑
t=1
ψi,τ+dT (Zit, Yit)− ψi,τ−dT (Zit, Yit)
2dT
∥∥∥ = Op(aT ). (16)
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Proof. By definition,
êis − eis = Z>is
((
γ̂i(τ + dT )− γi0(τ + dT )
)− (γ̂i(τ − dT )− γi0(τ − dT )))/2dT .
We know from Lemma 4 that
Z>is(γ̂i(τ±dT )−γi0(τ±dT )) = −
1
T
Z>isB
−1
i
T∑
t=1
Zit
(
1{Yit ≤ qi,τ±dT (Zit)}−(τ±dT )
)
+Op
((log T )3/4
T 3/4
)
.
Hence with Uit := FY |Z(Yit|Zit) ∼ U [0, 1] independent of Zit,
êis−eis = − 1
2TdT
Z>isB
−1
i
T∑
t=1
Zit
(
1{Uit ≤ τ+dT }−1{Uit ≤ τ−dT }−2dT
)
+Op
((log T )3/4
dTT 3/4
)
. (17)
Define the vectors
Mit := Zit
(
1{Uit ≤ τ + dT } − 1{Uit ≤ τ − dT } − 2dT
)
/2dT .
Fix an arbitrary k ∈ {1, ..., p + 1} and let Mit,k denote the k-th entry of the vector Mit. It is
clear that E[Mit,k] = 0 and V ar[Mit,k] = C1dT for some constant C1 under Assumption (A1). Under
Assumption (A1), we also have supi,t,k |Mit,k| ≤ C2/dT for some constant C2 > 0. Apply the
Bernstein inequality to obtain
P
(∣∣∣ T∑
t=1
Mit,k
∣∣∣ > T) ≤ 2 exp(− 12T 22∑T
t=1 E[M2it,k] +
1
3C2(dT )−1T
)
= 2 exp
(
−
1
2T
22
C1T (dT )−1 + 13C2(dT )−1T
)
.
Take  = C3T−1/2d−1/2T (log T )1/2 for a constant C3 which will be determined later. Under assump-
tion (A4), log TTdT → 0, so that → 0 and the right hand side of the inequality becomes
2 exp
(
− 1
2
C23d−1T log T
C1d−1T + 13C2d−1T T−1/2d
−1/2
T (log T )
1/2
)
≤ 2 exp
(
− 1
4
C23 log T/C1
)
where the last inequality holds for T sufficiently large.
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Now under Assumption (A4) we have log n ≤ C4 log T for some constant C4 > 0, so that
P
(
sup
k
sup
i
∣∣∣ 1
T
T∑
t=1
Mit,k
∣∣∣ > ) ≤∑
i
P
(∣∣∣ 1
T
T∑
t=1
Mit,k
∣∣∣ > )
≤ 2n exp
(
− C
2
3
4C1 log T
)
→ 0,
by taking C23 > 4C1C4. Hence
sup
i
∥∥∥ 1
T
T∑
t=1
Mit
∥∥∥ = Op(T−1/2d−1/2T (log T )1/2),
and combined with (17) and the fact that supi ‖B−1i ‖ = O(1) (here ‖ · ‖op denotes the operator
norm) we obtain
sup
i,s
|êis − eis| = Op
((log T )1/2
(TdT )1/2
+
(log T )3/4
dTT 3/4
)
= Op
((log T )1/2
(TdT )1/2
)
,
where the last result is implied by assumption (A4) and we denote aT :=
(log T )1/2
(TdT )1/2
.
The second statement follows from the Taylor expansion
f̂it − fit = ê−1it − e−1it =
eit − êit
e2it
+O
(
|êit − eit|2
)
,
where the remainder term is uniform in i, t since under (A2)
inf
i,t
ei,t = inf
i,t
qi,τ+dT (Zit)− qi,τ−dT (Zit)
2dT
≥ inf
i,t
inf
|η−τ |≤dT
1
fY |Z(qi,η(Zit) | Zit)
=
1
supi,t supη,Z fY |Z(qi,η(Zit) | Zit)
≥ 1/fmax, (18)
almost surely. Finally, the bound in (16) follows by similar arguments as the bound for êit − eit
and we omit the details.
Lemma 6. Under Assumptions (A0)–(A4)
B̂iT −BiT = 1
T
T∑
t=1
p+1∑
k=1
ψi,τ+dT ,k(Zit, Yit)− ψi,τ−dT ,k(Zit, Yit)
2dT
E
[(B−1i Zi1)kZi1Z>i1
e2i1
]
+R2i,
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with ψi,τ+dT ,k(Zit, Yit) denoting the k-th element of the vector ψi,τ+dT (Zit, Yit) and
sup
i
∥∥∥ 1
T
T∑
t=1
p+1∑
k=1
ψi,τ+dT ,k(Zit, Yit)− ψi,τ−dT ,k(Zit, Yit)
2dT
E
[(B−1i Zi1)kZi1Z>i1
e2i1
]∥∥∥ = Op(aT ), (19)
and
sup
i
‖R2i‖ = Op
(
a2T + aT
( log T
T
)1/2
+
(log T )3/4
dTT 3/4
)
. (20)
Moreover,
sup
i
‖BiT − E[BiT ]‖ = Op
(( log T
T
)1/2)
, (21)
and
sup
i
‖Â−1iT −A−1i ‖ = Op
(( log T
T
)1/2)
. (22)
Proof. First, note that
B̂iT −BiT = 1
T
T∑
t=1
(f̂it − fit)ZitZ>it
= − 1
T
T∑
t=1
Z>it [γ̂i(τ + dT )− γi0(τ + dT )− {γ̂i(τ − dT )− γi0(τ − dT )}]
2e2itdT
(ZitZ
>
it) +R1i
=
1
T
T∑
t=1
p+1∑
k=1
ψi,τ+dT ,k(Zit, Yit)− ψi,τ−dT ,k(Zit, Yit)
2dT
E
[(B−1i Zi1)k
e2i1
Zi1Z
>
i1
]
+R2i,
where by Lemma 5 and Assumption (A1)
sup
i
‖R1i‖ = Op(a2T ).
Next, observe that (19) follows from the uniform boundedness of B−1i (by (A1), (A3)), the uniform
boundedness of E
[
(B−1i Zi1)kZi1Z
>
i1
e2i1
]
which follows by Assumption (A1) and (18), and (16). Now we
will handle R2i. First define the matrix
Nit,k :=
(B−1i Zi1)kZi1Z
>
i1
e2i1
− E
[(B−1i Zi1)kZi1Z>i1
e2i1
]
,
then E[Nit,k] = 0 and, denoting by Nit,k,j,` the (j, `)-th entry of Nit,k, by (18) and Assumption (A1)
supi,t,k,j,` |Nit,k,j,`| ≤ C5 and supi,t,k,j,` V ar[Nit,k,j,`] ≤ C6 for some constants C5, C6 > 0. Apply the
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Bernstein inequality to obtain
P
(∣∣∣ T∑
t=1
Nit,k,j,`
∣∣∣ > T2) ≤ 2 exp(− 12T 222∑T
t=1 E[N2it,k,j,`] +
1
3C5T2
)
≤ 2 exp
(
−
1
2T
222
TC6 + 13C5T2
)
.
Take 2 = C7T−1/2(log T )1/2 for some constant C7 > 0 to be determined later and the right hand
side of the inequality becomes, for T sufficiently large,
2 exp
(
− 1
2
C27 log T
C6 + 13C5T−1/2(log T )1/2
)
≤ 2 exp
(
− C
2
7 log T
4C6
)
.
Now under Assumption (A4) log n ≤ C4 log T . Choose C27 > 4C6C4 to obtain for every j, k, `,
P
(
sup
i
∣∣∣ 1
T
T∑
t=1
Nit,k,j,`
∣∣∣ > 2) ≤ n∑
i=1
P
(∣∣∣ 1
T
T∑
t=1
Nit,k,j,`
∣∣∣ > 2) = 2n exp(− C27 log T
4C6
)
→ 0,
and thus supi,k
∥∥∥ 1T ∑Tt=1Nit,k∥∥∥ = Op((log T )1/2/T 1/2).
Now using the notations used in Lemma 4 we have
R2i = R1i +
p+1∑
k=1
( 1
T
T∑
s=1
ψi,τ+dT ,k(Zis, Yis)− ψi,τ−dT ,k(Zis, Yis)
2dT
)( 1
T
T∑
t=1
Nit,k
)
−
p+1∑
k=1
(R(1)iT,k(τ + dT ) +R(2)iT,k(τ + dT )
2dT
)( 1
T
T∑
t=1
Zit,kZitZ
>
it
)
+
p+1∑
k=1
(R(1)iT,k(τ − dT ) +R(2)iT,k(τ − dT )
2dT
)( 1
T
T∑
t=1
Zit,kZitZ
>
it
)
.
Since supi supη∈T (‖R(1)iT (η)‖+‖R(2)iT (η)‖) = Op
((
log T
T
)3/4)
by Lemma 4, supi,k
∥∥∥ 1T ∑Tt=1 Zit,kZitZ>it∥∥∥ =
Op(1), and supi ‖R1i‖ = Op(a2n) as proved in Lemma 5, and using (16) combined with the bound
on supi,k
∥∥∥ 1T ∑Tt=1Nit,k∥∥∥ derived above we obtain
sup
i
‖R2i‖ = Op
(
a2T + aT
( log T
T
)1/2
+
(log T )3/4
dTT 3/4
)
.
The statement in (21) follows by an application of the Bernstein inequality which is similar to the
28
one given above. Finally, for (22) note that by (A1) supi ‖A−1i ‖ <∞
Â−1iT −A−1i = A−1i (AiÂ−1iT −I) = A−1i (Ai−ÂiT )Â−1iT = A−1i (Ai−ÂiT )A−1i +O
(
‖A−1i ‖2‖ÂiT −Ai‖2
)
,
and
sup
i
‖ÂiT −Ai‖ = Op
((log T )1/2
T 1/2
)
,
by an application of the Bernstein inequality which is similar to the one given above.
Proof of Theorem 1. We are ready to prove the main result. Observe that
V̂ −1iT − V −1iT = (B̂iT − E[BiT ])A−1i E[BiT ] + E[BiT ](Â−1iT −A−1i )E[BiT ] + E[BiT ]A−1i (B̂iT − E[BiT ])
+O
(
‖B̂iT − E[BiT ]‖2 + ‖Â−1iT −A−1i ‖2
)
= 2E[BiT ]A−1i (B̂iT − E[BiT ]) + E[BiT ]A−1i (Ai − ÂiT )A−1i E[BiT ] +R3i
=:
1
T
∑
t
ηiT (Zit, Yit) +R3i, (23)
where by Lemma 6 we obtain after some simplifications
sup
i
‖R3i‖ = Op(a2T ).
Note that by definition, ηiT (Zit, Yit) are independent across i with E[ηiT (Zit, Yit)] = 0. Let
η˜iT (Zit, Yit) denote the lower p × p sub-matrix of ηiT (Zit, Yit). Let φi,τ (Zit, Yit) denote the last
p entries of B−1i ψi,τ (Zit, Yit). Then by Lemma 4
β̂i(τ)− β0(τ) = 1
T
T∑
t=1
φi,τ (Zit, Yit) + R˜
(1)
iT (τ) + R˜
(2)
iT (τ),
where R˜
(k)
iT (τ), k = 1, 2 denote the vectors that contain the last p entries of R
(k)
iT (τ), k = 1, 2 from
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Lemma 4. Next note that
1
n
∑
i
ŴiT (β̂i(τ)− β0(τ)) = 1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
+
1
n
n∑
i=1
WiT
( 1
T
T∑
t=1
φi,τ (Zit, Yit) + R˜
(1)
iT (τ)
)
+
1
n
n∑
i=1
WiT R˜
(2)
iT +
1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit) + R˜3i
)(
R˜
(1)
iT (τ) + R˜
(2)
iT (τ)
)
+
1
n
n∑
i=1
R˜3i
( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
,
where R˜3i contains the lower p× p sub-matrix of R3i and
1
n
n∑
i=1
WiT R˜
(2)
iT (τ) = Op
( log T
T
)
,
1
n
n∑
i=1
R˜3i
( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
= Op
(
a2T
(log T )1/2
T 1/2
)
,
1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit) + R˜3i
)(
R˜
(1)
iT (τ) + R˜
(2)
iT (τ)
)
= Op
(
aT
(log T )3/4
T 3/4
)
,
where the first line is a direct consequence of Lemma 4 and the second line follows by (23) and
the bound supi
∣∣∣ 1T ∑Tt=1 φi,τ (Zit, Yit)∣∣∣ = Op( (log T )1/2T 1/2 ). The last line is a combination of Lemma 4,
Lemma 6 and (23).
Thus under (A4)
1
n
∑
i
ŴiT (β̂i(τ)− β0(τ)) = 1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
+
1
n
n∑
i=1
WiT
( 1
T
T∑
t=1
φi,τ (Zit, Yit) + R˜
(1)
iT (τ)
)
+ op
( 1√
nT
)
.
For the first term, note that E
[
1
T
∑T
t=1 η˜iT (Zit, Yit)
]
= 0 and E
[
1
T
∑T
t=1 φi,τ (Zit, Yit)
]
= 0 and
η˜iT (Zit, Yit) and φi,τ (Zit, Yit) are independent within individuals, we have uniformly in i,
E
[( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)]
=
1
T
E
[
η˜iT (Zi1, Yi1)φi,τ (Zi1, Yi1)
]
= O
( 1
T
)
,
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and we have uniformly in i
V ar
[( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)]
= E
[( 1
T 2
T∑
t=1
η˜iT (Zit, Yit)φi,τ (Zit, Yit)
)2]
+O
( 1
T 2
)
= E
[ 1
T 4
∑
t1,t2
∑
s1,s2
η˜iT (Zit1 , Yit1)η˜iT (Zit2 , Yit2)φi,τ (Zis1 , Yis1)φi,τ (Zis2 , Yis2)
]
+O
( 1
T 2
)
= O
( 1
T 3
+
1
T 2
+
1
T 2
)
= O
( 1
T 2
)
,
and since η˜iT (Zit, Yit) and φi,τ (Zit, Yit) are also independent across individuals, we also have under
assumption (A4)
E
[ 1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)]
= O
( 1
T
)
= o
( 1√
nT
)
,
V ar
[ 1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)]
= O
( 1
n
1
T 2
)
= o
( 1
nT
)
.
For the second term, note first that since V ar(R˜
(1)
iT (τ)) = o
(
1
T
)
by (15) in Lemma 4 and since
WiT is deterministic and by independence across individuals, we have V ar
(
1
n
∑n
i=1WiT R˜
(1)
iT (τ)
)
=
o
(
1
nT
)
. Additionally, by Lemma 4, supi supη∈T ‖E[R˜(1)iT (η)]‖ = O
(
log T
T
)
, hence E
(
1
n
∑n
i=1WiT R˜
(1)
iT (τ)
)
=
O
(
log T
T
)
. Putting together, by Chebyshev inequality and under Assumption (A4),
1
n
n∑
i=1
WiT R˜
(1)
iT (τ) = O
( log T
T
)
+ op
( 1√
nT
)
= op
( 1√
nT
)
.
Next,
1
n
n∑
i=1
WiT
1
T
T∑
t=1
φi,τ (Zit, Yit) =
1
n
n∑
i=1
(WiT −Wi) 1
T
T∑
t=1
φi,τ (Zit, Yit) +
1
n
n∑
i=1
Wi
1
T
T∑
t=1
φi,τ (Zit, Yit)
and by Lemma 3, ‖WiT − Wi‖ = o(1) uniformly in i and V ar
(
1
T
∑T
t=1 φi,τ (Zit, Yit)
)
= O
(
1
T
)
,
hence
V ar
( 1
n
n∑
i=1
(WiT −Wi) 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
= o
( 1
nT
)
.
31
Since WiT and Wi are deterministic, we have
E
( 1
n
n∑
i=1
(WiT −Wi) 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
= 0.
Therefore, by Chebyshev inequality,
1
n
n∑
i=1
(WiT −Wi) 1
T
T∑
t=1
φi,τ (Zit, Yit) = op
( 1√
nT
)
.
Putting together, we have
1
n
∑
i
ŴiT (β̂i(τ)− β0(τ)) = 1
n
n∑
i=1
Wi
1
T
T∑
t=1
φi,τ (Zit, Yit) + op
( 1√
nT
)
. (24)
Next, note that by Lemma 3, (23) and the definition of ŴiT ,Wi
1
n
n∑
i=1
ŴiT =
1
n
n∑
i=1
Wi +
1
nT
n∑
i=1
T∑
t=1
η˜iT (Zit, Yit) + oP (1) =
1
n
n∑
i=1
Wi + oP (1),
where the last equation follows from the properties of η˜iT (Zit, Yit). Plugging this into the definition
of β̂MD(τ) in combination with (24), the result in (7) follows by an application of the Lindeberg
CLT. 
Proof of Lemma 1. The proof follows directly from Lemma 6. 
Proofs of the results in Section 3.3
For a class of functions G we use the following notation
‖Pi,T − Pi‖G := sup
g∈G
∣∣∣ 1
T
T∑
t=1
(g(Yit,Zit)− E[g(Yi1,Zi1)])
∣∣∣,
σq,i(f) := V ar
( 1√
q
q∑
t=1
f(Yit,Zit)
)
.
We proceed in the same way as in the previous section and begin by stating and proving several
technical lemmas for the dependent case that are useful in the demonstration of Theorem 2.
32
Lemma 7. Consider a function f : Rp+2 → R with ‖f‖∞ ≤ C8 and such that for all i = 1, ..., n
E[f(Yi1,Zi1)] = 0 and V ar(f(Yi1,Zi1)) ≤ δ < 1. Further assume that (A0), (B1) hold. Then
σq,i(f) ≤ C¯δ(1 + | log δ|)
for a constant C¯ depending on C8, Cβ and bβ only.
Proof. Throughout the proof use the short-hand notation ξt := (Yit,Zit) dropping the dependence
on i (note that all constants are independent of i). First the properties of the function f lead to
the following bounds ( holding for any fixed positive integer j)
E[|f(ξ1)|2]E[|f(ξ1+j)|2] = V ar(f(ξ1))2 ≤ δ2,
E[|f(ξ1)f(ξ1+j)|2] ≤ ‖f‖2∞V ar(f(ξ1)) ≤ C28δ.
Let Hδ = max{δ2, C28δ}. Apply Lemma C.1 in Kato, Galvao, and Montes-Rojas (2012) with their
δ = 1 to obtain
|Cov(f(ξ1), f(ξ1+j))| ≤ 4H1/2δ (β(j))1/2.
On the other hand, we also have
|Cov(f(ξ1), f(ξ1+j))| = |E[f(ξ1)f(ξ1+j)]| ≤ V ar(f(ξ1)) ≤ δ.
Hence
|Cov(f(ξ1), f(ξ1+j))| ≤ min{4H1/2δ (β(j))1/2, δ}.
Now we know that
V ar
( 1√
q
q∑
t=1
f(ξt)
)
= V ar(f(ξ1)) + 2
q−1∑
j=1
(
1− j
q
)
Cov(f(ξ1), f(ξ1+j)),
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therefore, for any j0 ≥ 1,
V ar
( 1√
q
q∑
t=1
f(ξt)
)
≤ δ + 2
q−1∑
j=1
(
1− j
q
)
min{4H1/2δ (β(j))1/2, δ}
≤ δ
(
1 + 2
q−1∑
j=1
min
{
1,
4H
1/2
δ
δ
(β(j))1/2
})
≤ δ
(
1 + 2
q−1∑
j=1
min
{
1, 4
(Cβ(C8 + 1)bj0β
δ
)1/2
(b
1/2
β )
j−j0
})
≤ C¯δ(1 + | log δ|),
where C¯ only depends on C8, C9 and b. The second last inequality is obtained since
4H
1/2
δ
δ
(β(j))1/2 ≤ 4c1/2β (b1/2β )j
(
max{1, C8
δ
}
)1/2 ≤ 4(Cβ(C8 + 1)bj0β
δ
)1/2
(b
1/2
β )
j−j0 .
The last inequality is obtained by choosing j0 to be the smallest integer such that
4
(Cβ(C8 + 1)bj0β
δ
)1/2 ≤ 1,
and thus for C ≤ 1,
2
q−1∑
j=1
min
{
1, C(b
1/2
β )
j−j0
}
≤ 2
{( j0∑
j=1
1
)
+ C
∞∑
j=j0+1
(b
1/2
β )
j−j0
}
. j0 + 1,
and since the chosen j0 is of order O(| log δ|), the last inequality holds.
Lemma 8. Consider the classes of functions
G1 :=
{
(y, z) 7→ a>z(1{y ≤ b>z} − η)1{‖z‖ ≤M}
∣∣∣b ∈ Rp+1, η ∈ T , a ∈ Sp+1},
G2(δ) :=
{
(y, z) 7→ a>z(1{y ≤ b>1 z} − 1{y ≤ b>2 z})1{‖z‖ ≤M}
∣∣∣‖b1 − b2‖ ≤ δ, a ∈ Sp+1},
G3,k,`(δ) :=
{
(y1, z1, y2, z2) 7→ gb1,k,`(y1, z1, y2, z2)− gb2,k,`(y1, z1, y2, z2)
∣∣∣‖b1 − b2‖ ≤ δ, b1, b2 ∈ Rp+1},
where
gb,k,`(y1, z1, y2, z2) := z1,kz2,`(τ − 1{y1 ≤ z>1 b})(τ − 1{y2 ≤ z>2 b}).
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Under assumptions (A0)–(A3) and (B1) there exists a constant c0 which is independent of n, T, i
such that for any κ > 1
P
(
‖Pi,T − Pi‖G1 ≥ c0κ1/2
( log T
T
)1/2) ≤ T−κ, (25)
P
(
sup
0≤δ≤1
‖Pi,T − Pi‖G2(δ)
χT (δ)
≥ c0κ2
)
≤ T−κ, (26)
where
χT (δ) := T
−1/2δ1/2 log T + T−1(log T )2. (27)
If moreover assumption (B2) holds, defining
ST,j,k,`(δ) := sup
i
sup
g∈G3,k,`(δ)
∣∣∣ 1|Tj |∑
t∈Tj
g(Yit,Zit, Yij+t,Zij+t)− E[g(Yit,Zit, Yij+t,Zij+t)]
∣∣∣, (28)
with Tj := {t|1 ≤ t ≤ T, 1 ≤ t+ j ≤ T}, then for any 1 ≤ j ≤ mT , 1 ≤ k, ` ≤ p+ 1,
P
(
ST,j,k,`(δ) ≥ c0κ2
(
T−1/2δ1/2(log T )1/2(mT +log T )1/2 +T−1(log T )(mT +log T )
))
≤ T−κ. (29)
Proof. First, for functions g1 belonging to the class G1, it is easy to show that ‖g1‖∞ ≤ U1 and
supi supg1∈G1 V ar(g1(Yi1,Zi1)) ≤ c1 for some constants U1, c1 <∞. Applying Lemma 7 to g1/(2c1),
we have for any integer q ≥ 1 that σ2q (g1) ≤ u1 for some constant u1 < ∞. Finally, note that for
any probability measure Q and any 0 <  < 1 we have
N(G1, L1(Q), ) ≤ N(G1, L2(Q), ) ≤ (A/)v,
for some constants A, v < ∞; here the first inequality follows by an application of the Cauchy-
Schwarz inequality and the second inequality follows by similar arguments as given in the proof of
Lemma C.3 in Chao, Volgushev, and Cheng (2017). Now apply Proposition C.2 of Kato, Galvao,
and Montes-Rojas (2012) to find that for a constant C independent of T, n, i, q, κ we have for any
sT , qT such that q
2
T log qT = o(T )
P
(
T‖Pi,T − Pi‖G1 ≥ C
(√
T log T +
√
sTT + sT qT
))
≤ 2e−sT + 2Tβ(qT ).
Now let qT = cq1κ log T , sT = cs1κ log T where the constants cq1 , cs1 are chosen such that 2e
−sT +
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2Tβ(qT ) ≤ T−κ. This shows (25).
At the cost of changing constants we will prove (26) for g2/(4M
3fmax)
1/2 for functions g2 ∈
G2(δ). We have ‖g2/(4M3fmax)1/2‖∞ ≤ U2 under assumption (A1), and under Assumptions (A1),
(A2),
V ar
(
g2(Yi1,Zi1)/(4M
3fmax)
1/2
)
≤ 4M2E[|FY |Z(b>1 Zi1)− FY |Z(b>2 Zi1)|]/(4M3fmax) ≤ δ.
We begin by assuming that 1 ≥ δ ≥ 1/T . Finally, not that for any probability measure Q and any
0 <  < 1, 1 ≥ δ > 0 we have
N(G2(δ), L1(Q), ) ≤ N(G2(1), L1(Q), ) ≤ N(G2(1), L2(Q), ) ≤ (A/)v,
for some constants A, v < ∞; here the second inequality follows by an application of the Cauchy-
Schwarz inequality and the third inequality follows by similar arguments as given in the proof
of Lemma C.3 in Chao, Volgushev, and Cheng (2017). Apply Lemma 7 to obtain that we have
σ2q (g2) ≤ C¯δ log T . Next apply Proposition C.2 of Kato, Galvao, and Montes-Rojas (2012) to the
class G2(δ) to find that for a constant C1 independent of T, n, i, q, κ we have for any sT , qT , σ2T (δ) such
that σ2T (δ) ≥ supg2∈G2(δ) σ2q (g2) and q2T log T ≤ c˜Tσ2T (δ) for a fixed constant c˜ which is independent
of n, T, i, δ
P
(
T‖Pi,T − Pi‖G2(δ) ≥ C1
(√
TσT (δ)
√
log T + σT (δ)
√
sTT + sT qT
)
≤ 2e−sT + 2Tβ(qT ).
Pick qT = cqκ log T and sT = csκ log T with cq, cs such that 2e
−sT + 2Tβ(qT ) ≤ T−(κ+1) and let
σ2T (δ) = max{δ log T, c2qκ2(log T )3/(c˜T )}. This shows the existence of a constant c˜0 such that
P
(
T‖Pi,T − Pi‖G2(δ) ≥ c˜0κ2
(
T 1/2δ1/2 log T + (log T )2
))
≤ T−(κ+1). (30)
Now to prove (26) note that χT (u) is decreasing in u and χT (u/2) ≥ χT (u)/2, χT (0) ≥ χT (1/T )/2
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and note that
sup
0≤δ≤1
‖Pi,T − Pi‖G2(δ)
χT (δ)
≤
(
sup
0≤δ≤1/T
‖Pi,T − Pi‖G2(δ)
χT (δ)
)
∨
(
max
k:T−1≤2−k≤1
sup
2−k−1≤δ≤2−k
‖Pi,T − Pi‖G2(δ)
χT (δ)
)
≤
(2‖Pi,T − Pi‖G2(1/T )
χT (1/T )
)
∨
(
max
k:T−1≤2−k≤1
2‖Pi,T − Pi‖G2(2−k)
χT (2−k)
)
.
Now the last line contains the maximum of O(log T ) elements, and so by adjusting the constant c˜0
in (30) and applying the union bound we obtain (26).
Next we prove (29). Simple calculation shows that under (B2) for any j ≥ 1
E
[(
gb1,k,`(Yi1,Zi1, Yi1+j ,Zi1+j)− gb2,k,`(Yi1,Zi1, Yi1+j ,Zi1+j)
)2] ≤ C‖b1 − b2‖,
for a constant C independent of i, j, k, `. Next, note that there exist constants A, v such that for
all k, `
N
(
G3,k,`(δ), L1(Q), 
)
≤ (A/)v.
To see this, observe that any function in G3,k,`(δ) can be expressed as through sums and products of
functions from the classesH1 := {(y1, z1, y2, z2) 7→ z1,kz2,`|1 ≤ k, ` ≤ p+1},H2 := {(y1, z1, y2, z2) 7→
τ − 1{y1 ≤ z>1 b}|b ∈ Rp+1}, H3 := {(y1, z1, y2, z2) 7→ τ − 1{y2 ≤ z>2 b}|b ∈ Rp+1} and that each of
the three classes satisfies
N(Hj , L2(Q), ) ≤ (A˜/)v˜,
for all 0,≤  ≤ 1 and some constants A˜, v˜ < ∞. Hence, by the Cauchy-Schwarz inequality and
Lemma 24 in Belloni, Chernozhukov, Chetverikov, and Ferna´ndez-Val (2017) (note that the proof
of this Lemma continues to hold for arbitrary probability measures, discreteness is not required),
we find that
N(G3,k,`(δ), L1(Q), ) ≤ N(G3,k,`(1), L1(Q), ) ≤ (A/)v,
for someA, v <∞. Finally, note that under (B1) the series of random vectors {(Yit,Zit, Yit+j ,Zit+j)}t∈Z
is β-mixing with mixing coefficients β˜(t) satisfying β˜(t) ≤ β(0 ∨ (t − j)). Now similar arguments
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as those used to prove Lemma 7 show that for g ∈ G3,k,`(δ)
σ2q,i,j(g) := V ar
( 1√
q
q∑
t=1
f(Yit,Zit, Yit+j ,Zit+j)
)
,
we have for 1 ≥ δ ≥ 1/T and a constant C independent of n, T, δ
max
1≤j≤mT
sup
i
sup
g∈G3,k,`(δ)
sup
q≥1
σ2q,i,j(g) ≤ Cδ(mT + log T ).
Hence we can apply Proposition C.2 of Kato, Galvao, and Montes-Rojas (2012) by picking qT =
cqκ(mT + log T ) and by similar arguments as for deriving (30) we obtain (29).
Lemma 9. Under assumptions (A0)–(A3), (B1), and if log n ≤ C4 log T for some constant C4 we
have
sup
i
∥∥∥ 1
T
T∑
t=1
ψi,τ+dT (Zit, Yit)− ψi,τ−dT (Zit, Yit)
2dT
∥∥∥ = Op( log T
(TdT )1/2
)
. (31)
Proof. By definition, we have for Uit := FY |Z(Yit|Zit) ∼ U [0, 1] independent of Zit,
1
T
T∑
t=1
ψi,τ+dT (Zit, Yit)− ψi,τ−dT (Zit, Yit)
2dT
=
1
T
∑
t
Zit
(
1(Uit ≤ τ + dT )− 1(Uit ≤ τ − dT )− 2dT
)
2dT
.
Consider the function fk,T (u, z) := zk{1(u ≤ τ + dT )− 1(u ≤ τ − dT )− 2dT }. Under Assumptions
(A1), (A2) there exist constants C1, C2 independent of i, T such that supi,t supk |fk(Yit,Zit)| ≤ C1,
E[fk(Yit,Zit)] = 0 and V ar(fk(Yit,Zit)) ≤ C2dT . Applying Lemma 7 we obtain
σ2q (f) := V ar
( 1√
q
q∑
t=1
fk(Yit,Zit)
)
≤ C10dT | log dT |.
Now applying the Bernstein inequality for β-mixing sequences (Corollary C.1 in Kato, Galvao, and
Montes-Rojas (2012)) we have for some constant C independent of i, T, k and qT ∈ [1, T/2] and for
all sT > 0
P
(∣∣∣ 1
T
T∑
t=1
fk(Yit,Zit)
∣∣∣ ≥ C{√(sT ∨ 1)√
T
σq(f) +
sT qT
T
})
≤ 2 exp(−sT ) + 2Tβ(qT ).
Pick sT = C11 log T for some constant C11 > 0 to be determined later and qT = T c for c < 12 . By
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assumption log n ≤ C4 log T , so choosing C11 > C4 we obtain
sup
i
∥∥∥ 1
T
T∑
t=1
ψi,τ+dT (Zit, Yit)− ψi,τ−dT (Zit, Yit)
2dT
∥∥∥ = Op( log T
(TdT )1/2
)
.
Lemma 10. Under Assumptions (A0)–(A3) and (B1)
γ̂i(τ)− γi0(τ) = − 1
T
B−1i
T∑
t=1
Zit(1(Yit ≤ Z>itγi(τ))− τ) +R(1)iT (τ) +R(2)iT (τ),
with
sup
i
sup
η∈T
‖R(2)iT (η)‖ = Op
( log T
T
)
, (32)
sup
i
sup
η∈T
‖R(1)iT (η)‖ = Op
(((log T )5/4
T 3/4
))
, (33)
sup
i
sup
η∈T
‖E[R(1)iT (η)]‖ = O
((log T )2
T
)
, (34)
sup
i
sup
η∈T
‖R(1)iT (η)‖ = O(1), (35)
sup
i
sup
η∈T
∥∥∥E[(R(1)iT (η)− E[R(1)iT (η)])(R(1)iT (η)− E[R(1)iT (η)])>]∥∥∥ = O(((log T )5/2T 3/2 )). (36)
Proof. Observe the decomposition
γ̂i(η)− γi0(η) = − 1
T
B−1i
T∑
t=1
Zit(1(Yit ≤ qi,η(Zit))− η) + ri,1(η) + ri,2(η) + ri,3(η),
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where
ri,1(η) :=
1
T
B−1i
T∑
t=1
Zit(1(Yit ≤ Z>it γ̂i(η))− η),
ri,2(η) := − 1
T
B−1i
T∑
t=1
{
Zit
(
1(Yit ≤ Z>it γ̂i(η))− 1(Yit ≤ Z>itγi0(η))
)
−
∫
z[FY |Z(z>γ̂i(η) | z)− FY |Z(z>γi0(η) | z)]dPZi1(z)
}
,
ri,3(η) := −B−1i
[ ∫
z[FY |Z(z>γ̂i(η) | z)− FY |Z(z>γi0(η) | z)]dPZi1(z)−Bi(γ̂i(η)− γi0(η))
]
.
Let R
(1)
iT (η) := ri,2(η), R
(2)
iT (η) := ri,1(η) + ri,3(η).
Now similar arguments as in the proof of Theorem 5.1 in Chao, Volgushev, and Cheng (2017)
(noting that, in the notation of Chao, Volgushev, and Cheng (2017) gn = 0, cn(γn) = 0, ξm = M
and m = p + 1) using Lemma 8 in the present paper instead of Lemma C.3 in Chao, Volgushev,
and Cheng (2017) leads to (32) and the same arguments show that with probability tending to one,
sup
i
sup
η∈T
‖R(1)iT ‖ ≤ χT ((log T )1/2/T 1/2) = O
((log T )5/4
T 3/4
)
,
so (33) holds.
Moreover, (35) follows from the definition of ri,2(η) and assumption (A1), while (36) can be
proved by the same arguments as (15) (again using Lemma 8 in the present paper instead of Lemma
C.3 in Chao, Volgushev, and Cheng (2017)).
It remains to prove (34). For t = 1, ..., T define Jt := {1 ≤ s ≤ T : |s − t| ≤ L log T} with a
constant L to be determined later. Let
γ̂
(−Js)
i (η) := arg min
γ∈Rp+1
T∑
t=1,t/∈Js
ρη(Yit − Z>itγ).
Similarly as before, we have the decomposition
γ̂
(−Js)
i (η)− γi0(η) = −
1
T − |Js|B
−1
i
∑
t/∈Js
Zit(1(Yit ≤ qi,η(Zit))− η) + r(−Js)i,1 (η) + r(−Js)i,2 (η) + r(−Js)i,3 (η),
40
where
r
(−Js)
i,1 (η) :=
1
T − |Js|B
−1
i
∑
t/∈Js
Zit(1(Yit ≤ Z>it γ̂(−Js)i (η))− η),
r
(−Js)
i,3 (η) := −B−1i
[ ∫
z[FY |Z(z>γ̂
(−Js)
i (η) | z)− FY |Z(z>γi0(η) | z)]dPZi1(z)−Bi(γ̂(−Js)i (η)− γi0(η))
]
,
and
r
(−Js)
i,2 (η) :=−
1
T − |Js|B
−1
i
∑
t/∈Js
{
Zit
(
1(Yit ≤ Z>it γ̂(−Js)i (η))− 1(Yit ≤ Z>itγi0(η))
)
−
∫
z[FY |Z(z>γ̂
(−Js)
i (η) | z)− FY |Z(z>γi0(η) | z)]dPZi1(z)
}
.
By an application of Lemma C.2 in Chao, Volgushev, and Cheng (2017) (note that the gn appearing
in that Lemma is zero in our setting and set t = 2 in that Lemma) we find that for constants
c1 > 0, c2 > 0 independent of i, T, n, Jt
{
sup
η∈T
‖γ̂(−Jt)i (η)− γi0(η)‖ ≤ c1sn,i(t)
}
⊃
{
sn,i(t) ≤ c2
}
,
where
sn,i(s) := sup
η∈T
∥∥∥ 1
T − |Js|
∑
t/∈Js
Zit(1(Yit ≤ Z>itγi0(η))− η)
∥∥∥
≤ sup
η∈T
∥∥∥ 1
T
T∑
t=1
Zit(1(Yit ≤ Z>itγi0(η))− η)
∥∥∥+ CL log T
T
,
for a constant C independent of s, T, i and the inequality holds almost surely. Define the events
Ω
(1)
i,T (κ) :=
{
sup
η∈T
∥∥∥ 1
T
T∑
t=1
Zit(1(Yit ≤ Z>itγi0(η))− η)
∥∥∥ ≤ 2c0κ1/2( log T
T
)1/2}
.
An application of Lemma 8 shows that supi P(Ω
(1)
i,T (κ)) ≥ 1 − T−κ. Now by properties of linear
optimization (see for instance Lemma 34 on page 106 in Belloni, Chernozhukov, Chetverikov, and
Ferna´ndez-Val (2017)) we have under (A1)–(A3)
sup
s,η∈T
‖r(−Js)i,1 (η)‖ ≤
‖B−1i ‖M(p+ 1)
T − |Js| ≤
C1
T
.
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Moreover, by Lemma C.1 of Chao, Volgushev, and Cheng (2017) Assumptions (A1)–(A3) imply
the existence of a constant C2 independent of i, s, T such that
sup
η∈T
‖r(−Js)i,3 (η)‖ ≤ C2 sup
η∈T
‖γ̂(−Js)i (η)− γi0(η)‖2.
Taken together, this shows that on Ω
(1)
i,T (κ) we have for T large enough
sup
η∈T
sup
t
∥∥∥r(−Jt)i,1 (η) + r(−Jt)i,3 (η)∥∥∥ ≤ κC3 log TT , supη∈T
∥∥∥ri,1(η) + ri,3(η)∥∥∥ ≤ κC3 log T
T
, (37)
where the second bound follows by similar arguments as the first one. Next consider the events
Ω
(2)
i,T (κ) :=
{
sup
0≤δ≤1
sup
‖b1−b2‖≤δ
sup
s
‖ 1T−|Js|
∑
t/∈JsWit(b1, b2)− E[Wi1(b1, b2)]‖
χT (δ)
≤ 2c0κ2
}
,
where
Wit(b1, b2) := Zit(1{Yit ≤ b>1 Zit} − 1{Yit ≤ b>2 Zit}).
Under (A1)–(A3) there exists a constant C5 independent of i, s, T, δ such that for T large enough
sup
‖b1−b2‖≤δ
sup
s
∥∥∥ 1
T − |Js|
∑
t/∈Js
Wit(b1, b2)− E[Wi1(b1, b2)]
∥∥∥
≤ sup
‖b1−b2‖≤δ
∥∥∥ 1
T
T∑
t=1
Wit(b1, b2)− E[Wi1(b1, b2)]
∥∥∥+ C5L log T
T
,
almost surely, and thus Lemma 8 implies that for T large enough
inf
i
P(Ω(2)i,T (κ)) ≥ infi P
(
sup
0≤δ≤1
‖Pi,T − Pi‖G2(δ)
χT (δ)
≤ c0κ2
)
≥ 1− T−κ.
Let δi,T := supη∈T supt ‖γ̂(−Jt)i (η) − γ̂i(η)‖. Now observe that by (37) and direct computations
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using (A1)–(A3)
sup
η∈T
sup
s
‖γ̂(−Js)i (η)− γ̂i(η)‖ = sup
η∈T
sup
s
‖γ̂(−Js)i (η)− γi0(η)− (γ̂i(η)− γi0(η))‖
≤ sup
η∈T
sup
s
∥∥∥ 1
T
B−1i
T∑
t=1
Zit(1(Yit ≤ qi,η(Zit))− η)− 1
T − |Js|B
−1
i
∑
t/∈Js
Zit(1(Yit ≤ qi,η(Zit))− η)
∥∥∥
+ sup
η∈T
sup
s
‖r(−Js)i,1 (η) + r(−Js)i,3 (η)− ri,1(η)− ri,3(η)‖+ sup
η∈T
sup
s
‖r(−Js)i,2 (η)− ri,2(η)‖
≤
(C6L log T
T
)
+ sup
η∈T
sup
s
‖r(−Js)i,2 (η)− ri,2(η)‖.
Direct computations show that on Ω
(1)
i,T (κ) ∩ Ω(2)i,T (κ) (note that on Ω(1)i,T (κ) we have δi,T ≤ 1 for T
sufficiently large),
sup
t
sup
η∈T
‖r(−Jt)i,2 (η)− ri,2(η)‖ ≤
C7L log T
T
+ ‖Pi,T − Pi‖G2(δi,T )
≤ C7L log T
T
+ c0κ
2(T−1/2δ1/2i,T log T + T
−1(log T )2),
where the second inequality follows by Lemma 8. Combining the results obtained so far we find
that on Ω
(1)
i,T (κ) ∩ Ω(2)i,T (κ) we have for T sufficiently large
δi,T ≤ C8κ2
(
T−1(log T )2 + T−1/2δ1/2i,T log T
)
.
A simple calculation shows that any non-negative δi,T satisfying this inequality automatically sat-
isfies δi,T ≤ 4C28κ4T−1(log T )2. Applying the union bound over i this shows the existence of a
constant C9 such that
P
(
sup
i
sup
t=1,...,T
sup
η∈T
‖γ̂(−Jt)i (η)− γi0(η)‖ ≥ C9κ4
(log T )2
T
)
≤ 2nT−κ. (38)
To finalize the proof, consider the following decomposition
ri,2(η) =
1
T
B−1i
T∑
t=1
Zit(1(Yit ≤ Z>itγi0(η))− η) + r(1)i,2 (η) + r(2)i,2 (η),
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where
r
(1)
i,2 (η) := −
1
T
B−1i
T∑
t=1
{
Zit(1(Yit ≤ Z>it γ̂(−Jt)i (η))− η)−
∫
z[FY |Z(z>γ̂
(−Jt)
i (η) | z)− η]dPZi1(z)
}
,
r
(2)
i,2 (η) :=
1
T
B−1i
T∑
t=1
{
Zit
(
1(Yit ≤ Z>it γ̂(−Jt)i (η))− 1(Yit ≤ Z>it γ̂i(η))
)
−
∫
z[FY |Z(z>γ̂
(−Jt)
i (η) | z)− FY |Z(z>γ̂i(η) | z)]dPZi1(z)
}
.
Clearly E[ri,2(η)] = E[r
(1)
i,2 (η)+r
(2)
i,2 (η)]. Now given (38), exactly the same arguments as in the proof
of Theorem S.6.1 of Volgushev, Chao, and Cheng (2017) (see page 43 of the supplementary material
of Volgushev, Chao, and Cheng (2017)) yield (note that the m, ξm of Volgushev, Chao, and Cheng
(2017) are fixed constants in our setting and use (38) instead of Lemma S.6.3 in Volgushev, Chao,
and Cheng (2017))
sup
i
‖E[r(2)i,2 (η)]‖ = O
((log T )2
T
)
.
To bound E[r(1)i,2 (η)], note that for any t = 1, ..., T the quantity γ̂
(−Jt)
i (η)) does not contain elements
of {(Yit,Zit) : t ∈ Jt}. Hence, by a property of β-mixing (see for instance Lemma 2.6 in Yu (1994))
we find that
sup
i,t
∥∥∥E[Zit(1(Yit ≤ Z>it γ̂(−Jt)i (η))− η)− ∫ z[FY |Z(z>γ̂(−Jt)i (η) | z)− η]dPZi1(z)]∥∥∥ ≤Mβ(L log T ).
Under assumption (B1) we can choose the constant L large enough to ensure that Mβ(L log T ) ≤
(log T )2/T , and thus the proof of (34) is complete.
For the next result we use the following additional notation. Let
wit := Zit(τ − 1(Yit ≤ γi0(τ)>Zit)),
µi,j(b) := E[(Zi1Z>i1+j + Zi1+jZ>i1)(τ − 1(Yi1 ≤ Z>i1b))(τ − 1(Yi1+j ≤ Z>i1+jb))].
Under Assumptions (A1), (B2) there exist matrices Di,j,k(τ) ∈ R(p+1)×(p+1) with bounded elements
44
such that
sup
i,j
∥∥∥µi,j(γ̂i(τ))−µi,j(γi0(τ))− p+1∑
k=1
Di,j,k(τ)(γ̂i,k(τ)−γi0,k(τ))
∥∥∥ = O( sup
i
‖γ̂i(τ)−γi0(τ)‖2
)
. (39)
Define
AiT :=
τ(1− τ)
T
T∑
t=1
ZitZ
>
it +
∑
1≤j≤mT
(
1− j
T
)( 1
T
∑
t∈Tj
(witw
>
it+j + wit+jw
>
it )
)
.
Lemma 11. Under Assumptions (A0)–(A3) and (B1)–(B3)
A˜iT −AiT =
∑
1≤j≤mT
(
1− j
T
) |Tj |
T
p+1∑
k=1
Di,j,k(τ)
1
T
T∑
t=1
(B−1i ψi,τ (Zit, Yit))k +R4i,
with
sup
i
‖R4i‖ = OP
(
mT (log T +mT )
1/2
( log T
T
)3/4)
, (40)
and
sup
i
∥∥∥AiT − E[AiT ]∥∥∥ = Op(mT(mT log T
T
)1/2)
, (41)
and
sup
i
∥∥∥A˜iT − E[AiT ]∥∥∥ = Op(mT(mT log T
T
)1/2)
, (42)
and provided that mT →∞,
sup
i
∥∥∥E[AiT ]− A˜i∥∥∥ = o(1). (43)
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Proof. Consider the following decomposition
A˜iT −AiT
=
∑
1≤j≤mT
(
1− j
T
)( 1
T
∑
t∈Tj
(ŵitŵ
>
it+j + ŵit+jŵ
>
it )−
1
T
∑
t∈Tj
(witw
>
it+j + wit+jw
>
it )
)
=
∑
1≤j≤mT
(
1− j
T
) 1
T
∑
t∈Tj
(
(ŵitŵ
>
it+j + ŵit+jŵ
>
it )− (witw>it+j + wit+jw>it )− {µi,j(γ̂i(τ))− µi,j(γi(τ))}
)
+
∑
1≤j≤mT
(
1− j
T
) |Tj |
T
(
µi,j(γ̂i(τ))− µi,j(γi0(τ))−
p+1∑
k=1
Di,j,k(τ)
1
T
T∑
t=1
(B−1i ψi,τ (Zit, Yit))k
)
+
∑
1≤j≤mT
(
1− j
T
) |Tj |
T
p+1∑
k=1
Di,j,k(τ)
1
T
T∑
t=1
(B−1i ψi,τ (Zit, Yit))k
=: R
(1)
4i +R
(2)
4i +
∑
1≤j≤mT
(
1− j
T
) |Tj |
T
p+1∑
k=1
Di,j,k(τ)
1
T
T∑
t=1
(B−1i ψi,τ (Zit, Yit))k.
Regarding R
(2)
4i , begin by observing that under (A1), (B2) by (39)
sup
i,j
∥∥∥µi,j(γ̂i(τ))− µi,j(γi0(τ))− p+1∑
k=1
Di,j,k(τ)
1
T
T∑
t=1
(B−1i ψi,τ (Zit, Yit))k
∥∥∥
≤ sup
i,j
∥∥∥µi,j(γ̂i(τ))− µi,j(γi0(τ))− p+1∑
k=1
Di,j,k(τ)(γ̂i,k(τ)− γi0,k(τ))
∥∥∥
+ sup
i,j
∥∥∥ p+1∑
k=1
Di,j,k(τ)(γ̂i,k(τ)− γi0,k(τ))−
p+1∑
k=1
Di,j,k(τ)
1
T
T∑
t=1
(B−1i ψi,τ (Zit, Yit))k
∥∥∥
≤O
(
sup
i
‖γ̂i(τ)− γi0(τ)‖2
)
+ sup
i,j,k
‖Di,j,k(τ)‖ sup
i
‖R(1)iT (τ) +R(2)iT (τ)‖,
where R
(1)
iT (τ), R
(2)
iT (τ) are defined in Lemma 10 and hence supi ‖R(2)4i ‖ = Op
(
mT
(log T )5/4
T 3/4
)
by (25)
and Lemma 10.
Next we deal with R
(1)
4i . Pick a constant C1 such that the event
Ω1,T :=
{
sup
i
‖γ̂i(τ)− γi0(τ)‖ ≤ C1(log T )1/2T−1/2
}
,
has probability tending to one, this is possible by Lemma 10 and (25). Note that on Ω1,T we have
sup
i
‖R(1)4i ‖ .
∑
1≤j≤mT
(
1− j
T
)
sup
k,`
ST,j,k,`(C1(log T )
1/2T−1/2) ≤ mT sup
k,`,j
ST,j,k,`(C1(log T )
1/2T−1/2),
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where ST,j,k,` is defined in (28). Apply (29) and the union bound to find that the right-hand side
above is OP
(
mT (log T +mT )
1/2
(
log T
T
)3/4)
. Putting together, we get (40).
To prove (41) note that
AiT − E[AiT ] = τ(1− τ)
T
T∑
t=1
(ZitZ
>
it − E[Zi1Z>i1])
+
∑
1≤j≤mT
(
1− j
T
)( 1
T
∑
t∈Tj
(
(witw
>
it+j + wit+jw
>
it )− E[wi1w>i1+j + wi1+jw>i1]
))
.
The first term is Op
(
(log T )1/2
T 1/2
)
by a standard application of the Bernstein inequality for depen-
dent variables. To deal with the second term, note that under (B1) the series of random vectors
{(Yit,Zit, Yit+j ,Zit+j)}t∈Z is β-mixing with mixing coefficients β˜(t) satisfying β˜(t) ≤ β(0∨ (t− j)).
This implies that the β-mixing coefficients of the series {vit,j}t∈Z where vit,j := (witw>it+j +
wit+jw
>
it )k,` are also bounded by β(0 ∨ (t − j)) (here, Mk,` denotes the (k, `) entry of the ma-
trix M). Hence by an application of Lemma C.1 in Kato, Galvao, and Montes-Rojas (2012) with
δ = 1 we have |Cov(vi1,j , vit+1,j)| ≤ Cβ(0 ∨ (t− j))1/2 and direct computations show that
sup
1≤q≤T
sup
k,`
max
1≤j≤mT
sup
i
V ar
( 1√
q
q∑
t=1
(witw
>
it+j + wit+jw
>
it )k,`
)
= O(mT ).
Apply Bernstein’s inequality for β-mixing sequences (Corollary C.1 in Kato, Galvao, and Montes-
Rojas (2012)) with q = qT = mT + C log T , s = sT = C log T for suitable constants C and the
union bound to obtain
sup
i,j
( 1
|Tj |
∑
t∈Tj
(
(witw
>
it+j + wit+jw
>
it )− E[wi1w>i1+j + wi1+jw>i1]
))
= OP
(√mT log T
T
)
.
Combined with the definition of AiT this yields (41).
To prove (42), note that
∥∥∥A˜iT − E[Ait]∥∥∥ ≤ ∥∥∥A˜iT −AiT∥∥∥+ ∥∥∥Ait − E[AiT ]∥∥∥,
apply the first result of Lemma 8 to obtain
sup
i
‖A˜iT −AiT ‖ = Op
(
mT
( log T
T
)1/2)
,
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and combined with (40), (41), we get (42).
To prove (43), apply Lemma C.1 in Kato, Galvao, and Montes-Rojas (2012) to obtain
‖E[wi1w>i1+j + wi1+jw>i1]‖ ≤ Cβ(j)1/2,
for a constant independent of i, T, j. Hence under Assumptions (B1) and (B3), where the latter
implies mT →∞,mT /T → 0, we have
‖E[AiT ]− A˜i‖ ≤
mT∑
j=1
∣∣∣(1− j
T
) |Tj |
T
− 1
∣∣∣Cβ(j)1/2 + ∞∑
j=mT+1
Cβ(j)1/2
≤ C1
(mT
T
mT∑
j=1
β(j)1/2 +
∞∑
j=mT+1
β(j)1/2
)
= o(1).
Now we state a lemma that is parallel to Lemma 5 under β-mixing sequences.
Lemma 12. Under Assumptions (A0)–(A3) and (B1)–(B3)
sup
i,t
|êit − eit| = Op
( log T
(TdT )1/2
)
,
and
sup
i,t
∣∣∣f̂it − fit − eit − êit
e2it
∣∣∣ = Op((log T )2
TdT
)
.
Proof. By definition,
êis − eis = Z>is
(
γ̂i(τ + dT )− γi0(τ + dT )− (γ̂i(τ − dT )− γi0(τ − dT ))
)
/2dT .
By Lemma 10, we obtain
Z>is(γ̂i(τ±dT )−γi0(τ±dT )) = −
1
T
Z>isB
−1
i
T∑
t=1
Zit
(
1(Yit ≤ qi,τ±dT (Zit))−(τ±dT )
)
+Op
((log T )5/4
T 3/4
)
.
Hence with Uit := FY |Z(Yit | Zit) ∼ U [0, 1] independent of Zit,
êis − eis = − 1
2TdT
Z>isB
−1
i
T∑
t=1
Zit
(
1(Uit ≤ τ + dT )− 1(Uit ≤ τ − dT )− 2dT
)
+Op
((log T )5/4
dTT 3/4
)
.
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By Lemma 9 we have
sup
i
∥∥∥ 1
T
T∑
t=1
Zit
(
1(Uit ≤ τ + dT )− 1(Uit ≤ τ − dT )− 2dT
)
2dT
∥∥∥ = Op( log T
(TdT )1/2
)
.
Putting together we obtain
sup
i,s
|êis − eis| = Op
( log T
(TdT )1/2
)
+Op
((log T )5/4
dTT 3/4
)
= Op
( log T
(TdT )1/2
)
,
where the last equality follows under (B3). The rest of the proof follows by the same arguments as
in Lemma 5.
Now we present a lemma parallel to Lemma 6 for the β-mixing sequences.
Lemma 13. Under assumptions (A0)–(A3), (B1)–(B3),
B̂iT −BiT = 1
T
T∑
t=1
p+1∑
k=1
ψi,τ+dT ,k(Zit, Yit)− ψi,τ−dT ,k(Zit, Yit)
2dT
E
[(B−1i Zi1)kZi1Z>i1
e2i1
]
+R2i,
with
sup
i
∥∥∥ 1
T
T∑
t=1
p+1∑
k=1
ψi,τ+dT ,k(Zit, Yit)− ψi,τ−dT ,k(Zit, Yit)
2dT
E
[(B−1i Zi1)kZi1Z>i1
e2i1
]∥∥∥ = Op( log T
(TdT )1/2
)
,
(44)
and
sup
i
‖R2i‖ = Op
((log T )2
TdT
+
( log T
(TdT )1/2
)( log T
T
)1/2
+
(log T )5/4
dTT 3/4
)
. (45)
Moreover,
sup
i
‖BiT − E[BiT ]‖ = Op
((log T )1/2
T 1/2
)
. (46)
Proof. The statement (44) follows from Lemma 9 after noting hat the bound supi ei1 > 0 derived
in (18) still holds in the present setting since the latter derivation only used (A1).
The proof of (45) is very similar to the proof of (20) and uses Lemma 10, so we will only give
49
a brief outline. First observe that
B̂iT −BiT = 1
T
T∑
t=1
(f̂it − fit)ZitZ>it
= − 1
T
T∑
t=1
êit − eit
e2it
ZitZ
>
it +Op
((log T )2
TdT
)
=
1
T
T∑
t=1
p+1∑
k=1
ψi,τ+dT ,k(Zit, Yit)− ψi,τ−dT ,k(Zit, Yit)
2dT
E
[(B−1i Zi1)k
e2i1
(Zi1Z
>
i1)
]
+R2i,
where the first equality follows by Lemma 12,
R2i :=
p+1∑
k=1
( 1
T
T∑
s=1
ψi,τ+dT ,k(Zis, Yis)− ψi,τ−dT ,k(Zis, Yis)
2dT
)( 1
T
T∑
t=1
Nit,k
)
−
p+1∑
k=1
(R(1)iT,k(τ + dT ) +R(2)iT,k(τ + dT )
2dT
)( 1
T
T∑
t=1
Zit,kZitZ
>
it
)
+
p+1∑
k=1
(R(1)iT,k(τ − dT ) +R(2)iT,k(τ − dT )
2dT
)( 1
T
T∑
t=1
Zit,kZitZ
>
it
)
+Op
((log T )2
TdT
)
,
Nit,k :=
(B−1i Zi1)kZi1Z
>
i1
e2i1
− E
[(B−1i Zi1)kZi1Z>i1
e2i1
]
,
R
(1)
iT , R
(2)
iT are defined in Lemma 10, and R
(j)
iT,k denotes the k-th component of the vector R
(j)
iT .
Now an application of the Bernstein inequality for β-mixing sequences (see Corollary C.1 in Kato,
Galvao, and Montes-Rojas (2012)) shows that
sup
i
sup
k
∥∥∥ 1
T
T∑
t=1
Nit,k
∥∥∥ = Op((log T )1/2/T 1/2),
and combining this with Lemma 9 and Lemma 10 completes the argument.
Finally, (46) follows by uniform boundedness of fit and an application of the Bernstein inequality
for β-mixing sequences (see Corollary C.1 in Kato, Galvao, and Montes-Rojas (2012)) after noting
that by an application of Lemma C.1 in Kato, Galvao, and Montes-Rojas (2012) we have
sup
k,`
sup
i
sup
1≤q≤T
V ar
( 1
q1/2
q∑
t=1
fit(ZitZ
>
it)k,`
)
= O(1).
Details are omitted for the sake of brevity.
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Proof of Theorem 2. We use the following notations for various matrix objects:
V˜ −1iT = B̂iT A˜
−1
iT B̂iT
V −1iT = E[BiT ](E[AiT ])
−1E[BiT ]
V −1i = BiA˜
−1
i Bi,
and let W˜iT , WiT and Wi denote the lower p × p submatrix of V˜ −1iT , V −1iT and V −1i respectively.
Observe that
V˜ −1iT − V −1iT = (B̂iT − E[BiT ])(E[AiT ])−1E[BiT ] + E[BiT ](E[AiT ])−1(B̂iT − E[BiT ])
+O
(
‖B̂iT − E[BiT ]‖2 + ‖A˜iT − (E[AiT ])‖
)
=:
1
T
T∑
t=1
ηiT (Zit, Yit) +R3i, (47)
where
ηiT (Zit, Yit) := 2E[BiT ](E[AiT ])−1
p+1∑
k=1
E
[(B−1i Zi1)kZi1Z>i1
e2i1
]ψi,τ+dT ,k(Zit, Yit)− ψi,τ−dT ,k(Zit, Yit)
2dT
+ 2E[BiT ](E[AiT ])−1
(
fitZitZ
>
it − E[fi1Zi1Z>i1]
)
.
By Lemma 13 and Lemma 11 we obtain that under (B3)
sup
i
‖R3i‖ = Op
((log T )2
TdT
+
(m3T log T
T
)1/2)
.
By definition, the terms ηiT (Zit, Yit) are independent across i and centered. Let η˜iT (Zit, Yit) de-
note the lower p × p sub-matrix of ηiT (Zit, Yit). Let φi,τ (Zit, Yit) denote the last p entries of
−B−1i ψi,τ (Zit, Yit). Then by Lemma 10
β̂i(τ)− β0(τ) = 1
T
T∑
t=1
φi,τ (Zit, Yit) + R˜
(1)
iT (τ) + R˜
(2)
iT (τ),
where R˜
(k)
iT (τ), k = 1, 2 denote the vectors that contain the last p entries of R
(k)
iT (τ), k = 1, 2 from
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Lemma 10. Note that
1
n
n∑
i=1
W˜iT
(
β̂i(τ)− β0(τ)
)
=
1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
+
1
n
n∑
i=1
WiT
( 1
T
T∑
t=1
φi,τ (Zit, Yit) + R˜
(1)
iT (τ)
)
+
1
n
n∑
i=1
WiT R˜
(2)
iT +
1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit) + R˜3i
)(
R˜
(1)
iT (τ) + R˜
(2)
iT (τ)
)
+
1
n
n∑
i=1
R˜3i
( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
,
where R˜3i contains the lower p× p sub-matrix of R3i and
1
n
n∑
i=1
WiT R˜
(2)
iT (τ) = Op
( log T
T
)
,
1
n
n∑
i=1
R˜3i
( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
= Op
(((log T )2
TdT
+
(m3T log T
T
)1/2)(log T )1/2
T 1/2
)
,
1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit) + R˜3i
)(
R˜
(1)
iT (τ) + R˜
(2)
iT (τ)
)
= Op
(( log T
(TdT )1/2
+
(m3T log T
T
)1/2)(log T )5/4
T 3/4
)
,
where the first line is a direct consequence of Lemma 10 and the second line follows by (47) and the
bound supi
∣∣∣ 1T ∑Tt=1 φi,τ (Zit, Yit)∣∣∣ = Op( (log T )1/2T 1/2 ). The last line is a combination of Lemma 10,
Lemma 13, Lemma 11 and (47).
Thus under (B3)
1
n
∑
i
ŴiT (β̂i(τ)− β0(τ)) = 1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
+
1
n
n∑
i=1
WiT
( 1
T
T∑
t=1
φi,τ (Zit, Yit) + R˜
(1)
iT (τ)
)
+ op
( 1√
nT
)
.
To bound the first term, denote by θt the (k, `)’s entry of the matrix η˜iT (Zit, Yit) and let ξt denote
the j-th entry of the vector φi,τ (Zit, Yit) (the dependence on i is dropped for notational convenience).
Note that for arbitrary j, k, ` we have E[θt] = 0,E[ξt] = 0.
Also note that there exists a constant C independent of j, k, ` such that |ξt| ≤ C almost
surely, |θt| ≤ Cd−1T , E|θt| ≤ C and thus E|ξtθt| ≤ CE|θt| ≤ C2, E[θ2t ] ≤ Cd−1T E|θt| ≤ C2d−1T and
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V ar(ξt) ≤ C2, which implies for any t1, t2
E[ξ2t1θ
2
t2 ] ≤ C2E[θ2t2 ] ≤ C3d−1T .
Applying Lemma C.1 of Kato, Galvao, and Montes-Rojas (2012) with δ = 1 we find that |E[θt1ξt2 ]| ≤
C˜d
−1/2
T β(|t1 − t2|)1/2 and thus we have uniformly in i, k, `, j
∣∣∣E[( 1
T
T∑
t=1
θt
)( 1
T
T∑
t=1
ξt
)]∣∣∣ ≤ 1
T 2
∑
t1
∑
t2
|E[θt1ξt2 ]|
≤ 1
T 2
∑
t1
∑
t2
min
{
C2, C˜d
−1/2
T β(|t1 − t2|)1/2
}
≤ 2
T
∞∑
t=1
min
{
C2, C˜d
−1/2
T β(t)
1/2
}
= O
( log T
T
)
,
where the last inequality follows by similar arguments as the proof of Lemma 7 since | log dT | =
O(log T ).
Next note that, since the variables θt, ξt are centered, we have by elementary properties of
cumulants
E[θt1θt2ξs1ξs2 ] =cum(θt1 , θt2 , ξs1 , ξs2) + E[θt1θt2 ]E[ξs1ξs2 ] + E[θt1ξs2 ]E[ξs1θt2 ] + E[θt1ξs1 ]E[θt2ξs2 ].
Let m(t1, t2, s1, s2) denote the maximal distance between any two of the indices s1, s2, t1, t2.
Then by similar arguments as is the proof of Proposition 3.1 in Kley, Volgushev, Dette, Hallin,
et al. (2016) one can show that for some constant C independent of i, T (note that dT θt is uniformly
bounded and that cumulants are linear in each of their arguments and apply Lemma 2.6 of Yu (1994)
instead of α-mixing to bound terms of the form E[ψ1ψ2]−E[ψ1]E[ψ2] where ψ1, ψ2 denote random
variables that can be products of the θt1 , ξsi) to obtain
|cum(θt1 , θt2 , ξs1 , ξs2)| ≤ Cd−2T β(bm(t1, t2, s1, s2)/4c).
Moreover, by applying Lemma 2.6 of Yu (1994) we find that
|E[θt1θt2 ]| ≤ Cd−2T β(|t1 − t2|),
|E[ξt1ξt2 ]| ≤ Cβ(|t1 − t2|).
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Thus
V ar
[( 1
T
T∑
t=1
θt
)( 1
T
T∑
t=1
ξt
)]
≤ E
[( 1
T 2
∑
t1
∑
t2
θt1ξt2
)2]
=
1
T 4
∑
t1
∑
t2
∑
s1
∑
s2
E[θt1θt2ξs1ξs2 ]
≤ 1
T 4
∑
t1
∑
t2
∑
s1
∑
s2
C(d−2T β(bm(t1, t2, s1, s2)/4c) +O
( 1
T 2d2T
)
= O
( 1
T 2d2T
)
,
since
1
T 4
∑
t1,t2,s1,s2
Cβ(bm(t1, t2, s1, s2)/4c) ≤ C
T 4
∑
m∈Z
|{(s1, s2, t1, t2) : m(t1, t2, s1, s2) = m}|β(bm/4c)
≤ C
T 4
∑
m∈Z
T (2m+ 1)3β(bm/4c) = O
( 1
T 3
)
.
Now note that by assumptions the collections of random variables {η˜iT (Zit, Yit), φi,τ (Zit, Yit) : t =
1, ..., T} are independent for different values of i and thus we have under (B3)
E
[ 1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)]
= O
( log T
T
)
= o
( 1√
nT
)
,
V ar
[ 1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)]
= O
( 1
n
)
O
( 1
T 2d2T
)
= o
( 1
nT
)
.
This shows
1
n
n∑
i=1
( 1
T
T∑
t=1
η˜iT (Zit, Yit)
)( 1
T
T∑
t=1
φi,τ (Zit, Yit)
)
= op
( 1√
nT
)
.
The fact that
1
n
n∑
i=1
WiT R˜
(1)
iT (τ) = op
( 1√
nT
)
follows by exactly the same arguments as in the independent case (see the proof of Theorem 1)
once we replace the use of Lemma 4 there by Lemma 10 and note that supi ‖WiT ‖ = O(1) with
WiT being deterministic.
1
n
∑
i
W˜iT (β̂i(τ)− β0(τ)) = 1
n
n∑
i=1
WiT
1
T
T∑
t=1
φi,τ (Zit, Yit) + op
( 1√
nT
)
.
The weak convergence in (10) follows by similar arguments as in the independent case (see the
proof of Theorem 1) once we observe that supi ‖WiT −Wi‖ = o(1), details are omitted for the sake
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of brevity. 
Proof of Lemma 2. The proof follows directly from Lemma 11. 
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