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This is a viewpoint paper on recent progress in the understanding of the microstructure–prop-
erty relations of advanced high-strength steels (AHSS). These alloys constitute a class of
high-strength, formable steels that are designed mainly as sheet products for the transportation
sector. AHSS have often very complex and hierarchical microstructures consisting of ferrite,
austenite, bainite, or martensite matrix or of duplex or even multiphase mixtures of these
constituents, sometimes enriched with precipitates. This complexity makes it challenging to
establish reliable and mechanism-based microstructure–property relationships. A number of
excellent studies already exist about the different types of AHSS (such as dual-phase steels,
complex phase steels, transformation-induced plasticity steels, twinning-induced plasticity steels,
bainitic steels, quenching and partitioning steels, press hardening steels, etc.) and several
overviews appeared in which their engineering features related to mechanical properties and
forming were discussed. This article reviews recent progress in the understanding of
microstructures and alloy design in this field, placing particular attention on the deformation
and strain hardening mechanisms of Mn-containing steels that utilize complex dislocation
substructures, nanoscale precipitation patterns, deformation-driven transformation, and twin-
ning effects. Recent developments on microalloyed nanoprecipitation hardened and press
hardening steels are also reviewed. Besides providing a critical discussion of their microstruc-
tures and properties, vital features such as their resistance to hydrogen embrittlement and
damage formation are also evaluated. We also present latest progress in advanced character-
ization and modeling techniques applied to AHSS. Finally, emerging topics such as machine
learning, through-process simulation, and additive manufacturing of AHSS are discussed. The
aim of this viewpoint is to identify similarities in the deformation and damage mechanisms
among these various types of advanced steels and to use these observations for their further
development and maturation.
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I. INTRODUCTION
THIS paper presents and critically discusses some of
the recent progress in the field of advanced high-strength
steels (AHSS). These materials receive most of their
beneficial properties (but also some of their weaknesses)
from a carefully balanced microstructure, where multi-
ple phases, metastable austenite and the resulting
deformation-driven athermal transformation phenom-
ena and twinning effects, complex dislocation substruc-
tures, the precipitation state, and the broad variety of
interfaces are particularly important features.[1–8] There-
fore, the focus of this viewpoint article is placed on those
properties that are related to the alloys’ complex and
often hierarchical microstructures. Most of the discus-
sion is about wrought AHSS, suited for sheet produc-
tion, but other synthesis-related topics such as additive
manufacturing with advanced steels are covered as
well.[9–11]
As some of the key physical metallurgy principles, but
also some of the challenges, are common to different
types of AHSS, the paper is not organized along specific
steel groups alone but rather along certain types of
microstructures and the associated micromechanical
strengthening, strain hardening, and damage
mechanisms.
Revealing the microstructure–property relations that
are characteristic of the different types of AHSS requires
the use of advanced microstructure characterization
tools, applied over a wide range of length scales[12–24]
and with high chemical sensitivity.[25–30] Therefore, some
of the latest progress in the field of the characterization
of AHSS will be highlighted as well.
When predicting properties of AHSS from
microstructure observations, phenomenological or
empirical models alone are often not satisfactory, as
some of the deformation mechanisms and particularly
their interactions are often too complex to be properly
captured by mean-field approximations. Therefore,
recent progress in full-field crystal micromechanical
modeling, taking the most important microstructure
features into account, is presented to guide microstruc-
ture-based AHSS development.[31–42]
Besides this focus on mechanisms some special topics
such as steels with high Young’s modulus,[43–46] additive
manufacturing,[11,47,48] hydrogen embrittlement,[49–53]
through-process modeling[54–56], and machine learning
applied to AHSS[57] are discussed as well but topics such
as corrosion and welding are beyond the scope of this
paper.
II. MICROSTRUCTURE MECHANISMS
UTILIZED IN ADVANCED HIGH-STRENGTH
STEELS
A. Key Thermodynamic Concepts for Advanced
High-Strength Steel Design
Reliable thermodynamic databases are essential tools
in the design of AHSS.[58–64] They need to cover a
number of alloying (Mn, Al, Cr, Ni, Si, C, N, B) and
tramp elements (Zn, Cu, H, P, S), doped on purpose or
entering through ores and scraps. Each of these elements
contributes differently to the stability of the iron-rich
solutions (liquid, ferrite, austenite (c), and epsilon (e))
and the second-phase precipitates.[65–69] The purpose of
this section is to present a few key concepts relevant to
the thermodynamically guided design of AHSS. The
intention is not to present a general review about alloy
thermodynamics here. Likewise, it is not intended to
present and review all the different thermodynamic
assessments available in the literature. Sources of
binary, ternary, and quaternary systems which are
relevant for high and medium-Mn steels can be found
in the literature, e.g., in Reference 70.
1. Long and short-range chemical ordering
We assume a phase composed of elements A and B,
distributed on two sublattices (e.g., one consisting of the
corner sites of the unit cells and the other of the
body-centered sites in a B2 structure).[71,72] The descrip-
tion of a phase through such interlocking sublattices on
which the components can mix is a standard routine in
computational alloy thermodynamics. It is a phe-
nomenological approach that allows to treat both,
random and ordered solutions but it does not pre-define
any crystal structure. In a random distribution, elements
A and B have equal probability of occupation on the
two sublattices. Long-range order (LRO) means that
element A prefers one sublattice and B the other.
Short-range order (SRO) means that the atoms with
given site fractions do not arrange themselves at random
within each sublattice.[72,73] Upon alloying and/or tem-
perature reduction, there is a critical ordering temper-
ature in which the solution starts to display LRO.
Short-range order persists beyond the transition tem-
perature in which LRO vanishes.[74,75] Ordering has
important consequences for the mechanical properties
of AHSS and metallic materials in general and it is
therefore an important phenomenon that should be
taken into account in alloy design. Figure 1 shows the
calculated effect of Si addition on a Fe7Mn-xSi (wt pct)
alloy at 600 C. The black line shows the volume
fraction of austenite. The blue and red lines show the
occupation of the two sublattices of ferrite as a function
of the Si content. It is important to notice that there is a
critical composition in which the Si starts to preferen-
tially occupy one of the sublattices. Yet, even below this
composition, SRO is still present to some degree.
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2. The effect of magnetism on phase diagram
calculation
The ferromagnetism exhibited by BCC Fe is probably
the best-known variant of spin polarization where the
coupling of the electronic structure among adjacent
atoms favors parallel spin configurations between near-
est neighbors and the critical ordering temperature is
known as the Curie temperature (TC).
[76] In other
phases, such as CBCC (alpha) Mn and FCC iron, the
exchange forces favor anti-parallel spins between nearest
neighbors which is known as anti-ferromagnetism and
the critical ordering temperature is known as the Néel
temperature (TN). Above the critical temperature, the
material is called paramagnetic and it is characterized by
a random distribution of directions for the local
moments, but short-range magnetic order (SRO) still
persists.[77] Many AHSS use an elevated Mn content the
consideration of magnetic effects on phase stability
becomes increasingly important in alloy design.
The Inden–Hillert–Jarl formalism is the basis for most
of the functions that incorporate magnetic ordering
contributions in Calphad databases.[73,78,79] From the
heat capacity, the magnetic contribution mgGam to the
Gibbs free energy can be obtained:
mgGam ¼ RT ln bþ 1ð Þf sð Þ; ½1
where b is the mean magnetic moment per mole of
formula unit, f sð Þ is a function of s ¼ T=Tnc=N; and Tc=N
is the Curie temperature for the ferromagnetic transition
or the Néel temperature of the phase n.[77] Figure 2(a)
shows the effect of different alloying elements on the
Curie temperature of BCC iron. With the exception of
cobalt, all the elements decrease the Curie temperature
of BCC iron. Mn strongly decreases the Curie temper-
ature of BCC iron and the thermodynamic stability of
this phase, making Mn a strong FCC stabilizer. Besides,
the increase of the enthalpy of BCC iron upon alloying
with Mn creates a metastable miscibility gap in the BCC
phase at lower temperatures. Figure 2(b) shows the
metastable magnetic miscibility gap of the BCC phase in
the Fe-Mn system including the chemical spinodal, the
solvus lines between the two BCC phases, and the Curie
temperature (without partition of elements). The
metastable miscibility gap is highly relevant for the
nucleation of austenite, as discussed next.[80,81]
3. Thermodynamic aspects of phase transitions
with and without chemical partitioning in advanced
high-strength steels
Quantitative understanding of phase transformations,
their kinetics, and driving forces are key aspects required
for the knowledge-based design of AHSS.[62,66,82–84] Yet,
the driving force concept is often an incomplete or even
misleading concept in AHSS design and generally in
materials science, since its definition changes according
to the specific type of phase transition addressed. Phase
transitions can happen either with or without chemical
partition of the elements.[2,85–90] The partitioning driving












where lai are the chemical potentials evaluated for the
actual matrix composition xaj . The composition of c, x
c
i ,
is obtained from a multidimensional (multicomponent)
tangent plane to the c Gibbs-energy curve parallel to the
tangent plane of a for the matrix composition under
consideration. Phase transitions that occur with parti-
tioning of the elements require long-range diffusion and
are often described as diffusion-controlled phase tran-
sitions. Ferrite formation from the austenite, fer-
rite-to-austenite reversion, and carbide precipitation in
steels are all important examples of diffusion-controlled
transitions which are highly relevant for processing
AHSS.[88,91] Para-equilibrium (PE) is one important
special case of a diffusion-controlled phase transition in
which only fast diffusion species (typically interstitials
such as carbon, nitrogen, and hydrogen) partition across
the reaction interface (while there still exists a difference
in the chemical potential of the slow diffusion species,
typically the substitutional elements).[69,92–96] Cementite
is frequently formed by a reaction governed by
para-equilibrium during low-temperature heat
treatment.
Partitionless phase transitions are those in which
both, parent and daughter phases have the same
composition. Martensitic phase transitions are the
best-known examples of partitionless phase transitions
in which the daughter phase (e.g., a¢- or e-martensite) is
formed from the parent phase (e.g., austenite) by a
displacive mechanism (collective military movement of
the lattice atoms) upon quenching or mechanical defor-
mation. Notwithstanding, partitionless phase transitions
can include diffusive steps as well and thus be controlled
by short-range diffusion (atomic jump) of the atoms
across the moving interface. Such interface-controlled
reactions are called massive transitions. The driving
force for a partitionless transition (DGNPm ) is therefore
the difference of the free energy between the parent
Fig. 1—Effect of Si addition on a Fe7Mn-xSi (wt pct) alloy at 600
C. The black line shows the volume fraction of austenite. The blue
and red lines show the occupation of the two sublattices of ferrite in
function of the silicon content. Calculations were performed using
the TCFE9 database from Thermocalc (Color figure online).
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(GcmÞ) and daughter (GamÞ phases without any change in
composition:
DGNPm ¼ Gam  Gcm ½3
The temperature at which DGNPm ¼ 0 and both phases
have the same free energy is referred to as the T-zero
temperature. The T-zero concept provides an important
and required measure for quantitatively predicting
partitionless phase transitions, but it is not a sufficient
criterion since it does not incorporate any consideration
about the nucleation mechanism or about any other
energetic contribution such as for instance elastic energy
contributions or inelastic misfit work such as the
build-up of geometrically necessary dislocations.[97–104]
As an example for the case of AHSS, Figure 3(a) gives
a portion of the equilibrium Fe-Mn phase diagram
showing the austenite-ferrite region and the T-zero
temperature for the austenite-ferrite phase transition.
The partitionless driving force for ferrite formation is
positive below the T-zero temperature. Figure 3(b)
shows the partitioning driving force (J/mol) for the
austenite-ferrite phase transition. Both driving forces
increase by decreasing the temperature and the Mn
content. Nevertheless, the increase of the partitioning
driving force by decreasing the temperature might be
elusive, since these transitions require atomic diffusion
which is reduced at lower temperatures. Therefore,
diffusional formation of ferrite is possible in steels with
low Mn content (e.g., DP steels), but unlikely in AHSS
with higher Mn content such as medium and high-Mn
steels.
4. Stacking fault energy of the austenite,
thermodynamic stability of epsilon iron, and the design
of austenite metastability
The thermodynamic and kinetic stability of the
(retained, partitioning-stabilized, reversed) austenite is
an essential design criterion for AHSS as the degree of
(meta-)stability determines the rate of transformation
Fig. 2—(a) Effect of different alloying elements on the Curie temperature of iron. (b) Metastable miscibility gap of the BCC phase in the Fe-Mn
system including the chemical spinodal, the solvus lines between the two BCC phases, and the Curie temperature (without partition of elements).
Calculations were performed using the TCFE9 database from Thermocalc.
Fig. 3—(a) Equilibrium Fe-Mn phase diagram showing the austenite-ferrite region and the T-zero temperature for the austenite-ferrite phase
transition. (b) Partitioning driving force (J/mol) for the austenite-ferrite phase transition. Calculations were performed using the TCFE9 database
from Thermocalc.
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from the austenite into a’-martensite (and sometimes
also into hexagonal e-martensite) and thus also the
associated accommodation and strain hardening
phenomena.[105]
While most alloys go through a state of thermody-
namic metastability at some stage during the manufac-
turing and processing chain, an important design task
for AHSS is to chemically tune and microstructurally
engineer the austenite’s stability.[41,106–111] The stability
of austenite in AHSS is adjusted via compositional (i.e.,
chemical partitioning), thermal (i.e., kinetic pathways),
mechanical partitioning (determining the local mechan-
ical load on the austenite), and microstructure (mi-
crostructure-dependent size effects and geometrical
confinement) effects so that displacive transformations
can be triggered when the material is mechanically
loaded. Depending on the chemically tuned thermody-
namic stability of the austenite, its spatial confinement,
the misfit volume and topology between the host and the
product phase(s) and their respective dispersion, defor-
mation-driven athermal transformations can lend AHSS
high gain in strain hardening, formability, and damage
tolerance.[14,16,111,112] This multitude of inelastic accom-
modation effects, contributing to the high local strain
hardening capacity of AHSS, is attributed to the fact
that the athermal deformation mechanisms are neither
affine nor commensurate, i.e., their progress requires
additional dislocation slip and mechanical twinning to
accommodate and compensate for local shape and
volume mismatch in the vicinity of the transformation
products.
The most important phenomena in this context are
the martensitic phase transformation and associated
accommodation plasticity (TRIP) and twinning-induced
plasticity (TWIP) effects that can occur, both enabled by
the presence of thermodynamically metastable austenite.
Interestingly, it is particularly this counterintuitive
design criterion of the austenite’s thermodynamic
‘weakness,’ i.e., its reduced thermodynamic stability,
that triggers deformation mechanisms such as TRIP or
TWIP which then produce enhanced strength and
damage tolerance of the entire bulk material, Figure 4.
The stability of the austenite can be described in terms
of the stacking fault energy (SFE, C). According to
Reference 113, the SFE of FCC alloys can be calculated
as follows:
C ¼ 2qDGc!e þ 2rc=e; ½4
where q is the molar surface density along {111} planes
and rc/e is the c/e interfacial energy. DGc!e is the
partitionless driving force (or free energy difference)
between the FCC (austenite) and HCP (e) phases which
can be evaluated using a thermodynamic database. The
interfacial energy rc/e is compositionally and tempera-
ture dependent as well.[114] As discussed below in more
detail, the SFE is a key concept and critical parameter
for the design of AHSS which can be effectively used to
predict the mechanical behavior of different steel vari-
ants, particularly the interplay of Mn, C, Si, and Al and
their influence on the austenite stability against athermal
transformation.
5. Thermodynamics of segregation at lattice defects
Solute segregation to grain boundaries plays a key role
in temper embrittlement andaustenite reversion inAHSS.
Segregation to lattice defects alters the chemical compo-
sition locally, contributing to phase nucleation at deco-
rated defects. Gibbs[115] described interfaces as having a
‘‘phase-like’’ behavior in order to explain the adsorption
phenomena and obtained a simple expression for the free
energy of the interface. When derived for a single
temperature, this expression is known as the Gibbs
adsorption isotherm: Adrþ
P
nidli ¼ 0, where A is the
dividing area of the interface, r is the interface energy per
area, ni is the number of atoms of a given element, and li is
the chemical potential of a given element in the boundary.
The Gibbs adsorption isotherm potentially allows the
quantitative description of segregation to defects, yet, its
applicability is limited as the defect or interface energy is
often not known as a function of temperature and
concentration.[80] Therefore, a model of the free energy
of a given defect is required to describe the segregation
behavior in different alloy systems. For substitutional
solid solutions, bond-breaking models provide a good
approximationof the free energy of the grain boundary by
scaling the excess enthalpy of the solid solution with the
coordination number.[116] According to this model, the
excess enthalpy of the grain boundary DHgbxs can be
approximated from the excess enthalpy of the bulk DHbxs
(which here also includes a magnetic contribution, which
















where the bond counts are captured by the z symbols,
i.e., zgb is the (reduced) number of bonds inside the
Fig. 4—Microstructure section showing the TRIP effect in a
Fe-Mn-C steel with metastable austenite. Dislocations inside the
metastable host austenite are formed at the tip of a transforming
martensite region.
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grain boundary and zb is the number of bonds in the







mag , and DH
b
xs refer to the
mixing (mix) enthalpy in the bulk and grain boundary,
the excess magnetic (mag) enthalpy in the bulk and
grain boundary, and the total excess (xs) enthalpy in
the bulk crystal, respectively. Using these mean-field
approximations, it is possible to describe grain bound-
ary segregation in Fe-Mn alloys using available bulk
thermodynamics. Assuming steady-state diffusional
equilibrium between the bulk and grain boundary, the
equilibrium Mn composition at the grain boundary is
such that it satisfies the condition in which the (rela-
tive) chemical potentials of the components in the bulk










Figures 5(a) and (b) provide graphical representations
of the Mn segregation before and after the formation of
austenite, respectively. The equilibrium segregation is
given by a parallel tangent construction (which is
equivalent to the condition of equal diffusional chemical
potential) between the free energy curves of the bulk
(black curve) and grain boundary (red curve). In the first
case (a), the ferrite composition is assumed to be the
global composition before the formation of austenite. In
the second case (b), the ferrite composition was given by
the common tangent construction after the formation of
austenite. The constructions correctly described the
experimental measurements which show that the
amount of Mn segregated to the grain boundaries is
drastically reduced after austenite formation.
Figure 5(b) shows segregation isotherms at different
temperatures assuming a grain boundary with a coor-
dination shift of Dz =  2 relative to the BCC lattice (z
= 8). The total amount of segregation (grain boundary
composition) is consistently reduced when the temper-
ature is increased. At lower temperatures, systems with
positive excess enthalpy of mixing (like the BCC Fe-Mn
system) will have a miscibility gap both at the bulk and
at the grain boundary. Due to the segregation phenom-
ena, the first-order transition of the grain boundary will
take place at lower bulk concentrations than the
first-order transition of the bulk. From the kinetics
perspective, the first-order transition of the grain
boundary corresponds to a spinodal type of segregation
or adsorption and the first-order transition of the bulk
corresponds to the well-known spinodal decomposi-
tion.[80] The critical composition is shifted to lower Mn
values at higher temperatures due to the asymmetry of
the Gibbs energy as a function of the Mn composition
and the miscibility gap. Such behavior has important
consequences for the role of Mn segregation during the
nucleation of austenite.[80]
The segregation of Mn to grain boundaries is a
well-known cause of embrittlement in Mn-containing
AHSS.[117–124] The cause for the Mn embrittlement can
be inferred from the excess enthalpy of mixing of Fe and
Mn for the BCC phase. At a given tempering
temperature, Mn will segregate to the grain boundary
due to the lower enthalpy of mixing of this element with
Fe at the grain boundary.[119,125,126] Nevertheless, the
mixing enthalpy of Mn and Fe is still positive and the
total enthalpy of the boundary is increased by segregat-
ing Mn. As a result, when the alloy is cooled down and
the atomic mobility is reduced, the grain boundary is
‘quenched’ into a higher energy state compared to its
state before the segregation took place. For composi-
tions above the critical composition for spinodal segre-
gation (or first-order transition), the amount of
segregation will be remarkably higher than the compo-
sitions below this critical composition. Therefore, the
increase of the enthalpy of the boundary and the
associated embrittlement due to the reduced cohesive
energy of the boundary is much higher above the critical
composition. This sharp transition is demonstrated
schematically in Figure 5(d) which shows the mixing
energy of the boundary before and after the
segregation.[29]
B. The Influence of Grain Size on Deformation
Mechanisms in Advanced High-Strength Steels
AHSS can be processed to have different grain size
scales ranging from submicron level to a few tens of
micrometers.[4,127–131] General techniques to realize
grain refinement in bulk AHSS include thermomechan-
ically controlled processing (TMCP), severe plastic
deformation (SPD), and austenite reverted transforma-
tion (ART). The review in this section addresses the
influence of grain size on various deformation mecha-
nisms including dislocation slip, TRIP and TWIP
effects.[132–134] Here, both approach are discussed, i.e.,
AHSS with a TRIP effect as well as other high-strength
steels (e.g., interstitial-free (IF) and austenitic stainless
steels). The latter have been extensively studied in terms
of the grain size effect,[16,111,132,135] and the information
acquired from these single-phase steels can in principle
be applied in AHSS.[136–140] It should be noted that here
only grain size effects down to ~ 100 nm are reviewed,
since a grain size level below this value has rarely been
fabricated or reported in bulk AHSS.
The grain size effect on dislocation activity lies in the
influence of grain boundaries on blocking, generating,
and absorbing dislocations. The blocking effect of grain
boundaries on gliding dislocations has been well estab-
lished by the dislocation pile-up model (i.e., the
Hall–Petch relation). Such blocking effect is more
pronounced for planar slip than that for wavy slip. In
the latter case, dislocations tend to arrange in cells. The
mean free path of gliding dislocations is thus determined
by the cell size, which means that dislocations have little
chance to impinge on grain boundaries. However, when
the grain size is reduced to an ultrafine level comparable
to the cell size, dislocation tangling is unlikely to occur.
In this case, dislocations would traverse the whole grain,
piling-up at the grain boundaries or being absorbed into
the grain boundaries by an atomic re-shuffling mecha-
nism.[141] These two competing processes would deter-
mine the total dislocation density, which influences the
work-hardening rate. Based on a simple physical model
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proposed by Bouaziz et al.,[142] there exists a critical
grain size above which dislocation storage dominates
and below which dislocation absorption is prevalent.
With respect to the grain size effect on the TRIP
effect, contradictory observations have been reported in
the literature. While most studies show that smaller
grain size suppresses the TRIP effect (i.e., increases
austenite’s mechanical stability),[129,143,144] the non-ef-
fective or even decreasing role of grain refinement on
austenite’s mechanical stability has been docu-
mented.[135,145] These inconsistent results are in part
due to the difficulty of deconvoluting the direct effect of
austenite grain size from other microstructural and
micromechanical factors (e.g., phase constituents, com-
position, grain morphology, defect density, and stress/
strain partitioning). Some of these factors changed
during the processing to realize grain refinement could
also influence the mechanical stability of austenite.
Another reason is that most related studies are only
concluded based on a non-systematic grain size range
(e.g., above 1 lm), or based on a comparison between
two samples with an upper and lower grain size bound.
Nevertheless, it has been proposed that a smaller grain
size can increase the elastic strain energy associated with
austenite-to-martensite transformation, thus suppress-
ing martensite nucleation.[129,144] For the case of
strain-induced martensite, some observations show that
its nucleation is preferably occurring at various inter-
acting shear systems consisting of e-martensite, stacking
fault bundles, or mechanical twins.[143,146] In this con-
text, the number of these intersection sites among
crossing shear systems might be reduced by grain
refinement, thus the nucleation sites for martensite are
decreased. On the other hand, Matsuoka et al.[145] found
that deformation-induced martensite formation tended
to result in the most advantageous martensite variants
(near single-variant transformation), in order to release
the unidirectional tensile strain. This behavior is regard-
less of grain size and differs from athermal martensitic
transformation where a transition from a multi-variant
(low-energy consuming) to a single-variant transforma-
tion (high-energy consuming) mode occurs with decreas-
ing grain size. Therefore, it was concluded in their study
that grain size (down to ~1 lm) only influenced the
thermal stability, but not the mechanical stability of
austenite.[145]
Fig. 5—Graphical representation of the calculation of equilibrium composition of the grain boundary, characterized by reduced coordination of
z = 6 (segregation/adsorption) by the parallel tangent construction: (a) Equilibrium composition of the grain boundary before the formation of
austenite represented using Gibbs Free-energies. (b) Equilibrium composition of the grain boundary after the formation of austenite represented
using Gibbs free-energies. (c) Segregation isotherms at different temperatures. (d) Grain boundary energy of mixing at 15 C (including
magnetism) before and after segregation at 450 C. The spinodal segregation drastically increases the grain boundary energy at lower
temperatures and the formation of austenite leads to a decrease of this energy. GB: grain boundary; LE: local equilibrium. Grain boundary
coordination z = 6; BCC matrix coordination z = 8. Figure has been reproduced and adapted with permission from Ref. [29].
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Compared with the grain size effect on the TRIP
effect, the grain size dependence of the TWIP effect in
austenitic steels seems more clear. It is generally
reported that grain refinement makes the formation of
deformation twins more difficult, although it might not
completely suppress deformation twinning. For exam-
ple, Ueji et al.[147] have observed in a deformed TWIP
steel (true strain 0.2) that the percentage of grains
containing deformation twins dropped from ~ 50 to ~ 17
pct when the grain size was reduced from 49.6 to 1.8 lm.
Gutierrez-Urrutia et al.[148] reported a strong decrease in
the twin area fraction due to grain refinement, i.e., from
0.2 for a grain size of 50 lm to 0.1 for a grain size of 3
lm at a global strain of 0.3. The explanation for this
behavior normally lies in the increasing effect of grain
refinement on the critical twinning stress. Some inves-
tigations[148,149] suggested a Hall–Petch-type relation
between the twinning stress and austenite grain size.
This has later been confirmed by the experimental
results from Rahman et al.[150] who measured the
twinning stress in a 0.7C-15Mn-2Al-2Si TWIP steel
using a series of cyclic tensile tests. They found that the
twinning stress was decreased from 316 to 62 MPa when
the grain size was increased from 0.7 to 62 lm and
attributed this behavior to the reduced slip length and
dislocation/stacking fault density by grain refinement.
However, it was reported by Bouaziz et al.[151] for a
0.6C-22Mn TWIP steel that the grain size did not
influence the twinning stress, but rather increased the
initiation strain for twinning. Although such conclusion
was derived from their modeling results which seems less
convincing compared with the work of Rahman
et al.,[150] it might reflect that different steels (thus
different stacking fault energies) might show a different
grain size dependence of the TWIP effect, which needs to
be systematically investigated.
C. The Design of Lightweight Steels and the Dynamic
Slip Band Refinement Mechanism
One of the key challenges in the design of AHSS is to
ensure a sufficiently high ductility reserve that is
maintained over a wide range of the loading path for
different types of sheet forming operations and crash
scenarios. One issue is to avoid microstructurally
initiated damage evolution during forming. Another
aspect is to shift the onset of plastic instabilities towards
higher loads and strains. The continuum mechanical
Considère criterium[152] is a well-known and helpful
stability parameter in that context. It teaches that no
necking occurs (under tensile loads) when the strain
hardening rate exceeds the true stress. However, if the
strain hardening rate equals the true stress, necking
commences, due to a plastic exhaustion effect. There-
fore, especially for AHSS with high yield strength,
deformation mechanisms that lend the material a high
strain hardening rate, especially at high deformation
levels, are required to render the steel mechanically more
stable also at higher loads. Deformation mechanisms
that have been shown to be beneficial in that context are
for instance the TRIP and TWIP effects, as they can be
compositionally tuned to act also at high strains.
Another deformation mechanism that provides high
strain hardening is the gradual increase in the total
dislocation density over the course of plastic deforma-
tion. However, dynamic dislocation recovery, i.e.,
extensive cross-slip and double cross-slip as well as the
associated recombination and annihilation effects may
counteract this mechanism and cause significant reduc-
tion of the strain hardening rate, especially at large
strains. This applies particularly for steels with BCC
lattice structure, where the dislocations have high
mobility and high cross-slip rates.
In contrast, steels with FCC crystal structure show
generally much more sluggish dislocation recovery in
comparison to steels with BCC lattice structure. Good
examples are high-Mn lightweight steels, such as those
pertaining to the Fe-Mn-C-Al-Si alloy class.[105,153] It
was observed in these AHSS that high strain harden-
ing rates can be therefore achieved utilizing massive
dislocation accumulation and gradual slip pattern
refinement.[153,154] This was, for example, realized in
a high-Mn lightweight steel with composition
Fe-30.4Mn-8Al-1.2C (wt pct). This material has a
relatively high SFE of about 85 mJ/m2 and thus also
a relatively high austenite mechanical stability.[154] It
reveals neither a TRIP effect nor does it undergo
mechanical twinning, i.e., it also shows no TWIP
effect.[155]
For better understanding the reason of such a high
strain hardening rate in a material without any marten-
site or twin formation both, in the as-quenched state
(where the steel contains no j-carbides) and also in the
precipitation-hardened state (containing L¢12-type
j-carbides), the microstructure evolution of this
high-Mn lightweight steel was studied in detail through
microstructure mapping during interrupted tensile
testing.[154,156]
It was found in these experiments that the material
deforms under both conditions by planar slip, that is, in
the as-quenched and also in the precipitation-containing
state. This finding indicates a low-dislocation cross-slip
frequency. This effect leads to substantially reduced
dynamic recovery and, thus, to high strain hardening, as
shown in Figure 6.
The results obtained from the tensile tests reveal a
deformation-dependent gradual reduction of the spacing
among adjacent coplanar slip bands with increasing
strain, Figure 7. The flow stress can be calculated using
the data of the coplanar slip band spacing and the
dislocation passing stress acting among such parallel slip
bands according to
rSH eð Þ ¼
K M  G  b
D
; ½7
where K is a geometry factor, M = 3.06 is the Taylor
factor, G = 70 GPa is the shear modulus, D the slip
band spacing, and b = 0.26 nm the magnitude of the
Burgers vector, Figure 7.
The total flow stress for this mechanism can be
calculated according to
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rtot eð Þ ¼ r0 þ rSH eð Þ: ½8
The first term r0 includes all static flow stress contri-
butions that are independent on the plastic strain. In the
present steel these are the Peierls–Nabarro lattice friction
stress, solid-solution strength, Hall–Petch effect,[157,158]
short-range order strengthening, and precipitation hard-
ening.[159] After aging at 600 C for 24 hours the yield
strength increased by about 480 MPa, Figure 6. The
microstructure after the heat treatment contains a high
fraction of ordered j-carbides. The observed increase of
the yield strength is primarily attributed to the j-carbides
and shearing of these by dislocations within the slip
bands, Figure 8. The overall evolution of the flow stress
during tensile testing, shown in Figure 6, can be well
described by Eqs. [7] and [8] using r0 = 540 MPa for the
as-quenched state and r0 = 1020 MPa for the precipi-
tation-hardened state, a K-value of 1 and the D values as
quantified in Figure 7, suggesting that dynamic slip band
refinement is the main strain hardening mechanism in
these materials.
Figure 9 gives a schematic illustration of the evolution
of the slip band pattern upon plastic deformation. At
the beginning of plastic flow, the initially grown-in
dislocations start moving and multiplying. Interactions
among the dislocations generate further sources that
start operating by the Frank–Read bow-out mechanism.
Due to the planar dislocation glide and the suppression
of cross-slip, the glide plane gradually fills up with
dislocations (Figure 9(b)). These piled-up dislocations
create back stresses that gradually build-up as a function
of strain and act against the Frank–Read source. The
back stresses increase as the number of emitted dislo-
cations grows. As soon as the local stress at the
Frank–Read source falls below the critical semi-loop
activation stress, the source stops emitting fresh dislo-
cation loops. This mechanism leads to the evolution of a
microstructure that is characterized by glide planes filled
with multiple parallel dislocations. The accommodation
of further plastic deformation then requires conse-
quently the formation of more dislocations. Hence,
new Frank–Read sources must become active elsewhere,
e.g., in the middle among existing exhausted slip bands,
leading to new ones (Figure 9(d)). As more slip bands
are formed, the observed slip band structure thus refines
during straining (Figures 9(e) and (f)). The reduced slip
band spacing in turn causes strain hardening, mainly
due to the increasing dislocation passing stress which
scales inversely with their distance.
In either case, viz. in the as-quenched state and also in
the precipitation-hardened material state, dynamic slip
band refinement was identified as the prevalent strain
Fig. 7—This image shows the development of the microstructure in a lightweight steel with composition Fe-30.4Mn-8Al-1.2C (wt pct) as a
function of the true strain, imposed by tensile loading. The deformation substructure, revealed here by electron channeling contrast imaging
(ECCI), is characterized by the formation of multiple groups of parallel slip bands, the spacing among which becomes gradually refined with
increasing deformation. (a) through (d) Formation of deformation twins was not observed (for conciseness merely the precipitation-hardened
material is presented here). (e) Evolution of the mean slip band spacing D during tensile straining for the material in the as-quenched state and
in the precipitation-hardened state. The mean slip band spacing D evolves in a similar fashion in both cases. The figure is reprinted with
permission from Ref. [156].
Fig. 6—The results from mechanical testing, plotted here as true
(logarithmic) stress–strain curves of the alloy in both, the
as-quenched state (black solid line) and also in the
precipitation-hardened state (red solid line). The strain hardening
curves for the material in both microstructural states are shown as
dashed lines. The alloy is a lightweight steel with composition
Fe-30.4Mn-8Al-1.2C (wt pct). The figure has been reprinted with
permission from Ref. [156] (Color figure online).
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hardening mechanisms, explaining the high strain hard-
ening capacity of this alloy class. When comparing the
strain hardening rates of the steel in both microstructure
states (Figure 6), it becomes further apparent that the
strain hardening rate of the material in precipita-
tion-hardened state is slightly lower than that of the
same alloy in the as-quenched state. This applies
particularly in the higher deformation regime. This
effect has been discussed in terms of the loss of
structural and compositional integrity of the j-carbides
during straining.[156,160] This means that the j-carbides
are increasingly cut, sheared, and fragmented by the
moving planar dislocation arrays, Figure 8. Addition-
ally, dislocations bind and drag out some of the carbon
from the j-carbides, an effect which may lead to a
reduction of the antiphase boundary (ABP) energy
inside of the j-carbides.
D. The Role of Kappa Carbides in FeMnAlC
Weight-Reduced Steels
Weight-reduced AHSS with high Mn and C content
offer a good combination of strength, ductility, and
toughness as well as up to 8 pct reduced mass density
due to their high Al and C content.[110,156,161,162] Steels
with such compositions gain strength through their
perovskite (Fe,Mn)3AlC j-carbides with L¢12 crystal
structure, as outlined in the preceding section, Figure 8.
In order to study the nature of the dislocation/j-carbide
interaction and the influence of precipitation hardening
on strain hardening and flow stress, several lightweight
steels with single-phase austenitic matrix were
investigated.[154,156]
In the following some features of these steels are
discussed here in detail, using Fe-30.4Mn-8Al-1.2C (wt
pct) as representative model alloy example. After
homogenization and microstructure refinement, the
material was solution treated for 2 hours at 1100 C
and then quenched. Atom probe tomography (APT)
revealed in some cases minor B enrichment, but no
substantial enrichment of Al, C, and Mn at grain
boundaries.[154] For j-carbides such chemical decoration
details can matter, as interface segregation can favor
formation of (often incoherent and blocky) grain
boundary j0-carbides. These can undergo cracking,
entailing damage initiation in these otherwise highly
formable materials.[159,163–165] Heat treatment at 600 C
for 24 hours leads to the formation of j-carbides inside
the grains, causing an increase in proof stress, Figure 6.
For interpreting the precipitation hardening effect in a
quantitative manner, the particle size, shape, and
inter-particle spacing were analyzed. As a full topolog-
ical and chemical high-resolution characterization can-
not be achieved by using TEM mapping alone, since it
Fig. 8—Two DF-TEM images, taken on a lightweight steel with composition Fe-30.4Mn-8Al-1.2C (wt pct), both showing cut and sheared
j-carbides at a strain of 0.02 (with the g = (010) superlattice reflection used for DF imaging and viewing direction close to the [110] zone axis).
The image has been reprinted with permission from Ref. [156].
Fig. 9—Schematic illustration of the microstructure evolution in
lightweight AHSS with planar slip. (a) Activation of Frank–Read
dislocation sources. (b) The glide planes fill up with planar arrays of
parallel dislocations. (c) Frank–Read sources become gradually
exhausted due to the build-up of back stresses. (d) Activation of new
dislocation sources. (e, f) Newly activated Frank–Read sources will
undergo the same evolution as the first activated Frank–Read
sources. The process sketched here explains the mechanisms behind
the gradual refinement of the slip band substructure. The figure has
been reprinted with permission from Ref. [154].
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shows projections of the 3D microstructure, APT
analysis was additionally done, Figure 10.
Figure 8 had shown that the cutting and shearing of
the j-carbides by dislocations proceeds along the {111}
slip planes. Similar to the as-quenched material, planar
slip prevails as well as dynamic slip band refinement
during straining, Figure 7, leading to a high strain
hardening rate, Figure 6. The cutting and shearing of
the ordered L¢12-type j-carbides occurs along the FCC
slip system {111} h110i. This means that the Burgers
vector of a perfect lattice dislocation in the FCC
c–matrix is a/2 h110i and it amounts to only half of
the vector required to restore the ordered j-carbide
structure back into its perfect lattice. Therefore, a lattice
dislocation cannot enter the j-carbide unless a planar
defect is formed. The planar fault extending between
two such super-partials inside of the carbide is referred
to as APB. The energy of the APB acts as an energy
barrier against j-carbide cutting.[166,167] To quantify the
precipitation strengthening contributed by this cutting
and shearing mechanism, the APB energy of the
L¢12-type (Fe,Mn)3AlC j-carbides has been calculated
by ab initio simulations.[159,160] It was found that the
energies for the perfectly stoichiometric j-carbides
turned out to be much too high for explaining the
observed shearing by dislocations. It was then
concluded, aided by additional simulations assuming C
deficiency in the j-carbides, that this effect related
indeed to their reduced C content. Instead of the
stoichiometrically expected C value of 20 at. pct, it
was found that the true C concentration of the j-car-
bides was much lower, namely, only about 13 at.
pct.[159,160,168] For studying this effect in more detail,
two extreme precipitation cases were studied in that
context, namely, one with full occupancy of the
body-centered interstitial sites by C and a C-free L12
Fe3Al structure. The resulting APB energy value of
j-carbide in the current alloy was expected to fall in the
range ~ 350 to 700 mJ/m2. The measured particle radius
of around 10 nm indicates that for the given volume
fraction of around 0.2, this would translate to a
strengthening effect of 900 to 1800 MPa. However,
experimentally, the j-carbides formed during the aging
were found instead to increase the yield strength by only
~ 500 MPa, Figure 6. This discrepancy was discussed in
terms of the influence of dislocation pile-up stresses
before the j-carbide interfaces. It was suggested that
such pile-ups create stresses at their tips that assist
particle cutting and subsequent shearing, Figure 8. Such
dislocation pile-up scenarios of dislocations in the grain
interior have been indeed observed in the steel in its
Fig. 10—Atom probe tomographic characterization of the precipitate morphology, chemistry, and arrangement. (a) Morphology and
arrangement of the perovskite j-carbides as observed by several APT measurements in 3D. (b) Topological reconstruction of the j-carbides. (c)
Representative 2D sketches of how these j-carbide nanostructures appear when viewed in the transmission electron microscope. The figure has
been reprinted with permission from Ref. [156].
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as-quenched state with some degree of chemical short-
range ordering in the matrix.
Dislocation pile-up calculations suggest that 4 to 8
dislocations are needed for reducing the strengthening
effect to ~ 500 MPa, matching the experimental find-
ings.[154] An additional reason for the lower yield
strength increase by the j-carbides compared to the
expected value is the reduced concentration of alloying
elements in the matrix due to partitioning occurring
because of the j-carbide formation. This leads to less
solid-solution hardening in the matrix and to a lower
driving force for short-range ordering.[159,160,168]
The influence of j-carbide damage, particular at the
grain boundaries, and of j-carbide cutting on the overall
strain hardening rate are discussed above. In the
following, elemental depletion associated with disloca-
tion shearing after a true strain of 0.15 is discussed. In
the TEM micrograph shown in Figure 11(a), two
j-carbide precipitates have been fully cut and split into
two adjacent portions, highlighted by blue arrows. The
slight mismatch between them indicates that the two
half parts had been divided by dislocation cutting. The
yellow arrows indicate the positions of smaller frag-
ments of such sheared j-carbides. The same specimen
was subsequently also analyzed for chemical composi-
tion by using APT, Figure 11(b). It should be under-
lined that for this purpose exactly the same region of
material was probed in direct sequence by both, TEM
and APT, using a fully correlative analysis method, so
that structure and chemistry can be compared one-
to-one.[13,169–171] Figure 11(b) shows the reconstruction
obtained from APT probing together with the TEM
image. For revealing the location of the carbon, a lower
threshold value of 7.5 at. pct for the corresponding
iso-concentration surface (Figure 11(d)) reveals two
interesting features resulting from the carbide cutting
process. The first one is the observation of small
C-enriched carbide fragments. The second one are C
segregation features along certain directions, indicated
by black arrows in Figure 11(c). In order to reveal the
arrangement and shape of the j-carbides also clearly in
the APT reconstruction, iso-concentration surfaces of 9
at. pct C have been rendered in Figure 11(c). The results
reveal that the linear solute enrichment features are also
found for the case of Al (Figure 11(e)).
Different from the usual carbide morphology in this
alloy type (Figure 8(a)), these linear enrichment features
imply that the j-carbides have been fragmented and
dissolved during the plastic deformation. Considering
the high bonding between the segregated solutes and
crystalline defects, it is highly possible that the solute
segregation zones are dislocation lines. This means that
the dislocation slip has not only split the j-carbides, but
the cutting dislocations have also dragged atoms along
with them into the adjacent matrix, an effect that had
before been reported for dislocation slip and carbide
cutting in pearlite.[172–174] According to ab initio calcu-
lations, a reduced C content in the j-carbides results in a
reduction of the APB energy, also contributing to local
softening.
Fig. 11—Correlative TEM-APT analysis of dislocation-sheared j-carbides at a true strain of 0.15. (a) Atom probe tip as viewed in TEM
showing traces of dislocation shear passing through a precipitate. (b) The same atom probe TEM image as shown in (a) but with some of the
chemical results overlaid from the atom probe analysis. (c) Atom probe results of the same tip. The dashed black circle highlights the
inhomogeneity of C, revealing the positions of the separated carbide half portions. (d) The black arrows mark in the same atom probe tip linear
solute segregation features, most likely C-decorated dislocations. (e) Al distribution in the same atom probe tip. Figure reprinted with permission
from Ref. [156].
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Another important aspect related to carbides in these
AHSS lies in their coherence. For avoiding interfacial
embrittlement through precipitation hardening, heat
treatment should be conducted in a way to avoid
formation of semi-coherent or incoherent j0-carbides at
grain boundaries. Formation of less coherent precipi-
tates has been found after prolonged heat treatments
(e.g., after 1-month annealing at 600 C for the
composition studied here). This occurred through a
discontinuous precipitation reaction. More specific, it
was found that a grain boundary starts to move and
transforms the c/j microstructure into a thermodynam-
ically more stable lamellar structure. This lamellar
structure was composed of grain boundary j0-carbides,
solute-depleted grain boundary c0-phase and a-ferrite
(Figure 12).
APT probing revealed that even after 3 months of
aging period at 600 C both, the coherent grain interior
j-carbides ((Fe1.99Mn1.10Al0.91)(C0.60Vac0.40)) and
the semi-coherent/incoherent grain boundary j0-car-
bides ((Fe-1.7Mn-1.3Al0.96)(C-0.8Vac-0.2)) deviated
from the ideal L¢12 (Fe,Mn)3AlC j-carbide stoichiom-
etry.[156,160] Density functional theory (DFT) calcula-
tions revealed that the off-stoichiometry was due to the
formation of C vacancies and MncAl anti-sites. This effect
was attributed to the minimization of the elastic strain
energy between matrix and precipitates.[159] Due to
elastic coherency strains in case of the coherent j-car-
bides inside of the grains, it was concluded that around
40 pct of the carbon sublattice sites were not occupied
by C. Such vacancies are expected to act as possible
trapping sites for solute hydrogen, especially when
located at the j/c interface.[175] This might be a
beneficial side effect when aiming at improving the
material’s resistance against hydrogen embrittle-
ment.[176] However, it is also important to suppress the
formation of plastic instabilities such as shear bands by
avoiding high rates of local softening and also to avoid
the formation of grain boundary j0-carbides, when a
high resistance against hydrogen embrittlement is
required.[177,178] More research in this field is necessary.
E. Yielding Mechanisms and Serrated Flow in Advanced
High-Strength Steels
Upon room-temperature tensile testing both, contin-
uous and discontinuous yielding can occur in AHSS,
depending on their compositions (mainly interstitial
solute contents) and microstructural state. Discontinu-
ous yielding is characterized by a yield point drop
followed by a stress plateau (also referred to as yield
point elongation, YPE) in the tensile stress–strain curves
and the formation of Lüders bands. This localized
deformation is normally considered to be detrimental
for the formability and ductility, as well as the surface
quality of sheet products during metal forming opera-
tions. It is thus important to understand the fundamen-
tal mechanisms of discontinuous yielding and its
governing factors. For the occurrence of discontinuous
yielding, two essential conditions are required, namely,
an initially low density of mobile dislocations and a
rapid dislocation multiplication (or an avalanch-
ing-driven increase in the number of mobile disloca-
tions). Specifically, three dislocation-based mechanisms
have been proposed, which are described as follows.
The most widely accepted mechanism is the lock-
ing–unlocking model based on Cottrell and Bilby’s
theory.[179] It suggests that solutes segregate to grown-in
dislocations (i.e., forming the Cottrell atmospheres) and
lock them. For the occurrence of plastic deformation,
dislocations must break away from these atmospheres,
which requires a higher stress compared with the stress
to drive further dislocation glide. This unlocking effect
results in abrupt and rapid plastic flow avalanches,
causing a yield drop and the nucleation of the Lüders
bands.
The second model was proposed by Johnston and
Gilman,[180] slightly later after Cottrell. The mechanism
is based on changes in the multiplication and velocity of
the dislocations, suggesting three promoting factors for
discontinuous yielding: an initially low density of mobile
dislocations, rapid dislocation multiplication upon load-
ing, and a relatively low sensitivity of dislocation
velocity to applied stress. The physical interpretation
of the mechanism is as follows. The small number of
grown-in mobile dislocations moves slowly at the
beginning of loading, due to the relatively low stress
level. The plastic flow caused by the gliding of these
dislocations at this stage is negligible. With increasing
stress, dislocations move faster and multiply rapidly,
resulting in an increase of the dislocation velocity and
density (i.e., plastic strain rate of the specimen). The
stress would cease to increase (i.e., the appearance of the
upper yield point) when the plastic strain rate of the
specimen equals the applied strain rate (crosshead speed
divided by the gauge length).
The third mechanism is derived from some recent
studies on ultrafine grained materials (grain size below ~
1 lm). It has been observed that in some materials such
as pure Al, austenitic steels and interstitial-free (IF)
Fig. 12—Microstructure view of a Fe-29.8Mn-7.7Al-1.3C (wt pct)
alloy aged at 600 C for 3 months: SE image showing the grain
boundary (j0 + c0 + a) phases and grain interior (j + c) phases.
Red arrows mark grain boundary position at the beginning and blue
arrows at the end of the discontinuous precipitation reaction (Color
figure online). Figure reprinted with permission from Ref. [159]
(Color figure online).
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steels which normally show a continuous yielding
behavior, discontinuous yielding becomes prevalent
when their grain sizes are reduced to an ultrafine
level.[181] This phenomenon is here referred to as
‘ultrafine grain-induced discontinuous yielding.’ This
behavior is related to the high area fraction of the grain
boundaries which act as both sinks for grown-in
dislocations and sources for generating new disloca-
tions.[182] More specific, the trapping role of the grain
boundaries effectively reduces the number of mobile
dislocations initially present in the materials. The
dislocation nucleation process at grain boundary
sources (e.g., ledges) needs to overcome an energy
barrier,[183] which means that the nucleation stress is
higher than the stress needed for dislocation glide. On
the other hand, the large number of dislocation nucle-
ation sources, available due to the large grain boundary
area in such alloys, could result in a rapid increase in the
mobile dislocation density upon loading. These factors
contribute to plastic flow avalanches, thus promoting
the occurrence of discontinuous yielding.
It is important to mention that these three mecha-
nisms are not mutually exclusive. For example, the
presence of solute atmospheres provides one distinct
mechanism for immobilizing grown-in dislocations, thus
promoting discontinuous yielding regardless of the
active dislocation avalanching mechanisms (i.e., dislo-
cation unlocking from the atmospheres or new disloca-
tion generation from interfaces).
With this set of mechanisms, the various yielding
phenomena in different types of AHSS can be readily
explained. In first-generation AHSS (e.g., DP, TRIP,
CP, and martensitic steels), Q&P steels, austenitic TWIP
steels and lightweight steels, continuous yielding nor-
mally prevails. This is due to the presence of a sufficient
amount of mobile dislocations in the initial microstruc-
ture. These mobile dislocations are provided either by
some BCC phases containing a large number of dislo-
cations (e.g., martensite and bainite[25,64,184,185]), or
geometrically necessary dislocations at interfaces
formed during thermomechanical processing (e.g., in
DP steels[3,98,186,187]), or austenite where the interaction
between dislocations and interstitial solutes are weak.
However, when the grain size of some of these steels
(e.g., TWIP steels[157,188–193]) is reduced to an ultrafine
level, the yielding behavior could change to a discon-
tinuous pattern.[147] Among all the AHSS grades,
discontinuous yielding is most frequently reported in
medium-Mn steels which are cold rolled and intercrit-
ically annealed.[143,194] The typical microstructure of
these steels consists of ultrafine grained austenite and
ferrite with a globular grain morphology. Sun et al.[143]
have recently shown that the austenite-ferrite interfaces
acted as preferential nucleation sites for dislocations in
both ferrite and austenite, which suggests that the
ultrafine grain size should play a significant role in the
occurrence of discontinuous yielding in these types of
steels.
In addition to Lüders banding, the Portevin–Le
Chatelier (PLC) effect is another plastic instability
phenomenon which can occur in some AHSS. The
PLC effect is characterized by serrated plastic flow in the
tensile stress–strain curves, the formation of spatio-tem-
poral organized deformation bands and a negative
strain rate sensitivity. However, it should be also noted
that Mulford and Kocks[195] argued that the dynamic
strain aging mechanism could possibly operate over a
wider range of temperatures and strain rates than those
identified phenomenologically through the appearance
of jerky flow. They also suggested that the negative rate
sensitivity would be associated with the strain hardening
contribution to the flow stress from the beginning of
plastic straining and that the total rate sensitivity
becomes negative only after this strain hardening
contribution prevails.
The PLC effect is normally proposed to be due to
dynamic strain aging (DSA), i.e., the dynamic lock-
ing–unlocking process between mobile dislocations and
diffusing solute atoms.[196] According to the DSA
theory, the PLC effect will set in under conditions where
the waiting time of gliding dislocations that are tem-
porarily arrested by obstacles (e.g., forest dislocations,
precipitates, and interface boundaries) is comparable or
longer than the diffusing time required by solute atoms
to lock the arrested dislocations.[196]
The room-temperature PLC phenomenon has com-
monly been observed in high-Mn austenitic steels
containing a relatively low amount of Al (e.g., below
2.5 wt pct Al in Fe-18Mn-0.6C steels[197]). However, this
observation seems difficult to be explained by the
classical DSA model mentioned above, because the
bulk diffusivity of C in austenite at room temperature is
probably too low to arrest dislocations. The calculated
thermal activation energy for the PLC effect in Fe-C-Mn
steels was reported to be at least two times lower than
that for bulk C diffusion[198,199] Therefore, several other
micromechanical DSA models have been proposed to
account for the PLC effect in high-Mn steels, such as the
reorientation of C-Mn point defect complexes in stack-
ing fault regions,[191] the short-range diffusion of C
within dislocation cores,[200] and the interaction between
C-vacancy pairs and dislocation stress field.[201] More
detailed reviews about DSA in high-Mn steels can be
found in References 193 and 202.
Medium-Mn steels, containing an ultrafine grained
ferrite and austenite microstructure with a globular
grain morphology, have also been documented to show
the PLC effect upon room-temperature deformation.
The proposed DSA/PLC mechanisms in high-Mn
austenitic steels cannot be directly adopted for this type
of steels, due to their very different microstructure and
deformation mechanisms (i.e., composite-like ultrafine
grained microstructure, phase boundary dislocation
emission, and TRIP effect in medium-Mn steels).
Further, the austenite phase in medium-Mn steels is
not likely to be responsible for the PLC effect, because
this phenomenon occurs even after most of the austenite
has mechanically transformed to a’-martensite.[203] This
indicates that the room-temperature PLC effect in such
steels should be due to some unique mechanisms, which
have not yet been understood. It has been noted in some
medium-Mn steels that the PLC effect only occurs in the
intermediate austenite stability range.[194] Sun et al.[203]
also found that the formation of PLC bands is always
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accompanied by local martensite formation inside these
bands. These findings imply a possible interaction
between PLC effect and deformation-induced martensite
transformation. More detailed investigations are needed
to better understand this point and reveal the underlying
mechanisms of DSA/PLC in medium-Mn steels.
F. The Role of Phase Boundaries in Advanced
High-Strength Steels
Most types of AHSS are architected for multiphase
microstructures with different combinations of strong
phases (e.g., quenched or tempered martensite, bainite,
and various types of precipitates) and more compliant,
ductile phases (e.g., ferrite and austenite). Consequently,
a large area fraction of phase boundaries exists in these
microstructures. In some cases, phase boundaries even
become the dominant and most relevant type of planar
defects. For example, Figure 13 shows a typical
microstructure of an intercritically annealed med-
ium-Mn steel, which possesses an ultrafine grained
ferrite-austenite duplex microstructure (ferrite fraction
40 to 45 vol pct) with globular (Figure 13(a)) or
laminated grain morphology (Figure 13(b)), respec-
tively. The two phases are spatially arranged in the
form of an alternating pattern, resulting in an extremely
large fraction of phase boundaries (up to ~ 90 pct).
These phase boundaries differ from random high-angle
grain boundaries in terms of the interfacial energy
determined by the interface structure and chem-
istry.[29,80,84,91] Such an intrinsic difference between the
phase boundary and grain boundary is also expected to
result in different behaviors with respect to H trapping
and HE response, interface decohesion and failure,
corrosion and stress corrosion cracking. For example,
the binding energy between hydrogen and austenite-fer-
rite phase boundary was reported to be above ~ 50
kJ/mol,[204] i.e., much higher compared with the values
for the ferrite and austenite grain boundary (below ~30
kJ/mol, as reported by most studies[205–207]).
In has been observed in some AHSS, that a high
content of solutes can be enriched around the phase
boundary areas, resulting in a spike in the concentration
profile across the phase boundary (Figure 14). One
reason for such enrichment could be similar as that for
grain boundary segregation, that is, due to the mini-
mization of the total Gibbs energy of the system
(equilibrium segregation) or quench-induced solute-va-
cancy complexes (non-equilibrium segregation).
Another reason lies in the requirement to maintain the
Fig. 13—Typical EBSD phase plus image quality (IQ) maps, interface mapping, and calculated fraction of different types of interfaces in an
ultrafine grained duplex medium-Mn steel (chemical composition 0.2C-10Mn-3Al-1Si, in wt pct) with (a) globular grain morphology (cold rolled
and intercritically annealed at 750 C for 5 minutes) and (b) laminated grain morphology (two-step annealed with first step at 1000 C for 10
min and second step at 750 C for 5 min). (The fraction of interfaces was calculated based on the length of a specific interface divided by the
total length of phase, low/high-angle grain, and annealing twin boundary; Interface length was measured by EBSD and analyzed by the
TSL-OIM software; GB: grain boundary; TB: twin boundary).
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local thermodynamic equilibrium at the phase bound-
ary, along with the low solute diffusivity at least in one
of the abutting phases.[208] This effect can cause local
non-equilibrium solute content and chemical gradients
around such heterophase interfaces due to insufficient
partitioning kinetics, an effect also referred to as ‘kinetic
freezing.’[208]
Another notable feature related to phase boundaries is
the enhanced dislocation accumulation close to the
interface regions, which is either due to the volume
expansion often associated with the austenite-to-marten-
site transformation or due to the often high mechanical
contrast between the two adjacent phases. This enhanced
interfacial dislocation activity can have substantial influ-
ence on some macroscopic properties such as plastic
yielding, work hardening, failure, and hydrogen embrit-
tlement resistance. This effect can be revealed by analyz-
ing the following two examples. The heat treatment ofDP
steels always involves an annealing step, i.e., samples are
heated up to the austenite-ferrite two-phase domain, held
for some time, followed by rapid cooling. Upon the
cooling step, all or part of the austenite transforms to
martensite, resulting in around 2 to 4 pct volume
expansion due to the change of the lattice structure.[210]
The volume expansion has to be accommodated by the
adjacent ferrite, which creates a high density of disloca-
tions near the phase boundaries. For example, it has been
shown in a DP steel that the density of geometrically
necessary dislocations (GNDs) varies from ~ 2.5 9 1014
m2 close to the ferrite-martensite phase boundaries to ~
2.59 1013 m2 in the ferrite grain interior (Figure 15(a)).
This high number density of dislocations might not be
completely pinned by C atoms. The unpinned mobile
dislocations in ferrite can thus provide the initial plastic
flow, which is considered as one important reason for the
continuous yielding and initial high work-hardening rate
in DP steels.[97] The other example derives from some
recent observations by Sun et al.,[143] who investigated the
initiation of plastic flow in an ultrafine grained med-
ium-Mn steel with an almost fully recrystallized austenite
and ferrite microstructure. They observed that under
loading, phase boundaries acted as preferable nucleation
sites for both, new partial dislocations in austenite, and
full dislocations in ferrite. This dislocation generation
mechanism along with the high area fraction of phase
boundaries were proposed to be themain reason account-
ing for discontinuous yielding in their steels.
This concise overview reveals the differences between
a phase boundary and other planar defects (e.g., grain
boundaries) and how such differences can result in
property changes. This indicates that phase boundaries
in multiphase AHSS might require separate treatments
and their structure and chemistry need to be investigated
in more detail.[169,174,189,211] In principle, there should be
a large processing scope of tuning the characteristics of
phase boundaries with respect to their density, chemical
Fig. 14—APT results showing concentration profiles across austenite-ferrite/martensite phase boundaries in (a) an intercritically annealed
0.2C-10Mn-3Al-3Si medium-Mn steel (reconstructed with permission from Ref. [209]) and (b) a maraging-TRIP steel.[208]
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enrichment, arrangement, and percolation. In this con-
text, a new strategy based on the engineering of phase
boundaries to tailor properties might emerge. To give an
example, Dmitrieva et al.[97] have shown that during the
aging process (at 450 C) of a martensite-retained
austenite maraging-TRIP steel, a very high amount of
Mn (up to 27 at. pct) was enriched at the areas adjacent
to the moving phase boundary which constructed a new
austenite layer with high mechanical stability
(Figure 14(b)). This nano-layered stable austenite was
proposed to be responsible for the high ductility and
toughness of the steel after aging.
G. Effects of Boron in Mn-Containing Press Hardened
High-Strength Steels
Press hardened steels are used in a hot forming sheet
manufacturing process which is also referred to as form
hardening. Prior to press hardening, the sheet is usually
reheated into a fully austenitic state. After transferring
to the press, the forming takes place in the austenitic
temperature range and by holding the part in the
water-cooled dies with controlled heat transfer, the
resulting high cooling rate leads finally to a fully
martensitic microstructure. This means that press hard-
ening combines the forming and quenching of sheet
steel in a single processing step. This process step is also
referred to as hot stamping. The steels used for this
process usually contain 1 to 1.3 pct Mn and 15 to 50
ppm B, as well as mostly 0.2 to 0.35 pct C. Press
hardening provides finished sheet parts with tensile
strength values up to 1.8 GPa at low distortion of the
formed part. Press hardened steels are used in crash-rel-
evant parts, such as automotive A-pillars, B-pillars, or
bumpers. The role of Mn in these alloys lies (besides
deoxidation and S trapping) in the improvement of the
alloy’s hardenability. The role of B is more complex and
exhibits a variety of effects. The primary role of B is to
enhance the hardenability of alloys. However, the use of
B can include other aspects too, such as enhancing grain
boundary cohesion and serving in weld microstructure
control. This section explores the potential for future
employment of B in AHSS, the underlying mechanisms,
and state-of-the-art experimental techniques to detect
this important dopant element.
1. Effects of boron on phase transformation
Boron is one of the most potent hardenability agents of
low-carbon, low-alloy steels. Already extremely small
additions of B (<20 ppm in weight) increase the harden-
ability considerably compared with other alloying ele-
ments.[212] Such small addition of B is equivalent to the
addition of 0.3 pct Mo, 0.4 pct Cr or 1.25 pct Ni in
enhancing thehardenabilityof a0.4pctC steel.[213] Boron’s
ability to improve hardenability deteriorates with increas-
ing carbon content of the steel.[214] Press hardening steels
(such as 22MnB5, 27MnCrB5) utilize this aspect of B and
thus have adequate hardenability to achieve fully marten-
sitic microstructure during the hot stamping process
without affecting the cost of the steel substantially. Press
hardening steels are formed in their austenitic state to the
final shape and quenched simultaneously within a water-
cooled die for 5 to 10 seconds.[215] It is important for such a
steel to possess a lower critical cooling rate to arrive at a
fully martensitic microstructure for the entire volume to
yield the targeted mechanical performance. Steels pro-
cessed via this route provide high tensile strength of about
1500MPa.[216] Press hardening steels findwide application
in automobile industries and the usage of hot-stamped
components have gone up tremendously over the past
decades.[217] Hot stamping technologies and their applica-
bility to B-containing steels have been reviewed in detail in
several recent papers.[215,216]
Detailed investigations have shown that B in solid
solution affects the ferrite nucleation with no or minor
effect on the growth of ferrite.[213] B, acting as a surface
Fig. 15—(a) EBSD image quality (IQ) map and calculated distribution of GNDs in a ferrite-martensite dual-phase (DP) steel[97]; (b) in situ
three-point bending tests combined with ECCI, showing dislocation emission at austenite-ferrite phase boundaries in an ultrafine grained duplex
medium-Mn steel, reconstructed with permission from Ref. [143] (D2, D3: deformation stage 2 and 3; SFs: stacking faults).
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active element in steels,[218] mainly segregates to austen-
ite grain boundaries during cooling. Such segregation
occurs predominantly through the non-equilibrium
segregation mechanism.[219] Non-equilibrium segrega-
tion occurs when a complex of vacancy and segregating
atom is formed and diffuse to the vacancy sinks.[220–227]
Such type of segregation appears normally when it is
quenched from high temperature to low temperature
which leads to high oversaturation of vacancies. More
recent observations obtained by APT have revealed that
segregation is controlled by equilibrium mode with
diffusion limitation at lower austenitization tempera-
tures,[220] however, when cooled from higher austeniti-
zation temperatures, non-equilibrium segregation
dominates.[221] Though it is clear that B segregation to
austenite grain boundaries delays ferrite nucleation, the
mechanism leading to such a state is not clear yet. One
proposed mechanism explains the delay of nucleation as
follows. Ferrite nucleation in steel is heterogeneous and
generally starts at austenite grain boundaries and it is
shown to have a specific orientation relationship with
one of the austenite grains. As B segregates to austenite
grain boundaries, it reduces the grain boundary energy
by furnishing the lattice imperfections due to its
size.[213,214] Thus, the available grain boundary energy
supplied to the heterogeneous nucleation is reduced and
this delays the nucleation of ferrite. With increasing B
content of the steel, B segregation at grain boundaries
increases and when this concentration exceeds a critical
value, precipitation can start. Precipitates are usually
borocarbides (M23(B,C)6) as B is normally impeded in
these types of steels from forming BN using Titanium or
Aluminum. As these borocarbides precipitate, the
energy peak at the imperfection increases and nucleation
becomes feasible. Some authors claimed that grain
boundary energy reduction by B segregation is not
sufficiently high enough to affect the nucleation.[222] A
different mechanism was proposed concerning borocar-
bide precipitation,[222] based on the argument that B
forms borocarbides which are cubic and grow very
slowly. Cubic borocarbides have coherent boundaries
with one of the adjacent austenite grains and this part of
the boundary cannot nucleate any ferrite as the energy
available from the boundary is small. However, other
adjacent regions of the same boundary which are semi/
incoherent can support nucleation of ferrite. It has been
argued that when these borocarbides are small, they
inhibit the ferrite nucleation but as it grows, it acts as
nucleation site.[222] However, no such small borocarbide
precipitates have been reported up to now in the
literature confirming the above-mentioned mechanism,
but only grain boundaries decorated with solute B have
been found with the help of APT measurements.[238,239]
Hence, to study these effects further, more in-depth
experimental and theoretical analysis regarding the
mechanisms behind the B effect on ferrite nucleation
and thus hardenability must be conducted.
Detecting chemical decoration at interfaces, specifi-
cally at prior austenite grain boundaries (PAGBs), is a
tedious task, however, it is important to identify the
state of B at such PAGBs to explain the underlying
B-related mechanisms and to identify the reason for its
effect on hardenability.[224] The alpha-ray track etching
method and secondary ion mass spectroscopy have been
two important tools to conduct such studies, however,
quantification of B segregation with these characteriza-
tion techniques was so far not quite satisfactory. APT is
much better suited for the quantification of elements
owing to its high spatial and chemical (mass-to-charge)
resolution. Recent investigations have therefore used
APT probing to reveal the state of B at PAGBs and
quantified the segregation of B.[238,239] Figure 16 shows
one such APT tip containing a PAGB with B segrega-
tion. Through the use of APT, it is straightforward to
distinguish between PAGBs and other lath or block
boundaries as B segregates only to PAGBs. Figure 16
clearly indicates the segregated B at the PAGB and no
precipitation took place. The segregation of B and
Molybdenum (Mo)-added B steels was studied with
varied cooling rate and the mechanisms for the mode of
segregation of B were revealed.[220] Blending of Mo into
B-added steels increases the hardenability further. This
synergetic effect is explained in terms of the retardation
in the formation kinetics of M23(C,B)6 precipitates.
[220]
2. Effects of boron on grain boundary cohesion
Apart from B being used to enhance steel harden-
ability, several investigations have shown that B can also
enhance the grain boundary cohesion, thus acting
against embrittlement.[226] Boron increases the grain
boundary cohesion of iron and steels by segregating to
its grain boundaries.[58] It is well known that Phospho-
rus (P) causes grain boundary embrittlement in steels
and leads to intergranular fracture and also increases the
ductile-to-brittle transition temperature (DBTT). How-
ever, P is also one of the strongest solid-solution
strengthening elements. Thus, for exploiting this impor-
tant ability of P without causing embrittlement of the
steel, B can be utilized. When B is added to such high
P-containing steels, it segregates to grain boundaries,
occupying at least some of the available free volume at
the interface instead of P, due to the site competition
between these elements at grain boundaries. The addi-
tion of B can thus exert a beneficial effect not only by
preventing intergranular fracture through the suppres-
sion of interfacial P segregation but it also has the
inherent ability to strengthen the grain boundary
through enhancing cohesion.[228,229]
H. From Discontinuous Interface Precipitation
to the NanoHiTen Concept
As an alternative to the Fe-Mn and Fe-Mn-Al-C
AHSS discussed above, which mostly utilize dynamic
slip band refinement and transformation effects of
metastable austenite, some recent advanced precipita-
tion-hardened ferritic steels obtain their mechanical
properties through discontinuous heterophase interface
precipitation. In principle, the decomposition from the
FCC austenite c host phase into the ferrite a phase plus
carbide upon cooling of hot-rolled products can proceed
in two modes, namely, formation of fibrous carbide or
interphase precipitation.[230] The latter effect is featured
by regular sheets of fine and highly regular carbides,
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contributing significantly to strength.[230,231] This type of
hardening through interphase precipitation enabled the
development of ultrahigh-strength hot-rolled steels,
named NanoHiTen by Funakawa.[232,233]
1. Basic phenomena of interphase precipitation in steels
Microalloying elements such as Ti, Nb, V, Mo, or Cr
can react with carbon to form a variety of carbides (TiC,
NbC, V4C3, Mo2C, or Cr23C6).
[231,234] The reactions can
be classified into three types[235]: (1) precipitation from
supersaturated austenite solid solutions; (2) precipita-
tion from supersaturated ferrite solid solutions; and (3)
precipitation occurring during austenite-to-ferrite trans-
formation. Depending on the used carbide-forming
elements and transformation behavior, the ferrite/alloy
carbide aggregates appear as fibrous carbides or inter-
phase precipitation.[230] Fibrous carbides originate at
prior austenite grain boundaries and grow nodular. The
formation of fibrous carbides relies on a ferrite/carbide
coordinate type of growth similar as the growth of
pearlite. Several observations reported a transition from
interphase to fibrous precipitation in Fe-Mo-C[236] and
Fe-V-C alloys.[235,237] Fibrous carbides form preferably
at slowly moving a/c interfaces, allowing diffusion of the
carbide-forming elements.[238]
The characteristic distributions of interphase precip-
itates are regular sheets of a fine carbide dispersion in
ferrite. As shown in Figure 17(a), during the transfor-
mation from austenite to ferrite, the carbides nucleated
densely on the austenite/ferrite interface, which then
moved to a new position, where the nucleation cycle
again occurred. This process can be repeated many
times, thereby leading to a very fine banded dispersion
of carbides in the ferrite matrix as shown in
Figure 17(b).[230,239]
2. Characterization of interphase precipitation
Analysis of the orientation relationship between
carbide and ferrite sheds light on the precipitation type.
Generally, MC-type carbides, i.e., TiC, V4C3, NbC, or
(Ti, Mo)C, have B1 structure (NaCl structure) and
follow the Baker–Nutting (B–N) orientation relation-
ship (OR) with the ferrite matrix, i.e., 001ð ÞB1jj 001ð Þa
and 110½ B1jj 100½ a. There are 3 equivalent variants of
the Baker–Nutting (B–N) OR for random precipitation
of MX carbides in ferrite. Figures 18(a) and (b) show
that two carbides hold different variants of B-N OR
with ferrite in a long-aged Ti-V alloyed steel. In
contrast, it has been claimed that only a single variant
of the B-N OR will be adopted for carbides on same
sheeted planes. Figures 18(c) and (d) show two inter-
phase-precipitated carbides with single variants of the
B-N OR in a Ti-Mo alloyed steel.
Tomographic characterization at the nanoscale is
definitely critical in the investigation of interphase
precipitation. Okamoto presented a TEM tomography
result showing a distribution of interphase precipitates.
In 2007, Timokhina et al. showed the first reconstruc-
tion of a distribution of interphase-precipitated carbides
in Ti-Mo alloy steel by using atom probe tomogra-
phy.[240] With site-/orientation-specific sample prepara-
tion, Zhang et al. investigated effects of the ferrite/
austenite OR on interphase precipitation.[241] Recently,
combined characterization by atom probe tomography
and small-angle scattering showed that the average
chemical composition approached the stable MC car-
bide stoichiometry with Ti/Mo ratio of ~ 2.5 and C/(Ti
+ Mo) ratio of ~ 0.55.[242] Chen et al. revealed
individual hydrogen (deuterium) atoms at trapping sites
of an interphase-precipitated carbide in a ferritic
steel.[27]
Fig. 16—Atom probe tomography analysis allows to use the local composition at an interface to distinguish between prior austenite grain
boundaries and other lath or block boundaries in steels as B segregates only to prior austenite grain boundaries.[225] (a) Atom probe tip with the
boron and carbon clearly visible at an interface. (b) This image shows the direction along which the compositional interface analysis was
conducted for the 2D representation given in (c). Reprinted with permission from Ref. [225].
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3. Mechanism of interphase precipitation
The morphologies of interphase precipitates were
classified into planar interphase precipitation and curved
interphase precipitation.[237] Planar interphase precipita-
tion is associated with ferrite growth by the ledge
mechanism at a semi-coherent a/c interface. The carbides
or carbonitrides are nucleated over the 110f gajj 111f gc
interfacewithKurdjumov–Sachs orientation relationship
and continue to grow until another ferrite ledge moves
over them and the process is repeated as shown in
Figure 19(a). This is known as ledge mechanism. Curved
interphase precipitation is associated with carbide nucle-
ation overmigrating incoherent a/c interfaces as shown in
Figure 19(b). The irregular sheet spacing of curved
interphase precipitation was firstly explained in terms of
the bowing mechanism as shown in Figure 19(c) and the
regular sheet spacing was further explained by the
quasi-ledge model as shown in Figure 19(d).[243–246]
4. Features of NanoHiTen steels
A wide range of interphase precipitates has been





the development of steels with dual microalloying such
as Nb-V,[254,255] Ti-V[254,255], and Nb-Ti.[256–258] How-
ever, the contribution of precipitation hardening to
these values was considered to be minor. An ultra-
high-strength hot-rolled steel strip has been developed
with tensile strength of ~ 780 MPa and excellent
formability.[232,233] This material has compositions in
the range Fe-(0.04 to 0.10)C-(0.1 to 0.3)Si-(1.2 to
1.6)Mn-(0.02–0.2)Ti-(0–0.4)Mo (in wt pct). As shown
in Figure 20, the main characteristics of NanoHiTen
AHSS include (a) interphase-precipitated nanome-
ter-sized carbides inside micrometer-sized ferritic grains;
(b) complex (Ti,Mo)C carbides with high thermal
stability; (c) high ultimate tensile strength and high
total elongation; and (d) excellent hole-expansion ratio
enabled by the material’s high yield ratio.
Typical NanoHiTen grades have a yield strength above
700 MPa, ultimate tensile strength>780 MPa, and total
elongation>20pct, achievedby thefine ferrite grains (3 to
8 lm in size) that are strengthened by nanometer-sized
interphase-precipitated carbides. The MC carbides are
bypassed by dislocations via Orowan looping,
Figure 21(a). The possible role of clusters to the yield
strength, shown in Figure 21(b), has not yet been fully
elucidated. The Orowanmechanism yields a contribution
according to the Ashby–Orowan equation of
Dr ¼ 0:84kM Gb




where G is the shear modulus of the matrix, b the
magnitude of the Burgers vector, r the particle radius,
and L the particle mean free spacing, M the mean
Taylor factor, and k = 1 a constant for screw and 1/
(1-t) for edge dislocations. Using a Taylor factor of 3
and rewriting the equation in terms of volume fraction
and real diameter leads to
Fig. 17—(a) Schematic diagram showing interphase precipitation at the a/c interface and (b) high-angle annular dark-field image showing
interphase precipitation in Ti-Mo alloyed steel. Reprinted with permission from Ref. [239].
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where f is the volume fraction of particles, and r is the
topologically corrected particle radius. As shown in
Figure 21(c), for a carbide volume fraction of 0.2 pct
and an average size of 3 nm, the strengthening effect can
reach values above 300 MPa. When the carbide size
reaches 20 nm, the contribution drops to 100 MPa,
hence, high thermal stability of tiny carbides is essential.
While the yield strength of NanoHiTen is well
understood, its work hardening is not.[259] The initial
deformation leads to the accumulation of Orowan
dislocation loops around the carbides. These loops
produce larger and larger back stresses against the
following dislocations as plastic deformation proceeds.
When a certain stress level is reached, cross-slip or
activation of other slip systems sets in, giving rise to high
work hardening. In the later stage of the uniform
deformation regime, significant dynamic recovery
occurs. The high yield ratio in NanoHiTen AHSS is
thus explained by the balance between the Orowan
looping mechanism and dynamic recovery.
Orowan looping not only leads to high yield strength
but also enables a more uniform distribution of dislo-
cations during plastic deformation. This phenomenon is
helpful to suppress local pile-up of dislocation and
retard formation of cracks. Hence, NanoHiTen steel
usually has much larger post-necking elongation. For
practical applications, a very attractive property of
NanoHiTen is its excellent hole-expansion performance.
As shown in Figure 22, dual-phase (DP) steel has high
total elongation but its hole-expansion performance is
often not good. In DP steels, non-uniform partition of
strain between ferrite and martensite causes easy for-
mation of crack at the interface. Tsai et al. introduced
interphase precipitations into the ferrite phase of a DP
steel and this material then turned out to have a larger
post-necking elongation and a better hole-expansion
ratio.[260] It is interesting that high hole-expansion
performance usually comes with high yield ratio. Also,
microstructure uniformity is a critical point in this
context.
Fig. 18—(a) HRTEM image and (b) its diffractogram show that two carbides hold different variants of B-N OR with ferrite in a long-aged Ti-V
alloyed steel; (c) HRTEM image and (d) its diffractogram show that two interphase-precipitated carbides hold single variant of B-N OR in a
Ti-Mo alloyed steel.
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5. Outlook on alloy design and thermomechanical
process routes for NanoHiTen steels
NanoHiTen is produced by hot rolling, which
involves slab re-heating, rough rolling, fine rolling,
accelerated cooling, and coiling. Optimization of the
dispersion of interphase-precipitation carbides in ferrite
needs a compromise between alloy design and process
control. The atomic ratio between carbon and all
carbide-forming elements should be approximately 1
to prevent the formation of pearlite or cementite. The Ti
content must remain below a certain level to suppress
dynamic precipitation in austenite during hot rolling.
Bikmukhametov et al. reported that hot deformation in
the austenitic phase field significantly enhances dynamic
precipitation of TiC carbide and leads to larger spacing
of the interphase precipitation in NanoHiTen steel.[261]
This also means that some of the earlier variants of this
material, using Ti and Nb, consume a high fraction of
the Ti and Nb solutes by dynamic precipitation in the
austenite, thus preserving less for interphase precipita-
tion. MC-type carbides have a coherent cube-on-cube
orientation relationship with the austenite when nucle-
ating in this phase, creating an incoherent interface with
the ferrite after the transformation. The associated
higher interface energy increases the capillary driving
force for coarsening, rendering the precipitates ther-
mally less stable. Adding 0.1 wt pct Ti to NanoHiTen
steel reduces carbide formation during hot rolling.
Adding further 0.2 wt pct Mo has no effect on dynamic
precipitation but it enhances the interphase precipita-
tion.[262] To obtain fine ferrite grains, the finish-rolling
temperature and coiling temperature must be low
because ferrite transformation occurs during cooling at
the early stage of coiling. Transformation at lower
temperature produces finer grain size, and leads to
smaller particle spacing. Importantly, addition of Mo
significantly retards transformation of ferrite and pre-
vents transformation at high temperature. The hot
rolling process takes about 150 seconds before coiling.
Hence, the combination of Ti and Mo as microalloying
additions to NanoHiTen steels seems to be the most
promising alloy design avenue.
I. Damage Mechanisms Unrelated to Hydrogen
1. Ductile fracture
Ductile fracture at room temperature in conventional
high-strength steels (e.g., mild, high-strength low-alloy,
Fig. 19—Interphase precipitation at (a) semi-coherent a/c interface (ledge mechanism) and (b) incoherent a/c interface. For incoherent a/c
interface, (c) bowing mechanism and (d) quasi-ledge mechanism were proposed to explain regularity of sheet spacing.[243,244] Figure reprinted
with permission from Refs [243] and [244]
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and interstitial-free steels) is commonly related to void
formation around particles such as inclusions and
second-phase precipitates. Depending on the mechanical
properties of the matrix and the particles as well as the
local stress state, particle-induced void nucleation can
either be due to particle–matrix decohesion or particle
cracking.[263] However, in modern AHSS with a multi-
phase microstructure (e.g., ferrite-martensite DP, con-
ventional TRIP, Q&P, and medium-Mn steels),
additional void nucleation mechanisms exist and some-
times become more prevalent.[3,15,209] In many scenarios,
the interfaces between the softer phase (e.g., ferrite,
d-ferrite, retained austenite) and the harder phase (e.g.,
fresh martensite) have been reported to act as prevalent
void nucleation sites.[209] Figures 23(a) and (b) show
typical examples of this void nucleation mechanism in a
DP steel and a ferrite-austenite medium-Mn
steel.[3,33,264] It needs to be noted that there is normally
not much evidence of damage propagation along such
phase boundaries.[3,15,209] This suggests that these inter-
faces (if not decorated with embrittling elements such as
P and H) are not intrinsically brittle. Therefore,
interfacial void nucleation is probably due to the large
strain incompatibility between the soft and hard phase,
resulting from their high mechanical contrast.[209,263,265]
The associated plastic deformation mismatch is essen-
tially accommodated by high densities of geometrically
necessary dislocations (GNDs) in the interface regions
(see one typical example in Figure 23(c)).[97,98,266] This
increases the local stress concentration and thus pro-
motes void nucleation.
2. Brittle fracture of advanced high-strength steels
AHSS do not only fail by ductile fracture. A
completely or partially brittle fracture behavior due to
the formation of intergranular or cleavage cracks can
sometimes be observed, even in AHSS with their
typically good ductile response (e.g., TWIP steels and
lightweight steels). In general, the underlying mecha-
nisms for microcracking can be classified into four
categories:
(a) Cleavage cracking inside fresh martensite.
Quench-induced and deformation-induced
a¢-martensite, containing a medium or high
Fig. 20—The characteristics of NanoHiTen: (a) 3 to 8 lm fine ferritic grains, (b) interphase-precipitated carbides, (c) 3 to 8 nm nanometer-sized
(Ti,Mo)C carbide, and (d) ultrahigh strength with excellent ductility.
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carbon content, are known to be brittle and show
limited plasticity.[267] In multiphase steels,
whether such cracking event is prevalent or not
strongly depends on the plastic deformation that
martensite needs to carry. Based on the linear
volume fraction mixture law, the plastic deforma-
tion partitioned to martensite increases with its
higher volume fraction. Martensite cracking will
then occur when martensite achieves its plasticity
limit. In DP steels, the fracture mechanism
changes from ferrite-martensite decohesion to
martensite cracking when the volume fraction of
martensite is above ~ 60 vol pct.[3]
(b) Cracking along prior austenite grain boundaries
(PAGBs). This failure mechanism is most fre-
quently observed in high-strength martensitic
steels, which is due to (i) the segregation of
metalloid elements (Groups IVA to VIA in the
Periodic Table) such as P, S, N, Sb, Sn, As, and Si
(most are impurities) at PAGBs and their reduced
cohesive strength caused by such segrega-
tion[226,267,268] and (ii) the formation of carbides
at PAGBs. The theoretical background and
experimental evidence regarding grain boundary
segregation and embrittlement have been
reviewed in previous reports.[226,269,270] It has
been shown that Mn can also segregate to ferrite
grain boundaries and promote their embrittle-
ment.[118] The underlying mechanisms were pro-
posed to be either due to the co-segregation of Mn
along with other harmful impurities (e.g., P),[119]
or a direct effect of Mn segregation on lowering
the grain boundary cohesion[118,122,268] or both
effects. Such detrimental effect of Mn might need
to be more carefully considered when utilizing Mn
in modern AHSS for improving the strength–duc-
tility combination.
(c) Cleavage cracking due to the formation of ordered
phases. For targeting lightweight design purposes,
sometimes a high content of Al and/or Si (above 3
wt pct) is added into high Mn-containing steels,
which are then referred to as lightweight/low-den-
sity AHSS (see details in preceding sections). This
high Al and Si addition promotes the formation
of d-ferrite, which can be brittle and show a
cleavage-type fracture along the {100} planes. Sun
et al.[209] observed the formation of B2 ordered
Fig. 21—Precipitation strengthening (a) Orowan looping mechanism and (b) cut-through mechanism. (c) An estimation of increased strength as
functions of carbide size and volume fraction.
Fig. 22—Schematical diagram showing the relationship between the
hole-expansion capability of the material against the total
elongation, including also some microstructure features.
5540—VOLUME 51A, NOVEMBER 2020 METALLURGICAL AND MATERIALS TRANSACTIONS A
phase in the d-ferrite of a medium-Mn lightweight
steel (0.2C-10Mn-3Al-3Si, in wt pct). Such long-
range ordering effect can induce the formation of
dissociated superlattice dislocations, which
reduces the dislocation cross-slip frequency,
resulting in high stress concentrations and crack-
ing along the cleavage plane. In addition, the
fracture surface of some Al-added medium-Mn
lightweight steels also show a high fraction of
cleavage fracture.[271] Since Al per se can also
promote the ordered phase (B2 and D03) forma-
tion in d-ferrite,[272] the cleavage fracture in these
steels might also be due to the d-ferrite ordering
effect, which requires further experimental
validation.
(d) Quasi-cleavage fracture related to deformation
twins. Cleavage-like transgranular fracture has
sometimes been observed in high-Mn TWIP steels
upon tensile loading at room temperature.[273,274]
This is to some extent surprising since austenite is
generally considered to be a ductile phase. Yu
et al.[273] observed that the quasi-cleavage fracture
surface was mainly located at the side edges of the
tensile specimens, resulting from microcracking
along grain boundary junctions and deformation
twin boundaries at side surfaces where localized
Portevin–Le Chatelier (PLC) bands intersected.
These cracks can in principle be nucleated from
different sites including twin boundaries with
dislocation pile-ups, twin–twin intersections, and
twin-grain boundary intersections. With respect
to further crack propagation, Luo et al.[274] have
proposed that the emission of trailing partial
dislocations near the crack tips becomes more
difficult due to the blocking effects of twin
boundaries on the leading partials. This behavior
increases the critical energy for dislocation emis-
sion, which promotes crack propagation rather
than crack tip blunting.
Fig. 23—Typical examples showing void nucleation at interfaces between ferrite (F) and fresh martensite (quenched martensite (M)/
strain-induced martensite (SIM)) in (a) a DP steel[15] and (b) a medium-Mn steel[209] (ECCI: electron channeling contrast imaging, IPF: EBSD
inverse pole figure, IQ: EBSD image quality map); (c) EBSD phase plus image quality map and the kernel average misorientation (KAM) map
of a ferrite-austenite medium-Mn steel (Fe-0.2C-10Mn-3Al-1Si, in wt pct, cold rolled and intercritically annealed) before and after
room-temperature tensile straining, showing the increase of the KAM value near the ferrite/strain-induced martensite interface and the retained
austenite/strain-induced martensite interface (marked by elliptical frames). The high KAM value reflects a high density of geometrically necessary
dislocations (GNDs).
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It needs to be mentioned that this section can only
provide a rough overview outlining some of the fre-
quently observed damage phenomena and the associated
mechanisms in current AHSS.[275,276] The number of
investigations is this field is still very limited, especially
for the second and third-generation AHSS.[277–281]
Therefore, more detailed characterization on damage
mechanisms and the associated dislocation effects, local
chemistry, and structure of interfaces and local stress/
strain states upon deformation need to be conducted for
these steels, in order to achieve a systematic and
fundamental understanding on damage mechanisms.
This knowledge is essential for the further improvement
of the formability, toughness and fatigue properties in
AHSS.
J. Hydrogen Embrittlement in Advanced High-Strength
Steels
Hydrogen embrittlement (HE), since its first observa-
tion by Johnson in 1874,[282] is a serious problem in most
high-strength metallic alloys, particularly in
steels.[49,283–285] The risk of HE has triggered multiple
studies since more than 100 years.
Hydrogen’s most striking effect on high-strength
steels is a sudden and often unpredictable decrease in
formability, toughness, and generally in the material’s
resistance to crack propagation, phenomena which are
jointly referred to as HE.[205,286]
Different aspects of hydrogen and hydrogen-related
embrittlement have been covered, and comprehensive
reviews corresponding to each aspect have been pub-
lished.[52,279] These aspects and some recent reviews
include (a) H trapping and migration[287]; (b) funda-
mental HE mechanisms including hydrogen-enhanced
decohesion (HEDE),[288] hydrogen-enhanced localized
plasticity (HELP),[289] interplay between HEDE and
HELP,[177] hydrogen-enhanced strain-induced vacancies
(HESIV),[290] adsorption-induced dislocation emission
(AIDE)[291], and the defactant concept[292]; (c) hydro-
gen–dislocation interaction[293]; (d) H mapping tech-
niques[52]; (e) HE response in specific types of steels (e.g.,
martensitic,[285] DP[3] and high-Mn austenitic[294] steels);
(f) methods of preventing HE.[205]
Despite the large numbers of studies conducted
particularly on steels, substantial disagreement among
some of the HE models exists. The controversies derive
from the lack of convincing evidences for individual HE
mechanisms and phenomenological similarities among
several of these mechanisms in terms of their association
with different fracture modes, i.e., different HE models
can result in very similar fracture modes such as
intergranular and cleavage-type fracture. Another
aspect that makes the proof of the prevalence of certain
HE mechanisms so challenging are the tremendous
experimental difficulties associated with imaging the
concentration of hydrogen at a microstructural
scale.[3,17,27,52,176,295–300]
Therefore, this section does not aim at developing a
detailed review of all possible HE effects as covered
already by several publications in this
field,[50,205,279,284,301–305] but instead emphasis is placed
on the description of the current research status of HE
in the field of AHSS. From this analysis the most critical
problems and challenges for understanding HE mech-
anisms in AHSS are filtered, with the intention to shed
light on future research directions.
The study of HE in AHSS has mainly concentrated on
the first and second generations (e.g., high-strength
ferritic or martensitic,[285] DP,[3] TRIP,[49] and TWIP[294]
steels). Among these studies, most investigated the
influence of H charging condition, H content, mechan-
ical and microstructural conditions on the HE suscep-
tibility, and H-induced damage characteristics. Only a
few developed an in-depth discussion on the active HE
mechanisms. In contrast, for the more recently intro-
duced steels (such as medium-Mn and lightweight
steels), studies about HE are more limited.[294,300]
Understanding the active HE mechanisms in AHSS is
a rather challenging task. It relies on the accuracy of the
HE models proposed generally from single-phase
‘model’ materials, which are still highly debatable. In
addition to this critical point, three other challenges also
have to be resolved. Particularly, direct evidence of the
local trapping and accumulation, distribution, and
resulting concentration gradients of H need to be
mapped in complex microstructures.[27,52,176,296,306,307]
There is a large variety of potential H trapping sites
existing in AHSS, e.g., dislocations in the different
phases, grain and phase boundaries, retained austenite,
twin boundaries, stacking faults, precipitates, inclusions,
voids, solute atoms, and vacancies (some of these
trapping sites are shown in Figure 24). This is due to
the highly complex microstructures in these types of
steels, pertaining to phase constituents and fraction,
grain and crystal cluster size, phase morphology and
percolation, defect type and density, critically influenc-
ing local H distribution and concentration. Thus,
obtaining more reliable experimental and theoretical
information about such microstructure-specific H dis-
tribution is a prerequisite of understanding the HE
behavior. For example, whether H segregates to dislo-
cations or certain interfaces (e.g., grain, twin or phase
Fig. 24—Schematic illustrations of different microstructural features
in multiphase AHSS (DIMT: deformation-induced martensite, DT:
deformation twin, SFs: stacking faults, GNDs: geometrically
necessary dislocations).
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boundaries) along with the segregating amount would
strongly determine the prevalent HE mechanisms, i.e., a
plasticity-related HE mechanism like HELP, AIDE,
HESIV, or a decohesion-controlled HEDE mechanism.
Moreover, modern AHSS often show complex defor-
mation mechanisms, such as TRIP, TWIP, and planar
dislocation glide (Figure 24). Such deformation-driven
evolution of microstructure, sub-microstructure, and
defects would greatly change the local thermodynamics
and kinetics for H migration/redistribution during the
course of processing and in service, which then alters the
materials’ response to HE. This means that not only
these microstructure-specific static trapping features,
but also the kinetic of the redistribution of the local H
content has to be analyzed.
Secondly, the multiphase composite-like microstruc-
ture of many AHSS results in a complicated stress/strain
partitioning and localization upon deformation, which
needs to be probed in order to better understand the
stress and strain-driven redistribution of H and to learn
how to avoid or attenuate micromechanical stress/strain
peaks in such materials.[264,279] The developed inhomo-
geneous hydrostatic stress field and local dislocation
movement influence the H migration process thus the
HE response. More specific, H atoms would tend to
move to the areas with a high stress concentration.
Dislocations can also transport hydrogen during their
motion (e.g., from the grain interior towards the grain
boundaries). The build-up of an enhanced local H
concentration, driven by local stress fields, and disloca-
tion gliding thus favor the occurrence of damage
nucleation. A typical example for this has been reported
in austenitic TWIP steels. In these steels, H-induced
grain boundary and twin boundary cracking have been
observed.[300] However, the total amount of segregated
H is not expected to be pronounced at austenitic grain
boundaries due to their relatively weak interaction with
H. The observed H-induced grain boundary cracking in
these steels was thus explained by the high stress
concentration and local H trapping at these interfaces
developed during deformation.[300] A detailed study on
the mechanisms of HE during fatigue loading recently
showed that hydrogen promotes the intense formation
of e-martensite during low-cycle fatigue.[308] Figure 25
displays ECC images of typical microstructures of a
TWIP steel exposed to low-cycle fatigue with and
without the presence of hydrogen. When the material
is loaded under hydrogen e-martensite is formed and the
typical dislocation walls show lower dislocation
densities.
The impingement of e-martensite on grain boundaries
leads to rapid crack formation at large-angle grain
boundaries in TWIP steels. Twin boundaries, in con-
trast, were not affected at all. An example of the damage
formation is shown in Figure 26. This investigation
shows that in the case of fatigue loading most of the
known effects contributing to hydrogen embrittlement
in AHSS (e.g., HELP, HEDE, stabilization of the
HCP-phase, etc.) act together, promoting accelerated
damage formation.
Finally, the deformation mechanisms and their
change due to the presence and accumulation of H in
different types of AHSS need to be systematically
understood.[205,309] Many deformation modes such as
TRIP (deformation-induced transformation from
austenite to a’-martensite or e-martensite), TWIP, par-
tial and perfect dislocation gliding, dynamic strain aging
(DSA) can occur simultaneously in some AHSS (e.g.,
medium-Mn and lightweight steels). The microstruc-
tural and mechanical conditions for the occurrence of
these deformation mechanisms have not been fully
understood. In steels containing more than one defor-
mation mechanisms, the occurring sequence and quan-
tification of these mechanisms are also important.
Further, the interaction of H with each of these
deformation mechanisms is different and often compli-
cated. For instance, H has been proposed to either
increase or decrease dislocation mobility, depending on
materials, H-dislocation binding energy, and testing
conditions.[310] It has also been reported that H can
reduce the stacking fault energy (SFE) of austenite, thus
promoting the occurrence of low-SFE deformation
mechanisms (e.g., e-martensite or a’-martensite forma-
tion[303]). However, the quantitative relation between H
concentration and the SFE value in different steel
systems remains unknown.
III. RECENT PROGRESS
IN THE EXPERIMENTAL CHARACTERIZATION
OF ADVANCED HIGH-STRENGTH STEELS
A. Aberration-Corrected Scanning Transmission
Electron Microscopy for Advanced Steels
In scanning transmission electron microscopy
(STEM), a convergent, high-energy electron beam is
scanned across an electron transparent specimen in a
raster fashion. The electrons are then scattered into the
far field after passing through the specimen and they hit
an annular detector, which is located in the diffraction
plane, Figure 27. This process is repeated for each probe
position in a rectangular raster grid. If the detector has a
small diameter and sits on the optic axis covering an
angular range smaller than the convergence angle, a
bright-field (BF) image is formed. An annular dark-field
(ADF) image is generated, when the detector is collect-
ing only the electrons scattered to high angles. In ADF
imaging, the image intensity can thus essentially be
described as a convolution of the probe intensity
(position dependent) with the projected atom potentials,
resembling conditions for incoherent imaging. High-an-
gle annular dark-field (HAADF) conditions are typi-
cally realized when only electrons scattered to angles of
> 50 mrad to ~ 200 mrad are collected by the annular
detector and hence the image intensity shows a strong
atomic number (Z) dependence according to the
Rutherford scattering cross-section. In modern micro-
scopes, various STEM detector signals can be acquired
simultaneously.[311]
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In a simplified description, the resolution in STEM
depends on the electron wavelength, the probe conver-
gence angle, and the electron source coherence and
brightness. All these parameters govern the probe size.
Modern instruments utilize high brightness Schottky or
cold field emission guns and hence the resolution is
mainly limited by lens aberrations of the probe forming
lens above the specimen. The rapid progress in the
development of aberration correctors enables the cor-
rection of up to fifth-order coherent aberrations, includ-
ing astigmatism, coma, or spherical aberration, only to
name a few. This allowed to increase the numerical
aperture of the probe forming lens to semi-convergence
angles of>25 mrad and with this resolution of down to
50 pm was achieved.[311]
Besides an improvement in lateral resolution, aberra-
tion correction also leads to a reduction of the depth of
focus to only a few nanometers, since it is inversely
proportional to the square of the semi-convergence
angle. Moreover, when the sub-Ångstrom electron
probe is located over an atomic column that is aligned
in beam direction, when the crystal is oriented in a low
index zone axis orientation, the electrons channel down
the column since the least dispersive and most bound
states (1s or 2s-like) are excited.[311]
Fig. 25—ECC images of typical microstructures of a high-Mn TWIP steel exposed to low-cycle fatigue loading without the presence of hydrogen
(a) and with the presence of hydrogen (b). Comparison of fatigued microstructures deformed for 50 cycles at a local strain amplitude of ~ 0.6 to
0.8 pct. The crystallographic direction of the principle strain is almost identical for both samples (Refs. [314] and [315] respectively). The areas
marked by blue rectangles were used to determine the dislocation density. The intersections of individual dislocations with the surface are
marked by red dots. The dislocation density has been determined by dividing the total number of dislocation intersection points by the area of
the rectangle (see details in the section on ECCI analysis).
Fig. 26—(a) ECC images showing intergranular crack propagation in a fatigue-loaded and hydrogen-charged high-Mn TWIP steel after 50 cycles
at a local strain amplitude of 0.9 pct. (b) Magnified view of figure (a). The red and green arrows in the magnified region indicate the nucleation
and propagation direction of the intergranular cracks, respectively.
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1. Challenges of using scanning transmission electron
microscopy for advanced high-strength steels
Imaging the atomic lattice and the internal defect
structures in AHSS opens new insights to further
advance our understanding of the structural features
of their elementary microstructural building blocks.
However, in ferromagnetic steels with ferritic or marten-
sitic matrices, the sample volume has to be minimized to
reduce the disturbance of the electron beam. Hence,
focused ion beam (FIB) sample preparation is employed
to prepare site-specific specimens with micron-sized
dimensions. The resulting surface damage layers and
often inhomogeneous thicknesses of the TEM specimens
strongly limit the interpretation of high-resolution
lattice images, especially ones obtained through phase
contrast TEM. The incoherent nature of the imaging
process, electron channeling, and reduced depth of focus
in aberration-corrected STEM are less prone to sample
imperfections, but scan distortions limit the quantitative
interpretation of such images. Novel imaging modes,
where a high number of consecutive frames are acquired
with small pixel dwell times, registered and summed up
have shown to overcome these limitations and a
precision to locate the position of atomic columns of
< 10 pm has been demonstrated.[312,313]
Imaging the atomic lattice and defect structures in
AHSS is one aspect, the other is its correlated elemental
distribution. Especially the C distribution plays a
decisive role in triggering phase transformations, but is
challenging to detect it quantitatively in (S)TEM. Even
through spectroscopic techniques, such as energy dis-
persive X-ray (EDS) or electron energy loss
spectroscopy (EELS), the obtained signals are disturbed
by surface C contamination and insufficient count
statistics strongly limiting its quantification. However,
it has been shown that even atomic resolution STEM
can be correlated with APT to achieve ultimate lattice
and compositional resolution.[168]
2. Application to advanced high-strength steels
Twinning-induced plasticity (TWIP) in low stacking
fault energy, high-Mn FCC steels has been intensively
investigated and the atomistic origins of twin nucleation
play a decisive role in understanding their outstanding
mechanical properties. Casillas et al.[314] demonstrated
the formation of extrinsic stacking faults (ESF) without
pre-existing intrinsic stacking faults (ISF) by aberra-
tion-corrected STEM. They showed in h100i grains that
ESFs serve as twin nuclei in a low-carbon TWIP steel
macroscopically loaded uniaxially under tension up to
its ultimate tensile strength. Atomic resolution STEM
imaging even confirms that ESFs contribute to twin
growth by the glide of two Shockley partial dislocations
bounded by ESF on {111} planes adjacent to the twin.
Direct imaging of the pole mechanism becomes avail-
able where a perfect dislocation splits into Frank and
Shockley partials. Even the atomic lattice in regions with
severe lattice distortions, e.g., the core of a Frank
dislocation terminating at an ISF produced by the glide
of a Shockley dislocation, becomes accessible.[314]
High-Mn steels with increased Al content exhibit
outstanding strength at reduced alloy densities, which is
related to the precipitation of nanoscale coherent
j-carbide precipitates. Aberration-corrected STEM
was recently employed to shed new light on the shearing
of j-carbide particles and the intrinsic strain evolution
imposed by the coherent precipitates.[156,168] Detailed
TEM investigations revealed that planar slip dominates
room-temperature deformation, which results in shear-
ing of the ordered j-precipitates. Atomic resolution
STEM observations confirmed the presence of disloca-
tion debris from the shearing process of an atomically
sharp slip band at the j/FCC–matrix interface. From
the Z-contrast nature of the imaging process in STEM,
it can even be concluded that the chemical order of the
j-phase remained unaffected.[156]
The intrinsic nature of the coherent interfaces of these
j-carbide precipitates and the surrounding FCC–matrix
was quantified by measuring the internal strain state and
local interface structure at atomic resolution. It was
shown that the coherent j/FCC–matrix interfaces
exhibit only a slight roughness, on the order of a few
atomic layers, and appear otherwise abrupt by quanti-
fying the local-order parameter obtained from atomic
column peak intensities.[168] By removing non-linear
scan distortions[313] it was even possible to measure the
local strain evolution in a ~ 2 nm narrow FCC–matrix
channel, establishing that the FCC–matrix embedded
in-between two adjacent j-precipitates is tetragonally
distorted. This severe lattice distortion strongly affects
the C solubility, which is so far only accessible by
Fig. 27—Schematic incident electron beam conditions, annular
detector geometry, and most important angles used in a STEM.
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first-principles calculations, but may even affect the
trapping of hydrogen in these regions. The ordered
nature of the j-precipitates with Fe3AlC base structure
can also be quantified on a column-by-column basis.
Figure 28 shows an atomic resolution STEM micro-
graph of a narrow FCC–matrix (c) channel and two
adjacent j-precipitates. The two insets illustrate the
experimental mean unit cell of the left-sided j-precipi-
tate as well as the projected crystal structure of the
stoichiometric Fe3AlC structure viewed in [001] orien-
tation. A close inspection of the atomic column peak
intensities of the mean j-unit cell reveals two distinct
sublattices. The atomic columns with normalized peak
intensity of ~ 0.3 to 0.4 correspond to the Al-sublattice.
The Fe-sublattice is represented by atomic columns with
normalized peak intensities of > 0.7. The ordering of
interstitial C atoms can be indirectly seen by an
increased peak intensity of every second Fe-sublattice
column. The additional C atoms along the projected
atom columns lead to an effective increase in the
projected potential and hence a higher peak intensity.
3. Future directions of using scanning transmission
electron microscopy for advanced high-strength steels
The rapid development of advanced STEM tech-
niques will provide unprecedented insights into the
atomic structure and elemental distribution of AHSS. It
was recently shown that the atom positions in individual
nanoparticles can be resolved by atom counting or
directly through atomic resolution STEM tomogra-
phy.[315] These techniques could be used in the future to
resolve the 3D atomic structure of complex nano-pre-
cipitates or defects in AHSS and how they contribute to
strengthening. Novel techniques employing segmented
or pixelated STEM detectors have shown great potential
in resolving light elements even in complex crystal
structures. These methods might in the future be used to
determine the distribution of light or even interstitial
Fig. 28—Aberration-corrected STEM image viewed along [001] of a narrow FCC-matric (c) channel embedded in-between to j-carbide
precipitates.[168] The upper inset shows the mean unit cell extracted from the left j-precipitate. The atomic column intensity is normalized to the
maximum peak intensity. The lower inset illustrates the corresponding projected crystal structure of Fe3AlC. Its crystal unit cell is outlined by
black lines. Figure reprinted with permission from Ref. [168].
5546—VOLUME 51A, NOVEMBER 2020 METALLURGICAL AND MATERIALS TRANSACTIONS A
elements at atomic resolution. Moreover, new develop-
ments in detector technology in spectroscopy might
enable to resolve both the atomic lattice of defect
structures and precipitates along with their associated
compositional fluctuations at atomic resolution.
B. Atom probe Tomography for the Investigation
of Advanced Steels
APT has risen in prominence over the past decades to
become a routine microscopy and microanalysis tech-
nique for the characterization of nanostructured mate-
rials.[316–319] The strength of APT lies in its capacity to
provide three-dimensional mapping of the elements with
high spatial resolution, notwithstanding their atomic
number. APT is hence perfectly suited to analyze the
distribution of light elements, particularly C and B, with
a sensitivity that can be in the range of only tens of
parts-per-million. AHSS are microstructurally very
complex. Understanding, controlling, and confining
segregation and second-phase nucleation is key to
improving their properties. APT appears to be a perfect
complement to electron microscopy and is a key
technique to understand fundamental mechanisms in
steel research. APT also offers opportunity for direct
comparison with atomistic simulations,[320–324] with
forays into steels.[159,160,165,168,325]
APT exploits the effect of an intense electrostatic field,
in the range of 1010 V m1, to cause the desorption and
ionization of the atoms from the surface of a specimen
shaped as a sharp needle, in a process known as field
evaporation.[326] Each ion is accelerated by the electro-
static field away from the specimen’s surface, and the
thus projected ions are collected by a time-resolved,
position-sensitive particle detector.[327–330] The geometry
of the specimen provides the projection with a magni-
fication in the range of 106, so interatomic distances can
in principle be resolved.[331] Time-control over the field
evaporation process is gained by either superimposing
high-voltage pulses[332] of short laser pulses[333–335] onto
a direct current (DC) voltage. Knowing when the ion is
generated and when it strikes the detector allows for
performing time-of-flight mass spectrometry, thereby
enabling the identification of the elemental nature of
each collected ion. Upon collection of the data, the
time-of-flights are converted into mass-to-charge-state
ratios, and the impact position and sequence in which
ions are collected are used to build a three-dimensional
point cloud.[336,337]
APT has gone through a renaissance in the past 15
years thanks to the availability of reliable commercial
instruments enabling the routine collection of data,[329]
the implementation of stable laser sources,[334] in par-
ticular in the ultraviolet (UV) range,[338] and the
availability of focused ion beam (FIB) and advances in
data processing.[339–341] The FIB has allowed to precisely
target the preparation of specimens for APT[342,343] that
enabled to avoid the trial and error approach of the
previous decades. Laser-pulsing lifted the requirement
that the specimen must be a good electrical conductor to
be analyzed by APT,[319,344–347] but also increased the
yield significantly.[348] The use of FIB allows to first
select a microstructural feature of interest by using the
scanning electron microscope, including using advanced
techniques such as electron backscattered diffraction[189]
or electron channeling contrast imaging for instance.[349]
The FIB is then used to cut free and extract a small
beam of the material containing the feature of interest,
which is subsequently deposited onto a support and
sharpened.[343] The flexibility offered by the FIB for
specimen preparation enables facile correlation with
transmission electron microscopy (TEM) by making
specimens on a support that is compatible with holders
for TEM.[211,350] Much effort has indeed been dedicated
to enable such correlation of composition and structure
on the same microstructural features,[351–354] including
at very high spatial resolution.[355] In steel, these
approaches have been used to investigate solute segre-
gation at crystalline defects, i.e., grain boundaries[169]
and dislocations,[356] as well as carbides[168] up to an
unprecedented level of precision. The combination of
APT and high-resolution scanning transmission electron
microscopy (STEM) is showcased in Figure 29 below.
Finally, in principle, quantitative spatial analysis of
hydrogen is possible, and is of high relevance to further
understand hydrogen embrittlement in advanced high-
strength steels.[177,205] Recent forays in this direction via
isotopic marking (i.e., deuteration) have been reported
in steel[27,306,307,357] and other metallic materials,[358,359]
with controversies still in the interpretation of the
data.[27,306] The full site-specific preparation of speci-
mens at low temperature,[360] and their transfer into the
instrument at cryogenic temperature under ultrahigh
vacuum conditions[361] are current areas of significant
development in the field.[296] These are necessary steps to
ensure that contamination-free specimens are really
analyzed.
C. Use of Field Ion Microscopy for Studying Advanced
High-Strength Steels
Field ion microscopy (FIM), invented by Erwin
Müller,[362] was the first technique to image individual
atoms on the surface of a metal,[363] as well as crystalline
defects such as vacancies[364] and voids,[365] disloca-
tions,[366] and grain boundaries[367] in pure metals.
FIM relies on the field ionization of an imaging gas in
the vicinity of specimen, which is a phenomenon that
occurs due to the high electric field (109 V/m) attained at
the apex of a sharp needle-shaped specimen. The
imaging gas atoms introduced in the chamber are
attracted to the specimen, due to the polarization forces
and get thermally accommodated to the specimen’s
cryogenic temperatures through a series of hops. The
positive bias on the tip can sufficiently deform the
potential energy landscapes for electrons in the imaging
gas atoms to tunnel. This appreciable tunneling creates a
current of gas ions, which now are propelled towards a
phosphor screen to form a magnified and a near-stere-
ographic projection of the specimen. A simplified
schematic is shown in Figure 30, which shows a con-
servative design of a FIM. The specimen is mounted on
to a stage, which is equipped with a cryostat and a
high-voltage power supply, to cool the specimen and to
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generate the required field at the specimen’s tip, respec-
tively. A closed-cycle helium cryostat can reach temper-
atures as low as 4K, however, can be changed as
required by the user. The stage is enclosed in an
ultrahigh vacuum chamber (with pressure being 1010
to 1011 torr), with inlets for imaging gas and for
vacuum pump. Usually, a micro-channel plate (MCP)
coupled with a phosphor screen is used in the chamber
to capture the images. Inert gases are generally used as
imaging gas, either individually or as a mixture. The
modern FIMs are also equipped with charge-coupled
device (CCD) cameras, to digitally record the images
formed at the detector. This enabled FIM to record
atomically resolved images of the surfaces of metals and
dilute alloys. Further, implementation of high-voltage
pulses to gradually remove the specimen surface atoms,
further led to the development of a three-dimensional
FIM (3DFIM). 3DFIM has been employed to study
radiation damages, precipitation behavior, dislocation
and solute interactions, etc.
AHSS have very complex microstructures. Under-
standing, controlling, and confining second-phase nucle-
ation in these alloys is a key to improving their
properties, which can be achieved for instance through
segregation engineering. FIM can contribute signifi-
cantly in this area owing to its atomic-scale resolution
capabilities. Samples for FIM have to be shaped into
very sharp needles with end radius typically 50 nm. This
can be achieved either by electropolishing, or sample
preparation using focused ion beam microscopes.
Although 3DFIM can render much required three-di-
mensional atomic-scale information, a glaring drawback
is its inability to deliver chemical information of the
imaged atoms. Another issue, FIM is often limited to
only some pure metals or dilute alloys. In such cases,
contrast is expected to arise when atoms in secondary
phases require a different electric field to depart from the
surface compared to the surrounding matrix. This
causes the development of different local radii of
curvatures. The elemental nature of the imaged atom
Fig. 29—Example of a correlative electron microscopy–atom probe tomography study, conducted on a low-density steel with composition
Fe-26.7 pct Mn-14.0 pct Al-5.3 pct C (at. pct). The three images show (a) STEM images of a needle-shaped specimen obtained under annular
bright-field conditions, (b) image taken from the same needle region and in the same instrument but under high-angle annular dark-field
conditions, and (c) APT reconstruction of the same needle. Pronounced contributions from diffraction contrast are visible in the ABF image of
(a), as seen in the contrast modulations indicating the location of the matrix/carbide (c/j) interfaces. The outer shape of the volume from which
the APT reconstruction was obtained is highlighted in (a). Figure reprinted with permission from Ref. [168].
Fig. 30—Schematic of a field ion microscope.
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may also play a role.[368] FIM has therefore been used
extensively for the characterization of metallic alloys[369]
including steels,[370] mostly in combination with atom
probe.[371–373]
There is a renewed interest in FIM,[374] since its spatial
resolution in three dimensions remains unparalleled.
Approaches have been proposed to stack field ion
micrographs and allow for three-dimensional recon-
struction FIM (3DFIM).[375] Additional processing of
sequence series of such images allows for a full atomistic
reconstruction of the local atomic arrangement.[376,377]
3DFIM has been employed to study e.g., radiation
damages,[378] precipitation,[372] crystalline defects dislo-
cation[375], and solute interactions with defects.[379]
Recent developments and application of machine learn-
ing to FIM[380] further enhance the data obtained from
these techniques. There are also vastly unexplored
possibilities to use mixtures of imaging gasses to
enhance contrast and possibly image all species in an
alloy for instance.[381] The main frontier in FIM research
is to enable direct identification of the elemental nature
of the imaged atom.
Most of the Fe-based alloy systems can be imaged
using Ne as imaging gas. To also correlate the structural
information obtained from FIM, APT probing of the
same surface region can be carried out, in a combined,
i.e., correlative FIM and APT experiment. References
80,116,356 suggest nucleation of a confined phase at
dislocations and at grain boundaries through segrega-
tion in a Mn-rich steel. Often identifying the phase or
crystal structure of a nucleated phase is challenging.
TEM can provide an indirect confirmation of a different
phase through electron diffraction. However, owing to
the small size of the phase, especially at dislocations and
the small volume fraction of such phases, the electron
diffraction patterns analysis can be hard.
In order to investigate the presence of a different
phase, a correlative FIM and APT study has been
carried out on a Fe-9 at. pct Mn and has been shown
here. The Fe-9 at. pct Mn was cold rolled to 50 pct after
a homogenization treatment at 1373 K. This was
followed by annealing at 723 K for 6 hours to promote
Mn segregation. The samples for FIM and APT were
prepared on a FEI Helios Plasma focused ion beam
(PFIB) using a Xe source on commercial silicon
micro-tip coupons (Cameca Inc.) as support. Specimens
were sharpened by using a 30 kV Xe+ ion beam,
followed by a 5 kV final cleaning step to remove regions
with higher concentrations of implanted high-energy
Xe+ ions. The result of correlative FIM and APT done
on a local electrode atom probe (LEAP) 5000 XS
instrument is shown in Figure 31. FIM imaging for the
alloy was done using Ne as imaging gas. Mn appears
darker in FIM, as Ne prefers to ionize from the Fe
atomic sites which are at a higher field. An edge
dislocation lying on a (110) plane can be seen emerging
in the FIM image (indicated by a red arrow). A
low-angle grain boundary is visible as well (highlighted
by black arrows). A consequent APT was done on the
sample to evaporate 60000 atoms from the surface.
From this analysis, a 2D spatial composition map of Mn
was created. The locations which show pronounced Mn
enrichment can be found to be coincident with the edge
dislocations and grain boundaries. The true Mn deco-
ration of the grain boundary region might be subject to
errors as the statistics are quite poor as only few layers
were evaporated in region in APT. The grain boundary
shows a segregation content around 25 at. pct of Mn.
However, such unique correlative FIM and APT
directly combines the structural information such as
the edge dislocation and low-angle grain boundary with
the amount of segregation.
Some of the imaged atoms in the FIM image can be
seen departing the usual bcc lattice positions. However,
this is completely qualitative and based on a visual
inspection of the image. Since the specimen was heavily
deformed, a complex network of dislocations, which,
when exposed at the tip’s surface could give rise to a
similar structural discrepancy. The problem stems from
not being able to image both Mn and Fe at equal
intensities. The presence of Mn is only inferred through
a correlative APT. Although the current investigation
cannot concretely prove the presence of a new phase, it
highlights that a combined APT and FIM analyses can
answer many structural and chemical problems in
AHSS. Recent developments and application of
machine learning to FIM[380] and APT[341] can further
enhance the data obtained from these techniques.
Another possibility would be to use a mixture of
imaging gasses to enable imaging all atomic species in
the alloy.
D. Analysis of the Microstructures of Advanced
High-Strength Steels by Orientation Microscopy
and Electron Channeling Contrast Imaging
1. Microstructure analysis of high-strength steels
by advanced scanning electron microscopy probing
methods
The mechanical properties of AHSS largely depend
on their complex microstructures. The exact quantita-
tive influence of individual microstructural elements
(e.g., dislocations, grain boundaries, phase boundaries,
volume fractions of the relevant microstructure con-
stituents, types of phases, martensite island dispersion
and shape, etc.), however, is usually not straightforward
to measure and it is thus a general question how to
obtain quantitative values on the types and amounts of
these different microstructural ingredients and their
topological features. Various electron diffraction tech-
niques used primarily in scanning electron microscopy
(SEM) are able to give comprehensive answers to these
questions and it is the aim of this section to concisely
introduce some of these powerful techniques. Some of
the quantitative measures obtained from these advanced
SEM-based probing methods are exemplarily illustrated
for the case of dual-phase and related steels. The
consequent application of these techniques will not only
advance the understanding of the mechanisms that form
microstructures of AHSS, but also open a road towards
quantitative microstructure engineering.
The DP steels, selected here as an example material in
this section, have a composition in the range of
Fe-0.06…0.2 C-1.5…3 Mn-~ 0.25 Si (in wt pct) and
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small amounts of further elements.[2,15,382–384] Their
microstructure is created by a rather simple heat
treatment which allows these steels to be produced in
large amounts as flat products. DP steels offer a good
combination of strength and formability, which makes
them suitable for applications for framework parts in
vehicle bodies.[3] They consist of a ferritic matrix with
usually 20 to 30 volume pct of martensite islands. This
microstructure is formed in case of hot rolled plates in a
heat treatment process consisting of an austenitization
annealing, which usually leads to a complete transfor-
mation of the material into austenite, and a subsequent
cooling. The latter usually consists of three steps, a
quenching to a certain transformation temperature, a
holding at this temperature to create a certain amount of
ferrite, and finally quenching of the material to room
temperature to transform the remaining austenite into
martensite. The small amount of Si in the alloy and the
moderate amount of carbon ensures that no cementite is
formed during this treatment and most of the carbon
partitions into the remaining austenite during the
holding process. For cold rolled sheets, the microstruc-
ture is produced normally through a continuous/batch
annealing treatment at intercritical temperatures, fol-
lowed by quenching.
Modern scanning electron microscopes with thermal
field emission guns, various sensitive detectors and
flexible sample stages are extremely versatile instruments
for detailed and quantitative microstructure analysis on
bulk samples at high resolution, with large statistics, in
2D and 3D, and with the potential to perform in situ
observations of various kinds. The most relevant signals
to be detected for microstructural analysis are backscat-
tered electrons (BSE) for electron channeling contrast
imaging (ECCI) and electron backscatter diffraction
(EBSD)-based orientation microscopy (ORM) as well as
characteristic X-rays for compositional analysis via
X-ray spectroscopy (XEDS) and secondary electrons
(SE) for observation of surface morphology.[385,386]
2. Introduction to the electron channeling contrast
imaging technique with respect to applications in steels
The ECCI technique allows direct observation of the
most important extended lattice defects in AHSS, i.e.,
dislocations, stacking faults, interfaces, precipitations,
and elastic strain fields by diffraction contrast in a way
very similar to scanning transmission electron micro-
scopy (STEM), but with the significant advantage that
the observations are made on bulk and potentially large
samples.[15,351,387–392] ECCI exploits the fact that the
intensity of backscattered electrons obtained from a
sample is modulated by the diffraction conditions of the
primary electron beam (PEB) inside of the sample. In
the case that the PEB impinges on the crystal lattice at
an angle corresponding (almost) exactly to the Bragg
angle of a set of parallel lattice planes the electrons may
travel through the lattice in a way that can be imagined
as total reflection of the electrons at these set of lattice
Fig. 31—Correlative FIM and APT analysis revealing the enrichment of Mn to defects such as a grain boundary (black arrows) and a
dislocation (red arrow). The four images with varying transparency of concentration map are shown to emphasize the location of defects and
enhanced Mn concentration (Color figure online).
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planes. In this case most of the electrons are able to
channel deep into the crystal lattice and only little
backscattering will occur, i.e., the illuminated area
appears dark. In other cases, when no lattice channels
are available for the PEB, electron backscattering will
occur in various intensities, depending on the particular
direction of the PEB with respect to the lattice. Lattice
defects, for example dislocations, locally distort the
electron channels through the lattice and thus lead to
localized strong electron backscattering. The defects
thus appear with high intensity on a low-intensity
background in an ECC image. Figure 32 shows a
low-magnification ECC image of a microstructure of a
4 pct tensile-deformed DP 800 steel. In this image, ferrite
grains show homogeneous brightness with strong con-
trast between different grains. Some ferrite grains appear
very dark; they are channeling conditions for some
low-indexed lattice planes. This situation enables direct
observation of lattice defects as visible in Figure 33 (see
below). Those grains, which appear bright, are usually
in multiple-plane conditions where several high-indexed
lattice planes are excited simultaneously. These grains
show no clear defect contrast. The martensite phase
appears almost exclusively bright because areas with
high elastic strain gradients usually do not form
suitable electron channels and, thus, almost always lead
to backscattering rather than channeling. Figure 33
displays a highly magnified ECC image of a grain in
exact channeling conditions. The grain in the center is
oriented such that the electrons channel along (or ‘‘are
diffracted by’’) the {110} lattice planes. Dislocations
appear as sharp, white line features on a dark back-
ground. From this kind of images it is possible to obtain
information relevant for the mechanical properties of
the material, e.g., type and density of dislocations but
also curvature and potential dislocation reactions (see
e.g., Refs. [390], [393], and [394]). Dislocation densities can
be determined directly by dislocation counting and
calculation of their density as ‘‘dislocation-surface
intersections per area.’’ In Figure 33 an area of 1 9 1
lm2 is marked. In this area about 130 dislocation-sur-
face intersections are counted, corresponding to 1.3 9
1014 m2. A density of 1015 m2, which would corre-
spond to 1000 dislocation-surface intersections in the
observed area is the uppermost limit that can be
recognized with the ECCI technique. Higher densities
can only be measured by EBSD using a GND (geomet-
rically necessary dislocations) approach (see paragraphs
below). Note that dislocation observation and
Fig. 32—ECC overview image of a 2 pct tensile-deformed DP 800
steel sample. Grains with homogeneous brightness correspond to
ferrite, those with strongly changing brightness are martensite.
Examples: (1) ferrite grain in strong channeling condition with one
set of lattice planes, (2) ferrite grain in strong backscattering
condition with one set of lattice planes, (3) ferrite grain in
multiple-plane conditions, and (4) ferrite grain in a polycrystalline
strongly defected martensite area. (5) and (6) are ferrite grains with
strong orientation gradients.
Fig. 33—ECC image of dislocations in the sample of Fig. 31. The
grain is tilted to channeling conditions for the (110) planes. The
(110) diffraction vector is marked. The red square marks an area of
1 lm2. Inside about 20 pct of all dislocation-surface intersections are
marked (to keep most of the dislocations visible). In total, 134
dislocation intersections are found in this area corresponding to a
dislocation density of 1.3 9 1014 m2.
Fig. 34—ECC image of dislocations in a grain with strong
orientation gradients. The red rectangle marks an area of 0.5 lm2.
Inside about 20 pct of all dislocation-surface intersections are
marked (to keep most of the dislocations visible). In total, 150
dislocation intersections are found in this area corresponding to a
dislocation density of 3 9 1014 m2.
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quantification by ECCI is only reliable in the case that
proper channeling conditions are active, Figure 34.
They may be selected based on EBSD measurements
as described, e.g., by Zaefferer and Elhami.[390] An
example for the application of this controlled ECCI
probing, i.e., cECCI, to the mechanisms of hydrogen
embrittlement of high-Mn TWIP steels has been given
above.
3. Dislocation density measurements in dual-phase
steels using ECCI and EBSD-based KAM measurements
The above-determined dislocation density values
match with the low tensile strain (4 pct) applied to the
present sample. Surprisingly, the dislocation density is
relatively homogeneous, in contrast to the general
assumption that the formation of martensite during
cooling leads to additional and heterogeneously dis-
tributed dislocations in the microstructure, which are
thought to contribute to the higher strain hardening of
DP steels and to the higher ductility compared to other
HSLA steels. The reason for this observation lies in the
fact that as-cooled DP steels contain two kinds of
ferrite. One (F1) is almost free of dislocations with very
low dislocation densities in the as-cooled state (< 1013
m2). These grains also do not show any related
orientation gradients as visible in EBSD maps
(Figure 35, see below). In ECC images these ferrite
grains are well visible as they show almost constant
brightness with homogeneous channeling conditions
and easily observable dislocations; some of these grains
are marked in Figure 32. The second sort of ferrite
grains (F2) contains a significantly larger amount of
dislocations and related orientation gradients. These
grains are usually found in the proximity to martensite
grains. Due to the presence of orientation gradients
these grains show heterogeneous channeling conditions,
frequently limited to small stripes across the grain with
areas of less than 1 lm2. Some grains of this kind are
marked as (5) and (6) in Figure 32 as well. Dislocation
counting yields an about three times higher dislocation
density than the F1 grains.
The grains F1, F2, and M (martensite) are more
clearly visible and quantifiable in EBSD maps as the one
displayed in Figure 35. The M grains are separated from
the F grains using grain-average pattern quality
(Figure 35(b)). The F grains are distinguished subse-
quently using a kernel average misorientation (KAM)
map (Figure 35(c)), where F1 grains are displayed in
homogeneous blue (low KAM values) while F2 grains
show characteristic substructures with higher KAM
values. The KAM value can be used to determine the
density of geometrically necessary dislocations (GND),
which are those dislocations whose total Burgers vector,
obtained by summation of all Burgers vector over a
certain area, is not nil. It has been shown earlier[97,98,395]
Fig. 35—Orientation microscopy maps of a DP 800 microstructure. (a) Inverse pole figure map for the normal direction, [001], of the map. (b)
Grain-average EBSD pattern quality (PQ) map in color, overlapped with the pixel PQ map in gray values. (c) 2nd-neighbor kernel average
misorientation (KAM) map. Misorientations above 2.5 deg are not considered in the KAM calculations. Martensite grains (M) are determined
by applying a PQ-threshold value to (b). This is a good measure for the distortion of the lattice, which in turn affects pattern quality. Grains F1
and F2 are distinguished based on KAM values.
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where htrue is the noise-corrected KAM value in radi-
ans, b is the length of the Burgers vector of the mate-
rial (here b = 0.248 nm), a is the measurement step
size, and c is a constant in the order of 1 to 4.[395]
Here a factor of 2 will be used. The noise-corrected
KAM value is obtained using a statistical approach
described by Kamaya[396] and applied to DP steels by
Schemmann.[384] It is calculated assuming that the
KAM value of a large amount of kernels (> ~ 100)
scales linearly with the size of the measurement kernel
according to
hmeas ¼ hnoise þ nhtrue; ½12
where hmeas is the measured KAM value, hnoise is the
noise value caused by the inaccuracy of the orientation
determination from the EBSD patterns, htrue is the true,
noise-corrected value, and n is the size of the kernel,
measured in multiples of EBSD measurement steps.
Applying this formalism, a GND density on the order
of qGND = 4.8 9 10
13 m2 is determined for grains F1
and of qGND = 1.7 9 10
14 m2 for grains F2,
respectively. F2 grains have about 3 times larger
densities than F1 grains, as also found by ECCI. For
all F grains an average value of 1.1 9 1014 m2 is
determined. A comparison of these values with the
dislocation densities determined by ECCI (F1: 1.3 9
1014 m2, F2: 3.0 9 1014 m2) reveals that the GND
densities are about half as large as the real densities.
Other investigations regularly showed similar or even
higher ratios, the GND-excess factor, feGND, between
GNDs and total dislocation densities (up to 10).[397,398]
All experimentally obtained data have been compiled in
Table I. The data variation is due to local density
variations in the case of ECCI and due to (estimated)
inaccuracy of the EBSD data. It should be mentioned
here that the dislocation densities in martensite cannot
be determined reliably neither with ECCI nor with
EBSD. For ECCI the reason is the lack of channeling
conditions due to high gradients of residual stresses and
a too high density of dislocations, for EBSD the main
reason is the missing spatial resolution and the low
pattern quality, which induces a very high noise level in
the data. For the EBSD data it should also be
considered that the total dislocation density is probably
significantly higher than the GND density.
Recently, several authors revisited the possibilities to
measure dislocation densities using EBSD. Shen and
Efsing, in there small review,[399] concluded that the
metric ‘‘grain orientation spread,’’ GOS, gives more
reliable results than the KAM approach. It should be
mentioned here, however, that both, KAM and GOS,
only quantify GND densities, which are, in principle,
only a measure of the heterogeneity of strain and not of
the true total strain in a given microstructure area.
Furthermore, if these metrics are used to calculate
dislocation densities in order to obtain a measure for the
strain hardening of a microstructure (see next section), it
must be considered that an important part of disloca-
tions is usually ignored as shown by the analysis above.
Another recent paper compared the dislocation density
results obtained by ECCI with those obtained by
cross-correlation (CC) EBSD.[400] CC EBSD does not
use a classical Hough transform for the analysis of
EBSD patterns but it uses image cross-correlation of a
number of regions of interest in neighboring EBSD
patterns to obtain a very accurate measure of lattice
rotation.[385,386,401] If CC EBSD is applied at very small
map step sizes most dislocations may be recognized and
the differences between EBSD-based and ECCI-based
dislocation densities become small.
E. Magnetic Characterization of Advanced
High-Strength Steels: a Versatile Tool for Tracking
Microstructural Changes at the Bulk Scale
Depending on several metallurgical parameters, such
as e.g., chemical composition and processing, AHSS
display a variety of complex microstructures whose
constituents are characterized by different magnetic
states. Metastable austenite (c) and e-martensite are
typically paramagnetic (and sometimes antiferromag-
netic) in AHSS, whereas ferrite, bcc a¢-martensite, and
bainite are ferromagnetic at temperatures below their
respective Curie points.[402] In this scenario, magnetic
measurements emerge as a very attractive non-destruc-
tive tool for monitoring microstructural changes, includ-
ing phase transformation in bulk scale of AHSS. By
means of magnetic probing, one can obtain hysteresis
loops (i.e., M(H) curves) as the ones displayed in
Figure 36, where M represents the magnetization of the
specimen and H the external applied magnetic field.
Figure 36 shows the M(H) curves for a high-Mn steel
cold rolled to several logarithmic strains (e), as reported
in our preceding work[403] and provide us important
parameters, such as the saturation magnetization (Ms)
and the coercive field (Hc). The Ms values mirror the
Table I. Dislocation Densities for Different Microstructural Constituents Determined by ECCI and EBSD for a Slightly
Tensile-Deformed DP Steel Sample
Ferrite 1 Ferrite 2 Martensite
ECCI (All Dislocations) [1014 m2] 1.3 ± 0.5 3.0 ± 0.5 n.a.
EBSD (GNDs Only) [1014 m2] 0.48 ± 0.2 1.7 ± 0.2 3,9…7.4 ± 2
GND-Excess Factor, feGND 2.7 1.8
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volume fraction of ferromagnetic phases present in the
specimen and thus they have extensively been used for
tracking phase transformations in TRIP-assisted,[62,402]
medium-Mn,[404,405] and high-Mn steels.[403,406,407]
Figure 36, as an example, reveals the increase of the
Ms values as a function of plastic deformation, thus
revealing the formation of strain-induced a¢-martensite
upon rolling as confirmed by the EBSD maps displayed
in Figure 36(b).
In comparison to Ms, the coercive field (Hc) has been
much less explored for evaluating microstructural
changes in AHSS. Hc provides sensitive information
about magnetic shape anisotropy in AHSS containing a
high-Mn content. In this case, information regarding the
size and distribution of ferromagnetic phases (i.e.,
a¢-martensite) immersed in a paramagnetic matrix (i.e.,
parent austenite) can be inferred from the change of
Hc.
[403] To illustrate that and as an example, we consider
the evolution of Hc as a function of strain in
Figure 36(b), in conjunction with the corresponding
EBSD maps. At low strains (e = 0.22), the volume
fraction of a¢-martensite is low and it is found in the
form of laths dispersed within the matrix. Such
microstructural configuration is prone to create local-
ized demagnetizing fields leading to a strong shape
anisotropy, i.e., high coercivity. With the progress of
deformation (e = 1.56), the fraction of the a¢-regions
increases allowing them to coalesce, as shown in
Figure 36(b). As a consequence, the coercivity decreases
and drops the values of Hc. Differently, the coercivity in
TRIP-assisted steels containing ferrite, bainite, and
small fractions of retained austenite has been reported
to increase as a function of straining, as a result of the
increase in the population of pinning sites (e.g., crystal-
lographic defects) that act against the motion of the
magnetic domain walls. Although the behavior of Hc for
high-Mn[403] and TRIP-assisted[408] steels are well doc-
umented, similar data for other variants of AHSS, such
as e.g., Medium-Mn steels, have remained scarce in the
literature.
When investigating magnetic measurements, one must
also consider microscopic (Np) and macroscopic (Nm)
demagnetizing effects arising, respectively, from the
presence of inclusions and the specimen geometry.[402]
Such factors strongly influence the linear portion of the
M(H) curves at low applied magnetic fields and may
introduce errors in the determination of the magnetic
remanence, which is the magnetization that remains
within the material when the stimulating field is switched
off, i.e., H = 0. Although Np is an intrinsic parameter,
Nm decreases with increasing the ratio length/width of
the specimen. For this reason and from an experimental
point of view it is always recommended to keep such
ratio as high and identical as possible for a set of
specimens to be analyzed. Once the values of the
magnetic fields have been corrected by the demagnetiz-
ing factors, the experimental approach to saturation can
then be described by a saturation rule according to







where Ms is the saturation magnetization, and where
‘‘a’’ (given in A/m) and ‘‘b’’ (given in A2/m2) are
constants arising from microstructural features of
nanoscale order (inclusions, voids, point defects, and
microstresses) and crystal anisotropy, respectively. A
more detailed evaluation of the parameters obtained
from such M(H) curves and their corresponding rela-
tionship with the microstructure have been reported by
Zhao et al.[402] for TRIP-assisted steels.
1. Magnetic characterization of TRIP-assisted steels
Successful design of TRIP-assisted steels is directly
linked to the metastability of its retained austenite,
tuned by austempering. Therefore, monitoring the
Fig. 36—(a) Magnetic hysteresis loops of a high-Mn steel, cold
rolled to high true strains (e). Both the saturation magnetization
(Ms) and the coercivity field (Hc) are indicated. (b) Evolution of the
Hc parameter as a function of the true strain (e), as reported in Ref.
403. The microstructure of the specimens deformed at e = 0.22 and
1.56 are shown by means of phase maps obtained via EBSD.
Austenite (c), e-, and a¢-martensite are represented in green, yellow,
and red, respectively. Figure reprinted with permission from Ref.
[403] (Color figure online).
5554—VOLUME 51A, NOVEMBER 2020 METALLURGICAL AND MATERIALS TRANSACTIONS A
volume fraction of this phase as well as its mechanical
and thermal stability is important in that context. This
can be achieved by means of both, ex situ and in situ
magnetic measurements.[62,402] By comparing the Ms
values of a c-free specimen with the Ms values obtained
from c-containing samples, Zhao et al.[402] investigated
the volume fraction of retained austenite formed after
different austempering times in two Al-containing TRIP
steels, named Al1.8 (0.20 pct C-1.53 pct Mn-1.8 pct
Al-0.02 pct Si, in wt pct) and Al1.4P (0.18 pct C-1.52 pct
Mn-1.4 pct Al-0.02 pct Si-0.08P, in wt pct). As shown in
Figure 37, their ex situ magnetic probing revealed not
only that the maximum amount of retained austenite is
distinctly different for both materials but also that they
are reached after different annealing times at 400 C,
enabling custom-tailored optimization of the austem-
pering treatment for each material. The results were also
compared to corresponding data from X-ray diffraction
(XRD) for the same samples. It was found that the
quantification performed by magnetic probing was more
reliable since XRD measurements, in some cases, are
susceptible to the influence of crystallographic texture
and microstresses which can render identification and
quantitative analysis of small phase fractions challeng-
ing.[402] In contrast, magnetic measurements are capable
of accurately detecting minute microstructural changes
such as formation of small fractions of austenite in
TRIP steels, as demonstrated in Reference 402.
In situ magnetic measurements combined with ther-
modynamic modeling have also been shown to be very
effective for tracking the thermal stability of retained
austenite in TRIP-assisted steels.[402] By subjecting a
TRIP steel (with 0.20C-1.52Mn-0.25Si-0.96Al, in wt pct)
to a well-controlled cooling process down to 5 K in the
presence of an externally imposed static magnetic field
of 5 T, the c fi a¢ reaction was monitored in real time
and the experimental determination of the finishing
temperature for the martensitic transformation (Ma
0
f ) of
the material was successfully conducted. Once the
martensite transformation start temperature (Ma
0
s ) is
known or predicted, with the aid of thermodynamic
calculations, the temperature dependence of the retained
austenite fraction was then modeled by the authors:








f  1 bð ÞT
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where fco is the volume fraction of retained austenite at
Ma
0
s and b ¼ ðdG=dTÞa0=ðdG=dTÞc, i.e., the ratio
between the slope of the temperature dependence of
the Gibbs free energy for the a¢-martensite and austen-
ite, where T is the temperature in Kelvin.[62] Equation 14
is a modified version of the relationship between
austenite fraction and temperature, originally proposed
by Yu et al.,[409] yielding a good agreement with the
volume fraction of retained austenite, determined exper-
imentally via in situ magnetic measurements.
2. Magnetic characterization of medium-Mn steels
Medium-Mn steels are generally composed of ferrite
and metastable austenite which may undergo marten-
sitic transformation upon straining. Perlade et al.[404]
tracked the evolution of the austenite fraction during
tensile testing of a 5Mn-2.47Al-0.208C (wt pct) steel that
was intercritically annealed at various temperatures (TIA
= 740 C, 760 C, 780 C), Figure 38. They observed
that the rate of the martensitic transformation increased
with increasing TIA for the investigated steel. In situ
magnetic probing also allowed them to detect that such
reaction occurs heterogeneously along some tensile
specimens, provoking step-like transitions as indicated
by arrows in Figure 38. Besides by locally scanning
regions containing Lüders bands, the authors were also
able to map the distribution of retained austenite along
the gauge of the tensile specimens. The results reported
in Reference 404 are good examples of how magnetic
Fig. 37—Evolution of the austenite phase fraction (fc) as a function
of the austempering time for the Al-containing TRIP-assisted steels,
referred to as Al 1.8 and Al 1.4P, as reported in Ref. [402]
Figure reprinted with permission from Ref. [402].
Fig. 38—Evolution of the retained austenite fraction in a
medium-Mn steel intercritically annealed at different temperatures
(TIA). The fraction of austenite was deduced by means of in situ
magnetic measurements conducted during tensile testing, as reported
in 405 Figure reprinted with permission from Ref. [405].
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probing can serve to map and understand microstruc-
tural changes in real time and to select adequate
intercritical temperatures in order to enhance the
mechanical stability of austenite in medium-Mn steels.
So far it is clear that the magnetization is dependent
on the volume fraction of ferromagnetic phases of the
specimen. However, its sensitivity related to internal or
external applied stresses (i.e., Villari effect) makes us not
to neglect the influence arising from magneto-elastic
effects on the magnetic properties of AHSS measured
under in situ conditions of straining.[405] Recently,
Callahan et al.[405] demonstrated that even low stresses
can produce non-negligible impacts on the magnetic
properties of a medium-Mn steel without the occurrence
of phase transformations, i.e., within the elastic regime
of a tensile testing. Consequently, the values ofMs taken
under in situ conditions cannot be directly used for
phase quantification as it was performed in the ex situ
cases reported above. In this context, the work of
Callahan introduced the corresponding corrections for
phase quantification taking into account the Villari
effect. Considering this effect, the fractions of the
ferromagnetic phases (viz. a ferrite and a¢-martensite)
in a medium-Mn steel exposed to mechanical loads can











where Msr is the measured saturation under a mechan-
ical stress; Msa is saturation magnetization for a sample
containing 100 pct of ferromagnetic phase; g is a
constant in the order of 105 MPa1; r is the applied
mechanical stress; and j is taken as 2/3 in Reference 405.
According to these authors, the use of this expression
improves the accuracy of detecting austenite when it is
present in high-volume fractions.
3. Magnetic characterization of High-Mn steels
Depending on the chemical composition (in general
for a Mn content below 25 wt pct), the paramagnetic
austenitic matrix in high-Mn steels may partially trans-
form into a¢-martensite upon straining or cooling, with
or without the intermediate presence of e-phase.
Recently, the magnetic properties of high-Mn AHSS
(17.6Mn-3.22Si-1.71Al-0.042C, in wt pct) which under-
goes a martensitic transformation during straining and
cooling was investigated.[403] Upon rolling, the initial
stages of the a¢-martensite formation induce strong
shape magnetic anisotropy, as already demonstrated in
Figure 38(b). Similarly, it was also observed that the
formation of nano c-grains during the early stages of the
austenite reversion (e.g., 5 minutes of isothermal
annealing at 500 C) is sufficient to create local
demagnetizing fields which leads to strong shape mag-
netic anisotropy. Further progress on the use of in situ
magnetic probing for tracking the athermal formation
of e- and a¢-martensite in this steel can also be found in
Reference 403.
For the same 17.6 wt pct Mn steel, the austenite
reversion and the Curie temperature (TC) of the
a¢-martensite were investigated using in situ magnetic
measurements, conducted under slow conditions of
annealing (0.05 C/s) as reported in Reference 84.
Thermo-kinetic analysis of the austenite reversion
revealed that strong elemental partitioning takes place
between the parent a¢-martensite and the growing
austenite during such annealing. Consequently, the a¢
fi c reaction splits into two stages and the remaining
a¢-martensite is always characterized by lower Mn
contents (~ 5.8 wt pct) when compared to the global
chemical composition (17.6 wt pct). With the aid of
thermodynamic modeling, TC was also investigated for
the Mn-depleted a¢-martensite and the obtained value of
632 C was observed to be in very good agreement with
the one determined experimentally (625 C). In the
hypothetical absence of elemental partitioning during
austenite reversion, the chemical composition of the
a¢-martensite would not change and therefore TC of 445
C could be expected. Our results precisely show how
localized chemical changes, such as elemental redistri-
bution among phases, play an important role on the
magnetic properties of steels containing high amounts of
Mn.
In the case of twinning-induced plasticity (TWIP)
steels whose main strain hardening mechanisms are
twinning and dislocation glide, some variants are
reported to form small fractions of a¢-martensite after
severe straining.[406,407] In this context, the major para-
magnetic contribution from the austenitic matrix must
be taken into account in order to accurately quantify
minor amounts of a¢-martensite. For this purpose, the
magnetic characterization of the paramagnetic austenite
is given in Reference 406 where, e.g., the paramag-
netic-to-antiferromagnetic transition of the austenite
was monitored and found at 190 K (i.e., the Néel
temperature). Detailed procedures for subtracting the
austenite paramagnetic contribution from the M(H)
curves can be found in References 406 and 407].
F. Application of Synchrotron Techniques
to the Characterization of Advanced High-Strength Steels
1. Introduction to synchrotrons
Synchrotrons are particle accelerators in which elec-
trons travel close to the speed of light on closed-loop
circular paths. The motion of electrons is controlled by
magnets bending the particle beam. Their magnetic field
is synchronized with the kinetic energy of the electrons,
hence the device name. The bending of the particle beam
represents an acceleration of the electrons which leads to
the emission of electromagnetic waves. In the case of
synchrotrons the emitted wavelength is typically opti-
mized to generate X-rays, where the flux is many orders
of magnitude higher than the one produced by conven-
tional X-ray laboratory sources. These enormous quan-
tities of flux have two main advantages:
monochromaticity and time resolution. Even when
selecting a narrow wavelength bandwidth of the order
of Dk/k ~ 104 still enough flux is available to conduct
time-resolved experiments. The high flux reduces the
exposure time needed for a single measurement, so that
also rapidly evolving events can be characterized.
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Synchrotrons offer a broad range of techniques to
probe various materials aspects. General advantages of
synchrotron measurements are their non-destructive
nature that allows to observe the evolution of material
phenomena in situ. Further, the deep penetration depth
of hard X-rays allows to measure large volumes, giving
access to good statistics. The high monochromaticity of
synchrotron measurements results in sharp peaks in
XRD patterns, giving more accurate information on
lattice strain, lowering the chance of peak overlaps, and
improving the detection sensitivity of phases that are
present in low volume fractions.
Measurement time at synchrotrons is much costlier as
compared to conventional laboratory sources. They are
usually operated as user facilities where beam time is
allocated based on a competitive proposal and review
system, making sure that only experiments that are not
feasible at conventional sources and only the most
excellent research ideas are conducted.
2. Using synchrotron probing to study advanced
high-strength steels
One of the most powerful and most often applied
synchrotron techniques for the investigation of AHSS is
XRD. The techniques employ an extended monochro-
matic X-ray beam confined by slits to a region of interest
of a polycrystalline specimen. The specimen is usually
measured in transmission mode, recording
Debye–Scherrer rings (DSR) on a 2D detector behind
it. These allow the quantification of phase fractions,
lattice distortions, partitioning, dislocation densities,
precipitation events and texture, among others. Mount-
ing the specimen in a load cell or furnace enables to
track these properties in situ upon loading or heating.
The experimental possibilities for the investigation of
AHSS are enormous and cannot be detailed here fully.
The following section thus rather aims at showing the
potential of synchrotron XRD for the investigation of
AHSS by summarizing key results from selected publi-
cations that focus on mechanisms in this material class.
To tailor the mechanical properties of TRIP steels the
onset of martensitic transformation in dependence on
austenite grain size and composition must be known.
However, characterization of this aspect by TEM and
SEM is always compromised by strain relaxation at the
specimen surfaces. Synchrotron XRD allows to over-
come these limitations as shown by Jimenez-Melero
et al. who monitored the martensitic transformation of
individual austenite grains within the bulk of a low-al-
loyed multiphase TRIP steels during cooling.[410] The
authors tracked the diffraction spots of individual grains
on the DSR of austenite. The disappearance of a set of
diffraction spots indicated the martensitic transforma-
tion of the corresponding grain. The diffraction spot
position was used to calculate the lattice parameters and
with this the C content in the austenite grains. Grain
volumes were calculated from the integrated intensities
of the diffraction spots. That larger austenite grains with
lower C content transform first during cooling in
martensite has been known longtime. However, this
study allowed to quantify the relation between marten-
site transformation, temperature, C content in austenite,
and austenite grain size in statistically representative
manner.
A follow-up publication by the same author group
shows the broad range of quantitative material param-
eters that can be accessed by detailed synchrotron
powder diffraction analysis.[411] As before, the authors
investigate low-alloyed TRIP steel in situ for different
temperatures; this time additionally for different loading
conditions. This experimental setup allows to correlate
stress–strain curves from tensile tests at various temper-
atures, with the evolution of the austenite fraction, the
partitioning of C from newly formed martensite into
retained austenite, the strain partitioning in austenite
and ferrite and texture. Lower C content austenite
grains transform first leading to increase of C content in
the remaining austenite. At lower temperature the
mechanically induced austenite transformation is found
to extend over a wider deformation range, leading to
higher elongation to fracture.
The extensive material information from in situ syn-
chrotron XRD experiments can be used for the devel-
opment of micromechanical models that allow for the
accurate prediction of material properties as illustrated
by Reference 412 for the case of TRIP 800 and DP 980
steels. Ferrite and bainite peaks can be deconvolved
precisely and the lattice strain evolution along different
crystallographic directions, thus the strain partitioning
between hard and soft phases in multiphase AHSS, can
be quantified for all microstructure constituents. Using
this as input parameters, a self-consistent model can be
created that allows the accurate prediction of the
macroscopic deformation behavior.
Lüders bands are commonly observed in medium-Mn
TRIP steels. This plastic instability phenomenon leads
to undesired macroscopic deformation inhomogeneities
during steel sheet press forming and related operations.
The conventional characterization approach for Lüders
bands by digital image correlation (DIC) and infrared
thermography during tensile tests only gives access to
the in situ evolution of surface strain and local temper-
atures. Scanning a synchrotron X-ray beam over a
mechanically loaded specimen allows to measure the
local volume fraction of austenite, lattice strains, and
dislocation densities at and in vicinity of Lüders bands
of grains embedded in the bulk as demonstrated by
Zhang et al.[413] on a medium-Mn TRIP steel. The
Lüders band propagation was found to be accompanied
with a sudden strain reduction along particular crystal-
lographic directions of austenite. This information can
be used to predict for example the Lüders band angle.
Sharp gradients in austenite fractions, dislocation den-
sities, and lattice strains were observed around Lüders
bands which might be responsible for the localization of
the work-hardening behavior and with that for the
stability of Lüders bands.
In the case of TWIP steels, synchrotron XRD
provides valuable information on the deformation
mechanism in the bulk as shown by Yan et al.[414] As
dislocation glide leads to continuous orientation
changes while twinning leads to abrupt changes, the
contributions of these fundamentally different mecha-
nisms to the deformation process can be separated.
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Elasto-plastic modeling reveals alternating interactions
between {111} h110i slip and {111} h112i twinning.
Texture development is found to be determined mainly
by dislocation gliding, not by deformation twinning.
3D damage evolution can be tracked by synchrotron
tomography. Phase contrast tomography (PCT) uses a
coherent beam that generates interference fringes at
interfaces between high and low-density objects. This
allows to detect smaller features with lower electron
density differences as compared to conventional absorp-
tion contrast tomography. Using PCT, the damage
evolution in TWIP steel was investigated.[415] A gradient
of voids down to 1 mm of depth below the fracture
surface was observed. The voids were organized in lines
along the rolling direction. Although these voids coa-
lesce to sizes of several microns, final damage occurs at
much smaller microvoids as concluded from the ductile
fracture dimple size of about 0.5 lm.
AHSS are in particular of interest for the automotive
industry to be applied in forms of sheets. 3D syn-
chrotron laminography is a tomography technique
particularly suited for this geometry and can give
valuable insights into damage mechanisms in situ.[416]
3. Unexploited potential of synchrotron-based 3D
orientation mapping techniques for steels
In particular, 3D synchrotron orientation mapping
(SOM) techniques which have been developed through-
out the past two decades have high potential to deepen
our understanding of AHSS. These non-destructive
techniques map local crystal orientations and phases
by either scanning over the specimen with a line or
pencil beam. Depending on the variant, 3D datasets
containing information on grain orientations, elastic
strain, phases, grain morphologies, and grain boundary
character are reconstructed by complex computational
routines.
Such information is elsewise only accessible by 3D
EBSD. However, 3D EBSD is a destructive technique
and thus only allows to measure the microstructure at a
single point of time while SOM allows to track the
microstructure evolution over time.[97,395,417,418] Further,
SOM allows to measure grains in their ‘‘natural’’ 3D
stress field while 3D-EBSD information will be always
compromised by strain relaxation at the surface. As
explained above, mechanical stresses, heating but also a
particular chemical environment can be applied to the
specimen during SOM. This allows for full 3D crystal-
lographic characterization of e.g., (abnormal) grain
growth, precipitation of new phases, recrystallization,
annealing or deformation twinning, stress-induced
martensitic transformation, or stress-crack corrosion.
Also, a close-up view into orientation gradients of
selected grains in the bulk is possible based on these
techniques,[419–422] enabling a statistical analysis of
dislocation densities on particular slip planes in the
bulk and thus providing ideal experimental insights for
the verification of crystal plasticity modeling results.
Application of SOM on AHSS would be particular
useful for deepening our understanding of the 3D stress
field required for martensitic transformation or
twinning.
Due to the non-destructive nature of synchrotron
techniques they can be correlated with further tech-
niques that deliver additional information at the same
location. To give one example, the combination of DCT
and PCT can provide a full 3D picture of the influence
of the microstructure on crack propagation. It can be
analyzed on which slip system, in which direction, and
with what growth rate a crack propagates and how this
agrees with the Schmid factor. When the crack is found
to slow down in front of a particular grain boundary
this information can be correlated with the slip system
compatibility across the interface. The datasets can be
used to verify existing models that predict the 3D
evolution of damage. Correlative DCT/PCT could be
also used to understand the formation of voids associ-
ated with ductile damage or creep pores in terms of local
stress intensities caused by grain anisotropy or the 3D
growth rate of corrosion phenomena such as hydrogen
embrittlement in terms of grain boundary character.
SOM techniques are powerful but go along with
several experimental limitations. Steel specimens should
have cylindrical shape and a diameter below 1 mm to
yield enough transmitted X-rays at the typical energies
in the range of 40 to 80 keV. Depending on the variant
of SOM other restrictions might apply. The highest
spatial resolution is currently achieved with scanning
diffraction techniques (~ 200 nm) and future progress in
X-ray optics might enable observation of twinned
microstructures down to comparable length scales.
Synchrotrons are powerful tools giving access to a
large variety of aspects in situ which are important for
the understanding of AHSS. Potential of synchrotron
techniques on AHSS is far from being fully exploited.
This holds in particular for SOM and their correlative
use with other synchrotron techniques.
IV. MICROMECHANICAL MODELS
OF MICROSTRUCTURE, DAMAGE,
AND PROPERTIES FOR ADVANCED
HIGH-STRENGTH STEELS
A. Advanced Numerical Solvers for Micromechanical
Problems Associated with Advanced High-Strength Steels
The mechanical properties of metallic materials result
from their internal defect population, i.e., from their
microstructure. The superior properties of AHSS in
comparison to conventional single-phase steels are a
result of a much more complex microstructure that,
firstly, contains multiple phases (Dual-Phase (DP) steels,
Complex Phase steels[3,32,55,110,423]), and secondly, has a
staggered internal hierarchy (bainitic steels,[8,64,85,424–426]
martensitic steels[184,185,427–429]), and, third, can provide
different deformation mechanisms (TRIP
steels,[1,14,265,430–432] TWIP steels[151,158,193,197,433,434]).
To understand the behavior of existing AHSS grades
and develop novel alloy concepts for grades with
improved properties it is therefore mandatory to under-
stand the mechanical behavior of both, the individual
microstructural constituents and their collective inter-
play. Full-field simulation techniques that solve for the
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mechanical equilibrium on a discretized microstructure
model allow to investigate the collective behavior in
dependence of constitutive models for elasticity, plastic-
ity, and damage of the individual constituents. By that,
simulations provide a means to systematically study the
influence of parameters such as hardening rate, crystal-
lographic orientation, grain morphology, and sec-
ond-phase distributions.
The numerical solvers typically used for full-field
micromechanical simulations either based on the Finite
Element Method (FEM)[435] or on Fast Fourier Trans-
form (FFT)-based spectral solvers.[436–438] While the
local approach taken by the FEM allows to discretize
arbitrarily shaped bodies and is therefore required for
forming simulations, the inherent inclusion of periodic
boundary conditions in conjunction with a good com-
putational performance make FFT-based spectral meth-
ods the option of choice for the modeling of periodic
volume elements. The difference between both methods
is schematically shown in Figure 39: While the global
approach of the spectral solver requires to consider a
domain of a regular shape, the local ansatz used by the
FEM enables to consider arbitrarily shaped domains. A
further issue related to the use of global ansatz functions
are spurious oscillations in the solution fields close to
discontinuities of the material properties.[439]
Grain and subgrain-resolved microstructure models
for AHSS can be directly based on experimentally
characterized microstructures. The first ever published
FEM simulation of a DP steel microstructure, for
example, was based on optical micrographs.[440] The
availability of Electron Backscatter Diffraction (EBSD)
imaging made it possible to measure not only the phase
distribution but also the crystallographic orientation.
While simulations using FEM either assume a single
orientation per grain[441] or take the pointwise orienta-
tion into account[442] for spectral method simulations
the latter approach is typically used[443]—even in three
dimensions.[383] Figure 40 illustrates the increased com-
plexity of the microstructural representation from 1974
to 2017. This figure demonstrates that not only the
spatial discretization has significantly increased but also
that the orientation information is nowadays used as an
input to crystal plasticity-based constitutive laws.
The information acquired from micromechanical
simulations can (1) complement experimental results
by providing information about the stress state which is
not readily available from measurements, (2) be used to
study the influence of the mechanical properties of the
individual constituents[33] or (3) predict potential dam-
age sites.[444]
Due to the complexity of the AHSS microstructures,
simulation approaches that explicitly take all relevant
microstructural details into account are the only mod-
eling approaches that have sufficient predictive capabil-
ity for the simulation of properties. Two scientific
challenges result from this fact: Experimentally, 3D
characterization techniques with high spatial resolution
and fast acquisition times that enable to probe sufficient
volumes are required.[97,446] Computationally, fast and
robust numerical algorithms and physics-based consti-
tutive models suitable for the material at hand need to
be developed and they need to be capable of dealing
with complex microstructure in full 3D (not in extruded
3D, where grains are assumed to be columnar[447–449]),
Figure 41. Ideally, the micromechanical simulation tool
is embedded into a multiphysics framework to consider
additional effects such as temperature fields (due to the
inhomogeneous dissipative production of heat during
deformation), chemical diffusion (to capture elemental
partitioning), damage (which is in many AHSS not
triggered by non-metallic inclusions but by specific
microstructure features and the associated high
micromechanical contrast), and phase transformations
(such as for instance the TRIP effect or marten-
site-to-austenite reversion).[450–453]
B. Representative Volume Element simulations
of Microstructure–Property Relations of Advanced
High-Strength Steels
The average mechanical response is the ensemble
average of the individual microstructural constituents.
Predicting the macroscopic response of AHSS therefore
requires to take the microstructural complexity into
account. Mean-field homogenization schemes, which
accurately predict macroscopic properties and texture
evolution of single-phase polycrystals, often fail in this
task as they ignore by definition the local environment
of the individual constituents. However, the multiple
interactions between phases, grains, subgrains, and
deformation models strongly depend on the local
neighborhood relations. Computational homogeniza-
tion based on Representative Volume Elements
(RVEs) is therefore often the only suitable approach
Fig. 39—Comparison of discretization approaches for three types of
numerical algorithms: (a) Spectral method, one high-order
polynomial for the whole domain. (b) FDM: Multiple overlapping
low-order polynomials. (c) FEM: non-overlapping polynomials, one
per subdomains. The thin/colored lines illustrate which grid points
(closed/black circles) directly affect the estimates of derivatives at the
points shown above the lines (opened/colored circles). The thick
black vertical lines in the bottom grid are the (sub)domain walls.
Figure inspired by Boyd[445] (Color figure online).
METALLURGICAL AND MATERIALS TRANSACTIONS A VOLUME 51A, NOVEMBER 2020—5559
for the prediction of the mechanical properties of
AHSS.[34–36,454,455] In this approach, the macroscopic
behavior such as yield stress or hardening rate or
statistical descriptors such as strain partitioning or
texture evolution are directly obtained by averaging
micromechanical simulations. Consequently, the com-
putational costs associated with RVE-based modeling
are often an obstacle against the routine use of this
approach.
In principle it is possible to use measured microstruc-
tures, digitalize them according to specific criteria
obtained for instance from EBSD maps and the asso-
ciated distortion measures such as the Kernel average
misorientation, and use these digital microstructure
twins as RVEs.[33,264] However, instead, artificially
generated microstructures are often used to study
microstructure–property relations of AHSS for two
reasons: First, the necessity for the determination of
three-dimensional (3D) microstructures poses a very
Fig. 40—Increasing complexity of microstructure models for micromechanical simulations. (a) Dual-phase steel model from 1974.[440] The phase
distribution is shown in the top image where black color indicates martensite and white color indicates ferrite. The resulting distribution of
plastic strain (ep) under uniaxial loading in horizontal direction is shown in the bottom image. (b) Dual-phase steel model from 2017.
[383]
Crystallographic orientation in terms of an inverse pole figure coloring and phase distribution (dark areas indicate martensite) are shown in the
top image. The resulting distribution of equivalent total strain (evM) under uniaxial loading in the horizontal direction is shown in the bottom
image. Figures reprinted with permission from Refs. 383 and 440.
Fig. 41—Equivalent von Mises strain evM (left) and von Mises stress rvM (right) pattern in a section of a 3D dual-phase steel microstructure
(top) and in the corresponding 2D microstructure (middle) and the logarithmic of the ratio between them (bottom) mapped onto the deformed
configuration of the 3D simulation (e = 0.182). The section shown is parallel to the normal plane. A logarithmic scale is used for mapping the
stress and strain values to in order to resolve details in both constituents (ferrite, martensite) with their substantially differing mechanical
properties. A significantly stronger yet partially artificial stress and strain partitioning response can be seen in the 2D simulation case which also
is more prone to predict strain localization. This analysis shows that full-field micromechanical simulations that use real microstructure data
should be conducted in 3D. Figure reproduced with permission from Ref. [383].
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high experimental burden.[456,457] Yet, knowing the true
3D microstructure is often required to simulate a
realistic stress and strain distribution.[32,453,458,459] Sec-
ond, using computational tools to generate artificial 3D
microstructures allows to systematically vary specific
microstructural features such as, for example,
microstructure banding, phase topologies, volume frac-
tions of the different microstructure constituents, and to
investigate their effects on the macroscopic properties
both, individually and in concert.
A substantial number of numerical methods exists to
generate suited RVE morphologies for a wide range of
material classes,[460–463] although most of the more
systematic applications have been devoted to the study
of microstructure–property relationships of DP
steels[34,36,464–468] In RVE studies, the most relevant
feature is the martensite volume fraction.[3] In addition
to the rather straightforward consideration of this
descriptor in such simulations, the topological arrange-
ment of the martensite phase can also be adjusted and
thus subjected to systematic simulation studies.
Figure 42 shows three examples of DP steel RVEs in
which the spatial clustering of the martensite has been
systematically varied. For the representation of the
crystallographic texture, approaches that have been
developed for single-phase materials[469] are often
equally suitable for multiphase materials if they are
separately used for the individual constituents. Despite
the inclusion of all the various details, a comparison
reveals that such microstructure models do not incor-
porate details such as grain shape, misorientation
distribution, and in-grain orientation gradients.
A fundamental challenge of RVE modeling lies in the
selection of appropriate volume elements that are truly
representative of the microstructure under investiga-
tion.[471–473] This criterion means that the employed
model structure must contain all relevant microstruc-
tural features according to a prescribed (i.e., measur-
able) distribution.[474,475] In this context it should be
mentioned that microstructure representativeness
depends on the targeted properties under consideration.
This implies that a certain knowledge-based priority
selection must be conducted as to which microstructure
features are considered and which may be neglected for
predicting a certain property within a specified fidelity
range: while for the prediction of a steel’s yield stress,
which does not necessarily depend on all subtle
microstructural features, a comparably small RVE
might suffice, the prediction of rare events such as
damage nucleation typically imposes stronger require-
ments for representativeness and microstructure detail.
While in general a priori statements, whether an RVE is
representative or not, are not in all cases feasible, results
from mean-field modeling of polycrystals clearly show
that the correct representation of the crystallographic
texture and of the phase fractions are essential prereq-
uisites when creating RVEs.[453,476–478] Since the
microstructural complexity of AHSS comes on top of
this prerequisite suggests that rather large RVEs are
usually required in this field. Having this condition of
RVE modeling in mind, a critical review of studies on
‘‘RVE-based modeling of AHSS’’ reveals that many of
these are in fact using set-ups which do not even include
the crystallographic texture adequately.
C. Constitutive Modeling of Plasticity in Ferrite,
Austenite, and Metastable Austenite
The micromechanical interaction of the different
microstructure constituents and phases in AHSS is
complex and can as a rule not be readily captured by
phenomenological mean-field models. When exposed to
mechanical and/or thermal loads, the extraordinary
strengthening effects in this class of steels are due to
several types of jointly acting deformation mechanisms
such as for instance dislocation hardening involving in
part also complex dislocation patterning phenomena
and strain gradients, TRIP effects, and/or TWIP effects.
AHSS which exhibit TRIP or TWIP occur for instance
in alloys with Fe-Mn-C or Fe-Mn-Al-Si
compositions.[479]
In order to render efforts of designing AHSS efficient
and mechanism-driven, these underlying strengthening
effects must be cast into physics-based model that are
also composition-sensitive. The activation of these
partially competing deformation mechanisms,[480] i.e.,
Fig. 42—Three types of systematic variations of martensite banding in RVEs for DP steel generated by multi-level Voronoi Tessellation.
Martensite grains are colored in black, the ferrite grains in gray. Left: Martensite being randomly distributed and clustered in bands. Center: All
martensite clustered in bands. Right: All martensite randomly distributed. Reprinted from Ref. [470] under the terms of the Creative Commons
CC BY license.
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dislocation slip, TRIP, or TWIP, can be predicted based
on the thermodynamic calculation of stacking fault
energy (SFE) maps. The SFE is temperature- and
composition-dependent[113,164,192,433] and can be calcu-
lated by Calphad-type thermodynamic approximations
from first-principles calculations.[481,482]
In many austenitic AHSS systems, the c-austenite
phase is a metastable FCC phase, which can transform
into e-martensite (HCP) or a¢-martensite (BCC/BCT).
Two different transformation paths, c fi e and c fi e fi
a¢, can occur.[483] The formation of e-martensite is
particularly favored by a low value of the SFE of the
austenitic phase.[40,105,110,153,430,479,484] Alloys with SFE
< 20 mJ/m2 often exhibit a two-stage transformation
sequence c fi e fi a¢ with e-martensite as an interme-
diate phase.[484] Alloys which have a higher SFE have a
tendency to favor mechanical twinning instead of
athermal phase transformation.[155] For yet larger SFE
values of twinning are suppressed.[485,486] The transition
from the TRIP to TWIP deformation mechanism in
dependence of the chemical composition can be depicted
in the form of SFE maps as shown in Figure 43.[487]
A full micromechanical understanding of the connec-
tion between the alloy properties (such as the SFE) and
specific plastic deformation mechanisms (dislocation
slip, TRIP, TWIP) is important since each deformation
mechanism may influence the mechanical properties of
the material, leading to either deleterious or beneficial
effects. For example, as a positive feature it was
observed that suppressing the e-martensite transforma-
tion may reduce the susceptibility of certain TRIP/
TWIP steels to hydrogen embrittlement and dynamic
strain aging.[176,294,488,489]
The modeling of transformation plasticity has seen a
number of important constitutive developments over the
past several decades. Current state-of-the-art
approaches which consider the transformation of
retained austenite to martensite are multiscale
approaches where relevant microstructural phenomena
are first modeled in detail and then upscaled to the
macroscopic length scale using appropriate homoge-
nization techniques. Crystal plasticity models are now
widely implemented into finite element methods
(CP-FEM) and are used to simulate deformations of
polycrystals to predict texture and mechanical
responses.
Various models have been proposed to describe the
crystallographic aspects of martensitic transformations
using micromechanics approaches within a small-strain
framework.[490–492] However, since martensite transfor-
mations can induce locally large elastic and plastic
deformations several constitutive models have also been
proposed to model transformation-induced plasticity
within a large-strain elasto-plasticity framework.[493,494]
Turteltaub and Suiker[495–497] developed a martensitic
transformation model within a large-strain framework
for modeling the phase-transformation behavior of
metastable austenite to a¢-martensite. Tjahjanto
et al.[498,499] combined the martensitic phase-transfor-
mation model developed by Turteltaub and Suiker with
an FCC single-crystal plasticity model to capture the
feature that the TRIP effect is strongly influenced by the
crystallographic orientations of the austenitic and fer-
ritic grains.
Along these lines, dislocation density-based crystal
plasticity models incorporating both transformation-in-
duced plasticity (TRIP) and twinning-induced plasticity
(TWIP)[486,500] have been developed to serve within a
finite element and spectral solver framework[453] or
analytical boundary condition treatments.[500] The fol-
lowing example demonstrates the capability of this
model to capture the TRIP and the TWIP effects at
different temperatures. A Fe-22Mn-0.6C steel was used
for validation of the model.
Fig. 43—2D composition-dependent map of SFE (units: mJ/m2) at 300 K: (a) Fe-Mn-C alloy system; (b) Fe-Mn-Al-C alloy system with 1.5 wt
pct Al.[487] Figure reprinted with permission from Ref [487].
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Uniaxial tensile tests were carried out on
Fe-22Mn-0.6C samples within a temperature range of
123–773 K. High-energy synchrotron X-ray diffraction
(XRD) was used to measure the e-martensite fraction
and EBSD analysis was employed to determine the twin
volume fraction. The experimental conditions were
replicated through representative volume element
(RVE) simulations using a spectral solver to cope with
the underlying mechanical boundary value problems. A
grid of dimensions 16 9 16 9 16 comprising 100
generated grains using a standard Voronoi tessellation
approach serves as the RVE on which periodic bound-
ary conditions and constant strain rate loading were
applied.
As shown in Figure 44, the model described in
Reference 486 is able to predict the activation of
martensitic phase transformation at low temperatures,
the dominance of twinning at intermediate tempera-
tures, and plastic deformation solely by pure slip at high
temperatures based on the stacking fault energy of the
material.
All of the aforementioned work involves some
assumptions or simplifications of the microstructure.
The development of computationally fast, large-scale,
physically accurate models can be used to help optimize
the manufacturing process of TRIP steels. Important
conditions such as chemical composition, heat treat-
ments, or forming processes can be altered within these
Fig. 44—Comparison between experiment and simulation for Fe-22Mn-0.6C using a dislocation density-based crystal plasticity model
incorporating both TRIP and TWIP effects.[501] The true (logarithmic) stress–strain curves, hardening curves, twin volume fraction, and
e-martensite volume fraction as a function of strain are shown: (a) Experimentally obtained and simulated stress–strain curves. (b)
Experimentally obtained and simulated strain hardening curves. (c) Development of the twinned volume fraction as a function of the true strain
as predicted by the model. (d) Martensitic volume fraction as a function of the true train as predicted by the model. Figure reprinted with
permission from Ref. [501].
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models to calculate the effects these factors have on the
mechanical properties and the performance during
in-service loading.
D. Crystal Plasticity Data Fitting Based on Experiments
Microstructure-based crystal plasticity (CP) models
for AHSS rely on constitutive equations that describe
the behavior of different phases based on their individ-
ual plastic deformation modes.[55,502] Besides, disloca-
tion slip, these models might incorporate other plastic
deformation modes, such as mechanical twinning and
martensitic phase transformation.[453,501] As a result,
these CP models are often very complex, and they
contain a large number of constitutive
parameters.[503,504]
The capability of a CP model to accurately predict the
complex deformation behavior of AHSS strongly
depends on the values selected for its constitutive
material parameters. Therefore, an important prerequi-
site for exploiting the full predictive capabilities of these
constitutive models and an essential precondition for the
ongoing digitalization of manufacturing and service
safety prediction is the identification of a suitable set of
material parameters within well-based physics bounds.
However, this is a challenging step for AHSS materials
as the material parameter identification includes the
calibration of the parameters for each phase in addition
to the overall response of AHSS. This implies that using
an appropriate methodology to determine the constitu-
tive parameters of AHSS is a crucial step in simulating
the deformation behavior of these materials.
One approach to obtain crystal plasticity material
parameters is to conduct simulations on a respective
smaller length scale in such (rare) cases where the
underlying generic parameters are known. However,
also in small-scale continuum simulations it is not
always possible to obtain exact values for all parameters
(see as an example the preceding section).
When choosing instead an experimental approach to
retrieve material parameters essentially two directions
can be taken: either one conducts single-crystal probing
for instance via nanoindentation and/or single-crystal
pillar deformation tests or one tries to get the response
from polycrystals. The first approach (single-crystal
scale experimentation) is computationally rather cheap
and experimentally very expensive and in the second one
(polycrystal experimentation) it is the opposite.
When choosing the first option, viz. the single-grain or
single-crystal scale probing as an experimental approach
to obtain material parameters the first step in calibrating
material parameters for AHSS is to experimentally
determine the stress–strain curves of individual phases
and grains.[505] One approach for this procedure is
nanoindentation experiments placed into individual
crystals and phase portions.[33,506–509] Another approach
is to extract micropillar compression specimens of
individual phases like ferrite and martensite, and deter-
mine the properties of the different phases from
micropillar compression experiments.[510] It should be
noted that conducting such single-crystal experiments is
very challenging and too labor-intense for routine use.
As an example in this field, Chen et al.[510] proposed an
iterative optimization procedure to determine the mate-
rial parameters for a CP model from small-scale
mechanical probing. To this end, they performed full
3D finite element simulations of each micropillar com-
pression or nanoindentation experiments, and progres-
sively adjusted the material parameters in the simulation
to obtain the best fit for experimental stress–strain
curves.
The second options relies on global stress–strain
curves obtained on polycrystal and multiphase bulk
aggregates, i.e., on bulk AHSS samples. The approach
to retrieve material parameters from such global data
lies in the use of an appropriate optimization method-
ology. In general, the identification of material parameters
from averaged, global mechanical flow curves requires to
solve an inverse problem, i.e., adjusting material param-
eters until the simulation results match the experimental
ones.
Recently, Sedighiani et al.[511] proposed a computa-
tionally efficient multi-objective optimization approach
to identify material parameters for complex CP models
with a large number of crystal mechanical material
parameters directly from flow curves obtained on bulk
polycrystalline samples. The methodology uses a genetic
algorithm[512] along with the response surface method-
ology.[513] Genetic algorithms are powerful optimization
methods that usually converge to a global minimum of
the objective function rather than getting stuck in a local
minimum. However, for the routine use of genetic
algorithms to identify the parameters of complex mate-
rial laws, the computational cost of evaluating the
constitutive response needs to be reduced. Therefore,
they approximated the simulation response using rela-
tionships defined between the adjustable material
parameters and the stress response using the response
surface methodology.
This multi-objective optimization methodology uses
stress–strain curves from polycrystalline steels under
different loading conditions, such as loading tempera-
ture, applied strain rates, and loading directions, to
identify a unique set of parameters that best predicts the
experimental data for all loading conditions. One main
advantage of this methodology for AHSS is, that it
allows grouping of the parameters in different blocks,
which makes it possible to determine the best set of
material parameters for the individual phases and the
overall response of AHSS at the same time in a
computationally efficient way. Moreover, this approach
makes it possible to quantitatively and systematically
study the role of the underlying single-crystal parame-
ters in predicting the deformation behavior of AHSS
and its individual phases.
Sedighiani et al.[514] applied the approach to deter-
mine and analyze the parameters of a dislocation-den-
sity-based crystal plasticity model using the stress–strain
curves experimentally obtained for IF steel. Figure 45
shows the predicted yield stress over a wide range of
temperatures and strain rates. It can be seen that the
simulation results obtained using the identified unique
set of parameters are in good agreement with the
experimental data for a wide range of temperatures and
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strain rates. This methodology can be extended to
include other important outputs in the optimization
procedure, such as volume fraction of martensitic phase
transformation and twin volume fraction. The presented
approach has been implemented into the Düsseldorf
Advanced Material Simulation Kit (DAMASK) and is
available as free and open-source software.
E. Multiscale Forming Simulations of Advanced
High-Strength Steels
During the forming process, the microstructure
evolves under mechanical load. In turn, the mechanical
response changes as microstructure evolves. Traditional
large-scale forming simulations usually adopt macro-
scopic phenomenological constitutive models with an
isotropic or anisotropic yield surface description, which
neglect the microstructure evolution and its effect on the
mechanical response. CP models overcome this by
directly accounting for the kinematics and kinetics of
physical deformation modes such as dislocation slip and
twinning. As real polycrystalline materials consist of a
huge number of grains, it is infeasible to perform direct
full-field CP simulations at the industrially relevant
component scale. Instead, multiscale modeling is a more
promising approach for large-scale forming simulations.
In terms of how to pass the mechanical response
obtained from the mesoscopic CP model to the macro-
scopic FE model, multiscale models can be divided into
two categories, i.e., directly embedded models and
hierarchical models. In a directly embedded multiscale
model, the macroscopic FE model provides the bound-
ary condition for the embedded mesoscopic CP model,
and retrieves the homogenized stress response from it.
Since this is done at each increment, it is a fully coupled
model. As only the mesoscopic CP constitutive model is
required, there is no need for a macroscopic phe-
nomenological constitutive model. In contrast, a
hierarchical multiscale model requires not only a CP
model at the mesoscale but also a phenomenological
constitutive model at the macroscale. The CP model is
employed for tracking texture evolution and to conduct
separately virtual experiments for calculating plastic
anisotropy data. These stand-alone results are then used
to identify and/or update parameters of an anisotropic
yield surface function at the macroscopic FEM level. It
is not necessary to update the yield surface at each
increment, instead, the update is done only if a certain
criterion is satisfied, e.g., if for instance the accumulated
plastic strain exceeds 0.05 since the last update. Hierar-
chical schemes are computational less costly while
directly embedded models are more accurate.
Within the two multiscale frameworks, various CP
models, e.g., mean-field models, grain-cluster models
and full-field models, are available. Mean-field models
such as the Taylor-type models, the viscoplastic self-con-
sistent model (VPSC) models, and the elasto-plastic
self-consistent (EPSC) models treat the microstructure
in a statistical way where each grain is considered to be
homogeneous. Realistic microstructural in-grain mor-
phologies and specific local grain interactions are
disregarded. Only spatially averaged quantities can be
obtained instead of the spatially resolved solutions.
Grain-cluster models introduce grain interactions within
a cluster consisting of a small number of grains, and
approximate strain compatibility and stress equilibrium
are achieved. Full-field models pursue spatially resolved
solution of a RVE by means of FEM or FFT-based
spectral methods.[33,443,453,478,513] Such models can reach
high precision in microstructure–property simulations
when using adequate CP constitutive models and
realistic microstructural morphologies. Among all these
CP models, full-field CP simulations work particularly
well for AHSS, as demonstrated in the previous sections.
However, only a few multiscale forming simulations
have been conducted for the case of
AHSS.[34,35,37,474,515,516] Tjahjanto et al.[517,518] con-
ducted uniaxial tension simulations by using the relaxed
grain-cluster (RGC) model in which a dual-phase
microstructure was considered. Roters et al.[454,478] fur-
ther applied the RGC model to cup drawing simulations
of dual-phase steel. Recently, Han et al.[37] developed a
fully coupling multiscale model (referred to as FE-FFT)
by embedding a full-field crystal plasticity-spectral
solver in an implicit finite element solver. They con-
ducted a macroscopic FE simulation of beam bending
with each integration point using a high-resolution (64
9 64 9 64) RVE of dual-phase steel. The stress and
strain partitioning among ferrite and martensite as well
as their homogenized response when analyzed for the
macroscale boundary conditions were captured. In spite
of its huge computational cost, the FE-FFT model is
particularly suitable for AHSS with complex
microstructural characteristics. Schröder et al.[34,519]
employed a multiscale finite element (FE2) method to
simulate the radially expanding of a circular disk of DP
steel with a hole. As the name suggests, a FE solver was
used to solve the boundary value problem at the
mesoscale. Although an explicit mesoscopic RVE of
dual-phase steel was used, they adopted an isotropic
Fig. 45—Yield strength versus loading temperature for different
strain rates. The blue symbols show the simulation results that were
obtained by a unique set of parameters determined using the
approach recently introduced by Sedighiani et al.[511] The red
symbols show the uniaxial compression tests data obtained for IF
steel.
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phenomenological constitutive model rather than a CP
constitutive model to describe the mechanical behavior
of ferrite and martensite. Due to its usage of a rather
simple underlying constitutive model, this FE2 model
should be computationally less expensive than a
CP-based FE-FFT model variant.
Though various multiscale models are ready to be
used in large-scale forming simulations, the huge com-
putational cost when considering complex microstruc-
ture is still the biggest obstacle for their applications in
actual simulations of AHSS. Compared to the full
coupling FE-FFT model, a recently developed hierar-
chical model[37] which works by conducting on-the-fly
full-field CP-spectral virtual experiments to gradually
evolve the yield surface at each integration point of the
macroscopic FE model (Figure 46) is more promising to
be applied in large-scale sheet forming simulations of
AHSS, Figure 47.
Currently, damage is rarely considered in multiscale
forming simulations. It is also possible to integrate
damage models at both the mesoscale and macroscale,
so that failure of components during forming process
can be modeled starting from microstructurally small
cracks or voids up to macroscopic fracture. As damage
nucleation and crack growth depend substantially on
microstructure, the full-field CP-based multiscale model
is very suitable for AHSS.
F. Numerical Twins and Through-Process Modeling
of Advanced High-Strength Steels
The production and microstructure fine-tuning of
AHSS requires to consider the connection among the
constitutive variables that characterize the material
(such as texture, dislocation density, martensite fraction,
and grain size) and the boundary conditions imposed
during processing (such as rolling reduction, heat
treatment temperature, or cooling rate).[54,520] Corre-
sponding approaches are nowadays pursued through the
development of so-called numerical twins, an approach
which refers to the simulation of the material’s chem-
istry and microstructure as well as the mechanical,
chemical, and thermal processing parameters that the
steels are exposed to along the value chain.[521] One
essential pillar pertaining to this challenging task lies in
the development of corresponding integrated simulation
approaches.[522–524] More specific, the assignment lies in
replacing the simulation of isolated production steps
that were traditionally considered as individual and
(artificially) decoupled problems such as rolling and
annealing, by the integrated through-process simulation
of complex thermomechanical manufacturing strategies.
Such efforts are particularly required for the time and
resource efficient production of high-quality AHSS,
owing to the strong dependence of their properties on
complex microstructures.[525] Most AHSS are produced
by exposing the materials to a complex sequence of
thermomechanical treatments and controlled cooling
and continuous annealing cycles,[1,426,525–527] Figure 48.
Since the superior mechanical properties of AHSS are
due to their complex and properly tuned microstructure,
quantifying and predicting the influence of the process-
ing conditions and their local gradients (i.e., through the
sheet thickness or along the furnace length etc.) on the
microstructure evolution is essential.[2,109,528] This task is
crucial, since the steel industry aims for a faster and
more knowledge-based development of improved AHSS
grades with increasingly complex microstructures pro-
duced in fine-tuned manufacturing processes. For these
reasons, through-process modeling for AHSS produc-
tion presents an attractive opportunity to reduce the
amount of experimental testing, number of plant trials,
and material wastage and produce advanced materials
with well-tailored microstructures in a quantitatively
predictable manner.
During the thermomechanical treatments of AHSS,
different metallurgical processes such as recovery,
recrystallization, work hardening, precipitation, and
phase transformations can occur simultaneously or with
some degree of overlap and hence interact with each
other. Due to the need for a fast simulation method
allowing even online control and adjustment of large-s-
cale process variables on-the-fly, empirical and phe-
nomenological through-process models have been
mostly used in this field.[54,56,529,530] These models
typically describe certain averaged material features
during the course of production like the average
mechanical strength and a few simplified microstructure
properties (for the latter, mostly only the average grain
size is considered) for different processing routes for a
given alloy, usually only reliably fitted to work within
certain bounds.
Advanced through-process models which include
more detailed microstructure-based constitutive formu-
lations are usually implemented into explicit FEM
solvers.[474,504,516,531–534] These approaches involve dis-
cretization of the often large sample volumes into small
Fig. 46—Computational procedure for conducting fully embedded
multiscale CP-RVE macroscale forming simulations using for
example ABAQUS FEM for the macroscale simulation part and the
spectral solver within the DAMASK package for the
micromechanical simulation part: The flow chart for the multiscale
model has been reprinted with permission from Ref. [37].
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finite elements and the constitutive equations are defined
at each of these elements. Then, like in any conventional
FEM simulation, these equations of all elements are
assembled together and solved globally using variational
methods to approximate the desired quantities over the
given volume. Some approaches combine such FEM-
based models to include temperature and mechanical
fields.[54,529,535] The temperature and mechanical field
conditions are further used by material models, which
solve simple kinetic evolution equations at each FEM
node such as required for describing grain growth or the
progression of phase transformation. A direct approach
is defined as a method where the evolution of properties
at a particular point in the microstructure is independent
from the material neighborhood of the point and also
from the overall distribution of properties in the
material. Most of the microstructure models described
above are based on such direct approaches, where the
differences between neighboring regions and the distri-
bution of properties inside the AHSS sheet do not affect
the local microstructure evolution in an element.
Such approaches can work in certain cases for prob-
lems like homogeneous grain growth, static recovery, or
precipitation in an isotropic host matrix. However, for
more complicated phenomena that depend on
microstructure inhomogeneity and that require coupling
among neighboring material volume entities, such as
recrystallization[382,536] or damage evolution,[537–539] the
Fig. 47—Example of a fully integrated multiphase crystal plasticity simulation, where the open-source crystal plasticity simulation package
DAMASK has been fully coupled with the commercial finite element simulation software ABAQUS, applied here to the case of beam bending
of an engineering DP steel RVE: The images depict the distribution of the equivalent von Mises stress and strain values of the embedded RVEs
at the two points of the beam. The figure has been reprinted with permission from Ref. [37].
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extreme and rare values of the distributions of certain
microstructure properties become the determining factors
(such as nucleation events or damage initiation). In such
cases, spatially resolved simulations play an important
role in understanding and tuning the manufacturing
processes described. Highly resolved simulations, cou-
pling plastic deformation, phase transformations, and
recrystallization[478,521,536,540–542] or deformation and
phase transformations[491] can be used to understand
how the distribution of microstructure properties affects
the progress of transformation. This information can
then be used to develop better mean-field models, which
predict the distribution of the microstructure properties
along with the average values.
The currently employed through-process models are
mostly empirical/phenomenological and, thus, have a
large number of parameters with no physical basis. In
such cases, inverse analysis of models to fit the exper-
imental data is needed for parameter determination. To
have these models work for a large range of conditions,
a large database of these material parameters is essen-
tial. Thus, for each new steel alloy, lots of parameter
fitting to experiments would be needed.
As more advanced steels with new microstructural
mechanisms and complex internal interactions are
gradually developed, the corresponding models like-
wise need to include more advanced constitutive
descriptions of these mechanisms, such as twinning
and strain-induced phase transformations, and they
must be capable of dealing with regions of high
mechanical contrast. Additionally, due to the empirical
nature of most of the current through-process models,
they are not applicable to a wide range of alloys and
conditions outside of the fitted regimes. The use of
physics-based constitutive laws, with parameter values
derived from experiments or physics-based simulations
at smaller length scales, can help in developing mean-
field models, applicable to a wider range of alloys and
processing routes.
Even though physics-based constitutive laws offer
advantages like better understanding of the bounds,[514]
their high computational demands render them
prohibitive when modeling whole process chains. A
promising alternative to this physics-centered view on
predicting the microstructure properties resulting from a
process chain is taking a data-centered view. This
approach is especially beneficial as modern production
facilities are equipped with a variety of sensors that
measure physical quantities like temperature and strain
rates together with technological quantities such as
rolling speed and rolling forces.
Two approaches exist for the systematic incorpora-
tion of data acquired during the actual production:
Adjusting existing models via data assimilation, an
approach that is usually followed in weather forecast-
ing[543] or using Machine Learning and Artificial Intel-
ligence algorithms.[57,544,545] The advantage of the data
assimilation approach is that it can be successively
integrated into existing modeling approaches. The
advantage of the machine learning approach that is
the abandonment of a model, which allows to take the
entire data.
However, Machine Learning-based prediction meth-
ods are essentially extrapolated based on the learning
gained from existing data. Thus, for a completely new
grade with novel microstructural features and deforma-
tion mechanisms, predictions may not be correct.
For these cases, an initial understanding about these
‘new’ mechanisms is required, which can be gained from
highly resolved simulations. These simulations can be
calibrated from the existing plant data and then, further
used to generate datasets for newer alloys with multiple
different conditions and novel microstructures. These
new datasets can be used as new training datasets for
machine learning algorithms for the new group of
alloys. Here, a virtual laboratory combined with pre-
dictive capabilities of machine learning and artificial
intelligence, can lead to much faster development of
newer steel grades with unique processing routes,
without extravagant number of plant trials.
As a long-term outlook for through-process modeling
for AHSS, understanding, modeling, and predicting the
increasing complexity of AHSS, requires a multiscale
simulation approach which considers Integrated
Fig. 48—Different material models to be combined together into a through-process model shown here for a generalized schematic processing
route of AHSS. Different types of AHSS follow different processing routes, but the components of a processing route are in principle made up
of these different steps in various combinations. Therefore, a through-process model should be based on an integrated platform, where the
individual material models can be combined together as desired.
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Computational Materials Engineering models (ICME).
These ICME models aim to incorporate all relevant
physics-based mechanisms and parameters, with phys-
ical meanings, derived from simulations at smaller
length scales or dedicated experiments. Furthermore,
the huge amount of processing and property data
typically acquired in steel plants can be in future better
exploited with the help of Machine Learning algorithms
to make predictions for new processing routes and
better combination of features in microstructures from
existing knowledge. When also considering and studying
outliers from these high-dimensional trend analyses,
even entirely new alloys and mechanisms can be
discovered with the aid of such methods.
V. RECENT DISRUPTIVE DEVELOPMENTS
RELATED TO ADVANCED STEELS
A. Additive Manufacturing of Advanced Steels
Additive manufacturing is a potentially disruptive
technology that could revolutionize manufacturing.
Especially laser additive manufacturing (LAM) is of
great interest as it allows to produce complex, metallic
parts from a computer-aided design model and metallic
powder.[546] The main advantages of additive manufac-
turing over conventional manufacturing processes can
be found in their great geometric design freedom and
process flexibility enabling, e.g., production of complex
geometries or customized parts with a short lead time.
These advantages enable, e.g., to produce patient-speci-
fic medical implants, complex tools with optimized
cooling channels imprinted, structurally optimized parts
with significant weight savings, or the repair of expen-
sive turbomachinery parts.
The applications for which steels are processed by
additive manufacturing (AM) usually require alloys that
show a high corrosion resistance, a high hardness/wear
resistance, or a combination thereof. Consequently,
most steels in use in AM are stainless steels or tool steels.
Among such steels, the grades that have received the
most attention so far are austenitic stainless steels,
precipitation-hardening stainless steels (PH steels), and
tool steels, in particular maraging steels.
While also AM technologies such as electron-beam
powder bed fusion or binder jetting are capable of
processing steels, by far the most work has been done on
directed energy deposition (DED) and laser powder bed
fusion (LPBF). Both techniques produce parts in a layer
by layer manner melting powder particles with a focused
laser beam. In LPBF, the process of laying out thin
layers of powder and selectively melting them is repeated
many times. In DED the powder is injected locally into a
laser-generated melt pool through a moving feeding
nozzle (coaxial with the beam) by means of an inert
carrier gas.[546,547] While LPBF offers a higher degree of
geometrical freedom and enables finer structures, DED
allows for a higher deposition rate and for larger built
structures. Inside the melt pool, the powder is com-
pletely melted. The resulting, dense parts can present
similar or even better mechanical properties than the
conventionally produced bulk metal.[548] In particular
the strength is often superior to conventionally pro-
duced steels, while the ductility sometimes lags behind,
and the fatigue resistance is usually lower.
During additive manufacturing the steels are sub-
jected to very different thermal conditions compared to
conventional processing routes, leading to very different
microstructures. Specifically, the thermal history during
LAM consists of rapid quenching from the fully liquid
state in the melt pool followed by a cyclic re-heating
when the laser beam melts neighboring tracks and
subsequent layers. This cyclic re-heating consists of
short temperature spikes with decreasing intensity and is
referred to as intrinsic heat treatment (IHT).[549–551]
Additionally, the substrate onto which material is
deposited may be heated, allowing to change the base
temperature of the temperature spikes. The high cooling
rates typically lead to a fine (sub-lm diameter) cellu-
lar/dendritic solidification structure with pronounced
micro-segregation, which can stabilize non-equilibrium
phases such as retained austenite in the interdendritic
regions. The texture is usually a {001}-fiber texture
parallel to the building direction or a cube texture,
depending on the scanning strategy. The IHT can lead
to phase transformations such as precipitation already
during the printing process. On the one hand, this may
necessitate additional or adapted post-process heat
treatments. On the other hand, it also opens new
opportunities to design alloys tailor made for LAM
processes, as detailed below.
To date conventional alloys are used almost exclu-
sively in LAM that have been developed for conven-
tional process routes such as casting or forging. Using
these non-optimized alloys in a way that was initially
not intended fails to exploit the unique features that
LAM processes offer and can lead to severe problems
regarding poor processability. One example is the use of
C-bearing tool steels in LAM such as grade H13 (1.2344,
X40CrMoV5-1). Due to the brittle nature of the fully
martensitic microstructure generated by the high cooling
rates in AM processes, severe cracking in the as-pro-
duced material is often observed. Process modifications
(pre-heating the base plate to temperatures above the
martensite start temperature and slow cooling after the
end of the AM process) are partially able to remedy this
problem. Maraging steels, on the other hand, are well
processable in AM. This is a result of the soft and
ductile martensitic microstructure that is formed upon
quenching from the melt pool. Maraging steels gain
their strength by precipitation of intermetallic-phase
particles upon aging.
There are only few studies in the literature where the
unique features of AM, in particular the thermal profile,
are exploited for improved microstructure design of
novel steel grades. Here, two examples of such alloy
design approaches are presented.
Kürnsteiner et al. show that the IHT during DED
processing is strong enough to induce in situ precipita-
tion hardening.[549] For this purpose, they designed a
ternary Fe-Ni-Al maraging steel model alloy that shows
the desired in-process phase transformation without any
post-process aging.[552] DED processing enables a rapid
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alloy prototyping approach by changing the alloy
composition during the manufacturing process. This
way compositionally graded samples were produced to
efficiently screen different alloy compositions and to
identify promising concentration intervals for further
study, Figure 49. An Al content of approximately 5 wt
pct lead to a martensitic microstructure with an
extremely high number density of ~ 1025 m3 fully
coherent, nm-sized NiAl precipitates, Figure 49(d). A
tensile strength of 1600 MPa at 3 pct elongation was
achieved in the as-DED produced state. In contrast, a
conventional 18Ni-300 (1.2709) maraging steel that is
not optimized for LAM only shows very early stages of
precipitation in the as-DED produced state without
strong hardening.[553]
Another approach making use of the AM-typical
thermal profile, in this particular case the high cooling
rates, is the processing of high-Mn steels. Haase et al.
showed that in the as-LPBF produced state, Mn
segregation was much less pronounced compared to
ingot and strip-cast reference material of the same
composition.[48] The microstructure of the investigated
X30Mn22 steel consisted mainly of austenite, together
with some a¢- and e-martensite. They showed that both
TRIP and TWIP effects were activated upon tensile
deformation of the material and that the strength of the
samples was superior, but that the ductility was reduced
compared to the conventional reference material. In a
similar study, Kies et al. modified a X30Mn23 high-Mn
steel for LAM by adding Al, combining theoretical and
experimental alloy screening by thermodynamic simu-
lations and DED (see Figure 50).[554] The Al content
increases the stacking fault energy, which leads to a
transition from TRIP to TWIP deformation mechanism.
Material with 1 wt pct Al addition showed a pure TWIP
deformation behavior and the highest energy absorption
during compression testing of lattice structures.
Additional to the thermal profile being unlike in
conventional processing, which enables alloys exploiting
rapid solidification and the intrinsic heat treatment, AM
often uses powder as feedstock material. This allows
taking processing steps from conventional powder
metallurgy (i.e., press and sinter processing) and apply-
ing them to a process involving full melting. One
example is the mixing of different powders before AM
processing. This has been used in the studies cited above
as a tool for alloy development, but it also enables the
processing of MMCs by AM, and, in the future, will
also enable parts being produced with locally varying
chemistry.
Fig. 49—(a) through (c) Compositionally graded sample ranging from 0 to 25 at pct Al allowing efficient screening of a large composition range.
Here, only below an Al content of 15 at pct the martensitic microstructure can be obtained that is desired for Maraging steels. (d) Atom probe
tomography measurements showing the high number density of NiAl nano-precipitates that can be obtained by the intrinsic heat treatment
during DED processing. Precipitates are highlighted by an iso-concentration surface that marks areas with Al concentrations higher than 15 at
pct. Reprinted with permission from Ref. [549].
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Even without locally varying chemistry, AM allows to
locally influence and tune the microstructure.[552,553,555]
This can be done by using the digital process control to
influence the solid–liquid phase transformation (texture
variation, columnar-to-equiaxed transition depending
on scanning strategy and energy input) and solid–solid
phase transformations (martensitic and precipitation
transformations during the IHT). Although these con-
cepts are currently not yet fully developed, they open a
pathway to use AM as a material synthesis method in
addition to a material shaping method.
In summary it can be said that many steel grades can
be processed in LAM to almost full density with a
relatively small fractions of process-related defects such
as pores or cracks. However, these defects often govern
mechanical properties and especially fatigue life. The
approach to design new alloys that are tailor made for
these novel LAM processes holds great potential to
minimize these defects resulting from insufficient pro-
cessability of the alloys while at the same time improving
mechanical properties in the as-produced state by
making use of the unique thermal history of LAM-pro-
duced material. Microstructures obtained by LAM of
steels are dominated by the rapid solidification of the
small melt pools and solid-state phase transformations
occurring already during the LAM process. The result-
ing microstructural features are typically much finer
than those in the conventionally produced counterparts
which results in higher hardness as well as tensile
strength of LAM-produced steels.
B. High Elastic Modulus Steels: Advanced
High-Strength Steels with Increased Specific Young’s
Modulus
Improved understanding of the mechanisms of phase
formation, transformation, and deformation allows
overcoming the inherent conflict between strength and
ductility of metallic structural materials. This continues
to lead to substantial improvements in the property
profiles of steels, where increased strength without the
often associated embrittlement allows reducing the
material’s weight as one of the major challenges for
steel applications. However, two other key material
properties are likewise important features for improved
lightweight design: The most obvious challenge, lower-
ing the mass density (q) of steels, has been addressed by
the addition of light alloying elements such as Si and
especially Al. The other key factor, elastic modulus,
expressed for polycrystals by the texture-weighted
Young’s modulus E though, is often overlooked or
taken for granted, despite the fact that an increased
elastic modulus enables a substantial technological shift
towards new lightweight design solutions.
Interestingly, the specific elastic modulus (E/q ratio) is
with about 26 MPa m3 kg1 quite similar for many
common metals such as Fe, Ni, Al, and Mg, and even
the mass density reduction achievable in lightweight
steels is accompanied by a proportional drop in the
elastic modulus.[155,557] Increasing E without raising q
(or at least retaining it) by alloying additions (Figure 51)
or altering the material’s lattice defect structure is not
effective and often counterproductive.[558] This leads to
the approach of implementation of stiff and light
ceramic-like particle phases into strong and ductile
AHSS as the only viable alloy design strategy. Such
composite steels are most commonly referred to as high
modulus steels (HMS), and typically contain about
10–30 vol pct much less particles than typical metal-ma-
trix composites such as hard metal optimized primarily
for wear resistance.
The main challenge in the development of HMS is to
identify and develop suitable synthesis and downstream
production strategies. The most obvious synthesis route,
namely, via ex situ production, mixing, and compaction
of metallic and particle powders may offer the greatest
Fig. 50—Schematic of the approach used by Kies et al.[554] to design a high-Mn steel for LAM: computational screening based on the
deformation mechanism followed by experimental examination using a rapid alloy prototyping to identify the most promising alloy compositions
for potential applications. Reprinted with permission from Ref. [554].
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freedom of design, but the associated efforts render it
economically unfeasible to ensure widespread adoption
outside specific technological niches. This development
has to be performed in concert with the alloy design, in
order to overcome the inherent conflict between physical
(elastic stiffness, density) and mechanical (strength,
ductility) properties, adding another dimensionality to
the complexity of AHSS development. In order to
enable HMS to become a part of the next generation of
AHSS, they should exhibit a specific modulus increased
by at least 20 pct, can be cost effectively produced in
sufficient volumes, and offer the possibility to change
their mechanical properties over a wide range—from
hard and strong to ductile and tough—by established
heat treatments (Figure 51).
1. State of the art on steels with enhanced specific
Young’s modulus
From the plethora of possible phases, borides have
been identified as the most suitable components raising
the Young’s modulus, as they are typically thermody-
namically stable in Fe and are very effective, i.e.,
exhibiting a high E/q ratio. Furthermore, their q values
are often not differing too strongly from the steel matrix
to cause problems during production, as for example in
the case of most oxides, which readily float during
casting and form a slag rather than remaining dispersed.
For the steel matrix, ferrite is most advantageous, as it
exhibits the highest E values of all the different
polymorphs of Fe, is reasonably ductile, and can be
effectively and gradually strengthened for example by
precipitation reactions.
Most published studies on HMS design are based on
Fe-TiB2 steels. Tanaka et al. are among the key authors
who first introduced the concept and provided the first
thermodynamic descriptions, but still relied on material
produced by ex situ powder metallurgy.[559] However,
the very effective TiB2 (E about 515 GPa, q about 4.5 g
cm3) can be also precipitated in situ from liquid
Fe-Ti-B melts during solidification in a pseudo-binary
eutectic reaction (Figure 52).[560] That is not only
beneficial to achieve a strong interfacial bonding with
the steel matrix, but also greatly reduces the production
costs of such HMS, which has sparked beginning
industrial interest more than a decade ago. As TiB2 is
a thermodynamically stable solidification product,
though, its particle size, morphology, and dispersion
can be altered only to a little extent by subsequent
thermomechanical processing. Because these are critical
important factors for the resultant mechanical proper-
ties, the solidification processes therefore have to be
more intensely controlled than during the production of
conventional AHSS. Especially when the eutectic con-
centration is exceeded, primary TiB2 particles readily
float and agglomerate in an uncontrolled manner when
conventional casting is employed. As they are also large
(several lm in diameter) and of unfavorable morphol-
ogy (Figure 52), they drastically reduce the ductility
without any substantial improvement in strength. Con-
sequently, Fe-TiB2 steels produced by conventional
metallurgical techniques are limited to hypoeutectic
concentrations of maximum 12 vol pct TiB2, which
translates into a property profile of about 250 MPa yield
strength and 25 pct tensile ductility at a specific modulus
of about 32 MPa m3 kg1.[561] While this is a significant
step towards opening new dimensions in lightweight
design, it is only the baseline for the highly dynamic
development of HMS as next-generation AHSS.
2. Recent progress in the design of steels
with high-specific Young’s modulus
One pathway to overcome the current limitations of
the HMS concept is to integrate the alloy design into the
ongoing development of synthesis methodology. The
metallurgical characteristics of the Fe-TiB2 steels require
a technology which allows for rapid solidification (> ~
104 K s1) of small melt volumes to avoid large and
agglomerated particles, without being limited in the
Fig. 51—Trends in the development of AHSS with enhanced elastic modulus. (a) The effect of alloying elements on the Young’s modulus of
steels is small and in many cases even detrimental. (b) High modulus steels containing 10–30 vol pct of elastically stiff and lightweight particles
allow to achieve novel property combinations which are not achievable by established metallic structural materials. Reprinted from Ref. [556]
under the terms of the Creative Commons CC BY license.
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specimen volume. This ideally matches the process
characteristics of additive manufacturing (AM) tech-
niques, which have already received significant atten-
tion, but require designated alloy concepts to reach their
full potential. The combination of these two disruptive
developments is therefore a significant step towards a
breakthrough in lightweight design. As recently demon-
strated, Fe-Ti-B-based HMS fabricated by sprayform-
ing[556] and Laser powder bed fusion contains evenly
dispersed TiB2 particles of extremely small size (about
50–200 nm after an annealing treatment to transform
any metastable compounds) in a submicron-sized ferritic
matrix (Figure 52). This bulk nanostructuring enables
to overcome the inherent conflict between mechanical
and physical properties. While the E/q ratio is retained
at more than 31 MPa m3 kg1, the strength is more than
doubled to the level of AHSS such as DP800 without
sacrificing ductility. Ongoing concerted development of
both alloy and process—which can involve other tech-
niques or even conventional powder metallurgy, as long
as rapid solidification is involved—is expected to lead to
even further improvements of this extremely attractive
property profile.
AM HMS are ideal for designated lightweight struc-
tures in high-performance applications. It is just as
desirable though for this novel dimension of properties
to be available in the more common fields of steel
applications, for example in the construction sector as
bridge beams or pylons for wind turbines. AM, how-
ever, is too slow and costly to ensure the required
massive volumes to be produced. Therefore, HMS
concepts are required which are more suitable to the
established high-volume steel production and processing
routes such as strip or block casting. This has been
achieved by combinatorial search methods (Figure 53),
which identified the Fe-Cr-B system as an ideal base for
cost effective and flexible HMS.[45] Based on the
formation of (Fe,Cr)2B particles, these are not only
cheaper alloys, but their higher eutectic concentration
allows for higher particle fractions without primary
particle formation. This reduces the need for accelerated
solidification kinetics, and the faster spheroidization of
(Fe,Cr)2B eutectic lamellae opposed to TiB2 results in a
favorable morphology more compliant to hot rolling
and forming processes. Most importantly though, the
decreased affinity of Cr to C means that it can be kept in
solid solution at elevated temperature within austenite,
which opens up the possibility to achieve the huge
variety of mechanical properties by various heat treat-
ments (Figure 53) as utilized in other AHSS.[562]
3. Pending challenges in steels with high-specific
Young’s modulus
Together, the nanostructured AM HMS based on the
Fe-TiB2 system as well as the Fe-Cr-B-C steels tailored
for volume production have an immense potential for a
true breakthrough in lightweight design, and showcase
the ongoing innovation potential of AHSS. However,
these composite steels are fundamentally new concepts
compared to other steel grades, which are at their
current performance level thanks to decades if not
centuries of development.
Substantial more research is therefore necessary to
improve the understanding of the underlying nano- and
microstructural phenomena of phase formation and
deformation. Only then strategies can be further devel-
oped to optimize the balance between the mutually
exclusive properties Young’s modulus, density, strength,
and ductility, and the technological limits of HMS can
be explored and exploited. This has to be done in
concert with the material production, i.e., powder
fabrication and conventional casting. Scaling up from
the laboratory to industrial relevant dimensions of
several tons is a considerable challenge for these novel
alloys. Further important, especially to optimize ther-
momechanical processing parameters (i.e., forging, hot
Fig. 52—(a) Pseudo-binary Fe-TiB2 phase diagram calculated using the software ThermoCalc, showing the eutectic concentration of about 12
vol pct TiB2 as the limiting factor in the production of high elastic modulus steels. The development of suitable databases for such systems is
among the most important pending challenges in that context. (b) Bulk nanostructuring of Fe-TiB2 can be achieved by additive manufacturing
techniques, exploiting the achievable high solidification rates and overcoming the inherent conflict between physical and mechanical properties.
Reprinted from Ref. [556] under the terms of the Creative Commons CC BY license.
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rolling, heat treatments) is an improved understanding
of the thermodynamics of HMS alloy systems, whose
high B concentration typically exceeds the validity of
most available databases.[46] At the same time, more
experience and development is required for application
relevant engineering parameters such as surface hard-
ening, welding, coating, corrosion, fatigue, and interac-
tion with hydrogen to name but a few. The necessity to
perform all those steps integrally and strongly oriented
towards costs renders HMS development a challenging
but very dynamic field research of AHSS design. Parallel
to this maturation towards engineering application,
HMS remain to exhibit innovative potential at the
fundamental scientific level, as the ever increasing power
of computational design of particle phases combined
with highly efficient property-driven combinatorial
research might lead to completely new HMS concepts.
C. Machine Learning-Assisted Alloy, Microstructure,
and Property Design for Advanced Steels
In the quest for designing high-performance alloys, a
key step is to understand the correlations between
synthesis, processing, and microstructure and their
influence on the resulting mechanical and functional
properties of the steels. This knowledge can in turn be
helpful in dealing with the more interesting problem of
developing inverse models for alloy discovery and
microstructure design, which are the ultimate goals.
However, due to the complex nature of process–struc-
ture–property correlations and the multiple types of
microstructure features, specifically in AHSS, it is quite
challenging to explore the vast chemical, microstructure,
and processing space with the aim to identify the
property optima. With the availability of high-through-
put data from both experiments and simulation methods
in multiple stages of alloy design,[10,563–565] statistical
analysis tools like machine learning can assist in
identifying the hidden correlations in the data. In this
section, some of the opportunities and challenges of
using data-driven machine learning techniques in
microstructure-based alloy design and discovery are
introduced, placing attention particularly on their suit-
ability for the field of AHSS.[566–568]
Machine learning is a branch of artificial intelligence
where computer programs are trained to improve their
performance through experience. In the fourth para-
digm of data-driven scientific discovery, machine learn-
ing has emerged as a useful statistical analysis tool in
material science. It should be upfront realized though
that compared to many other fields for which machine
learning methods were originally developed, the field of
steel research is characterized by relatively sparse rather
than big datasets that are available as a basis for
data-driven analysis. This requires to be taken into
account when developing machine learning methods for
the development of AHSS and adequate algorithms
have to be identified that are capable of dealing with
relatively lean datasets. Additionally, high-throughput
screening methods must be employed to gather denser
data arrays.[485,569–572]
Generally, a typical workflow in a machine learning
application involves (1) collecting clean and reliable
data, (2) performing feature engineering to extract the
relevant attributes that represent the data numerically,
(3) applying a prediction model that maps the features
with the property of interest, and (4) fine-tuning the
model parameters to achieve better performance on
previously unseen data.
Forward modeling of alloy design can be framed as a
supervised learning problem in machine learning, where
the task is to predict the mechanical or functional
property of an alloy for given chemical and processing
conditions called features/attributes. For instance,
Agarwal et al.[544,573,574] have used machine learning as
a predictive model to identify the influence of compo-
sition and processing parameters on the fatigue proper-
ties of steels. Using data from MatNavi database
(National Institute for Materials Science, Japan) they
have extracted 25 different attributes of each grade of
Fig. 53—Development of high modulus steels suitable for high volume production with established equipment. (a) Combinatorial investigations
revealed the Fe-Cr-B system to be competitive to Fe-Ti-B while circumventing several of its drawbacks. (b) Carbon can be added and utilized to
achieve a wide range of mechanical properties by straightforward heat treatments. The images are used with permission based on previously
published work from Refs. [45] and [562]
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steel such as chemical composition, processing details,
and heat treatment conditions. These features were used
to train machine learning algorithms to predict the cyclic
fatigue strength as the target property. With this
approach they have successfully achieved the prediction
accuracy of over 0.97 (R2 value). However, in their
research the microstructure information has not been
taken into consideration. Microstructure of a material
plays a key role in macroscopic properties of alloys and
adding such information will further improve prediction
capabilities.
Material characterization is one of the fundamental
tasks in understanding the material microstructure at
multiple length scales. Electron microscopy techniques
are widely used to extract information about phase
distribution, morphology, crystallography, etc. of the
microstructure as image data. Deep learning-based
Convolutional Neural Networks (CNN) are specialized
machine learning networks which can be used to extract
features of hierarchical structures from such microstruc-
ture images. CNNs are used extensively in computer
vision tasks such as object identification and pattern
recognition to learn the features in the images in terms
of hierarchy of concepts. Azimi et al.[545] performed
pixel-wise segmentation of the different constituents
such as ferrite, cementite, pearlite, austenite, martensite,
and bainite in low-carbon steels using fully convolu-
tional neural networks. They showed that the CNN
network identified the microstructural patterns of dif-
ferent constituents with a classification accuracy of
93.94 pct. Similar work was published by Adachi
et al.[575] Such statistical analyses are most promising
in identifying the microstructure features which can
provide valuable information in predicting structure
property relationship. One other exciting application of
CNN is the automatic recognition and quantification of
the damage types in microstructure images. Kusche
et al.[57] have used CNN to automatically identify and
track the individual damage locations during the evo-
lution in in situ experiments of dual-phase steels. By
training two different neural networks they were able to
classify and quantify both inclusions and dominant
damage mechanisms from high-resolution scanning
electron microscopy panoramic images, Figure 54. This
information is significant in designing damage-tolerant
microstructures and substantially reducing the time
required for the human operator to manually identify
the damage locations.
The machine learning models developed to tackle the
forward design of establishing process–structure–prop-
erty relationships can assist in exploring the complex
design space of materials. The inverse problem of
discovering a new alloy of required mechanical or
functional property is essentially a constrained opti-
mization problem where the task is to optimize the
search path and systematically reach global optimum in
the vast chemical and processing search space. The
application of machine learning is relatively new in the
process of inverse design of materials. One example in
the recent applications in this area is a machine learning
design system (MLDS) developed to search for copper
alloys of high ultimate tensile strength (UTS) and
electrical conductivity (EC) as target properties.[576]
The results in this research have revealed the successful
implementation of MLDS method in assisting inverse
design of 8 new high-performance copper alloys with
target UTS of 600 to 950 MPa and EC over 50 pct of
International Annealed Copper Standards. A second
example in this area, Wen et al.[577] have developed a
property oriented optimization strategy to search for
large hardness as a desired property in Al-Co-Cr-Cu-
Fe-Ni high entropy alloys (HEA).[578] In this research
they first trained a machine learning model to predict
hardness of HEA using chemical composition and
chemistry of elements as descriptors of the alloy from
experimental data. In the next stage, based on the
uncertainties in hardness predictions of the trained ML
they employed utility functions to select the new
experimental candidates. By continuously improving
the model performance from the experimental feedback
they were able to predict and synthesize HEA with
hardness 10 pct higher than the best value in the data
used for training. These applications reveal the effective
usage of uncertainties of the machine learning predic-
tions to manipulate and utilize for exploring and
exploiting the huge design space and thus accelerating
alloy discovery.
The future of machine learning in alloy and property
design, particularly for AHSS design, is both, exciting
and challenging. The phrase ‘‘garbage in, garbage out’’
reminds us of the requirement of human expertise in
material science to build smarter machine learning
algorithms. Knowledge about the essential role of
microstructures and processes in the field of AHSS as
well as about the frequently encountered relatively lean
databases are essential to collect, process, visualize, and
understand such data prior to feeding them to a machine
learning algorithm.
Several factors pose challenges and need to be
addressed for efficient use of machine learning to design
and discover high-performance and sustainable steels:
First, the availability of clean and reliable data. The
data collected from multiple sources during the alloy
design cycle are often heterogeneous in nature which
makes it difficult for data mining. Hence there is an
urgent requirement of integrated platforms and material
databases to extract reliable data and metadata from
simulations and experiments. Second, to find better
descriptors for representing the material at various
length and time scales. The performance of most of the
machine learning algorithms depends on the choice of
the numerical representation of the input data. To
address this challenge, expert knowledge from material
science can be utilized to describe the material finger-
prints that span across multiple length and time scales
that control the bulk properties of the material. Third is
the aspect of model interpretability. It is crucial in
materials science to understand and interpret models to
make sure that one can rely on machine learning-aided
predictions. There is a need to develop materials
science-specific machine learning models by including
physics dictated constraints into property predictions.
Systematically approaching such challenges can
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undoubtedly make an impact in developing machine
learning algorithms to develop and discover novel
materials for engineering applications.
VI. CONCLUSIONS, CHALLENGES,
AND OPPORTUNITIES
This viewpoint paper discussed some of the funda-
mental relationships between the microstructure and the
properties of AHSS.
We conclude that many of the important and
beneficial mechanical features of AHSS are associated
with the hierarchical dislocation substructure, the
(meta-)stability of the austenite phase, the deforma-
tion-driven transformation rates, and the dispersion of
the different microstructure constituents. These fea-
tures essentially determine the nucleation and the
development in the mean free path of the dislocations
over the course of a loading scenario and their mutual
reaction products, all contributing to strength and
strain hardening. In that context the mean free
dislocation path gets increasingly confined by the
rapidly increasing density of internal interfaces such as
provided by mechanical twins or the interfaces that
are associated with deformation-induced transforma-
tion products.
Fig. 54—Classification and quantification of damage mechanisms in DP 800 dual-phase steel microstructure images using deep learning[57]:
Imaging (1st row): Void detection and clustering of potential damage sites in a high-resolution scanning electron microscope image of a
deformed sample. Classification (2nd row): Two separate networks used to classify the detected voids. ‘‘Deep neural network I’’ classifies the
void into inclusion or ductile damage. In the next step ‘‘Deep neural network II’’ classifies the ductile damage into martensite cracking, phase
boundary decohesion, grain boundary decohesion, or notch. Quantification (3rd row): Quantification of inclusions and deformation-induced
damage mechanisms for statistical analysis. Reprinted from Ref. 57 under the terms of the Creative Commons CC BY license.
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Another important feature common to many AHSS is
that their metallurgical purity is nowadays often so good
that damage occurs primarily due to their intrinsic
microstructural features (including the strengthening
mechanisms named above), particularly inside of the
hard phases (e.g., martensite), at the hetero-interfaces
and at the former austenite grain boundaries, and not
due to non-metallic metallurgical inclusions or voids
stemming from production. This means that microstruc-
ture design for such steels should take the avoidance of
microstructurally supported damage-initiation sites and
mitigation of interface regions with very high mechan-
ical contrast as criteria into account. Another design
aspect is—in AHSS with a TRIP effect—to tune the
transformation tendency and size distribution of the
metastable austenite in such a way that it does not
transform abruptly in a small deformation increment
but gradually, thereby lending the material with a steady
local strain hardening reserve, bolstering local
damaging.
Such build-in damage tolerance requires a detailed
understanding of the micromechanics. This holds true
especially for AHSS where effects like brittle fracture in
martensite, ductile fracture in ferrite, and interface
delamination among the constituents are prevalent.
As experimental investigations of damage are often
limited to post-mortem studies, future efforts in this field
should be directed at more microstructure-based simu-
lations for AHSS which enable to fully resolve and
analyze the damage evolution mechanisms. Due to the
associated numerical challenges, many of the current
damage simulations are based on damage indicators
only, i.e., the actual abrupt stress and strain changes
associated with real damage events are not taken into
account. In other words, a real crack, i.e., open volume,
amplifies the local stress much more than suggested by a
damage indicator. While the use of damage indicators
allows to identify trends, which types of microstructures
and microstructure hierarchies are principally more or
less damage prone than others, the strong coupling of
damage-induced softening and plasticity needs to be
taken into account in order to determine which damage
events are truly detrimental to the integrity of a
workpiece and which can be arrested by confined
microstructure compliance or local strain hardening.
In cases where damage in AHSS has been explicitly
modeled, usually only one mechanism has been taken
into account, but most AHSS microstructures are
characterized by an interplay of several possible defor-
mation and damaging phenomena. Predictive damage
modeling and its dependence on environmental chemical
effects (corrosion) based on the microstructure are thus
essential future topics in the field of AHSS
micromechanics.
Modeling damage and fracture does not only require
the further improvement of numerical methods but
when it comes to realistic loading scenarios, the precise
determination of material parameters becomes also
decisive. This holds true especially for the complex
microstructures of AHSS: If brittle fracture, ductile
damage, interface decohesion, and plasticity compete,
qualitative descriptions are not sufficient. Only
quantitative descriptions enable to correctly predict
which mechanism dominates the deformation and dam-
age behavior.
This is linked to another important feature that
seems to be common to most if not all of these
advanced steels, namely, their susceptibility to hydro-
gen embrittlement. Beyond the individual embrittling
mechanisms such as hydrogen-enhanced plasticity,
local hydrogen-driven interface decohesion, or void
formation due to the occurrence of hydrogen-stabilized
superabundant vacancies and their condensation it is
primarily the fact most of these steels contain local
microstructure spots which are characterized by very
high gradients in the local mechanical stress. These can
occur across the hetero-interfaces among dissimilar
constituents or in regions of very high dislocation
density, thus creating high micromechanical contrast.
In either case these are the most neuralgic regions in
these complex microstructures where the hydrogen
typically accumulates, triggering hydrogen-embrittling
mechanisms. Consequently, suited countermeasures to
render these steels more resistant to hydrogen embrit-
tlement should thus include strategies to bolster and
mitigate steep stress peaks in the microstructures and
also pursue the design of denser oxide surface layers
with lower hydrogen diffusion and take-up rates.
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484. O. Grässel, G. Frommeyer, C. Derder, and H. Hofmann: J. Phys.
IV JP, 1997, vol. 7.
485. D. Raabe, F. Roters, J. Neugebauer, I. Gutierrez-Urrutia,
T. Hickel, W. Bleck, J.M. Schneider, J.E. Wittig, and J. Mayer:
MRS Bull., 2016, vol. 41, pp. 320–25.
486. M Madivala, A Schwedt, SL Wong, F Roters, U Prahl, and
W Bleck: Int. J. Plast., 2018, vol. 104, pp. 80–103.
487. W. Song, T. Ingendahl, and W. Bleck: Acta Metall. Sin. (English
Lett.), 2014.
488. M. Koyama, A. Bashir, M. Rohwerder, S.V. Merzlikin,
E. Akiyama, K. Tsuzaki, and D. Raabe: J. Electrochem. Soc.,
2015, vol. 162, pp. C638–47.
489. M. Koyama, E. Akiyama, T. Sawaguchi, D. Raabe, and
K. Tsuzaki: Scripta Mater., 2012, vol. 66, pp. 459–62.
490. F. Marketz and F.D. Fischer: Model. Simul. Mater. Sci. Eng.,
1994, vol. 2, pp. 1017–46.
491. A. Yamanaka, T. Takaki, and Y. Tomita: ISIJ Int., 2012, vol. 52,
pp. 659–68.
492. M. Cherkaoui, A. Soulami, A. Zeghloul, and M.A. Khaleel:
Philos. Mag., 2008, vol. 88, pp. 3479–3512.
493. R. Mahnken and A. Schneidt: Arch. Appl. Mech., 2010, vol. 80,
pp. 229–53.
494. V.I. Levitas, A. Idesman, G.B. Olson, and E. Stein: Philos. Mag.
A Phys. Condens. Matter, Struct. Defects Mech. Prop., 2002,
vol. 82, pp. 429–62.
495. S. Turteltaub and A.S.J. Suiker: Int. J. Solids Struct., 2006,
vol. 43, pp. 4509–45.
496. S. Turteltaub and A.S.J. Suiker: J. Mech. Phys. Solids, 2005,
vol. 53, pp. 1747–88.
497. A.S.J. Suiker and S. Turteltaub: Int. J. Numer. Methods Eng.,
2005, vol. 63, pp. 1655–93.
498. D.D. Tjahjanto, S. Turteltaub, and A.S.J. Suiker: Contin. Mech.
Thermodyn., 2008, vol. 19, pp. 399–422.
499. D.D. Tjahjanto, A.S.J. Suiker, S. Turteltaub, and S. Van Der
Zwaag: Comput. Mater. Sci., 2011, pp. 1490–98.
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