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Abstract
We introduce and analyze a new type of decoding algorithm called general color clustering, based on
renormalization groupmethods, to be used in qudit color codes. The performance of this decoder is
analyzed under a generalized bit-ﬂip errormodel, and is used to obtain the ﬁrstmemory threshold
estimates for qudit 6-6-6 color codes. The proposed decoder is comparedwith similar decoding
schemes for qudit surface codes aswell as the current leading qubit decoders for both sets of codes.We
ﬁnd that, as with surface codes, clustering performs sub-optimally for qubit color codes, giving a
threshold of 5.6% compared to the 8.0% obtained through surface projection decodingmethods.
However, the threshold rate increases by up to 112% for large qudit dimensions, plateauing
around11.9%. All the analysis is performed usingQTop, a new open-source software for simulating
and visualizing topological quantum error correcting codes.
1. Introduction
Quantumerror correction (QEC) is of paramount importance for quantum information processing schemes, as
any implementationwill have imperfections that can lead to loss of coherence. Quantum error correcting
codes(QECC),ﬁrst introduced by Shor [1] two decades ago, seek to address such imperfections in the hopes of
ensuring global protection. These codes generalize and extend the notion of classical error correction to both bit
and phaseﬂip Pauli errors to protect ‘fragile’ quantum states against undesired noise [1–4]. Since their inception,
amultitude of techniques for constructing goodQECChave been developed, such asCSS codes [2, 3], stabilizer
codes [4], cluster-state based codes [5].
For a physical architecture to implement arbitrary quantumalgorithms, itmust be able to suppress potential
errors that could affect the physical system. Fault-tolerant quantum computation allows for the scalable
correction of errors in a controllablemanner, and is characterized by the presence of a threshold theorem [6–8].
Namely, given aQECC, provided that the physical error rate of the gates is below a certain threshold, the logical
error rate can bemade arbitrarily small by extending the code distance.However, computing the threshold for a
given code is computationally challenging.Moreover, the value of the thresholdwill depend on the type of
decoder used in the code: once a code develops errors, a classical decoding algorithmmust be used to return the
code to the codespace. The best decoders are fast and result in the fewest logical errors.
Topological codes, introduced byKitaev [9], are a subclass of stabilizer codes whichmake use of topological
features in order to protect against local physical errors. These are also among the leading candidates for
experimental fault-tolerant implementations. Perhaps themost well-known instance of a topological code is the
surface code, inwhich data qubits (two-level quantum systems) are placed on a square lattice and the error
correction is performed viameasuring appropriate stabilizer generators on a shifted ‘dual’ lattice. Another type
of topological code, the color code [10], is produced by tiling a surface with three-colorable faces, and associating
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a distinct variety of stabilizer with each color (usually red, green, and blue). These color codes combine the
topological error-protection of the surface codewith transversal implementations of Clifford gates, allowing for
increased ease in logical computation.Whilemost research thus far has focused on qubits, both surface and
color codes can be generalized toD-level quantum systems, or qudits, which can take on linear superpositions of
Ddistinct values. Indeed, early numerical results suggest that quditsmay give better performance by providing
more information about the speciﬁc set of errors that has occurred [11–13].
Theﬁrst contribution of ourwork isQTop [14], a universal numerical framework for simulation and
visualization of topological codes of arbitrary code distance, and qudit dimension.Our software includes surface
codes, and 6-6-6 color codes—one of themost experimentally-promising semi-regular tilings of the plane, and
allows for simulation under arbitrary noisemodels. Our framework ismodular, object-oriented, and simple to
use. It can be used to test new decoders, and extending it to 3Dcolor codes andmore exotic topological systems
is straightforward.
The secondmain contribution is a decoder for qudit color codes. This decoder is inspired by
renormalization group clustering techniques prevalent in the qudit surface code decoding literature.We
implement the proposed decoder inQTop, and analyze its performance under the generalized bit-ﬂipmemory
noisemodel, as the code is a CSS code that can address bit and phase ﬂip errors independently.Memory noise, or
errors introduced on the physical data qudits alone (whilemeasurement circuits are perfect), is typically used as a
ﬁrst estimate for the viability of an error correcting code for fault-tolerant computation.We obtain a threshold
value of 5.6% in the case of the qubit color code, a drop from 8.0%we obtain using the surface projection
method. This type of drop is expected due to the inherently approximate nature of renormalization decoders,
and is seen in the case of surface code renormalization decoders [11].Moreover, as in the case of the surface code,
the threshold rate increases with qudit dimension, saturating at a value that is above that of the idealized qubit
case, that is11.9%.
The remainder of this paper is organized as follows. In section 2wemotivate our study of topological codes,
and provide a detailed overview of the twomost prevalent types—surface and color codes. In section 3we
formulate the problemof decoding. Section 4 describes our novelmethod for decoding qudit color codes, and in
section 5we present threshold results for such codes under various errormodels. Finally in section 6we
summarize our results, raise some open questions and discuss possible future research directions.
2. Topological codes
2.1.Motivation
Topological QECC are regarded as highly promising schemes for fault-tolerant quantum computation as logical
states are encoded in highly non-local degrees of freedomof the system. Therefore, in order for physical errors to
lead to logical faults, error chains will have to form that will be as non-local as the logical states, unlikely in the
event that the noise is not strongly correlated.Moreover, topological codes are characterized by stabilizers that
are typically of lowweight7, andmore importantly, local. Therefore, local errors will lead to local excitations in
the stabilizer space, typically allowing for efﬁcient decoding algorithms. In this section, we describe two of the
most studied classes of topological codes for the purposes of quantum computing, the surface code and the
color code.
2.2. Surface codes: beneﬁts and limitations
The surface codewas among theﬁrst class of topological codes, proposed byKitaev [9]. The surface code is a
special instance of the Toric code structure, where smooth and rough boundaries are introduced allowing for the
storage of a single logical qubit. Namely, complementary sets of anti-commuting logical operators are
represented by excitations that connect differing sets of boundary types, satisfying anti-commutation by
intersecting at an odd number of sites in the lattice.
One of the primary advantages of the surface code is that the stabilizers are given byweight-4 operators,
allowing for high threshold values in the case of circuit level noise. However, the surface code is limited in its set
of logical transversal gates, that is the set of gates that can be implemented in a bit-wise fashion throughout the
code. As such, the surface code faces potential increases in overhead for the implementation of logical gates.
2.3. Color codes: topology and transversality
Color codes wereﬁrst introduced as an alternative two-dimensional geometrical architecture to the surface code
[10]. The color code construction is characterized by having three different boundary types, unlike the surface
code, and logical operators are formed by connecting all three boundaries. In this sense, the color code has a
7
Theweight of a tensor product of Pauli operators is deﬁned as the number of non-identity Pauli operators in the product.
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symmetry between the boundaries that is not present in the surface code. This symmetrymanifests itself in the
transversal operators of the code, whichwe detail below.
Color codes are CSS codes whose stabilizers, in planar geometries, are given by plaquette operators only.
Since all plaquettes hold bothXandZtype operators, all plaquettesmust intersect at an even number of qubits
in order to satisfy commutativity of the stabilizers. The graph is therefore 3-valent and 3-colorable, thus giving
rise to the notion of color in the code setting [10, 15]. This condition on the structure of the graph leads to a
restricted set of possible conﬁgurations for the stabilizers of the code, resulting in possible stabilizer weight
distributions of 6-6-6, 4-8-8, and4-6-12 [16]. Unlike the surface code, there is a symmetry in the two types of
stabilizers in the code, resulting in a transversal Hadamard gate.Moreover, the generalized phase gate can be
implemented transversally by choosing a careful distribution of positive and negative rotations. As such, all
Clifford gates can be implemented transversally for the color code8, a signiﬁcant advantage over the surface code.
These properties of the color code have allowed recent research in fault-tolerance to develop schemes for
alternativemethods tomagic-state distillation for universal quantum computation [17–19]. In addition, a recent
result by Bombin has shown that three-dimensional color codes can be used in single-shotQEC to circumvent
the need to store historical syndrome datawhen correcting for errors inmeasurement [20].
3. The problemof decoding
3.1.Minimumweight perfectmatching
In topological codes, error syndromes are registered as excitations of stabilizers on the topological surface in
question. That is, given an error chain composed of a particular Pauli operator, the resulting syndromeswhose
measurement results will changewill be the endpoints of the error chain.We denote such changes in the
expectation value of the syndromes as excitations. Treatingﬂipped syndromes as excitations is rooted in the fact
that the endpoints of these error chains behave like anyonic particles, with associated braiding statistics
depending on the type of error. As such, any decoder will need a notion of the topology at hand. The code
distancewill refer to theweight of the logical Pauli operator with smallest support. between different excitations
will allow tominimize the probability of introducing a logical error upon decoding. Inﬁgure 1, we provide an
example of aweight-4Xerror on a distance9 surface code patch. Given that the error is of lowweight, proper
decoding should lead to its correction. The inputs to the decoding algorithm aremost simply described in the
dual lattice picture, as seen inﬁgures 2 and 3, where lattice sites correspond to syndrome locations, and edges
correspond to shared qubits between pairs of stabilizers.
The input to the decoding algorithm is the locations of the excitations, orﬂagged syndromes, and the
corresponding distance between pairs of excitations. The distance between excitations is given by theminimal
number of qubits connecting a chainwith the excitations at the endpoints. The simplest formof decoder—the
Greedy algorithm—leads to poor performance. Given a look-up table of all the excitation pairs and their
corresponding distances, theGreedy decoding algorithmﬁnds the smallest weight pair, and assigns a correction
along the connecting chain. Then, these two excitations are removed from the table, and the next-smallest pair is
found, and so forth until all pairs of excitations have been corrected. In the example provided inﬁgure 1, the two
neighboring excitations areﬁrstmatched up together (since they are distance 1 apart), and then the remaining
Figure 1.Example of a distance9 implementation of the surface code, whereZstabilizers are deﬁned byweight-4 plaquette operators,
whileXstabilizers are given byweight-4 star operators. In the presented example, anX error has occurred on the blue colored qubits,
causing excitations at the colored plaquettes. These colored plaquettes will serve as the inputs to the decoding algorithm.
8
TheCNOTgate is also transversal since the code is a CSScode.
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excitations arematched up through the boundary (as this forms theminimal-weight error between these
excitations). Unfortunately, when combinedwith the initial errors in the code, the remaining errorwill now
form a logical error since theGreedy decoder accidentally paired syndromes that were quite delocalized.
Amore accurate formof correction can be achieved using an algorithm calledmin-weight perfect
matching(MWPM). TheMWPMalgorithm is based on Edmonds’ blossom algorithm [21], where excitations
arematched together by considering growing sets ofmatchings of different weights.Moreover, the algorithm is
efﬁcient in the number of input pairs, scaling roughly asN6, whereN is the total number of excitations9. In the
example shown inﬁgure 3, theMWPM algorithmmatches together two pairs of excitations that are of
distance2 and3. Therefore, the total distance of the corresponding pairs is5, as opposed to in the case of the
Greedy decoder, where the total correctionwas of weight1 5 6+ = . TheMWPMalgorithm aims tominimize
over this sum.
3.2.Qudit codes
Qubit stabilizer codes can be generalized to the case of qudits through the introduction of generalized Pauli
operators, theHeisenberg–Weyl operators. A qudit resides in aD-dimensional Hilbert space, and the
generalized Pauli operators take the form:
Figure 2.Greedy implementation of decoding for the error presented inﬁgure 1.Note that overall theweight of the corrected error
chain is higher, even though the twonearest excitations have been paired together.
Figure 3. Implementation of themin-weight perfectmatching decoder for the error presented inﬁgure 1. The decoder optimizes to
ﬁnd smaller weight corrections than theGreedy decoder by searching for pairs of higher weight.
9
The blossom algorithm scales asP3, where P is the total number of pairs. Since there areN excitations, there are on the order ofN2 pairs of
excitations.
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where addition is takenmodD and e D2 iw p≔ is theDth complex root of unity. Intuitively, theXandZ
operators generalize the regular Pauli operators, andwhile no longer being self-inverse, do
satisfyX Z ID D= = . Stabilizer codes will again be deﬁned as the ‘+1’ eigenspace of the generalized Pauli
operators. Importantly, the operators no longer just simply commute or anti-commute, but rather have a
generalized formof commutation relationship, X Z Z Xk l kl l kw= - . Therefore, when generalizing topological
CSS codes to the setting of qudits, it will no longer be sufﬁcient forX andZtype stabilizers to just overlap at an
even number of locations, as the phases will no longer automatically cancel out. In order to overcome this
restriction, particular orderings for each of the operators are chosen in order to satisfy commutativity of the
stabilizers [9].Wewill expand upon this notion further in upcoming sections. One distinct advantage of qudit
codes is that due to the enlarged localHilbert spaces, stabilizermeasurements can return amuch larger set of
possibilities. As such, increased information about chains of errors can be detected by neighboring plaquettes,
since aweight-2 error on a given stabilizer will not necessarily lead to a trivial syndromemeasurement. This
phenomenon has been shown to produce higher thresholds for qudit codes, in comparisonwith similar qubit
codes, when decoding takes this additional information into account [11].
Emphasizing this increased difﬁculty in decoding, theMWPMdecoding technique described in the previous
section translates to hyper-graphmatching in the case of qudit decoding on the surface code, a computationally
inefﬁcient task. As such,modiﬁed decoding techniques have to be used in the case of qudit codes, and these are
typically based on a formof renormalization [11]. The process involves iteratively increasing the scale, at each
scale identifyingmaximally connected disjoint clusters, and if they are neutral (the sumof excitations=0mod
D), annihilating them through charge transport, as described inmore detail in a later section.
Just as in the case of qubit codes, topological qudit codes exhibit thresholds due to the percolation of errors.
That is, given a particular ﬁxed topological code and decoder, for independent errors at a rate below a certain
threshold, the codewill be correctedwith high accuracy, reducing the logical error rate of the state with respect
to the physical error rate.However, once the statistical ﬂuctuations of errors become too great, larger error
regionswill form, leading to high likelihood that such large error regionswill be connected to form a logical error
that spans non-locally across the system [22]. The rate at which the systemundergoes these phase transitions is
denoted by the threshold for the system, given a particular errormodel. The threshold rate can greatly vary
depending on the errormodel of the system, commonly spanning one ormore orders ofmagnitudewhen
comparing independentmemory errors from circuit level noise (that is noise on the individual circuit
components that are used to perform the error correction and detection).
4.Decoding qudit color codes
In this work, we use clustering techniques to decode the qudit color code.Wewill call this theGCCDecoder, for
GeneralizedColor Clustering. In this description, wewill focus on its application to the 6-6-6 code, but it can be
just as easily applied to the 4-8-8 or 4-6-12 codes.Wewould like to point out that the goal of our decoding
algorithmwill be toﬁnd a correction process that will, alongwith the original error, return the state of the system
to the codespace. The resulting correction thereforemust combinewith the error to result in no stabilizers being
violated, or in the language of charge excitations, to cancel out all charge excitations through transport and
fusion. In this section, wewill discussmoving charges around by applying Pauli gates. These gates do not
necessarily have to be applied physically, but rather can be tracked in software throughout further computations
and it is this setting we have inmindwhen discussing these algorithms.
For plaquettes in qudit-valued topological codes to be stabilizers, we need to deﬁne an orientation on the
code. For example, we can label the six data qudits surrounding eachmeasurement qudit with numbers 0
through 5, increasing counterclockwise starting from the positive x axis.With this ordering in hand, we can
assign positive signs to data qudits with even parity, and negative to data qudits with odd parity. Thismeans that
whenwe act with SUMgates on ameasurement qudit—data qudit pair, wewould add the charge of qudit 0, but
subtract the value of qudit 1 from the total charge of the targetmeasurement qudit. Figure 4 gives an example of
such an orientation, represented in the dual picture.
In order for this to be a commuting stabilizer code, as explained thoroughly in the literature [23], wemust
choose one privileged color (usually red) to have the opposite sign convention as the other two, associating odd
parity with positive. This is important to guarantee the commutativity of generalizedX andZ plaquettes in the
qudit code and can be tracked in software.
This orientation allows us to generate a valid andmeaningful syndrome fromour data errors on the color
code. For example, if during our code cycle only a single data qudit error ofmagnitude k acted on our code, this
would trigger the three surroundingmeasurement qudits in the followingway: ForB,R, andG, the data qudit is
5
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at (odd) positions 1, 3 and 5, so during the code cycle, each of these triggers k- , where k- is the additive inverse
of kmodulo qudit dimensionD. In general, a given data qudit will be at positions of the same parity for each of
the neighboringmeasurement qudits. This process is summarized inﬁgures 5–8.
Inverting this process tells us how to transport charge along the lattice. The simultaneous transport of
chargek fromR to the two othermeasurement qudits in the triangle is accomplished by changing the value of
the data qudit enclosed by the triangle (which can be performedwith post-processing software). In particular, we
must subtract the signed charge k (moduloD) from the data’s initial charge. The sign, as above, is determined by
Figure 4. Single 6-6-6 code plaquette in the dual picture, withmeasurement qudits at vertices and data qudits at the center of each
triangle.We deﬁne a counterclockwise orientation and an ordering of the data qudits with respect to themeasurement qudit.
Figure 5.Agiven data qudit is at different position in the ordering for each of the surroundingmeasurement qudits.
Figure 6.Red plaquette with data quditsα andβ at positions 1 and 2.We can transport charge fromB1 toB2 bymodifying the values of
α andβ in the software.
Figure 7.Transporting charge k fromB1 toB2 is equivalent to the combination of transporting k fromB1 toR andG, and transporting
k- fromB2 toR andG.
Figure 8. Illustration of charge transport fromB1 toB4. Note that betweenB3 andB4 we add charge k to both data qudits because the
parity is odd according to our speciﬁed orientation.
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the parity of the data qudit with respect toR. In this process, bothB andG pick up a charge of k- regardless of
data qudit sign.
This leads us to the following key observation: by composing such transport processes, we can transfer
charge between qudits of the same color without affectingmeasurement qudits of complementary types.When
clustering in the surface code, wewere able to annihilate a neutral cluster through controlled charge transport.
This same-color transport allows us to perform a similar procedure for qudit color codes.
Here, adding k to quditsα andβ transports charge k fromB1 toB2. In this way, we can transport charge
across greater distances on the lattice by composing these transportations.
4.1. GCCdecoder
At this point we can introduce our decoder. Similarly to the surface code case, wewill have a notion of boundary-
neutral, however for the color code this will be slightlymore nuanced. In the surface code, we called a cluster
boundary-neutral if the cluster contained any boundary element.We proceeded to annihilate all boundary
clusters before iterating the scale. For the color code, even if a cluster contains a boundary element, we can not
necessarily annihilate the entire cluster. Therefore, wewill refer to a cluster as boundary-neutral only whenwe
can annihilate the cluster through internal charge transport and transport with the included boundaries.
The decoding proceeds as follows: we deﬁne our primitive unit of distance as the length of an edge on the
dual lattice l. Startingwith i=1 (the scale factor), we connect allmeasurement qudits in the syndrome separated
by distance l i ´ , and identify allmaximally disjoint clusters.Within each cluster, we calculate the average
position, and then transport the charge from all elements in the cluster toward themeasurement qudits closest to
that central point10,making corresponding data qudit changes in the software aswe go. If the cluster is neutral, it
will have been completely annihilated. Otherwise, we are left with atmost two qudits (of distinct colors) at the
center of the cluster. Boundary-neutral clusters are then annihilated, and the scale is iterated to the next integer
value. the procedure is repeated until the syndrome is empty.
To determine if a particular decodingwas successful (under a code capacity errormodel), it is sufﬁcient to
check that the original error plus correction commutes with a single logical operator (any of the three boundaries
of the triangular code). An explicit example of a successful GCCdecoding is given in the appendix.
5. Threshold estimates for qudit color codes
The performance of the different codes and decoders are tested in thememory bit-ﬂip errormodel, for a variety
of qudit dimensions.We only study the case of bit-ﬂip noise as the code is a CSS code, and our decoding
techniqueswould address errors of bit and phase type independently. Considering one type of noise is standard
in estimating the performance of CSS codes under codecapacity noise andwill give us a natural comparison
point to previous studies of colorcode decoders [24]. Thememorymodel assumes noisy quditmemories, with
perfect syndrome extraction and correction (according to the chosen decoder), and is generally considered to be
a good representative of the performance of families of error correcting codes. That is, good performance under
this errormodel will typically translate into good performance under gate noise when using fault-tolerant
measurement circuits, although the thresholdwill typically decrease by at least an order ofmagnitude. Unless
otherwise speciﬁed, each logical error probability data point represents 30 000 trials.
Explicitly, the errormodel we are studying here, in the case of qubits, is the following applied to each data
qubit of the code:
p pX X1 . 2 r r r= - +( ) ( ) ( )
Namely, the errormodel consists of randombit-ﬂip noise being appliedwith probabilityp.
For qudits, each qudit in the code can be affected by D 1- unique non-trivial integermultiples of each
generalized bit-ﬂipX operator. As a result, the errormodel generalizes to:
p
p
D
X X1
1
. 3
j
D
j j
1
1
 år r r= - + - =
-
-( ) ( ) ( )
Toput our decoding results in context, weﬁrst present results for the surface code usingMWPMand
clustering techniques, and then present qubit color code results using the surface projection decoder ofDelfosse
[24], which relies onminweight perfectmatching having projected the initial color code syndrome information
ontomultiple copies of the surface code.
10
We also tried checking the net charge of a cluster ﬁrst and as in the surface code case, only transporting charge in neutral clusters.
However, empirically our collapsemethod, which preserves distance between the centers of clusters, gave better results.
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5.1. Surface code threshold estimates
Theﬁrst set of thresholds we present are for two different decoders in the surface code.While theMWPM
decoder provides an optimal solution for the presence of excitations in the stabilizer dual graph caused by errors,
its generalization to higher-dimensional systems does not scalewell, as previously discussed. As such, in parallel
we present the clustering algorithmwhichwill be used at higher dimensions, andwill take a hit in terms of
threshold rate in the case of qubits D 2=( ). Our simulation of theMWPMdecoder alignswith previous theory
and simulations, converging to a threshold value of0.103, see ﬁgure 9.
In contrast, the clustering algorithmbased on renormalization yields a threshold result of0.093 in the case
of qubits, see ﬁgure 10.However, this decoding algorithm can then be generalized to higher-dimensional qudit
systems, as outlined in the previous sections. The shift in the threshold value obtained from the crossing point of
the logical error rate at various distances can be explicitly seen as the qudit dimension increases, see ﬁgures 11
and 12. The threshold value increasesmonotonically as the qudit dimension rises, saturating close to a threshold
value of0.155 as shown inﬁgure 13.
Figure 9. Logical error rates for theKitaev surface code underminweight perfectmatching decoder, which identiﬁesmaximally likely
error chains.We have identiﬁed the threshold as the crossing of the distance 13 and 15 codes, at p 0.103thresh = . Each data point
corresponds to only 5000 trials, and trials were taken at fewer probabilities due to the relatively large computational cost ofminweight
matching as compared to renormalization techniques.
Figure 10. Logical error rates for Kitaev surface code under hard decision renormalization group decoder. As expected, in this qubit
case, clustering slightly under-performs compared to theminimumweight perfectmatching decoder, giving a threshold at
p 0.093.thresh =
8
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5.2. Color code threshold estimates
Before describing decodingmethods for qubit and qudit color codes, we caution against direct comparison of
speciﬁc threshold values between the surface codes discussed above and 6-6-6color codes, as they have different
underlying geometries. TheDelfosse surface projection(DSP)method for decoding the qubit color code is
based on the idea of projecting two of the three colors onto a surface code, and then using a surface code decoder
to obtain a set of different correction paths. Unifying the correction paths from these different projections
determines a valid correction for the color code, at the expense of reducing the threshold value [24]. This
decodingmethod achieves the highest knowndecoding rate in terms of code capacity noise for the color code.
There are two potentialmethods then to generalize such a decoding technique to higher-dimensional qudits,
either by using similar projections and a generalized decoder at the surface code level, such as the
renormalization decoder analyzed in the surface code, or to generalize the clustering algorithmdirectly.We
chose the latter, adapting the renormalization group decoder into a general color clustering(GCC)decoder.
The results for the color code decoders are presented inﬁgures 14–18. The implementation of theDSP
decoder realizes a threshold rate of0.080 for code capacity noise in the qubitmodel, slightly below the result
obtained in theory and simulation. This threshold, which applies only to our particular implementation differs
fromDelfosse’s result of 0.087. Yet even the threshold for ourDSP implementation exceeds theGCCdecoder in
Figure 11.Kitaev surface code under hard decision renormalization group decoder for quditD=5. p 0.1255.thresh =
Figure 12.Kitaev surface code under hard decision renormalization group decoder for quditD=100. At p 0.1545thresh = , we have
almost reached a plateau.
9
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the case of qudits.Moreover, in the limit of large qudit dimension the thresholds obtained from theGCC
decoder surpass that of the ideal qubit color code decoding.
The surface projection decoder for qubit color codes works by splitting a color code into three shrunk
lattices, and performingMWPMon each lattice. Just like the hard-decision renormalization group algorithm for
surface codes, our clustering algorithm approximates a hard problemby breaking up a global error syndrome
into smaller, localized correction clusters. In analogy to the surface code case, then, wewould expect ourGCC
decoder to attain a slightly lower qubit threshold than theDSPdecoder. In addition, we should see threshold
increasingwith qudit dimension. In fact, we see just this: the clustering decoder exhibits a lower threshold for
qubits, attaining a rate of 0.056, which is an evenmore substantial similar drop from ideal threshold value than
in the surface code case. However, in generalizing this decoding technique to higher-dimensional systems, the
threshold rate increases to0.084 D 3=( ), and to0.115 D 25=( ), eventually plateauing at 0.119, see
ﬁgures 15–19. A summary of our results are presented in table 1.
Unlike in the surface code, in the color code of code distance7, every internalmeasurement qudit is
connected to at least one boundary from theﬁrst clustering iteration onward. Because of this, our decoder
performs poorly. These small-size effects become less important for code distance9, and vanish almost entirely
for larger codes. In order to properly reﬂect these small-size effects, we do not consider this curvewhen
establishing the threshold. However due to length of the classical simulationwewere only able to simulate lattice
Figure 13.The threshold increases with qudit dimension until saturating around p 0.155thresh = . Curve ﬁtted to function
T x T
Dplateau
= - ab-( ) , whereD is the qudit dimension,T is the threshold, andTplateau is the threshold as D  ¥.
Figure 14.Threshold estimates using the surface projection decoder, which employsminweight perfectmatching on each of the
code’s shrunk lattices. p 0.080.thresh =
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sizes up to code distance13.We used the crossing point of the code distance 11 and 13 as a point of reference for
the threshold value and believe that further simulations at higher values would strengthen the assumption that
the threshold value is at this point.
6. Conclusion
In this work, we have introduced a newdecoding algorithm for qudit color codes to study the behavior of the
fault-tolerance threshold as qudit dimensionality is increased. Since algorithms that useMWPMas a primitive,
such as theDSPmethod [24], do not scale well with increased dimension, a new scheme based on
renormalization group techniques is proposed calledGCC. Thismirrors similar work completed by
Watsonetal in the case of surface codes [11], and similar conclusions are drawn.Namely, thememory
threshold drops in the case of qubits from 0.080 in the case of the surface projectionmethod used in our
simulations to 0.056 for the case ofGCC.However, as qudit dimension is increased, the threshold rate rises to a
saturation point of near double that of the qubit case, that is0.119.We expect that the decoder would exhibit a
similar behavior when generalizing the noise to includemeasurement errors, phenomenological noise, however
leave this study for futureworks.
It should be noted that while the threshold value for qudit codes exceed that of the qubit base, a direct
comparisonmay bemisleading. Namely, while the probability of introducing an error is the same, the
Figure 15. 6-6-6 color code under general color clustering decoder for qubitD=2. p 0.056.thresh =
Figure 16. 6-6-6 color code under general color clustering decoder for quditD=3. p 0.084.thresh =
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probability of a given error type is reduced in the qudit case since there are an increased number of possible
errors due to the growth in system size.Onewould expect any experimental implementation of qudit codes to be
hampered by the increased dimensionality of the system size in terms of potential error leakage, as there are
increased degrees of freedom that can be coupled to the environment.Whether such noise can be reduced to
sufﬁciently small levels in order to take advantage of the properties that qudit codes provide remains an
interesting question for experimental implementations.
For the qudit surface code, the effect of adding initialization steps to their clustering decoder to account for
path degeneracies has additionally been studied. It would be interesting to perform a similar analysis with our
qudit color code decoder, as in the 4-8-8 and 4-6-12codes certain error chains are exponentially suppressed.
Going forward, wewould also like to generalize our clustering algorithm to 3Dqudit color codes, and to
explore possible uses of clustering in qudit gauge color codes.
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Appendix. GCCdecoder
In this appendix, we provide some additional detail on theGCCused to decode qudit color codes. Asmentioned
in themain text, the decoding algorithm takes as inputs the qudit stabilizers that have been violated, and uses
techniques from renormalization group decoders to cluster sets of corrections. Figure A1 provides a graphical
representation of the dual lattice of the 6-6-6color codewith distance11, where qudit stabilizersmeasure the
data errors according to the orientation described in section 4.
A set of qudit errors triggers the appropriate set ofmeasurement ﬂagswhichwill serve as input to the
decoder. Figure A2 provides an example of the stabilizermeasurements observed in a qudit color codewith
dimension3. Since theGCCdecoder acts as a CSSdecoder, addressing errors ofXk andZktype separately, we
will assume for simplicity that all of the errors are of the same type, sayX. The qudit errors are represented by
gray circles, where a single line contour represents a X1 error, while a double contour represents a X X2 1@ -
error. Only the violated stabilizers are shown in theﬁgure, and they register the appropriate charge according to
the orientation of themeasured errors. In the example, the error in the bottom right is of typeX1, and since it is
in the positive orientation of the neighboring stabilizers, they register violations corresponding to charge1.
Figure 19.As in the surface code case, the threshold increases with qudit dimension until saturating. The plateau occurs at
p 0.119thresh = . Curveﬁtted to same form as inﬁgure 13, including the data point atD=1001 not shown in this plot.
Table 1.Code capacity threshold results for the implemented
simulations of the surface and (6.6.6)color codes. In the case
of the surface code, the optimalmin-weight perfect
matching(MWPM) is compared to the hard-decision
renormalization group(HDRG) decoder for qubits D 2=( ),
and the latter is then generalized to higher qudit dimension.
Similarly, for the color code, theDelfosse surface projection
(DSP)methodis compared to the general color
clustering(GCC) decoders and further generalized.
Code Decoder D=2 D  ¥
SurfaceCode MWPM 0.103
HDRG 0.093 0.155
6.6.6( ) ColorCode DSP 0.080
GCC 0.056 0.119
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However, in the error of charge2 on the left, the neighboring stabilizers register the error as of charge(−2),
therefore equivalent to charge1.
The clustering algorithm takes all input stabilizers and their associated graph, and clusters all violated
stabilizers that arewithin distance 1 of each other (that is, each clustermust consist of violated stabilizers that are
at least of distance 2 from any other cluster). All charges within the cluster are then brought together to three
geometrically central nodes, that is one for each color. This is done through charge transport. In our algorithm,
we reduce the three central charges to atmost two central charges by canceling out at least one of the charges
through charge identities between the three colors. If a given cluster is charge neutral, then all charges are
removed and the correction is complete (for that cluster). Any remaining charge is then iteratively fed back into
the same algorithm,where clusters are now formed by joining charges that are distance2 apart. The process
continues until all charges are removed. Inﬁgure A2, the yellow regions represent the different clusters.
Figure A3 shows the remaining stabilizer violations after theﬁrst step of theGCCalgorithm for the
discussed example. The introduced correction, due to charge transport, can combine fromdifferent colors to
cancel, and the remaining error (initial error plus correction) are given in gray. Therefore, since the top-right
cluster from ﬁgure A2 is not charge neutral, there remains a charge after the initial correction, represented by the
blue violation inﬁgure A3. At the second step, the charge is close enough (distance 2) to the Blue boundary to
cancel out the chargewith the boundary, therefore correcting the error locally in the top-right section of the
graph. As such, the decoderwill successfully correct this formof error. However, it should be noted that the
Figure A1.The dual lattice for the 6-6-6color codewith distance11. The vertices with circles represent stabilizers of a given color,
while thosewith diamonds represent the appropriate boundary. Data qudits reside at plaquettes, therefore each stabilizermeasures
6data qudits (or less at the boundary).
Figure A2.Example of a set of errors for the qudit color code of dimension3. Errors are given in gray, and are of a single type, sayX.
The errors of charge1, that isX1, are represented by circles with a single contour line. Errors of charge2, that isX2, are represented by
double contour lines. Only violated stabilizers are shown in this graph, and their charge is represented as in the case of the qudit errors.
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growth in the cluster size can very quickly span across the graph, resulting in potential logical error, if there are
toomany initial non-neutral clusters. This will happenwhen close to threshold, due to percolation, and as such
the threshold of such a scheme is lower than ideal decoders such as that proposed byDelfosse [24].
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