The operation of a water distribution system is a complex task which involves scheduling of pumps, regulating water levels of storages, and providing satisfactory water quality to customers at required flow and pressure. Pump scheduling is one of the most important tasks of the operation of a water distribution system as it represents the major part of its operating costs. In this paper, a novel approach for modeling of explicit pump scheduling to minimize energy consumption by pumps is introduced which uses the pump start/end run times as continuous variables, and binary integer variables to describe the pump status at the beginning of the scheduling period. This is different from other approaches where binary integer variables for each hour are typically used, which is considered very impractical from an operational perspective. The problem is formulated as a mixed integer nonlinear programming problem, and a new algorithm is developed for its solution. This algorithm is based on the combination of the grid search with the Hooke-Jeeves pattern search method. The performance of the algorithm is evaluated using literature test problems applying the hydraulic simulation model EPANet.
The problem of efficient scheduling of pumps has been subject to research over the last several decades. In the early stage, optimization models for scheduling pump operations explicitly included hydraulic constraints along with other physical and operational constraints [6] [7] [8] . Because hydraulic constraints are very difficult to fully describe for a given water distribution system, it is not easy to design efficient algorithms based on such an approach.
A review of some early optimization approaches to pump scheduling can be found in [9] . An iterative dynamic programming method was developed in [10] to find an optimal schedule of pump operations. This method uses the forecasted demands for 24 h, and the initial and final conditions in the reservoirs, as well as the hydraulic properties of the whole system. A linear programming approach was proposed in [11] . The paper [12] describes a multi-objective optimization formulation using both the energy cost and the pump switching criterion as objective functions. The genetic algorithm was modified to solve the multi-objective optimization problem. Various versions of the genetic algorithm were developed in [13, 14] for solving pump optimization problems. In all the above-mentioned papers, the authors tried to explicitly include hydraulic constraints in the optimization model.
In the paper [15] , the authors propose an approach which is based on the maximization of the use of low-cost power (e.g. overnight pumping). They formulate the operational optimization of water distribution networks as a mixed integer nonlinear programming problem. The paper [3] proposes an approach to determine a penalty term in the objective function of the pumping cost minimization problem. This term depends on the degree of failure and on the set pressure criteria. A version of the genetic algorithm was developed based on this approach.
In the paper [4] , a schedule of pumps is explicitly defined based on time controlled triggers, where the maximum number of pump switches is specified beforehand. A pump schedule is divided into a series of integers, with each integer representing the number of hours for which a pump is active/inactive. An algorithm based on an ant colony optimization was developed to solve the optimal pump scheduling problem. An approach which decomposes a water supply system into several subsystems and a planning period into operational periods was proposed in [16] . The pump discharges are discretized and arranged by heuristic methods in order to reduce the number of times the pumps are switched on. A dynamic programming method is consequently applied to solve the optimization problem.
An adaptive search algorithm is proposed in [17] . This algorithm selects which pumps to switch on or off, using a combination of influence coefficients and pipe network pressure readings. When the pressure increases or drops beyond the allowable values, the pump which has the greatest influence and delivers water at least cost is selected to correct the pressure by either turning it on or off as required. The algorithm iterates between the optimization and the simulation models until the optimal solution is found.
The paper [18] develops an approach for determining the optimal scheduling of pumps in a water distribution system with water quality considerations. In this approach, bound constraints on the state variables are incorporated into the objective function using the augmented Lagrangian penalty method. The solution of the optimization problem is obtained by interfacing a hydraulic and water quality simulation code, EPANet, with a nonlinear optimization code, GRG2. In the paper [5] , the authors propose algorithms based on a combination of genetic and direct search methods such as the Hooke and Jeeves method and the Fibonacci method for solving the pumping cost minimization problem. It is demonstrated that the hybrid methods are superior to the pure genetic algorithm in finding a good solution quickly when applied to both a test problem and a large existing water distribution system. The development of hydraulic simulation packages led to the design of more efficient algorithms for solving pumping cost minimization problems. The use of such packages allows one to avoid the difficulty of the explicit inclusion of hydraulic constraints in the optimization models. This approach, which integrates a hydraulic simulation model with an optimization model, is now widely used to optimize pump operations. It should be noted that the algorithms proposed in papers [15, 3, 4, [16] [17] [18] 5] iterate between optimization and simulation models to find optimal solutions to the pumping cost minimization problem.
The discrete (binary) nature of some variables and the size of the solution space are among the main difficulties of optimizing water distribution system operations [3] . More specifically, the pumping cost minimization problem is a mixed integer nonlinear programming problem. Conventional optimization methods are not directly applicable for solving such problems, because these methods are suitable mostly for optimization problems which have only continuous variables. Population based methods such as evolutionary algorithms and various meta-heuristics are well suited to deal with both discrete and continuous variables. These algorithms have been widely used to solve pumping cost minimization problems. However, population based algorithms have the following drawbacks. Firstly, they require a large number of objective and constraint function evaluations, which is not acceptable when these evaluations are expensive. Secondly, they are inefficient for solving large scale problems. Thirdly, these algorithms sometimes cannot locate a solution with high accuracy, and as a result they may produce only suboptimal solutions. Conventional deterministic methods of optimization are more accurate than the population based algorithms. Algorithms for solving pumping cost minimization problems contain both optimization and simulation components, and direct search methods are more suitable for their solution than gradient based or Newton-like methods. The significant advantage of direct search methods is that they do not require any gradient or Hessian information, and they can be applied for solving optimization problems with noisy input data. This makes direct search methods attractive for solving pumping cost minimization problems. The papers [18, 5] propose algorithms based on the combination of population based methods with various direct search methods. Results presented in these papers demonstrate that such algorithms are able to obtain more accurate solutions than solely population based methods. These results also illustrate that population based methods are efficient to generate feasible solutions to the pumping cost minimization problem, whereas direct search methods can be applied starting from those identified feasible solutions to get more accurate ones.
Different approaches have been proposed to reduce the number of discrete variables in pumping cost minimization problems. One such approach was proposed in [5] , where the level of water in tanks is considered as a decision variable.
In this paper, we propose different approach to reduce the number of discrete (binary) variables and the overall size of the search space in the pumping cost minimization problem. In this approach, we consider the start/end run times of pumps as continuous decision variables. We also define the maximum number of on/off switches of pumps beforehand, which allows us to reduce the number of constraints. Furthermore, we use binary variables to describe the status of the pumps at the beginning of the operational period. Their status in subsequent time intervals is defined automatically. Such an approach allows us to significantly reduce the number of binary variables.
The objective function in this approach includes only the energy cost of pumping, taking into account tariffs for both peak and off-peak periods. We do not include the cost for wear on the pumps caused by switching on/off a pump, which cannot be quantified easily [19] . The objective function is nonsmooth and nonconvex, and contains both continuous and discrete (binary) variables.
The use of start/end run times of pumps as decision variables allows us to apply the simple grid search method to generate a large set of feasible solutions. We then apply the Hooke and Jeeves direct search method starting from those identified feasible solutions to find more accurate ones. The proposed algorithm iterates between the optimization model and the hydraulic simulation model EPANet until the optimal solution is found. We demonstrate the performance of the algorithm using two test problems: EPANet network example 3 and van Zyl network [5] .
The structure of the paper is as follows. The pumping cost minimization problem is formulated in Section 2. An algorithm for solving the optimization problem is presented in Section 3. Section 4 provides the description of the test problems as well as the results of numerical experiments using these test problems. Section 5 concludes the paper.
Optimization model
In this section, we formulate both the objective function and constraints of the pumping cost minimization problem. We consider a water distribution network which consists of one main (unlimited) source of water, storages, pump stations, pipes, and demand nodes. We assume that initial storage water levels, demands and demand patterns, and peak and off-peak electricity tariffs are known.
The amount of energy consumed by a pump depends on flow through the pump, the head supplied by the pump, and the wire-to-water efficiency. These parameters can be calculated using a hydraulic simulator (i.e. EPANet) for a known pump schedule. Pump energy costs also depend on the energy price given by electricity tariffs. These tariffs may vary during a scheduling period consisting of an expensive peak and cheaper off-peak periods. In this paper, we restrict the number of on/off pump switches. However, we do not incorporate the pump maintenance costs and demand charge costs into the objective function. Therefore, our objective function consists of only the energy consumed by the pumps.
The combined water volume in all storages can be different at the beginning and end of the scheduling period, which means that it is allowed to have both a decrease and an increase of the water level in all storages. Nevertheless, the difference between the combined water volume at the beginning and end of the scheduling period cannot be greater than some predefined value.
We use the following notation for parameters in the pumping cost minimization problem, which is partially adopted from [4] .
•
] the peak interval, during one scheduling day. In real applications, for example,
• N SW -the maximum number of switches for all pumps during one day. We assume that N SW ≥ 2.
• N p -number of pumps.
• N s -number of storages.
• N d -number of demand nodes.
• R 1 and R 2 -energy tariffs during off-peak and peak intervals, respectively ($/kWh). In real applications, R 1 < R 2 .
• E mi -energy consumption rate of pump m during interval i (kWh/h), m = 1, . . . , N p , i = 1, . . . , N SW − 1. It can be constant or may depend on flow rate and head. It can be found from the pump's performance curve.
• H ji -head supplied at demand node j during time period
• H max j -maximum head allowed at demand node j, j = 1, . . . , N d .
• h mi -total dynamic head supplied by pump m
• e m -overall wire-to-water efficiency of pump m, m = 1, . . . , N p .
• H j,min S -minimum level of water in storage j, j = 1, . . . , N s .
• H j,max S
-maximum level of water in storage j, j = 1, . . . , N s .
We use the following notation for decision variables in the pumping cost minimization problem.
• 
The objective function
Given particular start/end run times t mi , i = 1, . . . , N SW and an initial schedule X m for pump m, m = 1, . . . , N p , the total cost of energy, in general, is calculated as follows:
(energy consumption cost + demand charge + pump maintenance cost).
This paper does not consider the demand charge and pump maintenance cost, and formulates the objective function on a daily (24 h) basis. Additionally, only two (peak and off-peak) tariff periods are considered.
As already described, information on a pump's status at the initial time interval is sufficient to determine its status in all subsequent time intervals. Then any pump's on/off intervals can be divided into two parts: the first part contains all intervals where the status of the pump is the same as its status in the initial interval, and the second part contains all other intervals. In order to take into account peak and off-peak periods, the cost function for the off-peak period (low cost) is written for the whole day and added to the difference between the peak (high cost) and off-peak periods.
The cost function for a given pump m can be expressed as a sum of four functions as follows:
Here,
• E mi is the energy consumption rate at the interval [t mi , t m,i+1 ], i = 1, . . . , N SW − 1 of a pump m, which depends on the flow through the pump, the head supplied by the pump, and the efficiency at which it operates:
where K is a given constant, for example, K = 0.01019 [4] .
•N = ⌊N SW /2⌋, where ⌊a⌋ stands for the largest integer number less than or equal to a.
• u mi = max{T 2 , t mi }, w mi = min{T 3 ]. Both functions are calculated for off-peak rate for the whole day. In order to take into account the peak period, we introduce two additional functions F 2 (X m , τ m ) andF 2 (X m , τ m ), which add the difference between peak and off-peak rates in the peak period. The function F 2 (X m , τ m ) defined by (4) represents the cost difference between peak and off-peak rates for all intervals where the status of pump m is the same as its status in the initial interval [t m1 , t m2 ]. The functionF 2 (X m , τ m ) defined by (5) represents the cost difference between peak and off-peak rates for all other intervals. Fig. 1 shows an example of the timeline for one scheduling period (i.e. one day) with five intervals during which the pumps are either on or off, alternately. Assuming that the dashed lines represent intervals during which the pumps are off (X m = 0), and the solid lines represent intervals during which the pumps are on, we will have functions F 1 (X m , τ m ) = 0 and
Remark 2. It should be noted that the off-peak period may start at midnight in some water distribution networks. This case is even simpler, because there are only two intervals: [T 1 , T 2 ] and [T 2 , T 3 ], where T 1 = 0 and T 3 = 24. However, in this paper we consider a more complex case when the off-peak period starts and ends during the day.
The objective function, which is the total pumping cost for the whole water distribution system with N p pumps, can be written as follows:
Since functions F 1 ,F 1 are nonconvex and functions F 2 ,F 2 are nonsmooth and nonconvex, the objective function f is nonsmooth and nonconvex.
Remark 3.
In this paper, we consider only pumping cost as the objective function, so we do not include the maintenance costs. Maintenance costs can be measured by using the number of pump switches. Frequent switching of pumps cause wear and tear which, in turn, can increase maintenance costs. As a result, the minimization of the number of pump switches can reduce maintenance costs. However, our objective function allows us to automatically take into account this constraint, since we define the maximum number N SW − 1 of time intervals a priori. Therefore, there is no need to additionally define those constraints.
Constraints
In this subsection, we formulate the constraints of the pumping cost minimization problem. These constraints include hydraulic constraints representing conservation of mass of flow and energy, and system constraints such as minimum and maximum limits on storage levels, and minimum and maximum pressure requirements at demand nodes.
We do not require that storage water levels should be fully recovered by the end of the scheduling period. This means that it is allowed to have some deficit of water in all storages. Thus constraints on storages are determined by their minimum and maximum water levels as well as the combined water volumes in all storages.
Denote by H j S the water in storage j, j = 1, . . . , N s . Then we require that
Denote also by D the ratio of the allowed difference in the combined water volume in all storages (in %). Then we have the following constraints on the volume of water at the end of the scheduling period:
where
V jI and V jE are volumes of water in storages j = 1, . . . , N s at the beginning and end of the scheduling period, respectively.
It is required that consumers are supplied water at adequate pressures. Therefore, the optimization model must include maximum and minimum pressure constraints at customer demand nodes:
Additionally we require that the start/end run times satisfy the following condition:
We do not explicitly describe constraints representing conservation of mass of flow and energy, because these are maintained by the hydraulic simulator EPANet. 
Formulation of optimization problem
The pumping cost minimization problem is reduced to the following optimization problem:
subject to
−D ≤
Problem (7)- (12) Constraint (9) is maintained by the hydraulic simulator EPANet, so it is not included in the final objective function. In order to take into account constraint (12), we use the following penalty function: Constraints (10) and (11) are not maintained by EPANet. Then Problem (7)- (12) can be rewritten as follows:
Here, γ > 0 is a penalty coefficient.
Solution algorithm and its implementation
In this section, we describe both an algorithm for solving the pumping cost minimization problem (13)- (17) and its implementation. This algorithm is based on a combination of optimization and hydraulic simulation. The optimization method is applied to generate pump schedules using only the objective function (13) and constraints (14) , whereas a hydraulic simulator is used to check the hydraulic feasibility of those schedules. Thus hydraulic constraints and limits on storage levels are enforced implicitly by the hydraulic simulator. The constraint (17) , minimum and maximum pressure heads at demand nodes, was not included in the optimization problem at this stage. Nevertheless, the minimum pressure head was controlled by the simulator. We apply the Hooke-Jeeves method for minimization of the objective function (13) and the package EPANet for hydraulic simulation (for details of the EPANet software, see [20] ).
The Hooke-Jeeves method is a direct search method which does not require gradient information. It is based on two types of moves: exploratory and pattern. Exploratory moves are moves along the coordinate directions. The length of these moves is determined by step sizes which should be initialized by the user. Pattern moves are determined by the first and last points obtained by the exploratory moves. The direction from the first point to the last point is considered as the most favorable search direction. The step length in this phase depends on the distance between these two points, in fact, on the step sizes from the exploratory moves. When no further improvements are made through exploration moves around the base point, the step size can be reduced and the process repeated. If the step size in exploratory moves is less than some predefined threshold, then the method stops and the last base point is accepted as the approximate solution. Details of the Hooke-Jeeves method can be found in [21] . Direct search methods and the Hooke-Jeeves method, in particular, are very suitable for solving optimization problems, where some of the constraints are maintained by simulation.
In order to implement the Hooke-Jeeves method, one should provide the starting point, and the initial and final values of the step size in exploratory phase. In the pumping cost minimization problem, the set of starting schedules is defined using the grid on the start/end run times and on/off combinations of the pumps. Therefore, the initial value of the step size depends on the size of the grids. In our implementation, the initial step size in the exploratory phase is 2 h. In our implementation, the final step size in the exploratory phase of the Hooke-Jeeves method is 30 min. For small water networks, values of the binary variable X can be obtained by considering all possible on/off combinations. However in large water networks, this variable is also part of the optimization. Fig. 2 demonstrates a flowchart of the algorithm. Some explanation on the algorithm follows. In the first step, the initial and smallest values of the step size is set in the Hooke-Jeeves method. In the second step of the algorithm, the grid of start/end run times of pumps and their on/off combinations is applied to generate a set of schedules. Such an approach allows the generation of starting points from different parts of the search space. In calculations, we choose the step in the grid search for start/end run times to be 4 h. In the third step of the algorithm, the simulation package EPANet is applied to select hydraulically feasible schedules. All these schedules are starting points for the Hooke-Jeeves method, which is applied starting from each of these points to find a hydraulically feasible schedule with lower objective function value. Here, the algorithm iterates between the optimization and simulation to check the hydraulic feasibility of schedules generated by the Hooke-Jeeves method. Additionally, EPANet returns the dynamic pressure heads and flow rate for each pump, which are used to compute the objective function (13) .
Search directions in the exploratory phase of the Hooke-Jeeves method are determined by the decrease or increase of the combined water volume in all storages. If there is a decrease in this volume, then we allow the Hooke-Jeeves method to only increase the pump(s) operation time. Otherwise, we allow this method to decrease the pump(s) operation time. The smallest time step in the Hooke-Jeeves method is 30 min. As a result, the Hooke-Jeeves method finds a set of local solutions to the pumping cost minimization problem. In the last step of the algorithm, we choose the solution among all local minimizers with the lowest objective function value and accept it as the estimate of the global minimizer of the pumping cost minimization problem (13)- (17) .
In our numerical experiments, we use the following values of parameters.
• N SW = 5.
• D = 10%.
• γ = 100.
The proposed algorithm was implemented in programming language C.
Test problems and numerical results
To verify the efficiency of the proposed algorithm, it has been applied to solve one test problem generated using the software package EPANet and one test problem from the literature. In this section, a description of those test problems and the results obtained applying the proposed algorithm are presented.
In both examples, the simulation starts at 00:00 in the morning and ends at 23:59 at night. For hydraulic purposes, 10 min hydraulic time step intervals are used to achieve a reasonable precision. The second network example contains both a valve and a booster pump, which are not considered in the optimization model proposed in this paper. Therefore, we assume that the valve is always on and that the booster pump is controlled by the water level in a tank in this network.
Example 1
EPANet Net3 example network is chosen as the first test problem for testing the algorithm. The system has two water sources, three elevated water tanks, 120 pipes, 94 nodes, and 2 pumping stations. The water distribution system for this test problem is given in Fig. 3 where the following modifications were made. We use the following values of parameters in the simulation. • Off-peak tariff R 1 = 0.0244 $/kWh.
• Peak tariff R 2 = 0.1194 $/kWh.
• Wire-to-water efficiency of both pumps: e 1 = e 2 = 0.75.
Results for this example are presented in Figs. 3-7 . The lowest value found for the energy consumption cost (that is the value of the objective function (7)) is $347.66. The schedule representing this value is given in Fig. 4 . This schedule corresponds to 4.10% deficit in the total volume of the water in the network.
The graph in Fig. 5 shows the water inflow and outflow into and from the network, respectively, as well as the combined water level in all tanks during the scheduling day.
The graphs in Fig. 6 demonstrate how the water volume in the tanks changes during the scheduling period (one day) for the optimal schedule.
The graphs in Fig. 7 show the water flow from the pumps during one day corresponding to the optimal schedule.
Example 2
The second test problem was adopted from [5] . The water distribution system for this test problem is given in Fig. 8 . The original data for this network can be found in [5] .
This network consists of one water source, three pumps (pmp1, pmp2, and pmp3), and two water tanks (T5 and T6). Pumps pmp1 and pmp2 run in parallel and pmp3 is a booster pump which is controlled by the water level in tank T5. In the optimization algorithm, the global wire-to-water pump efficiency e = 0.75 was used in order to calculate the energy cost. Results for this example are given in Figs. 9-12. The lowest value found for the energy consumption cost (that is the value of the objective function (7)) is $253.87. The schedule representing this value is given in Fig. 9 . This schedule corresponds to 3.58% deficit in the total volume of the water in the network.
The water inflow and outflow into and from the network, respectively, as well as the combined water level in all tanks during the whole scheduling day corresponding to the optimal schedule are given in Fig. 10 . The graphs in Fig. 11 demonstrate the variation of water volume in the tanks during the scheduling period (one day) for the given optimal schedule.
The graphs in Fig. 12 show the water flow from pumps pmp1 and pmp2 during one day corresponding to their optimal schedule.
Conclusions
In this paper, a novel algorithm was developed for solving pumping cost minimization problems. We proposed a new approach for modeling of explicit pump scheduling by considering the pump start/end run times and pump status at the beginning of the scheduling period as decision variables. Such an approach allows for a significant reduction of the number of binary variables in the pumping cost minimization problem. This approach also allows for the easy generation of a set of hydraulically feasible solutions using a hydraulic simulator to cover the whole search space.
An algorithm was developed which involves both optimization and simulation to find the optimal pumping schedule. The Hooke-Jeeves direct search method was applied for optimization starting from feasible points generated by the grid search. The EPANet package was used to perform hydraulic simulations. The performance of the algorithm was evaluated using one test problem from EPANet and another test problem from the literature.
It should be noted that mathematical modeling of any real-world system may involve uncertainties, and an adequate model cannot be developed without having included such uncertainties. In optimization of water distribution systems, little has been done to build models which include uncertainties. The use of mostly continuous decision variables in the pumping cost minimization model allows one to extend it to include different types of uncertainty such as polyhedral and ellipsoidal uncertainties (the definitions of such uncertainties can be found, for example, in [22, 23] ). This will be a part of future research.
