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We systematically study the coupling of longitudinal modes (shells) in a carbon nanotube quan-
tum dot. Inelastic cotunneling spectroscopy is used to probe the excitation spectrum in parallel,
perpendicular and rotating magnetic fields. The data is compared to a theoretical model including
coupling between shells, induced by atomically sharp disorder in the nanotube. The calculated
excitation spectra show good correspondence with experimental data.
I. INTRODUCTION
Carbon nanotube (CNT) quantum devices have been
the basis for diverse experimental and theoretical
studies related to e.g. quantum information1–5, nano-
electromechanical systems6–8, induced9 and artificially
created10 superconductivity, and predicted topological
behavior11–13. CNTs are attractive because their elec-
tronic behavior is well-understood and for sub-micron
CNT based quantum dot devices, the electronic spec-
trum can be accurately described with a simple single-
particle model. In this model each nearly four-fold de-
generate longitudinal mode (shells)14–16 is described by
valley (τ = K,K ′) and spin (s =↑, ↓) degrees of free-
dom. Advances in fabrication techniques have led to
high quality nanotube devices17,18 which enable measure-
ments of fine, spectroscopic features such as, e.g., spin-
orbit interaction1,19–23 or disorder, which couple the bare
quantum states in a well-defined manner. So far, the cou-
pling of nanotube shells has not been examined in detail
since the level spacing between shells in carbon nano-
tubes typically is so high that this coupling can be safely
neglected.
The first observations of the four-electron shell struc-
ture were reported in the early 2000s14,15 followed by
experiments establishing the near four-fold degenerate
states as the starting point for more involved analysis of
the observed carbon nanotube quantum states16,17,24–34.
Initially the splitting of the four-fold degeneracy in two
doublets was attributed to mixing of K and K’ states (dis-
order), but the seminal experiment of Kuemmeth et al.
in 2008 revealed that the spin-orbit coupling also plays a
crucial role1,19,22,35–40. Carbon nanotube quantum dots
are typically analyzed within the single-particle model in-
cluding spin-orbit coupling and disorder20,41 even though
interactions are shown to be important close to the band
gap42–46.
In this paper, we experimentally study the coupling
of three shells in a CNT quantum dot and we extend
the existing model to adequately include also inter-shell
couplings26,45,47, which allows for quantitative analysis
of the data. The nanotube spectrum is probed experi-
mentally with inelastic cotunneling spectroscopy47 which
yields the transition energies between levels in the nano-
tube quantum dot. The evolution of these energy level
transition energies is measured as a function of parallel,
perpendicular and rotation of the magnetic field for vari-
ous fillings of a nanotube shell. The quality of the model
is assessed by calculating the excitation spectrum and
fitting it to the obtained data. We find that the model
fits the data well given two sets of parameters describing
fillings of 0, 1 and 2, 3 and 4, respectively.
II. MODEL
For the states in shell ν we will use an effective four-
level model20,21,23,45,48,49 for a CNT quantum dot in an
applied magnetic field with magnitude B and angle θ
measured from the nanotube axis:
Hν =gsµBB(cos θσzτ0 + sin θσxτ0)
+ gνorbµBB cos θσ0τz + ∆νSOσzτz (1)
where τi and σi are Pauli matrices in valley (K, K ′)
and spin space, gs the electron spin g-factor and µB the
Bohr magneton. The effect of the magnetic field on the
circumferential motion is opposite for K and K ′ and is
parameterised by the orbital g-factor gνorb. ∆νSO sets the
magnitude and sign of the spin-orbit interaction which
couples spin and valley states. Each shell ν has its own
set of parameters as indicated by the superscript. This is
justified by experimental studies on separate shells which
show that the parameters may change significantly be-
tween shells, but rarely change within a shell20,50.
Both shell index ν, valley index τ and spin s are
conserved quantities in Hν so we can label the eigen-
states as |ντs〉. When imposing periodic boundary con-
ditions around the circumference and hard-wall boundary
conditions45 at the nanotube-electrode interfaces we get
the following wave functions for a metallic nanotube21,49
Ψντs(φ, z) = 〈r|ντs〉 = 1√
piL
eiτqφ sin(νzpi/L) |s〉 . (2)
Here ν = 1, 2, . . ., τ = ±1 for K,K ′. The nanotube quan-
tum dot segment has length L, r is the position vector
for the electron, z lies along the nanotube axis, and φ is
along the circumferential direction. The orbital quantum
number q is defined by the chiral vector indices n1, n2 as
ar
X
iv
:1
80
9.
07
14
3v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
19
 Se
p 2
01
8
2FIG. 1. (a) Bias spectroscopy data in the conductance band showing conductance dI/dVSD as a function of applied bias
VSD and backgate voltage VBG. Diamond heights exhibit four-fold periodicity indicating filling of spin and valley degenerate
shells whose indices are shown with ν. The magnitude of the zero-field Kramers doublet splittings can be identified from
the onset of inelastic cotunneling, highlighted as Λν =
√
(∆νSO)2 + (∆νKK′)2. The colormap is shown as
√
dI/dVSD rather
than dI/dVSD to emphasize these onsets whose conductance jumps are small relative to sequential tunneling conductance.
(b) Artist’s representation of device (not to scale). The length of the quantum dot is defined by the separation between the
electrodes which is 400 nm. (c) Cut through (a) at the red dashed line. The red (black) line shows conductance (d2I/dV 2SD).
Steps in conductance correspond to peaks or dips in d2I/dV 2SD and mark configurations where the applied bias eVSD is equal
to the energy difference between two levels. (d) Schematic of inelastic cotunneling spectroscopy which is used to probe the
spectrum of the nanotube quantum dot. Markers refer to Fig. 2 at 5 T.
q = (n1 − n2)/2 which is an integer for metallic nano-
tubes. Note that the nanotube is only nominally metal-
lic as it may still exhibit a (smaller) bandgap induced by
curvature45.
We now introduce a perturbation H ′ to couple K and
K ′ states motivated by disorder in the nanotube and in-
teraction with the substrate
H ′ = V (z)δ(φ). (3)
Here V (z) is an atomically smooth perturbation in the
longitudinal z direction and δ(φ) is an atomically sharp
perturbation along the circumference. Note that H ′ can
only couple K and K ′ states if it contains an atomically
sharp part45, and that this model does not consider e.g.
the chirality of the CNT51. H ′ leads to the following
matrix elements
〈νms|H ′ |ν′m′s′〉 = ∆νν′KK′δss′ (4)
where
∆νν
′
KK′ =
1
piL
∫ L
0
V (z) sin(νzpi/L) sin(ν′zpi/L)dz. (5)
Hence, this perturbation mixes all states in shell ν with
all states in shells ν′, except states with opposite spin.
Note that Eq. (5) implies ∆νν′KK′ = ∆ν
′ν
KK′ .
For a constant V (z) = V0 we obtain couplings within
a shell (ν = ν′)
〈νms|H ′ |νm′s′〉 = ∆νKK′ ≡ ∆ννKK′δss′ =
V0
2 σ0(τ0 + τx)
(6)
The τ0 term is often ignored when considering only a sin-
gle shell because it simply amounts to a shift in energy
which can be absorbed in the level spacings. The remain-
ing τx describes the usual KK ′ mixing. Here, we extend
the standard model described above by allowing terms in
the expansion of V (z) which are first-order and above in
z. These terms lead to the same structure as Eq. (6),
but they are off-diagonal in shell space.
In the following we restrict ourselves to three shells
labeled ν = 0, 1, 2 and separated by level spacings ∆Eνν′ ,
so that the full 12-dimensional Hamiltonian in ν-space
becomes
H =
H0 0 00 H1 + ∆E01 0
0 0 H2 + ∆E12
+ ∆νν′KK′δss′ (7)
Each shell has three intrinsic parameters, gorb, ∆SO and
∆KK′ , and there are three shell coupling parameters
∆νν′KK′ . This makes for a total of 14 independent pa-
rameters. Moreover, a shell can be described in terms of
two Kramers doublets. Parameters or excitations that in-
volve more than one shell (Kramers doublet) are termed
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FIG. 2. (a) Spectrum of the three nanotube shells as a
function of parallel magnetic field obtained from fitting ex-
perimental data in panel (b) and (c) to the model in Eq. (7).
Solid (dashed) lines indicate filled (empty) states. The inset
shows how the ν = 0, 1 anticross magnitude (dashed square
in panel (a)) depends on the inter-shell parameter ∆01KK′ . (b)
and (c) Derivative of conductance d2I/dV 2SD as a function of
VSD and B‖ in the center of Coulomb diamonds ∆ne = 0, 1.
The excitation spectrum is calculated from level differences
in (a) and overlaid on the data. Excitations are identified by
markers for easy comparison between model and data. Note
that markers for high-energy excitations are left out for clar-
ity.
inter-shell (inter-Kramers). Correspondingly, we use the
term intra-shell (intra-Kramers) within a shell (Kramers
doublet).
III. METHODS
Fig. 1(b) shows the simple two-terminal geometry of
the device. The nanotube is grown using chemical vapor
deposition (CVD)52 on a doped Si substrate capped with
a 500 nm capping layer of SiO2. Subsequently, electrodes
are defined with electron-beam lithography so that they
are bridged by the nanotubes at random. The electrodes
consist of Au/Pd (40/10 nm).
Rotation of the magnetic field by angle θ in the x-z
plane was achieved using a piezo-electric rotator. Stan-
dard lock-in techniques were used to obtain dI/dVSD.
The lock-in conductance was differentiated numerically
to obtain d2I/dV 2SD. Measurements were done at a tem-
perature of 100 mK in a 3He/4He dilution refrigerator.
The CNT spectrum was probed with inelastic cotun-
neling spectroscopy to obtain the excitation spectrum. In
this technique the applied voltage VSD is increased at a
fixed magnetic field with the device in Coulomb blockade
until it matches the energy difference between two levels.
At this voltage a second-order tunneling process such as
the one sketched in Fig. 1(d) is allowed which causes an
increase in conductance. Numerically finding the deriva-
tive of the conductance subsequently yields peaks when-
ever eVSD matches transition energies (see Fig. 1(c)).
The device measured in this paper has also provided
data for previous studies20,53.
IV. EXPERIMENTAL RESULTS
Initial characterization of the device using bias spec-
troscopy is shown in Fig. 1(a). We plot
√
dI/dV rather
than dI/dV to highlight the onset of inelastic cotun-
neling. The heights and widths of the Coulomb dia-
monds are seen to be approximately four-fold periodic,
reflecting the filling of Kramers doublets in the nano-
tube shells. We label the electron filling of the dot by
∆ne ≡ ne − ne,0 and estimate an approximate occu-
pation ne,0 ≈ 160 electrons20. At half-filling of shell
ν (∆ne = −2, 2, 6) the onset of inelastic cotunneling
Λν =
√
(∆νSO)2 + (∆νKK′)2 is marked on the figure by ar-
rowheads. From the bias spectroscopy data we estimate
the charging energies U = 7–8 meV and level spacings
∆E = 2–4 meV.
In order to investigate the shell couplings of the nano-
tube spectrum we perform inelastic cotunneling spec-
troscopy in shell ν = 1 for various fillings, magnetic field
strengths B and angles θ relative to the CNT axis. The
model in Eq. (7) is fitted to the data by manually iterat-
ing the parameters. The bias spectroscopy data in Fig.
1(a) fixes some parameters and/or constrains the param-
eter space by providing Λν and level spacings. Addition-
ally, some intra-shell parameters are determined as in
previous studies50 from data at low magnetic field where
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FIG. 3. Same as Fig. 2 for ∆ne = 2, 3 and 4 in shell 1. Note that in (a) only excitations between filled and empty states for
a filling of 3 electrons are marked. This means that some marks in (b) and (d) are not found in (a). White arrows indicate
excitations which are unexplained by the model (see text).
inter-shell couplings are negligible. Overall, we find pa-
rameter values consistent with those previously reported
for similar devices1,19,20,41,43,54. Since ∆SO  ∆KK′ in
all shells we can treat spin as an approximately good
quantum number. This means that the two time-reversed
states in a Kramers doublet have approximately opposite
spin.
For fillings ∆ne = 0, 1 the obtained spectrum and data
for parallel magnetic field (B‖) are shown in Fig. 2. In
the corresponding calculated spectrum for ∆ne = 1 in
Fig. 2(a), occupied (empty) energy levels are indicated by
solid (dashed) lines. Excitations between occupied and
empty levels are shown with vertical lines and a marker.
Thus some excitations for, e.g., ∆ne = 0 are not shown
in Fig. 2(a) because they involve two filled or two empty
levels. All three panels in Fig. 2 share the same set of
parameter values as listed in Table I.
The experimental excitations in Fig. 2(b),(c) are all
captured accurately by the model. At low magnetic field
in Fig. 2(c) (∆ne = 1) the intra-Kramers excitation starts
at zero energy due to the degeneracy at B‖ = 0 and the
two inter-Kramers excitations initially at Λ1 split with
approximately the electron g-factor. The fact that ∆SO is
non-zero is evident when comparing the lowest excitation
in Fig. 2(c) (∆ne = 1) with the one in Fig. 3(c) (∆ne =
3). The former is convex while the latter is concave20.
Conversely, at low magnetic field no low-energy, intra-
shell excitations are available for ∆ne = 0 in Fig. 2(b)
since all states in the ν = 1 shell are empty and the low-
est excitation energy must therefore include a level spac-
ing. By increasing the magnetic field the upper (lower)
Kramers doublet in shell ν = 0 (ν = 1) are gradually
brought closer until they anticross at B‖ ≈ 6 T26. In Fig.
2(c) the same behavior for inter-shell excitations (square
5TABLE I. Parameters obtained from fitting inelastic cotunneling data in Figs. 2, 3 and 4. The parameters for 0 and 1 electrons
in shell 1 are different from those for 2, 3 and 4 electrons. This can be explained by a change in the electrostatic potential
along the nanotube. All values are in meV except gorb-values which are dimensionless. There is some uncertainty on the
inter-shell parameters of ≈ 0.15 meV which is correlated between the parameters. The uncertainty does not, however, affect the
observation that two sets of parameters are needed. The intra-shell parameters ∆KK′ and ∆SO (gorb) have small uncertainties
≈ 0.05 meV (≈ 0.01) since they are fixed by bias spectroscopy data (slopes of excitation spectroscopy data).
shell ν = 0 ν = 1 ν = 2 Inter-shell parameters
parameter ∆SO ∆KK′ gorb ∆SO ∆KK′ gorb ∆SO ∆KK′ gorb ∆E01 ∆E12 ∆01KK′ ∆12KK′ ∆02KK′
∆ne = 0, 1 0.0 0.9 −6.4 0.07 0.45 −5.5 0.0 0.9 −8.7 3.7 3.5 0.4 0.2 0.4
∆ne = 2, 3, 4 0.0 0.9 −6.4 0.07 0.45 −6.2 0.0 0.9 −6.2 3.7 2.9 0.5 0.25 0.75
difference − − − − − −0.7 − − +2.5 − −0.6 +0.1 +0.05 +0.35
and circle) is observed. In fact, these excitations have
the same energy in Fig. 2(b) as in (c) since adding one
electron does not change these excitations.
The anticross between shells ν = 0 and ν = 1 is
shown in detail in the inset of Fig. 2(a). Blue levels anti-
cross with blue, and orange with orange. Blue levels do
not anticross with orange levels since they have opposite
spin. This prediction is confirmed by the data in Fig.
2(c) where the square and cross excitations do not repel
each other to within the spectroscopic linewidth which
is much smaller than the relevant inter-shell couplings
∆01KK′ = 0.4 meV. The anticross magnitude is propor-
tional to |∆01KK′ | as indicated by arrows. This magnitude
is directly observable as ≈ 4|∆01KK′ | in the data in Fig.
2(c) at B‖ ≈ 5.5 T. Due to the finite spin-orbit coupling
∆ν=1SO 6= 0 the blue and orange states anticross at slightly
different magnetic fields. Note, that for ne = 0, 1, the
ν = 1, 2 anticrosses are higher in energy and can not be
resolved in the experiment.
To further investigate the excitations between the ν =
1, 2 shells we repeat the procedure from Fig. 2 for fill-
ings ∆ne = 2, 3, 4 in Fig. 3. Markers have been retained
between Fig. 2 and Fig. 3 for the excitations that are
present in both figures. The agreement between theory
and the data is again excellent, although we find that
some parameters must be adjusted for these new fillings
to provide a good fit (see Table I). Almost all excitations
visible in the data (Figs. 3(b)-(d)) are predicted quanti-
tatively by the model with one set of parameters. As an
example of a feature not resolved in Fig. 2, we identify the
anticross for shell 1 and 2, illustrated in the inset of Fig.
3(a), at low bias in Fig. 3(c,d) with ∆12KK′ = 0.2 meV.
The parameters for Fig. 3 are shown in Table I along
with the difference in parameter values between the two
sets of fillings ∆ne = 0, 1 and ∆ne = 2, 3, 4. Most notable
is the change in gν=2orb of +2.5 and ∆02KK′ of +0.35 meV.
Adding electrons to the dot may change the electrostatic
potential along the tube and this may explain the change
in inter-shell parameters which are determined by V (z).
Theoretically, gorb is predicted to decrease with the num-
ber of electrons on the dot since the circumferential com-
ponents of the constant Fermi velocity vF decreases as
the longitudinal levels are filled53. Although gorb has
been observed experimentally to vary with electron fill-
ing its dependence is not always systematic20,50. The
nanotube diameter is also predicted to influence gorb al-
though independent measurements of diameter and gorb
on the same nanotube are often inconsistent45. Overall,
the variation of gorb is not understood.
We note that if only the intra-shell excitations are con-
sidered, a single set of parameters is sufficient to describe
all the data. As such, our results are consistent with pre-
vious studies on intra-shell excitations at low B‖ field20,50
which found that the parameters did not change within
a shell.
Two features in the data in Fig. 3 are unaccounted
for in the model: At low magnetic field in Fig. 3(b)
(∆ne = 2) at the white arrow a faint excitation is vis-
ible, gradually fading out above B‖ = 1 T (also visible
in Fig. 4(c)). This excitation looks like the square and
circle excitations from Figs. 3(c),(d) but it should not
be present in the ∆ne = 2 excitation spectrum since the
corresponding states are empty.
The second unexplained feature concerns the intra-
Kramers excitations in Fig. 3(c) (diamond and asterisk).
These arise from exciting an electron from occupied state
in the lower Kramers doublet to the unoccupied state in
the upper Kramers doublet. Thus, only two excitations
are possible which is consistent with the data up to about
B‖ ≈ 2.5 T. Here, however, the degenerate excitations
split in energy to reveal three excitations, the lowest of
which (marked by a white arrow) is not captured in the
model (this is most visible at negative VSD) in Fig. 3(c).
These qualitative inconsistencies can only be ac-
counted for by a model which includes additional terms.
For instance, including exchange interaction between
shells 1 and 2 could induce a singlet-triplet splitting of
the four-fold degenerate excitation above VSD ≈ 2 mV
in Fig. 3(b) (∆ne = 2) which might explain the faint
excitation at VSD ≈ 2 mV.
To further verify the extracted parameters Fig. 4 shows
excitation spectroscopy data for perpendicular orienta-
tion of the magnetic field (Fig. 4(a),(c)) and rotation of
the magnetic field (Fig. 4(b),(d)), both for a filling of
∆ne = 2e. Again, the calculated spectrum is superposed
for B⊥ > 0 The parameters used are the same as in
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FIG. 4. Same as Fig. 3, but for (a), (c) θ = 90◦ and (b), (d) magnetic field rotation. The insets in (a) show spin-orbit induced
anticrosses, one of which is a crossing since ∆ν=0SO = 0. These (anti)crossings are unrelated to shell couplings since they occur
for states which belong to the same shell. In (b) no inset is shown since there are no “simple” single parameter anticrosses.
The white arrow in (c) denotes the unexplained excitation which is also present in Fig. 3(b) (see text).
Fig. 3 and the overall correspondence between data and
theory is excellent, including the good correspondence of
the  excitation in Fig. 4(c). This particular excitation
involves two levels with approximately opposite spin so
their separation is expected to increase proportional to
gs. Although gs is not a free parameter in the model the
fit is still good.
The splitting of the states in Fig. 4(a),(c) is smaller
than in previous figures since a perpendicular magnetic
field does not couple to the orbital magnetic moment
pointing along the CNT. Consequently, no shell anti-
crossings are visible and we instead show intra-shell anti-
crossings caused by ∆SO. In the model, the intra-shell
spin-orbit coupling for shell ν = 0 is set to zero since
the data needed to estimate ∆ν=0SO is not available (see
resulting level crossing in lower inset of Fig. 4(a)).
In Fig. 4(d) the fact that the and excitations have a
finite splitting in parallel field and no splitting in perpen-
dicular field is another indication of the finite spin-orbit
coupling20. At perpendicular field (see Fig. 4(a)) the or-
bital motion does not couple to the magnetic field. The
resulting energy levels are split purely by spin, leading to
particle-hole symmetry and consequently to degenerate
excitations. Conversely, at parallel magnetic field (Fig.
3(a)), spin-orbit interaction causes a slight asymmetry
between the upper and lower Kramers doublet and a cor-
responding splitting (different magnitude) of the and
excitations, which is clearly observed in the data.
7V. CONCLUSION
We have studied experimentally and theoretically the
couplings and excitations between three shells in a car-
bon nanotube quantum dot. The results show that the
magnetic field behavior of the energy levels of three shells
can be accurately captured by extending an existing shell
model. However, contrary to expectations, we find that
the parameters gν=1orb , gν=2orb , ∆E12, ∆01KK′ , ∆12KK′ , and
∆02KK′ change when adding the second electron to one
of the considered shells. The change in inter-shell pa-
rameters may be due to a change in the electrostatic po-
tential caused by the added electron, while the change in
gorb currently not understood. Finally, the clear identi-
fication of disorder and intrinsic spin-orbit induced anti-
crossings in the level structure constitute a valuable refer-
ence for future studies. In particular, artificially created
spin-orbit coupling by electric fields55 or micromagnet
pattering56 may lead to additional intershell couplings,
which can be probed by carbon nanotube quantum dot
bias spectroscopy.
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