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A Regression Approach to Certain Information
Transmission Problems
Wenyi Zhang, Yizhu Wang, Cong Shen, and Ning Liang
Abstract—A general information transmission model, under
independent and identically distributed Gaussian codebook and
nearest neighbor decoding rule with processed channel output, is
investigated using the performance metric of generalized mutual
information. When the encoder and the decoder know the statis-
tical channel model, it is found that the optimal channel output
processing function is the conditional expectation operator, thus
hinting a potential role of regression, a classical topic in machine
learning, for this model. Without utilizing the statistical channel
model, a problem formulation inspired by machine learning
principles is established, with suitable performance metrics intro-
duced. A data-driven inference algorithm is proposed to solve the
problem, and the effectiveness of the algorithm is validated via
numerical experiments. Extensions to more general information
transmission models are also discussed.
Index Terms—Conditional expectation, correlation ratio, gen-
eralized mutual information, machine learning, over-estimation
probability, receding level, regression
I. INTRODUCTION
When designing information transmission systems, the com-
monly adopted approach has been model-driven, assuming a
known statistical channel model, namely the channel input-
output conditional probability law. But in certain application
scenarios, the underlying physical mechanism of channel is not
sufficiently understood by us to build a dependable channel
model, or is known but yet too complicated to prefer a
model-driven design, e.g., with strongly nonlinear and high-
dimensional input-output relationship. Such scenarios motivate
us to raise the question: “How to learn to transmit information
over a channel without using its statistical model?”
With a sufficient amount of channel input-output samples
as training data, ideally one would expect that although not
using the actual statistical channel model, the encoder and the
decoder can eventually adjust their operation so as to reliably
transmit messages at a rate close to the channel capacity.
But this is by no means a trivial task. First, nonparametric
estimation of mutual information with training data only (see,
e.g., [2]) and maximization of mutual information with respect
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to input distribution are both notoriously difficult problems in
general. Second, the decoder needs to compute his decoding
metric according to the actual statistical channel model, since
otherwise the decoding rule would be “mismatched” and
the channel input-output mutual information would not be
achievable.
We remark that, another line of information-theoretic works
beyond the scope of this paper considers type-based universal
decoding algorithms such as the maximum empirical mutual
information (MMI) decoder (see, e.g., [3] [4, Sec. IV-B-4),
p. 2168]), which can achieve the capacity and even the error
exponent of a channel without utilizing its statistical model.
But such universal decoding algorithms are less amenable to
practical implementation, compared with decoding with a fixed
metric, which will be considered in this paper.
In this paper, we adopt a less sophisticated approach with
a more modest goal. We separate the learning phase and
the information transmission phase. In the learning phase,
given a number of channel input-output samples as training
data, the encoder and the decoder learn about some key
characteristics about the statistical channel model; in the infor-
mation transmission phase, the encoder and the decoder run a
prescribed coding scheme, with code rate and key parameters
in the decoding rule already learnt from training data during
the learning phase. Therefore, our goal is not the channel
capacity, but a rate under the specific coding scheme, for
which the information-theoretic topic of mismatched decoding
[4], in particular the so-called generalized mutual information
(GMI), provides a convenient tool. We note that here the
terminology of training is taken from machine learning, and
is different from “channel training” in conventional wireless
communications systems, where the statistical channel model
is already known (typically a linear Gaussian channel with
random channel fading coefficients) and the purpose of train-
ing is to estimate the channel fading coefficients based on pilot
symbols.
Section II considers a general memoryless channel with
known statistical model, under Gaussian codebook ensemble
and nearest neighbor decoding. We allow the channel output to
be processed by a memoryless function, before feeding it to the
decoder. We show that in terms of GMI, the optimal channel
output processing function is the minimum mean squared error
(MMSE) estimator of the channel input upon observing the
channel output, namely, the conditional expectation operator.
This fact motivates the consideration that with training data
only, the channel output processing function should also be
in some sense “close” to the conditional expectation operator,
and establishes a close connection with the classical topic of
2regression in machine learning.
Section III hence follows the above thoughts to formulate
a learning problem. Unlike in regression problems where
performance is measured in terms of generalization error, for
our information transmission problem we are interested in
code rate, which is chosen based upon training data only.
In Section II, we propose two performance metrics: over-
estimation probability, which quantifies the probability that
the chosen code rate, as a random variable, exceeds the GMI;
and receding level, which quantifies the average relative gap
between the chosen code rate and the optimal GMI. We
develop an algorithm called LFIT (Learn For Information
Transmission) to accomplish the aforementioned learning task,
which is further assessed using numerical experiments.
Section IV discusses several potential extensions of the
basic channel model in Section II, including channels with
memory, channels with general inputs and general decoding
metrics, and channels with state. Section V concludes this
paper. In order to illustrate the analytical results in Section
II, Appendix presents case studies for several channels, some
of which exhibit strong nonlinearity. These channels are also
used in Section III for assessing the LFIT algorithm.
Throughout this paper, all rate expressions are in nats
per channel use, and logarithms are to base e. In numerical
experiments, rates are converted into bits by the conversion
rule of 1 nat ≈ 1.44 bits.
Recently, a heightened research interest has been seen in
applying machine learning techniques (notably deep neural
networks and variants) in physical-layer communications, in-
cluding end-to-end system design [5]-[8], channel decoding
[9]-[11], equalization [12]-[14], symbol detection [15]-[17],
channel estimation and sensing [18]-[22], molecular commu-
nications [23], and so on. Researchers have accumulated con-
siderable experience about designing machine learning enabled
communication systems. Instead of exploring the performance
of specific machine learning techniques, our main interest
in this paper is a general problem formulation for integrat-
ing basic ingredients of machine learning into information
transmission models, so that within the problem formulation
different machine learning techniques can be applied and
compared.
II. CHANNELS WITH KNOWN STATISTICAL MODEL
In this section, we investigate a framework for information
transmission over a memoryless channel with a real scalar
input and a general (e.g., vector) output. We will discuss sev-
eral potential extensions in Section IV. The central assumption
throughout this section is that the statistical model of the
channel, namely, its input-output conditional probability law,
is known to the encoder and the decoder. The results developed
in this section will shed key insights into our study of learning
based information transmission problems in Section III, where
this assumption is abandoned.
A. Review of Generalized Mutual Information and An Achiev-
able Rate Formula
It is well known in information theory that, given a memo-
ryless channel with input-output conditional probability law
p(y|x), x ∈ X, y ∈ Y, when the encoder uses a code-
book where each symbol in each codeword is independently
generated according to certain probability distribution p(x),
and the decoder employs a maximum-likelihood decoding
rule, the mutual information I(X; Y) is an achievable rate,
and by optimizing p(x) we achieve the channel capacity
C = maxp(x) I(X; Y) [24]. When the decoder employs a
decoding rule which is no longer maximum-likelihood but
mismatched to the channel conditional probability law, how-
ever, mutual information fails to characterize the achievable
rate, and the corresponding analysis of mismatched decoding
is highly challenging; see [4] [25] and references therein for
a thorough overview. In fact, the ultimate performance limit
of mismatched decoding called the mismatched capacity still
remains an open problem to date, and we need to resort to its
several known lower bounds; see, e.g., [26]-[30].
In this work, our main interest is not about exploring the
fundamental limit of mismatched decoding, but rather about
using it as a convenient tool for characterizing the achievable
rate of a given information transmission model. Following the
techniques in [32], in [31], a particular lower bound of the
mismatched capacity has been derived when X = R, under
the following conditions:
(1) Under average power constraint P , codeword length
N , and code rate R (nats/channel use), the encoder uses
an independent and identically distributed (i.i.d.) Gaussian
codebook, which is a set ofM = ⌈eNR⌉ mutually independent
N -dimensional random vectors, each of which is N(0, P IN )-
distributed. The ensemble of i.i.d. Gaussian codebooks is
called the i.i.d. Gaussian ensemble.
(2) Given a length-N channel output block y =
[y1, . . . , yN ], the decoder employs a nearest neighbor decoding
rule with a prescribed processing function g : Y 7→ R and a
scaling parameter a to decide the transmitted message as
mˆ = argminm∈{1,2,...,M}D(m),
where D(m) =
N∑
n=1
[g(yn)− axn(m)]2 , (1)
and x(m) = [x1(m), . . . , xN (m)] is the codeword corre-
sponding to message m. Note that the output alphabet Y
is arbitrary, for example, multi-dimensional, like in a multi-
antenna system. Geometrically, the right hand side of (1) is the
squared Euclidean distance between a scaled codeword point
and the processed received signal point, in the N -dimensional
Euclidean space.
The lower bound derived in [31] is called the GMI under
the codebook ensemble in condition (1) and the decoding rule
in condition (2), given by the following result.
Proposition 1: For an information transmission model under
conditions (1) and (2), the information rate
IGMI,g =
1
2
log
1
1−∆g , where ∆g =
(E[Xg(Y)])
2
PE[g(Y)2]
, (2)
is achievable, when the scaling parameter a is set as
a =
E[Xg(Y)]
P
. (3)
3Proof: This proposition has been stated in a slightly restricted
form as [31, Prop. 1]. Here we briefly outline its proof, for
completeness of exposition, and for easing the understanding
of some technical development in Section III.
Due to the symmetry in the codebook design in condition
(1), when considering the average probability of decoding
error averaged over both the message set and the codebook
ensemble, it suffices to assume that the message m = 1 is
selected for transmission, without loss of generality. Therefore
the decoding metric D(m) for m = 1 behaves like
lim
N→∞
D(1) = E
[
(g(Y)− aX)2
]
, almost surely (a.s.), (4)
due to the strong law of large numbers, where the expectation
is with respect to p(x, y). The GMI is the exponent of the
probability that an incorrect codeword X(m), m 6= 1, incurs a
decoding metric D(m) no larger than D(1), and hence is an
achievable rate, due to a standard union bounding argument
[31, Prop. 1] [32]:
IGMI,g = sup
θ<0,a
{
θE
[
(g(Y)− aX)2
]
− Λ(θ)
}
, (5)
Λ(θ) = lim
N→∞
1
N
ΛN (Nθ),
ΛN(Nθ) = logE
[
eNθD(m)
∣∣Y] , ∀m 6= 1. (6)
The calculation of Λ(θ) is facilitated by the non-central chi-
squared distribution of (g(Y) − aX)2 conditioned upon Y,
following [31, App. A] (see also [32, Thm. 3.0.1]). We can
express IGMI,g as
IGMI,g = max
θ<0,a
{
θE
[
(g(Y)− aX)2
]
− θE[g(Y)
2]
1− 2θa2P
+
1
2
log(1− 2θa2P )
}
.
(7)
Solving the maximization problem (7) as in [31, App. A],1
we arrive at (2). The corresponding optimal a is given by (3),
and the optimal θ is −(P/2)
/[
PE[g(Y)2]− (E[Xg(Y)])2
]
.
Q.E.D.
As mentioned earlier in this subsection, there are sev-
eral known lower bounds of the mismatched capacity, many
of which actually outperform GMI in general. We employ
the GMI under conditions (1) and (2) as the performance
metric in our subsequent study, because first, its expression
given in Proposition 1 is particularly neat; second, the com-
bination of i.i.d. Gaussian codebook ensemble and nearest
neighbor decoding rule provides a reasonable abstraction of
many existing coding schemes (see, e.g., [32] [31] [33]) and
is in fact capacity-achieving for linear Gaussian channels
(see, e.g., the appendix); and finally, it also has a rigorous
information-theoretic justification. In fact, the GMI IGMI,g
is the maximally achievable information rate such that the
average probability of decoding error asymptotically vanishes
as the codeword length N grows without bound, under the
i.i.d. Gaussian codebook ensemble in condition (1) and the
nearest neighbor decoding rule in condition (2); see, e.g., [32,
pp. 1121-1122], for a discussion.
1There is a minor error in passing from (78) to (80) in [31, App. A], but
it can be easily rectified and does not affect the result.
B. Linear Output Processing
In this subsection, we restrict the processing function g to be
linear; that is, g(y) = βT y where β is a column vector which
combines the components of y. We denote the dimension of
β and y by p. Noting that the GMI IGMI,g is increasing with
∆g , we aim at choosing the optimal β so as to maximize ∆g .
For this, we have the following result.
Proposition 2: Suppose that E[YYT ] is invertible. The
optimal linear output processing function is the linear MMSE
estimator of X upon observing Y, given by
g(y) = E[XY]TE[YYT ]−1y. (8)
The resulting maximized ∆g and IGMI,g are
∆LMMSE =
E[XY]TE[YYT ]−1E[XY]
P
, (9)
and
IGMI,LMMSE =
1
2
log
P
P −E[XY]TE[YYT ]−1E[XY] , (10)
respectively. The corresponding scaling parameter a is exactly
∆LMMSE in (9).
Proof: With a linear output processing function g(y) = βT y,
we rewrite ∆g in (2) as
∆g =
(E[Xg(Y)])
2
PE[g(Y)2]
=
(
E[XβT Y]
)2
PE[βTYYTβ]
=
βTE[XY]E[XY]Tβ
PβTE[YYT ]β
,
(11)
noting that E[XβT Y] = βTE[XY] with a scalar X. This is
a generalized Rayleigh quotient [34]. With a transformation
β˜ = E[YYT ]1/2β, we have
∆g =
β˜TE[YYT ]−1/2E[XY]E[XY]TE[YYT ]−1/2β˜
P β˜T β˜
. (12)
When β˜ is the eigenvector of the largest eigenvalue
of E[YYT ]−1/2E[XY]E[XY]TE[YYT ]−1/2, ∆g is maximized
as this largest eigenvalue divided by P . Noting that
this matrix has rank one, its largest eigenvalue is sim-
ply E[XY]TE[YYT ]−1E[XY], and is achieved with β˜ =
E[YYT ]−1/2E[XY], i.e., β = E[YYT ]−1E[XY]. The results in
Proposition 2 then directly follow. Q.E.D.
Note that the denominator in the logarithm of IGMI,LMMSE
in (10) is exactly the mean squared error of the linear MMSE
estimator (8) (see, e.g., [35]), which may be conveniently
denoted by lmmse. So we have
IGMI,LMMSE =
1
2
log
P
lmmse
. (13)
In our prior works, we have examined several special cases
of Proposition 2, including scalar Gaussian channels with one-
bit output quantization and super-Nyquist sampling [31, Sec.
VI], fading Gaussian channels with multiple receive antennas
and output quantization [36] [37]. Here Proposition 2 serves
as a general principle.
For the special case of scalar output, there is an interesting
connection between Proposition 2 and the so-called Buss-
gang’s decomposition approach to channels with nonlinearity.
Bussgang’s decomposition has its idea originated from Buss-
gang’s theorem [38], which is a special case of Price’s theorem
4[39], for the cross-correlation function between a continuous-
time stationary Gaussian input process and its induced output
process passing a memoryless nonlinear device, and has been
extensively applied to discrete-time communication channels
as well (e.g., [40] [41] [33]). For our channel model Buss-
gang’s decomposition linearizes the channel output Y as
Y =
E[XY]
P
X+W, (14)
where the residualW is uncorrelated with X. So if we formally
calculate the “signal-to-noise ratio” of (14), we can verify that
snrBussgang =
(
E[XY]
P
)2
P
E[W2]
=
(E[XY])
2
PE[Y2]− (E[XY])2
=
∆LMMSE
1−∆LMMSE ,
(15)
where ∆LMMSE is exactly (9) specialized to scalar output.
Hence we have
IGMI,LMMSE =
1
2
log(1 + snrBussgang); (16)
that is, the GMI result in Proposition 2 provides a rigorous
information-theoretic interpretation of Bussgang’s decomposi-
tion.
C. Optimal Output Processing
What is the optimal output processing function without any
restriction? Interestingly, this problem is intimately related to
a quantity called the correlation ratio which has been studied
in a series of classical works by Pearson, Kolmogorov, and
Re´nyi; see, e.g., [42]. The definition of the correlation ratio is
as follows.
Definition 1: [42, Eqn. (1.7)] For two random variables U
and V where U is real scalar valued and V can be arbitrary,
define the correlation ratio ΘV (U) of U on V as
ΘV(U) =
√
varE[U|V ]
varU
, (17)
if the variance of U exists and is strictly positive.
The following result is key to our development.
Lemma 1: [42, Thm. 1] An alternative characterization of
ΘV(U) is
ΘV(U) = sup
g
∣∣∣∣∣E[Ug(V)]−E[U]E[g(V)]√varU · varg(V)
∣∣∣∣∣ , (18)
where g runs over all Borel-measurable real functions such that
the mean and the variance of g(V) exist. The optimal g which
solves the maximization of (18) is given by g(v) = cE[U|v]+b
where c 6= 0 and b are arbitrary constants.
Proof: The result is essentially a consequence of the Cauchy-
Schwartz inequality, and has been given in [42, Thm. 1].
Q.E.D.
We can show that ΘV(U) lies between zero and one, taking
value one if and only if U is a Borel-measurable function of
V , and taking value zero if (but not only if) U and V are
independent.
Applying Lemma 1 to our information transmission model,
we have the following result.
Proposition 3: The optimal output processing function is the
MMSE estimator of X upon observing Y, i.e., the conditional
expectation,
g(y) = E[X|y]. (19)
The resulting maximized ∆g and IGMI,g are
∆MMSE =
varE[X|Y]
P
, (20)
and
IGMI,MMSE =
1
2
log
P
P − varE[X|Y] , (21)
respectively. The corresponding scaling parameter a is exactly
∆MMSE in (20).
Proof: In our information transmission model, we recognize
the channel input X as U and the channel output Y as V in
Lemma 1. According to (18),
ΘY(X) = sup
g
∣∣∣∣∣ E[Xg(Y)]√P · varg(Y)
∣∣∣∣∣ , (22)
noting that X ∼ N(0, P ) under condition (1). Hence,
Θ2Y(X) = sup
g
(E[Xg(Y)])
2
P · varg(Y) ≥ supg
(E[Xg(Y)])
2
P · E[g(Y)2] = supg ∆g.
(23)
On the other hand, from Definition 1,
Θ2Y(X) =
varE[X|Y]
varX
=
varE[X|Y]
P
. (24)
Therefore, (23) becomes
sup
g
∆g ≤ varE[X|Y]
P
, (25)
and equality can be attained, by letting g(y) = E[X|y], because
of Lemma 1 and the fact that E [E[X|Y]] = E[X] = 0. This
establishes Proposition 3. Q.E.D.
Here we provide a geometric interpretation of Proposition
3. Inspecting the general expression of ∆g in (2), we rec-
ognize it as the squared correlation coefficient between the
channel input X and the processed channel output g(Y), i.e.,
the squared cosine of the “angle” between X and g(Y). So
choosing the processing function g means that we process the
channel output Y appropriately so as to “align” it with X, and
the best alignment is accomplished by the MMSE estimator,
i.e., the conditional expectation operator.
Utilizing the orthogonality property of MMSE estimator,
E [(X−E[X|Y])E[X|Y]] = 0 (see, e.g., [35]), we can verify
that the denominator in the logarithm of IGMI,MMSE in (21) is
exactly the mean squared error of the MMSE estimator (19),
which may be conveniently denoted by mmse. So we have2
IGMI,MMSE =
1
2
log
P
mmse
. (26)
2A side note is that (26) is consistent with the so-called estimation
counterpart to Fano’s inequality [24, Cor. of Thm. 8.6.6]: E[(X− Xˆ(Y))2] ≥
1
2pie
e2h(X|Y), where Xˆ(Y) is an arbitrary estimate of X based upon Y.
Under X ∼ N(0, P ), we have I(X; Y) ≥ IGMI,MMSE =
1
2
log P
mmse
,
i.e., mmse ≥ Pe−2I(X;Y) = P
e2h(X)
e2h(X|Y) = 1
2pie
e2h(X|Y), thereby
revisiting [24, Cor. of Thm. 8.6.6].
5Fig. 1. Schematic diagram of transceiver structure.
In Figure 1 we illustrate the transceiver structure suggested
by Propositions 2 and 3. The key difference between these two
propositions lies in the choice of the channel output processing
function, and the effect is clearly seen by comparing (13)
and (26). For certain channels, the performance of MMSE
estimator may substantially outperform that of LMMSE esti-
mator, and consequently the benefit in terms of GMI may be
noticeable.
The data processing inequality asserts that for any channel,
processing the channel output cannot increase the input-output
mutual information [24], but Propositions 2 and 3 do not
violate it. This is because in our information transmission
model, the decoder structure is restricted to be a nearest
neighbor rule, which may be mismatched to the channel.
In order to illustrate the analytical results in this section, we
present in Appendix case studies about a single-input-multiple-
output (SIMO) channel without output quantization and with
one-bit output quantization (with and without dithering). These
channel models will also be used as examples in our study of
learning based information transmission, in the next section.
III. LEARNING BASED INFORMATION TRANSMISSION
With the key insights gained in Section II, in this section
we turn to the setting where the encoder and the decoder do
not utilize the statistical channel model, and study how to
incorporate machine learning ingredients into our problem.
A. Analogy with Regression Problems
From the study in Section II, we see that with the codebook
ensemble and the decoder structure fixed as in conditions (1)
and (2), the key task is to choose an appropriate processing
function so as to “align” the processed channel output g(Y)
with the channel input X. When the statistical channel model
is known, the optimal choice of g is the conditional expec-
tation operator. However, without utilizing the channel model
knowledge, we need to learn a “good” choice of g based on
training data. This is where the theory of machine learning
kicks in.
Our problem is closely related to the classical topic of
regression in machine learning. In regression, we need to
predict the value of a random variable X upon observing
another random variable Y.3 Under quadratic loss, if the
statistics of (X, Y) is known, then the optimal regression
function is the conditional expectation operator. In the absence
of statistical model knowledge, extensive studies have been
devoted to design and analysis of regression functions that
3In most machine learning literatures (see, e.g., [43]), Y is used for
representing the quantity to predict and X for the observed, exactly in contrary
to our convention here. The reason for adopting our convention is that for
information transmission problems X is used for representing channel input
and Y for channel output.
behave similarly to the conditional expectation operator; see,
e.g., [43].
We note that, although our problem and the classical regres-
sion problem both boil down to designing processing functions
that are in some sense “close” to the conditional expectation
operator, there still exist some fundamental distinctions be-
tween the two problems. In short, the distinctions are due to
the different purposes of the two problems. For a regression
problem, we assess the quality of a predictor through its
generalization error, which is the expected loss when applying
the predictor to a new pair of (X, Y), besides the training data
set [43, Chap. 7]. For our information transmission problem,
from a training data set, we not only need to form a processing
function, but also need to determine a rate for transmitting
messages. So the code rate is not a priori known, but need be
training data dependent. We assess the quality of our design
through certain characteristics of the rate. The details of our
problem formulation are in the next subsection.
B. Problem Formulation
Before the information transmission phase, we have a learn-
ing phase. Suppose that we are given L i.i.d. pairs of (X, Y)
as the training data, according to the channel input-output
joint probability distribution p(x, y) = p(x)p(y|x), which we
denote by
T = {(X1, Y1), . . . , (XL, YL)} . (27)
We have two tasks in the learning phase, with the training data
set T. First, we need to form a processing function gT and a
scaling parameter aT , which will be used by the decoder to
implement its decoding rule. Second, we need to provide a
code rate RT so that the encoder and the decoder can choose
their codebook to use during the information transmission
phase. According to our discussion in Section III-A, we desire
to make gT close to the conditional expectation operator.
From a design perspective, it makes sense to distinguish two
possible scenarios:
(A) p(y|x) is unknown, and
(B) p(y|x) is too complicated to prefer an exact realization
of g(y) = E[X|y], but is still known to the decoder so that it
can simulate the channel accordingly.
To justify scenario (B), we note that for a given p(x)p(y|x),
it is usually easy to generate a random channel output Y for any
given channel input x according to p(y|x), but very difficult
to inversely compute E[X|y] for a given channel output y
because that generally involves marginalization which can be
computationally intensive for high-dimensional Y.
We generate the training data set T as follows. Under
scenario (A), the encoder transmits i.i.d. training inputs
X1, . . . ,XL, known to the decoder in advance, through the
channel to the decoder, and the decoder thus obtains T.
Note that since we have control over the encoder, the input
distribution p(x) is known. In contrast, under scenario (B),
no actual transmission of training inputs is required, and
the decoder simulates the channel by himself, according to
p(x)p(y|x), in an offline fashion, to obtain T. We emphasize
that, here in the learning phase, the input distribution p(x)
6Fig. 2. Schematic diagram of learning based transceiver structure.
need not be the same as that in the information transmission
phase (i.e., Gaussian). Changing p(x) certainly will change the
distribution of T, correspondingly the regression performance,
and eventually the information transmission performance. The
Gaussian distribution does not necessarily bear any optimality
for a general statistical channel model. Nevertheless, in devel-
oping our proposed algorithm in Section III-C and conducting
numerical experiments in Section III-D, we require the training
inputs be Gaussian to generate T, for technical reasons.
It is always the decoder who accomplishes the learning task
aforementioned, and informs the encoder the value of RT ,
possibly via a low-rate control link. In Figure 2 we illustrate
the transceiver structure when the learning phase is taken into
consideration.
Under scenario (A), we learn both gT and aT; while under
scenario (B), we learn gT, and can subsequently calculate the
corresponding optimal scaling parameter a = E[XgT(Y)]/P ,
based upon Proposition 1. More details about how learning is
accomplished will be given in the later part of this subsection
and in Section III-C. The achieved GMIs under the two
scenarios are different, as given by the following result.
Proposition 4: Consider the information transmission model
under conditions (1) and (2), given a training data set T and
a certain learning algorithm.
Under scenario (A), denote the learnt (g, a) pair by (gT, aT).
The corresponding GMI is given by
IGMI,T,A = max
γ≥0
{
1
2
log(1 + γ)− γ
2
− γ
2
1 + γ
E
[
gT(Y)
2
]
2a2
T
P
+ γ
E[XgT(Y)]
aTP
}
.
(28)
Under scenario (B), denote the learnt g by gT. The corre-
sponding GMI is given by
IGMI,T,B =
1
2
log
1
1−∆T,B , (29)
where ∆T,B =
(E[XgT(Y)])
2
PE[gT(Y)2]
. In both (28) and (29), the
expectations are evaluated under X ∼ N(0, P ).
Proof: Consider scenario (A). We still follow the proof of
Proposition 1, viewing (gT , aT) as a specific choice in the
decoding rule. With a fixed aT, the maximization problem (7)
is with respect to θ only; that is,
IGMI,T,A = max
θ<0
{
θE
[
(gT(Y)− aTX)2
]
− θE[gT(Y)
2]
1− 2θa2
T
P
+
1
2
log(1− 2θa2
T
P )
}
.
(30)
Rearranging terms, and making a change of variable γ =
−2θa2
T
P > 0, we obtain (28).
Consider scenario (B), where the decoder knows the statisti-
cal channel model p(y|x). Therefore, according to Proposition
1, upon learning gT , he can set the optimal choice of the
scaling parameter a as E[XgT(Y)]/P , resulting in ∆T,B and
IGMI,T,B in (29). Q.E.D.
It is clear that IGMI,T,A is no greater than IGMI,T,B, and
their gap is due to the lack of the statistical channel model
knowledge p(y|x). It is natural to expect that when learning
is effective, the gap will be small. The following corollary
illustrates one such case.
Corollary 1: Suppose that a learning algorithm learns gT
under both scenarios (A) and (B), and under scenario (A) also
learns aT . Denote the gap between
∆T,A =
aTE [XgT(Y)]
E [gT(Y)2]
and ∆T,B =
(E[XgT(Y)])
2
PE[gT(Y)2]
(31)
by δ = ∆T,A−∆T,B. When aT satisfies 0 < aTE [XgT(Y)] <
E
[
gT(Y)
2
]
, we have IGMI,T,B = IGMI,T,A + O(δ
2), i.e., the
gap between the two GMIs is quadratic with δ.
Proof: Under the condition for aT , we have 0 < ∆T < 1, and
we can choose a specific γ = ∆T/(1 − ∆T) > 0 in (32) to
get a lower bound of IGMI,T,A as
IGMI,T,A ≥ IGMI,T,A =
1
2
log
1
1−∆T,A −
∆T,A −∆T,B
2 (1−∆T,A) .
(32)
Via a Taylor expansion with respect to δ = ∆T,A−∆T,B , we
have that (32) behaves like IGMI,T,A = IGMI,T,B − O(δ2),
where O(δ2)/δ2 is bounded as δ → 0. Therefore, the gap
between IGMI,T,A and IGMI,T,B is O(δ
2). Q.E.D.
Under scenario (A), a learning algorithm is a mapping
T 7→ (gT , aT , RT). The resulting output processing function
(called regression function or predictor in classical regression
problems) gT : Y 7→ X = R usually belongs to certain
prescribed function class, which may be linear (e.g., least
squares, ridge regression) or nonlinear (e.g., kernel smoothing,
neural networks). According to Proposition 4, we should set
RT = IGMI,T,A. This is, however, impossible since neither the
encoder nor the decoder can calculate (28), without knowing
p(y|x). The situation is that the rate IGMI,T,A is achievable
but its value is “hidden” by the nature. We hence need to
estimate it, again based on T and its induced (gT, aT). We
desire a highly asymmetric estimation; that is, RT ≤ IGMI,T
should hold with high probability, since otherwise there would
be no guarantee on the achievability of RT , resulting in
decoding failures. Meanwhile, we also desire that RT is close
to IGMI,MMSE, which corresponds to the ideal situation where
the statistical channel model p(y|x) is known to the encoder
and the decoder.
The learnt (gT , aT , RT) are random due to the randomness
of T. In order to assess the performance of learning, based
7upon our discussion, we introduce the following two metrics
to quantify the learning loss:
• Over-estimation probability:
Poe = Pr [RT > IGMI,T,A] . (33)
This may be understood as the “outage probability”
corresponding to a learning algorithm.
• Receding level:
Lr = 1− E [RT |IGMI,T,A −RT ≥ 0]
IGMI,MMSE
. (34)
This is the averaged relative gap between the learnt code
rate RT and the GMI under known channel and optimal
output processing, conditioned upon the event that over-
estimation does not occur.
It is certainly desirable to have both Poe and Lr small.
Under scenario (B), the situation is much simpler. A learn-
ing algorithm is a mapping T 7→ gT , and based upon gT we can
choose RT = IGMI,T,B since it can be evaluated as shown in
Proposition 4. So we do not need to consider over-estimation,
and the receding level is simply
Lr = 1− E [IGMI,T,B]
IGMI,MMSE
. (35)
We illustrate the rates and loss metrics using a simple
example of additive white Gaussian noise (AWGN) channel,
Y = X + Z, Z ∼ N(0, 1), and E[X2] ≤ P = 100. We use
the LFIT algorithm proposed in Section III-C to accomplish
the learning task. Figure 3 displays the cumulative distribution
functions (CDFs) of the resulting IGMI,T,A, IGMI,T,B, andRT .
As suggested by Corollary 1, the gap between IGMI,T,A and
IGMI,T,B is nearly negligible. Note that for AWGN channels,
IGMI,MMSE = IGMI,LMMSE and is further equal to channel
capacity (1/2) log(1 + P ) (the dashed vertical line). Figure
4 displays the CDF of (IGMI,T,A −RT), so the negative part
corresponds to over-estimation events and the y-intercept is
Poe (3.16% in this example).
In Table I, we summarize a comparison among the problem
formulations of the two scenarios we consider and classical
regression problems (see, e.g., [43]).
C. Proposed Algorithm
There already exist numerous learning algorithms for clas-
sical regression problems to obtain gT, but under scenario
(A) we further need to obtain aT and RT . Meanwhile, the
learning loss measured by over-estimation probability and
receding level are also unconventional. We study these in this
subsection.
We begin with a sketch of our approach. We use a collection
of parameters λ to specify the structure used by gT . The exact
choice of λ will be discussed in Section III-D, which can be,
for example, the complexity parameter in ridge regression, the
width of kernel in kernel smoothing methods, the hyperparam-
eters in deep neural networks, and so on. Fixing λ, based upon
T, we learn gT, and then on top of it, estimate aT and RT .
We can provide a theoretical guarantee on the over-
estimation probability, as given by the following result, whose
rate (bits/channel use)
1.5 2 2.5 3 3.5
CD
F
0
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0.2
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0.4
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1
RT
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IGMI,LMMSE
         C
Fig. 3. An AWGN example: CDFs of rates.
IGMI,T,A-RT  (bits/channel use)
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F
00.0316
0.2
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1
Fig. 4. An AWGN example: illustration of over-estimation.
proof technique will also be useful for devising our proposed
algorithm.
Proposition 5: Suppose that we have generated a length-L
training data set T subject to X ∼ N(0, P ). We split it into
two parts, of lengths (1− ν)L and νL, respectively, for some
ν ∈ (0, 1), and we learn gT and aT solely based upon the
length-(1− ν)L part. Then as L→∞, the following estimate
of RT achieves an over-estimation probability no greater than
Poe:
RT = max
γ≥0
{
1
2
log(1 + γ)− γ
2
− γ
2
1 + γ
FY + γFXY
}
, (36)
FY =
1
2a2
T
P
[
1
νL
νL∑
i=1
gT(Yi)
2 +
√
2var (gT(Y)2)√
νL
erfc−1(Poe)
]
,
(37)
FXY =
1
aTP
[
1
νL
νL∑
i=1
XigT(Yi)− sgn(aT)
√
2var (XgT(Y))√
νL
erfc−1(Poe)
]
.
(38)
Here var(U) denotes the empirical variance for i.i.d. random
variables U1, U2, . . . , UνL, i.e.,
var(U) =
1
νL− 1
νL∑
i=1

Ui − 1
νL
νL∑
j=1
Uj


2
. (39)
8TABLE I
COMPARISON OF PROBLEM FORMULATIONS
Classical regression Scenario (A) Scenario (B)
Learning algorithm T 7→ gT T 7→ (gT , aT , RT) T 7→ gT
Processing function gT Regression function, linear or nonlinear Output processing function, linear or nonlinear
Ground truth of gT MMSE estimator g(y) = E[X|y]
Loss function E
[
(X− gT(Y))
2
]
Poe (33) and Lr (34) Lr (35)
Proof: We start with the expression of IGMI,T,A (28) in
Proposition 4. Since γ ≥ 0, it is clear that the maximum
value of the right hand side of (28) will exceed IGMI,T,A only
if (i) the estimate of E
[
gT(Y)
2
]
is smaller than its true value,
or (ii) the estimate of E [XgT(Y)] is larger (smaller) than its
true value when aT is positive (negative). Therefore, in order
to ensure an over-estimation probability target Poe, it suffices
to require each of (i) and (ii) occurs with probability no larger
than Poe/2, due to the union bound. Applying the central limit
theorem (CLT) [44, Thm. 27.1] thus leads to (37) and (38),
which ensure that RT in (36) does not exceed IGMI,T,A in
(28) with probability no smaller than 1 − Poe, as L → ∞.
Q.E.D.
We remark that, by imposing appropriate regularity condi-
tions, we may replace the bias terms in (37) and (38) using
results from concentration inequalities (e.g., Bernstein’s in-
equalities [45, Thm. 2.10]), which control the over-estimation
probability even for finite L. In practice, we find that while
both CLT and concentration inequalities control the over-
estimation probability well below its target, they lead to
rather large receding level, unless the training data set size is
extremely large. This appears to be due to that the bias terms
in (37) and (38) tend to be overly conservative when plugged
into the maximization (36). For this reason, in the following,
we propose an algorithm to produce (gT , aT, RT), which has
better performance in numerical experiments, applying the
idea of cross-validation (CV) [43, Chap. 7, Sec. 10], and
drawing insights from Proposition 5.
The motivation of applying CV is as follows. For any
reasonable size L of T, we need to utilize the training data
economically. But if we simply use the same training data for
both learning gT and estimating aT and RT (which involve
gT), a delicate issue is that the resulting estimates will usually
be severely biased, a phenomenon already well known in
classical regression problems when assessing generalization
error using training data [43, Chap. 7, Sec. 2]. CV is an
effective approach for alleviating such a problem, and the
procedure is as follows.
We split T into Q non-overlapping segments of the same
size, indexed from 1 to Q. Taking away the q-th segment, we
learn gT using the remaining Q−1 segments, and then use the
q-th segment to estimate expectations needed for calculating
aT and RT . As q runs from 1 to Q, we have Q estimates
for each interested expectation, and average them as the final
estimate.
Denote the training data in the q-th segment as Tq ={
(X
(q)
1 , Y
(q)
1 ), . . . , (X
(q)
L/Q, Y
(q)
L/Q)
}
, and the learnt gT without
using Tq as gT,−q. Note that Tq, q = 1, . . . , Q, are disjoint
and T =
⋃Q
q=1 Tq.
With gT,−q and Tq, we estimate the following expectations
via empirical means:
Eˆ[XgT,−q(Y)] =
Q
L
L/Q∑
l=1
X
(q)
l gT,−q
(
Y
(q)
l
)
,
Eˆ[gT,−q(Y)2] =
Q
L
L/Q∑
l=1
gT,−q
(
Y
(q)
l
)2
.
(40)
Then we average them from q = 1 to Q, to obtain their CV
estimates:
Eˆ[XgT(Y)] =
1
Q
Q∑
q=1
Eˆ[XgT,−q(Y)],
Eˆ[gT(Y)
2] =
1
Q
Q∑
q=1
Eˆ[gT,−q(Y)2].
(41)
We also use an empirical mean estimate of the second moment
of X, P , as Pˆ = 1L
∑L
l=1 X
2
l . Based upon these, we choose
aT as aT = Eˆ[XgT(Y)]/Pˆ .
Now according to the proof of Proposition 5, we can
affect the over-estimation probability by biasing the estimates
Eˆ[XgT(Y)] and Eˆ[gT(Y)
2]. To implement this, we introduce
two tunable scaling parameters which are typically close to
one, in order to slightly bias these expectation estimates; that
is, for prescribed ξ1 > 1, ξ2 < 1 if aT > 0 and ξ2 > 1
otherwise, we choose the code rate RT according to
RT = max
γ≥0
{
1
2
log(1 + γ)− γ
2
− γ
2
1 + γ
ξ1Eˆ[gT(Y)
2]
2a2
T
Pˆ
+ γ
ξ2Eˆ[XgT(Y)]
aTPˆ
}
.
(42)
We summarize the above ideas in the following algorithm.
Algorithm LFIT (Learn For Information Transmission)
Input: T, λ, Q, ξ1, ξ2.
Output: gT, aT , RT.
1) Partition T into T1, . . . ,TQ.
2) For q from 1 to Q:
2a) Obtain gT,−q according to the specified processing
function structure with parameter λ.
2b) Compute Eˆ[XgT,−q(Y)] and Eˆ[gT,−q(Y)2] accord-
ing to (40).
3) Compute Eˆ[XgT(Y)] and Eˆ[gT(Y)
2] according to (41),
and Pˆ = 1L
∑L
l=1 X
2
l .
4) Compute and output gT =
1
Q
∑Q
q=1 gT,−q.
5) Compute and output aT = Eˆ[XgT(Y)]/Pˆ .
6) Compute and output RT according to (42).
9D. Case Studies
A theoretical analysis of the LFIT algorithm in terms of
Poe and Lr appears to be elusive and is left for future
research. In this subsection, we present numerical experiments
with two representative types of processing functions, namely,
ridge regression which is linear, and kernel smoother which
is nonlinear. More complicated processing functions such as
neural networks are left for future research. Note that the
numerical experiments are all under scenario (A).
We consider the three channel models in the appendix, i.e.,
SIMO channel without quantization, with one-bit quantization,
and with dithered one-bit quantization. For simplicity we
consider the real case only. In our numerical experiments, we
always let X ∼ N(0, P ).
For ridge regression, with a training data set T =
{(X1, Y1), . . . , (XL, YL)}, the processing function is (see, e.g.,
[43, Chap. 3, Sec. 4])
g(y) = yT (YTY + λIp)
−1
Y
T
X,
X = [X1, . . . ,XL]
T , Y = [Y1, . . . , YL]
T .
(43)
Here the complexity parameter λ > 0 controls the shrinkage
of the coefficients of g(y).
For kernel smoother, the processing function is (see, e.g.,
[43, Chap. 6])
g(y) =
∑L
l=1Kλ(y, Yl)Xl∑L
l=1Kλ(y, Yl)
, (44)
and in this paper we use the Gaussian kernel, Kλ(y, Yl) =
1√
2piλ
e−
‖y−Yl‖
2
2λ2 in which λ > 0 controls the width of kernel.
Unless stated overwise, the channel signal-to-noise ratio
(SNR) is set as 20dB, the channel coefficients are set the same
as those in the numerical example in the appendix, the size of
training data set is L = 800,4 and the CV number is Q = 5.
Each case is obtained with 104 Monte Carlo simulations.
Tables II and III show (Poe,Lr) for the three channel
models with ridge regression and kernel smoother, respec-
tively. A general observation is that the results exhibit diverse
trends. For ridge regression, moderate values of λ achieve a
good balance between Poe and Lr. For kernel smoother, Poe
prefers a large λ while Lr prefers a small λ, for the first
two channel models, but the trend is different for the last
channel model, where both Poe and Lr prefer a relatively
small λ. This perhaps hints a complicated interaction between
the nonlinearity of channel and the nonlinearity of kernel
smoother. For most of the studied channel models, by tuning
parameters (e.g., λ) in the learning algorithm, it is possible to
achieve Lr below 20% while maintaining Poe at a level of 5%.
Realizing that the LFIT algorithm is purely data-driven and
does not utilize any knowledge about the statistical channel
model (e.g., channel coefficients, noise, quantization, usage of
4Such a number may seem absurd for wireless communications engineers.
For mobile wireless channels, it certainly does not make sense to transmit a
pilot sequence of that length. As remarked in the introduction, the terminology
of training in our problem is different from pilot-assisted channel training.
Here the purpose of training is to learn about the statistical channel model
from scratch. Section IV-C contains some further discussion about information
transmission over channels with state.
dithering, etc.), such relatively small performance losses are
promising sign of the potential of machine learning techniques
for information transmission.
We further examine the (Poe, Lr) performance when we
change the configuration. Table IV compares the effects of
using different scaling factors (ξ1, ξ2) in the LFIT algorithm,
for dithered one-bit quantization, with ridge regression. We ob-
serve that by letting (ξ1, ξ2) deviate from one, Poe decreases,
while Lr increases. This is because larger biases in estimating
the expectations in (28) reduce the chance of over-estimation,
as argud in the proof of Proposition 5, but meanwhile take a
toll on the rate RT calculated according to (42).
Figure 5 compares the performance with different training
data set sizes. By reducing L from 800 to 200, we clearly
observe that both Poe and Lr are increased, while their trends
with λ remain largely unchanged. Figure 6 compares the
performance with different kernels. We consider the Gaussian
kernel and the tricube kernel [43, Chap. 6, Sec. 1, (6.6)].
We observe that although (Poe,Lr) exhibit generally similar
trends with λ for the two kernels, their favorable choices
of λ (namely, width of kernel) are quite different. Figure
7 compares the performance with different SNRs. As SNR
increases, Poe decreases, but Lr increases. Finally, Figure 8
compares the performance with different numbers of CV, i.e.,
Q. We observe that the choice of Q has a relatively small
impact on performance, especially in terms of Poe.
IV. DISCUSSION ON EXTENSIONS
Our results about the basic channel model considered in
the past two sections may be extended in several directions,
several of which are briefly discussed in this section.
A. Channels with Memory
In many applications, the channel may not be memoryless.
Suppose that during the transmission of a codeword, the
channel output is a segment drawn from a stationary and
ergodic stochastic process. The idea is to group consecutive
input/output symbols as “super symbols”, and consider coding
over such super symbols. We thus slightly modify conditions
(1) and (2) in Section II as follows:
(1a) Under average power constraint P , super symbol length
S, codeword length N , and code rate R (nats/channel use), the
encoder uses an i.i.d. Gaussian codebook, each of which is an
independentNS-dimensionalN(0, P INS)-distributed random
vector.
(2a) Given a length-NS channel output block y =
[y
1
, . . . , y
N
], where y
n
is the n-th length-S super symbol, the
decoder, with a prescribed processing function g : YS 7→ RS
and a scaling parameter a, decides the transmitted message as
mˆ = argminm∈{1,2,...,M}D(m),
where D(m) =
N∑
n=1
∥∥∥g(y
n
)− axn(m)
∥∥∥2 , (45)
and xn(m) is the length-S super symbol in the codeword
corresponding to message m.
We have the following result.
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TABLE II
PERFORMANCE WITH RIDGE REGRESSION
without quantization
ξ1 = 1.002, ξ2 = 0.998
λ 0 100 200 1200 5200 25000 77000
Poe (%) 1.27 1.27 1.30 1.37 1.57 3.07 7.03
Lr (%) 18.85 18.82 18.81 18.82 19.00 20.10 23.45
one-bit quantization
ξ1 = 1.001, ξ2 = 0.98
λ 0 50 100 200 600 1200 5200 9500 17000
Poe (%) 0.00 0.00 0.00 0.00 0.067 0.067 1.13 2.60 4.90
Lr (%) 18.38 18.30 18.29 18.31 18.48 18.70 20.32 22.64 27.56
dithered one-bit quantization
ξ1 = 1.003, ξ2 = 0.987
λ 0 50 100 200 600 1200 5200 9500
Poe (%) 17.47 1.83 0.40 0.07 0.07 0.17 1.67 4.00
Lr (%) 13.64 14.12 15.03 16.58 19.66 21.47 26.81 32.39
TABLE III
PERFORMANCE WITH KERNEL SMOOTHER
without quantization
ξ1 = 1.0015, ξ2 = 0.9985
λ 2.80 5.20 8.00 9.50 11.00 12.50 14.00 15.50 17.00 20.00
Poe (%) 11.85 11.52 10.75 9.91 8.67 7.57 5.89 4.08 3.01 2.71
Lr (%) 10.70 10.78 11.36 11.96 12.86 14.18 15.84 17.91 20.37 26.06
one-bit quantization
ξ1 = 1.01, ξ2 = 0.99
λ 1.00 2.20 2.80 3.60 4.00 4.40 5.20 5.60 6.00 6.40 6.80
Poe (%) 0.00 0.00 0.00 0.10 0.10 0.15 0.40 0.90 1.20 1.70 2.20
Lr (%) 24.32 24.79 22.89 22.82 23.45 24.42 27.26 29.01 31.00 33.15 35.44
dithered one-bit quantization
ξ1 = 1.01, ξ2 = 0.99
λ 0.40 1.00 1.40 2.80 3.60 4.00 4.40 5.20 5.60 6.00 6.40
Poe (%) 5.00 5.75 5.85 5.85 5.60 5.35 5.95 7.75 8.30 9.30 10.25
Lr (%) 7.31 7.83 10.31 17.37 21.93 24.68 27.77 34.50 38.22 41.94 45.65
TABLE IV
PERFORMANCE WITH DIFFERENT SCALING FACTORS
ξ1 = 1.001, ξ2 = 0.99
λ 0 50 100 200 600 1200 5200 9500
Poe (%) 29.33 6.33 2.00 0.77 0.57 0.70 3.13 5.50
Lr (%) 11.69 12.14 13.06 14.66 17.89 19.79 25.30 31.03
ξ1 = 1.003, ξ2 = 0.987
λ 0 50 100 200 600 1200 5200 9500
Poe (%) 17.47 1.83 0.40 0.07 0.07 0.17 1.67 4.00
Lr (%) 13.64 14.12 15.03 16.58 19.66 21.47 26.81 32.39
ξ1 = 1.005, ξ2 = 0.985
λ 0 50 100 200 600 1200 5200 9500
Poe (%) 11.37 0.80 0.10 0.00 0.00 0.03 1.17 2.87
Lr (%) 15.08 15.57 16.47 17.96 20.94 22.69 27.88 33.40
Proposition 6: For an information transmission model under
conditions (1a) and (2a), assuming that the normalized MMSE
of estimating an input super symbol X upon observing its
corresponding output super symbol Y has a limit as S →∞,
i.e., mmse = limS→∞ 1SE
[
‖X−E [X|Y]‖2
]
existing, the
information rate
IGMI,MMSE =
1
2
log
P
mmse
(46)
is achievable, when g is the MMSE smoother g(y) = E[X|y].
Proof: The proof is essentially a combination and extension of
the proofs of Propositions 1 and 3. Here we give its outline.
Fix S and g. Due to symmetry in the codebook, assume that
m = 1 is the transmitted message. So due to the strong law
of large numbers, limN→∞D(1) = E
[
‖g(Y)− aX‖2
]
, a.s.,
and the GMI is then given by
IGMI,g= sup
θ<0,a
{
θE
[
‖g(Y)− aX‖2
]
− Λ(θ)
}
, (47)
Λ(θ)= lim
N→∞
1
N
ΛN(Nθ),
ΛN (Nθ)=logE
[
eNθD(m)
∣∣∣Y1, . . . , YN] , ∀m 6= 1. (48)
Following a similar approach as in the proof of Proposition 1,
we can derive
Λ(θ) =
θE
[‖g(Y)‖2]
1− 2θa2P −
S
2
log(1− 2θa2P ), a.s. (49)
Then we can solve for IGMI,g as a vector extension of
Proposition 1, with an essentially identical solution proce-
dure. The optimal a is a =
E[XT g(Y)]
SP , and the GMI is
IGMI,g =
1
2 log
1
1−∆S,g , ∆S,g =
(E[XT g(Y)])
2
SPE[‖g(Y)‖2] . By extending
the definition of correlation ratio to vector random vari-
ables, and by mimicking the proof of Lemma 1, we can
show that maxg∆S,g =
tr[covE[X|Y]]
SP , attained by choosing
g(y) = E[X|y]. This leads to IGMI,g = 12 log PmmseS , where
mmseS = (1/S)E
[‖X−E[X|Y]‖2] is the normalized MMSE
of estimating X upon observing Y, which by our assumption
has a limit mmse as S → ∞. This thus completes the proof.
Q.E.D.
In view of Proposition 6, we conclude that for a channel
with memory, we can also formulate a learning-based problem
formulation and develop algorithms following the line of Sec-
tion III, by working with super symbols. A practical challenge,
of course, is the curse of dimensionality, as the super symbol
length S grows large.
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Fig. 5. Comparison for different training data set sizes,
for dithered one-bit quantization, ridge regression.
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Fig. 6. Comparison for different kernels, for dithered
one-bit quantization, kernel smoother.
B. Channels with General Inputs and General Decoding Met-
rics
The conditions (1) and (2) in Section II are restrictive in
terms of input distribution and decoding metric. Mismatched
decoding is, in principle, capable of handling channels with
general inputs and general decoding metrics [29]. Suppose that
the i.i.d. codebook is p(x)-distributed, x ∈ X, and that the
decoding metric in (1) is replaced by
∑N
n=1 d(xn(m), yn) for
a generic input-output distance metric d. The corresponding
GMI can be expressed as [29]
IGMI,g,d = sup
θ≥0
E
[
log
e−θd(X,Y)
E
[
e−θd(X,Y)
∣∣Y]
]
. (50)
Here the expectation in the denominator is with respect to p(x)
only.
Although a closed-form expression of (50) may not be avail-
able, we can formulate the problem of optimizing the distance
metric d (possibly subject to certain structural constraint) to
maximize (50). Furthermore, without utilizing the statistical
channel model, we can formulate the problem of learning a
good choice of d based upon training data, and investigate the
behavior of over-estimation probability and receding level, as
done in Section III.
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Fig. 7. Comparison for different SNRs,
for dithered one-bit quantization, ridge regression.
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Fig. 8. Comparison for different CV numbers,
for dithered one-bit quantization, ridge regression.
C. Channels with State and Channel Estimation
Consider a channel with random state S which is indepen-
dent of channel input and changes in an i.i.d. fashion across
consecutive length-B blocks. This is a commonly adopted
model for describing time-varying wireless fading channels,
where the fading coefficient corresponds to channel state. We
may view each length-B block as a super symbol and write the
channel input-output conditional probability law as p(y|x) =∑
s∈S p(s)
∏B
i=1 p(yi|xi, s), (x, y, s) ∈ XB×YB×S (see, e.g.,
[46, Chap. 7, Sec. 4]). This way, we return to a memoryless
channel without state. Under scenario (A) introduced in Sec-
tion III-B, without any knowledge about the statistical channel
model, we let the encoder transmit training inputs across a
large number of super symbols (i.e., length-B blocks), so that
a learning phase is accomplished at the decoder to characterize
the super symbol level channel behavior, following the general
discussion in Section IV-B. This is a non-coherent approach
[47] [48], and it is reasonable, because we do not even have
any knowledge about the statistical channel model, let alone
the realization of channel states.
Under scenario (B), we have knowledge about p(y|x, s) as
well as p(s), and we may adopt some alternative approaches,
combining ideas from learning and pilot-assisted channel state
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estimation. One such approach is outlined as follows. Similar
to our description in Section III-B, the decoder simulates the
channel to generate the training data set. But here due to the
existence of channel state, the generated training data set is
T = {(S1,X1, Y1), . . . , (SK ,XK , YK)}, where (Sk,Xk, Yk) is
distributed according to p(s)p(x)p(y|x, s); that is, each time
we sample an input X according to p(x), a state S according to
p(s), and generate an output Y according to p(y|x, s). Based
upon T, we learn two functions: a state estimator hT and a
distance metric dT . The state estimator hT : X × Y 7→ S
estimates the state based upon an observed input-output pair,
and the distance metric dT : X × Y × S 7→ R depends upon
both the channel input-output pair and the estimated state.
During the information transmission phase, in a length-B
block, the encoder spends one channel use to transmit a pilot
symbol Xp through the channel to the decoder to produce Yp,
and the decoder uses the state estimator hT to estimate the
state in that block, denoted by Sˆ = hT(Xp, Yp).
Under i.i.d. p(x) codebook ensemble and learnt distance
metric dT for decoding, the corresponding GMI can be de-
rived, by extending (50), as
IGMI,h,g,d =
B − 1
B
sup
θ≥0
E

log e−θdT(X,Y,Sˆ)
E
[
e−θdT(X,Y,Sˆ)
∣∣Y]

 . (51)
Here the expectation in the denominator is with respect to p(x)
only. The (B− 1)/B factor is due to the transmission of pilot
symbol.
V. CONCLUSION
In this paper, we considered the problem of learning for
transmitting information over a channel without utilizing its
statistical model. Our approach is rudimentary: the learning
phase and the information transmission phase are separated;
in the information transmission phase, the encoder and the
decoder have prescribed structure, namely i.i.d. Gaussian
codebook ensemble and nearest neighbor decoding rule; in the
learning phase, we only learn the channel output processing
function and the scaling parameter for implementing the de-
coder, and choose a code rate. As discussed in the introduction,
a full-blown learning based information transmission system
should be able to adaptively learn a channel, and to adjust
its codebook as well as decoding metrics accordingly, in
a dynamic fashion, with the ultimate goal of approaching
channel capacity.
Nevertheless, even within the scope of our problem formu-
lation, there is still an important issue which we have yet to
touch in this paper. The LFIT algorithm provides a design
for each given parameter λ of the processing function, but
does not recommend the optimal choice of λ. Because of this,
our numerical experiments in Section III-D are “offline” in
the sense that Poe and Lr can only be evaluated when the
statistical channel model is given. To resolve this difficulty, it
is desirable to develop methods (e.g., via bootstrap [49]) to
estimate Poe and Lr based upon a training data set T only.
APPENDIX: CASE STUDIES
We consider three kinds of channel models.
1) SIMO Channel without Quantization: The channel
model is
Y = hX+ Z. (52)
In the real case, X ∼ N(0, P ), Z ∼ N(0, σ2Ip), and
h is a p-dimensional real vector representing channel co-
efficients.5 Applying Proposition 2, we have ∆LMMSE =
PhT
(
PhhT + σ2Ip
)−1
h. An exercise of Woodbury matrix
identity yields the corresponding GMI as
IGMI,LMMSE =
1
2
log
1
1−∆LMMSE
=
1
2
log
(
1 +
P
σ2
‖h‖2
)
,
(53)
which is exactly the capacity of the channel. To understand
this result, note that here the nearest neighbor decoding rule
with LMMSE output estimation is matched to the channel (i.e.,
maximum-likelihood).
As already done in [31, App. C], our analysis in Section
II can be directly extended to the complex case, by changing
the input distribution in condition (1) to circularly symmetric
complex Gaussian distribution CN(0, P ), and changing the
distance metric in condition (2) to |g(yn)−axn(m)|2. Proposi-
tion 1 still applies, with IGMI,g = log
1
1−∆g ,∆g =
|E[Xg(Y)]|2
PE[|g(Y)|2] .
Propositions 2 and 3 also hold, by extending the definitions
of involved operations to complex numbers.
For the channel model (52), in the complex case, X ∼
CN(0, P ), Z ∼ CN(0, σ2Ip), and h is p-dimensional complex-
valued. The GMI under the LMMSE estimator again co-
incides with the channel capacity, i.e., IGMI,LMMSE =
log
(
1 + Pσ2 ‖h‖2
)
.
2) SIMO Channel with One-bit Quantization: With a one-
bit quantizer at each of the output component, the channel
model in (52) becomes
Yi = Qr(hiX+ Zi), i = 1, . . . , p, for the real case; (54)
Yi = Qc(hiX+ Zi), i = 1, . . . , p, for the complex case, (55)
where Qr(x) = 1 if x ≥ 0 and −1 otherwise for x ∈ R, and
Qc(z) = Qr(zr) + Qr(zc) for z = zr + zc ∈ C,  =
√−1.
For the real case, the MMSE estimator can be derived as
E[X|y] =
∫∞
−∞ uf(u)
∏p
i=1 F (yihiu)du∫∞
−∞ f(u)
∏p
i=1 F (yihiu)du
, (56)
where f(u) is the probability density function of N(0, P ), and
F (u) is the cumulative distribution function of N(0, 1). The
variance of E[X|Y] is
varE[X|Y] =
∑
y∈{−1,+1}p
(∫∞
−∞ uf(u)
∏p
i=1 F (yihiu)du
)2
∫∞
−∞ f(u)
∏p
i=1 F (yihiu)du
. (57)
For the complex case, the MMSE estimator and its variance
can also be derived in integral form (omitted for brevity). From
these we can evaluate the GMI according to Proposition 3,
numerically.
5This channel model can also describe the case where a scalar symbol is
weighted by several transmit antennas (i.e., beamforming) and then transmitted
through a multiple-input-multiple-output (MIMO) channel. More general
MIMO cases can be investigated following the discussion in Section IV-B.
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3) SIMO Channel with Dithered One-bit Quantization: A
useful idea in quantization techniques is dithering, i.e., adding
prescribed (possibly random) biases at the input of quantizer
[50]. It turns out that dithering is also beneficial in our model.
Intuitively, dithering is capable of “randomizing” the residual
quantization error, thus preserving diversity among the output
components. The channel model in (52) becomes
Yi = Qr(hiX+ Zi + bi), i = 1, . . . , p, for the real case;
(58)
Yi = Qc(hiX+Zi+bi), i = 1, . . . , p, for the complex case,
(59)
where bi is a dithering bias added to the i-th output component.
The MMSE estimator and its variance can also be derived in
integral form and are omitted here for brevity. An exhaustive
search of optimal {bi}i=1,...,q is intractable, and we use a
heuristic design as bi = α
√
Phiui, where ui is the solution
of F (u) = i/(p+ 1) and α is a parameter which can then be
numerically optimized.
We present some numerical examples for illustrating
the GMIs computed for channels with one-bit quanti-
zation, without and with dithering. For the real case,
we set p = 8, channel coefficients h = [0.3615,
0.2151, 0.2205, 0.6767, 0.5014, 0.1129, 0.1763, 0.1456]T , and
dithering parameter α = 1.34; for the complex case, p =
4, h = [−0.0165 − 0.3395,−0.3793 + 0.6422, 0.4841 −
0.1068,−0.0633− 0.2799]T , and α = 0.76.6 Note that for
both cases we have normalized the channel so that ‖h‖ = 1.
In the figures, the SNR is measured as ‖h‖2P/σ2.
Figure 9 displays the GMIs for the real case. We see that the
MMSE estimator slightly outperforms the LMMSE estimator
in terms of GMI, a fact already revealed in Propositions 2
and 3. Furthermore, dithering significantly boosts the GMIs.
Without dithering, the GMI initially grows with SNR but then
begins to decrease as SNR grows large. This is because the
quantized channel output components eventually lose diversity
as SNR grows, and thus the nearest neighbor decoding rule
becomes more mismatched to the actual statistical channel
model at high SNR. With dithering, the GMIs maintain their
growth at least throughout the SNR range plotted. Similar
observations can be made for the complex case as well,
displayed in Figure 10.
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