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We analyze a class of linear wave equations for odd half spin that have a well posed initial value
problem. We demonstrate consistency of the equations in curved space-times. They generalize the
Weyl neutrino equation. We show that there exists an associated invariant exact set of spinor fields
indicating that the characteristic initial value problem on a null cone is formally solvable, even
for the system coupled to general relativity. We derive the general analytic solution in flat space
by means of Fourier transforms. Finally, we present a twistor contour integral description for the
general analytic solution and assemble a representation of the group O(4, 4) on the solution space.
I. INTRODUCTION
It is a well known fact that many spinor equations that are perfectly well behaved in (flat) Minkowski space can not
be translated to a general four-dimensional curved background manifold. This happens e.g., for the zero rest-mass
(zrm) fields with spin s > 1 and for the twistor equation. In these cases the appearance of the Buchdahl conditions (
[2], [12]) imposes algebraic conditions relating any solution of the field equations to the (conformal) curvature of the
manifold. In the zrm case, these conditions are very restrictive in that they limit the solution space of the equations
for a general given background manifold. In the case of the twistor equation one finds that solutions can exist only
on algebraically special manifolds of type N or O. Recently [11], there has been some interest in the case s = 3/2,
the Rarita-Schwinger system, for which the consistency condition is just Ricci-flatness of the manifold such that one
can regard the vacuum Einstein equations as integrability conditions for this system of spinor equations.
Despite this very interesting approach to the vacuum Einstein equations and its relation to twistor theory we want
to present here a class of spinor equations which does not have the drawback of being well defined only on flat space-
time (cf. also [14]). In particular, these are linear equations for a spinor field of half integer spin s, which include the
Weyl neutrino equation as the case s = (1/2). The general equation we shall consider may be written as follows:
∂A(A
′
φ
B′...C′D′)
AB...CD = 0. (1.1)
Here the operator ∂AA′ is the standard Levi-Civita` spin connection and the spinor field φ
B′...C′D′
AB...CD is totally symmetric
and has m + 1 unprimed indices and n primed indices, with m and n non-negative integers. A simple count shows
that the field φB
′...C′D′
AB...CD has (m + 2)(n + 1) components at every point, whereas the number of field equations is
(m + 1)(n + 2). So the excess number of field equations vis a` vis components is m− n. In the case m < n, we have
fewer field equations than components. Typically this leads to gauge freedom (at least in flat space): for example in
the case (m,n) = (0, 1), equation (1.1) gives the self-dual Maxwell equations for a potential φa which has the gauge
freedom φa 7→ φa+ ∂aφ with φ an arbitrary scalar field. Next in the case m > n, we have an over determined system.
This leads to integrability conditions and possible inconsistencies in a general curved spacetime. The classic example
is the case n = 0, in which case equation (1.1) becomes just the standard zrm for spin (m+1)/2, which is inconsistent
in general, at least for m > 4. The subject of this work is the case m = n, where there are exactly as many equations
as there are field components, so one might expect that there are no non-progagating degrees of freedom and no
constraints. Indeed we will show that these equations possess the following properties:
– They can be derived from a variational principle;
– They are conformally invariant;
– The Cauchy problem is well posed in flat and in an arbitrary curved space;
– There exists an equivalent exact set of spinor fields [10] for the fields when propagating on a curved background
and also when they are coupled to gravity, which means that the characteristic initial value problem is formally
well posed;
– The fields propagate along null hypersurfaces in flat space. However, they do not satisfy the wave equation
φ = 0 but an equation m+1φ = 0 instead, where  is the d’Alembert operator corresponding to the spin
connection;
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– The general solution in Minkowski space can be given using a variation of Fourier transforms;
– A twistor description for analytic flat space solutions can be given.
The plan of the paper is as follows: in section 2. we present the variational principle and derive the energy momentum
tensor. To do this we need to explain and extend a formalism given elsewhere [4]. In section 3. we discuss the Cauchy
problem and show the existence of solutions. In section 4. we explain the relation with exact sets and discuss the
characteristic initial value problem. Section 5. is devoted to the general solution in Minkowski space and in section 6.
we show how to obtain solutions by performing contour integrals in twistor space thereby establishing an isomorphism
between analytic flat space solutions and certain cohomology groups for suitable domains in projective twistor space.
II. THE VARIATIONAL PRINCIPLE AND THE ENERGY MOMENTUM TENSOR
In this section we will derive the spinor equations from a variational point of view. We will use a formalism described
in [4] to derive our results. In order to introduce the notation and also to transcribe the various formulae to apply to
spinors we will briefly review its basic features.
The starting point is an SO(1, 3) principal bundle O(M) over space-timeM carrying a tensorial one-form θa with
values in R4 and a connection form θab with values in the Lie algebra so(1, 3) of the structure group. There also
exists a constant matrix ηab of signature (1, 3) that is used to construct the Lorentz metric on M. We will require
that the connection be torsion free, i.e., Dθa = 0; D is the exterior covariant derivative. Making use of the standard
2−to−1 epimorphism of SL(2,C) onto the orthochronous Lorentz group to enlarge the structure group of the bundle
and employing abstract index notation we may write θa = θAA
′
, θab = −ǫABθA′B′ − ǫA′B′θAB, thus defining the
unprimed and primed spin connections, symmetric in their respective indices (the sign is chosen in order to conform
with other references). Then the torsion free condition is (note, that we suppress the wedge because it will be the
only product we use between forms)
0 = dθAA
′
+ θABθ
BA′ + θA
′
B′θ
AB′ . (2.1)
We introduce a set of vector fields ∂AA′ , ∂A
B dual to the forms θAA
′
and θAB. Their action will be extended from
functions to indexed quantities by requiring that they be derivations of the algebra of indexed forms annihilating θAA
′
and θAB, see [5] for further details.
We define a variation at θa and θab as the derivative at λ = 0 of one-parameter families θ
a(λ) and θab(λ) with
θa(0) = θa and θab(0) = θ
a
b. Denoting the variations by χ
a and χab we find that χ
a is a tensorial one-form with
values in R4, χab is a tensorial one-form with values in so(1, 3). Using spinor indices and decomposing into irreducible
parts we have
χAA
′
= σAB
A′
B′θ
BB′ + 14σθ
AA′ + τABθ
AB′ + τ¯A
′
B′θ
BA′ . (2.2)
The variations are not independent; in fact, the torsion free condition entirely fixes the variation χAB = χ
A
BCC′θ
CC′
of the connection for given χa:
χABCC′ = −∂E
′
(AσB)CE′C′ +
1
4ǫC(B∂A)C′σ + ∂CC′τAB . (2.3)
Spinor fields can now be considered as tensorial functions with values in the appropriate representation of SL(2,C).
In particular we consider totally symmetric fields ψAB...CB′...C′ with m primed and m+1 unprimed indices. Note however,
that we will switch back and forth between viewing the fields as tensorial functions on the bundle and as spinor fields
on space-timeM (section in an appropriate associated bundle). With these preparations we can now write down the
following horizontal four-form
L ≡ Im
(
ψ¯A
′B′...C′
B...C Dψ
AB...C
B′...C′
)
ΣAA′ , (2.4)
with Σa = (1/6)ǫabcdθ
bθcθd. Note that we consider our spinors to be commuting quantities. If instead we would need
to have anticommuting spinors we would use the real part instead of the imaginary part in equation (2.4). Since L
can be considered as the pullback of a unique globally defined four-form on M we may define the action A as the
integral of L over M: A ≡ ∫
M
L. It is then easily verified that the variations of A with respect to ψ¯ (ψ) give the
equation (and its complex conjugate):
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DψAB...C(B′...C′ΣA′)A = 0. (2.5)
Now D = θa∂a and θ
aΣb = δ
a
bΣ with Σ = (1/24)ǫabcdθ
aθbθcθd. Using this and stripping off the form Σ, we obtain
the desired field equation
∂A(A′ψ
AB...C
B′...C′) = 0. (2.6)
Let us now discuss some of the basic properties of this field equation. First, we note that for m = 0 this is just the
Weyl neutrino equation ∂AA′ν
A = 0, which is the zrm field equation for spin (1/2). Just as the neutrino equation the
general equations are conformally invariant if we assume a transformation of the fields with conformal weight −2. We
define the other irreducible parts of the covariant derivative of ψ,
λAB...CDB′...C′D′ = ∂
(D
(D′ψ
AB...C)
B′...C′) , (2.7)
µAB...CB′...C′ = ∂
E′(Aψ
B...C)
E′B′...C′ , (2.8)
νAB...CB′...C′ = ∂
E′
E ψ
EAB...C
E′A′...C′ . (2.9)
(2.10)
Then we have the expansion
∂EE′ψ
AB...C
B′...C′ = λ
EAB...C
E′B′...C′ −
m
m+ 1
ǫE′(B′µ
EAB...C
...C′) −
m
m+ 2
ǫE′(B′ǫ
E(Aν
B...C)
...C′) . (2.11)
By virtue of the field equation these fields satisfy the following relations (among others):
m
m+ 1
∂A(A′ν
AC...D
C′...D′) = ABψ
ABC...D
A′C′...D′ , (2.12)
m
m+ 1
∂
(A
(A′ν
BC...D)
C′...D′) = 
(A
Eψ
BC...D)E
A′C′...D′ − 12ψABC...DA′C′...D′ , (2.13)
∂A(A′λ
AB...CD
B′...C′D′) = (A′B′ψ
BC...D
C′...D′), (2.14)
∂A
′
A λ
AB...CD
A′C′...D′ = −
1
2(m+ 1)
ψBC...DC′...D′ −A(BψC...D)AC′...D′ + (2.15)
m
m+ 1
∂
(B
(C′ψ
C...D)
...D′) +
m
m+ 1

E′
(C′ψ
BC...D
...D′)E′ , (2.16)
∂A(A′µ
AB...CD
B′...C′) =
1
2(m+ 2)
ψB...CDA′B′...C′ +
D′
(A′ψ
BC...D
B′...C′)D′ + (2.17)
m+ 1
m+ 2
A(Bψ
C...D)A
A′B′...C′ +
1
m+ 2
∂
(B
(A′ν
C...D)
B′...C′), (2.18)
∂B
′
A µ
ABC...D
B′C′...D′ = −
m+ 1
m+ 2
{
∂B
′(Bν
C...D)
B′C′...D′ +
C′B′ψBC...DB′C′...D′
}
. (2.19)
In these formulae we have used the spinor curvature derivationsAB andA′B′ as defined in [12]. To further analyze
the situation it is very convenient to introduce four differential operators L, M ,M ′ and N acting on irreducible spinor
fields by taking the covariant derivative and then projecting onto one of the four possible irreducible parts (see [5]
for a rigorous definition and further details). Thus, for a field φ with p unprimed and p′ primed indices and all
its indices down, we identify Lφ
.
= ∂(E′(EψA...B)C′...D′), M
′φ
.
= −p′∂E′(EψA...B)C′...E′ , Mφ
.
= −p∂E(E′ψC′...D′)A...E ,
Nφ
.
= pp′∂EE
′
ψA...EC′...E′ . These operators obey certain commutation rules, most of which are trivial in flat space.
The nontrivial ones are [L,N ]φ = − 12 (p + p′ + 2)φ and [M,M ′]φ = − 12 (p − p′)φ. There is a further relation:
LNφ−MM ′φ− 12p(p′ +1)φ = 0. The wave operator commutes with all the derivative operators. In flat space, the
equations (2.14), (2.12), (2.18) and (2.13) above can be written as follows:
M ′λ = 0, M ′ν = 0, M ′µ = 12ψ, Nλ = −m(m+ 1)Lν + 12 (2m+ 3)ψ, Lν = −
m+ 1
2m
ψ. (2.20)
We observe that ν and λ are spinor fields of the same class as ψ obeying the same equation. In contrast to the zrm
case, the field ψ does not obey the wave equation ψ = 0 (unless m = 0, because then µ = 0). However, with these
preparations it is now easy to prove the
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Proposition II.1 Given a smooth spinor field ψ with m primed and m + 1 unprimed indices subject to the field
equation (1.1), then m+1ψ = 0 in flat space.
Proof: We prove this by induction on m. The case m = 0 is the Weyl neutrino equation for which the assertion is
true. Now assume it is true for (m − 1), then mν = 0. But then 0 = Lmν = mLNψ = m(12 (m + 1)2)ψ =
1
2 (m+ 1)
2

m+1ψ.
Finally, we want to derive the energy momentum tensor of these spinor fields. This is usually done by considering
the action as depending on the metric of the background manifold and then varying with respect to that metric.
The result is the natural object that would appear on the right hand side of the Einstein equations if the system
were coupled to gravity. In our case we can not regard the action as depending on the metric, we have to take it
depending on the canonical one-form. Then the variation of the action with respect to θa contains terms proportional
to σABA′B′ , τAB and σ. The functional derivative of the action with respect to σABA′B′ is the trace free part of the
energy momentum tensor while taking the functional derivative with respect to σ gives the trace part. However, in
the present case, we expect this term to vanish due to the conformal invariance of the equation and the functional
derivative with respect to τAB will be seen to vanish as well. This is related to the fact that the connection is required
to be torsion free. The variation of the action with respect to θAA
′
is δA = Im ∫ δL with
δL =
{
(m+ 1)ψ¯A
′B′...C′
B...C χ
(A
Eψ
B...C)E
B′...C′ −mψ¯A
′B′...C′
B...C χ¯
E′
(B′ψ
AB...C
C′...)E′
}
ΣAA′ +
{
ψ¯A
′B′...C′
B...C Dψ
AB...C
B′...C′
}
δΣAA′ (2.21)
Using a formula from [4] (which however contains a misprint) we find δΣa = 2χ
b
[bΣa]. If we now put all the σ-terms
in χAB equal to zero retaining only the τ terms we get
δL =
{
(m+ 1)ψ¯A
′B′...C′
B...C Dτ
(A
Eψ
B...C)E
B′...C′ −mψ¯A
′B′...C′
B...C Dτ¯
E′
(B′ψ
AB...C
C′...)E′ + ψ¯
E′B′...C′
B...C Dψ
EB...C
B′...C′ τ
AA′
EE′
}
ΣAA′ . (2.22)
Integrating by parts and using the field equation several times gives
δL = −ψ¯A′B′...C′B...C τAEDψBC...EB′...C′ ΣAA′ +mψ¯A
′B′...C′
B...C τ¯
E′
B′Dψ
AB...C
...C′E′ΣAA′ (2.23)
+ψ¯A
′B′...C′
B...C τ
E
ADψ
AB...C
B′...C′ΣEA′ + ψ¯
A′B′...C′
B...C τ¯
E′
A′Dψ
AB...C
B′...C′ΣAE′ (2.24)
Now the first and third term cancel while the second and fourth term combine to a multiple of the field equation.
Hence the functional derivative of the action with respect to the τ terms vanishes. By a similar argument one can
show that the terms proportional to σ also vanish so that one has to consider only the trace free parts proportional
to σABA′B′ . In this case the calculation is similar but more complicated, so we only state the result. The energy
momentum tensor of the spinor fields subject to equation (1.1) is
TABA
′B′ = Im
{
(2m− 1)ψ¯C′...D′(A′C...D λB
′)BAC...D
C′...D′ −
m(2m+ 1)
m+ 1
ψ¯A
′B′C′...D′
C...D µ
ABC...D
C′...D′
− m
2(2m+ 7)
(m+ 1)(m+ 2)
ψ¯
A′B′C′...D′(A
C...D ν
B)C...D
C′...D′
}
. (2.25)
By construction, it is divergence free and due to the conformal invariance it is also trace free. Note, that it is made
up of the fields and all the non vanishing irreducible parts of its first derivative. The case m = 0 agrees with the
conventional energy momentum tensor for the Weyl equation.
III. THE CAUCHY PROBLEM
In this section we will prove that equation (1.1) has a well-posed Cauchy problem, i.e., we will show that given
appropriate Cauchy data on a spatial hypersurface S there will exist a unique solution of equation (1.1) on a small
enough neighbourhood of S. So existence and uniqueness will hold (only) locally in time.
We will first examine the hyperbolicity properties of equation (1.1). Let us write the field equation in the form(
δB
′
(D′ . . . δ
C′
E′δ
P ′
A′)δ
P
(A . . . δ
D
B δ
E
C)
)
∂PP ′ψ
AB...C
B′...C′ = 0. (3.1)
We abbreviate the product of δ’s by Aaµ¯ν thus introducing the clumped indices a ∼ AA′ and ν, µ¯, indicating elements
of the spin space SAB...CB′...C′ and its complex conjugate dual space. Then equation (3.1) has the form
Aaµ¯ν∂aψ
ν = 0. (3.2)
For each covector pa, paA
a
µ¯ν defines a map P from S
ν into Sµ¯ which is easily seen to define a sesquilinear form on
Sν . Before proceeding further, we will prove two useful lemmas concerning the map P .
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Lemma III.1 The map P is an anti-isomorphism if and only if pa is not a null vector.
Proof: For the sufficiency we use induction on the number m of primed indices. For m = 0 the map is νA 7→ pA′AνA.
If pA′Aν
A = 0 then pA
′
D pA′Aν
A = − 12p2νD = 0, where p2 = papa. Hence, if p2 6= 0 then P is injective and therefore
bijective. Now suppose the statement is true for an integer m− 1; we will show that this implies that it is also true
for m. In this case the map is λAB...CB′...C′ 7→ pA(A′λAB...CB′...C′). If pA(A′λAB...CB′...C′) = 0 then also 0 = pA
′
BpA(A′λ
AB...C
B′...C′) =
m
m+1pA(B′λ
AB...C
...C′)A′p
A′
B. The induction hypothesis implies that pA
B′λAB...CB′...C′ = 0 and therefore pAA′λ
AB...C
B′...C′ = 0 but this
implies pA
′DpAA′λ
AB...C
B′...C′ =
1
2p
2λAB...CB′...C′ = 0. So, if p
2 6= 0 the map is injective and therefore bijective. If p2 = 0 then
we may write pAA′ = pApA′ for some spinor pA and its complex conjugate and then λ
AB...C
B′...C′ = p
ApB . . . pCpB′ . . . pC′
is a nonvanishing spinor that is mapped to zero.
Lemma III.2 The determinant of the sesquilinear form defined by P is det(paA
a
µ¯ν) = c (pap
a)
N
2 where N = (m +
1)(m+ 2) is the dimension of Sν and c is a non-zero real number depending on the choice of basis.
Proof: Consider the “characteristic polynomial” Q(p) = det(paA
a
µ¯ν). As a determinant it is a Lorentz scalar and since
the only available scalar for a given pa is pap
a it follows that Q(p) is a function of pap
a. Since Q(p) is a homogeneous
polynomial in pa of degree N the result follows. Another way (which is useful later) to see this is the following: The
determinant is proportional to ǫ¯µ¯1...µ¯N paA
a
µ¯1ν1 . . . paA
a
µ¯NνN ǫ
ν1...νN where ǫν1...νN is a (dual) volume form on Sν . As
such it is built up from the volume form ǫAB of spin space. After contracting away all the ǫ’s in the expression we
are left with N pa’s which are all contracted with each other. Due to the identity pAA′p
AB′ = 12pap
aǫA′
B′ each pair
of pa’s contributes one factor pap
a to the determinant. Since there are N/2 pairs, the result follows.
From these two lemmas, we see that the system (3.2) is not symmetric hyperbolic unless m = 0. If this were the
case, then there would exist a timelike future pointing covector pa such that paA
a
µ¯ν was hermitian and positive definite.
Although the system is symmetric, it is not definite. For let pa be any timelike future pointing covector with pap
a = 2
and choose a spin frame (oA, ιA) such that pa = oAoA′ + ιAιA′ . Then we choose λ
AB...C
B′...C′ = o
AoB . . . oCoB′ . . . oC′
and find that λ¯µ¯paA
a
µ¯νλ
ν = 0 if m > 0. This, of course, implies that not all (real and nonvanishing) eigenvalues of
paA
a
µ¯ν can be of strictly one sign. In the Weyl case it is well known that the equation can be written in a symmetric
hyperbolic way.
To proceed further we determine the characteristics of the system (3.2). These are surfaces locally described by
the vanishing of a function φ such that it is not possible to determine the outward derivatives of a function from
given Cauchy data on the surface. Hence, on these surfaces the “characteristic equation” det(Aaµ¯ν∂aφ) = 0 holds.
Because of lemma (III.2) each characteristic surface is a null surface. At each point of M the normal characteristic
cone defined by Q(p) = 0 coincides with the null cone at that point. However, unless m = 0 the characteristic cone
has multiple sheets which implies that the system is not strictly hyperbolic. The theory for non-strictly hyperbolic
differential operators is not as well developped as for strictly hyperbolic or symmetric hyperbolic operators. However,
in our case we can apply a theorem of Leray and Ohya [7] on non-strictly hyperbolic systems of partial differential
equations. Their main assumption is that the characteristic determinant Q(p) factorizes such that each factor is a
strictly hyperbolic polynomial1 which certainly is the case here because pap
a is a strictly hyperbolic polynomial of
degree 2. They show that for Cauchy data on an initial nowhere characteristic surface S which belong to a Gevrey
class of functions with index α the system has a unique solution in that class. This solution admits a domain of
dependence, i.e., the value of the solution at a point depends only on the Cauchy data in the past of that point.
Let S be a spacelike hypersurface in M and ta a timelike vector field on M . Define a time function t on M by
the requirement that t = 0 on S and that ta∂at = 1. We define spacelike surfaces St as the surfaces of constant t.
Given coordinates (x1, x2, x3) on S we can continue them off S along ta by Lie transport, i.e., by requiring that the
lines xi = const. are the integral curves of ta. Thus, we obtain a coordinate system (t = x0, x1, x2, x3) on an open
submanifold Σ ofM that is topologically S×R. We choose a spin frame (oA, ιA) such that oAoA′ + ιAιA′ = √2na, the
unit normal to St. Then ψAB...CB′...C′ has components ψ
α = ψkk′ with α = (m+1)k+k
′, 0 ≤ k < m+1, 0 ≤ k′ < m
(such that 0 ≤ α < (m+ 1)(m+ 2)) and
ψkk′ = ψA...BC...DA′...B′C′...D′ o
A . . . oB︸ ︷︷ ︸
k
ιC . . . ιD oA
′
. . . oB
′︸ ︷︷ ︸
k′
ιC
′
. . . ιD
′
. (3.3)
1A polynomial Q(ξ) of degree n is strictly hyperbolic iff the cone C = {ξ : Q(ξ) = 0} has a nonempty interior such that each
line through an interior point not including ξ = 0 intersects C in exactly n distinct real points.
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By taking components of equation (1.1) we obtain a system of equations of the form (Da denoting the partial derivative
with respect to xa)
Gaαβ (t, x)Daψ
β + Γαβ(t, x)ψ
β = 0. (3.4)
Here the functions Gaαβ (t, x) are functions on M which are algebraic expressions in the metric components gab with
respect to the coordinates (t, x) = (x0, x1, x2, x3). The functions Γαβ(t, x) are algebraic expressions in the coefficients
of the spin connection. We define aαβ(x,D) as the linear differential operator in (3.4). Then we consider the following
Cauchy problem:
aαβ(x,D)ψ
β(x) = 0,
ψβ |S is given. (3.5)
It follows from lemma (III.2) above that up to operators of lower order than N = (m + 1)(m + 2) we
have det(aαβ (x,D)) = 
N
2 where we define the determinant of noncommuting quantities by the usual formula
det(aαβ (x,D)) =
∑
pi∈SN
sign(π) a1pi(1) . . . a
N
pi(N).  is the wave operator with respect to the metric gab expressed
in the coordinates (xa). This operator is strictly hyperbolic with respect to the hypersurfaces St. We are now in a
position to prove the
Theorem III.3 Let α be a real number with 1 ≤ α ≤ NN−2 . If the metric coefficients are in the Gevrey class γ
3
2
N,(α)
∞ (Σ)
and if the initial data ψβ are in the Gevrey class γ
(α)
2 (S) then in a sufficiently narrow strip Σ
′ = {(t, x) : 0 ≤ t ≤ T }
around S the Cauchy problem (3.5) has a unique solution ψβ ∈ γ1+
N
2
,(α)
2 (Σ), whose support is contained in the domain
of influence of the support of the initial data. Σ′ = Σ if 1 ≤ α < NN−2 .
Proof: This is a straightforward application of theorems of existence and uniqueness in §6 of [7]. We only need
to determine the various integers needed in the theorem. We associate the integers mβ = 1 with each unknown
function ψβ and the integers nα = 0 with each of the equations such that order(aαβ(x,D)) ≤ mβ − nα = 1. Then
m =
∑
β(m
β − nβ) = N is the order of det(aαβ (x,D)). Each of the factors in the principal part in det(aαβ(x,D)) is
equal to the wave operator such that aj = , mj = 2 for (j = 1, . . . , N) and the number of factors is p = N/2. Since
in our case r = 1 we need to add to each of the integers mβ and nα the same integer N/2 in order to satisfy the chain
of inequalities
0 ≤ r ≤ p ≤ n ≤ nα ≤ n¯, n ≤ mβ, p ≤ m, (3.6)
as required in [7]. With our choice of the integers we have mβ = 1 + (N/2), nα = 0, p = (N/2) = n = n¯ and
the inequalities are satisfied. According to the theorem the index α of the appropriate Gevrey classes lies in the
interval 1 ≤ α ≤ NN−2 . The coefficients of aαβ are assumed to be in γ
3N/2−1,(α)
∞ (Σ), those of aj are in γ
j+N/2,(α)
∞ (Σ)
for 0 ≤ j ≤ N/2 − 1. Since all the factors are the same, aj = , this implies that the coefficients are in fact in the
smallest possible class which is γ
N−1,(α)
∞ (Σ). The coefficients of the operator a have to be in the class γ
N/2,(α)
∞ (Σ).
Taking all this together and remembering how the coefficients in the operators are constructed from the metric this
implies that the metric coefficients have to be in γ
3N/2,(α)
∞ (Σ). Then the conclusion of the theorem implies that the
solution of the Cauchy problem is in the Gevrey class γ
1+N/2,(α)
∞ (Σ).
According to this theorem there exists a strong correlation between the spin of the field and the degree of smoothness
of the space-time that admits a solution of the equation. The higher the spin, the “smoother” the space-time has
to be. The smoothness is controlled by the number of components of the field, N , which depends quadratically on
the spin m + 12 of the field. We can improve on this relationship somewhat by using a simplification due to Bruhat
[1] which is based on the observation that if all the minors in det(aαβ) have a common factor then this factor can be
ignored which results in a reduction of the number p of factors of det(aαβ(x,D)) and therefore in the Gevrey index α.
To be more precise, we need to prove the
Lemma III.4 In the adjoint matrix of paA
a
µ¯ν all the entries have the factor (pap
a)m(m+1)/2 in common.
Proof: As in the proof of lemma (III.2) this result can be obtained by “index counting”. The adjoint matrix is given by
the expression ǫ¯µ¯µ¯2...µ¯N pa2A
a2
µ¯2ν2 . . . paNA
aN
µ¯NνN ǫ
νν2...νN , homogeneous of degree N −1 in pa. If we contract over all the
indices contained in all the ǫ’s in the volume forms we are left with an expression that containsN−1 = (m+1)(m+2)−1
pa’s, each with one unprimed and one primed spinor index and has (2m + 1) free indices of either kind. Therefore,
(N − 1)− (2m+ 1) of the pa’s are contracted together, resulting in a factor (papa)m(m+1)/2 in each component.
This lemma allows us to prove the
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Corollary III.5 In the statement of the theorem we can extend the range of the Gevrey index α to 1 ≤ α ≤ 1 + 1m .
More precisely, if the metric coefficients are in the Gevrey class γ
3m+3,(α)
∞ (Σ) and if the Cauchy data are in γ
(α)
2 (S)
then the Cauchy problem (3.5) has a unique solution ψβ ∈ γm+2,(α)2 (Σ′) in a sufficiently narrow strip Σ′ around S.
Proof: We observe that in proving the existence theorem Leray and Ohya use a theorem for systems with diagonal
principal part (see §5 of [7]). To apply this theorem one multiplies the system (1.1) with the differential operator
corresponding to the adjoint matrix of paA
a
µ¯ν . This renders the principal part of the resulting system diagonal. Due
to lemma (III.4) it is enough to multiply with the operator (of lower order) obtained from the adjoint matrix by
dropping the common factor. Then one obtains the result in a straightforward manner by applying the theorem for
diagonal systems.
To end this section we want to make several remarks.
— The case m = 0 (the Weyl neutrino equation) is the strictly hyperbolic case where we can choose α =∞. This
implies that it is possible to prescribe initial data with only a finite number of continuous derivatives which is
a known result for strictly hyperbolic systems.
— It is also worth to mention that in all the cases there exists a domain of influence, a fact which is taken to
indicate the hyperbolic character of partial differential equations by many authors.
— The fact that the smoothness of space-time is strongly linked with the spin of the field is an interesting feature
of this class of equations that is not present in other spinor equations. One has to say, though, that it is not
known whether this is a necessary consequence since the theorems only provide sufficient conditions for existence
and uniqueness.
— The diagonal system used in the proof of the corollary corresponds to the equation m+1ψAB...CB′...C′ = 0 that we
derived in the flat case in section 2. This equation is distinguished by the fact that it is a linear equation for
ψAB...CB′...C′ such that the coefficients are functions not of the connection but of the curvature and its derivatives
only.
— The inhomogeneous equation ∂A(A′ψ
AB...C
B′...C′) = χ
B...C
A′B′...C′ can be treated in a straightforward way and one obtains
existence and uniqueness of solutions in the same Gevrey class as for the homogeneous case provided that the
right hand side is in an appropriate Gevrey class, see [7].
IV. THE FORMAL CHARACTERISTIC INITIAL VALUE PROBLEM
In this section we want to discuss the formal aspects of the characteristic initial value problem on a null cone for
this class of spinor equations. Due to the inherent singularity at the vertex of a null cone this problem is very difficult
to analyze and, in fact, there are no existence results for many partial differential equations appearing in physics,
most notably the vacuum Einstein equations. So one has to resort to formal methods to obtain at least results about
the feasability of existence theorems. A very useful method to achieve this which is adapted to four dimensions is the
method of exact sets of spinor fields developed by Penrose [9]. It is based on the observation that in Taylor expansions
of spinor fields around a point it is exactly the totally symmetric derivatives of the field that determine the restriction
of the field to the null cone of that point (the null datum). Roughly speaking, if a system of field equations for a
collection of spinor fields has the properties that the totally symmetric derivatives are algebraically independent and
if they determine algebraically all possible derivatives of the fields then the collection of fields is said to be exact (see
[10], [12] for the rigorous definition).
It has been useful to employ an algebraic formalism based on the four derivative operators L, M , M ′, N (already
mentioned in section 2) which correspond to taking the four possible irreducible components of the covariant derivative
of an irreducible spinor field. We will not describe the full formalism here because it would take up too much space.
Instead we will only give a brief summary and refer for further details to [5]. The totally symmetric derivatives of a
spinor field correspond to applying powers of L to the field. We will call an irreducible spinor to be of type (k, k′) if
and only if it has k unprimed and k′ primed indices (irrespective of their position). Acting on a spinor field of type
(k, k′) the operators L, M , M ′, N produce fields of respective type (k + 1, k′ + 1), (k + 1, k′ − 1), (k − 1, k′ + 1),
(k − 1, k′ − 1). We define the operators H and H ′ by Hφ = kφ and H ′φ = k′φ for a type (k, k′) field φ.
As we have already mentioned in section 2, the commutator of two covariant derivatives induces commutation
relations between the derivative operators which in general involve the curvature of the manifold and in addition the
wave operator. The curvature is characterized by three spinor fields Ψ, Φ and Λ of respective types (4, 0), (2, 2) and
(0, 0). Before we present these relations we need to define an algebraic operation between two spinor fields φ and χ
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of respective types (p, p′) and (q, q′). The only possible way to combine two spinor fields within the class of totally
symmetric fields in a bilinear way is by contracting over some of the indices and then symmetrizing over the remaining
lot. This operation is entirely characterized by the numbers of contracted primed and unprimed indices. So we define
the bilinear pairings Ckk′ by the correspondence
Ckk′ (φ, χ) ∼= φA1...AkB
′
1′
...B′
k′
(C...D(C′...D′ χA1...AkB′1′ ...B
′
k′
E′...F ′)E...F ). (4.1)
Then the commutation relations between the derivative operators can be given explicitly as
[L,N ] = −(H + 1)T ′ − (H ′ + 1)T − 12 (H +H ′ + 2),
[M,M ′] = −(H + 1)T ′ + (H ′ + 1)T − 12 (H −H ′), (4.2)
[L,M ] = −(H ′ + 1)S, [L,M ′] = −(H + 1)S′,
[N,M ] = (H + 1)U ′, [N,M ′] = (H ′ + 1)U.
The operators S, T and U and their primed versions are curvature derivations and act on a field φ of type (p, p′)
according to
Sφ = pC10′(Ψ, φ) + p
′C01′(Φ, φ), (4.3)
Tφ = p(p− 1)C20′(Ψ, φ) + pp′C11′(Φ, φ)− p(p+ 2)C00′(Λ, φ), (4.4)
Uφ = p(p− 1)(p− 2)C30′(Ψ, φ) + p(p− 1)p′C21′(Φ, φ). (4.5)
The action of the primed operators can be inferred from these by formal complex conjugation. There exists an
additional relation between the derivative operators, the wave operators and the curvature:
LN −MM ′ = −(H ′ + 1)T + 12H(H ′ + 1). (4.6)
The formulae describing the action of a derivative operator on a bilinear pairing are quite lengthy and it is not
necessary for what follows to present them in detail (see [5]). Symbolically they are given by
OC(φ, χ) =
∑
O
α1C(Of, g) + α2C(f,Og), (4.7)
where O is any of the derivative operators L, M ′, M or N and α1 and α2 are rational numbers determined by the
bilinear product and the type of φ and χ.
In [5] we showed that a collection of fields {φj} is exact if and only if two conditions are satisfied:
(i) all the “powers” Llφj are algebraically independent,
(ii) all the “derivatives” of the fields, i.e., all the expressions sφj where s is an arbitrary string of derivative operators
are algebraically determined by the powers.
By algebraic independence we mean that there are no relations between the powers involving only the bilinear pairings
(and possibly the curvature). In the same spirit we mean that the derivatives are determined by exactly such relations
in terms of the powers. Several examples have been treated in [3], [5], [12]. In a certain sense, the powers form a
complete and independent set of functions that generate the solution space of the equations considered.
Before we consider the general case we want to study the flat case to find the exact set structure underlying equation
(1.1). So let ψ be a field of type (m + 1,m) satisfying the equation M ′ψ = 0. Referring again to [5], we see that
in that case the expressions LlMkM ′jNniψ for positive integers l, k, j, n and i generate the solution space. By
use of the field equation and the commutation relations we have j = 0 since all terms with j > 0 vanish (note
that in flat space  commutes with every derivative operator). Similarly, i ≤ m because of proposition (II.1) and
n+ k ≤ m because M and N each contract over one primed index. Due to the additional relation (4.6) we have the
following: LlMkNniψ ∼ LlMkNni−1ψ ∼ Ll+1MkNn+1i−1ψ ∼ . . . ∼ Ll+iMkNn+iψ where a ∼ b means “a is
expressible in terms of b”. So we find that in the flat case the solution space is generated by the powers of the functions
ψki = M
k−iN iψ, with 0 ≤ k ≤ m and 0 ≤ i ≤ k. Note that there are 12 (m + 1)(m + 2) of those functions. This
number is in agreement with the general observation that the number of null data per point for a partial differential
equation is half the number of Cauchy data per point.
We now claim that the same set of fields is also a generating set in the nonflat case. Before we prove this statement
we need some more preparation. Let sn denote any string of derivative operators of length n. We say that sn is in
normal order if and only if it has the form sn = L
lMkN iM ′j with l + k + i + j = n. With each string sn we can
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associate a unique normally ordered string s˜n of the same length in the following way: if sn does not contain M
′
then s˜n is the unique normally ordered string that contains the same number of operators as sn does. If there are M
′
operators in sn we first replace each pair (M,M
′) which need not be adjacent with (L,N) until there is no M or M ′
left. Then we bring the result into normal order to obtain s˜n. Thus we get normally ordered strings containing either
M or M ′ but not both. Upon applying these normally ordered strings to ψ we get zero for all strings containing M ′
and for those strings with k + i > m. The others result in LlMkN iψ = Llψk+i,i; these functions and their complex
conjugates will be called a normally ordered derivative or a “power”. For each power Llψki we call l + k its order.
Furthermore, we need to formalize the structure of the relevant terms that will be encountered.
Definition IV.1 A t-term (“t” for “tree”) is recursively defined either
(i) as a power Llψki or L
lψ¯ki for nonnegative integers l, k, i or
(ii) to be of the form Ckk′ (R, t) where R is any derivative of any of the curvature spinors and their complex conjugates
and t is a t-term.
A t-expression is the formal finite sum
∑
j αjtj with coefficients αj ∈ Q and t-terms tj . A t-term that is not a power
will be called a pure t-term and a pure t-expression is a Q-linear combination of pure t-terms.
The pure t-terms are binary trees with Ckk′ as nodes and with powers or (derivatives of) curvature spinors as leaves.
In fact, exactly one leaf is a power all other ones are curvature derivatives. This reflects the linearity of the system.
We are now ready to prove the
Lemma IV.2 Let ψ be of type (m + 1,m) and satisfying the equation M ′ψ = 0. Let sn be an arbitrary string of
length n of derivative operators. Then snψ can be written in a unique way as snψ = αs˜nψ + t where α ∈ Q and t is
a pure t-expression which contains only powers of order strictly less than n− 1.
Proof: We use induction on the length of the string. With n = 1 there are four possibilities: Lψ = Lψ00, Mψ = ψ10,
M ′ψ = 0 and Nψ = ψ11; so the statement is true.
Let O denote any of the derivative operators and assume the statement to be true for all strings s of length less
than or equal to n. Then consider (Osn)ψ = O(snψ). By the induction hypothesis and linearity of O we need to
consider only two cases, namely snψ is (i) a pure t-term or (ii) a power. In case (i) we need to employ (4.7) to apply
O to a bilinear pairing, thus bringing O inside the Ckk′ to act on each of its arguments. Note, that then O is not
necessarily the same operator we started with. When it hits the left argument, O converts a curvature derivative into
a higher one thus producing a t-term of the required type. The other argument is again either a power or a pure
t-term. In the latter case we continue descending down the tree structure until we finally hit the power. Then we
need to consider OLlψki. By the induction hypothesis this is a derivative of ψ of order l+ k+1 ≤ n− 1 and therefore
equal to the sum of the corresponding normally ordered derivative of ψ and a pure t-expression with powers of order
less than n− 3. The normally ordered derivative is (when non vanishing) equal to a power of order n− 1, hence the
application of O to a pure t-expression yields a pure t-expression of the required type.
In case (ii) we have snψ = L
lψki with l + k = n. Let us first suppose that l ≥ 1. Then OLlψki = [O,L]Ll−1ψki +
LOLl−1ψki. In the second term we can replace OL
l−1ψki with the sum of the normally ordered derivative and a
t-expression by the induction hypothesis. Then applying L yields a normally ordered derivative of order n + 1 and,
as was just shown, a t-expression of the required type. So we are left with the commutator term. If O = L we are
done. If O = M or O = M ′ the commutator term is equal to a linear combination of curvature terms by (4.2) and
(4.3)–(4.5) which are t-terms of the required type. When O = N we obtain apart from curvature terms as before a
term involving the wave operator. This term can be rewritten using (4.6) as a linear combination of curvature terms
and the terms LNLl−1ψki and MM
′Ll−1ψki. The first term has been shown above to be of the correct type and with
a similar argument one shows that the second term is also.
Now suppose l = 0 and k > i. Then we need to look at a term of the form OMMk−i−1N iψ. The only nontrivial
cases are O =M ′ and O = N . In the latter case we find that the commutator term is a curvature term and therefore of
the correct type. The other term is shown to be correct by similar arguments as above using the induction hypothesis.
In the case O =M ′ only the wave operator term appearing in the commutator term needs a different treatment. But
this has been shown above also to lead to correct terms.
The last case is l = 0 and k = i. Then we are looking at ONN i−1ψ. Here all cases are trivial except for O = N
and this case is treated as above. So, in summary, we have shown that all the appearing terms are of the stated type
and hence the lemma is proved.
From this result we can obtain a set of equations satisfied by the functions ψki. Consider M
′ψki, a derivative of ψ
of order k + 1; therefore, there exist equations
M ′ψki = αkiLψki+1 + t
′
ki (4.8)
and similarly
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Mψki = ψk+1,i, (4.9)
Nψki = ψk+1,i+1 + tki, (4.10)
where αki = 0 if k = i and where tki and t
′
ki are pure t-expressions which contain ψlj with l ≤ k − 1 and possibly
Lψlj with l ≤ k − 2. If we regard these equations as the field equations for the fields ψki then we can state the
Theorem IV.3 A formal solution of (1.1) gives rise to a formal solution of (4.8)–(4.10) and vice versa. The set of
spinor fields {ψki : 0 ≤ k ≤ m, 0 ≤ i ≤ k} is exact.
Proof: The equivalence of the two systems is obvious. We need to show the exactness. Here, condition (ii) con-
cerning the completeness of the powers is an immediate consequence of the lemma. The condition (i) concerning the
independence of the powers can be verified as follows. Any relation between the powers has to be generated by the
application of the commutation relations and (4.6) to the field equation (1.1) and all its derivatives. From looking at
the structure of these relations one finds that they can not link any derivatives that contain more than two adjacent
L’s. So all the relations that can be generated must already be conditions on the derivatives of the field equation.
But this is a condition only on derivatives of the form snM
′ψ and not on any power. The other possible source for
conditions on powers come from the (derivatives of the) defining equations of the ψki: ψki = M
k−iN iψ. However,
these are not algebraic relations but differential relations between the functions and — upon taking derivatives —
between the powers. So there can not be any relations between the powers, which therefore are independent.
This theorem shows that the characteristic initial value problem for the equation (1.1) is formally well posed. This
is, of course, a rather weak statement, implying only that one can prescribe certain components of derivatives of ψ
on the null cone of a point in an arbitrary way and that this is just enough information for a unique solution to exist
on the level of formal power series.
The exact set {ψki} is not invariant (cf. [12]) because in the expressions for the derivatives in terms of the powers
there appear the curvature spinors together with their derivatives which are taken to be known background quantitites.
Thus, these expressions depend on the actual point in space-time that is the vertex of the null cone. Since the field
equation comes from a variational principle and since, therefore, there exists an energy momentum tensor we can
couple the system via Einstein’s equation to the curvature. Thus, we write Gab = 8πTab with Tab from (2.25). Then
we know how to express the curvature spinors Φ and Λ in terms of ψ and its first derivatives. In fact, Λ = 0 due to
the conformal invariance of the equation. We can interpret ψ as describing some kind of matter field whose energy
content creates the curvature of the manifold. We have one more unknown function to consider, the Weyl spinor
Ψ which is subject to the equation (a part of the Bianchi identity) M ′Ψ = 2MΦ. Referring to a theorem in [5] we
see that the enlarged set {ψki,Ψ} will be an invariant exact set on M provided that we can show that MΦ is a
t-expression and that NΦ = 0. We need to interpret the term “t-expression” a little different now because whenever
Λ or Φ appear in the expressions we need to substitute their resp. representations in terms of the fields ψki. Thus,
we obtain an actual tree structure built from the bilinear pairings whose leaves consist only of powers Llψki and L
lΨ
and their complex conjugates. This reflects the nonlinear nature of the coupling to gravity. The conditions above are
easily verified, in fact, NΦ = 0 is just the condition that the energy momentum tensor be divergence free and since
Φ itself is a t-expression its derivative is also a t-expression as was shown above. So we have effectively proven the
Theorem IV.4 The set {ψki,Ψ} subject to the equations (4.8)–(4.10), Einstein’s equation and the Bianchi identity
is an invariant exact set.
Thus we can make a similar statement as before concerning the system coupled to gravity. The formal characteristic
initial value problem is well posed. In this case, we do not have a similar result for the Cauchy problem.
V. THE GENERAL SOLUTION IN MINKOWSKI SPACE-TIME
Our aim in this section is to present the general solution of the field equation (1.1) in flat space subject to suitable
initial and boundary conditions. Since each such solution is also a solution of mψ = 0 for some positive integer m
we will first derive the general solution of that equation. Since this does not depend on the existence of spinors and
on the dimension of space-time we present the result in a slightly generalized form for arbitrary space-time dimension.
So we are working in M = R1,n−1. Then we will specialize to four dimensions and restrict the kernel of m to those
spinor fields that do satisfy (1.1). Since in flat space we are dealing with a partial differential equation with constant
coefficients the general solution could be found using methods from the theory of distributions. We will, however, not
pursue this here but present a different approach which fits better with the applications we have in mind.
We begin by introducing certain rings of functions associated to the null cone of momentum space. A function f(k)
defined on the null cone in “k”-space will be said to be admissible if and only if it obeys the following conditions:
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(i) f(k) is defined for all null vectors ka,
(ii) f(0) = 0,
(iii) the function f is smooth on the complement of the origin,
(iv) limt→0 (t
rf(tk)) = 0, for any real number r and for any non-zero null vector ka; this limit must be uniform on
compact subsets of momentum space.
Condition (iv) controls both the “infrared” and “ultraviolet” behaviour of the function f(k). Condition (iv) is
needed to guarantee the differentiability and integrability of Fourier transforms involving the function f(k).
Denote by K, K+ and K− the rings of all admissible functions, all admissible functions that vanish identically on
the past null cone, all admissible functions that vanish on the future null cone, respectively. Note that we have the
vector space direct sum decomposition: K = K+ ⊕K−.
For any subspace R of a ring and any vector variable X denote by R[X ] the space of all polynomials in the vector X
with coefficients in the subspace R. In particular if R is itself a (sub)-ring, then R[X ] is a ring. For any non-negative
integer m, denote by Rm[X ] the subspace of the space R[X ] consisting of polynomials of degree less than m + 1
and by R(m)[X ] the subspace of Rm[X ] consisting of all polynomials homogeneous of degree m in the variable X .
In particular, for x a space-time vector-valued variable, we have that every element φ(x, k) of the ring K[x] has an
explicit expression as a polynomial in the variable x of the following form:
φ(x, k) =
∞∑
r=0
xa1xa2 . . . xarφa1a2...ar (k). (5.1)
Here each coefficient tensor, φa1a2...ar (k), is completely symmetric and is an indexed element of the ring K. Also only
a finite number of these coefficient tensors is non-zero. Henceforth, each infinite sum we encounter will have only a
finite number of non-zero terms.
Denote by ∂a the derivative with respect to the variable x and by  ≡ gab∂a∂b the wave operator, regarded as an
endomorphism of the space K[x]. Denote by L[x] the kernel of this endomorphism and define L+[x], Lm[x] and L
+
m[x]
as the intersections of the space L[x] with the spaces K+[x], Km[x] and K
+
m[x], respectively. Consider the operator
ka∂
a as an endomorphism of K[x]. Since the operators  and ka∂
a commute, ka∂
a restricts to an endomorphism,
denoted D, of L[x]. Note that D is the derivative operator along the generators of the null cone restricted to solutions
of the wave equation in K[x].
A. The operator D
Proposition V.1 The operator D : L[x]→ L[x] is surjective provided the space-time is at least three-dimensional.
The proof of this first technical result is rather lengthy and proceeds in several steps. We first perform a decomposition
into space and time to obtain an expression for a general element of L[x]. First pick a unit timelike future pointing
vector ta and denote by S the orthogonal complement in space-time of the vector ta. We shall use lower case Latin
indices from the middle of the alphabet to label the (spatial) tensors of S and shall write γik for the negative of
the (flat) metric induced on S from the ambient space-time metric. Then the position vector xa decomposes as
xa = (t, ξi), where t ≡ xata and one has the relation xaxa = t2 − ξiξi, where the tensor γik and its inverse are used
for index lowering and raising for spatial tensors. Correspondingly, the operators  and D decompose as  = ∂2t −∆,
where ∆ ≡ γik∂iξ∂kξ , and D = κ∂t− (κ ·∂ξ), where ka = (κ, κi), κ ≡ kata and κ ·∂ξ ≡ κi∂iξ. Note that since the vector
ka is null, we have the relation κ2 = κiκi.
Given φ(x, k) ∈ L[x], define φ0(ξ, k) ∈ K[ξ] and φ1(ξ, k) ∈ K[ξ] to be the restrictions to the subspace S of the
functions φ(x, k) and ta∂
aφ(x, k), respectively.
Lemma V.2 The mapping ρS : L[x] → K[ξ]2, φ 7→ (φ0, φ1) is an isomorphism, mapping each solution of the wave
equation to its initial data on S.
Proof: Given the pair (φ0(ξ, k), φ1(ξ, k)) ∈ K[ξ]2, the function φ(x, k) ≡ ρ−1S ((φ0(ξ, k), φ1(ξ, k)) may be given by the
following explicit formula:
φ((t, ξ), k) = cosh(t∆1/2)φ0(ξ, k) + ∆
−1/2 sinh(t∆1/2)φ1(ξ, k). (5.2)
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Here the functions cosh(u) and u−1 sinh(u), with u an operator, are to be interpreted as formal power series. Note
that in equation (5.2) there are no problems with the square root of the Laplacian, since the functions cosh(u) and
u−1 sinh(u) are both even. Also there are no convergence problems, since the functions φ0 and φ1 are polynomials in
the variable ξi.
Define the operator Λ : K[ξ]2 → K[ξ]2 by Λ ≡ ρSDρ−1S . Then in view of lemma (V.2) we have to show that Λ is
surjective. We derive from equation (5.2) the explicit formula for the operator Λ, valid for any pair (φ0, φ1) ∈ K[ξ]2:
Λ(φ0, φ1) = (κφ1 − (κ · ∂ξ)φ0, κ∆φ0 − (κ · ∂ξ)φ1). (5.3)
So we must now solve the following pair of equations:
κβ − (κ · ∂ξ)α = γ, (5.4)
κ∆α− (κ · ∂ξ)β = δ. (5.5)
In equations (5.4) and (5.5) the pair (γ, δ) is a given element of the space K[ξ]2 and the desired solution is the pair
(α, β) which must be shown to lie in K[ξ]2. Now it is clear from its definition that K[ξ]2 is closed under multiplication
or division by κ, so we may use equation (5.4) to eliminate the function β from equation (5.5). This gives the following
equation: (
∆− (n · ∂ξ)2
)
α = σ. (5.6)
Here we have put n · ∂ξ ≡ ni∂iξ, with ni ≡ κ−1κi, a unit vector and σ ≡ κ−2(κδ + (κ · ∂ξ)γ) ∈ K[ξ]. Note that the
desired result is false in two space-time dimensions since the left hand side of equation (5.6) then vanishes identically,
but the right hand side need not vanish. So we have reduced the problem to solving equation (5.6), given σ ∈ K[ξ]
such that the solution α must also lie in the space K[ξ].
Proof of Proposition (5.1): We first prove the proposition for the special case with σ of the form
σ = (ξ · n)p (ξ2 − (ξ · n)2)q υr. (5.7)
Here the numbers p, q and r are non-negative integers and the function υr ∈ K[ξ] is homogeneous of degree r in
the vector variable ξi and obeys both of the differential equations ∆υr = 0 and (n · ∂ξ)υr = 0. It is easy to solve
equation (5.6) in this case explicitly: a solution is just α = ((q + 1)(n + 2r + 2q − 2))−1(ξ2 − (ξ · n)2)σ, as is easily
checked, by differentiation. This solution clearly lies in the space K[ξ] and is of the form (ξ · n)pτ , where τ statisfies
the equation (n · ∂ξ)τ = 0.
The rest of the proof consists in a demonstration that the general case can be reduced to this special case by
decomposing σ into a sum of appropriate terms and then using linearity of the operator Λ. We first decompose σ as
a sum of terms as follows:
σ =
∞∑
r=0
1
r!
(ξ · n)rσr . (5.8)
Each coefficient σr is required to obey the differential equation (n ·∂ξ)σr = 0. Explicitly one has the following formula
for the quantity σr, valid for any non-negative integer r:
σr =
∞∑
s=0
(−1)s
s!
(ξ · n)s(n · ∂ξ)r+sσ. (5.9)
In particular it is clear from equation (5.9) that each function σr belongs to the space K[ξ]. Note that the operator
∆− (n · ∂ξ)2 commutes with the multiplication operator (ξ · n). Also if α ∈ K[ξ], then we also have (ξ · n)rα ∈ K[ξ]
for any non-negative integer r. So using the linearity of equation (5.6) and the decomposition of equation (5.8) and
(5.9) it suffices to prove the solvability of equation (5.6) with both the functions σ and α lying in the kernel of the
operator n · ∂ξ. Denote this kernel (a subspace of the space K[ξ]) by N [ξ].
Next we use a standard fact from tensor theory that any symmetric tensor may be decomposed into tracefree parts.
In the present language one has, for any τ ∈ N [ξ], a decomposition:
τ =
∞∑
r=0
1
2rr!
(
ξ2 − (ξ · n)2)r τr. (5.10)
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Here we have put ξ2 ≡ ξiξi. In equation (5.10), the coefficients τr must obey the differential equation:(
∆− (n · ∂ξ)2
)
τr = 0 and must lie in the space N [ξ]. Indeed for the case that τ is a homogeneous function of
non-negative integral degree m in the vector variable ξ, each function τr may be given explicitly by the following
formula:
τr =
∞∑
s=0
(−1)s (λ− 2r)Γ(λ − 2r − s)
2r+2sΓ(λ− r + 1)Γ(s+ 1)
(
ξ2 − (ξ · n)2)s (∆− (n · ∂ξ)2)r+sτ, (5.11)
with λ ≡ (n − 4 + 2m)/2. It is easily checked by differentiation that the function τr of equation (5.11) lies in the
kernel of both the operators ∆ − (n · ∂ξ)2 and n · ∂ξ as required. The proof of compatibility of equations (5.10) and
(5.11) follows immediately from the lemma (V.3) given below.
Since every τ ∈ K[ξ] is uniquely a sum of its homogeneous parts and each of its homogeneous parts lies also in
the space K[ξ], equations (5.10) and (5.11) hold also for inhomogeneous functions τ ∈ N [ξ], provided that equation
(5.11) is rewritten as follows:
τr =
∞∑
s=0
(−1)s
2r+2s
µΓ(µ− s)
Γ(µ+ r + 1)Γ(s+ 1)
(
ξ2 − (ξ · n)2)s (∆− (n · ∂ξ)2)r+sτ, (5.12)
where µ ≡ (n− 4 + 2ξA∂Aξ )/2.
Combining these results and again using the linearity of equation (5.6), we see that it is sufficient to prove the
solvability of equation (5.6) with the function σ being of the form given in (5.7) above. This completes the proof of
proposition (5.73).
Note that since the above proof is compatible with homogeneity, it also shows that the restriction of the map D to
the subspace Lm[x] has range the subspace Lm−1[x], for every positive integer m and that the restriction of D to the
subspace of L(m)[x] is surjective onto the subspace L(m−1)[x].
Lemma V.3 For j a non-negative integer, define a function gj(z) of the complex variable z as follows:
gj(z) =
j∑
r=0
(−1)r (z − 2r)Γ(z − r − j)
Γ(z − r + 1)Γ(r + 1)Γ(j − r + 1) . (5.13)
Then the function gj vanishes identically unless j = 0 and the function g0 is the constant function with value one.
Proof: First, the case j = 0 is easily checked by inspection. So henceforth assume, for convenience, that j is a fixed
positive integer. From its definition it is clear that the function gj(z) is a rational function of the variable z and that
limz→∞ gj(z) = 0. Therefore, the result will follow if it is proved that the function gj(z) is periodic. But one has the
following relations, using equation (5.13):
gj(z) =
j∑
r=0
(−1)r (z − r)Γ(z − r − j)
Γ(z − r + 1)Γ(r + 1)Γ(j − r + 1) −
j∑
r=1
(−1)r Γ(z − r − j)
Γ(z − r + 1)Γ(r)Γ(j − r + 1)
=
j∑
r=0
(−1)r Γ(z − r − j)
Γ(z − r)Γ(r + 1)Γ(j − r + 1) +
j−1∑
r=0
(−1)r Γ(z − r − j − 1)
Γ(z − r)Γ(r + 1)Γ(j − r) (5.14)
=
j∑
r=0
(−1)r (z − r − j − 1)Γ(z − r − j − 1)
Γ(z − r)Γ(r + 1)Γ(j − r + 1) +
j∑
r=0
(−1)r (j − r)Γ(z − r − j − 1)
Γ(z − r)Γ(r + 1)Γ(j − r + 1)
=
j∑
r=0
(−1)r (z − 2r − 1)Γ(z − r − j − 1)
Γ(z − r)Γ(r + 1)Γ(j − r + 1) = gj(z − 1).
So the function gj(z), for j > 0 is periodic and therefore vanishes identically as required.
B. The Fourier transform operator F.
Consider the (n − 1)-form Ξ defined on the null cone in momentum space defined by the formula Ξ ≡
dka1dka2 . . . dkan−1 = ka0ǫ
a0a1a2...an−1Ξ. Restricted to the null cone one has kak
a = kadk
a = 0, so the left hand
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side of this equation is orthogonal to the null vector ka. The (n − 1)-form Ξ factorizes according to the formula
kaΞ = dkaω, where the n − 2-form ω is defined by the formula: k[a1dka2 . . . dkan−1] = ka0ǫa0a1a2...an−1ω. Both the
forms Ξ and ω are closed: dΞ = dω = 0.
Given any λ(x, k) ∈ K[x], we consider its generalized Fourier transform F(λ), which is a space-time field given by
the following formula, valid at any point x of M:
F(λ)(x) ≡
∫
eikbx
b
λ(x, k) Ξ. (5.15)
The integration in equation (5.15) is to be carried out over the complete (past and future) null cone, equipped
with the induced orientation from its embedding in k-space, which in turn is oriented by the volume form,
ǫa1a2...andk
a1dka2 . . . dkan . Note that by definition of the space K[x] the convergence of the integral of equation
(5.15) is automatic and the resulting field F(λ) is everywhere smooth on space-time.
The linear operator F : λ 7→ F(λ) is defined on K[x] and we denote its range by Γ[x]. Also denote by Γ, Γ+ and
Γ+[x] the images under the operator F of the spaces K, K+ and K+[x], respectively.
It is clear that the space Γ[x] consists of certain polynomials in the variable xa with coefficients in the space Γ, so
to understand the range of the operator F it is sufficient to identify the space Γ.
To this end, we first introduce for any α and β, solutions of the wave equation in spacetime the n − 1-form
ω(α, β) ≡ α(∗dβ) − β(∗dα), where ∗ is the Hodge star operator on forms for the given Lorentzian metric. Since the
wave equation for a field φ may be written d ∗ (dφ) = 0, it is clear that the form ω(α, β) is closed. Define Ω(α, β) to
be the integral of the form ω(α, β), over a spacelike hypersurface, oriented towards the future, asymptotic to spacelike
infinity, for given fields α and β, which are required to be such that the integral converges and is independent of the
choice of that hypersurface. Denote by W the space of all solutions of the scalar wave equation with initial data,
on any spacelike hypersurface, asymptotic to spacelike infinity, in the Schwarz class (the initial data for a solution φ
on a hypersurface is by definition the restriction of φ and ∗dφ to that hypersurface). Denote by M [x] the space of
all polynomial solutions of the wave equation and by M ′[x] its dual space. Then for each φ(x) ∈ W , we obtain an
element µ(φ) of the space M ′[x], defined by the formula µ(φ)(f) = Ω(φ, f), for each f ∈M [x]. This gives a moment
map µ :W →M ′[x], φ 7→ µ(φ). Then we have the following result:
Proposition V.4 Γ = Ker(µ).
The proof of this result follows immediately from the Fourier inversion formula.
Note that the information in the moment map µ is completely contained in the formal power series defined by
the formula: ρ(φ)(pa) = Ω(e
ipax
a
, φ), where the exponential eipax
a
is understood as a formal power series in the null
covector pa. The quantity ρ(φ)(pa) is then a formal power series whose coefficients are tracefree symmetric tensors,
representing the various moments of the field φ. In terms of initial data, the quantity ρ(φ) represents all moments
of the data for the field φ. In this language the space Γ is the subspace of the space W consisting of all fields φ, for
which ρ(φ) = 0.
Our final aim in this subsection is to determine the kernel of F and to prove the
Proposition V.5 For λ ∈ K[x] we have
F(λ)(x) = ∫ eikbxbλ(x, k) Ξ = 0 for all x (5.16)
⇐⇒ λ(i∂k + tk) = 0. (5.17)
Here the scalar t is an indeterminate. Also in writing equation (5.17) it is to be understood that in each term of the
expression of the function λ(x, k) as a polynomial in the variable x, the expression is ordered by placing all the factors
of the variable x to the left, before replacing the variable x by the operator i∂k + tk.
Before we proceed to the proof of the proposition we want to clarify the structure of equation (5.17) with an
example. In the case λ ∈ K2[x], we have the expression λ(x, k) = xaxbβab+ xaβa+ β, for some symmetric tensor βab,
vector βa and scalar β, each of which depends only on the variable k. For this case equation (5.17) reads as follows:
0 = (i∂ak + tk
a)(i∂bk + tk
b)βab + (i∂
a
k + tk
a)βa + β. (5.18)
Note that the commutator (i∂ak + tk
a)(i∂bk + tk
b)− (i∂bk + tkb)(i∂ak + tka) vanishes identically, so there is no factor
ordering problem. Expanding equation (5.18) in powers of the indeterminate t, equation (5.18) is equivalent to the
following three equations:
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0 = kakbβab, (5.19)
0 = (∂akk
b + ka∂bk)βab − ikaβa, (5.20)
0 = ∂ak∂
b
kβab − i∂akβa − β. (5.21)
Note that equations (5.17) – (5.21) implicitly require that one extend the function λ(x, k) off the null cone of momentum
space before writing these equations since the formulation of the equations uses the full derivative operator ∂k. However
it must be possible to rewrite the equations so that they are purely intrinsic to the null cone. In the case of equations
(5.19) – (5.21), one can see easily that these equations are equivalent to the following three equations:
0 = kakbβab, (5.22)
0 = (Lakb + kaLb)βab − 3pakbβab − ipckckaβa, (5.23)
0 = LaLbβab − 3paLbβab − ipakaLbβb + 2papbβab
+ ipakap
bβb + (1/2)p
apa(ikbβ
b + βbb)− (paka)2β. (5.24)
Here the operator La is defined for any fixed vector pa by the relation:
La ≡ 2pbk[b∂a]k . (5.25)
It is clear from its definition that the operator La is intrinsic to the null cone. Then equations (5.22)–(5.24) hold
for arbitrary vectors pa. Alternatively equations (5.23) and (5.24) can be rewritten without using the vector pa as
follows:
0 = (Lc
akb + kaLc
b)βab − 3kbβcb − ikckaβa, (5.26)
0 = L(c
aLd)
bβab − 3L(c bβd)b − ik(cLd) bβb + 2βcd + ik(cβd) + (1/2)gcd(ikbβb + βbb)− kckdβ. (5.27)
Here we have introduced the intrinsic operator Lab, given by the formula: Lab ≡ 2k[a∂b]k , in terms of which one has
the relation La = pbL
ba. Note that provided that equation (5.22) also holds, each of the equations (5.26) and (5.27)
amounts to just one scalar equation, since one may verify that the right hand side of equations (5.26) and (5.27) are
proportional to the quantities kc and kckd, respectively.
Proof of the proposition (5.77): We shall prove the statement for λ ∈ Km[x], for every non-negative integer m
by induction on the natural number m. First the required result holds for m = 0, since in this case the function
λ(x, k) = β(k) for some function β(k) ∈ K. When equation (5.16) holds, the integral ∫ eikaxaβ(k) Ξ gives the zero
solution of the wave equation Φ = 0 and it is well known in this case that this entails that the function β must
vanish identically.
Next suppose the required result is true for all λ ∈ Km[x] for all m < s, for some positive integer s. We prove
the result for m = s. So consider equation (5.16) with the function λ(x, k) ∈ Ks[x] now a polynomial in the variable
x of degree not more than s. Then we can decompose the function λ(x, k) as λ(x, k) = α(x, k) + β(x, k), where
α(x, k) ∈ K(s)[x] and β(x, k) ∈ Ks−1[x].
Applying the wave operator to equation (5.16), we get the following equation:
0 =
∫
eikbx
b
(2ika∂
a +)λ(x, k) Ξ. (5.28)
Since the function (2ika∂
a +)λ(x, k) ∈ Ks−1[x], we get by the inductive hypothesis, the equation:
0 = [(2ika∂
a +)λ(x, k)]x→(i∂k+tk) . (5.29)
Next take the partial derivative of equation (5.16) with respect to the variable x. We get the following equation:
0 =
∫
eikbx
b
(ika + ∂a)(α+ β) Ξ. (5.30)
Now we have α(x, k) = xeαe(x, k), where the function α
e(x, k) ≡ s−1∂eα(x, k) ∈ Ks−1[x]. Then equation (5.30) may
be rewritten, using an integration by parts as follows:
0 =
∫
eikbx
b
(ikaxeαe + ik
aβ + ∂aλ) Ξ
=
∫
eikbx
b
(2ik[axe]αe + ik
aβ + ∂aλ) Ξ +
∫
eikbx
b
ixakeαe Ξ
=
∫
eikbx
b
(−2k[a∂e]k αe + ikaβ + ∂aλ) Ξ + xa
∫
eikbx
b
ikeαe Ξ. (5.31)
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Now using equation (5.28), we have the following:
0 =
∫
eikbx
b
(2ika∂
a +)λ Ξ =
∫
eikbx
b
(2iskaαa + 2ika∂
aβ +λ) Ξ. (5.32)
Hence one has the following equation:∫
eikbx
b
ikaαa Ξ = − 1
2s
∫
eikbx
b
(2ika∂
aβ +λ) Ξ. (5.33)
This equation is used to replace the last integral of equation (5.31). We then obtain
0 =
∫
eikbx
b
(−2k[a∂e]k αe + ikaβ + ∂aλ)−
xa
2s
(2ika∂
aβ +λ) Ξ. (5.34)
Now, by inspection, each term multiplying the quantity eikbx
b
of equation (5.34) is of degree at most s − 1 in the
variable x. Therefore we may invoke the inductive hypothesis again to deduce
0 =
[
−2k[a∂b]k αb + ikaβ + ∂aλ−
xa
2s
(2ika∂
aβ +λ)
]
x 7→(i∂k+tk)
=
[
2ik[axb]αb + ik
aβ + ∂aλ− x
a
2s
(2ika∂
aβ +λ)
]
x 7→(i∂k+tk)
. (5.35)
Now equation (5.28), when written out gives the equation:
[2ika∂
aβ +λ]x 7→(i∂k+tk) = [−2ika∂aα]x 7→(i∂k+tk) = [−2iskaαa]x 7→(i∂k+tk) . (5.36)
Substituting equation (5.36) into the last part of equation (5.35) gives the following equation:
0 =
[
2ik[axb]αb + ik
aβ + ∂aλ+ ixakbα
b
]
x 7→(i∂k+tk)
=
[
ikaxbαb + ik
aβ + ∂aλ
]
x 7→(i∂k+tk)
= [ikaα+ ikaβ + ∂aλ]x 7→(i∂k+tk) (5.37)
= [i(ka − i∂a)λ]x 7→(i∂k+tk) = ika [λ]x 7→(i∂k+tk) .
In the transition from the penultimate to the last line of equation (5.37), we have used the fact that the terms
arising from the commutator of the operator of multiplication by ka and the operator i∂k + tk exactly cancel
the derivative term, the quantity i∂aλ. That this is correct may be seen as follows. Consider the quantity[
(ka − i∂a) ((xbpb)nf(k))]x 7→(i∂k+tk), for n a non-negative integer, p a constant covector and for f ∈ K. We then
have the following equation:[
(ka − i∂a) ((xbpb)nf(k))]x 7→(i∂k+tk) = [(xbpb)nkaf(k)− inpa(xbpb)n−1f(k)]x 7→(i∂k+tk)
= ((i∂bk + tk
b)pb)
nkaf(k)− [inpa(xbpb)n−1f(k)]x 7→(i∂k+tk)
= ka
(
(i∂bk + tk
b)pb
)n
f(k) + inpa
(
(i∂bk + tk
b)pb
)n−1
f(k)− inpa [(xbpb)n−1f(k)]x 7→(i∂k+tk)
= ka
[
(xbpb)
nf(k)
]
x 7→(i∂k+tk)
. (5.38)
Since any polynomial λ ∈ K[x] may be written as a finite linear combination of terms of the form (xbpb)nf(k), we
have the relation [(ka − i∂a)λ]x 7→(i∂k+tk) = ka[λ]x 7→(i∂k+tk), for any λ ∈ K[x], as required.
Finally we remove the factor ika from equation (5.37) giving the required result and the induction is complete.
C. The general solution of mψ = 0
In this subsection we provide the general solution of the equation mψ = 0 in the space Γ[x]. As the construction
will show this is equivalent to finding the general solution subject only to the condition that the zrm field m−1ψ lies
in the space Γ (i.e. has zero moment map). We begin by proving that there is no loss of generality in restricting the
domain of the Fourier transform operator F from the space K[x] to its subspace L[x]. More specifically, we have
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Proposition V.6 For each λ(x, k) ∈ K[x] there exists a µ(x, k) ∈ L[x] such that F(λ) = F(µ).
Proof: For any λ ∈ K[x], we have the decomposition, directly analogous to that of equation (5.12) above:
λ =
∞∑
r=0
(x2)r
2rr!
λr . (5.39)
λr =
∞∑
s=0
(−1)sx2s
22s+r
Γ(ν − 2r − s)(ν − 2r)
Γ(ν − r + 1)Γ(s+ 1) 
r+sλ. (5.40)
Here we have put x2 ≡ xaxa and ν ≡ (n − 2 + 2xa∂a)/2. From equation (5.40), by differentiation, it follows that
the coefficients λr belong to the space L[x]. In particular it follows that the space K[x] is the sum of the space
L[x] with the module generated over the ring K[x] by the function x2. In view of this decomposition, to prove the
required result it suffices to show that for any function α ∈ Km[x] there exists a function β ∈ Km+1[x] such that
F(x2α) = F(β). Now we have the integration by parts identity, valid for any ya ∈ K[x], such that yaka = 0:
0 =
∫
∂a(eikbx
b
ya) Ξ. (5.41)
Rephrasing equation (5.41) in terms of the operator F , we have F(∂aya + ixaya) = 0, valid for any ya ∈ K[x], such
that yak
a = 0. In particular consider the case that ya ≡ −ik−10 (k0xa − taxbkb + kaxbtb)α, where ta is a fixed unit
vector and k0 ≡ kata. Then it is clear that ya ∈ Km+1[x] and that ya satisfies the identity yaka = 0, so one has
F(−∂aya) = F(ixaya). But by contracting the vectors xa and iya we also have the relation ixaya = x2α, which yields
the relation F(x2α) = F(β), where β ≡ −∂aya. Since from its definition it is clear that the function β lies in the
space Km+1[x], the proof is complete.
In view of this result we henceforth assume without loss of generality that F is defined on the space L[x].
The wave operator of space-time,  acts naturally on the space Γ[x] and one has the relation, immediate from the
definition of F in equation (5.15), valid for any λ ∈ L[x]:
F(λ) = 2iF(Dλ). (5.42)
We next wish to determine the kernel of the operator  acting on the space Γ[x]. By equation (5.16) above and using
equation (5.42), we have F(λ) = 0, for λ ∈ L[x] if and only if the function λ(x, k) obeys the equation:
0 = (Dλ)(i∂ + tk, k). (5.43)
Let the power series expansion of the function λ ∈ L[x] be given as follows:
λ(x, k) =
∞∑
r=0
1
r!
xa1xa2 . . . xarλa1a2...ar(k). (5.44)
In equation (5.44), each coefficient tensor λa1a2...ar belongs to the space K and is completely symmetric and tracefree.
Writing out equation (5.43) in terms of this expansion gives the following system of equations, one for each positive
integer q:
0 =
∞∑
p=0
1
p!
λp,q(k). (5.45)
Here the quantity λp,q is by definition λp,q ≡ ip∂a1 . . . ∂apkb1 . . . kbqλa1...apb1...bq . Note that there are no factor
ordering problems for the quantity λp,q, since the tensor coefficients are all tracefree. Now expanding in powers of the
indeterminate t we have the identity, derived from equation (5.44):
λ(i∂ + tk, k) =
∞∑
p,q=0
tq
p!q!
λp,q(k). (5.46)
Comparing equations (5.46) and (5.45), we see that if we define µ(x, k) ≡ λ(x, k)−λ(i∂, k), then we have the relation:
0 = µ(i∂ + tk, k). (5.47)
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Note that µ ∈ L[x], so from equation (5.47), one has µ ∈ ker(F). This gives the relation F(λ) = F(ν), where
ν ≡ λ(i∂, k) ∈ L0[x]. So we have shown that if F(λ) = 0, then λ = 0 mod (ker(F) + L0[x]). Conversely, if
λ ∈ ker(F) + L0[x], then it is clear from equation (5.42) that F(λ) = 0. So we have proved the relation ker(F) =
ker(F) + L0[x]. Rephrasing we have proved the relation ker() = F(L0[x]).
This generalizes immediately to our first main result
Theorem V.7 For any integer m > 0 and any space-time dimension n > 2, the kernel of the operator m when
acting on Γ[x] is given by the relation
ker(mF) = ker(F) + Lm−1[x]. (5.48)
Equivalently this may be stated as:
ker(m) = F(Lm−1[x]). (5.49)
Proof: The required result has just been proved in the case m = 1, so henceforth assume m is a fixed integer
greater than one. Suppose that Φ ∈ ker(m) and Φ = F(φ), for some φ ∈ L[x]. Then m−1Φ ∈ ker(), so
we have m−1Φ = F(α), for some α ∈ L0[x]. By proposition (5.73) the operator D is surjective as a linear map
from the space Ls[x] to the space Ls−1[x], for any positive integer s. It immediately follows that the operator
Dr is also surjective as a linear map from the space Ls[x] to the space Ls−r[x], for any positive integers r and s,
with s not less than r. Therefore we may put α(x, k) = (2iD)m−1β(x, k) for some β ∈ Lm−1[x]. Then we have

m−1Φ = F(α) = F ((2iD)m−1β) = m−1(F(β)). So we have Φ − F(β) ∈ ker(m−1) and the required result now
follows immediately by induction.
We have shown that the general solution of the equation m+1φ = 0 in the space Γ[x] is given by an integral
formula
φ(x) =
∫
eikbx
b
{
λ(k) +
m∑
i=1
λa1...ai(k)x
a1 . . . xai
}
Ξ (5.50)
where the polynomial inside the integral satisfies the wave equation. The solutions of this type are automatically C∞.
So with this formula we can not reach functions which are merely Ck differentiable. However, this class of solutions
is sufficient for our purposes. More general solutions can be obtained using functional analytic methods by starting
with this integral formula on an appropriate function space and then taking limits. We will not pursue this here.
D. Spinor momentum space
We now specialize to the case of four dimensions and introduce spinor variables. A future pointing null momentum
covector ka may be factorized as ka = kAkA′ , for kA a two component spinor, with complex conjugate spinor kA′ .
More precisely, we have a surjective map from the momentum spin space to the future null cone of momentum space,
which maps the spinor kA to the null vector kAkA′ . The inverse image of the vector ka ≡ kAkA′ is the circle of spinors
αkA, (with α ∈ C and |α| = 1) for ka non-zero, and is the zero spinor only, when ka = 0. We pull back our previous
constructions along this surjection. The pullback of the ring K+ is then the ring of functions f(kA, kA′) which are
everywhere smooth and vanish to all orders at the origin, decay faster than any power at infinity and which obey the
differential equation (kA∂
A
k − kA′∂A
′
k )f = 0. We shall need to multiply by components of the spinors kA and kA′ , so
it is natural to enlarge the ring K+ in the spinor case to the ring K̂ which is by definition the ring of all functions
f(kA, kA′), such that f has a decomposition as an infinite sum: f =
∑∞
r=−∞ fr, with only a finite number of the
functions fr non-zero and such that for each integer r we have:
(i) fr is globally defined and smooth on the momentum spin space;
(ii) limt→∞ fr(e
tαkA, e
tα′kA′) = 0, for all α ∈ C, such that ℜ(α) is non-zero; here the limit is taken with t real and
the limit must be uniform on compact subsets of the momentum spin space;
(iii) (kA∂
A
k − kA′∂A
′
k )fr(kA, kA′) = rfr(kA, kA′).
For each integer s, denote by Ks the subspace of K̂ consisting of all f ∈ K̂ with fr vanishing for all r different from
s. Then the pullback of the ring K+ is the ring K0 and one has KpKq included in Kp+q, for all integers p and
q. In particular K0 is a subring of K̂ and every space Kj is a K0-module. Denote by Kj[x] the subspace of K̂[x]
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consisting of all polynomials in x with coefficients in the space Kj . Denote by L̂[x] the subspace of K̂[x] annihilated
by the wave operator  and by Lj[x] the intersection of the spaces Kj [x] and L̂[x]. Denote by K̂[π] the space of all
polynomials in the spinor variables πA and πA′ with coefficients in the ring K̂. For p and q any non-negative integers
and for j any integer, denote by K̂p,q[π] and K
j
p,q[π] the spaces of all polynomials in the spinor variables πA and πA′ ,
homogeneous of degrees (p, q) in the pair (πA, πA′), with coefficients taken from the spaces K̂ and K
j, respectively.
For every element f(x) of the space L̂[x] and g(π) of the space K̂[π], we have unique expansions of the following form:
f(x) =
∞∑
r=0
fA1A2...ArA′1A′2...A′rx
A1A
′
1xA2A
′
2 . . . xArA
′
r , (5.51)
g(π) =
∞∑
p,q=0
gA1A2...ApA′1A′2...A′qπ
A1πA2 . . . πApπA
′
1πA
′
2 . . . πA
′
q . (5.52)
In equations (5.51) and (5.52), the coefficient spinors fA1A2...ArA′1A′2...A′r and gA1A2...ApA′1A′2...A′q lie in the space K̂
and are completely symmetric in all indices. Denote by Epix : L̂[x] → K̂[π] the evaluation operator which substitutes
the spinor πAπA
′
for xa in any element of L̂[x]. Then it is clear that the map Epix is an isomorphism of the space
L̂[x], with range the subspace of K̂[π] consisting of all polynomials g(π) ∈ K̂[π], which obey the differential equation
(πA∂
A
pi − πA′∂A
′
pi )g(π) = 0.
To proceed we need the spinor analogues of our previous technical results. First the analogue of the surjectivity of
the operator D of proposition (V.1).
Proposition V.8 The operators kA∂
a, kA′∂
a : L̂→ L̂ and kA∂Api , kA′∂A
′
pi : K̂ → K̂ are surjective.
Proof: Using the isomorphism Epix it is easily seen that it is sufficent to prove surjectivity for the operators kA∂
A
pi
and kA′∂
A′
pi . Further by formal conjugation the proof of surjectivity for the operator kA∂
A
pi will yield a proof of
surjectivity for the operator kA′∂
A′
pi . So we just need to prove that the operator kA∂
A
pi is surjective, when acting on
the space K̂[π]. Using the expansion of equation (5.52), we reduce to proving that given a totally symmetric spinor
gB...CB′...C′ ∈ K̂, there exists a totally symmetric spinor fAB...CB′...C′ ∈ K̂, such that kAfAB...CB′...C′ = gB...CB′...C′ .
By taking components with a fixed primed spinor basis, we reduce further to the case that the spinor gB...CB′...C′ has
only unprimed indices. By contracting throughout with a spinor variable πA, we reduce to solving the differential
equation kA∂
A
pi f = g, given g ∈ K̂[π], such that the solution f lies in the space K̂[π] and both f and g are independent
of the variable πA′ .
Let ta denote a fixed unit timelike vector and put nA ≡ takA′ . Note that nAkA = takAkA′ is always a positive real
number unless kA = 0. Then one has the following decomposition of the function g:
g =
∞∑
p,q=0
(−1)p
p!q!
(kAπ
A)p(nBπ
B)qgp,q. (5.53)
This decomposition follows from the expression of the spinor πA in terms of the spinor basis nA and kA: πA =
(tckCkC′)
−1(−kBπBnA + nBπBkA). Then by the binomial theorem, we have the following explicit formula for the
quantities gp,q:
gp,q =
1
(tckCkC′)p+q
[
(nA∂
A
pi )
p(kB∂
B
pi )
qg
]
pi=0
. (5.54)
It is clear from equation (5.54) that each coefficient gp,q lies in the ring K̂, so by linearity it suffices to prove the
required result for the case g = (kAπ
A)p(nBπ
B)q, with p and q non-negative integers. But then we have the following
relation:
kA∂
A
pi
[
(kAπ
A)p(nBπ
B)q+1
(q + 1)tckCkC′
]
= (kAπ
A)p(nBπ
B)q. (5.55)
So f ≡ ((q + 1)tckCkC′)−1(kAπA)p(nBπB)q+1 provides a solution in this case. Since it is clear that this function
f belongs to the space K̂[π] and is independent of the variable πA′ , the proof is complete. Note that by tracking
homogeneities through the proof we find that if g belongs to the space Kjp,q, then we may take the solution f to lie
in the space Kj−1p+1,q.
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Second we need to analyze the kernel of the pullback of the Fourier transform operator F . This Fourier transform,
still called F , is defined now as follows, when acting on any φ ∈ K̂[x]:
F(φ) ≡
∫
eikax
a
φ(xa, kA, kA′)Ω. (5.56)
Here one has Ω ≡ ǫABǫA′B′dkAdkBdkA′dkB′ and the integral is carried out over all of spin space. It is easily shown
that the operator F maps K0 isomorphically onto Γ+ (the range of F of section 5.2 acting on the space K+) and
annihilates all the spaces Kj, for j non-zero. Furthermore, acting on the space K0[x] the operator F agrees with
the pullback of our original Fourier transform operator (restricted to the domain K+[x]), up to a fixed non-zero
multiplicative constant.
Proposition V.9 : For each φ ∈ L0[x]:
φ ∈ kerF ⇐⇒ φ(xa, kA, kA′) = (∂Ak + ixakA′)φA + (∂A
′
k + ix
akA)φA′ , (5.57)
with φA ∈ L1[x] and φA′ ∈ L−1[x] obeying the spinor zrm-field equations: ∂aφA = 0 and ∂aφA′ = 0. If φ has degree
at most m in x, then φA and φA′ may be taken to have degree at most m− 1 in x.
Proof: The “if”-part of this result is a trivial integration by parts, so we assume that F(φ) vanishes and we establish
the formula of equation (5.57) for the function φ. First if φ is independent of the variable x, then F(φ) = 0 entails
that φ = 0, so the result holds if we take φA = φA′ = 0. So now we assume that the required result is true for φ any
polynomial of degree at most m− 1 and take φ to have degree at most m. Then applying the wave operator to the
equation F(φ) = 0, we obtain the equation F(ka∂aφ) = 0, so by the inductive assumption, we have the relation:
ka∂
aφ = (∂Ak + ix
akA′)ψA + (∂
A′
k + ix
akA)ψA′ . (5.58)
Here the quantities ψA ∈ L1[x] and ψA′ ∈ L−1[x] are polynomials in x of degree at most m− 2, belong to the spaces
L1[x] and L−1[x] and obey the field equations ∂aψA = 0 and ∂
aψA′ = 0, respectively. Write φ = α + β, where α is
homogeneous of degree exactly m and β is of degree at most m− 1 in the variable x. Similarly decompose the fields
ψA and ψA′ as ψA = −iρA+σA and ψA′ = −iρA′ +σA′ , where ρA and ρA′ are homogeneous of degree m− 2, whereas
σA and σA′ have degree at most m− 3. Then the terms of highest degree in the variable x of equation (5.58) give the
following equation:
ka∂
aα = xakA′ρA + x
akAρA′ . (5.59)
Note that by the inductive hypothesis, the functions ρA ∈ L1[x] and ρA′ ∈ L−1[x] obey the zrm field equations:
∂aρA = 0 and ∂
aρA′ = 0. Note that the quantities σ, ρ and ρ
′ are respectively of homogeneity (m,m), (m− 1,m− 2)
and (m− 2,m− 1) in the variables πA and πA′ , respectively. Now put xa = πAπA′ in equation (5.59). We obtain the
equation:
ka∂
A
pi ∂
A′
pi σ = m(kA′π
A′ρ+ kAπ
Aρ′). (5.60)
Here we have put σ ≡ Epix (α) ∈ K0m,m[π], ρ ≡ Epix (πAρA) ∈ K1m−1,m−2[π] and ρ′ ≡ Epix (πA
′
ρA′) ∈ K−1m−2,m−1[π]. Next
write ρ = m−1kA∂
A
pi τ and ρ
′ = m−1kA′∂
A′
pi τ
′, for some τ ∈ K0m,m−2[π] and τ ′ ∈ K0m−2,m[π]. This we can do by the
surjectivity of the operator kA∂
A
pi proved above. Then equation (5.60) may be rewritten as follows:
0 = ka(∂
A
pi ∂
A′
pi σ − πA
′
∂Api τ − πA
′
∂A
′
pi τ
′). (5.61)
Now suppose that the quantity va ∈ K̂[π] obeys the equation kava = 0. We may expand the vector va in terms of
the spinors kA, nA and their conjugates kA
′
and nA
′
as follows:
va = kAkA
′
U + kAnA
′
V + nAkA
′
W + nAnA
′
X, (5.62)
U ≡ (v
anAnA′)
(tckCkC
′)2
, V ≡ − (v
anAkA′)
(tckCkC
′)2
, (5.63)
W ≡ − (v
akAnA′)
(tckCkC
′)2
, X ≡ (v
akAkA′)
(tckCkC
′)2
. (5.64)
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It is clear that each of the quantities U , V , W and X lies in the space K̂[π]. When we have the relation vaka = 0, this
implies that the quantityX vanishes. This in turn entails that the quantity va may be expressed as va = kAvA
′
+kA
′
vA,
for some vA ∈ K̂[π] and vA′ ∈ K̂[π]: indeed one may take vA = UkA + WnA and vA′ = V nA′ . Note that if
va ∈ Kjp,q[π], then by equation (5.64) the quantities vA and vA
′
may be taken to lie in the spaces Kj+1p,q [π] and
Kj−1p,q [π], respectively.
Applying this result to equation (5.61), we obtain
∂Api ∂
A′
pi σ = π
A′∂Api τ + π
A∂A
′
pi τ
′ −m2kAυA′ −m2kA′υA, (5.65)
for some υA ∈ K1m−1,m−1[π] and υA
′ ∈ K−1m−1,m−1[π]. Contracting equation (5.65) through with the spinors πA and
πA′ gives the following equation:
σ = kAπAυ
′ + kA
′
πA′υ. (5.66)
Here we have put υ ≡ πAυA ∈ K1m,m−1[π] and υ′ ≡ πA′υA
′ ∈ K−1m−1,m[π]. Rewriting equation (5.66) in terms of the
variable x, we find:
α = xa(kAαA′ + kA′αA). (5.67)
Here the fields αA(x) and αA′(x) are determined by the formulas E
pi
x (α
A) = m−1∂Api υ and E
pi
x (α
A′ ) = m−1∂A
′
pi υ
′. Also
we have αA(x) ∈ L1[x] and αA′(x) ∈ L−1[x] and both the spinor fields αA[x] and αA′ [x] obey the zrm field equations
and are homogeneous of degree m− 1 in the variable x. By equation (5.67), we have the following relation, using an
integration by parts:
0 = F(φ) = F(α+ β) = F(xa(kAαA′ + kA′αA) + β) (5.68)
= F(i∂A′k αA′ + i∂Ak αA + β) (5.69)
By the inductive hypothesis, we obtain from equation (5.69) the relation:
i∂A
′
k αA′ + i∂
A
k αA + β = (∂
A
k + ix
akA′)ωA + (∂
A′
k + ix
akA)ωA′ . (5.70)
Here the fields ωA ∈ L1[x] and ωA′ ∈ L−1[x] obey the spinor zrm field equations and are polynomials of degree at
most m− 2 in the variable x. Combining equations (5.67) and (5.70), we get:
φ = α+ β = xa(kAαA′ + kA′αA) + (∂
A
k + ix
akA′)ωA + (∂
A′
k + ix
akA)ωA′ − i(∂A
′
k αA′ + ∂
A
k αA) (5.71)
= (∂Ak + ix
akA′)φA + (∂
A′
k + ix
akA)φA′ . (5.72)
In equation (5.72) we have put φA ≡ ωA − iαA and φA′ ≡ ωA′ − iαA. Since it is clear that the fields φA and φA′
have all the requisite properties, we have proved the validity of equation (5.57) for any field φ(x) ∈ L0[x] of degree at
most m in the variable x. Therefore by induction we have the validity of equation (5.57) in general and the proof is
complete.
E. The general solution of M ′Φ = 0
If we wish to construct a space-time field from elements of Kj with j non-zero, we first need to multiply by spinors
kA or kA′ as appropriate to map the element to an (indexed) element of K
0, before applying the Fourier transform
operator F . The result is a spinor indexed field on space-time. For example consider the standard zrm equation
∂AA
′
ΦAB...CD(x) = 0 for a totally symmetric spinor field ΦAB...CD(x) of r indices. Taking another derivative and
contracting, we immediately find that the field ΦAB...CD(x) obeys the wave equation ΦAB...CD(x) = 0. Therefore
by the theorem (V.7), we may write its general solution, (after pulling back to the momentum spin space) in the space
Γ+ , as follows:
ΦAB...CD(x) =
∫
eikax
a
αAB...CD(kE , kE′)Ω. (5.73)
Here the Fourier coefficients αAB...CD lie in the space K
0. Applying the field equation we get the equation
kAαAB...CD = 0, whence it follows that αAB...CD(kE , kE′) = kAkB . . . kCkDφ(kE , kE′), for some function φ(kE , kE′) ∈
K−j. So now equation (5.73) reads as follows:
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ΦAB...CD(x) =
∫
eikax
a
kAkB . . . kCkDφ(kE , kE′)Ω. (5.74)
Next we shall derive explicitly the solution by Fourier transform of the equation ∂A(A
′
Φ
B′...C′)
AB...C = 0 in the special case
of one primed index (m = 1) and then later generalize to arbitrary positive m. We know that the field ΦABB′ lies
in the kernel of the operator 2 by proposition (II.1), so by theorem (V.7) it admits a Fourier representation of the
following form:
Φ(X) =
∫
eikax
a
(abx
b + a)Ω. (5.75)
Here the variable X is an abbreviation: X ≡ (xa, πA, πA′) and we have put Φ(X) ≡ ΦABB′(x)πAπBπB′ . The Fourier
coefficients ab and a depend on the spinors kA and πA and their conjugates, but not on the variable x
a. Defining
the operator M ′ ≡ πA′∂Api ∂a the field equation may be written as M ′Φ = 0. This operator agrees with the operator
M ′ defined in section 2 in its action on the spinor indexed coefficients of Φ. Applying the field equation, we get the
following equation:
0 = F
(
πB
′
∂Bpi (ikb + ∂b)(acx
c + a)
)
= F
(
(πB
′
∂Bpi )(ikbacx
c + ikba+ ab)
)
. (5.76)
Using equation (5.57) above, we deduce the following equation from equation (5.76):
(πB
′
∂Bpi )(ikbacx
c + ikba+ ab) = (∂
A
k + ix
akA′)αA + (∂
A′
k + ix
akA)αA′ . (5.77)
Here the quantities αA and αA′ are independent of the variable x. Equating the coefficients of x in equation (5.77),
we get
kB′π
B′kB∂
B
pi ac = kC′αC + kCαC′ . (5.78)
Equation (5.78) gives immediately the equation kB∂
B
pi a
ckc = 0, which is solved by a
ckc = (π
BkB)
2α, for some α,
independent of the variable πA. This gives the relation: ac = kBπ
BπCβC′ + kCγC′ + kC′γC , for some βC′ , γC′ and
γC , with α = k
A′βA′ . After an integration by parts applied to equation (5.75), the terms involving γC′ and γC may
be eliminated, so one may take just ac = kBπ
BπCβC′ , without loss of generality.
Equation (5.77) now becomes
(πB
′
∂Bpi )(ikbkDπ
DπCβC′x
c + ikba+ kDπ
DπBβB′)
= ikB′π
B′kDπ
DkCβC′x
c + ikB′π
B′kB∂
B
pi a+ 3kDπ
DπB
′
βB′
= (∂Ak + ix
akA′)αA + (∂
A′
k + ix
akA)αA′ . (5.79)
This gives the relation kA′αA+kAαA′ = kB′π
B′kDπ
DkAβA′ . So we have αA′ = kB′π
B′kDπ
DβA′+δkA′ and αA = −kAδ
for some δ. But then the contribution of the terms involving the quantity δ to the right hand side of equation (5.79)
is just (∂Ak kA − ∂A
′
k kA′)δ = (kA∂
A
k − kA′∂A
′
k )δ, which vanishes, since by tracking homogeneities we find that δ lies in
the space K0. Therefore without loss of generality, we may take δ = 0. Then if we put xa = 0 in equation (5.79), we
obtain the relation:
ikB′π
B′kB∂
B
pi a+ 2kDπ
DπB
′
βB′ = kB′π
B′kDπ
D∂A
′
k βA′ . (5.80)
Next write βA′ = βA′B′π
B′ + πA′β, where βA′B′ is symmetric and both βA′B′ and β are independent of the variables
πA and πA′ . Then putting πA′ = kA′ in equation (5.80) gives the relation: βA′B′k
A′kB
′
= 0, which entails that
βA′B′ = kA′δB′ , for some spinor δB′ . Then βA′ = kA′δB′π
B′ + πA′ǫ, for some scalar ǫ. The term in βA′ proportional
to kA′ may be eliminated by an integration by parts, applied to equation (5.75), so we may take without loss of
generality: βA′ = πA′ǫ. Then equation (5.80) reduces to the equation:
ikB∂
B
pi a = kDπ
DπA′∂
A′
k ǫ. (5.81)
Next we put a = aABπ
AπB , for some symmetric spinor aAB, independent of the spinor πA. Putting πA = kA in
equation (5.81) gives the relation: aABk
AkB = 0, so aAB = kAǫB, for some spinor ǫB. Also put ǫB = ǫBB′π
B′ , where
ǫb is independent of the spinors πA and πA′ . Then equation (5.81) reduces to the following equation:
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ǫBB′k
B = i∂A
′
k ǫ. (5.82)
Then we have the relation abx
b + a = kDπ
D(xbπBπB′ǫ + ǫBB′π
BπB
′
). Summarizing we have found that the general
solution by Fourier transform of the equation ∂A(A
′
Φ
B′)
AB = 0 is given by the formula:
Φ(X) =
∫
eikax
a
kBπ
B(xcπCπC′ǫ+ ǫCC′π
CπC
′
)Ω. (5.83)
Here the quantities ǫ and ǫBB′ depend only on the momentum spinors kA and kA′ and are subject to equation (5.82).
Next equation (5.82) may be solved by writing ǫ = −iφAkA, for some φA. Then one has ǫAA′ = ∂A′k φA − kAφA
′
, for
some φA
′
. The quantities φB and φ
A′ are freely specifiable. Writing out equation (5.83) in terms of the spinors φA
and φA′ , we get the following formula:
Φ(X) =
∫
eikax
a
kBπ
B(−ixcπCπC′φBkB + (∂C
′
k φ
C − kCφC′)πCπC′)Ω. (5.84)
Finally we may integrate by parts in equation (5.84) to eliminate the derivative term. This gives the equation:
Φ(X) =
∫
eikax
a
kBπ
B(−ixCC′πCπC′φBkB + ixC
′CkCφBπ
BπC′ − kCπCφC
′
πC′)Ω
=
∫
eikax
a
(kBπ
B)2(ixC
′CφCπC′ + φ
C′πC′)Ω. (5.85)
Note that there is gauge freedom in the pair of Fourier coefficients φα ≡ (φA, φA′): the quantity ǫ of equation (5.82)
is unchanged under the transformation φA 7→ φA+ kAγ. Then the quantity ǫAA′ is also unchanged provided we make
the transformation φA
′ 7→ φA′ + ∂A′k γ. So the complete gauge transformation is φα 7→ φα + Kαγ, where Kα is the
operator pair: Kα ≡ (kA, ∂A′k ).
Note that equation (5.85) may be rewritten in the following compact form:
Φ(X) =
∫
eikax
a
(kBπ
B)2ZαφαΩ. (5.86)
Here Zα is the twistor Zα ≡ (ixaπA′ , πA′). This result may be generalized immediately:
Theorem V.10 The integral
Φ(X) =
∫
eikax
a
φ(Zα, kBπ
B)Ω, (5.87)
is a solution of the equation M ′Φ = 0 for every φ(Zα, kBπ
B) ∈ K̂[Z, kAπA]. Conversely, let Φ ∈ Γ+[x, π, π¯] be a
polynomial homogeneous of degree (p, q) in the spinors (π, π¯) with p > q. If Φ satisfies the equation M ′Φ = 0 then
it has the representation (5.87) for some φ(Z, kAπ
A) ∈ K̂[Z, kAπA] homogeneous of degree (q, p) in the variables
(Z, kAπ
A).
The restriction p > q is necessary, because the theorem is false when p = q, or when p < q, because in each of these
cases the equation M ′Φ = 0 possesses a gauge freedom: if Φ = (πA′πA∂
a)pρ, where ρ is a polynomial homogeneous
of degree (0, q) in the variables (πA, πA′), then the equation π
A′∂Api ∂aΦ = 0 is automatically obeyed, for arbitrary
such functions ρ, as is checked easily , since the operators πA′πA∂
a and M ′ commute and since ρ is annihilated by
the operator M ′. Because of this gauge freedom, no Fourier transform formula based on the null cone of momentum
space is possible, unless one first fixes the gauge freedom in some way.
Proof: By straightforward differentiation we see immediately that the function Φ obeys the equation πA
′
∂Api ∂aΦ = 0.
Conversely we prove next that the general solution of the equation M ′Φ = 0 may be put in the form of equation
(5.87). The proof is by induction on the integer q. First consider the case q = 0. Then the field Φ(X) is independent
of the variable πA′ , so the field equationM
′Φ = 0 is equivalent to the equation ∂Api ∂aΦ = 0, which is just the standard
zrm field equation, for a totally symmetric spinor field with p > 0 indices. By equation (5.74) above the solution may
be written as follows:
Φ(X) = F((kBπB)pφ). (5.88)
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Here the function φ is independent of the variables (xa, πA, πA′). Therefore the required result holds in this case, with
the function f(Zα) independent of the variable Zα.
Next consider the case q > 0. Let Φ(X) of homogeneity (p, q) satisfy the field equation M ′Φ = 0 and put
Ψ(X) ≡ ∂A′pi ∂Api ∂aΦ. Then Ψ(X) is of homogeneity (p− 1, q− 1) so, since q− 1 is non-negative and since p− 1 > q− 1,
we may use the inductive hypothesis and write the field Ψ(X) as follows: Ψ = F(ikaxa(kBπB)p−1ψ(Zα)). Define a
field F (X) by the following formula:
F (X) = F ((kBπB)pf(Zα)) . (5.89)
We wish to choose the function f(Zα), such that the field F (X) is of homogeneity (p, q) and obeys the equation:
Ψ = ∂A
′
pi ∂
A
pi ∂aF . Applying the differential operator ∂
A′
pi ∂
A
pi ∂a to equation (5.89), we get
∂A
′
pi ∂
A
pi ∂aF (X) = F((∂A
′
pi ∂
A
pi (∂a + ika))(kBπ
B)pf(Zα))
= F(∂A′pi ∂Api ∂a(kBπB)pf(Zα)) = −pF
(
(kBπ
B)p−1∂A
′
pi k
A∂af(Z
α)
)
= iF((kBπB)p−1∂A
′
pi πA′kA(∂Z)
Af(Zα)) = ip(q + 1)F((kBπB)p−1kA(∂Z)Af(Zα)). (5.90)
Therefore we have a solution to the equation (∂A
′
pi ∂
A
pi ∂a)F = Ψ provided that the function f(Z
α) obeys the equation
kA(∂Z)
Af(Zα) = (ip(q + 1))−1g(Zα).
Having found the function F (X), we write Φ(X) = F (X) + g(X), for some function g(X). Then the function
g(X) must obey both the equations (∂A
′
pi ∂
A
pi ∂a)g = 0 and π
A′∂Api ∂ag = 0. Combining these equations, we get the
single equation: ∂Api ∂ag = 0. By contracting this equation on the left with the operator πB∂
BA′ , we see that the
function g(X) lies in the kernel of the operator  whence it admits a representation analogous to that of equation
(5.74): g(X) = F(γ), for some function γ(kA, kA′ , πB , πB′). Then the field equation ∂Api ∂ag = 0 gives the equation
kA∂
A
pi γ = 0, so γ = (kAπ
A)pη, for some function η(kA, kA′ , πB′). Putting φ(Z
α) ≡ f(Zα) + η now gives the desired
representation of the function Φ and the complete proof follows by induction.
If we apply this theorem to our special case we obtain the explicit representation given in the following
Corollary V.11 For any non-negative integer m the integral
ψAB...CB′...C′ (x) =
∫
eikax
a
kAkB . . . kC
{
φB′...C′ + φE(B′...x
E
C′) · · ·+ φE...FxEB′ · · ·xF C′
}
Ω, (5.91)
is a positive frequency solution of the equation ∂A(A′ψ
AB...C
B′...C′) = 0. Conversely, every such solution is represented in
the above form.
VI. TWISTOR SOLUTION OF THE FIELD EQUATIONS
Let us first introduce the structures which are relevant for the purposes of this work. For more details see [13]
and references therein. Twistor space T is by definition a four dimensional complex affine space. Denote by V the
underlying vector space of T. At any z ∈ T, denote by θ(z) the natural isomorphism of the tangent space of T at z
with the vector space V and denote by θ the V-valued one form on T whose value at any z ∈ T is θ(z). It is clear
that the one form θ is exact: θ = dζ. Here the quantity ζ is a V valued function globally defined on T. The function
ζ is unique up to the transformation: ζ 7→ ζ + α, with α constant. The function ζ serves as a vector valued global
coordinate for the space T.
Naturally associated to the affine space T is the space S(T) which is the space of all two dimensional affine subspaces
of the space T. Naturally associated to the vector space V is the spaceM(T) which is the space of all two dimensional
subspaces of the space V. There is a natural surjection, µ : S(T) → M(T), which takes each element of S(T) to its
tangent space. The map µ renders S(T) a two dimensional fibre bundle overM(T) with fibre a two dimensional affine
space. The space M(T) is provided with a natural holomorphic conformal structure, which is such that x, y ∈ M(T)
are null related if and only if the intersection x ∩ y is non-trivial. It is isomorphic to (compactified, complexified)
Minkowski space and the space S(T) can be regarded in a natural way as the affine (unprimed) spin bundle over the
space M(T). The primed cospin bundle S′(T) is by definition the space of all pairs (X, z) ∈ S(T)×V with z tangent
to X . It is a two dimensional vector bundle over the space S(T). Denote by L′(T) the line bundle Ω2(S′(T)) over
S(T). Note that the restriction of the form θ2 to any X ∈ S(T) naturally takes values in the line bundle L′(T) at X ,
pulled back to the space X .
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Let f denote a holomorphic function defined on some domain U in T. Then the form fθ2 is a holomorphic two
form on T with values in Ω2(V). For suitable X ∈ S(T), consider the following contour integral:
S(f)(X) ≡
∫
γ(X)
fθ2. (6.1)
Here γ(X) is a closed oriented contour of two real dimensions, which is required to lie in the intersection of the
space X with the domain of the function f and to vary smoothly with X . It is clear that the quantity S(f) represents
a holomorphic section of the line bundle L′(T) over its domain of definition, M(U) (this domain is an open subset of
the space of subspaces X , for which the intersection with the open subset U has non-trivial second homology). By
definition, if the integration contours are regarded as given, the section S(f) is the (unprimed) spinor field associated
to the twistor function f .
More generally let F (z, ζ) denote a holomorphic function on the tangent bundle of the domain U with (z, ζ) ∈ U×V.
Then consider the following contour integral for (X, z) ∈ S′(T), such that X ∈M(U):
S(F )(X, z) ≡
∫
γ(X)
F (z, ζ)θ2. (6.2)
This defines a function S(F ) on S′(T) taking values in the line bundle L′(T) (pulled back to the space S′(T)).
Lemma VI.1 The contour integrals of equation (6.1) and (6.2) give coordinate independent formulations of solutions
of the zrm equation and the equation M ′Φ(xa, πA, πA′) = π
A′∂Api ∂aΦ(x
a, πA, πA′) = 0, respectively.
Proof: We use lower case greek indices for tensors based on the vector space V and introduce the standard represen-
tation ζα = (ζA, ζA′) of a twistor ζ in terms of an unprimed spinor ζ
A and a primed cospinor ζA′ . A point X , not at
infinity, of the space S(T) is labelled by the pair (xa, πA). The two dimensional affine subspace of T corresponding to
X is the set of all twistors ζα(ρA′) of the form :
ζα(ρA′) = (ix
AA′ρA′ + π
A, ρA′) = X
αA′ρA′ +Π
α, (6.3)
for arbitrary cospinors ρA′ . Defining X
αB′ ≡ (ixAB′ , δB′A′ ), Πα ≡ (πA, 0) and Xαβ ≡ XαC
′
XβD
′
ǫC′D′ , we note that
the restriction of the one form θα to the space X is given by the formula: X∗(θα) = XαB
′
dρB′ and therefore the
restriction of the form θαθβ to the space X is just X∗(θαθβ) = Xαβd2ρ, with d2ρ ≡ (1/2)ǫA′B′dρA′dρB′ . Therefore,
the field S(f)(X) of equation (6.1) factorizes as S(f)(xc, πC)αβ = Xαβφ(f)(xc, πC), where we have the following
explicit formulas for the function φ(f)(xa, πA):
φ(f)(xa, πA) ≡
∫
ρ(X)
f(XαB
′
ρB′ +Π
α)d2ρ
=
∫
ρ(X)
f(ixAB
′
ρB′ + π
A, ρA′)d
2ρ. (6.4)
In equation (6.4) the two dimensional contour ρ(X) lies in the primed spin space of the variable ρA′ and varies
smoothly with X , avoiding the singularities of the integrand. Differentiating equation (6.4), we immediately obtain
the zrm field equations in the form ∂Api ∂aφ(f) = 0.
Similarly, the integral of equation (6.2) gives rise to a field Φ(F )(xa, πA, πA′) given by the following formula:
Φ(F )(xa, πA, πA′) ≡
∫
ρ(X)
F (XαB
′
πB′ ;X
αB′ρB′ +Π
α)d2ρ
=
∫
ρ(X)
F (ixAB
′
πB′ , πA′ ; ix
AB′ρB′ + π
A, ρA′)d
2ρ. (6.5)
Differentiation of equation (6.5) immediately gives the field equation M ′Φ(F ) = 0, as required.
Note that, depending on the properties of the twistor functions f or F , the fields φ(f) and Φ(F ) may contain many
different helicities or irreducible spinor parts.
Denote by O(p, q) the sheaf of germs of holomorphic sections of rank p totally symmetric covariant tensors on
projective twistor space P (V), taking values in the sheaf O(q) (the sheaf of germs of holomorphic functions h(ζ)
homogeneous of degree q in the variable ζ). Such a section is described non-projectively by a tensor with p indices:
fα1α2...αp(ζ
α)θα1⊗θα2⊗ . . .⊗θαp , such that fα1α2...αp is completely symmetric, holomorphic, homogeneous of integral
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degree q − p in the variable ζα and such that 0 = ζα1fα1α2...αp(ζα). Our main result is that the sheaf cohomology
group H1(U,O(p, 2p− 1)), for p a positive integer describes the general analytic solution to our higher spin equations
(the spin is p+1/2), for suitable domains U in twistor space. This restriction to analytic solutions is not mandatory:
by replacing ordinary cohomology by C.R. cohomology one can obtain non-analytic solutions from the twistor theory.
We do not discuss this further here.
A. Twistor description for the spin (3/2) case
As before we begin with the spin (3/2) case and treat the general case later. In this case the object of study is the
group H1(U,O(1, 1)). We shall use the contour integral description to get at the results. Each calculation that we
do then corresponds, according to well established procedures, to an appropriate calculation using sheaf cohomology
as described for example in the books of Penrose and Rindler. For H1(U,O(1, 1)) we use functions fα(ζ), which are
homogeneous of degree zero in the variable ζ. For a function g(ζ), homogeneous of degree zero, the corresponding
spacetime field gBC is spin one and is given by a contour integral according to the standard formula of Hughston:
gBC(x
a) =
∫
γ(x)
∂B∂Cg(ix
AB′ρB′ , ρA′)ρ
C′dρC′ . (6.6)
Here the operator ∂B denotes the partial derivative with respect to the unprimed spinor part ζ
B of the twistor variable
ζβ . Also the one dimensional contour γ(x) is closed, avoids the singularities of the integrand and varies smoothly
with the point x.
Next we need the explicit action of the twistor operator ζα on the field gBC . Multiplication of g by ζ gives a
function homogeneous of degree one for which the corresponding field ζg is spin (3/2) and is given by the following
formulas:
(ζg)αBCD(x
a) =
∫
γ(x)
∂B∂C∂D(ζ
αg)(ixEF
′
ρF ′ , ρE′)ρ
G′dρG′
=
∫
γ(x)
(
3δαB∂C∂Dg(ix
EF ′ρF ′ , ρE′) +X
αB′ρB′∂B∂C∂Dg(ix
EF ′ρF ′ , ρE′)
)
ρG
′
dρG′
= 3δαBgCD − iXαB
′
∂B′BgCD. (6.7)
In equation (6.7), the twistor δαB ≡ (δBA, 0). Also we have used the fact that inside the twistor integral the operator
∂b is represented by the operator iρB′∂B . Applying these results to the indexed function fβ(ζ), allowing for the extra
index, equations (6.6) and (6.7) become
φβCD(x
a) =
∫
γ(x)
∂C∂Dfβ(ix
AB′ρB′ , ρA′)ρC′dρ
C′ . (6.8)
(ζφ)αβCDE = 3δ
α
CφβDE − iXαC
′
∂C′CφβDE . (6.9)
If we now impose the condition ζαfα = 0, we see that the trace over the twistor indices of equation (6.9) must vanish.
From the right hand side of equation (6.9) this gives the following condition:
0 = 3φCDE − iXαC
′
∂CC′φαDE = 3φCDE + x
AC′∂CC′φADE − i∂A′CφA
′
DE
= 3φCDE − 2φCDE + ∂CC′(xAC
′
φADE − iφC
′
DE) = ψCDE − 2ǫC(DψE) − i∂A′CψA
′
DE , (6.10)
with φαBC = (φABC , φ
A′
DE), φABC = ψABC + ǫA(BψC) and ψ
A′
DE ≡ φA
′
DE + ix
A′CφCDE , where the spinors φ
A′
DE , ψABC
and ψA
′
DE are completely symmetric.
Equation (6.10) gives in particular the equations ψCDE = i∂A′(Cψ
A′
DE) and ψA = (−i/3)∂BB
′
ψABB′ . Hence the field
φABC is completely determined given the field ψ
A′
AB. Once the field φABC is known, the field φ
A′
AB can be recovered
from the formula: φA
′
AB(x
e) = ψA
′
AB(x
e)− ixA′CφCAB(xe). So knowledge of the single field ψA′AB (and its derivatives) is
completely equivalent to knowledge of the original field φαBC . Finally the field equation for the field φαBC is just the
standard zrm field equation ∂B
′BφαBC = 0. This equation immediately implies (by straightforward differentiation)
the equation ∂B(A
′
ψ
B′)
BC = 0 and conversely it is seen easily that the equation ∂
B(A′ψ
B′)
BC = 0 implies the field equation
∂B
′BφαBC = 0. So we have established that the cohomology group H
1(U,O(1, 1)), for appropriate domains U in
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projective twistor space is isomorphic to the space of solutions of the equation ∂B(A
′
ψ
B′)
BC = 0, on the corresponding
domain in space-time, with the field ψB
′
BC being totally symmetric. Finally from the definition of the field ψ
A′
AB and
from equation (6.8), we have the following contour integral expression for the field ψA
′
AB:
ψA
′
AB(x
a) =
∫
γ(x)
∂A∂Bf
A′(ixAB
′
ρB′ , ρA′) + ix
A′C∂A∂BfC(ix
AB′ρB′ , ρA′)ρC′dρ
C′ . (6.11)
Contracting equation (6.11) through with πAπBπA′ , and using Cauchy’s integral formula to reduce the integral to a
one dimensional integral, we find complete agreement with equation (6.5), where the function F (z, ζ) ≡ zαfα and the
field Φ(F )(xa, πA, πA′) is then a fixed constant multiple of the field ψ
A′
AB(x
e)πAπBπA′ . So we have the shown the
Proposition VI.2 There exists an isomorphism between the sheaf cohomology group H1(U,O(1, 1)) and the space of
holomorphic solutions of the equation ∂AA′φ
AB
B′ = 0.
B. The general spin case
Consider the interpretation of the twistor cohomology group H1(U,O(p, q)). We assume that the integers p and
s ≡ q−p+2 are positive (later we shall restrict further by requiring that s > p). As discussed above, a representative
element is an indexed function fα1α2...αp(ζ), which is completely symmetric, holomorphic, and homogeneous of degree
q − p in the twistor variable ζ and such that 0 = ζα1fα1α2...αp(ζ). The unprimed spinor field corresponding to the
function fα1α2...αp may be given as follows:
φ(Zα, xa, πA) ≡
∫
γ(X)
F (Zα, XαB
′
ρB′ +Π
α)d2ρ. (6.12)
Here we have put F (Z, ζ) ≡ Zα1Zα2 . . . Zαpfα1α2...αp(ζ). The field φ(Zα, xa, πA) is a homogenous polynomial of
degree (p, s) in the pair of variables (Zα, πA), with coefficients obeying the zrm field equation by lemma (VI.1). Our
first objective is to obtain a formula for the action of the twistor variable ζβ on such a field. Denote the result of this
action by (ζφ)β . Then for this field we have the expression: (ζφ)β(Z, x, π) = XβC
′
φC′(Z, x, π) +Π
βφ, where the field
φB′ is given by the following formula:
φC′(Z, x, π) =
∫
γ(X)
ρC′F (Z
α, XαB
′
ρB′ +Π
α)d2ρ. (6.13)
Multiplying both sides of equation (6.13) by s+ 1, we manipulate equation (6.13) as follows:
(s+ 1)φC′(Z, x, π) = πA∂
A
pi
∫
γ(X)
ρC′F (Z
α, XαB
′
ρB′ +Π
α)d2ρ
= πA
∫
γ(X)
ρC′((∂ζ)AF )(Z
α, XαB
′
ρB′ +Π
α)d2ρ = −iπA∂AC′φ(Z, x, π). (6.14)
Summarizing we have established the formula
(ζφ)β = πA
(
−i(s+ 1)−1XβA′∂a + δβA
)
φ. (6.15)
Next, we consider the condition 0 = ζα1fα1α2...αp(ζ), which is equivalent to the condition 0 = ζ
α(∂Z)αF . When
applied to equation (6.15), with the field φ replaced by the field (∂Z)αφ this implies
0 = πA
(
iXβA
′
∂a − (s+ 1)δβA
)
(∂Z)βφ = −πAxBA
′
∂a(∂Z)Bφ− (s+ 1)πB(∂Z)Bφ+ iπA∂a∂A
′
Z φ. (6.16)
Next we perform a change of variables and write the twistor Zα = (ZA, ZA′) as follows: Z
α = XαB
′
zB′ + z
BδαB, so
we have ZA = ixazA′ + z
A and ZA′ = zA′ . Then the field φ becomes a function of the variables (x
a, πA, zα), where
zα ≡ (zA, zA′). Under this change of variables, we make the derivative replacements: ∂a 7→ ∂a− izA′(∂z)A, ∂Api 7→ ∂Api ,
(∂Z)A 7→ (∂z)A and ∂A′Z 7→ ∂A
′
z − ixa(∂z)A. Equation (6.16) then becomes
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0 = −πAxBA′ (∂a − izA′∂A) ∂Bφ− (s+ 1)πB∂Bφ+ iπA (∂a − izA′∂A)
(
∂A
′ − ixBA′∂B
)
φ
= πA∂A(−s+ 1+ γ′)φ + iπA∂a∂A
′
φ. (6.17)
Here we have put ∂A ≡ (∂z)A, ∂A′ ≡ (∂z)A′ and γ′ ≡ zA′∂A′ . Also define γ ≡ zA∂A. Note that the field φ obeys the
equation (γ + γ′ − p)φ = 0.
Equation (6.17) may be regarded as giving a partial propagation of the field φ in the zA directions. But we also
have the field equation obeyed by φ, which in terms of the original variables is the zrm equation ∂Api ∂aφ = 0. In terms
of the new variables this equation becomes the equation:
0 = ∂Api ∂aφ− izA′∂Api ∂Aφ. (6.18)
Removing the factor πA from equation (6.17), we get the following equation, valid for some field χ:
∂A(−s+ 1 + γ′)φ+ i∂a∂A
′
φ = πAχ. (6.19)
Applying the operator ∂Api to (6.19), we get
(s+ 1)χ = ∂Api ∂A(−s+ 1 + γ′)φ+ i∂Api ∂a∂A
′
φ. (6.20)
Then, applying the operator i∂A
′
to (6.18), gives
0 = (γ′ + 2)∂Api ∂Aφ+ i∂
A′∂Api ∂aφ, (6.21)
and, finally, subtracting equation (6.20) from equation (6.21) yields
χ = −∂Api ∂Aφ. (6.22)
From equations (6.19), (6.21) and (6.22), we get the following relation:
(2 + γ′)(s− 1− γ′)∂Aφ = i(2 + γ′)∂a∂A
′
φ− iπA∂B
′
∂Bpi ∂bφ, (6.23)
and we also have a field equation which is obtained from equation (6.18) by contraction with the spinor zA
′
:
0 = zB
′
∂Bpi ∂bφ. (6.24)
For the present purposes, equations (6.23) and (6.24) are the key equations. Note that equation (6.17) is a consequence
of equation (6.23), since the operator (2 + γ′) is invertible. To analyze these equations most easily, we henceforth
restrict to the case that the quantity s− p is positive. The quantity ∂Aφ and the right hand side of equation (6.23)
are each sums of terms homogeneous of degrees 0 to p − 1 in the variable zA′ . So with s − p positive, the operator
(s− γ′ − 1) has a well defined inverse acting on such quantities. So we may rewrite equation (6.23) as follows:
∂Aφ = i(s− 1− γ′)−1(∂a∂A
′
φ− (2 + γ′)−1πA∂B
′
∂Bpi ∂bφ). (6.25)
We need to check the compatibility of equations (6.24) and (6.25). First we show that the ∂A derivative of the
righthand side of equation (6.24) vanishes modulo the equations (6.24) and (6.25):
∂Az
B′∂Bpi ∂bφ = z
B′∂Bpi ∂b∂Aφ = iz
B′∂Bpi ∂b(s− 1− γ′)−1(∂a∂A
′
φ− (2 + γ′)−1πA∂C
′
∂Cpi ∂cφ)
= i(s− γ′)−1(1 + γ′)−1
(
(1 + γ′)zB
′
∂Bpi ∂b∂a∂
A′φ− zB′∂Bpi ∂bπA∂C
′
∂Cpi ∂cφ
)
= i(s− γ′)−1(1 + γ′)−1(−(1 + γ′)∂Bpi ∂b∂aǫB
′A′φ− zA′∂a∂B
′
∂Bpi ∂bφ+ πAǫ
B′C′∂Bpi ∂b∂
C
pi ∂cφ)
= (i/2)(s− γ′)−1(1 + γ′)−1(−(1 + γ′)(∂pi)Aφ− 2zB
′
∂a ∂
A′∂Bpi ∂bφ− 2γ′ǫA
′B′∂a∂
B
pi ∂bφ)
= (i/2)(γ′ − s)−1((∂pi)Aφ+ 2∂Bpi ǫA
′B′∂a∂bφ)
= (i/2)(γ′ − s)−1((∂pi)Aφ+ ∂Bpi ǫABφ) = 0.
Finally we need to show that applying the operator ∂A to the righthand side of equation (6.25) gives zero. So it is
sufficient to show that the quantity (2+γ′)∂A∂a∂
A′φ+πA∂A∂
B′∂Bpi ∂bφ vanishes, modulo equations (6.24) and (6.25).
We see this as follows:
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(2 + γ′)∂A∂a∂
A′φ+ πA∂A∂
B′∂Bpi ∂bφ = (3 + γ
′)∂A∂a∂
A′φ+ ∂B
′
∂Bpi ∂bπ
A∂Aφ
= ∂a∂
A′(2 + γ′)∂Aφ+ ∂B
′
∂Bpi ∂bπ
A∂Aφ
= i∂a∂A′(s− 1− γ′)−1((2 + γ′)∂AC′∂C
′
φ− πA∂B
′
∂Bpi ∂bφ) + i∂
B′∂Bpi ∂b(s− 1− γ′)−1πA∂a∂A
′
φ
= −i(s− 2− γ′)−1((πA∂A′∂a)(∂B
′
∂Bpi ∂b)φ − (∂B
′
∂Bpi ∂b)(π
A∂A
′
∂a)φ) = 0.
Thus equations (6.24) and (6.25) are integrable. If we now write φ =
∑p
k=0 φk, with γφk = kφk, for 0 ≤ k ≤ p, we
get from equations (6.24) and (6.25) give the following equations:
0 = zB
′
∂Bpi ∂bφk, (6.26)
∂Aφk+1 = i(s− p+ k)−1 (∂a∂A
′
φk − (1 + p− k)−1πA∂B
′
∂Bpi ∂bφk). (6.27)
Equation (6.26) is valid for 0 ≤ k ≤ p. Equation (6.27) is valid for 0 ≤ k < p. Note that equation (6.27) entails a
recursive formula for the quantities φk:
φk+1 = i(k + 1)
−1(s− p+ k)−1(zA∂a∂A
′
φk − (1 + p− k)−1zAπA∂B
′
∂Bpi ∂bφk), for 0 ≤ k < p. (6.28)
Equation (6.28) shows explicitly that the entire field φ is uniquely determined by the field φ0. The integrability of
equations (6.24) and (6.25) shows that the system of field equations (6.18) for the field φ(xa, πA, zα) is completely
equivalent to the single equation zB
′
∂Bpi ∂bφ0 = 0, for the field φ0(x
a, πA, zA′), in the case s > p.
Summarizing, we have outlined a proof of the
Theorem VI.3 For any pair of positive integers (p, t), there is an isomorphism between the twistor sheaf cohomology
group H1(U,O(p, 2p+ t − 2)) and the space of holomorphic solutions of the field equation zB′∂Bpi ∂bφ = 0, where the
field φ is homogeneous of degrees (p+ t, p) in the variables (πA, zA′).
In particular, we have the
Corollary VI.4 The space of holomorphic solutions of the equations ∂A(A′ψ
AB...C
B′...C′) = 0 for spinor fields with m+ 1
unprimed and m primed indices is isomorphic to the twistor sheaf cohomology group H1(U,O(m+ 1,m)).
We would like to make several remarks at this point. Firstly, although we have shown the existence of the twistor
correspondence for several different kinds of fields (i.e., with different index structures when considered as spinor fields
on space-time) it is only the fields with homegeneity (p+ 1, p) that can consistently propagate on a curved manifold.
All other fields suffer from the existence of consistency conditions. The twistor treatment in this work is to some
extent new in that we use an affine twistor space. This allows to incorporate all homogeneities into one formula (see
e.g., equation (6.4) in comparison to (6.6)).
C. The group representation
We observe that there are natural operators acting on the twistor cohomology groups H1(U,O(p, q)). Indeed
consider the operators Pαβ and Qαβ and E
α
β , which act on a representative function F (z, ζ), homogeneous of degrees
(p, q − p) in the twistor variables (z, ζ) and obeying the differential equation ζ · ∂zF = 0, as follows:
P (F ) = (z ∧ ζ)F, (6.29)
Q(F ) = (∂z ∧ ∂ζ)F, (6.30)
E(F ) = (z ⊗ ∂z + ζ ⊗ ∂ζ + δ)F. (6.31)
In equation (6.31), the operator δ is the Kronecker delta tensor acting on the representative F by multiplication.
Note that each of these operators commutes with the operator ζ ·∂z. The operator P gives a map from H1(U,O(p, q))
to H1(U,O(p + 1, q + 2)), the operator Q maps H1(U,O(p, q)) to H1(U,O(p − 1, q − 2)) and the operator E maps
H1(U,O(p, q)) to itself. These operators generate a Lie algebra under commutation. Indeed, by direct calculation,
we have the following commutation relations:
[Pαβ , P γδ] = 0, [Qαβ, Qγδ] = 0,
[Pαβ , Qγδ] = −δ[α[γE
β]
δ] , [E
γ
δ , P
αβ ] = −2δ[αδ P β]γ , (6.32)
[Eγδ , Qαβ ] = 2δ
γ
[αQβ]δ, [E
γ
δ , E
α
β ] = δ
α
δ E
γ
β − δγβEαδ .
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A dimension count gives dimension twenty-eight for this algebra, six for each of the operators P and Q and sixteen
for the operator E. The operator E generates the complex general linear algebra GL(4,C). The algebra GL(4,C) in
turn is isomorphic to the conformal orthogonal algebra CO(6,C) (the orthogonal algebra together with a dilation).
Adding in the operators P and Q to this algebra gives the complete algebra of O(8,C), regarded as the conformal
algebra associated to O(6,C), with P forming the translations, Q the generator of special conformal transformations,
the tracefree part of E generating rotations and the trace of E giving the dilation. If we introduce the standard
pseudo-hermitian form on twistor space of signature (2, 2), then this algebra has the natural real form O(4, 4), with
the operator iE self-conjugate and Q the pseudo-hermitian conjugate of P . So we have shown that the direct sum
over p of all the cohomology groups H1(U,O(p, 2p+ t− 2), gives, for each fixed t, a complex representation of the Lie
algebra of the group O(4, 4). It remains an open question whether or not this representation is unitarizable. Indeed
the ”natural” inner product, derived from the action of section one above is not positive definite in the case of spin
greater than one half. So it would seem that the representation is ”naturally” defined on a space with a ”natural” inner
product, but not a Hilbert space. If one took such representations seriously, it would apparently require enlarging the
framework of quantum mechanics to accomodate ”negative probabilities”.
Finally we note that although this algebra is most easily derived in the twistor picture, one can easily translate
into the spacetime picture, using the techniques of this section. In the spacetime picture the operator E acts on
the fields as the (complex) conformal algebra of spacetime. The operators P and Q and E act as follows on a field
φ(xa, πA′ , π
A) obeying the equation M ′φ = 0 and homogeneous of degree s in the spinor πA:
Pαβφ =
1
(s+ 1)
πC′π
CXC
′[αP
β]
C φ, (6.33)
Qαβφ = − 1
(s+ 1)
(∂pi)C∂
C′
pi X
C
[αQβ]C′φ, (6.34)
Eαβ φ = −iXD
′αXDβ ∂dφ+X
D′αδC′βπD′∂
C′
pi φ−XDβ δαC(∂pi)D(πCφ), (6.35)
where we have used the following definitions:
PαB ≡ (s+ 1)δαB − iXB
′α∂b, QαB′ ≡ (s+ 1)δαB′ − iXBα ∂b, (6.36)
XB
′α ≡ (ixB′A, δB′A′ ), XBα ≡ (δBA ,−ixBA
′
), δαB ≡ (δAB, 0), δαB′ = (0, δA
′
B′). (6.37)
VII. CONCLUSION
We have presented the properties of a class of linear equations for fields with half integer spinm+ 12 which generalize
the Weyl equation for a neutrino. We have shown how the equations arise as Euler-Lagrange equations for a variational
principle. The equations are of hyperbolic type in the sense that the Cauchy problem is well posed and that there
exists the notion of a domain of influence. The characteristics of the system are multiply sheeted. The fields propagate
freely on any curved background, i.e., there are no constraints on spatial hypersurfaces to be satisfied by the Cauchy
data. The solutions lie in certain Gevrey classes provided that the Cauchy data and the metric of the underlying
manifold do so. We find a strong relationship between the spin of the fields and the smoothness of the metric, ranging
from only Ck in the neutrino case up to analyticity in the limit m→∞. We analyzed the characteristic initial value
problem using the formal method of exact set and showed that it is well posed in the curved background case as well
as when the system is coupled to gravity via the Einstein equation. It is interesting to note, that this is a system of
partial differential equations that is not symmetrically hyperbolic (unless m = 0) but still allows the description via
an exact set. All other examples of exact sets so far have been systems of equations which were also symmetrically
hyperbolic. This implies that those two characterizations are not mutually included one in the other. We have given
the general solution of the equations in Minkowski space by first solving the equation m+1φ = 0 using Fourier
methods and then deriving the Fourier representation for positive frequency fields. Finally, we presented a twistor
correspondence between the the space of holomorphic solutions and sheaf cohomology groups on projective twistor
space.
The solution space of the equations in flat space is a representation space of the Poincare´ group. In contrast to the
case of the massless free fields, however, this representation is reducible unless m = 0. This can be easily seen from
the fact that the entire solution space for spin 2m− 1 is mapped injectively into the solution space for spin 2m+ 1
by the operator L. The solution space is also a representation space for the conformal group. It is not yet known
whether this representation is irreducible.
It would be interesting to find similar classes of consistent higher spin equations for integer spin generalizing the
Maxwell equations. So far attempts have been unsuccesful.
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APPENDIX A: GEVREY CLASSES OF FUNCTIONS
Essential in the proof of existence and uniqueness of solutions of non-strictly hyperbolic systems of partial differential
equations is the notion of Gevrey classes of functions. These are sets of C∞-functions, labelled by a real number α ≥ 1
which in some way interpolate between analytic functions (α = 1) and functions which are only Ck (conventionally
made to correspond to the case α =∞, see below).
Definition A.1 Let S be an open set in Rl, p ≥ 1 and α ≥ 1. Then γ(α)p (S) is the set of functions f : S → C such
that
sup
σ
1
(1 + |σ|)α ||D
σf, S||
1
|σ|
p <∞, (A1)
where σ is a multi-index σ = (σ1, . . . , σl), |σ| = σ1 + . . .+ σl and ||f, S||p is the usual Lp-norm of f .
Similar classes are defined to characterise the behaviour of the functions with time.
Definition A.2 Let Σ := [0, T ] × S be a strip in Rl+1, p ≥ 1, n ≥ 1 and α ≥ 1. Then γn,(α)p (Σ) is the set of all
functions f : Σ→ C such that
sup
σ,β,x0
1
(1 + |σ|)α ||D
σ+βf, St||
1
|σ|
p <∞, (A2)
where, again, σ and β are multi indices with σ0 = 0 (i.e., σ refers only to “spatial” derivatives) and 0 ≤ x0 ≤ T . St
is the slice x0 = t, as usual.
We extend the definition with α =∞ by the rule that (1 + |σ|)α = 1 for |σ| = 0 and (1 + |σ|)α = 0 otherwise. Then
γ
(∞)
p (S) is equal to the function space Lp(S) and γ
n,(∞)
p (Σ) is equal to the set of all functions for which ||Dβf, St|| is
a bounded function of t for all β with |β| ≤ n.
For p = ∞, l = 1 and for real valued functions this is the classical case of Gevrey [6]. In that case γ(α)∞ (S) is an
algebra which is closed under the composition of its elements. A similar property holds in the general case (see [8]).
Here are some basic properties of the Gevrey classes: they grow with α; if α1 ≤ α2 then γn,(α1)p (Σ) ⊂ γn,(α2)p (Σ).
Also γ
n,(α)
p (Σ) ⊂ γm,(α)p (Σ) if m ≥ n. If α = 1 the classes consist of functions which are analytic in x1, . . . , xl, but for
α 6= 1 one can show that there exists a partition of unity into elements of the classes with arbitrarily small support;
functions with compact support are not necessarily zero.
The essential qualitative distinction within the Gevrey classes seems to be between the case α = 1 and α > 1,
the latter case permitting domains of influence and thus allowing the study of wave propagation. This indicates the
hyperbolic character of the equations under consideration. The second distinction is between the cases of finite α and
α = ∞. Infinite α permits the existence of only a finite number of derivatives and thus the appearance of shocks is
possible indicating the strictly hyperbolic case.
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