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ABSTRACT
We implement a new semi-analytical approach to investigate radially self-similar solutions for the
steady-state advection-dominated accretion flows (ADAFs). We employ the usual α-prescription for
the viscosity and all the components of the energy-momentum tensor are considered. In this case, in
the spherical coordinate, the problem reduces to a set of eighth-order, nonlinear differential equations
with respect to the latitudinal angle θ. Using the Fourier expansions for all the flow quantities,
we convert the governing differential equations to a large set of nonlinear algebraic equations for
the Fourier coefficients. Using the Newton-Raphson method we solve the algebraic equations and
ADAF properties are investigated over a wide range of the model parameters. We also show that
the implemented series are truly convergent. The main advantage of our numerical method is that
it does not suffer from the usual technical restrictions which may arise for solving ADAF differential
equations near to the polar axis. In order to check the reliability of the approach, we recover some
widely studied solutions. We also introduce a new varying α viscosity model and new outflow and
inflow solutions for ADAFs are presented using Fourier expansion series.
Keywords: Accretion - accretion discs -black hole physics - hydrodynamics.
1. INTRODUCTION
Over recent decades, observations of the spectrum
of the energetic astronomical objects provided a good
motivation for many astronomers to investigate the
phenomena responsible for enormous emitted energy
of these objects, for example, see Fabbiano (1989),
Makishima et al. (2000), Swartz et al. (2004). Theo-
retical models consistent with observational evidence
have revealed that accretion process around massive
stars or black holes is a plausible mechanism for pro-
ducing such energetic radiations. The standard the-
ory of the accretion disks, i.e. Shakura & Sunyaev
(1973), Novikov & Thorne (1973), is a remarkably suc-
cessful theory for understanding some of the observa-
tional features of the quasars, X-ray binaries and AGNs,
for more details see Lynden- Bell & Pringle (1974),
Watarai et al. (2001), Frank et al. (2002), Kato et al.
(2008), Abramowicz & Fragile (2013). In the standard
Shakura & Sanyaev disk model (SSD), the energy re-
leased by the turbulent viscosity is radiated locally and
the accretion flow becomes cool efficiently. The SSD
model is appropriate for accreting systems where accre-
tion rate is smaller than the Eddington accretion rate,
M˙ED. At the same time, however, some observational
evidences put some limitations on the validity of SSD
model: e.g., the disk is too cool to emit hard X- and
gamma-rays observed in black-hole objects. In math-
ematical point of view, this limitations are related to
simplified assumptions in deriving the energy equation
which they had been neglected the heat transport by ad-
vective motions in the accretion flow. This mechanism
is essential in the innermost disk structure, especially
in black-hole accretion. A detailed analysis of the inner
region of the disks is entirely indispensable, since most
radiation of the disks originates from there. On the other
hand it is even more important, since it gives rise to disk
models that are distinct from the standard one.
An alternative model which is applicable to struc-
tures where the accretion rate is much smaller than
M˙ED, is known as advection dominated accretion flow
(ADAF), has been introduced by Narayan & Yi (1994),
Narayan & Yi (1995a), Narayan & Yi (1995b) (hereafter
NY94, NY95a, NY95b respectively), Ichimaru (1997). In
this model, the generated heat by turbulence is stored as
entropy and can be transported with the flow towards the
central part rather than being radiated away from the
system immediately after generation. The ADAF model
is of great interest because of its widespread applications
in describing the low luminous AGNs (Ludwig et al.
2012), the quiescent and hard states of black hole bina-
ries (Yuan 2007; Narayan & McClintock 2008; Ho 2008;
Yuan 2011, and for the latest review see Yuan & Narayan
2014). This model has been also applied to the super-
massive black hole at our Galactic Center Sagittarius A∗
(Sgr A∗), see Yuan et al. (2003).
In order to improve our understanding of the physics
of hot accretion flows, a lot of improvements have
been proposed, including its multidimensional dynam-
ics, disc-jet connection, radiation mechanisms and var-
ious astrophysical applications. For a review see
Yuan & Narayan (2014). An interesting phenomenon
associated with an accretion system, such as an
ADAF is launching of the winds or outflows. On
the other hand, the structure of hot accretion flow
is also remarkably affected by outflows, which carry
huge amounts of mass, momentum and energy from
the disk (Bu et al. 2009; Kawabata & Mineshige 2009;
Yuan et al. 2012a,b; Bu et al. 2013; Samadi & Abbassi
2016). There are some direct and indirect observational
evidences to confirm the existence of outflows in differ-
ent accreting systems, such as low-mass X-ray binaries
2(Fender et al. 2004; Migliari & Fender 2006) and AGNs
(Terashima & Wilson 2001; Pounds & Reeves 2009).
One of the main properties of NY94 solutions
is that the flow possesses a positive value for the
Bernoulli parameter at the regions near to the
pole which implies that the flow are susceptible to
produced wind. Recent hydrodynamics (HD) and
magnetohydrodynamics (MHD) simulations also con-
firmed emerging outflow in ADAFs (Stone et al. 1999;
Igumenshchev & Abramowicz 1999; Igumenshchev et al.
2000; Stone & Pringle 2001; Machida et al. 2001;
Yuan et al. 2012a,b). Extensive theoretical efforts
have been made to understand outflow launching
mechanism in ADAFs and its potential effects on its
underlying accretion flows. For instance, see Xu & Chen
(1997)(hereafter XC97), Blandford & Begelman (1999),
Blandford & Begelman (2004), Xue & Wang (2005),
Tanaka & Menou (2006), Khajenabi & Shadmehri
(2013), Degenaar et al. (2017), Samadi et al. (2014),
Samadi & Abbassi (2016), Samadi et al. (2017),
Khajenabi et al. (2014). However, there are some
observations which imply that in some astronomical
systems, e.g., cool-core clusters and several massive
elliptical galaxies, outflow does not play an important
role in the dynamics (Hlavacek-Larrondo & Fabian
2011; Allen et al. 2006). Therefore, the study of hot
accretion flow systems without outflow can be still
important. There are several analytical and numerical
solutions in the relevant literature studying ADAFs
structure in one or two dimensions, for example see
NY94; NY95a; Xue & Wang (2005); Shadmehri (2014);
Zeraatgari & Abbassi (2015); Habibi et al (2017).
Among these solutions, NY95a is of particular impor-
tance. In this paper the authors presented numerical
axisymmetric self-similar solutions for steady state
ADAFs structure in spherical coordinates (r, θ, φ). In
their model self-similar scaling in the radial direction has
been adopted while vertical structure have been found
using two boundary conditions, relaxation method and
numerically. They adopted standard model for viscosity
in which the viscosity coefficient α is assumed to be
constant. Furthermore they assume that latitudinal
component of velocity is zero, i.e. vθ = 0 and all
components of viscous stress tensor are non zero. With
these assumptions, they found two type of solutions
satisfying different boundary conditions on the radial
velocity at the rotational axis θ = 0. Following XC97
we have used Fourier expansion for vertical structure of
the flow. Exploiting Fourier analysis give us a chance to
simply imposed and control the boundary conditions. In
this paper we will show that using Fourier analysis we
will be able to find Nrayan & Yi 1995 solutions precisely
and furthermore we introduce some new solutions which
have not been already reported in ADAFs literature.
More specifically we present solutions with nonzero vθ
at the poles. This type of non-spherical inflow solutions
does not exist in NY95 pioneer paper.
On the other hand, all of the semi-analytical solutions
that have been used self-similar approach for structure of
ADAFs, are not capable to explain the the total vertical
structure of the flow. In fact, in a certain angle they en-
counter a singularity, which make them somehow ineffi-
cient to study the vertical structure (Samadi & Abbassi
2016). To handle this problem, we introduced a fully
analytical solution for the vertical structure of ADAFs
Habibi et al (2017). However that analytical solution
was a no-wind solution using a restricted functionality
for the viscosity coefficient α. In the current paper fo-
cusing still on the full description of the vertical structure
of ADAFs and generalizing our approach to include more
general α descriptions, we use Fourier analysis and intro-
duce a powerful tool for finding vertical structure of the
flow uniquely by adding proper physics.
To do so, we keep all the components of the energy
momentum tensor in our calculations. Also, we have
adopted the α-prescription for the viscosity. However we
assume that in the spherical coordinate system (r, θ, φ),
α is a function of θ. This can be achieved by assuming
that the kinematic coefficient of viscosity depends on r
and does not vary with θ. as we already mentioned, this
study can be considered as a complementary paper to
our previous study Habibi et al (2017). Varying α mod-
els are motivated by three-dimensional simulation of hot
accretion flows, for example see Penna et al. (2013). In
this context we introduce some new solutions which have
not been already reported in the literature and discuss
their physical relevance.
The outline of the paper is as follows. In section 2, the
governing equations in the spherical polar coordinates
for a steady state viscous flow with non-zero latitudi-
nal velocity are presented. Furthermore, we introduce a
varying α model in this section. Then assuming appro-
priate radial self-similar solutions for all the quantities,
we find an eighth-order system of differential equations
for latitudinal part of the functions. Then we introduce
proper physical boundary conditions for this system of
differential equations. In section 3, we briefly discuss the
Fourier expansion method and the numerical procedure
for finding a unique solution for the large nonlinear set
of algebraic equations. Then, in section 4 we use this
approach for an ADAF system with zero vθ and find
four type of solutions. In fact, it turns out that there
are only two free parameters in the system: the viscos-
ity parameter α˜, and the thermodynamic parameter ǫ.
Without loss of generality we fix α˜ and vary ǫ to classify
the solutions. We discuss the physics of the solutions
and compare them with the solutions available in the lit-
erature. In section 5 we check the dynamical stability
of the solutions and find regions which are convectively
unstable. Furthermore, we discuss if this instability can
change the global aspects of the solutions and produce
outflow in the system. In section 6 we apply this method
to a ADAF system with non-zero vθ. We show that, in
this case, this method fails to find unique and convergent
solutions. Finally, we summarize the results in section 7.
As a test for the reliability of the approach, we apply
it to well-known solutions presented in NY95 for ADAFs
with zero vθ and exactly recover all of that solutions. We
show the results for this case in the Appendix B.
2. GENERAL FORMULATION
In this section, we introduce the governing differential
equations and discuss the appropriate boundary condi-
tions. More specifically, we present the basic equations
in subsection 2.1. In subsection 2.2 we introduce a new
model for viscosity in which α is not a constant. The rel-
evant radial self-similar forms are presented in the sub-
section 2.3. We discuss the boundary conditions in the
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subsection 2.4. Let us start with the basic equations:
2.1. Basic Equations
We use the spherical polar coordinates (r, θ, φ), where
r is the radial distance, θ and φ are the polar and the
azimuthal angles, respectively. A black hole with massM
is at the origin and its gravitational potential is ψ(r) =
−GM/r. Furthermore, we assume that the system is
axisymmetric and is in a steady state configuration.
It is important to note that the fluid is assumed to
be viscose and we adopt the α viscosity description for
viscosity (Igumenshchev et al. 1996; Stone et al. 1999;
Igumenshchev & Abramowicz 1999; Igumenshchev et al.
2000; Fragile & Anninos 2005; Shadmehri 2014). Fur-
thermore, we keep all the components of the energy-
momentum tensor, Tµν , throughout this paper.
The governing equations are the continuity equation,
momentum equation, and the energy equation. These
equations can be found in the hydrodynamics textbooks
(e.g., Mihalas & Mihalas 1984). For the sake of com-
pleteness, however, we rewrite them here. Therefore, the
continuity equation becomes
1
r2
∂
∂r
(
r2ρvr
)
+
1
r sin θ
∂
∂θ
(
sin θρvθ
)
= 0, (1)
and the three components of the momentum equations
are written as
vr
∂vr
∂r
+
vθ
r
(∂vr
∂θ
− vθ
)
− v
2
φ
r
= −GM
r2
− 1
ρ
∂p
∂r
+
2Ψ
ρ
(2)
vr
∂vθ
∂r
+
vθ
r
(∂vθ
∂θ
+ vr
)
− v
2
φ
r
cot θ =
1
ρr
∂p
∂θ
+
2Φ
ρ
(3)
vr
∂vφ
∂r
+
vθ
r
∂vφ
∂θ
+
vφ
r
(
vr + vθ cot θ
)
=
2Γ
ρ
, (4)
and the energy conservation equation is given by
ρ
(
vr
∂e
∂r
+
vθ
r
∂e
∂θ
)
− p
ρ
(
vr
∂ρ
∂r
+
vθ
r
∂ρ
∂θ
)
=
2fΛ
ρ
, (5)
Equations (1)-(5) are the main equations which with an
equation of state make a complete set for finding the un-
known functions. In the above equations the parameters
Ψ, Φ, Γ and Λ are defined as
Ψ =
1
r2 sin θ
[
∂
∂r
(r2 sin θTrr) +
∂
∂θ
(r sin θTrθ)
]
(6)
− Tθθ + Tφφ
r
Φ =
1
r sin θ
[
∂
∂r
(r sin θTrθ) +
∂
∂θ
(sin θTθθ)
]
(7)
− Tφφ cot θ − 2Trθ
r
Γ =
1
r
[
∂
∂r
(rTrφ +
∂Tφθ
∂θ
)
]
+
2
r
(Trφ + Tφθ cot θ) (8)
Λ =
∂vr
∂r
Trr +
∂vθ
∂r
Trθ +
∂vφ
∂r
Trφ +
1
r
(∂vr
∂θ
− vθ
)
Trθ
(9)
+
1
r
(∂vθ
∂θ
+ vr
)
Tθθ +
1
r
∂vφ
∂θ
Tθφ − vφ
r
(Trθ + Tθφ cot θ)
+
Tφφ
r
(vr + vθ cot θ)
Here, ρ is the gas density, p is the gas pressure, and, vr,
vθ and vφ are the radial, azimuthal and toroidal com-
ponents of the gas velocity. We also introduce f as a
fraction of the advected energy. Furthermore, e denotes
the specific internal energy of the fluid and can be written
as e = p/ρ
(
γ − 1
)
, where γ ≡ cp/cv is the ratio of spe-
cific heats. The independent components of the energy-
mommentum tensor in the polar spherical coordinate are
given by
Trr = µ
∂vr
∂r
− µ
3
[
1
r2
∂(r2vr)
∂r
+
∂
∂θ (sin θvθ)
r sin θ
]
, (10)
Tθθ = µ
∂vθ
∂θ
+
µvr
r
− µ
3
[
1
r2
∂(r2vr)
∂r
+
∂
∂θ (sin θvθ)
r sin θ
]
,
(11)
Tφφ =
µvr
r
+
µvθ
r
cot θ − µ
3
[
1
r2
∂(r2vr)
∂r
+
∂
∂θ (sin θvθ)
r sin θ
]
,
(12)
Trθ =
µ
2
[
1
r
∂vr
∂θ
+ r
∂
∂r
(vθ
r
)]
, (13)
Trφ =
rµ
2
∂
∂r
(vφ
r
)
, (14)
Tθφ =
µ sin θ
2r
∂
∂θ
( vφ
sin θ
)
(15)
Hereafter we define the isothermal sound speed as c2s =
p/ρ and the net mass accretion rate is given by
M˙ = −
∫
2πr2 sin θρ(r, θ)vr(r, θ)dθ (16)
2.2. A latitudinally varying α viscosity model
Our goal is to solve equations (1)-(5) using our nu-
merical method to illustrate its ability and possible
weaknesses. In doing so, we consider two cases with
different viscosity prescriptions: (i) First, we inves-
tigate an accretion flow with the commonly used α-
prescription where the kinematic coefficient of viscosity
is ν = αc2s(r, θ)/ΩK(r) = αr
2ΩK(r)c
2
s(θ). Where we
have used the similarity solutions introduced in the next
subsection, see equation (20). Here, the Keplerian an-
gular velocity is ΩK(r) =
√
MG
r3 . Note that viscosity
coefficient α is given model parameter and the viscosity
is dependent on both the radial distance and the latitu-
dinal angle. (ii) As a second illustrative configuration,
we assume that viscosity is independent of the latitudi-
nal angle. In this particular case, radially self-similar
solutions are found if the kinematic viscosity coefficient
is written as
ν(r) = α˜ r2 ΩK(r) (17)
4where α˜ is a model parameter. In both cases (i) and (ii)
the bulk viscosity, i.e., µ(r, θ) = ρ(r, θ)ν depends upon
r and θ. In the case (i), bulk viscosity µ is proportional
to pressure, i.e., µ(r, θ) = αp(r, θ)/ΩK(r), whereas in the
case (ii) bulk viscosity µ is dependent on the density, i.e.,
µ(r, θ) = α˜ρ(r, θ)r2 ΩK(r).
Functional form of the introduced viscosity in case (ii)
is actually a variant of the widely used α-prescription if
the viscosity coefficient α is assumed to be dependent on
the latitudinal angle as follows
α(θ) =
α˜
c2s(θ)
. (18)
Although this prescription seems to be restrictive, there
are hot accretion flow simulations that suggest viscos-
ity coefficient α is not a constant and it depends on the
latitudinal angle (e.g., Penna et al. 2013). This depen-
dence, however, is needed to be explored using further
hot accretion flow simulations. But it motivated some
authors to explore properties of ADAFs with viscosity
parameter as a given function of the latitudinal angle.
Habibi et al (2017), for instance, found fully analytical
no-wind solutions for the ADAFs with viscosity param-
eter in proportion to sin θ. In their analysis, however,
the radial-azimuthal component of the stress tensor, i.e.,
Trφ is assumed to be dominant. This assumption is re-
laxed in our analysis by fully implementing all the stress
components. Our solutions with the introduced viscosity
prescription in case (ii) are direct generalizations to the
analysis of Habibi et al (2017).
In the next subsections, we present similarity solutions
for ADAFs with viscosity as introduced in cases (i) and
(ii).
2.3. Self-similar Solutions
By assuming radial self-similar solutions, one may con-
vert the two-dimensional differential equations (1)-(5) to
a set of one-dimensional differential equations. To do so,
we follow NY95 by using the following radial dependen-
cies for the quantities
ρ(r, θ) = r−nρ(θ), (19)
cs(r, θ) =
√
MG
r
cs(θ), (20)
vr(r, θ) =
√
GM
r
vr(θ), (21)
vθ(r, θ) =
√
MG
r
vθ(θ), (22)
vφ(r, θ) =
√
GM
r
sin θΩ(θ), (23)
Furthermore we define the function q(θ) to include both
models A and B. To do so we express µ as µ(r, θ) =
ρ(r, θ)r2ΩKq(θ). The function q(θ) is equal to αc
2
s(θ) for
model A, and is equal to α˜ in model B.
Upon substituting the above solutions into equations
(1)-(5), the following ordinary differential equations are
obtained:
(3− 2n)ρvr + 2vθ
(
ρ′ + ρcotθ
)
+ 2ρv′θ = 0 (24)
ρ
(
6(n+ 1)c2s + q
(
12(n− 2)vr + (4n− 17)v′θ
+ (4n− 17) cot θvθ + 6 cot θv′r + 6v′′(θ)
)
+ 3
(
2Ω(θ)2 sin2(θ)− 2v′r
(
vθ − q′
)
− 3q′vθ
+ v2r + 2v
2
θ − 2
))
+ 3qρ′
(
2v′r − 3vθ
)
= 0
(25)
ρ
(
6
(
c2s
)′ − 6Ω(θ)2 sin θ cos θ + 3vr(vθ − 2q′)
+ 2v′θ
(
3vθ − 4q′
)
+ 4 cot θq′vθ
)
+ 6c2sρ
′
− q
(
ρ
(
− 6(n− 3)v′r + vθ
(
− 8 csc2 θ + 9n− 6
)
+ 8
(
cot θv′θ + v
′′
θ
))
+ 2ρ′
(
3vr + 4v
′
θ − 2 cot θvθ
))
= 0
(26)
q
(
− 2 sin θρ′Ω′ − ρ
(
6 cos θΩ′ + sin θ
(
2Ω′′
+ 3(n− 2)Ω
)))
+ ρ
(
2 sin θΩ′
(
vθ − q′
)
+ Ωsin θvr + 4Ω cos θvθ
)
= 0
(27)
36ǫc2s
(
ρ((γ − 1)n− 1)vr − (γ − 1)ρ′vθ
)
+ ρ
(
36ǫvθ
(
c2s
)
′
+
1
2
(3γ − 5)q csc2 θ(
54Ω2 sin4 θ + 8 sin2 θ
(
3 sin2 θΩ′2 + 3
(
v′r
)
2
+ 4
(
v′θ
)
2
)
− 8 sin θvθ
(
9 sin θv′r + 4 cos θv
′
θ
)
+ 48 sin θvr
(
sin θv′θ + cos θvθ
)
+ 72 sin2 θv2r + (43− 11 cos 2θ)v2θ
))
= 0
(28)
where prime stands for the derivative with respect to θ
and the new parameter ǫ is defined as ǫ = (5/3−γ)/(γ−
1)f . Equations (24)-(28) are the main non-linear differ-
ential equations which we shall solve in the subsequent
sections for five unknowns ρ, vr, vθ, Ω and cs. It is neces-
sary to emphasis that in the case (i) where q(θ) = c2s(θ),
our equations are slightly different from equations B1-
B5 presented in Xue & Wang (2005), and, implemented
equations in XC97. We found some minor mistakes in
Xue & Wang (2005). If we set vθ = 0 in Xue & Wang
(2005) equations, the NY95 equations are not recovered.
2.4. Boundary Conditions
We now need a set of proper boundary conditions for
solving the equations. Equations (24)-(28) constitute
an eighth-order system of ordinary differential equations.
We, therefore, need eight boundary conditions to solve
them numerically. Definition of the net mass accretion
rate provides the first boundary condition. In doing so,
the integral (16) sets the normalization of ρ(θ), i.e., one
should fix the magnitude of m˙ = M˙/(2π
√
MG). More
specifically, in the case of n = 3/2 this quantity does
not depend on r and provides a suitable boundary con-
dition. We will use this boundary condition for all the
solutions presented in this paper for n = 3/2. Instead of
this condition, one may use ρ(π/2) = 1 because we can
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simply scale ρ(θ) by the accretion rate. We will use this
condition for the cases where n 6= 3/2. One should note
that for these solutions m˙ can not be non-zero. In other
words, the mass conservation implies that the net mass
accretion rate is not dependent on r. On the other hand,
the self-similar solutions yield m˙ = Ir3/2−n, where I is
an integral given by
I = −
∫ pi
0
ρ(θ)vr(θ) sin θdθ (29)
The remaining seven boundary conditions are dis-
tributed between the equatorial plane and the rotation
axis θ = 0. At the equatorial plane, the boundary con-
ditions can be written as
θ =
π
2
:
dρ
dθ
=
dvr
dθ
=
dΩ
dθ
=
dcs
dθ
= vθ = 0 (30)
The other two conditions can be obtained by fixing the
magnitude of vθ(π/2) and cs(π/2) as has been done in
Xue & Wang (2005). In this case, we have an initial
value problem. However by fixing these conditions at
θ = 0 the system will be a boundary value problem. On
the other hand, at θ = 0, we expect that the solutions
be well behaved and nonsingular. In this case, we have
θ = 0 :
dρ
dθ
=
dvr
dθ
=
dΩ
dθ
=
dcs
dθ
= 0 (31)
By imposing these conditions into equations (24)-(28) at
θ = 0, one can easily verify that
vr = 0 or vr = − ǫ c
2
s
2q
(32)
Obviously the number of conditions are larger than eight.
However one should note that all of them are not inde-
pendent. Technically, we chose a convenient eight com-
ponent subset of the conditions in order to solve the equa-
tions.
3. SEMI-ANALYTIC APPROACH: FOURIER
EXPANSION
In this section, we follow the method introduced in
XC97. However, we use the correct set of equations and
also use a different set of boundary conditions. We also
find new solutions when the latitudinal angle dependence
of the viscosity parameter α is permitted as in case (ii).
The idea is that we can always construct proper Fourier
series for the physical quantities which satisfy the bound-
ary conditions (30) and (31) by default. More specifically
in the simplest case we can express the quantities as the
following series
ρ(θ) =
N∑
i=0
ai cos 2iθ, c
2
s(θ) =
N∑
i=0
wi cos 2iθ
vr(θ) =
N∑
i=0
bi cos 2iθ, Ω(θ) =
N∑
i=0
di cos 2iθ
vθ(θ) = sin 2θ
N∑
i=0
hi cos 2iθ
(33)
Substituting these series into equations (24)-(28) and us-
ing an appropriate subset of boundary conditions, we ob-
tain a 5(N+1) nonlinear algebraic equations for 5(N+1)
coefficients. In other words, the problem reduces to solve
algebraic equations than the differential equations. Using
the Newton-Raphson method, we solve these equations.
In this method one needs appropriate primary guess for
the solutions, We find them by using random number
generators. In order to see how this procedure works, we
have written the details for a toy model in which Ω = 0
in the Appendix A. In fact our equations are too long
and we can not write the main calculations in the paper.
The practical power of this approach is that the bound-
ary conditions have been already included in the series
and consequently by finding the coefficients one may an-
alytically analyze the quantities in the whole interval
[0, π]. In other words, these solutions cover the whole
space and allow to investigate the dynamics in a com-
plete manner. Therefore this approach may help to bet-
ter understanding of the ADAF structure.
However, the technical limitation is that we have to
truncate the expansion in a specific N . In fact when
N is larger than 9 the parameter space of solutions get
extremely large and in practice, it is not possible to find
a unique solution. We start with N = 3 and increase
N by checking the convergence of the solutions. More
specifically when the first and dominant coefficients in
the series remain approximately constant by increasing
N we decide that the numerical procedure is convergent.
More specifically in each step, we measure the fractional
difference between the coefficients in N and N +1 cases.
Albeit it should be noted that increasing N does not
necessarily yield to better solutions. In fact for large N,
N > 10, the numeric errors dominate the calculation and
the solution diverges and takes a highly oscillatory and
unnatural form. In some cases, we use N = 9 for the
number of coefficients. Fortunately, in all cases we find
an acceptable convergence for 5 ≤ N ≤ 9.
4. ADVECTION DOMINATED ACCRETION
FLOWS WITH Vθ(θ) = 0
Our study is started with a simplified configuration
with vθ(θ) = 0. Existence of similarity solutions imply
that we have n = 3/2 in both cases (i) and (ii).
4.1. Model A: solutions with α-prescription
Accretion flow with a viscosity prescription introduced
in case (i) is actually equivalent to the model studied
in NY95. If we set q(θ) = αc2s in the equations (24)-
(28), these equations reduce to equations (2.16)-(2.19)
in NY95. To illustrate that the Fourier analysis method
is an efficient tool for instigating an ADAF structure, we
first retrieve NY95 results in the Appendix B along with
verification that the implemented series are truly conver-
gent. Although we use a different numerical method, our
obtained solutions are consistent with NY95 solutions
with reasonable accuracy. This successful test problem
is a good motivation to implement the Fourier analysis
method for exploring ADAF structure with varying vis-
cosity coefficient.
4.2. Model B: solutions with the latitudinal angle
dependence of α
6Upon substituting q(θ) = α˜ into the main equations
(24)-(28), we obtain
v2r
2
+ Ω2 sin2 θ = 1− 5c
2
s
2
− α˜(cot θv′r +
(ρv′r)
′
ρ
− vr)
(34)
− Ω2 sin θ cos θ = −
(
ρc2s
)
′
ρ
+
α˜ρ′vr
ρ
+
3α˜v′r
2
(35)
1
2
Ωvr = α˜
(ρ′Ω′
ρ
+Ω′′ + 3 cot θΩ′ − 3
4
Ω
)
(36)
− 3ǫc
2
svr
2α˜
= 3v2r +
9
4
Ω2 sin2 θ+sin2 θ (Ω′)
2
+(v′r)
2 (37)
We are now in a position to solve the above equations
using the Fourier analysis method. Before doing so,
however, it is insightful to inspect these equations for
general trends of the solutions. Equation (37), for in-
stance, shows that its right hand side is always positive
for γ < 5/3. It then leads to a negative radial velocity
irrespective of the angle θ.
A thorough consideration and classification of the nu-
meric solutions revealed that there are two different
branches of solutions: rotating inflow Ω 6= 0, and non-
rotating inflow solutions Ω = 0. On the other hand
each branch can be divided into two main types: so-
lutions which satisfy vr(0) = 0, and those which satisfy
vr(0) = −ǫc2s/2α˜, see equation (32). Consequently we
can categorize our solutions in four different cases:
4.2.1. Rotating inflow with vr(0) = 0
Fig. 1 shows profiles of the physical quantities as a
function of θ with vr(0) = 0 for different values of ǫ.
The viscosity parameter is α˜ = 0.1, however, trends of
the solutions are the same for other values of α˜. Surface
density profile (top, left) shows that its maximum occurs
at the equatorial plane. However, the maximum values
increases with the thermodynamic parameter ǫ. These
solutions are representative of either ADAFs with f = 1
different values of γ or ADAFs with a constant adiabatic
index γ and different values of f .
For ǫ = 0.2 the density varies by only 13% from pole
to the equatorial plane. Solutions with small ǫ, there-
fore, correspond to nearly spherical flows. For ǫ = 0.5,
on the other hand, the density contrast between the pole
and the equatorial plane is about 35% . Profile of the
angular velocity (bottom, right) shows that it is more
or less independent of the latitudinal angle, but its val-
ues increases with ǫ. For large values of ǫ, therefore, the
system deviates from a spherical symmetry and tends to
a rotationally flattened configuration. However, we find
that for ǫ > 1 the density profile exhibits some oscilla-
tions which are not physically plausible. For this reason,
we do not report these solutions.
4.2.2. Rotating inflow with vr(0) = −ǫc2s/2α˜
In this particular case, physical quantities are shown in
Fig. 2. We note that NY95 found no rotating solution for
vr(0) 6= 0, whereas our analysis for the α varying model
shows both rotating and non-rotating solutions when the
radial velocity does not vanish at the poles. The behavior
of the flow in this case is somehow opposite to the case
Figure 1. Accretion flow quantities as a function of θ for α˜ = 0.1,
m˙ = 0.23., vθ = 0, n = 3/2 and different values of the thermody-
namic parameter ǫ.
Figure 2. Same as Fig. 1, but for vr(0) = −ǫc2s/2α˜.
Fourier analysis of advection-dominated accretion flows 7
Figure 3. Top row: Non-rotating self-similar solutions for α˜ = 0.1, vθ = 0 and n = 3/2 and vr(0) = 0. Bottom row: Non-rotating
self-similar solution with the same model parameters as in top row, but with vr(0) 6= 0. Note that here the density and the sound speed
are both normalized by their represantitive values at the pole.
where vr(0) = 0. In other words, profiles of the sound
speed and the radial velocity reach to a maximum at the
equatorial plane, but these quantities have minimum in
Fig. 1. Also, the density and the angular velocity have a
minimum at θ = π/2 in Fig. 2 while they have maximum
at equatorial plane when vr(0) = 0.
In both cases, however, the flow deviates from a spheri-
cal configuration with increasing the thermodynamic pa-
rameter. Nevertheless, we find that this kind of solu-
tion exists only for a relatively small range of ǫ, i.e.,
0.08 . ǫ . 0.3. We note that the range is modified
depending upon value of α˜.
4.2.3. Non-rotating inflow with vr(0) = 0
The top row of Fig. 3 shows solutions with vr(0) = 0.
We find that there is no solution when ǫ & 0.5. Although
the inflow does not rotate, its geometrical shape is not
purely spherical. This trend is not surprising in the sense
that the α viscosity profile is a function of θ. Further-
more, by increasing the thermodynamic parameter ǫ, the
system deviation from a spherical configuration becomes
more significant. Density contrast between the pole and
the equatorial plane reaches to 17% for ǫ = 0.2. It should
be noted that in the NY95, there is no non-rotating so-
lution with vr(0) = 0. In other words, the non-rotating
solutions presented in NY95, possess a negative radial
velocity at the poles.
4.2.4. Non-rotating inflow with vr(0) = −ǫc2s/2α˜
The bottom row of Fig. 3 displays solutions with
vr(0) = −ǫc2s/2α˜. These profiles exhibit different maxi-
mum and minimum points which are unlikely to be rep-
resentative of any physical system. For the sake of com-
pleteness, however, we report these solutions. It can
be compared with the non-rotating solution presented in
NY95, see Appendix B of NY95. Their solution is purely
spherical and all functions do not depend on θ. There-
fore their solution is reminiscent of the Bondi accretion
in the presence of viscosity. However, our solution is not
spherical, and similar to other solutions presented in this
paper increasing the thermodynamic parameter ǫ, causes
more deviation from spherical configuration. It is seen
from the left panel in the bottom row of Fig. 3 that the
density contrast can be more that 45%.
However, this deviation from spherical configuration
does not mean that there is no spherical non-rotating
solution in our varying α model. Let us briefly discuss
a simple analytic non-rotating inflow spherical solution.
When latitudinal angle dependence of the variables is
neglected (i.e., spherical symmetry), we can find non-
rotating solution using equations (34)-(37). Thus,
v =
α(ǫ + 5)−
√
α2(ǫ+ 5)2 + 2ǫ2
ǫ
c2s =
2α
ǫ2
(√
α2(ǫ+ 5)2 + 2ǫ2 − α(ǫ+ 5)
) (38)
This solution corresponds to an inflow configuration, ir-
respective of ǫ. In other words, unlike in NY95, it is not
8Figure 4. The fractional difference ∆Q calculated for all physical
functions when α˜ = 0.1 and ǫ = 0.1. This figure corresponds to
the rotating solutions presented in Fig. 1. Each color belong to a
given value of N , i.e., number of terms in the Fourier expansion.
possible to produce wind by choosing negative thermo-
dynamics parameter ǫ.
4.2.5. Convergence of the solutions
We now verify that the presented solutions are conver-
gent. We increase the number of Fourier terms until the
solution converges. In doing so, we define fractional dif-
ference ∆Q between solutions with N and N +1 Fourier
coefficients, i.e.,
∆Q =
QN+1 −QN
QN
× 100 (39)
where Q stand for ρ, vr, c
2
s or Ω. Obviously, the solu-
tions are convergent if the fractional difference ∆Q tends
to zero with increasing N . Fig. 4 shows profiles of ∆Q
for the solutions presented in Fig. 1 with α˜ = 0.1 and
ǫ = 0.1. Different colors belong to different N . It is ev-
ident that by increasing N , the fractional difference de-
creases and gets small for N > 5. We generally find that
the solutions correspond to fractional differences smaller
than 10−4% so long as the adopted terms in the Fourier
expansions is large than 6. In other words, the obtained
solutions are not modified with increasing the number
of terms in the Fourier expansion to larger than 6. It
implies that the solutions are convergent.
4.3. The Bernoulli parameter:
In order to study the occurrence of outflow it is im-
portant to find Bernoulli function of the flow. This pa-
rameter determines the whole energy per unit mass of
the flow. As It has been pointed out in NY95 when-
ever Bernoulli parameter reaches a positive value, one
may expect the existence of the outflow in the system.
On the other hand, a positive value for Bernoulli pa-
rameter means that the flow can escape to infinity as
outflow due to its enough energy to overcome gravita-
tional energy. Some researchers have been pointed out
the positive values of Bernoulli parameter is a conse-
quence of self-similar solutions (Abramowicz et al. 2000;
Yuan 1999a). Besides, in numerical HD and MHD sim-
ulations performed by Yuan et al. (2012a,b), Bernoulli
function in the most regions is positive. From this per-
spective, the Bernoulli parameter Be is useful to check
the above mentioned possibility. As usual, let us define
the dimensionless parameter b as follows
b =
Be
Ω2kr
2
=
1
2
(
v2r + v
2
θ + sin θ
2Ω2
)− 1 + γ
γ − 1c
2
s (40)
Fig. 5 shows profiles of this parameter for the presented
solutions so far. The top left panel in Fig. 5 belongs
to a rotating solution presented in Fig. 1. We find that
within the allowed range of of ǫ, the Bernoulli parame-
ter is always positive. The parameter b becomes larger
with increasing the thermodynamic parameter ǫ. This
behavior is completely opposite to the corresponding so-
lution explored in NY95 (i.e., model A) where increasing
ǫ leads to b < 0 for certain latitudinal angles. This Fig-
ure suggests that solutions in Fig. 1 are able to produce
outflows.
The top right panel in Fig. 5 corresponds to the so-
lution presented in Fig. 2. As we have discussed, this
solution possesses a non-zero radial velocity at the poles.
Fig. 5 shows that for small ǫ, the parameter b is always
positive. For larger values of ǫ, however, the Bernoulli pa-
rameter becomes negative in the interval near the poles.
We find that this interval gets wider by increasing ǫ. The
bottom left panel in Fig. 5 shows the Bernoulli parame-
ter for non-rotating solution presented in the top row in
Fig. 3. In the case of small ǫ, the parameter b becomes
negative at very close to the equatorial plane.
Finally, the bottom right panel of Fig. 5 belongs to
a non-rotating solution displayed in the bottom row of
Fig. 3. The Bernoulli parameter is negative within an
interval of θ. However it is positive in both near the
poles and equatorial plane. There are, therefore, regions
where the parameter b is positive and the outflow can
exist. However, in order to make sure that the outflow
occurs in the system, it is necessary to investigate the
convective instability of the solutions. In the next section
we study this issue in more details.
5. DYNAMICAL STABILITY OF THE SOLUTIONS
The stability of the solutions is important in any phys-
ical system. For example, it is well-established that the
ADAFs with zero vθ are intrinsically unstable to con-
vective instabilities, see NY95 for more details. As we
showed in Appendix B, when vθ = 0, there is no out-
flow in the system. However the convective instability in
some regions near the pole can play effectively and the
resultant convection outflow can dominate the advection
inflow. In other words, this instability can in principle
changes the global behavior of the solutions and induce
outflow near the pole. From this perspective, and for be-
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Figure 5. Dimensionless Bernoulli parameter b as a function of θ for solutions presented in Fig. 1, 2 and 3. The top left and right panels
correspond to the rotating solutions presented in Fig. 1 and 2, respectively. The bottom left and right panels, however, correspond to the
non-rotating self-similar solutions presented in the left and the right panels in Fig. 3, respectively.
ing sure about the mathematical and physical viability
of our solutions, it is necessary to study the response of
the system to some pertinent instabilities.
The classic Solberg-Høiland criteria for stability of the
rotating flow against local axisymmetric, adiabatic per-
turbations in the cylindrical coordinate system (R, φ, z)
are given by (Tassoul 1978)
− 1
γρ
∇P ·∇ lnPρ−γ +
1
R3
∂R4Ω2
∂R
≥ 0, (41)
− ∂P
∂z
(
∂R4Ω2
∂R
∂ ln Pργ
∂z
− ∂R
4Ω2
∂z
∂ ln Pργ
∂R
)
≥ 0. (42)
Condition (41) has been widely used to study the con-
vective instability of the astrophysical systems. It is con-
venient to write it as N2 + κ2 > 0 where N is the usual
Brunt-Va¨isa¨la¨ frequency and κ is the epicyclic frequency.
N2 and κ2 are given by the first and second terms on
the left- hand side of (41). For a non-rotating flow, the
epicyclic frequency is zero and (41) implies the existence
of an inward increase of entropy, which is the well-known
Schwarzschild criterion. For a rotating flow, the inward
increase of entropy is a necessary condition for convec-
tive instability. In other words, in a convectively stable
flow the entropy decreases inwardly. In an ADAF with-
out radiation, the numerical simulations and analytical
descriptions confirm that entropy increases inward. In
other words, these systems are convectively unstable, for
example see NY94 and NY95.
It should be noted that in the regions where the second
condition (42) is violated, the local axisymmetric pertur-
bations, in principle, can grow. However, these pertur-
bations are local and can not change the global behavior
of the solutions. Our focus, therefore, is on the regions
where the first condition (41) is violated. These regions
are convectively unstable and can affect the global prop-
erties of the flow as explored in NY95 for the model A.
The left hand side of (41) in the polar spherical coor-
dinate system can be written as r−3/2H(θ). Therefore
the sign of H(θ) determines the unstable regions. For
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Figure 6. The stability function H(θ) as a function of θ for rotating solutions presented in Fig. 1,2. The left and right panels belong to
rotating solutions presented in Fig. 1 and 2 respectively.
H(θ) < 0, the latitudinal direction θ is prone to convec-
tive instability. In Fig. 6 we display the stability function
H(θ) for the rotating solutions presented in Fig. 5. It
should be noted that H(θ) is negative within the inter-
val 0 ≤ θ ≤ π for the non-rotating solutions. Therefore
the non-rotating solutions are convectively unstable. We
can now explore stability of the rotating self-similar so-
lutions. The left panel of Fig. 6 shows that ǫ has a sta-
bilizing effect on the system in the sense that increasing
ǫ leads to a wider stable interval. However, the stability
function H(θ) is negative near the equatorial plane.
The thermodynamic parameter ǫ has a stabilizing ef-
fect on the rotating solutions with vr(0) 6= 0. The right
panel in Fig. 6 shows that some parts of the system are
stabilized with increasing the parameter ǫ. However, in
this case, it does not necessarily extend the stable inter-
val. Similar to the first type of the rotating solutions,
we find stability near to the poles and the instability can
occur around the equatorial plane.
We showed that all the solutions have regions where
b > 0 and H(θ) < 0. This trend, however, does not im-
ply that convective instability is able to reverse direction
of the flow and produce outflows. In other words, as in
other hydrodynamic instabilities, the time-scale for the
growth of the instability should be small enough com-
pared to other characteristic time-scales in the system.
In order to estimate the significance of the convective ef-
fects compared to the advection, we follow and generalize
the method presented in NY95. To do so, we assume that
f = 1 and rewrite the energy equation (37) in terms of
convective energy flux Fc and physical functions c
2
s(r, θ),
vr(r, θ), ρ(r, θ) and Ω(r, θ) as follows
− 3ǫc
2
svrρ
2r
= −∇ · Fc
+
α˜ρ
ΩK
(3v2r
r2
+
9
4
Ω2 sin2 θ + sin2 θ (Ω′)
2
+
(v′r)
2
r2
) (43)
The three terms in this equation, i.e. one term in the
left hand side and two terms in the right hand side, are
representatives of the advection, the convection and the
viscosity respectively (NY95). The system is advection
dominated and consequently we need to compare the con-
vection and the advection terms. As in NY95 we assume
that the convective flux is proportional to the entropy
gradient as
Fc ≃ −Kcρ(r, θ)T (r, θ)∂s
∂r
rˆ (44)
where Kc is a proportional constant and can be consid-
ered as an effective diffusion constant. Furthermore the
specific entropy s and temperature T are given by
s =
kB
(γ − 1)m ln
p(r, θ)
ρ(r, θ)γ
, T =
m
kB
p(r, θ)
ρ(r, θ)
(45)
where kB is the Boltzmann constant andm is the mass of
a single molecule, respectively. Now in order to compete
this estimation, let us assume that Kc follows a similar
profile as the viscosity, i.e. Kc = α˜c/ΩK , where α˜c is
different from α˜. In fact, in the standard case this pa-
rameter can be larger than α/2 (NY95). Here, we also
assume that α˜c = 0.5α. Now it is easy to find the ratio
of convective term to the advection terms as
G(θ) =
2r∇ · F
3ǫc2svrρ
= − α˜c
v(θ)
(46)
Now the outflow regions can be specified as regions where
we have b > 0, H(θ) < 0 and lnG(θ) > 0. Corresponding
to our rotating solutions, however, there is not a region
where all three conditions are satisfied. In other words,
although the solutions are convectively unstable, the con-
vective instability can not revert the direction of the flow
and cause outflow launching. We note that this is not the
case in the model A, and outflow can arise in the rotating
solution.
On the other hand, we find that outflow can happen in
the non-rotating solutions. We consider the non-rotating
solution with vr(0) = 0 (top panel in Fig. 3). In this case,
except very close to the equatorial plane, the Bernoulli
parameter is positive everywhere. Furthermore, we have
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H(θ) < 0 for 0 ≤ θ ≤ π. Therefore we need to check
the third condition, i.e. lnG(θ) > 0. This condition
is satisfied within the interval θ ≤ θcrit. The critical
angle θcrit depends on ǫ. For ǫ = 0.08, 0.1 and 0.2, the
critical angle is found as θcrit = 0.6, 0.53 and 0.4 rad,
respectively. Our analysis shows that flows with a larger
ǫ are subject to a more collimated outflow.
We also find that outflow can occur in the second type
of the non-rotating solutions presented in the bottom
panel of Fig. 3. For ǫ = 0.08, outflow exists around
the poles and the equatorial plane, i.e., within the ranges
θ < 0.29 and θ > 1.3 rad. On the other hand, for ǫ = 0.1,
the outflow is limited to the regions with θ > 1.36 and
θ < 0.25. Note that we have written these intervals for
0 ≤ θ ≤ π/2, and one can simply generalize them to the
whole space. For the larger values of ǫ, however, outflow
exists only near the poles. When we have ǫ = 0.2, for
instance, the outflow region is restricted to θ < 0.2. It
is interesting that although there is no rotation in the
system, there is relatively collimated outflow around the
poles.
6. ADAFS WITH Vθ(θ) 6= 0
As we have already mentioned, ADAF solutions with
the non-zero vθ(θ) have been investigated by XC97 using
the same numerical method implemented by us as well.
In this case, the similarity exponent is not necessarily
equal to n = 3/2. We explored a wide parameter space
for n, ǫ and α, however, our attempts to find solutions
with convergent Fourier series were not successful. All
obtained solutions which satisfy into the main equations
do not fulfill our convergence criterion. We then tried
to find convergent solutions by including sine functions
in the Fourier series (33). In fact this seems necessary
in the sense that without sine functions, the cosine func-
tions can not make a complete orthogonal system. This
attempt, however, did not resolve convergence problem.
It is necessary to mention that existence of sine terms
does not alter our presented solutions for vθ = 0 because
we found that the sine term coefficients are very small in
this case.
The origin of this complexity probably is the intrin-
sic nonlinear nature of the governing equations when the
non-zero vθ is included. More specifically, when vθ is
zero, the Fourier approach yields to third order alge-
braic equations. However, for the non-zero vθ, the energy
equation leads to fourth order algebraic equations. Also
existence of vθ substantially enlarges the number of terms
in each algebraic equations. Consequently, this approach
does not work for this case. Therefore we do not confirm
the outflow solutions presented in XC97. Furthermore,
we think that XC97 solutions have been obtained based
on the equations which have some mistakes.
7. SUMMARY
In this paper we used the Fourier expansion in order
to find semi analytic solutions for ADAFs. More specifi-
cally, we assumed that the system is stationary and ax-
isymmetric, and possesses radially self-similar structure.
In this case we have a one- dimensional system, and the
governing differential equations reduce to an eighth-order
system. After setting an appropriate set of boundary
conditions, we expand all the physical quantities using
the Fourier expansion. In practice one has to truncate
the expansions and keep a finite number of terms. In
this paper we keep five to nine terms in the expansions.
Finally, instead of solving an eighth-order system of dif-
ferential equations we have solved a set of 5N non-linear
algebraic equations to find 5N Fourier coefficients. This
means that we find a semi-analytic function for all the
physical quantities. The main practical benefit of this
approach compared to numerical integration of the dif-
ferential equations, is that one obtains all the functions in
the whole space. This makes easy to study the properties
of the system and straightforwardly interpret the results.
For example the stability issues of the flow can be easily
checked. We remind that one of the restrictions of the
numerical integration of the governing equations is that
one can not start from the equatorial plane and reach
the pole. In brief one may say that the Fourier expan-
sion analysis leads to analytical solutions, and analytical
solutions are always helpful to simplify the analysis of
the given system.
Using this approach for a new viscosity model, in which
α varies with θ, we have found four categories of the
solutions in the absence of the latitudinal component of
the velocity. The first rotating solution presented in Fig.
1 corresponds to an inflow with α˜ = 0.1 and vr(0) =
0. Although this solution is convectively unstable, the
convection can not reverse the direction of the flow. The
second rotating and inflow solution is illustrated in Fig.
2 with α˜ = 0.1 and vr(0) 6= 0. Convection can not reverse
the direction of the flow In this solution too.
The third solution presented in the top row of Fig. 3
is a non-rotating inflow with α˜ = 0.1 and vr(0) = 0. Al-
though the flow does not rotate, its geometrical shape
is not spherical and it tends to a flattened configuration
with increasing ǫ. Furthermore, we showed that con-
vection is dynamically important and it may contribute
to launching of the outflows. More importantly outflow
can exist around the poles. Our last solution, which
corresponds to a non-rotating inflow with α˜ = 0.1 and
vr(0) 6= 0, has been shown in the bottom row of Fig.
3. We showed that convection in the system can pro-
duce outflows. For small ǫ outflow exists near the poles
and also near the equatorial plane. For large values of ǫ,
however, outflow happens only around the poles.
Finally, we studied a case with vθ 6= 0. In this case we
could not find any convergent and unique solutions due
to highly non-linear nature of the equations. We had
attempts to generalize the method in various directions,
however, we could not find convergent solutions. Conse-
quently we do not confirm the outflow solutions already
reported in XC97.
As the final remark, we would like to mention that in
this paper we showed that the Fourier expansion method
can help to study ADAF systems. Naturally more care-
ful and physically oriented investigations can be accom-
plished by taking into account more physics in the sys-
tem. For example one may add magnetic fields, the effect
of thermal conduction or existence of the radiation cool-
ing and use this method to derive the properties of the
system. It is also possible, in practice, to use this ex-
pansion even in the radial direction. In this case one
may use radial eigen functions of the Laplace operator.
In other words one may study solutions which are not
necessarily self-similar in the radial direction. It is even
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possible to study self-gravitating systems in which the
central mass potential deviates from the standard New-
tonian potential. For example one may use the sudo-
Newtonian potential in order to include the relativistic
effects. Therefore more investigation is required to check
the effectiveness of this approach.
Given these facts, the treatments in the paper are suffi-
ciently general to describe many disk-wind substructures
such as inflow-outflow regions, corona, disk jet and colli-
mated jet which have been appeared in simulations and
generally supposed to play important role in power spec-
trum of the system. The numerical approach presented
by NY95 for vertical structure of disk is unable take into
account these sub-structures because of complexity of nu-
merical techniques. But using Fourier analysis we will be
able to investigate vertical structure uniquely by adding
proper physics.
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APPENDIX A:
In this appendix we show the details of the Fourier
approach for a toy model. In fact we set Ω = 0 in the
main equations (34)-(37) and for simplicity we keep only
two terms in the expansions. In this case equation (36) is
automatically satisfied and we deal with three differential
equations (34), (35) and (37). Furthermore the physical
variables are given by
ρ(θ) = a0 + a1 cos 2θ
c2s(θ) = w0 + w1 cos 2θ
v(θ) = b0 + b1 cos 2θ
(47)
Substituting these functions into equations (34), (35) and
(37) we find the following equations respectively
2a1
(
2b0 cos 2θ
(
b1 cos 2θ − α
)
− αb1(4 cos 2θ
+ 11 cos4θ + 3) + b21 cos
3 2θ + b20 cos 2θ + cos 2θ×(
5w1 cos 2θ + 5w0 − 2
))
+ a0
(
− 4b0
(
α− b1 cos 2θ
)
− 4αb1(7 cos 2θ + 2) + b21(cos 4θ + 1) + 2b20
+ 2
(
5w1 cos 2θ + 5w0 − 2
))
= 0
(48)
sin θ cos3 θ
(
60αa1b1 − 48a1w1
)
+ cos θ
(
sin3 θ×(
48a1w1 − 60αa1b1
)
+ sin θ×(
24αa1b0 + 36αa0b1 − 24a1w0 − 24a0w1
))
= 0
(49)
12αb20 + 14αb
2
1 + sin
4 θ
(
3b1w1ǫ − 2αb21
)
+ sin2 θ×(
− 24αb0b1 − 6b1w0ǫ− 6b0w1ǫ
)
+ cos4 θ
(
3b1w1ǫ
− 2αb21
)
+ cos2 θ
(
24αb0b1 + sin
2 θ
(
12αb21 − 18b1w1ǫ
)
+ 6b1w0ǫ + 6b0w1ǫ
)
+ 6b0w0ǫ+ 3b1w1ǫ = 0
(50)
Now we rewrites products and powers of sine and cosine
functions in terms of trigonometric functions with com-
bined arguments. Therefore equations (48)-(50) take the
following form
A1 +A2 cos 2θ +A3 cos 4θ + a1b
2
1 cos 6θ = 0
B1 sin 2θ +B2 sin 4θ = 0
C1 + C2 cos 2θ + C3 cos 4θ = 0
(51)
where the coefficients are defined as
A1 = −8αa0b0 − 16αa0b1 − 12αa1b1 + 4a0b20+
+ 4a1b1b0 + 2a0b
2
1 + 20a0w0 + 10a1w1 − 8a0
A2 = −8αa1b0 − 56αa0b1 − 16αa1b1 + 4a1b20
+ 8a0b1b0 + 3a1b
2
1 + 20a1w0 + 20a0w1 − 8a1
A3 = −44αa1b1 + 2a0b21 + 4a1b0b1 + 10a1w1
B1 = 4αa1b0 + 6αa0b1 − 4a1w0 − 4a0w1
B2 = 5αa1b1 − 4a1w1
C1 = 12αb
2
0 + 14αb
2
1 + 6b0w0ǫ+ 3b1w1ǫ
C2 = 24αb0b1 + 6b1w0ǫ+ 6b0w1ǫ
C3 = 3b1w1ǫ − 2αb21
(52)
Considering that we have kept only two terms in the
expansions, now we need to set to zero the coefficients
of cosmθ and sinmθ for m = 0 and m = 2. Therefor
for a given α and ǫ, we have the following five algebraic
equations for six unknowns a0, a1, b0, b1, w0 and w1:
A1 = 0, A2 = 0, B1 = 0, C1 = 0, C2 = 0 (53)
On the other hand, as discussed in the subsection 2.4,
we have one more equation from the boundary condition
m˙ = 0.23. This constraint is given by
− 2a0b0 + 2a1b0
3
+
2a0b1
3
− 14a1b1
15
= 0.23 (54)
Finally, equations (53) and (54) are six algebraic equa-
tions for six unknowns, and can be solved using usual nu-
meric procedure. Then we choose the physical solutions
among the solutions. Consequently, although the coef-
ficient are obtained using numerical methods, we have
semi-analytic solutions given by (47). For larger number
of terms in the expansions, we use the same procedure
to solve the main differential equations.
APPENDIX B: RETRIEVING NY95 RESULTS
In order to check the validity and correctness of Fourier
analysis of ADAFs, we try to recover NY95 results. We
set n = 3/2 and consequently vθ(r, θ) = 0. In this case, it
is straightforward to show that the differential equations
are sixth order and we need six boundary conditions. As
we mentioned, in this case, we use the net mass accre-
tion rate to obtain one boundary condition as m˙ = 0.23,
Fourier analysis of advection-dominated accretion flows 13
Figure 7. Convergence of the solutions by increasing the number
of terms in the Fourier expansion. As it is clear the fractional
difference between solutions obtained with keeping N and N + 1
terms in the expansions, gets very small by increasing N .
Figure 8. Isodensity contours in the z−x plane for four solutions.
The top panels and the bottom left panel belongs to the self-similar
solutions illustrated in Fig. 9. The bottom right panel belongs to
the small α case which correspond to a higher order solution.
as what has been done in NY95. Albeit magnitude of
m˙ has not explicitly reported in NY95. Here we chose
m˙ = 0.23 in order to find a lost relation to those of
NY95. The boundary conditions (30) and (31) are au-
tomatically satisfied. We investigate both conditions on
vr(0) and compare the results with those presented in
NY95 which have been obtained by a numerical relax-
ation technique. It is necessary to mention that there
are two free parameters which control the physics of the
system: α and ǫ. In the following, we briefly report our
results, and the physical interpretations of the solutions
can be found in the comprehensive paper NY95.
Let us start with vr(0) = 0. It turns out that for
N ≥ 6 solutions are convergent. We have shown this
fact in Fig. 7. More specifically, to see the convergence
of the solutions, we have plotted the fractional difference
between solutions obtained with retaining N and N + 1
terms in the expansions. It is clear that by increasing
the number of terms N the fractional differences in all
the physical quantities get small. In fact for N ≥ 6 the
fractional differences are almost zero.
We present the results for N = 9. In other words, we
keep ten terms in the Fourier expansions. As mentioned
in NY95, it turns out that this boundary condition be-
longs to rotating, i.e. Ω 6= 0, and fully advective solu-
tions. The isodensity contours in the meridional plane
have been illustrated in Fig. 8. This figure can be com-
pared with Fig. 2 in NY95. For α = 0.1 we have plotted
the quantities for different values of ǫ in Fig. 9. This
figure should be compared with the Fig. 1 in NY95.
As reported in NY95 for small α there are some higher-
order solutions in them the angular velocity reverses sign
one or more times as a function of θ. These solutions are
unlikely to describe a real system. In NY95 only the iso-
density contour of such a solution has been reported. For
completeness, we have also found a higher-order solution
for α = 0.01 and ǫ = 0.5 and shown the relevant quan-
tities in Fig. 10. The corresponding isodensity contour
has been shown in the bottom right panel of Fig. 8. As
it is clear from Fig. 10, Ω changes sign six times in the
interval [0, π] while vr is oscillatory but always negative.
So far it is clear that there is an excellent agreement be-
tween our results and those presented in NY95. Finally,
the only class of solutions which we have to compare with
NY95 is the solutions for which vr(0) = −ǫ/2α. Apply-
ing the Fourier series approach to this case, we found that
there is no rotating solution. For example for α = 0.1,
ǫ = 0.1 and m˙ = 0.23 we found that ρ, vr and c
2
s are con-
stant and are given by 0.23, −0.5 and 0.34 respectively.
On the other hand, Ω(θ) oscillates in the narrow inter-
val −2.4 × 10−8 < Ω < 3.2 × 10−8, which is negligible
compared to other velocity components. Our conclusion
for non-existence of rotation solutions for this boundary
condition is completely in agreement with the analytical
description presented in Appendix of NY95.
With this test, we checked the reliability of the Fourier
series approach. However let us introduce another more
direct test to show that this method leads to true solu-
tions for the main equations. To do so we rewrite the
equations (34)-(37) as follows respectively
F1(θ) = 0, F2(θ) = 0, F3(θ) = 0, F4(θ) = 0 (55)
One may note that this method leads to semi analytic
14
Figure 9. Self-similar solutions corresponding to n = 3/2, α = 0.1, ǫ = 0.1, 1, 10 and m˙ = 0.23. Top left : density ρ(θ). Top right : the
isothermal sound speed c2s with respect to θ. Bottom left : radial velocity vr(θ). Bottom right : the angular velocity Ω(θ).
solutions. For example for our second type of solutions
with α = 0.1 and ǫ = 0.1, when N = 4 the function ρ(θ)
is given by
ρ(θ) ≃ 1 + (4.7 cos 2θ + 9.2 cos4θ + 2.1 cos 6θ)× 10−4
we have similar expansions for other physical variables.
Therefore if we substitute them into the main equations
(55), we expect that the right hand side of all equations in
(55) vanishes. For different values of N and for the above
mentioned solution, we have plotted functions Fi(θ) in
Fig. 11. As it is clear from this figure, these functions get
smaller by increasing N . When N = 7 all functions are
smaller than 10−7 in the whole space, i.e. |Fi(θ)| < 10−7
in 0 < θ ≤ π. These functions get even smaller for
larger choices of N . This behavior is consistent with
the convergence of the solutions presented in Fig. 4.
Therefore one can conclude that solutions obtained with
this Fourier approach, are true solutions for the main
differential equations.
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