Abstract. We develop sufficient analytic conditions for recurrence and transience of non-sectorial perturbations of possibly non-symmetric Dirichlet forms on a general state space. These form an important subclass of generalized Dirichlet forms which were introduced in [24] . In case there exists an associated process, we show how the analytic conditions imply recurrence and transience in the classical probabilistic sense. As an application, we consider a generalized Dirichlet form given on a closed or open subset of R d which is given as a divergence free first order perturbation of a non-symmetric energy form. Then using volume growth conditions of the sectorial and non-sectorial first order part, we derive an explicit criterion for recurrence. Moreover, we present concrete examples with applications to Muckenhoupt weights and counterexamples. The counterexamples show that the non-sectorial case differs qualitatively from the symmetric or non-symmetric sectorial case. Namely, we make the observation that one of the main criteria for recurrence in these cases fails to be true for generalized Dirichlet forms.
Introduction
Recurrence and transience of Markov processes, as well as related problems are important topics in probability theory. These were hence studied by many authors under various probabilistic and analytic aspects in discrete and in continuous time (see for instance [1, 2, 3, 4, 6, 7, 8, 10, 11, 12, 13, 15, 17, 20, 21] and references therein). Here, we take a rather analytic point of view which fits to the frame of possibly unbounded and discontinuous coefficients. The main purpose of this paper is to develop recurrence and transience criteria for (Markov processes M corresponding to) a generalized Dirichlet form which can be expressed as a linear perturbation of a sectorial Dirichlet form. More precisely, we consider a nice Hausdorff space E, a σ-finite measure µ on the Borel σ-algebra B(E) of E and a generalized Dirichlet form E that can be decomposed as
where (E 0 , D(E Here as a warning, we emphasize that we use the term "sectorial" exclusively in the sense of strong sector condition (cf. Remark 5(a) and end of Remark 5(b)).
The class of generalized Dirichlet forms as in (1) is quite large. It contains symmetric Dirichlet forms as in [3] , sectorial Dirichlet forms as in [9] (and also [15] , if the dual semigroup is supposed to be sub-Markovian there) and time-dependent Dirichlet forms as in [14] . After having introduced the basic notions, for even more general forms as in (1) , namely generalized Dirichlet forms satisfying (H1)-(H2), we derive some domination principle on the diagonal (see Theorem 4 and Remark 5) and the existence of a nice reference function in case of transience (see Lemma 6) . Our main result for general forms as in (1) is Theorem 7 and its Corollary 8 which constitute a generalization of the symmetric case of [3] and of the sectorial case of [15] , if (T t ) t>0 is sub-Markovian there (cf. Remark 9) . Recurrence and transience are described through potential operators and the potential operators can be defined in an analytic way through an underlying C 0 -semigroup of contractions as for instance in (3) below or in a probabilistic way where the potential operator is defined through an underlying Markov process M as at the beginning of Subsection 2.2. In Subsection 2.2, we follow the main lines of the well-known work [6] to point out the connection of the analytic recurrence and transience to the probabilistic one. In particular, if the generalized Dirichlet form in (1) is associated to a right process M as at the beginning of Subsection 2.2, i.e. if
∞ 0 e −αt f (X t )dt µ-a.e.
for any bounded f ∈ L 2 (E, µ) and α > 0, then the analytic recurrence (resp. transience) of E can be described probabilistically as in Proposition 11 (resp. Proposition 10). Moreover, if the transition function (p t ) t>0 of M is strong Feller, then the µ-a.e. statements of Propositions 10 and 11 can be transformed into everywhere statements as explained at the end of Subsection 2.2.
Thus we obtain pointwise recurrence as in the case of (Hölder) continuous or locally bounded coefficients (cf. for instance [1] , [17] ) even though in our situation the coefficients may be discontinuous and unbounded. In general only the transition from µ-a.e. to E-quasi-everywhere statements is possible in Propositions 10 and 11 through standard Dirichlet form theory arguments.
As an application in Section 3, we consider an open or closed subset E of R d and adapting the arguments of [24] in particular to the case with reflection (cf. Lemma 13 and its proof in Section 4), we construct a generalized Dirichlet form on L 2 (E, µ), dµ = ϕdx, ϕ > 0 dx-a.e., that extends
where A = (a ij ) 1≤i,j≤d is a possibly non-symmetric matrix of locally µ-integrable functions and B ∶= (B 1 , . . . , B d ) ∈ L 2 loc (E, R d , µ) is µ-divergence free (see (10) below). For the precise conditions, we refer to Section 3. In particular, we show that the form (2) fits into the frame of (1) and we obtain first sufficient recurrence and transience criteria for (2) by applying the results of Subsection 2.1 (cf. Corollary 14 and Remark 15). Then following a construction scheme of [3] that we adapt to the non-sectorial case (cf. Lemmas 16 and 17), we show that recurrence of E in (2) implies recurrence of its symmetric part (cf. Theorem 18) and conservativeness of E (cf. Corollary 20) . For ease of exposition some proofs of Section 3 are postponed to Section 4. In Subsection 3.1, we derive explicit conditions for recurrence under the existence of a nice function ρ (see beginning of Subsection 3.1) which always exists if E is closed and so in particular if E = R d . Our main result here is Theorem 21 that characterizes recurrence in terms of volume growth. It can be seen as a generalization of [21, Theorem 3] in the Euclidean case. In Subsection 3.2 we present examples and counterexamples. The counterexamples show that the non-sectorial case differs from the symmetric and from the non-symmetric sectorial case. In order to explain the difference, we first recall the well-known sufficient conditions for recurrence in the sectorial case:
) is a symmetric Dirichlet form on L 2 (E, µ), then the existence of (χ n ) n≥1 ⊂ D(E 0 ) such that 0 ≤ χ n ≤ 1, lim n→∞ χ n = 1 µ-a.e. and lim n→∞ E 0 (χ n , χ n ) = 0 is an equivalent condition for (analytic) recurrence of (E 0 , D(E 0 )) (see [3, Theorem 1.6.3] and beginning of Subsection 3.1).
In addition, if (E 0 , D(E 0 )) is a sectorial Dirichlet form and strictly irreducible, then the existence of (χ n ) n≥1 ⊂ D(E 0 ) such that 0 ≤ χ n ≤ 1, lim n→∞ χ n = 1 µ-a.e. and lim n→∞ E 0 (χ n , χ n ) = 0 is a sufficient condition for recurrence of (E 0 , D(E 
but E is not recurrent. In Subsection 3.2.3 we discuss concrete examples in the case where the density ϕ is in some Muckenhoupt class. Section 4 is as already mentioned devoted to the postponed proofs of Section 3.
Analytic and probabilistic characterization of recurrence and transience
This section consists of two parts. In the first part, we characterize recurrence and transience analytically in the non-sectorial case and derive an analytic criterion for a generalized Dirichlet form to be recurrent or more generally non-transient.
In the second part, we show that the analytic characterization of recurrence and transience indeed implies recurrence and transience in the classical probabilistic sense in case there exists a process associated with the generalized Dirichlet form.
Framework and a general criterion for recurrence and transience of a generalized Dirichlet form
Let E be a Hausdorff topological space such that its Borel σ-algebra B(E) is generated by the set of all continuous functions on E and let µ be a σ-finite positive measure on B(E). with inner product ( , ). The support of a function u on E (=support of u dµ) is denoted by supp(u). For any set of functions W on E, we will denote by W 0 the set of functions u ∈ W which have a compact support in E and by W b the set of functions in W which are bounded µ-a.e. and let W 0,b ∶= W 0 ∩ W b . Let (A, V) be a Dirichlet form (not necessarily symmetric) on H in the sense of [9, I. Definition 4.5]. So V is a real Hilbert space with respect to the norm u 2 V ∶= A(u, u) + (u, u). Denote the dual space of V by V ′ . Assume that there exists a linear operator (Λ, D(Λ, H)) on H satisfying the following assumptions:
can be restricted to a C 0 -semigroup on V.
It follows by (H1) that the conditions (D1) and (D2) in [25, Chapter I] 
Then F is a real Hilbert space with corresponding norm
Let E be the bilinear form associated with (A, V) and (Λ, D(Λ, H)) (see [25, I . Definition 2.9]). Then E is a generalized Dirichlet form (see [25, I. Proposition 4.7] ). In particular, for u ∈ F, v ∈ V, E can be written as
where 
and (T t ) t>0 be C 0 -semigroup of contractions corresponding to (G α ) α>0 and (Ĝ α ) α>0 respectively. Next, we assume (H2) (T t ) t>0 is sub-Markovian.
, which is actually equivalent to (H2). Since (T t ) t>0 is positivity preserving, so is its
is uniquely defined µ-a.e. G is called potential operator associated with (T t ) t>0 . We do assume (H1) and (H2) throughout the whole Section 2.
DEFINITION 1
(a) (T t ) t>0 is said to be recurrent, if for any f ∈ L 1 (E, µ) with f ≥ 0 µ-a.e., we have
(E, µ) with g > 0 µ-a.e. such that
(c) Likewise, we can define recurrence and transience of any operator which is a generator of a positivity preserving semigroup of contractions on L 1 (E, µ).
DEFINITION 2
(a) A measurable set B ∈ B(E) is called weakly invariant set relative to (T t ) t>0 , if
(b) (T t ) t>0 is said to be strictly irreducible, if for any weakly invariant set B relative to (T t ) t>0 , we have µ(B) = 0 or µ(E ∖ B) = 0.
(a) (T t ) t>0 is transient, if and only if Gf < ∞ µ-a.e. for any f ∈ L 1 (E, µ) with f ≥ 0 µ-a.e.
(E, µ) with g > 0 µ-a.e., then {x ∈ E ∶ Gg(x) = ∞} is a weakly invariant set relative to (T t ) t>0 . Consequently, if (T t ) t>0 is strictly irreducible, then it is either transient or recurrent.
(c) If for some t > 0, there exists a µ⊗µ-a.e. strictly positive measurable function (p t (x, y)) x,y∈E with
for µ-a.e. x ∈ E and any f ∈ L 2 (E, µ), then (T t ) t>0 is strictly irreducible.
(d) In the symmetric case (cf. [3] ), B ∈ B(E) is weakly invariant, if and only if it is invariant in the sense of [3, Chapter 1.1.6]. Therefore, a symmetric Dirichlet form is irreducible if and only if it is strictly irreducible. Now, we shall show that the transience of (T t ) t>0 is determined by the symmetric part of the corresponding generalized Dirichlet form under some domination on the diagonal. 
where G 0 is the potential operator associated with
(E, µ) b and ∫ E gG 0 gdµ < ∞. According to [15, Theorem 1.3.9] , there exists a constant K g > 0 depending on g and the sector constant of
for any
Therefore ∫ E gG α gdµ ≤ K 2 g for any α > 0, and it follows by B. Levi's theorem that 
, with f ≥ 0 µ-a.e. and choose an increasing sequence of non-negative
exists µ-a.e. independently of choice of functions (f n ) n≥1 . Furthermore for any t, s > 0,
Consequently, (T t ) t>0 can be considered as a sub-Markovian semigroup of contractions on L ∞ (E, µ). The potential operator G relative to (T t ) t>0 can be regarded as an operator on
Using an idea from [20, Theorem 15] about invariant sets of discrete semigroups in the proof of the next lemma, we show that g and Gg in Definition 1(b) can be chosen µ-uniformly bounded.
and Gg ∈ L ∞ (E, µ).
Define functions for m, k ≥ 1, by
Consequently, g mk ≥ 0 µ-a.e. Define for m, k ≥ 1,
Without loss of generality, we may assume that µ(A m ∩ B k ) < ∞ for any m, k ≥ 1. Otherwise, we may subdivide A m ∩ B k in countably many pairwise disjoint sets with finite µ-measure and proceed as below. 
). Here the linear operator (N, D(N )) needs not to be a generator of a C 0 -semigroup of contractions on H. Thus from now on, we assume that the generalized Dirichlet form E satisfies the following condition:
(H3) E can be decomposed as in (5) and
For the given sectorial Dirichlet form (E 0 , D(E 0 )), we define the extended Dirichlet space of
as the set of all measurable functions u with u < ∞ µ-a.e. for which there exists an
(see [15, Chapter 1.3] ). Since the Dirichlet form
exists and is independent of the choice of 
Proof Suppose that (T t ) t>0 is transient and let g ∈ L
1
(E, µ) b with g > 0 µ-a.e. such that
for α n → 0 as n → ∞. Indeed, this follows from the theorems of Banach/Alaoglu and Banach/Saks applied in the abstract completion of
exists and lim n→∞ g n = Gg µ-a.e. On the other hand, by the special form of
). By our assumption for u ∈ D, we have for any n ≥ 1
Since lim n→∞ G αn g = Gg µ-a.e. and N u ∈ L 1 (E, µ), we obtain by Lebesgue's theorem
Let n → ∞ (thus α n → 0) and we obtain (6) .
for any non-negative bounded g in the extended Dirichlet space of
is strictly irreducible and there is a sequence of functions (χ n ) n≥1 ⊂ D with 0 ≤ χ n ≤ 1, lim n→∞ χ n = 1 µ-a.e. satisfying (7), then (T t ) t>0 is recurrent by Remark 3(b).
REMARK 9 If E is a symmetric Dirichlet form, then we can drop the assumption that (T t ) t>0 is strictly irreducible in Corollary 8(b). Indeed in this case one can use the (weak) invariance of 
Connection to recurrence and transience in the classical sense
For all notations, results that may not be defined, proved and cited in this Subsection, we refer to [3] .
with life time ζ be a right process with state space E,
where B(E) denotes the set of Borel measurable functions on E, E x denotes the expectation with respect to P x . We assume that the measure µ is excessive relative to (p t ) t>0 , i.e.
Hence, (p t ) t>0 can be regarded as a linear operator sending a µ-equivalence class to another µ-equivalence class and can be extended as a linear operator on L 1 (E, µ).
We are able to define recurrence and transience of M as in Definition 1. The Markov process M is said to be recurrent, if for any f ∈ L 1 (E, µ) with f ≥ 0 µ-a.e., we have
M is said to be transient, if there exists g ∈ L
1
(E, µ) with g > 0 µ-a.e., such that
A µ-measurable set B is said to be weakly invariant relative to M, if for any t > 0,
M is said to be strictly irreducible, if for any weakly invariant set B relative to M, we have
Here, according to [3, Theorem A.2.5], we will make the assumption that excessive functions are nearly Borel measurable with respect to M. In particular, we may assume that sets like {u > 0}, etc., are µ-measurable.
For ω ∈ Ω, define the first hitting time σ B and last exit time L B from B by
Note that σ B is F t -stopping time and L B is F ∞ -measurable. Let
Now we can characterize recurrence and transience of M in terms of its sample paths behavior following [6] . More precisely, we have the following:
PROPOSITION 10 M is transient, if and only if there exists a sequence of Borel finely open sets (B n ) n≥1 increasing to E up to some µ-negligible set and for any n ≥ 1
Then Rg = Gg µ-a.e. Assume that M is transient. Then by definition there exists g ∈ L
(E, µ),
Modifying g on a µ-negligible set, we may assume that g ≥ 0 pointwise, g > 0 µ-a.e. and Rg < ∞ µ-a.e. In particular, Rg is excessive, hence finely continuous and so
are finely open sets that increase to E up to some µ-negligible set. Let (θ t ) t≥0 be the shift operator of M. Since Rg < ∞ µ-a.e., ((Rg(X t )) t≥0 , (F t ) t≥0 , P x ) is a positive supermartingale for µ-a.e. x ∈ E. We hence obtain by the optional sampling theorem for positive supermartingales, which holds for arbitrary (F t )-stopping times, that for n ≥ 1 and t > 0
The last inequality followed since X t+σ Bn ○θt is in the closure of B n by the right-continuity of the sample paths and so by the fine continuity of Rg, we have Rg(
Conversely, suppose there exists a sequence of Borel finely open sets (B n ) n≥1 increasing to E up to some µ-negligible set satisfying (8) . Let
Then g Bn is excessive and bounded. Set
Using (8) and a similar argument to [6, proof of (3.1) Lemma on p. 404 and proof of (2.2) Proposition (iii')⇒(i) on page 402], we construct
withg ≥ 0 pointwise such that Rg < ∞ µ-a.e. Finally, since µ is σ-finite, there exists h > 0 µ-a.e.,
PROPOSITION 11 Let M be strictly irreducible and recurrent. Then the following holds:
(a) Any bounded excessive function u satisfies for any t > 0,
(b) Any excessive function is constant on E µ-a.e.
(c) If there are two finely open sets
Proof (a) Let u be a bounded and excessive function. Then t → p t u is decreasing as t → ∞. Set ψ(x) ∶= lim t→∞ p t u(x). Then for any s > 0,
Set g ∶= u − ψ. Then for any t > 0,
and p t g ↗ g as t ↘ 0, since u is excessive. It follows that g is also excessive and bounded. Furthermore, since p t g(x) → 0 as t → ∞ and p t g(x) → g(x) as t → 0,
Since µ is σ-finite, we may assume that µ(A) < ∞. Thus {x ∈ E ∶ R1 A (x) = ∞} is weakly invariant and so by strict irreducibility and recurrence of M, R1 A = ∞ µ-a.e., hence Rg n = ∞ µ-a.e. However, since g is bounded, we must have that Rg n is bounded for any n ≥ 1. Thus g n = 0 µ-a.e. for any n ≥ 1, which further implies that g = 0 µ-a.e. Equivalently, u = lim t→∞ p t u. Since t → p t u is decreasing and p t u ≤ u, we obtain for all t > 0,
Since p B is bounded and excessive, D is nearly Borel measurable and for any t > 0, by (a)
Consequently, for each t > 0,
This contradicts µ(A) > 0. Therefore any excessive function is constant on E µ-a.e.
Hence ψ is excessive and by (b) there is some c ≥ 0 with E x [e 
But for x ∈G, we have
Since p t ψ(x) = P x (t < L B < ∞) for any x ∈ E, we obtain that ψ is excessive, bounded and p t ψ → 0 as t → ∞. By (a) and (b), for some constant c ψ(x) = c and c = p t c for µ-a.e. x ∈ E.
But since p t ψ = p t c → 0 as t → ∞, we must have c = 0, i.e. P x (L B < ∞) = 0 for µ-a.e. x ∈ E.
◻
Suppose that the process M is associated with E, i.e. R α f is a µ-version of G α f for any α > 0,
. Then the strict irreducibility and recurrence of (T t ) t>0 implies the strict irreducibility and recurrence of M. Consequently, by Proposition 11(d) for any non-empty and non-µ-polar open set B,
where Λ ∶= {ω ∈ Ω ∶ L B (ω) = ∞}. Furthermore, assume that the semigroup p t of M is strong Feller in the following sense: there exists a measurable function (p t (x, y)) t>0,x,y∈E with
for any x ∈ E, f ∈ B(E) b and
Since Λ is a shift invariant set, we can use the argument of [18, Lemma 7.1] to see that
Consequently, for an arbitrary non-empty and non-µ-polar open set B, the sample paths of (X t ) t≥0 starting from any point x in the support of µ come back to B infinitely often. In particular, if µ has full support, then any non-empty open set B, satisfies µ(B) > 0 and is hence non-µ-polar. Thus if µ has full support, for any non-empty open set B, the sample paths of (X t ) t≥0 starting from any point x in E come back to B infinitely often.
Applications on Euclidean space
Throughout this section, we make the following assumptions:
If E is closed, we assume dx(∂E) = 0 where E is the disjoint union of its interior E 0 and its boundary ∂E. Let ϕ ∈ L 1 loc (E, dx) with ϕ > 0 dx-a.e. and dµ ∶= ϕdx. Then µ is a σ-finite measure on B(E) and has full support. Let C 
We assume further that
is closable on L 2 (E, µ) and that (E 0 , C ∞ 0 (E)) satisfies the strong sector condition, i.e. there is a constant K > 0 such that
Denote the closure of (E 0 , C
). Furthermore by (9) , the E 0 1 -norm is equivalent to the norm
), if and only if there exists a subset
.
). Using the same technique as in [24] , we can
which we assume from now on.
REMARK 12 Condition (C) is needed to obtain strong continuity of the resolvent of (L, D(L)), exactly as it is obtained in [24] right after display (1.15). It is a weak condition. For instance, consider E ∶= R d and assume that the coefficients of the generator of L 0 are locally square integrable with respect to the measure µ and that there are no boundary conditions. Then 
Lemma 13 is proven in Section 4. Denote the
densely, we can construct uniquely a sub-Markovian C 0 -semigroup of contractions
be the generator of (T t ) t>0 and (G α ) α>0 be the corresponding In particular, the co-formÊ
is also a generalized Dirichlet form. Though in general E is neither symmetric nor sectorial, it has the same fundamental properties asÊ. Moreover, the bilinear form E is an extension of
, one can define recurrence and transience of (T t ) t>0 . Put
(E, µ) such that u = G 1 f . We may assume that f ≥ 0 µ-a.e. Otherwise, we put u = u
(E, µ), u n ↗ u µ-a.e. as n → ∞ and (u n ) n≥1 is uniformly bounded in n. Applying Lemma 13, we can see that
by [9, I. Lemma 2.12]. Hence using Lemma 13 and the approximation of u with (u n ) n≥1 , we obtain E
which achieves the proof that (H3) is satisfied. Consequently, by Theorem 4 and Corollary 8 of Subsection 2.1, we get the following facts. 
REMARK 15 If we can construct a sequence of functions
then (χ n ) n≥1 satisfies the conditions of Corollary 14(b). Furthermore, since −B satisfies the same assumptions as B, the co-form is then also not transient.
, it follows that the potential operator G obtained from (T t ) t>0 (see paragraph right before Definition 1) is equal to the potential operator obtained from (T t ) t>0 (cf. Definition 1(c)). Hence the recurrence (resp. transience) of (T t ) t>0 is equivalent to the recurrence (resp. transience) of (T t ) t>0 . Next, we want to show that the recurrence of (T t ) t>0 implies the existence of a nice sequence of functions (χ n ) n≥1 . This will be achieved in Theorem 18 below.
Since the E 0,h
). The following construction Lemma 16 is also proven in Section 4.
which is the generator of sub-Markovian C 0 -resolvent of contractions (G h α ) α>0 satisfying the following properties:
Let ε > 0 (be a constant) and let h(≢ ε) be as in the paragraph preceding Lemma 16. Consider the Hilbert space L 2 (E, (h + ε)µ). Since
(E, (h + ε)µ) whose Dirichlet norm is equivalent to the norm of
It follows that
Then it is easy to show that
By (10),
(E, (h+ε)µ) which is the generator of sub-Markovian C 0 -resolvent of contractions (G ε α ) α>0 satisfying the following properties:
Lemma 17 is also proven in Section 4. Lemmas 13, 16 and 17 assert that
THEOREM 18 If (T t ) t>0 is recurrent, then there exists a sequence of functions (χ n ) n≥1 in D(L) b with 0 ≤ χ n ≤ 1 and lim n→∞ χ n = 1 µ-a.e. satisfying lim n→∞ (−Lχ n , χ n ) = 0. Furthermore, lim n→∞ −Lχ n = 0 µ-a.e. and in L Proof Let us choose h ∈ L 1 (E, µ) b with h > 0 µ-a.e. and ε > 0. Then we know that by Lemma
where G h is the potential operator associated with (G h α ) α>0 . Then using Lemma 16(c), we get
Since (T t ) t>0 is recurrent and
h for n ≥ 1, then 0 ≤ χ n ≤ 1 and χ n ↗ 1 µ-a.e. as n ↗ ∞. Moreover for all n ≥ 1,
and so lim n→∞ (−Lχ n , χ n ) = 0. ◻ DEFINITION 19 (T t ) t>0 is said to be conservative if for some (and hence any) t > 0, 
From this, the conservativeness of (T t ) t>0 follows by well-known standard arguments. ◻
Explicit conditions for recurrence
Now, we shall find an explicit sequence of functions to determine recurrence of (T t ) t>0 . Assume that there exists a non-negative continuous function
is a relatively compact open set in E and ∪ r>0 E r = E. For instance, if E is closed and so in particular if E = R d , we may choose ρ(x) = x . Define for r > 0,
Since E r is increasing in r, we may assume that v 1 (r) > 0 for r > 0. From [21, Theorem 3] , if
then the symmetric Dirichlet form (Ẽ 0 , D(E 0 )) is recurrent. Furthermore, starting from (13) we can explicitly construct a sequence of functions
then a n ≥ 0, a n is finite for all n ≥ 1 and lim n→∞ a n = ∞. Let
Then lim n→∞ ψ n (r) = 1 dr-a.e. Let χ n (x) ∶= ψ n (ρ(x)). Since the support of ψ n (r) is [0, n], the support of χ n is E n . Similarly to [5, Theorem 2.2], we can show that
Hence by the transformation theorem for n ≥ 1,
where ν 1 is the unique measure on ([0, ∞), B([0, ∞))) which has v 1 as distribution function. Let η be a standard mollifier on R.
Then since v 1 is continuous and strictly increasing, v 
as ε → 0. Consequently,
. Since the last term tends to 0 as n → ∞, there exists a sequence
Now, we present an explicit sufficient condition for recurrence of (T t ) t>0 . Let
and ν 2 be the measure on ([0, ∞), B([0, ∞))) which has v 2 as distribution function. Let
and ν be the measure on ([0, ∞), B([0, ∞))) which has v as distribution function. Then it is easy to see that ν(A) ≥ ν i (A) for A ∈ B([0, ∞)), i = 1, 2.
THEOREM 21 Let v 1 , v 2 , v be defined as in (12), (14) and (15) . If the sequence (a n ) n≥1 defined by
satisfies lim n→∞ a n = ∞ and lim n→∞ log(v 2 (n)∨1) an = 0, then (T t ) t>0 is not transient. In particular, if (T t ) t>0 is additionally strictly irreducible, then (T t ) t>0 is recurrent.
Proof In view of Corollary 8(b), the last assertion follows from the first one. Concerning the first one, it follows from Remark 15, that it suffices to construct a sequence of functions
First assume that B is not identically zero with respect to µ. For r > 0, let
By our assumptions, the last term tends to 0 as n → ∞. Consequently (T t ) t>0 is recurrent. If B ≡ 0 µ-a.e., then log(v 2 (n) ∨ 1) ≡ 0 and (16) also holds. ◻ COROLLARY 22 Let v 1 , v 2 , and v be defined as in (12), (14), and (15). The conditions on (a n ) n≥1 in Theorem 21 are satisfied, if one of the following conditions is fulfilled for sufficiently large r:
(a) v 1 (r) ≤ br 2 and v 2 (r) ≤ b log r for some constant b > 0, (b) v(r) ≤ cr α for some constants c > 0 and α < 2.
Consequently, if either (a) or (b) holds, then (T t ) t>0 is not transient. In particular, if (T t ) t>0 is additionally strictly irreducible, then (T t ) t>0 is recurrent.
Examples and counterexamples
In this Subsection, we provide explicit examples and counterexamples. We start with several counterexamples which show that the existence of (
lim n→∞ χ n = 1 µ-a.e. and lim n→∞ E(χ n , χ n ) = 0 is not a sufficient condition for recurrence of (T t ) t>0 in contrast to the symmetric case where this is always true (cf. [3, Theorem 1.6.3]). At the end of this Subsection, we discuss recurrence and transience related to Muckenhoupt weights.
A counterexample using results from [24]
Consider the case where E = R and (E 0 , D(E 0 )) is given as the closure of
). In particular, condition (C) is satisfied. Moreover, B(x) ∶= −6e
x 2 satisfies (10) and so by Lemma 13, we can construct a closed operator (L, D(L)) which is a closed extension of Since µ(R) < ∞, the restriction of
we have by (11) ,
where g ′ denotes the derivative of g.
and
It then follows from (10) , that
A generic counterexample
We call the following counterexample generic, since it works for a large class of ϕ. We let hence E = R, ϕ ∶ R → R + be locally bounded above and below by strictly positive constants with ϕ ′ ∈ L 2 loc (R, dx), dµ = ϕdx and B(x) = b ϕ(x) for some constant b ≠ 0. Note that these general assumptions on ϕ imply that
These two facts are important for our arguments below. In particular, condition (C) is satisfied. Using similar arguments as in Subsection 3.2.1, we can construct a generalized Dirichlet form E satisfying (H1)-(H3) and such that E is given as an extension of
. By the specialties of dimension one, E can be symmetrized, i.e. there exists a
locally. This will be realized in (20) below. For n ≥ 1, let V n ∶= (−n, n) be the open interval from −n to n in R and (E 0,Vn , D(E 0,Vn )) be the symmetric Dirichlet form given as the closure of
Since B satisfies (10), by [24, Proposition
and E 0,Vn
).
), if and only if u is equal a.e. to an absolutely continuous function which has a.e. an ordinary derivative belonging to L 2 (V n , dx) and u does not have a boundary value, i.e. for any v ∈ C ∞ 0 (V n ),
It is easy to see thatφ = ψϕ and that vψ ∈ D(E 0,Vn
Consequently, we obtaiñ
) and
Consequently, we obtain 
and so by Lemma 23,
The
(cf. proof of Lemma 13) .
, it holds (see right after Lemma 13)
Next, we will construct a symmetric Dirichlet form on
for any n ≥ 1. We have already constructed a sub-Markovian C 0 -resolvent of contractions
existsφdx-a.e. and (G α ) α>0 is a sub-Markovian C 0 -resolvent of contractions on L 2 (R,φdx) (cf.
proof of Lemma 13). Since for each n ≥ 1, (
(R,φdx), using the above and (19) it holds
Therefore, the potential operators of (G α ) α>0 and (G α ) α>0 are the same on L
and the recurrence or transience of (G α ) α>0 and (G α ) α>0 are equivalent.
REMARK 24 If we choose ϕ and b so that either it holds
whereφ is as in (18) 
and so the criterion (21) of Remark 24 is satisfied. Moreover, it is easy to see that for this choice of ϕ and b, E has the following additional properties: E is not conservative and E does not satisfy the weak sector condition, i.e. it holds
Replacing ϕ(x) = e − x by ϕ(x) = min{1, 1
x } the criterion (21) of Remark 24 is still satisfied, but E becomes conservative and does not satisfy the strong sector condition, i.e. it holds
However, in this case, it is not easy to see whether E satisfies the weak sector condition or not. 
However, by [24, Proposition 1.10(c)], dx is (T t )-invariant. This example shows that even though (22) holds and the reference measure dx is (T t )-invariant, (T t ) t>0 does not need to be recurrent. Obviously, in this example E satisfies the weak sector condition, but not the strong sector condition, i.e. E is not sectorial in the sense of this paper.
Muckenhoupt weights
In this Subsection, we present a class of examples of ϕ and B applying Corollary 22 and Corollary 14(a). We consider the case where
) is given as the closure of
. Note that for ϕ ∈ A β (short for ϕ is an A β -weight), β ∈ [1, 2], the closability follows since A β ⊂ A 2 and
denotes the usual Sobolev space of order one in L Under the present assumptions, we can construct as before a generalized Dirichlet form E satisfying (H1)-(H3) and which is an extension of
where C 1 depends on d and for sufficiently large r > 1,
Similarly to [24, Section 3] one can show that there exists a diffusion process associated with E and similarly to [27, Theorem 4.5] one can then derive a semimartingale characterization of this process. In particular, if d + η ∈ (0, 1], then the associated process will not be semimartingale. Thus (c2) asserts that we are able to determine non-transience or recurrence of this process even in the non-semimartingale case.
Proofs of Lemmas 13, 16 and 17
Proof (of Lemma 13) Let V ⊂⊂ E.
The following results can be derived similarly to in [24, Proposition 1.1, Theorem 1.5 and Lemma 1.6]. We obtain:
Indeed, if V 1 and V 2 are relatively compact open sets in E and
with f ≥ 0 µ-a.e. it holds (cf. [24, Lemma 1.6])
Let (V n ) n≥1 be relatively compact open sets in E such that V n ⊂ V n+1 for all n ≥ 1 and
(E, µ) with f ≥ 0 µ-a.e., then
exists µ-a.e. and is independent of the choice of relatively open sets (V n ) n≥1 by (24) . For general
it satisfies conditions of Lemma 13 (see, [24 
is also a regular sectorial Dirichlet form on
). Furthermore, similarly as in Lemma 13, we obtain:
Since the graph norms of L h,V and
, we obtain the last statement
Then similarly to the above (G h,V α ) α>0 can be extended to a sub-Markovian C 0 -resolvent of contractions on L 1 (E, µ). As in the (G α ) α>0 case, choose relatively compact open sets (V n ) n≥1 such that V n ⊂ V n+1 for all n ≥ 1 and ∪ n≥1 V n = E. Then for f ∈ L 1 (E, µ) with f ≥ 0 µ-a.e. G 
Since lim n→∞ G ),
If we define for f ∈ L So there exists a sequence of functions (g n ) n≥1 ⊂ L 1 (E, µ) with supp(g n ) ⊂ V n such that 
