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Abstract-This paper presents a developed face recognition 
system. The method used singular valued decomposition as 
images feature extractor and back propagation neural networks 
as its classifier. The back propagation training parameters are 
varied in order to find the best parameter with the highest 
performance accuracy. The results from experiments have 
showed that combinations of both methodologies give good 
recognition rate and therefore considered as an effective face 
recognition system.  
 
1. INTRODUCTION 
 
Automatic Recognition of the human faces has been an 
area of active research for the past few years. This is due to 
the fact that the need for its applications to secure access 
controls, financial transactions etc is growing. Therefore, with 
its emerged applications through various fields, automatic 
identification of human faces or generally known as biometric 
recognition system have a new importance in real world now 
days. The biometrics recognition technique acts as an 
efficient method and has wide applications in the areas of 
information retrieval. 
Therefore, it is designed to verify or recognize the identity of 
a living person on the basis of his/her biometric features such 
as face, fingerprint, iris or some aspects of behavior such as 
handwritings. However, it has been stated that face is the 
most reliable among those features because it is free of many 
problems [1]. Practically, faces less sensitive to such small 
injuries and it is very stable compared to other biometric 
features.  
Hence great progress has been made in face recognition in 
past 20 years. Among the existed techniques that have been 
proposed are eigen faces [1][4][6], wavelet/elastic matching 
[2][6], PCA and neural networks [2][5][6]. For almost all 
these proposed techniques, the success rate of face 
recognition depends on the solution of two problems: 
representation and matching [6]. The representation of a 
pattern can be considered as feature extraction in pattern 
recognition. In [7], Hong suggested that the algebraic features 
are stable and valid features in object recognition such as face 
recognition. He proposed singular value decomposition 
(SVD) based method which uses the singular values as the 
feature extractor and had obtained an acceptable recognition 
rate. 
In general, an unsupervised learning approach cannot 
get a high recognition rate [2]. Under conditions, where we 
can not acquire a large number of face images for every 
person, utilizing all available samples is very important. 
Therefore, the face verification proposed by Yunhong Wang 
[8], utilizes Radial Basis Function (RBF) Neural Network as 
it’s classifier and SVD as the feature extractor. Good 
discrimination ability was obtained with an accuracy rate of 
92 %.  
However, in this paper, we are proposing a face recognition 
system based on back-propagation neural network 
classification method, whose image features are the singular 
values (SV) of face images, where all images are pre-
processed in advance. Figure 1 shows the process of the 
proposed system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Training stage 
Input images in 
the database 
 
Pre-process images  
SVD
 
 
Train using back-propagation 
Neural Network 
 
 
 Hidden layer 
weights and output 
layer weights 
 
Store in database 
Testing stage 
Input testing 
image 
 
Pre-process image  
 
SVD 
 
Obtain Output by feeding into the 
network 
Compare output 
with target outputs 
of each person 
Recognition Stage
Yes 
If best 
match 
found 
Display the 
matching image 
Display an image 
that states “ Image 
is not in database”
No 
304Fig.1: The Block Diagram of the Proposed System 
This system consists of three stages:  
Training stage, Testing stage and Recognition stage. 
In training stage an artificial intelligence created by man in 
any recognition system. Machines are programmed to 
differentiate and identify different images. Therefore, the 
training stage is very important to train or familiarize the 
system with all images stored in the library, for it to be able to 
match them with an unknown image. Firstly, images are pre-
processed by using certain technique. Then, singular values as 
the feature vectors obtained from SVD algorithm to those 
preprocessed images. Finally, those singular values will be an 
input vector to the back-propagation neural network, and will 
be trained using supervised learning. In testing stage, the 
input image is loaded into the system, pre-processed, feature 
extracted with obtaining it’s singular values. Next, it is 
feedfoward into all 10 networks that have been built in the 
system and outputs are obtained. In Recognition stage, the 
outputs from each network are rounded to either 0 or 1 using 
certain floating point value. If the rounded output matches or 
similar to the positive class vector that belongs to that 
specified network, then, the test image is considered matching 
with  the positive image of the network. The system will try 
to find matches through all the networks and determine 
number of matches found. There are three possibilities that 
could occur: If only one match found, a positive image of the 
matching network will be displayed as its recognized image. 
If more than one match found, the system will find the 
distance of the unrounded output vector with its respective 
positive target vector. The output vector that has the 
minimum distance is considered the best match. Hence, a 
positive image that belongs to that output vector’s network 
will be displayed as its recognized image. If there is no match 
found, then, the test image is considered as an image that does 
not match with any images in the database.  
 
II. SINGULAR VALUE DECOMPOSITION 
 
The implementation of Singular Valued Decomposition 
(SVD) is in fact falls into the face extraction section of face 
recognition process. Theoretically, singular valued 
decomposition (SVD) has been defined as one method used to 
efficiently decrease the amount of data processed. Basically, 
the basic concept of SVD is to represent an image of size m x 
n as 2D m x n matrix. SVD is then applied to this matrix to 
obtain the u, s and v matrices. Where s matrix is an n by 1 
matrix known as the diagonal matrix where its values are the 
singular values of an image. Therefore, in order to determine 
the next S matrix, 
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 In face recognition face specifically, singular valued 
decomposition (SVD) method had functioned as a new way 
for extracting algebraic features from an image. Thus, this 
method has been introduced and been used in many fields 
such as data compression, signal processing and pattern 
analysis.  Among the properties which made SVD approach 
favorable in defining the face recognition process is defined 
as follows; The SVD of a face image has good stability in 
which it defined that whenever a small perturbation is added 
to a face image, a large variance of its singular values (SVs) 
didn’t occur. Previously, it has been stated that singular 
values represents algebraic properties of an image. Hence, SV 
features possess algebraic and geometric invariance as an 
instance [11]. 
 
Several theorems related to properties of SVD have been 
defined by previous researched, in which it described 
mathematically the characteristic on why this method is 
favored in face recognition specifically in the face extraction 
part [2][4][10][11].  
In relation with all those determined properties of the 
SVD approach, this method of face extraction is considered 
very desirable to be applied into the face recognition. In 
addition, SVD approach is very much needed in the face 
recognition field especially when images were taken under 
different noise and view point conditions.  
 
III. NEURAL NETWORK MODEL  
 
A neural network have been used in the field of image 
processing, it provides an optimistic result in terms of quality 
of outcome and ease of implementation. Neural network 
proved itself to be invaluable in applications where a function 
based model or parametric approach to information 
processing are difficult to formulate. The description of 
neural network can be summarized as a collection of units 
that are connected in some pattern to allow communication 
between the units. These units are referred as neurons or 
nodes generally. The output signals feed to other units along 
the connections which known as weight. The weights usually 
excite or inhibit the signal that is being communicated. One 
of the specialty of neural networks is that the hidden units 
factors. The function of the hidden units or hidden cells or 
also called hidden neurons is to intervene between the 
external input and the network output. The network which 
implemented neural network in it actually has the ability to 
extract higher-order statistics by adding one or more hidden 
layers. Hence, this characteristic is particularly valuable when 
the size of the input layer is large, specifically in the face 
recognition field [13].   
The back-propagation learning algorithm is used to train the 
weights in the network and updating the weights of a 
multilayered network which undergoing supervised training. 
However, in 1974, Werbos [15] has developed a technique for 
adapting the weights and then in 1986, Rumelhart  [16] had 
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improved it into neural network [12].  This improvement of 
weight adaptation rule is known as back-propagation. 
 
A. Back-propagation Learning Algorithm 
The backpropagation algorithm is a multi-layer network using 
a weight adjustment based on the sigmoid function, like the 
delta rule. According to the back-propagation Network (BPN) 
algorithm, a fully connected feedforward network is assumed. 
Hence, the activation travels in a direction from input layer to 
the output layer and the units in one layer are all connected to 
every unit in the next layer. Basically, back-propagation 
algorithm consists of two sweeps of the network which are 
the forward sweep and the backward sweeps. Forward sweep 
defines the network from the input layer to the output layer, in 
which it propagates the input vectors through the network to 
provide outputs at the output layer in the end. During the 
forward sweep, the weights of the networks are all fixed. The 
backward sweep hence defines network from the output layer 
to the input layer, where it is similar to forward sweep except 
that the error values are propagated back through the network. 
This is done in order to determine how the weights are to be 
changed during the training, in which the weights are all 
adjusted in accordance of an error correction rule where the 
actual response of the network is subtracted from the target 
response to produce an error signal [14]. In brief, those error 
values were passed along the weighted connections in the 
reverse directions of the forward sweep. The illustration of 
this algorithm is represented in fig 2, where i denoted the 
input layer, j denotes the hidden layer while k is the output 
layer and that this network uses BPN as its’ algorithm. xi and 
ok were each defined the input and output vectors of the 
system.  
In fig.2, the shaded hidden units send activation to each 
output units and thus during backward sweep, this hidden unit 
will received an error signals from the output units. Basically, 
the number of processing elements in each layer will vary 
according to the applications verified.    
 
 
 
 
 
 
 
 
 
 
 
 
Back-propagation algorithm used supervised 
learning approach due to the fact that in BPN, the target 
output vectors are defined earlier in the system. The learning 
process begins with the presentation of an input pattern to the 
BPN. In which, the net total input is found using the standard 
summation of products as defined in Equation 1 below. 
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where;  x = input vectors 
             w = weight vectors 
Basically, units have a rule for calculating an output value 
that will be transmitted to other units, in which this rule is 
known as an activation function and the output value is 
referred to as the activation for the unit. Back-propagation 
algorithm used sigmoid function as the activation function, 
and represented by Equation 2 below, where f (netj) denoted 
the activation function for the hidden layer; 
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In order to find the net total output, Equation 3 defined the 
appropriate formula; 
           )( jkk netfwnet = …….…………   . (3) 
Then, the output at both hidden layer and output layer are 
each determined by Equation 4 and 5 as defined below.         
)( jj netfo = …                          … (4)                        
)( kk netfo = ………           ……   (5) 
The input pattern is actually propagated through the entire 
network until the output pattern is produced. Basically, the 
BPN make used of generalized delta rule in order to 
determine the error for the current pattern contributed by 
every unit in the network. jδ  denoted the error for all hidden 
layer units as in Equation 6 and kδ  denoted the error across 
all the output layer units as in Equation 7.  
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Finally, each unit modifies its input connection 
weights slightly in a direction that reduces its error signal, and 
then the process is repeated for the next pattern. By applying 
a learning rate η , the weight change for a unit in hidden layer 
is determined by; 
 
ijij xw ηδ=∆ ………..……….              (8) 
While for output layer, the weight change could be 
determined from; 
)( jkkj netfw ηδ=∆ …..………………. (9) 
The very last step in back-propagation is to update the weight 
values in the system using the following equation. 
Fig. 2 Typical Structure of 
)()1( nwonw ijijij ∆+=+∆ αηδ …… (10) 
In the Equation 10, the term α  is introduced to add in a 
proportion of the previous weight change, this is due to 
reduce the likelihood of the weight changes to oscillate. 
Therefore, the weight change for pattern n + 1 is dependent 
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on the weight change for pattern n. Those steps discussed 
above were repeated for each pattern defined in the systems. 
The patterns were continually presented to the network, epoch 
after epoch. This step is conducted until during one epoch, all 
outputs for each pattern are within tolerance.  
 
IV. IMPLEMTATION AND RESULTS 
 
A set of face images were used each corresponding to 
variations in facial expression (open/closed eyes, 
smiling/non-smiling), and facial details (glasses/no glasses). 
There are 10 different images of 10 individuals from ORL 
database of Face. All images were taken against a dark 
homogeneous background with the subjects in an up-right, 
frontal position, with tolerance for some tilting and rotation of 
up to about 20 degrees. The images are grey scale with a 
resolution of 92 x 112. Experiments were performed with 8 
training images and 2 test images for each person. The 
preprocessing stage is applied in order to distinct different 
images and the substages are as follows: 
1. The original image is eroded or gradually worn off. 
2. Then, the original image is used to dilate or make all the 
features in the image wider. 
3. Finally, the pre-processed image is the difference 
between the dilated image and the eroded image. 
Fig. 3 shows an example of the pre-processed image. There 
are three main experiments are done to analyze the 
performance of the system presented in this paper. 
 
 
 
 
 
 
 
 
Fig. 3 Sample of image after pre-processing (left: Eroded image, Right: 
Dilated image) 
 
VI.1 Experiment 1 
In the first experiment we studied the recognition 
performance to determine number hidden cells that contribute 
to the best accuracy in the system. Hence, recognition rates of 
both testing and training were computed for 20, 30, 40 and 50 
hidden cells after 1000 learning cycles (also known as epoch). 
In addition to that, the performance of the system is 
investigated during different learning rates. Learning rates 
that was used in the training were 0.2, 0.25, 0.3 and 0.35. The 
results obtained are presented in Fig. 4, 5, 6 and 7. Fig. 4 
presents the accuracy of training images after 1000 training 
cycles. As number of hidden cell and learning rates were 
varied, the performance of the system varies. The training 
accuracy was almost 90% during 30 and 40 hidden cells with 
learning rate equals to 0.2. The system achieved an accuracy 
of testing equals to 80% after 1000 cycles of training, with a 
number of hidden cells equals to 30 and it’s learning rate was 
0.2 as shown in Fig. 5. Analyzing the graphs in Figure 4 and 
5, the system was anticipated to have a good performance in 
terms of training images and testing images accuracy, at 
hidden cells equals to 30 and 40 which lead us for Experiment 
2. However, if the user doesn’t choose any of the values; the 
default values of the parameters will be used to start the 
training. A graph of Epoches vs Error will be displayed in this 
interface to show how the errors are reduced during the 
training. 
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Fig. 4 Graph of Accuracy training images of the system versus number of 
hidden cells at epoch=1000 
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Fig. IV5 Graph of Accuracy testing images of the system versus number of 
hidden cells at epoch=1000 
 
VI.2 Experiment 2 
At this stage, simulations were focused on hidden cells equals 
to 30 and 40. The learning rates were varied similar as in first 
stage, and also the number of learning cycles. Recognition 
rates were computed after 800, 1000, 1500, 2000, 2500, 3000 
and 3500 epoch. The main idea of this experiment was, to 
find a steady accuracy determined from the graphs of a fixed 
hidden cells, varying learning rates and epoch. As the number 
of iteration for the training increased, the performance of the 
system also should be improved until it becomes steady in 
term of it’s recognition rate.  
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By referring to graph in figure 6, the accuracy of all 
sets of training images at hidden cells equals to 30 have 
reached to almost 100% recognition rate after 2500 epoch 
onwards. As the epoch was increased, the highest testing 
images accuracy obtained was 80% recognition rate. In 
addition to that, the testing images recognition rate were 
constant during simulation for training using learning rate of 
0.25 and 0.35 after 2500 epoch onwards.  This can be seen 
clearly in graph in fig. 7. Simulations using hidden cells 
equals to 40 gave results approximately same as in figure 6 
and 7. The results were: at hidden cell equals to 40, training 
using learning rates equals to 0.25 gives the most stable 
training and testing images accuracy. At epoch equals to 2500 
onwards, the training accuracy had almost reached 100%, 
while the testing accuracy was 80%. 
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Fig. 6 Graph Accuracy of training images of the system versus number of 
epoch at Hidden cells=30 
 
 
40
45
50
55
60
65
70
75
80
85
500 1000 1500 2000 2500 3000 3500 4000 4500
Epoch
A
cc
ur
an
cy
(%
)
Learning Rate=0.25
Learning Rate=0.30
Learning Rate=0.35
Learning Rate=0.20
 
Fig. 7 Graph Accuracy of testing images of the system versus number of 
epoch at Hidden cells=30 
 
 
VI.3 Experiment 3 
This experiment is to find the performance of the system 
when the size of the images is varied. Hence, some analyses 
were done as presented in graph in fig. 8.  The original size of 
image used in this system is 92 x 112. The graph presented 
shows that the size of images used had been varied with size 
of 50 x 50 and 30 x 30. The variation of size is very 
important. All the previous experiment uses the original size. 
For original size, the size of the input layer cells will be 93 
including the bias. However, if the size is reduced to 50 x 50, 
the input layer cells will 51 and the last variation of size, 
gives a 31 input layer sizes. Simulations were done on a 
specific training parameters that had been proved to have one 
of the best efficiency, which are hidden cells=40, learning 
rate=0.25. Hence, by analyzing the graphs in figure 8 and 9, 
the accuracy of recognition of the system highly reduced if 
the size of images is reduced to a very small size compared to 
the original size. Even though the variation in the training 
image recognition were quite high from the original 
performance of the system, image with size of 50 x 50 still 
could perform a good recognition on the test images. The 
performance of images at this size, were approximately 
similar to the original size of the images.  
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Fig. 8 Graph of training image Accuracy versus epoch at Hidden cell=40, 
Learning rate=0.25 with variation of size of images 
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Fig. 9 Graph of testing image Accuracy versus epoch at Hidden cell=40, 
Learning rate=0.25 with variation of size of images 
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VII. COMPARISON WITH OTHER FACE 
RECOGNITION METHODS 
Over the past years, a variety of methods for face recognition 
have been developed, owing to its large scale commercial 
applications The most popular amongst these techniques is 
Eigenfaces developed by Turk and Pentland [17], based on 
the principle of PCA. The basic aim of PCA is to project the 
input data in the form of face images onto a lower 
dimensional space in such a manner that the variation 
between the data is maximized. In other words second-order 
statistics of the data are de-correlated by this method. The 
resulting face recognition system is seen to be fairly robust to 
illumination changes with the added benefit of efficiency 
resulting from reduction in dimensionality. However, it is 
seen that higher order statistics are very significant in an 
application such as face recognition. PCA fails to account for 
any of the higher order statistics. The proposed method 
performance was tested using a database of training images in 
the training phase. The recognition rates were measured on 
over different images and the performance was observed to be 
superior to that obtained using PCA.  
 
VIII. CONCLUSION AND DISSCUSSION 
This paper presents an algorithm for face recognition by 
performing singular valued decomposition on the extracted 
feature of images and then training were done using back 
propagation neural network where the ORL database of Faces 
were used. By performing SVD on the extracted images, the 
size of input layer cells could be reduced by almost 99% 
compared to the initial size of the image. The performance of 
the system using this algorithm depends on the parameters 
like epoch, learning rate and number of hidden cells used in 
the BPN.  Therefore, many experiments were presented in 
this paper in order to determine at which parameters, the 
system could give a good performance. The system gave an 
approximately 90% for training image recognition rate and 
77% for testing images at hidden cells equals to 30 and 40; 
learning rate equals to 0.25 and minimum epoch equals to 
2500.  
In addition to that, the performance of the system is 
quite stable and could give an approximately same 
recognition rate if the size of images trained were reduced by 
a small factor. By reducing the size of the images, time 
duration to complete the training could be reduced also. 
Therefore, this could make the system more efficient  
Many future works could be done to test the 
capability of this system as for example: increasing number of 
subjects or person used in this system and comparing the 
system’s performance if the SVD is not applied in the system. 
The system’s capabilities to recognize faces in different 
variations such as illumination, pose, expression, etc can be 
further explored in order to achieve higher recognition 
accuracy.   
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