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Abstrat
The self-repelling Brownian polymer model (SRBP) initiated by Durrett and
Rogers in [7℄ is the ontinuous spae-time ounterpart of the myopi (or 'true')
self-avoiding walk model (MSAW) introdued in the physis literature by Amit,
Parisi and Peliti in [1℄. In both ases, a random motion in spae is pushed towards
domains less visited in the past by a kind of negative gradient of the oupation
time measure.
We investigate the asymptoti behaviour of SRBP in the non-reurrent dimen-
sions. First, extending 1d results from [21℄, we identify a natural stationary (in
time) and ergodi distribution of the environment (essentially, smeared-out oupa-
tion time measure of the proess), as seen from the moving partile. As main result
we prove that in three and more dimensions, in this stationary (and ergodi) regime,
the displaement of the moving partile sales diusively and its nite dimensional
distributions onverge to those of a Wiener proess. This result settles part of the
onjetures (based on non-rigorous renormalization group arguments) in [1℄.
The main tool is the non-reversible version of the Kipnis Varadhan-type CLT
for additive funtionals of ergodi Markov proesses and the graded setor ondition
of Sethuraman, Varadhan and Yau, [19℄.
MSC2010: 60K37, 60K40, 60F05, 60J55
Key words and phrases: self-repelling random motion, lo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1 Introdution and bakground
The asymptoti saling behaviour of self-repelling random motions with long memory
has been a mathematial hallenge sine the early eighties. The two basi models on-
sidered in the physial and probabilisti literature are the so-alled myopi (or 'true')
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self-avoiding random walk (MSAW), whih appeared rst in the physis literature in [1℄,
and the so-alled self-repelling Brownian polymer (SRBP) model, whih was initiated in
the probabilisti literature in [14℄, [7℄. The two models (or, better said, families of mod-
els), although having their origins in dierent ultures and having dierent motivations,
are phenomenologially very similar.
The simplest formulation of the MSAW model is as follows: Let X(n) be a nearest
neighbour random walk on Zd and
ℓ(n, y) := ℓ(0, y) + | {0 < m ≤ n : X(m) = y} | (1)
its oupation time measure, taken with some (possibly signed) initial values ℓ(0, y) ∈ Z.
The walk is governed by the following law:
P
(
X(n + 1) = y
∣∣
past, X(n) = x
)
= (2)
1
{ |x− y | = 1} r(ℓ(n, x)− ℓ(n, y))∑
z:| z−x |=1 r(ℓ(n, x)− ℓ(n, z))
where r : Z → (0,∞) is a non-dereasing (and non-onstant) weight funtion. (In the
original [1℄ and the subsequent physis papers, the spei hoie r(u) = exp{βu}, β > 0,
was made.) This means phenomenologially that the random walk X(n) is pushed by
the negative gradient of its oupation time measure.
The SRBP model is dened as follows. Let V : Rd → R+ be an approximate identity,
that is a smooth (C∞), spherially symmetri funtion with suiently fast deay at
innity, and
F : Rd → Rd, F (x) := −grad V (x). (3)
For reasons whih will be laried later, we also impose the ondition of positive denite-
ness of V :
V̂ (p) := (2π)−d/2
∫
Rd
eip·xV (x) dx ≥ 0. (4)
A partiular hoie ould be V (x) := exp{− |x |2 /2}.
Let t 7→ B(t) ∈ Rd be standard d-dimensional Brownian motion and dene the
stohasti proess t 7→ X(t) ∈ Rd as the solution of the SDE
X(t) = B(t) +
∫ t
0
∫ s
0
F (X(s)−X(u)) du ds, (5)
or
dX(t) = dB(t) +
( ∫ t
0
F (X(t)−X(u)) du)dt. (6)
Remark: Other types of self-interation funtions F give rise to various dierent asymp-
totis. For the few rigorous results (mostly in 1d), see [14℄, [7℄, [3℄, [4℄ and in partiular
[13℄ whih also ontains a survey of the results. Reent 1d results appear in [21℄.
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Now, introduing the oupation time measure
ℓ(t, A) := ℓ(0, A) + | {0 < s ≤ t : X(s) ∈ A} | (7)
where A ⊂ Rd is any measurable domain, and ℓ(0, A) is some signed initialization, we
an rewrite the SDE (6) as follows:
dX(t) = dB(t)− grad (V ∗ ℓ(t, ·))(X(t)) dt (8)
where ∗ stands for onvolution in Rd. We assume that ℓ(0, A) is a signed Borel measure
on R
d
with slow inrease: for any ε > 0
lim
N→∞
N−(d+ε) | ℓ | (0, [−N,N ]d) = 0. (9)
The form (8), ompared with (2), shows expliitly the phenomenologial similarity of the
two models.
Non-rigorous (but nevertheless onvining) saling and renormalization group argu-
ments originally formulated for the MSAW, but equally well appliable to the SRBP
suggest the following dimension-dependent asymptoti saling behaviour (see e.g. [1℄,
[15℄, [17℄):
 in d = 1: X(t) ∼ t2/3, with intriate, non-Gausssian saling limit;
 in d = 2: X(t) ∼ t1/2(log t)ζ , with some ontroversy about the value of the exponent ζ
in the logarithmi orretion, and Gaussian (that is Wiener) saling limit expeted;
 in d ≥ 3: X(t) ∼ t1/2, with Gaussian (i.e. Wiener) saling limit expeted.
In d = 1, for some partiular ases of the MSAWmodel (MSAW with edge, rather than
site repulsion and MSAW with ontinuous time and site repulsion), the limit theorem
for X(n)/n2/3 was established in [23℄, respetively, [24℄, with the truly intriate limiting
distribution identied. The saling limit of the proess t 7→ X(nt)/n2/3 was onstruted
and analyzed in [25℄. The proofs in [23℄ and [24℄ have some built-in ombinatorial elements
whih make it diult (if possible at all) to extend these proofs robustly to a full lass
of 1d models of random motions pushed by the negative gradient of their oupation
time measure. However, more reently, a robust proof was given for the super-diusive
behaviour of the 1d models: in [21℄, inter alia, it is proved that for the 1d SRBP models
limt→∞ t
−5/4E
(
X(t)2
)
> 0, limt→∞ t
−3/2E
(
X(t)2
)
<∞. These are robust super-diusive
bounds (not depending on mirosopi details) but still far from the expeted t2/3 saling.
In d = 2, very little is proved rigorously. For a modied version of MSAW where self-
repulsion ats only in one spatial (say, the horizontal) diretion, the marginally super-
diusive lower bound limt→∞ t
−1(log t)−1/2E
(
X(t)2
)
> 0 holds, f. [26℄.
In the present paper, we address the d ≥ 3 ase of the SRBP model. We identify a
stationary and ergodi distribution of the environment as seen from the position of the
moving point and in this partiular stationary regime, we prove diusive limit (that is
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non-degenerate CLT with normal saling) for the displaement. Our general approah is
that of martingale approximation for additive funtionals of ergodi Markov proesses,
initiated for reversible proesses in the lassi Kipnis Varadhan paper [10℄ and extended
to non-reversible ases in [22℄, [27℄, [19℄. We shall refer to this approah as the Kipnis 
Varadhan theory. In partiular, validity of the eient martingale approximation will
rely on heking the graded setor ondition of [19℄.
Similar results for the MSAW model on the lattie Zd, d ≥ 3, will be presented in [8℄
Next, we desribe our results in plain words. For preise formulations, see subsetion
2.2.
As a rst step, we note that the environment prole appearing on the right-hand
side of (6), (8), as seen in a moving oordinate frame tied to the urrent position of the
proess, t 7→ η(t, ·):
η(t, x) := η(0, X(t) + x) +
∫ t
0
V (X(t) + x−X(u)) du (10)
= η(0, X(t) + x) +
(
V ∗ ℓ(t, ·))(X(t) + x)
is a Markov proess in a properly hosen funtion spae Ω, to be speied later. As a rst
step, we identify a natural time-stationary and ergodi distribution of this proess (10).
Rather surprisingly, this is the Gaussian (salar) eld x 7→ ω(x) ∈ R with expetation
and ovarianes
E
(
ω(x)
)
= 0, C(x− y) := E(ω(x)ω(y)) = g ∗ V (x− y) (11)
where
g : Rd → R, g(x) := |x |2−d (12)
is the Green funtion of the Laplaian in Rd. Note that throughout this paper d ≥ 3.
This is the massless free Gaussian eld whose ultraviolet singularity is smeared out by
onvolution with the smooth and rapidly deaying approximate identity V . The Fourier
transform of the ovariane is
Ĉ(p) = | p |−2 V̂ (p). (13)
See Theorem 1. All further results will be meant for the proess being in this stationary
regime. From this result, by ergodiity, the law of large numbers for the proess X(t)
drops out, see Corollary 1.
The main result of the paper refers to the diusive limit of the proess t 7→ X(t).
From (5) and (10), it arises that the displaement is written as
X(t) = B(t) +
∫ t
0
ϕ(η(s)) ds (14)
where ϕ : Ω→ Rd is a funtion of the state of the stationary and ergodi Markov proess
t 7→ η(t):
ϕ(ω) = −gradω(0). (15)
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So, the natural approah to the diusive limit of X(t) is the Kipnis Varadhan theory.
We will prove validity of an eient martingale approximation by heking Sethuraman 
Varadhan Yau's graded setor ondition, f. [19℄. It is easy to see that due to the
spherial symmetry of the problem, we get
E
(
Xk(t)Xl(t)
)
= δk,ld
−1E
( |X(t) |2 ). (16)
We prove that for d ≥ 3, the limiting variane
σ2 := d−1 lim
t→∞
t−1E
( |X(t) |2 ) ∈ (0,∞) (17)
exists and the nite dimensional marginals of the diusively resaled proess
XN(t) :=
X(Nt)
σ
√
N
(18)
onverge to those of a standard d-dimensional Brownian motion. See Theorem 2. The
main result shows similarity in spirit and tehniques with those of [12℄, but the dierenes
are also lear.
The results are meant in probability with respet to the initial prole η(0, x) sampled
from the stationary (and ergodi) initial distribution hinted at above. Reent results
by Cuny and Peligrad [5℄ raise the hope that the Kipnis Varadhan theory ould be
enhaned to CLT for almost all initial onditions sampled aording to the stationary
distribution.
The rest of the paper is strutured as follows: in setion 2, we give the formal def-
initions, introdue notations, identify the stationary measure and formulate our main
results preisely. In setion 3, we give the funtional analyti bakground: the Hilbert
spaes and the (bounded and unbounded) linear operators involved and the innitesi-
mal generator will be presented. Ergodiity and LLN for the displaement drop out for
free. The short setion 4 is devoted to realling the martingale approximation in Kipnis 
Varadhan theory and the graded setor ondition of [19℄. Finally, in setion 5, we hek
the abstrat funtional analyti onditions for our partiular problem, and we onlude
with the proof of the CLT for the displaement.
2 Formal setup and results
2.1 The stationary measure
We start with the Ansatz that the stationary distribution of the proess t 7→ η(t, ·) is
translation invariant zero mean Gaussian salar with some ovariane
E
(
η(t, x)η(t, y)
)
= C(y − x), (19)
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to be identied at the end of the following omputations.
In order to prove that this is indeed time-stationary, we have to show that for any
test funtion x→ u(x) ∈ R, the moment generating funtional
φ(t, u) := E
(
exp{〈u, η(t)〉}) (20)
is atually onstant in time. In the present subsetion, we use the notation
〈u, v〉 :=
∫
Rd
v(x)u(x) dx. (21)
In the forthoming omputations of the present setion all repeated subsripts are
summed from 1 to d. Using (10), note that, by standard It alulus,
d〈u, η(t)〉 = −〈∂lu, η(t)〉 dBl(t) + 1
2
〈∂2llu, η(t)〉 dt− 〈∂lu, η(t)〉∂lη(t, 0) dt+ 〈u, V 〉 dt.
(22)
Hene
E
(
d exp{〈u, η(t)〉} ∣∣ Ft) = (23)
exp{〈u, η(t)〉}
(
1
2
〈∂2llu, η(t)〉+
1
2
〈∂lu, η(t)〉2 − 〈∂lu, η(t)〉∂lη(t, 0) + 〈u, V 〉
)
dt.
Now, using the Ansatz that x 7→ η(t, x) (with t xed!) is a Gaussian eld with ovariane
(19), by standard omputations of Gaussian expetations, from (23), we obtain
dE
(
exp{〈u, η(t)〉})
dt
=exp{〈u, C ∗ u〉/2}
(1
2
〈∂2llu, C ∗ u〉+
1
2
〈∂lu, C ∗ ∂lu〉+ (24)
+
1
2
〈∂lu, C ∗ u〉2 − 〈∂lu, ∂lC〉 − 〈∂lu, C ∗ u〉〈u, ∂lC〉+ 〈u, V 〉
)
dt.
On the right-hand side the rst two terms anel out by an integration by parts. The
third and fth terms anel one by one due to the simple fat that for any test funtion
u,
〈∂lu, C ∗ u〉 = 0. (25)
Thus, the right-hand side of (24) is aneled out ompletely i
V = −∂2llC. (26)
This is equivalent to (11), (13). Note that d ≥ 3 was assumed.
2.2 Formal setup and results
2.2.1 State spae and Gaussian measure
The proper state spae of our basi proesses will be the spae of smooth salar elds of
slow inrease at innity:
Ω :=
{
ω ∈ C∞(Rd → R) : ‖ω ‖m,r <∞
}
(27)
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where ‖ω ‖m,r are the seminorms
‖ω ‖m,r := sup
x∈Rd
(
1 + | x | )−1/r ∣∣ ∂|m |m1,...,mdω(x) ∣∣ (28)
dened for the multiindies m = (m1, . . . , md), mj ≥ 0; and r ≥ 1. The spae Ω endowed
with these seminorms is a Fréhet spae.
From Minlos's theorem (see [20℄), it follows that there exists a unique Gaussian prob-
ability measure π(dω) on the spae of tempered distributions S ′(Rd → R) with hara-
teristi funtional
E
(
exp{i〈u, ω〉}) = exp{−1
2
∫
Rd
∫
Rd
u(x)C(x− y)u(y) dxdy
}
, (29)
and from smoothness of the ovariane funtion C(x), it follows that the probability
measure π(dω) is atually onentrated on the spae Ω ⊂ S ′(Rd → R) and (11) holds.
The Gaussian eld ω(x) is realized e.g. as a moving average of white noise:
ω(x) =
∫
Rd
U(x− y)w(y) dy, (30)
where U is the unique positive denite funtion for whih U ∗ U = V and w is d-
dimensional white noise.
The group of spatial translations
R
d ∋ z 7→ τz : Ω→ Ω, (τzω)(x) := ω(x+ z) (31)
ats naturally on Ω and preserves the probability measure π(dω). Atually, the dynamial
system (Ω, π(dω), τz : z ∈ Rd) is ergodi.
2.2.2 Proesses
First, we onsider the proess t 7→ (X(t), ζ(t, ·)) ∈ Rd × Ω dened as follows:
X(t) = X(0) +B(t)−
∫ t
0
grad ζ(s,X(s)) ds, (32)
ζ(t, x) = ζ(0, x) +
∫ t
0
V (x−X(s)) ds (33)
where t 7→ B(t) is a standard d-dimensional Brownian motion, andX(0) ∈ Rd, ζ(0, ·) ∈ Ω
are the initial data for the proess t 7→ (X(t), ζ(t, ·)).
Written as a single SDE for the proess t 7→ X(t), we get from (32), (33):
X(t) = X(0) +B(t) +
∫ t
0
{
ζ(0, X(s)) +
∫ s
0
F (X(s)−X(u)) du
}
ds. (34)
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The SDE (34) diers from the original SDE (5) only by the presene of the initial prole
ζ(0, x), whih is a natural modiation.
From (32) and (33), it follows that
X(t0 + t) = X(t0) +
(
B(t + t0)− B(t0)
)− ∫ t0+t
t0
grad ζ(s,X(s)) ds, (35)
ζ(t0 + t, x) = ζ(t0, x) +
∫ t0+t
t0
V (x−X(s)) ds. (36)
From this form, it is apparent that the proess t 7→ (X(t), ζ(t, ·)) ∈ Rd×Ω is Markovian.
The environment prole as seen from the moving point X(t) is
x 7→ η(t, x) := ζ(t, X(t) + x). (37)
From (35), (36), we readily obtain that t 7→ η(t) := η(t, ·) is itself a Markov proess on
the state spae Ω.
We dene the funtion ϕ : Ω→ Rd by (15), and from (32), (33), (37), we readily get
(14).
2.2.3 Results
Theorem 1. The Gaussian probability measure π(dω) on Ω, with mean 0 and ovarianes
(11) is time-invariant and ergodi for the Ω-valued Markov proess t 7→ η(t).
Corollary 1. For π-almost all initial proles ζ(0, ·),
lim
t→∞
X(t)
t
= 0 a.s. (38)
Remarks: It is lear that, in dimensions d ≥ 3, other stationary distributions of the
proess t 7→ η(t) exist. In partiular, due to transiene of the proess t 7→ X(t), the
stationary measure (presumably) reahed from starting with empty initial onditions
η(0, x) ≡ 0 ertainly diers from our dπ. Our methods and results are valid for the
partiular stationary distribution dπ.
The main result of the present paper is the following theorem:
Theorem 2. In dimensions d ≥ 3, the following hold:
(i) The limiting variane
σ2 := d−1 lim
t→∞
t−1E
( |X(t) |2 ) (39)
exists and
1 ≤ σ2 ≤ 1 + ρ2 (40)
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where
ρ2 := d−1
∫
Rd
| p |−2 V̂ (p) dp <∞. (41)
(ii) The nite dimensional marginal distributions of the diusively resaled proess
XN(t) :=
X(Nt)
σ
√
N
(42)
onverge to those of a standard d-dimensional Brownian motion. The onvergene is
meant in probability with respet to the starting state η(0) sampled aording to dπ.
Theorem 2 will be proved by use of the martingale approximation of the Kipnis 
Varadhan theory and the so-alled graded setor ondition of [19℄.
3 Spaes and operators
The natural formalism for the proofs of our theorems is that of Fok spaes and Gaussian
Hilbert spaes, and linear operators over them. For basis of Gaussian Hilbert spaes and
Wik produts, see [9℄, [20℄. Our main Hilbert spae is H := L2(Ω, π). This is a Gaussian
Hilbert spae, and has very natural unitary equivalent representations as Fok spaes. We
follow the usual notation of Eulidean quantum eld theory, see e.g. [20℄. In subsetion
3.1, we give formal denition of the three unitary equivalent representations of the Hilbert
spae L2(Ω, π). In subsetion 3.2, we dene the linear operators whih are relevant for
our purposes and we present their ation on the three unitary equivalent formulations.
In subsetion 3.3, the innitesimal generator of the semigroup of the stationary Markov
proess t 7→ η(t, ·) ∈ Ω, ating on L2(Ω, π), and its adjoint is omputed and the rst
onsequenes (ergodiity, LLN) are settled.
3.1 Spaes
Throughout this paper, we use the onvention of unitary Fourier transform
û(p) := (2π)−d/2
∫
Rd
eip·xu(x) dx. (43)
and the shorthand notation
x = (x1, . . . , xn) ∈
(
R
d
)n
, xm = (xm1, . . . , xmd) ∈ Rd, ∂ml := ∂
∂xml
, (44)
p = (p1, . . . , pn) ∈
(
R
d
)n
, pm = (pm1, . . . , pmd) ∈ Rd, (45)
m = 1, . . . , n, l = 1, . . . , d.
We denote by Sn, respetively, Ŝn, the symmetri Shwartz spaes
Sn :={u : Rdn → C : u(̟x) = u(x), ̟ ∈ Perm(n)}, (46)
Ŝn :={û : Rdn → C : û(̟p) = û(p), ̟ ∈ Perm(n)}. (47)
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In the preeding formulas Perm(n) denotes the group of permutations on the n indies.
The spaes Sn, respetively, Ŝn are endowed with the following salar produts
〈u, v〉 :=
∫
Rdn
∫
Rdn
u(x)C(x− y)v(y) dxdy, (48)
〈û, v̂〉 :=
∫
Rdn
û(p)Ĉ(p)v̂(p) dp (49)
where
C(x− y) :=
n∏
m=1
C(xm − ym), Ĉ(p) :=
n∏
m=1
Ĉ(pm). (50)
Let Kn and K̂n be the losures of Sn, respetively, Ŝn with respet to the Eulidean
norms dened by these inner produts. The Fourier transform (43) realizes an isometri
isomorphism between the Hilbert spaes Kn and K̂n.
These Hilbert spaes are atually the symmetrized n-fold tensor produts
Kn := symm
(K⊗n1 ), Kn := symm(K̂⊗n1 ). (51)
Finally, the full Fok spaes are
K := ⊕∞n=0Kn, K̂ := ⊕∞n=0K̂n. (52)
The Hilbert spae of our true interest isH = L2(Ω, π). This is itself a graded Gaussian
Hilbert spae
H = ⊕∞n=0Hn (53)
where the subspaes Hn are isometrially isomorphi with the subspaes Kn of K through
the identiation
φn : Kn →Hn, φn(u) := 1√
n!
∫
Rdn
u(x) :ω(x1) . . . ω(xn): dx. (54)
Here and in the rest of this paper, we denote by :X1 . . .Xn : the Wik produt of the
jointly Gaussian random variables (X1, . . . , Xn). In order to ease notation the mapping
φ1 : K1 →H1 will be simply denoted by φ.
As the graded Hilbert spaes
H := ⊕∞n=0Hn, K := ⊕∞n=0Kn, K̂ := ⊕∞n=0K̂n (55)
are isometrially isomorphi in a natural way, we shall move freely between the various
representations.
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3.2 Operators
3.2.1 General notation
We use the standard notation of Fok spaes. First, we give a general framework of
notation and identities formulated over the Gaussian Hilbert spae H. Then, we turn to
our relevant linear operators and we give their representations in all three Hilbert spaes
H, K and K̂.
The ation of linear operators over H = ⊕∞n=0Hn will be typially given in terms of
Wik monomials. It is understood that their ation is extended by linearity and graph
losure.
Given a (bounded or unbounded) densely dened and losed linear operator A over
the basi Hilbert spae K1, its seond quantized version, ating over the graded Gaussian
Hilbert spae H will be denoted by dΓ(A). This latter one ats over Wik monomials as
follows, dΓ(A) : Hn →Hn,
dΓ(A) :φ(v1) · · ·φ(vn): =
n∑
m=1
:φ(v1) · · ·φ(Avm) · · ·φ(vn): . (56)
Given a vetor u from the basi Hilbert spae K1, the reation and annihilation
(raising and lowering) operators assoiated to it, ating over the Gaussian Hilbert spae
H, will be denoted by a∗(u) : Hn → Hn+1, respetively, a(u) : Hn → Hn−1, ating on
Wik monomials as
a∗(u) :φ(v1) . . . φ(vn): = :φ(u)φ(v1) . . . φ(vn): , (57)
a(u) :φ(v1) . . . φ(vn): =
n∑
m=1
〈u, vm〉 :φ(v1) . . . φ(vm−1)φ(vm+1) . . . φ(vn): . (58)
For basis about reation, annihilation and seond quantized operators, see e.g. [20℄ or
[9℄.
We also dene the unitary involution J on H:
Jf(ω) := f(−ω), J ↾Hn= (−1)nI ↾Hn . (59)
The well-known anonial ommutation relations between the operators introdued
are:
[a(u), a(v)] = 0, [a∗(u), a∗(v)] = 0, [a(u), a∗(v)] = 〈u, v〉I, (60)
[dΓ(A), a∗(u)] = a∗(Au), [dΓ(A), a(u)] = −a(A∗u), (61)
[J, dΓ(A)] = 0, {J, a∗(u)} = 0, {J, a(u)} = 0. (62)
Two more operators will be needed: given an element u ∈ K1, multipliation by φ(u)
will be denoted M(u), that is, formally, for f ∈ L2(Ω, π),(
M(u)f
)
(ω) := φ(u)(ω)f(ω). (63)
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Finally, for a xed element ϑ ∈ Ω, we introdue dierentiation in the diretion ϑ: formally
Dϑf(ω) := lim
ε→0
ε−1
(
f(ω + εϑ)− f(ω)). (64)
Both operators are well-dened on Wik monomials, and are extended by linearity and
graph losure.
Given u ∈ K1 the identities (65) and (66) below hold:
(1) The multipliation operator M(u) is atually
M(u) = a∗(u) + a(u). (65)
(2) If C ∗ u ∈ Ω then
DC∗u = a(u). (66)
Both identities are heked by diret omputation on Wik monomials. The identity (66)
is a partiular ase of the diretional derivative of Malliavin alulus, see [9℄.
3.2.2 Spei linear operators
The most relevant operators for our present purposes are
∇l := dΓ(∂l), ∆ :=
d∑
l=1
∇2l , al := a(∂lδ0), a∗l := a∗(∂lδ0) (67)
where ∂l =
∂
∂xl
and δ0 is Dira's delta onentrated on 0 ∈ Rd. Note that δ0 and all its
partial derivatives are in the Hilbert spae K1.
We give now their ation on the spaes Hn, Kn and K̂n. The point is that we are
interested primarily in their ation on the spae L2(Ω, π) = ⊕∞n=0Hn, but expliit om-
putations in later setions are handy in the unitary equivalent representations over the
spae K̂ = ⊕∞n=0K̂n. The ation of various operators over Hn will be given in terms of the
Wik monomials :ω(x1) . . . ω(xn): and it is understood that the operators are extended
by linearity and graph losure.
• The operators ∇l, l = 1, . . . , d:
∇l : Hn → Hn, ∇l :ω(x1) . . . ω(xn): = −
n∑
m=1
:ω(x1) . . . ∂lω(xm) . . . ω(xn): , (68)
∇l : Kn → Kn, ∇lu(x) =
n∑
m=1
∂u
∂xml
(x), (69)
∇l : K̂n → K̂n, ∇lû(p) = i
( n∑
m=1
pml
)
û(p). (70)
Note that these are atually unbounded, losed, skew self-adjoint operators. They
are densely dened on Hn, Kn, respetively, K̂n.
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• The operator ∆:
∆ : Hn →Hn, ∆ :ω(x1) . . . ω(xn): = (71)
d∑
l=1
n∑
m,m′=1
:ω(x1) . . . ∂lω(xm) . . . ∂lω(xm′) . . . ω(xn): ,
∆ : Kn → Kn, ∆u(x) =
d∑
l=1
n∑
m,m′=1
∂2u
∂xml∂xm′ l
(x), (72)
∆ : K̂n → K̂n, ∆û(p) = −
∣∣∣∣∣
n∑
m=1
pm
∣∣∣∣∣
2
û(p). (73)
The operator ∆ is unbounded, densely dened, self-adjoint and positive. Note that
∆ is not the seond quantized Laplaian.
• The operator |∆ |−1/2 = (−∆)−1/2:
|∆ |−1/2 : Hn →Hn, no expliit formula, (74)
|∆ |−1/2 : Kn → Kn, no expliit formula, (75)
|∆ |−1/2 : K̂n → K̂n, |∆ |−1/2 û(p) =
∣∣∣∣∣
n∑
m=1
pm
∣∣∣∣∣
−1
û(p). (76)
The operator |∆ |−1/2 is unbounded, densely dened, self-adjoint and positive.
• The operators |∆ |−1/2∇l, l = 1, . . . , d:
|∆ |−1/2∇l : Hn →Hn, no expliit formula, (77)
|∆ |−1/2∇l : Kn → Kn, no expliit formula, (78)
|∆ |−1/2∇l : K̂n → K̂n, |∆ |−1/2∇lû(p) = i
∑n
m=1 pml
|∑nm=1 pm | û(p). (79)
These are bounded skew self-adjoint operators with operator norm∥∥∥ |∆ |−1/2∇l ∥∥∥ = 1. (80)
13
• The reation operators a∗l , l = 1, . . . , d:
a∗l : Hn → Hn+1, a∗l :ω(x1) . . . ω(xn): =:∂lω(0)ω(x1) . . . ω(xn): , (81)
a∗l : Kn → Kn+1, a∗l u(x1, . . . , xn+1) = (82)
1√
n+ 1
n+1∑
m=1
∂lδ(xm)u(x1, . . . , xm−1, xm+1, . . . , xn+1),
a∗l : K̂n → K̂n+1, a∗l û(p1, . . . , pn+1) = (83)
1√
n+ 1
n+1∑
m=1
ipmlû(p1, . . . , pm−1, pm+1, . . . , pn+1).
The reation operators a∗l , restrited to the subspaes Hn, Kn, respetively, K̂n are
bounded, with operator norm∥∥∥ a∗l ↾Hn ∥∥∥ = ∥∥∥ a∗l ↾Kn ∥∥∥ = ∥∥∥ a∗l ↾bKn ∥∥∥ =√C(0)√n+ 1. (84)
• The annihilation operators al, l = 1, . . . , d:
al : Hn → Hn−1, al :ω(x1) . . . ω(xn): = (85)
n∑
m=1
∂lC(xm) :ω(x1) . . . ω(xm−1)ω(xm+1) . . . ω(xn): ,
al : Kn → Kn−1, alu(x1, . . . , xn−1) =
√
n
∫
Rd
u(x1, . . . , xn−1, y)∂lC(y) dy, (86)
al : K̂n → K̂n−1, alû(p1, . . . , pn−1) =
√
n
∫
Rd
û(p1, . . . , pn−1, q)iqlĈ(q) dq. (87)
The annihilation operators al restrited to the subspaes Hn, Kn, respetively, K̂n
are bounded with operator norm∥∥∥ al ↾Hn ∥∥∥ = ∥∥∥ al ↾Kn ∥∥∥ = ∥∥∥ al ↾bKn ∥∥∥ =√C(0)√n. (88)
Furthermore, as the notation a∗l and al suggests, these operators are adjoint of eah
other.
Sine all omputations will be performed in the representation K̂, we give a ommon
ore for all the unbounded operators dened above  and some others to appear in future
setions:
Ĉ := ⊕∞n=0Ĉn, Ĉn := {û ∈ K̂n : sup
p∈Rdn
| û(p) | <∞}. (89)
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Note that the operator |∆ |−1/2 is dened on the dense subspae Ĉ only for d ≥ 3.
Furthermore, in dimensions d ≥ 3, the operators |∆ |−1/2 ↾bKn dened on the dense
subspaes Ĉn, are essentially self-adjoint. This follows, e.g., from Propositions VIII.1,
VIII.2 of [18℄.
Notie also that ∇ is the innitesimal generator of the unitary group of spatial trans-
lations while ∆ is the innitesimal generator of the Markovian semigroup of diusion in
random senery
exp{z∇} = Tz, Tzf(ω) := f(τzω), (90)
exp{t∆} = Qt, Qtf(ω) :=
∫
exp{−z2/(2t)}√
2πt
f(τzω) dz. (91)
3.3 The innitesimal generator, stationarity,
Yaglom reversibility, ergodiity
We denote by Pt the semigroup of the proess η(t):
Pt : H → H, Ptf(ω) := E
(
f(η(t))
∣∣ η(0) = ω). (92)
Then [0,∞) ∋ t 7→ Pt ∈ B(H) is a Markovian ontration semigroup on H. In order to
identify its innitesimal generator, note that the innitesimal hange in the state of the
Markov proess η(t) is due to the following three terms:
(1) innitesimal spatial shift due to dB(t);
(2) innitesimal spatial shift due to −grad η(t, 0)dt;
(3) innitesimal loal hange in η due to inrease of loal time.
Altogether
η(t+ dt, x) = η(t, x+ dB(t)− grad η(t, 0)dt) + V (x)dt. (93)
Hene, given a suiently regular funtion on the state spae f : Ω→ R, we ompute
lim
t→0
E
(
f(η(t)− f(η(0))) ∣∣ η(0) = ω)
t
=
(
1
2
∆−
d∑
l=1
M(∂lδ0)∇l +DV
)
f(ω). (94)
Reall (11) and note that hene
V = −C ∗
d∑
l=1
∂2llδ0 (95)
with
−
d∑
l=1
∂2llδ0 ∈ K1. (96)
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Using (65), (61) and (66) (in this order), we readily obtain the following expression for
the innitesimal generator of the semigroup Pt:
G :=
1
2
∆ +
d∑
l=1
(
a∗l∇l +∇lal
)
. (97)
This operator is well dened on Wik polynomials of the eld ω(x) and is extended by
linearity and graph losure. It is not diult to see that it satises the riteria of the
Hille Yoshida theorem (see [18℄) and thus it is indeed the innitesimal generator of a
Markovian semigroup. We omit these tehnial details.
The adjoint generator is
G∗ :=
1
2
∆−
d∑
l=1
(
a∗l∇l +∇lal
)
. (98)
Note that due to the inner oherene of the model the last two terms on the right hand
side of (94) ombine to give the tidy skew self-adjoint part of the innitesimal generators
in (97), (98).
For later use, we introdue notation for the symmetri (self-adjoint) and anti-symmetri
(skew self-adjoint) parts of the generator
S := −1
2
(G+G∗) = −1
2
∆, (99)
A :=
1
2
(G−G∗) =
d∑
l=1
(
a∗l∇l +∇lal
)
=: A+ + A−. (100)
It is a standard  though not ompletely trivial  exerise to hek that the operators
S and A, a priori dened on the dense subspae Ĉ are indeed essentially self-adjoint,
respetively, essentially skew self-adjoint.
Note that
S : Hn → Hn, A+ : Hn → Hn+1, A− : Hn →Hn−1, A∓ = −A∗±, (101)
and
S ↾H0= 0, A+ ↾H0= 0, A− ↾H0⊕H1= 0. (102)
It is lear that
G∗1 = 0, (103)
and hene, it follows that π is indeed stationary distribution of the proess t 7→ η(t) and
G∗ is itself the innitesimal generator of the stohasti semigroup P ∗t of the time-reversed
proess.
Atually, so-alled Yaglom reversibility holds. From (62), it follows that
G∗ = JGJ. (104)
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This identity means that the stationary forward proess (−∞,∞) ∋ t 7→ η(t) and the
ipped bakward proess
(−∞,∞) ∋ t 7→ η˜(t) := −η(−t) (105)
obey the same law. This is a speial kind of time-reversal symmetry alled Yaglom
reversibility, see [28℄, [29℄, [6℄.
Proving ergodiity is easy: The Dirihlet form of the proess t 7→ η(t) is
D(f) := −(f,Gf) = −1
2
(f,∆f) =
1
2
d∑
l=1
‖∇lf ‖2 . (106)
So, {D(f) = 0} ⇐⇒ {∇lf = 0, l = 1, . . . , l} ⇐⇒ {f = onst. π-a.s.}, (107)
sine z 7→ τz ats ergodially on (Ω, π).
This proves Theorem 1. Corollary 1 follows diretly from (14) by the ergodi theorem.
4 CLT for additive funtionals of ergodi Markov pro-
esses, graded setor ondition
In the present short setion we reall the non-reversible version of the Kipnis Varadhan
CLT for additive funtionals of ergodi Markov proesses and the graded setor ondition
of Sethuraman, Varadhan and Yau, [19℄.
Let (Ω,F , π) be a probability spae: the state spae of a stationary and ergodi
Markov proess t 7→ η(t). We put ourselves in the Hilbert spae H := L2(Ω, π). Denote
the innitesimal generator of the semigroup of the proess by G, whih is a well-dened
(possibly unbounded) losed linear operator on H. The adjoint generator G∗ is the
innitesimal generator of the semigroup of the reversed (also stationary and ergodi)
proess η∗(t) = η(−t). It is assumed that G and G∗ have a ommon ore of denition
C ⊆ H. Let f ∈ H, suh that (f, 1 ) = ∫
Ω
f dπ = 0. We ask about CLT/invariane
priniple for
N−1/2
∫ Nt
0
f(η(s)) ds (108)
as N →∞.
We denote the symmetri and anti-symmetri parts of the generators G, G∗, by
S := −1
2
(G+G∗), A :=
1
2
(G−G∗). (109)
These operators are also extended from C by graph losure and it is assumed that they
are well-dened self-adjoint, respetively, skew self-adjoint operators
S∗ = S ≥ 0, A∗ = −A. (110)
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Note that −S is itself the innitesimal generator of a Markov semigroup on L2(Ω, π), for
whih the probability measure π is reversible (not just stationary). We assume that −S
is itself ergodi:
Ker(S) = {c1 : c ∈ C}. (111)
We denote by Rλ ∈ B(H) the resolvent of the semigroup s 7→ esG:
Rλ :=
∫ ∞
0
e−λsesGds =
(
λI −G)−1, λ > 0, (112)
and given f ∈ H as above, we will use the notation
uλ := Rλf. (113)
The following theorem yields the eient martingale approximation of the additive
funtional (108):
Theorem (KV). With the notation and assumptions as before, if the following two limits
hold in H
lim
λ→0
λ1/2uλ = 0, (114)
lim
λ→0
S1/2uλ =: v ∈ H, (115)
then
σ2 := 2 lim
λ→0
(uλ, f) ∈ [0,∞), (116)
and there exists a zero mean, L2-martingale M(t), adapted to the ltration of the Markov
proess η(t) with stationary and ergodi inrements and variane
E
(
M(t)2
)
= σ2t (117)
suh that
lim
N→∞
N−1E
(( ∫ N
0
f(η(s)) ds−M(N))2) = 0. (118)
In partiular, if σ > 0, then the nite dimensional marginal distributions of the resaled
proess t 7→ σ−1N−1/2 ∫ Nt
0
f(η(s)) ds onverge to those of a standard 1d Brownian motion.
Remarks:
(1) Conditions (114) and (115) of the theorem are jointly equivalent to the following
lim
λ,λ′→0
(λ+ λ′)(uλ, uλ′) = 0. (119)
Indeed, straightforward omputations yield:
(λ+ λ′)(uλ, uλ′) =
∥∥S1/2(uλ − uλ′)∥∥2 + λ ‖uλ ‖2 + λ′ ‖uλ′ ‖2 . (120)
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(2) The theorem is a generalization to non-reversible setup of the elebrated Kipnis 
Varadhan theorem, [10℄. To the best of our knowledge, the non-reversible formulation,
proved with resolvent rather than spetral alulus, appears rst  in disrete-time
Markov hain, rather than ontinuous-time Markov proess setup and with ondition
(119)  in [22℄ where it was applied, with bare hand omputations, to obtain CLT for a
partiular random walk in random environment. Its proof follows the original proof of
the Kipnis Varadhan theorem with the dierene that spetral alulus is to be replaed
by resolvent alulus.
(3) In ontinuous-time Markov proess setup, it was formulated in [27℄ and applied to
tagged partile motion in non-reversible zero mean exlusion proesses. In this paper,
the (strong) setor ondition was formulated, whih, together with an H−1-bound on the
funtion f ∈ H, provide suient ondition for (114) and (115) of Theorem KV to hold.
(4) In [19℄, the so-alled graded setor ondition is formulated and Theorem KV is
applied to tagged partile diusion in general (non-zero mean) non-reversible exlusion
proesses, in d ≥ 3.
(5) For a more omplete list of appliations of Theorem KV together with the strong
and graded setor onditions, see the surveys [16℄, [11℄.
Cheking onditions (114) and (115) (or, equivalently, ondition (119)) in partiular
appliations is typially not easy. In the appliations to RWRE in [22℄, the onditions
were heked by some triky bare hand omputations. In [27℄, respetively, [19℄, the
so-alled setor ondition, respetively, the graded setor ondition were introdued and
heked for the respetive models.
We reall from [19℄ the graded setor ondition. Assume that the Hilbert spae
H = L2(Ω, π) is graded
H = ⊕∞n=0Hn, (121)
and the innitesimal generator is onsistent with this grading in the sense of (101).
Theorem (SVY). Assume that the Hilbert spae and the innitesimal generator G =
−S+A are graded in the sense speied above and, in addition, there exist γ ∈ [0, 1) and
C <∞ suh that for any n ∈ N and any g ∈ Hn, h ∈ Hn+1
| (h,A+g) | ≤ Cnγ
√
(h, Sh)
√
(g, Sg). (122)
If f ∈ H with (f, 1 ) = 0 is suh that∥∥S−1/2f ∥∥ := lim
λ→0
(f, uλ) <∞, (123)
then (114) and (115) hold and, as onsequene, the onlusions of Theorem KV are valid.
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5 Proof of the CLT
The proof of Theorem 2 onsists of three parts. In paragraph 5.1.1, we prove diusive
lower bound on the variane of the displaement X(t). We need this in order to exlude
the possibility that the a priori martingale part of the displaement and the martingale
approximation of the ompensator in the limit just anel out. (As it is well known,
this happens for example in tagged partile diusion in 1d simple symmetri exlusion
proess with nearest neighbour jumps, [2℄.) In paragraph 5.1.2, we prove the H−1-bound
(123) for our partiular ase. Finally, in subsetion 5.2, we hek onditions (122) of
Theorem SVY for our partiular model.
5.1 Diusive bounds
5.1.1 Lower bound
For s, t ∈ R with s < t, let
M(s, t) := X(t)−X(s)−
∫ t
s
ϕ(η(u)) du = B(t)− B(s). (124)
Lemma 1. (1) Fix s ∈ R. The proess [s,∞) ∋ t 7→ M(s, t) is a forward martingale
with respet to the forward ltration {F(−∞,t] : t ≥ s} of the proess t 7→ η(t).
(2) Fix t ∈ R. The proess (−∞, t] ∋ s 7→ M(s, t) is a bakward martingale with respet
to the bakward ltration {F[s,∞) : s ≤ t} of the proess t 7→ η(t).
Proof. There is nothing to prove about the rst statement: the integral on the right-hand
side of (124) was hosen exatly so that it ompensates the onditional expetation of
the innitesimal inrements of X(t).
We turn to the seond statement, whih does need a proof. This onsists of the
following ingredients:
(1) The displaements are reverted on the ipped bakward trajetories t 7→ η˜(t) dened
in (105):
X˜(t)− X˜(s) = −X(t) +X(s). (125)
(2) The forward proess t 7→ η(t) and ipped bakward proess t 7→ η˜(t) are idential in
law (Yaglom reversibility).
(3) The funtion ω 7→ ϕ(ω) is odd with respet to the ip-map ω 7→ −ω.
Putting these fats together (in this order), we obtain
lim
h→0
h−1E
(
X(s− h)−X(s) ∣∣ F[s,∞)) = lim
h→0
h−1E
(− X˜(−s + h) + X˜(−s) ∣∣ F˜(−∞,−s])
= −ϕ(η˜(−s)) = ϕ(η˜(s)). (126)
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From Lemma 1, it follows diretly that for any s < t, the random variables M(s, t)
and
∫ t
s
ϕ(η(u)) du are unorrelated, and therefore
E
(
(X(t)−X(s))2) = E((M(s, t))2)+ E(( ∫ t
s
ϕ(η(u)) du
)2)
(127)
= (t− s) + E(( ∫ t
s
ϕ(η(u)) du
)2)
.
Hene, the lower bound in (40).
5.1.2 Upper bound: H−1-bound
We reall a general result proved in [19℄. See also the surveys [16℄, [11℄ and further
referenes ited therein.
Let t 7→ ξ(t) be the reversible Markov proess on the same state spae (Ω, π) as the
original η(t) whih has the innitesimal generator −S.
Lemma (SVY). Let ϕ ∈ L2(Ω, π) with ∫ ϕ dπ = 0. Then
lim sup
t→∞
t−1E
(( ∫ t
0
ϕ(η(s)) ds
)2) ≤ lim
t→∞
t−1E
(( ∫ t
0
ϕ(ξ(s)) ds
)2)
= 2‖S−1/2ϕ‖2. (128)
In our ase,
S = −1
2
∆, (129)
and the reversible proess t 7→ ξ(t) is the so-alled diusion in random senery proess.
That means:
ξ(t) := τZtω (130)
where t 7→ Zt is a Brownian motion in Rd of ovariane δij , independent of the eld ω.
The funtion ϕ : Ω→ R is ϕ(ω) = ω(0). Thus, the upper bound in (128) will be
lim
t→∞
t−1E
(( ∫ t
0
ϕ(ξ(s)) ds
)2)
= lim
t→∞
t−1E
(( ∫ t
0
ω(Zs) ds
)2)
=
∫
Rd
| p |−2 V̂ (p) dp. (131)
Here, the last step is straightforward omputation with expetation taken over the Brow-
nian motion Z(t) and over the random senery ω. The integral on the right-hand side is
the same as in (41), and thus, (131) yields the upper bound in (40).
5.2 Graded setor ondition
As a rst remark, note that ondition (122) is equivalent to∥∥S−1/2A+S−1/2 ↾Hn ∥∥ ≤ Cnγ, (132)
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where the operator S−1/2A+S
−1/2 ↾Hn is meant as rst dened on a dense subspae of
Hn and extended by ontinuity. In our ase, the dense subspae will be Ĉn speied in
(89) and
S−1/2A+S
−1/2 =
d∑
l=1
|∆ |−1/2 a∗l∇l |∆ |−1/2 (133)
The operators ∇l |∆ |−1/2 map the subspaes Ĉn to themselves and are bounded, see (79),
(80). In order to bound the norm of the operator |∆ |−1/2 a∗l : Hn → Hn+1, let û ∈ Ĉn,
then
|∆ |−1/2 a∗l û(p1, . . . , pn+1) =
i√
n+ 1
1∣∣∑n+1
m=1 pm
∣∣ n+1∑
m=1
pmlû(p1, . . . , pm−1, pm+1, . . . , pn).
(134)
Hene
(n+ 1)
∥∥∥ |∆ |−1/2 a∗l û∥∥∥2 = (135)
=
∫
Rd
...
∫
Rd
1∣∣∑n+1
m=1 pm
∣∣2
∣∣∣∣∣
n+1∑
m=1
pmlû(p1,..., pm−1, pm+1,..., pn)
∣∣∣∣∣
2 n+1∏
m=1
V̂ (pm)
| pm |2
dp1...dpn+1
≤ (n+ 1)2
∫
Rd
...
∫
Rd
1∣∣∑n+1
m=1 pm
∣∣2 | pn+1,l |2 | û(p1,..., pn) |2
n+1∏
m=1
V̂ (pm)
| pm |2
dp1...dpn+1
= (n + 1)2
∫
Rd
...
∫
Rd
| û(p1,..., pn) |2
n∏
m=1
V̂ (pm)
| pm |2
(∫
Rd
p2n+1,l
| pn+1 |2
V̂ (pn+1)∣∣∑n+1
m=1 pm
∣∣2dpn+1
)
dp1...dpn.
In the seond line, Shwarz's inequality and the symmetry of the funtion û(p1, . . . , pn)
is used.
The innermost integral of the last expression in (135) is bounded above by
C2 := sup
p∈Rd
∫
Rd
V̂ (p+ q)
| q |2 dq <∞. (136)
Thus, for û ∈ Ĉn ∥∥∥ |∆ |−1/2 a∗l û∥∥∥2 ≤ C2(n + 1) ‖ û ‖2 . (137)
Hene, by ontinuous extension,∥∥∥ |∆ |−1/2 a∗l ↾Hn ∥∥∥ ≤ C√n + 1, (138)
and (132) with γ = 1/2 follows.
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