ABSTRACT The border regression is a key technique of the regional convolution neural network (CNN) to locate the target. However, it relies on the border label information of a large number of sample data. Therefore, it is inefficient to generate the training sample set, and the location of the target is also inaccurate. For this, a novel target detection method based on the CNN and the particle search is proposed. A small number of probe particles are generated to roughly locate the target. The CNN is used to extract the image features, determine the target probability, and recognize the pattern of the target. A large number of searching particles are placed near the region where the target features are detected by the probe particles. The nearest neighbor clustering algorithm is used to classify the particles, which are recognized as the same category into different target sets. The positions of the targets can be determined by the bounding rectangle of the searching particles in the same target set. The method can be used to recognize and locate various kinds of targets. Furthermore, the method need not label the borders of the targets in the training samples, which enhance the generation efficiency of the samples. The simulation results show that the correctness of the recognition can be slightly improved, and the accuracy of the location can be significantly improved.
I. INTRODUCTION
It is important to recognize or locate the image target from the complex background in many application fields, such as military, intelligent security, visual tracking, biomedicine, and industrial production [1] , [2] . It has become a key technical issue to study on the automatic target recognition and precise location in the image processing based on the massive images. The task of the image target recognition can be decomposed into two subtasks: the target classification and the target location. The target classification is mainly used to determine whether there is a target in the image and classify the detected target. And the target location is used to determine the exact position of the detected target in the image [3] - [5] . In the process of the target detection, much matching calculation are needed, which increases the computation cost.
The particle filter shows good application in the target tracking fields [6] , [7] . Making use of importance sampling
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techniques, the particle filter could sequentially approximate the posterior probability density function with any dynamic and measurement models [6] - [9] . As the number of particles increases, the particle filter could approach to the posterior probability density function more accurately. Therefore, the particle filter has been used widely to locate the target in the scene images [10] , [11] .
Although the study on the conventional target recognition and location methods has got great progress, complex operations, such as feature extraction, feature selection, and so on, restrict the recognition and location performances. Recently, the development of neural network provides the new reliable technological guarantee for the target recognition and location [12] - [14] . Especially, the deep learning network provides a new research idea for target recognition and location, and it is becoming increasingly attractive. For example, Convolution Neural Network (CNN) is a typical deep learning network. It can recognize and classify the targets in the images. VGGNet [15] is an efficient convolution neural network with 16 layers, consisting of five groups of small convolution filters with 3 × 3 size. It could show good recognition performances in the ''ImageNet Large Scale Visual Recognition Challenge'' (ILSVRC) [16] , [17] . However, in a practical application, the proportion of the target in the image would affect the classification result. Generally speaking, the smaller the target is, the more difficult the correct classification is. In order to solve the classification problem of the targets, a regional convolution neural network (RCNN) [18] is proposed based on CNN. The principle of the method is to generate 1k∼2k candidate regions for the detected image, and the deep network is used to extract the features from each candidate region. According to the features, a classifier is used to determine whether the candidate region is the detected category. When the detected category is determined, bounding box regression is performed to amend the position and the size of the candidate region. In this way, the target is located effectively. Although the RCNN can be used to perform the multi-targets detection, the computational cost is large. When the number of RCNN candidate regions is large, many candidate regions would be partially overlapped, and the features would be extracted from overlapping area. Thus, a mass of redundant computation would lead to the low calculation efficiency.
For this, based on the RCNN, improved new recognition methods, FAST-RCNN [19] and FASTER-RCNN [20] , have been proposed. FAST-RCNN is constructed by adding the pyramid pool layer into the RCNN [21] , [22] . In the RCNN, each candidate region must be scaled to the default size, and the features must be extracted separately from each candidate region, so it has a larger calculation cost. In FAST-RCNN, the features in the whole image could be extracted by the CNN, so the calculation amount is reduced. However, the selective search is still used to generate the candidate regions in FAST-RCNN, so its computational speed is still slower. Therefore, based on FAST-RCNN [19] , FASTER-RCNN [20] is proposed by introducing the Region Proposal Network to generate the candidate regions. FASTER-RCNN can perform the image processing with faster computation speed [20] , [23] . However, FASTER-RCNN has a high false positive rate. Furthermore, All of the methods above are two-stage methods. Generally, two-stage methods have more computational cost than one-stage methods.
For this, YOLO detection method which is a one-stage method is proposed [24] . YOLO is a recognition network which can detect the target based on end-to-end. It can once predict a plurality of border positions and categories, and the false detection rate of the background can be effectively reduced [25] , [26] .
All the methods above which are based on RCNN use border regression principle to detect and locate the target. According to the border regression principle, each target in the training sample images must be classified and labeled the exact position of the border before training. This process makes it difficult to generate the training samples. Furthermore, the border regression results of the each candidate region maybe are not satisfied. The accuracy of the region regression is related to the many factors, such as background interference, the size and the shape of the target. Therefore, the regression results sometimes may be unstable.
In order to enhance the accuracy of target location, an improved CNN method based on the particle search is proposed to detect and locate the target. VGGNet is used to train the samples and extract the features, and the particle search is used to detect the target. The position of the target is determined according to the detection results of the particles. The difference between this method and the conventional target location methods based on RCNN is that the exact position of the target border in the sample set need not be labeled. Thus, tedious labeling task could be omitted. It is easier to generate the training samples. It not only increases the efficiency of target detection, but also improves the accuracy of target location.
II. PARTICLE FILTER
The standard particle filter algorithm is also called the serialized Monte Carlo method. Its main idea is that the prior probability density function of the target is represented by a group of particles with different weights, the likelihood of each particle is calculated, the approximate particle set which can describe the posterior density function of the estimated state can be got by fusing the prior data and the new likelihood data of each particle [6] , [7] .
Set the target state to be x t−1 , and the posterior probability density p(x t |z t ) can be used to estimate its subsequent state x t . The posterior probability density p(x t |z t ) can be described by the weighted posterior sample set:
where, N is the number of particles,
t is the target state, δ is the Kroneck function, and ω (i) t is the normalized weight:
where, ω (i) t is the particle weight before normalization:
Thus, the state estimatex t at time t can be described as:
Particle filter is often applied in the target tracking field. For the target detection, combining the convolution neural network particle search is used to enhance the detection efficiency.
VGGNet is used to extract the target information as the features. According to the similarity between the features and the information in the particle region, the particles are updated and resampled. That is, the particles with smaller VOLUME 7, 2019 weights would be discarded, and more particles would be placed near the regions which contain the target features. The target position would be located by searching for the external border of the particles.
III. THE STRUCTURE OF VGGNet
CNN is used to extract the features from different categories of samples in the database. CNN has many forms. Different networks are suitable for different tasks. Such as, the LeNet5 [27] has obtained great success in the field of handwriting identification. AlexNet [28] which has the better the image classification ability could be constructed by modifying the LeNet5. Based on the AlexNet, VGGNet could be constructed by using a smaller convolution kernel and further increasing the layer number. And VGGNet has the faster convergence speed and the better classification accuracy [29] - [31] . Therefore, VGGNet is chosen to recognize and locate the target in this paper.
The parameters of VGGNet are shown in Table 1 . The network model is composed of 13 convolution layers, 5 pooling layers and 3 fully connected layers. The size of the convolution kernel is [3, 3] , the step size of the convolution operator is 1×1, the size of the pooling kernel is [2, 2] , and the step size of pooling operator is 2×2.
When the image is input into the VGGNet, the features would be extracted by multiple convolution and pooling layers. And the fully connected layers are used to perform the image classification. There is a loss function Softmax which is used to calculate the recognition probability on the last layer. The Softmax function is defined as:
where, V i is the i-th input of the Softmax function, C is the number of the classes, and S i is the recognition probability of the input image for the i-th class. Nontargets are regarded as the C-th class. That is, the first (C −1)-th classes are the target classes, and the C-th class is the nontarget class. The input image would be recognized as the class with the maximal recognition probability. If the input image is recognized as the C-th class, it means that there is not any target in the image. Thus, VGGNet could perform the image recognition for the multiple classes.
IV. TARGET LOCATION BASED ON PARTICLE SEARCH
Target recognition and location from the given image can be performed by combining VGGNet and the improved particle search. VGGNet plays the role of the feature extraction and target classification. And the particle search plays the role of locating the target. In this way, the accurate position of the target could be determined. Furthermore, spatial pyramid pooling layer is added into VGGNet to improve the scaleinvariance, restrict the over-fitting and save the computation cost. The method can be described as:
Step1: VGGNet is trained by the training samples in the database to extract the features which would be used to recognize and classify the target.
Step2: The image is evenly divided into s × s regions. Each region is recognized by CNN, and the probability for each class can be got as: {S 1 , S 2 , . . . , S C }. The maximum probability is determined as the target recognition probability of the region. That is, suppose S l = max{S 1 , S 2 , . . . , S C }. If l = C, it means that the image contains the target features of the l-th class with the probability S l . Otherwise, i.e., l = C, it means that no target is detected.
Step3: Initialize N probe particles as x i 0 , ω
, and the initial probe particles are randomly distributed in the regions which contain targets. The normalized weight of the i-th particle is set as ω Step4: According to the recognition result of the image in the particle region obtained by CNN, p z 1 |x (j) 1 could be calculated as:
The recursion particle weight could be calculated as:
The normalized weight could be calculated as:
Step5: Discard the low-weight particles, and generate N new search particles near the high-weight particles according to the weight probability, where N > N , and the smaller size of the search particles is chosen as m × m, that is, m < M . Label the new search particles according to the recognization results. The nearest neighbor clustering algorithm is used to classify the particles with the same labels into different target sets. The external border of the particles in the same target set could be determined as the position of one target, and the labels of the particles indicate the category of the target.
The operation of particle generation is similar to the choosing candidate region operation in RCNN. The given image is evenly divided several regions, which could ensure that the target could not be missed. The image features of the region could be extracted by VGGNet to determine whether the region contains a target. Particles are randomly generated on the given image according to the target probabilities, and the weights of the particles could be calculated according to the recognition results. In this way, the target location could be quickly performed by the particle search.
The improved method proposed in this paper uses the less initial detection particles with the bigger sizes. Thus, the method could quickly complete the coarse location of the target. In the resampling process, the number of searching particles is increased and the size of the searching particles becomes smaller. Therefore, the fine positioning of the target could also be determined with the high accuracy.
Furthermore, the cluster analysis of the search particles with the same labels is done by the nearest neighbor clustering algorithm. That is, if there are multiple targets in the image, the nearest neighbor clustering algorithm could classify the search particle into multiple target sets. Each target could be located according to the external border of particles only in the same target set. Therefore, the method could manage multiple objects in the same category.
Considered from the computational cost, both the proposed method and RCNN are two-stage methods, and the proposed method uses two-level particle search to detect the targets, that is, the targets could be detected from an image by two iterations. So it needs less computation cost than RCNN. However, YOLO is one-stage method, so it has less computation cost than two stage methods. That is, the proposed method needs more computation cost than YOLO. However, YOLO needs to label the borders of the targets for the training samples, which needs huge labor costs to make the training samples. Meanwhile, it has low efficiency when the recognized task is changed. In contrast, the proposed method need not label the borders of the targets for the training samples. Therefore, it could save more labor costs than YOLO.
V. SIMULATION EXPERIMENTS A. COMPARISON EXPERIMENTS
A training sample set which contains 5 kinds of targets is made, and each class has 800 samples. The proposed method and the YOLO are separately used to recognize and locate the targets.
The location results of the single target in the simple background obtained by the two methods above are shown in Figs. 1 and 2 .
In Figs. 1 and 2 , the plane is the detected target. Fig. 1 shows the location results obtained by YOLO method, and Fig. 2 shows the location process of the proposed method. The regional division is shown in Fig.2(a) , and VGGNet could be used to find the regions which contain the target. The probe particles in Fig.2(b) are generated to complete the coarse location of the target. And the searching particles in Fig. 2(c) are generated to complete the fine location of the target. Finally, Fig. 2(d) gives the location result of the target obtained by searching for the external border of the particles with bigger weights.
Because the background is simple, both the two methods could give the accurate location results. But the method proposed in this paper need not label the training samples. Therefore, it is convenient and efficient to use the method to locate the target in the actual application. The bird in Figs. 3 and 4 is the detected target. The location results obtained by YOLO method are shown in Fig. 3 . Although the target could also be located, some background has been divided into the target area. Thus, the position of the target is not accurate enough. That is, in the complex background, the size of the target area located by the YOLO is bigger than the actual size, which causes to the inaccurate location results. The location process obtained by the proposed method is shown in Fig. 4 . The target could be accurately located by the probe particles and the searching particles. Comparatively, it can be seen that the target location method combining particle search and VGGNet could gives more accurate location result.
The detection of multiple targets in a simple background are done by the methods above, and the experimental results are separately shown in Figs. 5 and 6. Both the cat and the dog in Figs. 5 and 6 are the detected targets. The process of multiple targets detection is similar to that of single target detection. When VGGNet recognizes the target features, the resampling process would be redone near the regions which contain the target features to perform the fine location of the target. From the experiment results, the improved method could correctly recognize the two targets and locate their accurate positions. However, YOLO method mistakenly recognizes the two adjacent targets as one target, which leads to the location failure. In Figs. 7 and 8 , both the man and the dog in the complex background are the targets to be detected. From the experimental results, it can be seen that the improved method uses the rough probe particles and the fine searching particles to correctly locate the two targets in the complex background. Comparatively, although the YOLO method could also recognize the two targets, the position of the dog is obviously devious. Thus, the proposed method has the better location precision than YOLO.
The target recognition and location experiments for five classes of targets are done by the methods above. The correct rate c, the location accuracy rate p and the overlapping rate d are used to evaluate the performances of the two methods. The correct rate c is defined as the proportion of the targets recognized correctly.
where, N is the number of the targets recognized correctly, and S is the total number of the targets. The location accuracy rate p is defined as the ratio of the area difference between the detection target area l and the actual target area s to the actual target area s when the detection target area could completely cover the actual target area. That is,
Furthermore, the overlapping rate d is determined as:
where, h is the overlapping area of the detection target area and the actual target area.
The statistical results of the correct rate c, the location accuracy rate p and the overlapping rate d are shown in Table 2 . From Table 2 , the correct rate of the method in this paper is slightly higher than that of YOLO method. However, it is well to be reminded that the location accuracy rates of various targets of the method in this paper are obviously higher than those of YOLO method. The average location accuracy rate of each category is enhanced more than 10%. The method has the better overlapping rate, which can also prove the validity of the method.
The single frame average computational time of the method is about 80ms. The particle filter could supply the stronger heuristic information to reduce the number of the candidate regions, so this method could have a faster computational speed than RCNN which needs about 150ms for an image. Of course, YOLO which is a one-stage method needs about only 50ms for an image. Though the computation cost of the proposed method is larger than that of YOLO, the main advantage of this method is that the border labeling of the target in the training sample images is omitted. Therefore, the generation efficiency of the training samples is significantly improved.
B. TARGET DETECTION BASED ON ImageNet
ImageNet is a large database. Five kinds of objects, potted plant, boat, cattle, cup and orange, are chosen as the recognition targets. The detection results of the improved method are shown in Fig. 9 . From the detection results shown in Fig. 9 , the particle search could generate some candidate regions, and VGGNet could recognize targets in the regions and give the target probabilities which guide the search direction of the particles. In this way, the method has the better target detection performance. The detection performances based on ImageNet are shown in Table 3 .
From Table 3 , the recognition correct rate could be further enhanced by fine tuning VGGNet based on ImageNet. That is, the large data sets help to improve the recognition correctness. And the detection performances of the improved method would also be improved.
VI. CONCLUSION
Aiming at the problem that the bounding box regression used in the process of the target detection has low efficiency to generate the training samples and inaccurate location results, a new detection method combining CNN and the particle search is proposed. VGGNet is used to extract features and classify the targets. The particle search is used to complete the coarse and the fine location of the target. The location accuracy of the target could be improved obviously. The experimental results show that the correct recognition rate of the target could be slightly enhanced, and the average location accuracy rate could be significantly enhanced more than 10% for each category. And above all, this method can omit the border labeled operation of the targets in the training sample images, so the training samples are simplified and the generation efficiency of the training samples is significantly enhanced. 
