In this work we attempt to generalize our result in [6] [7] for real rings (not just von Neumann regular real rings). In other words we attempt to characterize and construct real closure * of commutative unitary rings that are real. We also make some very interesting and significant discoveries regarding maximal partial orderings of rings, Baer rings and essentail extension of rings. The first Theorem itself gives us a noteworthy bijection between maximal partial orderings of two rings by which one is a rational extension of the other. We characterize conditions when a Baer reduced ring can be integrally closed in its total quotient ring. We prove that Baer hulls of rings have exactly one automorphism (the identity) and we even prove this for a general case (Lemma 12). Proposition 14 allows us to study essential extensions of rings and their relation with minimal prime spectrum of the lower ring. And Theorem 15 gives us a construction of the real spectrum of a ring generated by adjoining idempotents to a reduced commutative subring (for instance the construction of Baer hull of reduced commutative rings).
Notation. If A is a commutative unitary ring, then we write T (A) to mean the total quotient ring of A. And if A is partially ordered, with a partial ordering A + , then we automatically assume a default partial ordering of T (A), and unless otherwise defined we write T (A) + for it, which is the weakest partial ordering of T (A) that extends A + . In other words
: n ∈ N, a i ∈ A + , t i ∈ T (A), i = 1, . . . , n} Theorem 1. Let A be a subring of a reduced commutative ring B, suppose also that B is a rational extension of A.
(i) Suppose that B has a maximal partial ordering B + , then the partial ordering B + ∩ A is also a maximal partial ordering of A.
(ii) There is a bijection Φ : P B → P A , where P B is the set of all maximal partial orderings of B and P A is the set of all maximal partial orderings of A. If we have a fixed partial ordering of A, then we can similarly prove that there is a bijection between the set of maximal partial orderings of B containing B + and the set of maximal partial ordering of A containing A + .
Proof.
(i) Set A + := B + ∩ A, if A + were not a maximal partial ordering of A then there exists an element a ∈ A\A + that extends A + to another partial ordering of A, this is equivalent to (one can easily prove this or find this in , [3] this also shows that a 1 a 2 b 1 ∈ A + \{0}. We thus have the following a 1 a 2 (ab 1 + b 2 ) = (a 1 a 2 b 1 )a + (a 1 a 2 b 2 ) = 0 but a 1 a 2 b 1 , a 2 a 2 b 2 ∈ A + \{0} and by ( * ) a 1 a 2 ab 1 = 0 which is a contradiction.
(ii) ForP ∈ P B define Φ(P ) :=P ∩ A. By (ii), Φ(P ) ∈ P A , and we need only show that Φ is both surjective and injective. We prove by contradiction, assume there areP 1 ,P 2 ∈ P B such that Φ(P 1 ) = Φ(P 2 ) =: P ∈ P A for some P ∈ P A IfP 1 =P 2 then there exists a b ∈P 2 \P 1 . BecauseP 1 is a maximal partial ordering of B, we have (see for instance [3] Proposition 1.5.1) some b 1 , b 2 ∈P 1 \{0} such that bb 1 + b 2 = 0. Without loss of generality we assume also that b 1 ∈ B 2 ⊂P 1 ,P 2 , since we can always write b So there is an a 2 ∈ A 2 ⊂ P such that a 2 b 2 ∈ P \{0} (by the definition of P ). We have the following cases = 0 This is a contradiction, as P is a partial ordering of A (see for instance [3] Proposition 1.2.1(b)).
Thus we have shown that Φ is injective. Now to show that Φ is surjective, consider any P ∈ P A . ConsiderP to be a partial ordering of B that is maximal and contains the partial ordering of B defined by { n i=1 b 2 i a i : a i ∈ P, b i ∈ B, i = 1, . . . , n} (for the case A has a given partial ordering A + and P contains this A + . We see thatP contains the weakest partial ordering of B extending A + ). We observe then that Φ(P ) =P ∩ A ⊃ P but P being a maximal partial ordering of A implies then that Φ(P ) = P and so we have shown that Φ is surjective.
The Theorem above just enhanced [7] Theorem 20 and so we can write Theorem 2. Let A be a real, regular ring then there exists a bijection between the following sets 1. {C : C is a real closure * of A}/ ∼ where for any two real closure * of A, C 1 and C 2 , one defines C 1 ∼ C 2 iff there is an A-poring-isomorphism between C 1 and C 2 2. {X ⊂ Sper A : X is closed and supp A |X : X → Spec A is an irreducible surjection} 3. {P ⊂ A : P ⊃ A + and P is a maximal partial ordering of A} We make the following Lemma, whose proof is quite straightforward, therefore it is omitted.
Lemma 3. Let A be an f -ring then for any x, y ∈ A the following identity holds . Then f has a zero in A and g has a zero in B.
(ii) Assume the rings A and B as above. Then A has the property that Quot(A/(p ∩ A)) is algebraically closed in B/p for all p ∈ Spec B (i.e. Quot(A/(p ∩ A)) is a real closed field).
(iii) Let A be a reduced commutative unitary ring and T (A) be von Neumann regular, then
Now if this A is as in (ii) and T (A) an intermediate ring of A and B then T (A) is in fact a real closed ring (not necessarily real closed * ).
Proof. (i) First we show that g has a zero in B. Let p ∈ Spec B then we know by the very definition of real closed rings that B/p is a real closed field. Thus the canonical image of g in B/p[T ], denote by g, has a zero in B/p (note that g is monic and thus g will have the same degree as g) say b p , where b p is the canonical image of some b p ∈ B in B/p. We can do this for any prime ideal p ∈ Spec B. Now set
now because B is von Neumann regular we know that V p is a clopen set in Spec B, furthermore we know that p ∈ V p . Thus
Now because Spec B is compact, there are V 1 , . . . , V n ⊂ Spec B that are clopen and together they cover Spec B and such that for any i ∈ {1, . . . , n} we associate a b i ∈ B such that
We look at the global section ring of the sheaf structure of B and we define mutually disjoint clopen sets U 1 , . . . , U n by
Now define b in the global section ring (which is actually isomorphic to B) by
Then we observe that for any p ∈ Spec B one has g(b) ∈ p, and because B is reduced we conclude that g(b) = 0. Thus g has a zero in B.
Now because f is monic and of odd degree, it has a zero in B and because A is integrally closed in B, this zero must actually be in A.
(ii) Let p be in Sper B. Set K := Quot(A/(p ∩ A)) and L := B/p, also for any x ∈ B and f ∈ B[T ] denote x and f to be the canonical image of x in L and the canonical image of f in L[T ] respectively. Suppose now that f is in K[T ], monic and of odd degree for some f ∈ B[T ]. We may write
Then g is a monic polynomial of odd degree in A[T ] and by (i) we can conclude that g has a zero, say a, in A. Thus we may as well conclude that a is a zero of g. Now we observe that a n n f (T ) = g( a n T ) and because a n has an inverse in K we learn that a a n −1 is a zero of f . But a a n −1 is in K. Thus we have shown that any monic polynomial of odd degree in K[T ] has a zero in K.
We do know that B is a real closed ring thus its partial ordering is (see for instance [14] Proposition 12.4(c))
Since A is integrally closed in B, we conclude that the set
is a partial ordering of A. We show that A with this partial ordering is actually a sub-f -ring of B. By Lemma 3, we need only show that for any a ∈ A, a + ∈ B is in A (and thus so is a − ). B is a von Neumann regular ring, so a + has a quasi-inverse we shall denote by (a + ) ′ . Since A is integrally closed in B, we then also know that the idempotent a
We will now show that K + defined by
is a total ordering of K (and thus by [13] 
One easily checks that this total ordering of A/(p ∩ A) induces a total ordering of K which is non other than
we show that all elements of T (A)/p is actually an element in Quot(A/(p ∩ A)). For any q ∈ T (A) we denoteq as the image of q in T (A)/p. Let q ∈ T (A)\p, thenq is non-zero in T (A)/p. There is a regular element a ∈ A such that aq ∈ A, and because a is regular it cannot be contained in p, otherwise its contained in p ∩A which is a minimal ideal in A (see [16] Theorem 3.1 and Theorem 4.4. Note that Spec Q(A) → Spec T (A) is a surjection because T (A) is a regular ring, see for instance [17] Lemma 1.14), but all regular elements of A are not in any minimal ideal of A). Thus since p is prime, we learn that aq ∈ A\p. Thusā,āq ∈ (A/(p ∩ A)) * , thusā has an inverseā −1 in Quot(A/(p ∩ A)) and sō
So T (A)/p is a subring of Quot(A/(p ∩ A)). Now T (A) itself is a regular ring, so T (A)/p must be a field and because A is a subring of T (A) we get Quot(A/(p ∩ A)) as a subring of T (A)/p. Therefore
Because T (A) is a subring of B and both are regular rings, we then know that any prime ideal of T (A) is a restriction of prime ideal of B (see [17] Lemma 1.14). Thus by (ii) we can conclude that T (A)/p is a real closed field for any prime ideal p ∈ T (A). By [4] Proposition 7, T (A) must be a real closed ring. Proof. Let a, b ∈ A and consider the ideal I = aA + bB then because A is Baer, there is an idempotent e ∈ E(A) such that Ann A (I) = eA = Ann A (1 − e). By [15] Proposition 2.3 and then [12] Theorem B, we conclude that T (A) is a regular ring. 
Now because A is Baer we know by Lemma 5 that B is von Neumann regular. Let c ∈ B be the quasi-inverse of f (b) . Then cf (b) is an idempotent in B and so it must be in A (because A is integrally closed in B). Now 1 − cf (b) is also an idempotent, denote e := 1 − cf (b) (clearly e ∈ p because 1 − e ∈ p) and observe that ef (b) = 0. Now we can write
for some n ∈ N and a 0 , . . . , a n ∈ A. Then e n f (b) = 0 and so eb is a zero of the monic polynomial
But all these implies that eb ≡ b mod p (since 1 − e ∈ p) and so
For any p ∈ Spec B, consider a p ∈ A to be such that f (a p ) ∈ p and a p ≡ b mod p. Consider the clopen sets (because A is Baer and so B is regular):
Thus there are finitely many a 1 , ..., a n ∈ A such that
where
Define now another family of clopen set
we can also define the idempotents e i ∈ B by
a i e i and all a i , e i ∈ A for i = 1, . . . , n (E(A) = E(T (A)) because A is Baer, see for instance [17] ). Thus b ∈ A! Corollary 7. A reduced Baer poring B is real closed * iff for any minimal prime ideal p ∈ MinSpec B one has B/p is a real closed * integral domain.
Proof. "⇒" If B is real closed real * , then it is Baer and it is integrally closed in Q(B), and furthermore Q(B) is real closed * . Thus by Theorem 4 T (B) is also real closed * (as it is also Baer and by Theorem 4 iii a real closed regular ring, we can then use [4] Theorem 15). Using [18] Proposition 2 and by Theorem 6 we know that B/p is a real closed ring * for any minimal prime ideal p in Spec B (this is because the restriction of prime ideals of T (B) to B are exactly the minimal prime ideals of B, see for instance [16] From the proof of the Corollary above we also immediately have the following Lemma 8. A poring A, is real closed * iff it is integrally closed in its total quotient ring and its total quotient ring is a real closed regular (Baer) ring. Now we show one way how a real closure * of a reduced ring can be found.
Corollary 9.
If A is a reduced poring and B is a rationally complete real closed ring (thus also real closed * , see [4] Theorem 15) such that A is a sub-poring of it and B is an essential extension of A. Then ic(A, B) is a real closure * of A. where all mappings above are canonical and the mapping Q(Ā) → B is a monomorphism (of porings) as a result of Storrer's Satz. We therefore regard every poring in the commutative diagram above as a sub-poring of B. BecauseĀ is integrally closed in B it is integrally closed in Q(Ā), thusĀ is Baer (see [15] Proposition 2.5). It remains, by [9] Theorem 3 (which we also partially needed to confirm, see [4] ), to show that Q(Ā) is actually a real closed * von Neumann regular ring. Now since T (Ā) is an intermediate ring of Q(Ā) andĀ, it must also be an intermediate ring ofĀ andB.Ā is integrally closed in B and so by Theorem 4 (iii) we conclude that T (Ā) is a real closed ring, and becauseĀ is Baer we can also conclude that T (Ā) is a real closed * ring (see [4] Theorem 15). The complete ring of quotients of T (Ā) is also Q(Ā) and by [9] Theorem 3 we know then that Q(Ā) must be a real closed * ring.
Proof. DenoteĀ := ic(A, B). By Storrer's Satz one has the following commutative diagrams
Proposition 10. Let B be a Baer reduced poring, then there is a bijection between the following sets 1. S := {C : C is a real closure * of B}/ ∼ where
Proof. Let us define a map Φ : S → T . So let C be a real closure * of B then we have the following canonical morphism of poring
By Lemma 8, T (C) is a real closed * ring. Now T (A) is actually a sub-poring of T (C) because all regular element of A hava a (unique) inverse in T (C). Moreover T (A) is a Baer von Neumann regular ring (by Lemma 5) . We now define
This is by ([5] Proposition 6) a real closure * of T (A). So we finally can define Φ(C/ ∼) = C ′ /≀. We claim . . . Claim 1: Φ is well-defined. If C 1 ∼ =A C 2 then we have the following commutative diagram in the category of porings where all the maps are canonical essential extensions, with f :
Thus f |A is no other than the identity morphism from A to A. And one easily checks that f |T (A) is an identity map (as T (A) is no other than the localization of A with respect to the multiplicative set consisting of the regular elements of A). Moreover if we define
Claim 2: Φ is surjective. Let C ′ be a real closure * of T (A), then we have the following canonical injection
by Corollary 9 we know that ic(A, Q(C ′ )) is a real closure * of A and since C ′ itself is a real closed * ring, we have ic(A,
we can then set C := ic(A, C ′ ). The claim is that Φ(C/ ∼) = C ′ /≀. Note that T (A) is regular, so C ′ must be regular (this can be seen for instance in [5] Proposition 7, or [17] Lemma 1.9) and so we actually have T (C ′ ) = C ′ . Moreover we observe that T (A) is a subring of T (C) we thus have the following commutative diagram in the category of porings 
C being a real closed * ring implies (by Lemma 8) that T (C) is a real closed * ring. Thus we can conclude that ic(T (A), T (C)) = ic(T (A), C
This not only shows that Φ is surjective, but also the fact that Φ(C/ ∼) = T (C)/≀ for any real closure * , C, of A.
Claim 3: Φ is injective. Let C 1 and C 2 be two real closure * of A so that (using the extra information we have learned in the previous proof)
We have immediately
Corollary 11. Let B be a reduced Baer poring. Then there is a bijection between the following sets 1. S := {C : C is a real closure * of B}/ ∼ where for any two real closure * of B, C 1 and C 2 , one defines C 1 ∼ C 2 iff there is an B-poring-isomorphism between C 1 and C 2 
T := {C

{P ⊂ B : P ⊃ B
+ and P is a maximal partial ordering of B} Proof. "1⇔ 2" Proven in Propositon 10 "2⇔ 3" We know that there is a bijection between the real closure * of a von Neumann regular ring and its maximal partial ordering, see Theorem 2. Now the bijection between the set of maximal partial ordering of T (B) containing T (B)
+ and the set of maximal partial orderings of B containing B + has been shown in Theorem 1(ii).
Definition. If A is a reduced commutative unitary ring, then we shall call any element of Q(A) a rational element or a fraction of A.
Lemma 12. 1.) Let A be a reduced ring and suppose that C 1 , C 2 be reduced rings having B(A) as subring. If
2.) Let A be a reduced poring and C be any real closure * of A, one may then consider B(A) as an intermediate ring of A and C and C itself is also a real closure * of B(A).
Proof. 1.) For brevity we write B := B(A). First we show that f (E(B)) ⊂ E(B).
We do know that f (E(B)) ⊂ E(C 2 ), now let e 1 ∈ E(B)\{0} and define e 2 := f (e 1 ) ∈ E(C 2 ). We know that e 1 is a rational element of A, i.e. there exists an a ∈ A such that ae 1 ∈ A\{0}. Thus
meaning that e 2 is also a rational element of A, in other words e 2 ∈ E(B) (see [15] Proposition 2.
5). Thus we have shown that f (E(B)) ⊂ E(B).
If f |B were not the identity map then, because of [15] Proposition 2.5, there is an e 1 ∈ E(B) such that f (e 1 ) = e 1 . Define e 2 := f (e 1 ) ∈ E(B), then either (1 − e 1 )e 2 = 0 or (1 − e 2 )e 1 = 0. Suppose the former case holds and define e 3 := (1 − e 1 )e 2 ∈ E(B). Then there exists an a ∈ A\{0} such that ae 3 , ae 2 ∈ A\{0}. So we get f (a 3 e 3 ) = a 3 e 3 = 0 and yet f (a 3 e 3 ) = f (a 3 (1 − e 1 )e 2 ) = f (a 3 e 2 )f (1 − e 1 ) = a 3 e 2 (1 − e 2 ) = 0 a contradiction. If the former case holds, then we get a contradiction in a similar manner.
2.) This has been discussed throughout our study of regular rings, but we shall give a formal prove for all reduced rings here. The keyword is Storrer's Satz (see [6] C being real closed * must contain all the idempotents of Q(C), thus it contains all the idempotents of Q(A) and has A as a subring. This implies (by [15] Proposition 2.5) that C has B(A) as a subring. That C is an integral and essential extension of B(A) is then clear. C being real closed * , means that C is a real closure * of B(A) as well.
Theorem 13. Let A be a reduced poring, then there is a bijection between the following sets
• P B(A) := {P ⊂ B(A) : P ⊃ B(A) + and P is a maximal partial ordering of B(A)}
• P A := {P ⊂ A : P ⊃ A + and P is a maximal partial ordering of A} Proof. In our proof, when we say isomorphism we mean it in the category of porings. Proof. i. Letp ∈ Spec B and such that a ∈p then clearly φ(p) = p ∩ A has a in it and so φ(p) ∈ V A (a) ∩ X. The other containment is equally obvious. Analogously one proves the second equality.
ii. Suppose a ∈ A and letp ∈ Spec B such thatp ∩ A = p and that p ∈ D A (a) then if a ∈p we had get a contradiction since then a ∈p ∩ A.
iii. Observe that for any b ∈ B\{0}, there is a c ∈ B such that bc ∈ A\{0} and that D B (b) ⊃ D B (bc). So if we try to prove by contradiction, we may assume that there is an a ∈ A\{0} such that φ(V B (a)) = X, in other words for a p ∈ D A (a) ∩ X there is ap ∈ V B (a) such thatp ∩ A = p. But this cannot because in ii. we have shown that
a contradiction! iv. We prove (iv) by contradiction, and we may assume that there is an a ∈ A\{0} that defines Y 1 := V B (a) ∩Ỹ and such that φ(Ỹ 1 ) = Y . So we get (using i.)
Since V A (a)∩X is closed in X it should contain all the closure points of Y in X, thus φ(V B (a)) = X but this contradicts (iii).
v. Clearly (see also (i)) one has for any a ∈ A
The equality of the above is clear for a = 0 so we need only deal for the case a ∈ A\{0}. Let thus a ∈ A\{0} and suppose p ∈ D A (a) ∩ Y . Since Y ⊂ X we know that there is ap ∈Ỹ such that
and we easily see also thatp ∈ D B (a) ∩Ỹ . Thus p ∈ φ(D B (a) ∩Ỹ ) and so we may conclude in the end that
Suppose now thatỸ is not dense in Spec B, this just implies that there is a b ∈ B such that
Now since B is reduced and is essential over A and since B is reduced, there exists a b
we may as well say that there is an a ∈ A\{0} such that D B (a) ∩Ỹ = ∅ But the previous results implies then that
meaning that for any p ∈ MinSpec A we have a ∈ p or in other words (since A is also reduced) we get a = 0 and this is contradiction. Thus we may conclude thatỸ is dense in Spec B.
Theorem 15. Let A be a reduced poring and B be an over-ring of A. Define
a i e i : ∀n ∈ N, a 1 , . . . , a n ∈ A, e 1 , . . . , e n ∈ E(B)} Then (in the category of topological spaces)
Proof. The proof of this is done by several inductions. First we show the following claim (we shall end the proof of all claims in the Theorem by a black square, and proof of the Theorem itself is ended by a white square):
Proof of Claim 1. We consider several cases . . .
Case 1.1: C = A[e] for some e ∈ E(B)
Thus in this case we may every now and then regard C as
where Ae and A(1 − e) are considered as commutative rings with e respectively 1 − e as their unity (with canonical multiplication and addition, as derived from the ring A). Consider now the set
we claim thatα is a prime cone in C. Clearlyα is closed under multiplication and addition. And all the squares in C are inα. Thus it suffices if we prove thatα ∩ −α =p andα ∪ −α = C. Clearlỹ p ⊂α ∩ −α andα ∪ −α ⊂ C so we need only show thatα ∩ −α ⊂p and C ⊂α ∪ −α. Suppose c, d ∈ A and consider
also let a, b, a ′ , b ′ ∈ α with x, y ∈p such that
i.e. ae + b + x ∈α ∩−α. We have two cases . . .
Thus we obtain that ae + b + x ∈p. Also, if now c ∈ α we know that c + (d − c)e ∈ α +p ⊂ α[e] +p. And if c ∈ −α (we know that c ∈ A = α ∪ −α) we get c + (d − c)e ∈ −(α[e] +p). Case 1.1.1: 1 − e ∈p We claim that ae + b ∈p. We write (a + a ′ )e + (b + b ′ ) = −x − y ∈p. Let's set z = −(x + y), we note that we can write z, uniquely, as
Because of this unique representation of z (i.e. C ∼ = Ae × A(1 − e)) we get
. Now because z and (1 − e) are inp we conclude that z 1 ∈p. But since z 1 ∈ A, we get z 1 ∈p ∩ A = supp A (α). Now we know that a, a ′ , b, b ′ are in α and a + a
This shows specifically that ae + b ∈p. There is an n ∈ N such that C = A[e 1 , . . . , e n ] for some e 1 , . . . , e n ∈ E(B). We can prove this by induction. We have proven the case for n = 1, so we may as well assume that n > 1 and set D = A[e 1 , . . . , e n−1 ] and assume that in case C = D the Claim holds. In case C = A[e 1 , . . . , e n ], we have C = D[e n ]. Assume thatp ∈ Spec C and α ∈ Sper A such that p ∩ A = supp A (α). Write p ′ =p ∩ D, then we know that p ′ ∩ A = supp A (α) as well. And so by our induction hypothesis there is an
Now using Case 1, we know thatα defined bỹ
is in Sper C and that supp C (α) =p and alsoα ∩ D = α ′ . But this only implies thatα ∩ A = α. Thus we have proven the claim for this case.
Case 1.3: C = A[e|e ∈ E(B)]
This is the case that needs to be proven in general, but we shall make use of the other cases in order to prove this. Define 
and by the basic property of the real spectrum these all imply that α D2 ∩ D 1 = α D1 (because the real spectrum has the property that if a prime cone is in the closure of a prime cone, i.e. it specializes the other prime cone, then their image under supp is unequal). Now by Equation 1 one can consider Sper C as a subspace of D∈D Sper D. And using the above analysis one can easily see that
We thus defineα := {α D } D∈D and we easily see thatα ∩ A = α. Now we also note the fact that, in the category of topological spaces we have (see for instance [11] Corollaire 8.2.10)
we then easily see that {p D } D∈D ∈ Spec C and that one actually hasp = {p D } D∈D and therefore supp C (α) =p. Note also that by the construction of projective limits in topological spaces and direct limits the category of porings, it is easy to see thatα is no other thañ
The above Claim just showed that there is a continous surjection (continuity, due to the universal property of fiber product in the category of topological space)
e ∈ E(B)] +p and that by Claim 1 we also know that α[e : e ∈ E(B)] +p is a prime cone of C with image under supp C beingp. But by the basic property of real spectra this proves us that α =β = α[e : e ∈ E(B)] +p and so φ is indeed injective. 
where b i = b 1,i e + b 2,i (1 − e) (as explained in Case 1.1, this is the unique representation of
Consider the case where e ∈p. If for an i ∈ {1, . . . , n} one has b 1,i ∈ −α, then b 1,i e ∈ −α (because e ∈α for any e ∈ E(C) andα ∈ Sper C). But we know b i ∈α\supp C (α) with 1 − e ∈ supp C (α), so
And this is a contradiction! Thus for e ∈p one has that b 1,i ∈ α\supp A (α) for all i ∈ {1, . . . , n} (since A = α ∪ −α), or in other words for e ∈p we get
Similarly one proves that for the case that e ∈p one gets
we know by Claim 2 and Claim 1 that there exists a uniqueα ∈ Sper C such that φ(α) = (p, α).
Since e ∈p one has that 1 − e ∈p so for all i ∈ {1, . . . , n} one gets
becausep = supp C (α) and because b 1,i ∈ α ⊂α and so b 1,i e ∈α. Now if b i ∈ supp C (α) =p we have
but this is a contradiction since we know from begining that α ∈ P A (b 1,1 , . . . , b 1,n ) which implies that b 1,i ∈ α\supp A (α). Thus in general we have that for any i ∈ {1, . . . , n}
And so we can conclude thatα ∈ P C (b 1 , . . . , b n ). Similary one proves for the case
one getsα ∈ P C (b 1 , . . . , b n ), whereα is the unique element in Sper C such that φ(α) = (p, α).
Thus for this Case we have proven that φ is open (and thus a homeomorphism).
Case 3.2:
There is an m ∈ N such that C = A[e 1 , . . . , e m ] for some e 1 , . . . , e m ∈ E(B). We prove this by induction over m. We know that this is true for the case m = 1 (Case 3.1), thus we assume m ≥ 2. For simplicity, define C m−1 := whose outer rectangle is also a pullback in the category of topological spaces (see for instance [1] Proposition 11.10). And this proves that φ is also a homeomorphism for this case.
Case 3.3: C = A[e|e ∈ E(B)]
This is the general case and the openness of φ is easily seen by the general definition of limit topology and noting Equations (1) and (2) in Case 1.3.
With this we have also proven the Theorem.
