Abstract-Outliers in the field of wireless sensor networks are the measured values that significantly differ from the normal pattern of data sensed by the sensors. Noise and errors, events, and malicious attacks on the network are the potential sources of outliers. Because of the nature of sensor data and specific requirements and limitations of the wireless sensor networks, traditional outlier detection techniques could not be applicable directly to wireless sensor networks. The survey presented in this paper provides a comprehensive overview of existing outlier detection techniques specifically developed for the wireless sensor networks. Additionally, it presents a technique-based classification and comparison to be used as a guideline to select a technique suitable for a particular application based on characteristics such as data type, outlier type, outlier identity, and outlier degree.
Since, outliers are one of the sources to greatly influence data quality, in this survey we provide a comprehensive overview of the research done in the field of outlier detection in WSNs, evaluate and compare existing outlier detection techniques specifically developed for WSNs, and identify potential areas for further research.
The rest of the paper is organized as follows: Section 2 describes the fundamental concepts of outlier detection in WSNs. Section 3 presents techniques for identifying important criteria associated with the classification of outlier detection. Section 4 provides a technique-based classification to categorize existing outlier detection techniques developed for WSNs. Section 5 presents a brief description of current outlier detection techniques.
II. FUNDAMENTAL CONCEPTS OF OUTLIER DETECTION IN WIRELESS SENSOR
NETWORKS This section throws a light on the definitions of outliers, various causes of outliers, motivation of outlier detection, and challenges of outlier detection in WSNs.
Outlier Definition
The term outlier, also referred to as anomaly, has its origin from the field of statistics [5] . The two classical definitions of outliers are: (Hawkins [6] ): "an outlier is an observation, which deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism". (Barnett and Lewis [7] ): "an outlier is an observation (or subset of observations) which appears to be inconsistent with the remainder of that set of data". In WSNs, outliers can be defined as, "those measurements that significantly deviate from the normal pattern of sensed data" [9] . This definition is based on the fact that in WSN sensor nodes are assigned to monitor the physical world and thus a pattern representing the normal behaviour of sensed data may exist. Potential sources of outliers in data collected by WSNs include noise and errors, actual events, and malicious attacks. Noisy data as well as erroneous data should be eliminated or corrected if possible as noise is a random error without any real significance that dramatically affects the data analysis [10] . Outliers caused by other sources need to be identified as they may contain valuable information about events that are of great interest to the researchers.
Motivation of Outlier Detection in WSNs
One of the fundamental tasks of data mining is outlier detection, also known as anomaly detection or deviation detection [10] . Outlier detection has been widely researched in various disciplines such as statistics, data mining, machine leaning, information theory, and spectral decomposition [9] . Also, it finds its applications in domains such as fraud detection, network intrusion, performance analysis, weather prediction, etc [9] . Recently, the topic of outlier detection in WSNs has attracted much attention as it provides reliable and secure functioning of the network. It controls the quality of measured data, improves robustness of the data analysis under the presence of noise and faulty sensors so that the communication overhead of erroneous data is reduced and the aggregated results are prevented to be affected. Outlier detection also provides an efficient way to search for values that do not follow the normal pattern of sensor data in the network. The detected values consequently are treated as events indicating change of phenomenon that are of interest. Furthermore, outlier detection helps in identifying malicious sensors that always generate outlier values, detects potential network attacks by adversaries, and thus ensures the security of the network. Following are some real-life examples where outlier detection can be used to its advantage: Several research topics have been developed for identifying specific sources of outliers occurred in WSNs. As illustrated in Figure 1 , these topics include fault detection ( [12] , [13] ), event detection ( [4] , [14] , [15] ) and intrusion detection ( [16] , [17] ).
Outlier Detection in Event Detection Domain
The event-based applications require sensor nodes to report event to the sink node within specified time interval once an event is detected. A complex event, combing two or more atomic events, requires multiple types of sensors collaborating to detect an event [18] . The differences between event detection and outlier detection are summarised as:  outlier detection techniques have no a priori knowledge of trigger condition of any event, while event detection techniques hold the trigger condition of certain event issued by the sink node.  outlier detection identifies abnormal readings by comparing sensor measurements with each other, while event detection specifies a occurrence of a certain event by comparing sensor measurements with the trigger condition.  outlier detection techniques need to lower the false alarm rate due to normal data being classified as outlier, while event detection techniques need to prevent erroneous data which conform to the event condition to influence reliability of the detection.
Challenges of Outlier Detection in WSNs
Extracting useful knowledge from raw sensor data is not a simple task [19] . thousands of sensor nodes). The key challenge of traditional outlier detection techniques is to maintain a high detection rate while keeping the false alarm rate low. This is a very difficult task for large-scale sensor network applications.  Identifying outlier sources. The sensor network is expected to provide the raw data sensed from the physical world and detect events occurred in the network. However, it is difficult to identify what has caused an outlier in sensor data due to the resource constraints and dynamic nature of WSNs. Thus, a challenge of outlier detection in WSNs is identifying outlier sources and making distinction between errors, events and malicious attacks.
III. IMPORTANT ASPECTS OF OUTLIER DETECTION TECHNIQUES FOR WSNS
This section identifies and discusses several important aspects of outlier detection techniques specially developed for WSNs. These aspects will be used as metrics to compare characteristics of different outlier detection techniques in Section VI.
Input Sensor Data
Sensor data can be viewed as data streams, i.e., a large volume of real-valued data that is continuously collected by sensor nodes [21] . The type of input data determines which outlier detection techniques can be used to analyse the data. Outlier detection techniques usually consider the two following aspects of sensor data. 1. Attributes: A data measurement can be identified as outlier when its attributes have anomalous values [10] . Outlier detection techniques for WSNs should be able to analyse multivariate data and identify whether the attributes together display anomaly. 2. Correlations: Attributes of multivariate sensor data may induce certain correlation, e.g., the readings of humidity and barometric pressure sensors are related to the readings of the temperature sensors. Capturing the attribute correlations helps to improve the mining accuracy and computational efficiency.
Type of Outliers
Depending on the scope of data used for outlier detection, outlier may be either local or global. There are three sources of outliers occurred in WSNs: (1) noise and errors, (2) events, and (3) malicious attacks. The sort of outliers caused by malicious attacks is concerned with the issue of network security and is out of the scope of this paper. For outliers resulted from various sources, outlier detection techniques are desired to specify the identity of these outliers and deal further with them. 1. Errors: An error refers to a noise-related measurement or data coming from a faulty sensor. Outliers caused by errors may occur frequently [4] . Erroneous data is normally represented as an arbitrary change and is extremely different from the rest of the data. Since such errors influence data quality, they need to be identified and corrected if possible as data after correction may still be usable for data analysis. 2. Events: An event is defined as a specific phenomenon that changes the real-world state, e.g., forest fire, chemical spill, air pollution, etc. This sort of outlier normally lasts for a relatively prolonged time and changes historical pattern of sensor data. However, faulty sensors may also generate similar long segmental outliers as events and therefore it is hard to distinguish the two different outlier sources only by examining one sensing series of a node itself [27] . [28] and [29] present an extensive review of novelty detection techniques based in statistical and neural network fields. Hodge and Austin [5] address outlier detection methodologies from perspective of three fields of computing, i.e., statistics, neural networks and machine learning. Chandola et al. [9] classify anomaly detection techniques in terms of various application domains and several knowledge disciplines. Zhang et al. [8] provide a classification for outlier detection techniques with respect to multiple type of data sets. Although there may be some overlaps between these taxonomies and the one presented here, existing taxonomies are not directly applicable to WSNs due to the nature of sensor data and specific requirements and limitations of WSNs. Additionally, recently, many outlier detection techniques specifically developed for WSNs have emerged. This calls for a classification addressing techniques and requirements of WSNs specifically. In this section, we provide a technique-based t classification framework to categorize these techniques designed for WSNs. As illustrated in Figure 2 , outlier detection techniques for WSNs can be categorized into statisticalbased, nearest neighbour-based, clustering-based, classification-based, and spectral decompositionbased approaches. Statistical-based approaches are further categorized into parametric and nonparametric approaches based on how the probability distribution model is built [28] . Gaussianbased and non-Gaussian based approaches belong to parametric approaches, and kernel-based and histogram-based approaches belong to nonparametric approaches. Classification-based approaches are categorized as Bayesian network-based and support vector machine-based approaches based on type of classification model that they use. Bayesian networkbased approaches are further categorized into naive Bayesian network, Bayesian belief network, and dynamic Bayesian network based on the degree of probabilistic independencies among variables. Spectral decomposition-based approaches use principle component analysis for outlier detection.
IV. CLASSIFICATION FRAMEWORK FOR OUTLIER DETECTION TECHNIQUES DESIGNED FOR WSNS
Related work on classification framework for outlier detection techniques for general data has been addressed in various literature. Markou and Singh
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V. OUTLIER DETECTION TECHNIQUES FOR WSNS
In this section, we classify outlier detection techniques designed for WSNs based on the discipline from which they adopt their ideas and address the key characteristics and performance analysis of each outlier detection technique using the classification framework presented in Section 4. Furthermore, we provide a brief evaluation for each of these disciplines.
Statistical-Based Approaches
Statistical-based approaches are the earliest approaches to deal with the problem of outlier detection. The statistical outlier detection techniques are essentially model-based techniques. The statisticalbased approaches are categorized into parametric and non-parametric based on how the probability distribution model is built.
1.
Parametric-Based Approaches: Parametric techniques assume availability of the knowledge about underlying data distribution. It then estimates the distribution parameters from the given data. Based on type of distribution assumed, these techniques are further categorized into Gaussian-based models and non-Gaussian-based models. In Gaussian models, the data is assumed to be normally distributed.  Gaussian-based models. Wu et al. [30] present two local techniques for identification of outlying sensors as well as identification of event boundary in sensor networks. These techniques employ the spatial correlation of the readings existing among neighboring sensor nodes to distinguish between outlying sensors and event boundary..  Non-Gaussian-based models. Jun et al. [33] present a statistical-based technique, which uses a symmetric α-stable (SαS) distribution to model outliers being in form of impulsive noise. The technique utilizes the spatiotemporal correlations of sensor data to locally detect outliers. Each node in a cluster first detects and corrects temporal outliers by comparing the predicted data and the sensing data. However, the SαS distribution may not be suitable for real sensor data and the clusterbased structure may be susceptible to dynamic changes of network topology.
2.
Non-Parametric-Based Approaches: Non-parametric techniques do not assume availability of data distribution. They typically define a distance measure between a new test instance and the statistical model and use some thresholds on this distance to determine whether the observation is an outlier. Two most widely used approaches in this category are histograms and kernel density estimator.  Histogramming [34] . This technique attempts to reduce communication cost by collecting histogram information rather than collecting raw data for centralized processing. The sink uses histogram information to extract data distribution from the network and filters out the non-outliers.  Kernel functions [35] . This technique requires no a priori known data distribution and uses kernel density estimator to approximate the underlying distribution of sensor data. Thus, each node can locally identify outliers if the values deviate significantly from the model of approximated data distribution. A value is considered as an outlier if the number of values being in its neighbourhood is less than a user-specified threshold. This technique can also be extended to high-level nodes for identification of outlier in a more global perspective.
3.
Evaluation of Statistical-Based Techniques: Statistical based approaches are mathematically justified and can effectively identify outliers if a correct probability distribution model is acquired. Moreover, after constructing the model, the actual data on which the model is based on is not required.
Nearest Neighbour-Based Approaches
Nearest neighbour-based approaches are the most commonly used approaches to analyze a data instance with respect to its nearest neighbours in the data mining and machine learning community. They use several well-defined distance notions to compute the distance (similarity measure) between two data instances ( [37] , [38] ). A data instance is declared as an outlier if it is located far from its neighbours. Euclidean distance is a popular choice for univariate and multivariate continuous attributes. Branch et al. [39] propose a technique based on distance similarity to identify global outliers in sensor networks. This technique attempts to reduce the communication overhead by a set of representative data exchanges among neighbouring nodes. Each node uses distance similarity to locally identify outliers and then broadcasts the outliers to neighbouring nodes for verification. The neighbouring nodes repeat the procedure until all the sensor nodes in the network eventually agree on the global outliers. This technique can be flexible in respect to multiple existing distance-based outlier detection techniques. Zhang et al. [40] propose a distance-based technique to identify n global outliers in snapshot and continuous query processing applications of sensor networks. This technique reduces communication overhead as it adopts the structure of aggregation tree and prevents broadcasting of each node in the network [39] . This technique considers only one-dimensional data and the aggregation tree used may not be stable due to the dynamic changes of network topology. Zhuang et al. [27] present two in-network outlier cleaning techniques for data collection applications of sensor networks. One technique uses wavelet analysis specifically for outliers such as noises or occasionally appeared errors. The other technique uses dynamic time warping (DTW) distance-based similarity comparison specifically for outliers that are erroneous and last for a certain time. In this technique, each node transforms raw data into the wavelet time-frequency domain and identifies the high-frequency data measurements as outliers and corrects them using proper wavelet coefficients. The long segmental outliers can be detected and removed by comparing the similarity of two sensing series of the neighbouring nodes within two forwarding hops.
1.
Evaluation of Nearest Neighbour-based Techniques: Nearest neighbour-based approaches do not make any assumption about data distribution and can generalize many notions from statisticalbased approaches. However, these techniques suffer from the choice of the appropriate input parameters. Additionally, in multivariate data sets it is computationally expensive to compute the distance between data instances and as a result these techniques lack scalability.
Clustering-Based Approaches
Clustering-based approaches are popular approaches within the data mining community to group similar data instances into clusters with similar behaviour. Data instances are identified as outliers if they do not belong to clusters or if their clusters are significantly smaller than other clusters. Euclidean distance is often used as the dissimilarity measure between two data instances.
1.
Evaluation of Clustering-Based Techniques: Clustering based approaches do not require a priori knowledge of the data distribution and are capable of being used in an incremental model, i.e., new data instance can be fed into the system and being tested to find outliers. However, these techniques suffer from the choice of an appropriate parameter of cluster width. Additionally, computing the distance between data instances in multivariate data is computationally expensive.
Classification-Based Approaches
Classification approaches are important systematic approaches in the data mining and machine learning community. They learn a classification model using the set of data instances (training) and classify an unseen instance into one of the learned (normal/outlier) class (testing). The unsupervised classification-based techniques require no knowledge of available labelled training data and learn the classification model which fits most of the data instance during training. The one-class unsupervised techniques learn the boundary around the normal instances while some anomalous instance may exist and declare any new instance falling outside this boundary as an outlier. Classification-based approaches are categorized into support vector machines (SVM)-based and Bayesian network-based approaches based on type of classification model they use.
Support Vector Machine-Based Approaches:
SVM techniques separate the data belonging to different classes by fitting a hyperplane between them which maximizes the separation. The data is mapped into a higher dimensional feature space where it can be easily separated by a hyperplane. Furthermore, a kernel function is used to approximate the dot products between the mapped vectors in the feature space to find the hyperplane. Rajasegarar et al. [42] propose a SVM-based technique for outlier detection in sensor data which uses one-class quarter-sphere SVM to reduce the effort of computational complexity and locally identify outliers at each node.
Bayesian Network-Based Approaches:
Bayesian network-based approaches use a probabilistic graphical model to represent a set of variables and their probabilistic independencies. They aggregate information from different variables and provide an estimate on the expectancy of an event to belong to the learned class. They are categorized as naive Bayesian network, Bayesian belief network, and dynamic Bayesian network approaches based on degree of probabilistic independencies among variables.  Naive Bayesian Network models. This technique [24] maps the problem of learning spatiotemporal correlations to the problem of learning the parameters of the Bayesian classifier and then uses the classifier for probabilistic inference. Each node locally computes the probabilities of each of its incoming readings being in all subintervals (classes) divided from the whole values interval.
If the probability of a sensed reading in its class is smaller than that of being in other classes, it is considered as an outlier.  Bayesian Belief Network models. This technique [23] uses BBN to capture not only the spatiotemporal correlations that exist among the observations of sensor nodes but also conditional dependence among the observations of sensor attributes. Each node trains a BBN to detect outliers based on behaviours of its neighbours' readings as well as its own reading. An observation is considered as outlier if it falls beyond the range of the expected class. Compared to naive Bayesian networks, this technique improves the accuracy in detecting outliers as it considers conditional dependencies among the attributes.  Dynamic Bayesian Network models. This technique [43] uses DBNs to fast track changes in dynamic network topology of sensor networks. It identifies outliers by computing the posterior probability of the most recent data values in a sliding window. The data measurements that fall outside the expected value interval are considered as outliers.
3.
Evaluation of Classification-based Techniques: Classification-based approaches provide an exact set of outliers by building a classification model to classify. However, a main drawback of SVMbased techniques is their computational complexity and the choice of proper kernel function. Learning the accurate classification model of a Bayesian network is challenging if the number of variables is large in deployed WSNs.
Spectral Decomposition-Based Approaches
Spectral decomposition-based approaches aim at finding normal modes of behaviour in the data by using principle components. Principal component analysis (PCA) is a technique that is used to reduce dimensionality before outlier detection and finds a new subset of dimension which capture the behaviour of the data. Chatzigiannakis et al. [26] propose a PCA-based technique to solve data integrity and accuracy problem caused by compromised or malfunctioning sensor nodes. This technique uses PCA to efficiently model the spatio-temporal data correlations in a distributed manner and identifies local outliers spanning through neighbouring nodes. Each primary node offline builds a model of the normal condition by selecting appropriate principal components (PCs) and then obtains sensor readings from other nodes in its group and performs local real-time analysis. The readings that significantly vary from the modelled variation value under normal condition are declared as outliers.
1.
Evaluation of Spectral Decomposition-Based Techniques: Principal component analysis-based approaches try to capture the normal pattern of the data using the subset of dimensions and can be applied to high-dimensional data. However, selecting suitable principle components, which is needed to accurately estimate the correlation matrix of normal patterns, is computationally very expensive.
VI.
CONCLUSION In this paper, we address the problem of outlier detection in WSNs and provide a technique-based classification framework to categorize current outlier detection techniques designed for WSNs. We also introduce the key characteristics and brief description of current outlier detection techniques using the proposed classification framework and provide an evaluation for each technique. The shortcomings of existing techniques for WSNs clearly calls for developing outlier detection technique which takes into account multivariate data and the dependencies of attributes of the sensor node, provides reliable neighbourhood, proper and flexible decision threshold, and also meets special characteristics of WSNs such as node mobility, network topology change and making distinction between errors and events.
