Introduction.
One of the greatest pleasures in mathematics is the surprising connections that often appear between apparently disconnected ideas and theories. Some particularly striking instances exist in the interaction between probability theory and analysis. One of the simplest is the elegant proof of the Weierstrass approximation theorem by S. Bernstein [2] : on the surface, this states that if f : [0, 1] → C is a continuous function, then the sequence of Bernstein polynomials
n−j converges uniformly to f on [0, 1]. However, the structure and origin of the polynomials become much clearer when given a probabilistic interpretation. We recall this argument in section 3, stating here only that the heart of this connection is the formula
where S n = X 1 + · · · + X n for any n-uple (X i ) of independent random variables with Bernoulli law such that P (X i = 1) = x, P (X i = 0) = 1 − x.
On a much deeper level lies Brownian motion, which can be described informally as "random" paths in Euclidean space R d starting from the origin. We will recall the precise definition of this concept in the case d = 1 in section 4, and the reader with no previous experience is also encouraged to read [3] , which contains a very readable informal description. In the author's view, there are few mathematical facts more amazing than the connection between plane Brownian motion and, for instance, the theory of harmonic functions. As an example, there is the beautiful formula (discovered by Kakutani [7] )
for the solution of the Dirichlet problem: to find the function f harmonic in a bounded, open, connected plane set U with smooth boundary such that f (z) = f 0 (z) for all z on the boundary ∂U , where f 0 : ∂U → R is a given (continuous) function. Here B(t) signifies a two-dimensional Brownian motion starting at 0 defined on a probability space Ω with probability measure P , and τ is the exit time from U for B started at z (i.e., τ = inf{t : z + B(t) ∈ ∂U }; for a proof, see [8, chap. 4 
, sec. 2.B]).
Although not directly relevant to what follows, it might be useful to point out as well the discovery of the (still mysterious) link between the Riemann zeta-function ζ(s) (and its generalizations) and random matrices as another striking example where probability and number theory have become intertwined. Roughly speaking, it is expected-with overwhelming numerical evidence-that suitably normalized spacings of zeros of ζ(s) are distributed asymptotically "high in the critical strip" (i.e., when the imaginary part goes to infinity) like the normalized spacings of eigenvalues of large unitary matrices selected at random with respect to the natural probability measures on groups of unitary matrices. A shade differently, but conveying the same kind of intuitive idea, it is expected (and confirmed in various ways) that one can "model" ζ(1/2 + it) for large |t| by values of characteristic polynomials of "random" unitary matrices of size roughly log t/2π. We refer readers to [9] for a survey of this very lively topic and to [10] for some of the remarkable conjectures concerning the zeta-function that arise in this manner.
Since Brownian motion (now one-dimensional) is a way of speaking of a "random" continuous function on [0, +∞), it seems natural to bring together the simple Bernstein polynomials and the more delicate Brownian motion: namely, for n 1 and for x in [0, 1], we consider the random variable given by evaluating the Bernstein polynomial for the Brownian motion at x:
Now three different questions (at least) present themselves:
• Forgetting that we know that Brownian motion exists, can we use polynomial approximations to prove its existence? The idea is to consider a sequence B n of random polynomials of the type
for some suitable random variables X nj and to prove that B n converges (again in a suitable sense) to a Brownian motion.
• Or, since we know that Brownian motion exists, can one investigate its properties by means of the Bernstein motions B n and Bernstein's convergence theorem?
• Or, again assuming that Brownian motion exists, what are the properties of the random polynomials of the type (1.2)?
We will consider simple instances of all three questions. First, we provide a construction of Brownian motion (in the guise of the Wiener measure on the vector space C([0, 1], R) of real-valued continuous functions on the closed interval [0, 1]) from random Bernstein polynomials. The complete proof is not simpler than known ones but (to the author, at least) furnishes a very convincing plausibility argument for the existence of Brownian motion that requires nothing more than the very basics of probability theory.
Second, we use results concerning Bernstein polynomials to prove that almost surely the Brownian path t → B(t) is not differentiable outside a set of Lebesgue measure 0 in [0, 1] . This is, of course, weaker than the theorem of Paley-Wiener-Zygmund [13] , which asserts that the exceptional set is almost surely empty, but the proof is particularly simple. Moreover, it is in fact independent of the construction of Brownian motion previously mentioned.
Finally, simple facts about the oscillations of a Brownian path allow us to prove some results about the zeros of random Bernstein polynomials.
In all of this we give complete rigorous proofs, but we also try to highlight the ideas (often quite intuitive) behind the arguments used. Everything should be understandable to a graduate student (not studying probability) or, with a reasonable amount of suspension of disbelief, to an undergraduate who has had a first course in probability theory. Such a reader may wish to start by reading the very nice informal description given by Billingsley [3] and can safely skip all the technical mentions of measurability (so any set and any function can be considered as measurable and all σ-algebras on a set Ω are just the entire power set of subsets of Ω).
Notation. A triple (Ω, Σ, P ) always signifies a probability space, with P a probability measure on the σ-algebra Σ of subsets of Ω. For a random variable X, V (X) = E((X − E(X)) 2 ) is its variance. Also, as usual, we use x ∧ y to denote min(x, y).
Review of facts from probability.
We list here the various definitions and basic results from probability theory needed in the rest of the paper, with a few exceptions that are deeper results and will be stated only when needed in later sections. As a reference, we use [15] , but the material can be found in any textbook on probability theory.
First, for the study of Bernstein polynomials we use the most basic properties of Bernoulli random walks. Let x in [0, 1] and n 1 be given, and let X 1 , . . . , X n be independent random variables on a given probability space (Ω, Σ, P ) taking only the values 0 and 1 according to the same Bernoulli law
The associated (n-step) random walk is the sequence of sums S i = X 1 + · · · + X i (0 i n), and the "empirical" average T n = S n /n is often what we consider. Note that
the latter because of the additivity of the variance for independent random variables. We also use the fourth moment of T n − x, for which we have the following result:
Proof. This is well known (it is the basis of Cantelli's "easy" proof of the strong law of large numbers for identically distributed random variables with finite fourth moment; see, for example, [15, Theorem 1, p. 363]). After expanding
and taking the expectation, among the n 4 terms 1
) all those with three or four distinct indices vanish because of the independence assumption. For instance (withX i = X i − x),
There remain only the n terms of the type
, and the 6n(n − 1)/2 terms of the type
We also consider d-dimensional variants of the Bernoulli random walk in which each X i is a vector X ij (1 j d) of Bernoulli random variables with
We assume then that the (X ij ) are all independent. In the study of Bernstein polynomials, x is in fact the variable of the functions under consideration. All random variables depend on it, although we suppress this fact in the notation (but notice that (2.1) recovers x naturally from S n or T n ). This is already apparent in formula (1.1) (there is no x on the right-hand side!); this may seem confusing, but we will explain this formula again carefully in the proof of Theorem 3.1.
We recall Chebychev's inequality [15, chap. 1, sec. 5.1] for a random variable X having finite variance V (X): for any δ > 0 Recall that a real-valued random variable X is a centered Gaussian random variable with variance σ 2 (σ > 0) if its distribution law X(P ) is given by
Recall that this means simply that for any (measurable) subset B of R (for example, an interval B = [a, b]), we have
It follows that
Moreover, a simple computation using (2.3) shows that for k = 0, 1, 2 . . . the moment E(X k ) exists and, in particular, that
By the correspondence between probability laws and their characteristic functions, an equivalent condition for X to be Gaussian is that for each real t one has E(e itX ) = e −σ 2 t 2 /2 . for all (t 1 , . . . , t m ) in R m . The coefficients of the quadratic form are related to the Gaussian vector as follows: if
then the covariance matrix A = (a ij ) is determined by
As before, the joint law (X 1 , . . . , X n )(P ) of the vector is defined as a measure on R m that permits one to compute P ((X 1 , . . . , X m ) ∈ B) for any measurable subset B of R m . If Q is positive definite, one shows that
where (b ij ) is the inverse of A.
Exploiting the form of the characteristic functions, one demonstrates easily that the coordinates of a centered Gaussian random vector (X 1 , . . . , X m ) are independent if and only if they are uncorrelated. This means that the vector (X 1 , . . . , X m ) is Gaussian with diagonal covariance matrix, or in other
Also, one sees without difficulty that if X = (X 1 , . . . , X m ) is a centered Gaussian random vector and u : R m → R n is a linear map, then the ndimensional vector u(X) is again a centered Gaussian vector. In particular, a linear combination of the coordinates of X,
is a centered Gaussian random variable.
As a final generalization, if T is an arbitrary set, then a mapping on T of the sort t → X t , where X t is a random variable for each t, is a Gaussian stochastic process parameterized by T (often T = [0, 1] or [0, +∞)) if for each finite subset t 1 , . . . , t m of T the vector (X t 1 , . . . , X tm ) is a centered Gaussian random vector. The covariance function of the stochastic process X = (X t ) is the function
Besides the definition and characterization of independence, we will appeal to the following simple lemma,which makes rigorous the quite intuitive fact that the values of a sequence of Gaussian random variables with increasing variance (i.e., more and more "spread out") can form a convergent sequence only with probability zero. Lemma 2.2. Let (Ω, Σ, P ) be a probability space, and let (X n ) be a sequence of centered Gaussian random variables such that
Proof. If Y is a centered Gaussian random variable with variance σ = 1 and if ε > 0, we have by (2.3)
Since Y n = X n /σ n has variance 1, we infer that
σ n for any n and arbitrary positive M , whence
So, in a sense, (X n ) is unbounded in probability, and it should come as no surprise that there exists a subsequence of (X n ) that is unbounded almost surely. Indeed, taking M = k, an integer, there exists N k such that
which ensures that
Invoking the easy half of the Borel-Cantelli lemma, we conclude that with probability one the event {|X N k | < k} occurs only finitely often. Thus the subsequence (X N k ) is almost surely unbounded, as then is (X n ).
Alternatively, one can establish Lemma 2.2 by applying to Y n = X −1 n (with Y n = 0 if X n = 0, which only occurs with probability zero) the standard fact (see, for example, [15, chap. 2, sec. 10.5]) that a sequence converging in probability has a subsequence converging almost surely, since Y n converges to 0 in probability by (2.5).
Finally, let Y be a metric space, and let B be the Borel σ-algebra on Y (i.e., the smallest σ-algebra containing the open sets of the metric topology on Y ). One says that a sequence (P n ) of probability measures on (Y, B) (respectively, a sequence (X n ) of measurable maps X n : Ω → Y ) converges in distribution to a probability measure Q on (Y, B) if the sequence of measures (P n ) (respectively, the sequence (X n (P )) of image measures) converges weakly to Q. This means that for any bounded continuous function f on Y we have
Equivalently, and more intuitively, the P n -probability of a subset A of Y converges to its Q-probability for all "reasonable" sets A. To be precise, convergence in distribution holds if and only if for each Borel subset A of Y whose boundary ∂A has Q-measure zero it is true that
The Lévy criterion (see [15, chap. 3 
converge pointwise to a function ϕ on R d that is continuous at 0. In particular, it follows that a sequence of centered Gaussian random vectors converges in distribution if and only if the covariance coefficients E(X n,i X n,j ) converge to real numbers a ij (1 i, j d) and the limit distribution ϕ is also the distribution function of a centered Gaussian random vector with covariance matrix (a ij ).
Preliminaries about Bernstein polynomials.
In this section we summarize the facts about Bernstein polynomials that we need in the sequel. For completeness, we include proofs of all of them, albeit proofs in a probabilistic style.
We first recall the proof of Bernstein's theorem, generalized to functions on [0, 1] d (the case d = 2 will be required later). 
Proof. Consider a positive integer n and
be a sequence of random vectors defined on some probability space such that the X ij are all independent and, as in the beginning of the previous section, each X ij takes only the values 0 and 1 according to the Bernoulli law for which
thus putting our point x in the picture.
Generalizing (1.1) to dimension d we claim that
where still S n = X 1 + · · · + X n . This formula indicates why the theorem holds: by the law of large numbers, it is usually the case that S n /n is close to the average (x 1 , . . . , x d ), and therefore (by continuity) f (S n /n) should be close to the constant f (x). We infer that the expectation B n (f )(x) is close to E(f (x)) = f (x).
To make this argument precise, we start by proving (3.2). Writing S n = (S n1 , . . . , S nd ), notice that S nj /n, as a sum of n terms each of which is either 0 or 1, can take only values of the form i j /n with 0 i j n. Moreover by counting the number of possible ways of doing this, we see that S nj /n takes the value i j /n with probability
so expanding E(f (S n /n)) according to the possible values of S n /n and using the independence of the various coordinate vectors, we get (3.2). Now we put
Using obvious notation for a multidimensional expectation, we have E(S n ) = nx = n(x 1 , . . . , x d ), whence
2), applied componentwise, and independence, we obtain for any δ > 0 the upper bound
Clearly, taken together the foregoing bits of information imply that for all sufficiently large n E f S n n − f E S n n 2ε holds independently of x, hence the result.
Another simple property of Bernstein polynomials that we will require is the form of their derivatives. We consider only functions of one or two variables. The result (which is simply a direct computation) reads as follows: 
C is a continuous function and B n (f ) is the nth Bernstein polynomial of f , then
and symmetrically for ∂ y B n (f ).
Proof. For d = 1 we have
Changing j to j − 1 in the first sum and noting that j n j = n n−1 j−1 and (n − j) n j = n n−1 j , we regroup to get
as required. For the case d = 2 we observe that
with G n (x, y) = B n (g)(y), the Bernstein polynomial of the function of y given by g(y) = f (x, y) for fixed x. From the case d = 1 we learn that
which when expanded again gives the desired result. The case of ∂ y B n (f ) is, of course, similar.
The last property is a fairly striking illustration of the "quality" of the approximation to a function given by its Bernstein polynomials. Recall (one of the classic counterexamples of "rigorous" analysis) that for a sequence of smooth functions f n converging uniformly (say on [0, 1]) to a smooth function f there is in general no reason that the sequence of derivatives f n should converge or, if it does converge, bear any relation to f . However, Lorentz proved (see [11, Theorem 1.8.1] ) that this holds for the sequence of Bernstein polynomials in the following local form:
We will use the contrapositive form of Lemma 3.3 to study the points of differentiability of Brownian paths: if for some x 0 the sequence of derivatives of the Bernstein polynomials of a function f at x 0 does not converge, then it must be the case that f is not differentiable at x 0 . For completeness, we include a proof of the lemma that is merely the probabilistic rewriting (for stylistic consistency) of the argument in [11] .
Proof. First the cases x 0 = 0 and x 0 = 1 follow immediately from
(evaluate (3.3) at 0 or 1). We proceed assuming that x 0 (1 − x 0 ) = 0, which in the probabilistic interpretation means that V (S n ) = nx 0 (1 − x 0 ) = 0. Writing f (x) = f (x 0 )+(x−x 0 )f (x 0 )+g(x) with g differentiable at x 0 and g (x 0 ) = 0, we see that it is enough to show that B n (g) (x 0 ) → 0 as n → ∞. We can write g(x) = (x − x 0 )ε(x), where lim x→x 0 ε(x) = 0. We claim that the following probabilistic formula holds, with S n and T n as in (2.1): for x in (0, 1)
To obtain (3.5), we go back to (3.4), now applied to g. Instead of passing to the next line, we write
After expanding g(
in which the Bernstein polynomials of g 1 (y) = yg(y) and g 2 (y) = xg(y) occur. Writing both in expectation form (3.2) gives (3.5), since
Now we use (3.6) to prove the lemma. Let ε > 0 be given. There exists δ > 0 such that when |x − x 0 | < δ we have |ε(x)| < ε. As in Bernstein's theorem, we estimate the right-hand side of (3.6) separately on {|T n − x 0 | < δ} and {|T n − x 0 | δ}. In the first set, |ε(T n )| < ε, hence
On the second set, we write M = max |ε(x)| and invoke Cauchy's inequality to conclude that
By Lemma 2.1, we have
for all x in [0, 1]. Applying Chebychev's inequality (2.2) and the formulas in (2.1), we obtain
For all sufficiently large n the last expression does not exceed 2ε, which gives the desired conclusion B n (g) (x 0 ) → 0.
Brownian motion from Bernstein polynomials.
The name "Brownian motion" refers to Robert Brown's studies in 1827-28 of the erratic movement of small particles found in grains of pollen (and then in various other organic and inorganic substances) under microscopic observation (see [4] , and also chapters 2 to 4 of [12] for comments and quotes about the early history). A mathematical description of this type of phenomenon was obtained by L. Bachelier in 1900 in a very early work about mathematical finance that was not recognized until much later (see [1] ), and then in physics by A. Einstein (see [6] ) and M. Smoluchowski in 1905 in support of the molecular theory of matter.
1
These descriptions were largely heuristic. The modern definition reads as follows. For a given probability space (Ω, Σ, P ), a (one-dimensional) Brownian motion B is a collection of random variables B(x) (0 x < ∞) that have the following properties:
(i) B(0) = 0 almost surely; (ii) if 0 x 1 < x 2 < . . . < x n , then the vector (B(x 1 ), . . . , B(x n )) is a centered Gaussian random vector (i.e., B is a Gaussian process); (iii) the covariance function E(B(x)B(y)) is given for x and y in [0, ∞) by E(B(x)B(y)) = x ∧ y; (4.1) (iv) almost surely, the path x → B(x) (called a sample path) is a continuous function on [0, +∞).
From the first three properties and the fact that centered Gaussian random variables are independent if and only if they are orthogonal, one deduces the additional property:
(v) the process has independent increments (i.e., whenever x 1 < . . . < x n , the random variables B(x 1 ), B(x 2 ) − B(x 1 ),. . . , B(x n ) − B(x n−1 ) are independent (Gaussian) random variables).
(For instance with n = 2 and x 1 < x 2 , we compute
by invoking (4.1).) To a mathematician not previously acquainted with the theory, the existence of Brownian motion should by no means be obvious. To someone with a sufficient background in measure theory, it may indeed be "obvious" that the first three conditions can be met through some abstract construction. However, the continuity of sample paths is not at all clear.
1 Although Brownian motion would appear to be a wonderful subject for a book geared to a general audience, there does not seem to one available.
The first construction of Brownian motion was due to Wiener [16] . Many other constructions followed, notably that of P. Lévy; a number of them are described in [8, chap 2., secs. 2-4], for instance. However the following construction, based on Bernstein polynomials, seems to be new, although the method closely resembles the one based on the limit in distribution of scaled random walks (see [3, secs. 2, 3] for an introduction).
Our idea is to construct B on [0, 1] as a limit of its Bernstein polynomials, described a priori. Indeed, the nth Bernstein polynomial of B(x) involves only B(j/n) with 0 j n, and from property (iii) we know that B(j/n) must be a centered Gaussian random variable with variance V (B(j/n)) = j/n. Moreover,
where Y nj = B(j/n) − B((j − 1)/n), so (by property (iv)) (Y nj ) 1 j n is a vector of independent centered Gaussian random variables with variance V (Y jn ) = 1/n. We now suppose given for each positive integer n a vector (Y nj ) 1 j n of independent centered Gaussian random variables with variance 1/n, and we define
As a finite linear combination of Gaussian random variables, B n (x) is a Gaussian random variable for each n, so x → B n (x) is a Gaussian process. The first step in deciding whether these Bernstein motions converge somehow to a model of Brownian motion is to compute the covariance function E(B n (x)B n (y)) (since those are centered Gaussian random variables, this will identify the law of B n ). where Q n = B n (∧) is the nth Bernstein polynomial of the continuous func-
Recall that the Bernstein polynomial of a function of several variables is defined in (3.1).
Proof. From (4.3) we see that
since Y nj and Y nk are independent when j = k and Y nj has variance 1/n. Thus, after the smoke has cleared only the diagonal terms with j = k remain in (4.6), and they can occur only if j j and j k (i.e., if j j ∧ k). Therefore
which, when inserted into (4.5) gives precisely (4.4) in light of (3.1). This last condition is naturally more subtle, because in defining B n as we do, there is no a priori relation whatsoever between the values of X n,j and X m,k for n = m, contrary to the heuristic argument that X n,j should represent B(j/n). One could try to choose the variables Y n,j and construct X n,j in such a way that for almost all fixed samples ω in Ω the definition B(j/n) = X n,j is coherent and extends to a continuous function. However, this does not seem to be easy. Instead we consider the limiting distribution of polynomials B n viewed as elements of the space C([0, 1], R) of real-valued continuous functions on [0, 1] .
Recall that C([0, 1], R) is a complete metric space with the distance given by the metric f = sup |f (x)|. In particular, there is the associated Borel σ-algebra B of subsets of C([0, 1], R). Then, as might be expected, the map
is measurable. This is true because B is generated by the cylinder sets n (C x,A ) = {ω : |B n (ω, x)| ∈ A}, which is measurable by definition for fixed x.
We use the maps B n to define image measures W n = P (B n ) on C([0, 1], R). In other words, for a (Borel) set X of continuous functions W n (X) = P (Y ), where Y is the set of "events" in Ω for which the corresponding nth Bernstein polynomial is in X. Our model of Brownian motion is then associated with the probability space (C([0, 1], R) , B, W ) for the probability measure W on C([0, 1], R) that is the limit in distribution of the measures W n , with the random variable B(x) being simply the "evaluation at x" map on C([0, 1], R). The measure W is called Wiener measure.
Theorem 4.3. With B n defined as in (4.3) , the sequence (W n ) of probability measures on C([0, 1], R) converges in distribution to a probability measure W such that on the probability space (C([0, 1], R) , B, W ) the stochastic process defined by the random variables B(x), where B(
]).
We will use the following application of Skorohod's criterion for convergence of probability measures in distribution:
Suppose that B n (0) = 0 almost surely and that
holds on [0, 1] 2 for some absolute constant C. Then the associated sequence of probability measures Proof of Theorem 4.3. Because of the previous results, it suffices to check (4.7) for the Bernstein processes B n . In fact, we verify (4.7) with the constant C = 12. For this, notice that B n (x) − B n (y) is a Gaussian centered random variable with variance
(Lemma 4.1). As for any centered Gaussian, the fourth moment is given in terms of the variance by (2.4), so
To estimate H n (x, y), we write
For the last two terms we obtain
We then appeal to Lemma 3.2 to compute the partial derivative ∂ x Q n . Noting that
for all x 1 , x 2 , and y in [0, 1] (look at the slopes of the graph of x → x ∧ y), we derive from the lemma and the binomial theorem the estimate
It follows that |Q n (y, y) − Q n (x, y)| |x − y|.
Symmetrically, we have
Finally, we arrive at the inequalities 0 H n (x, y) 2|x − y| and
Remark 4.5. This construction of Brownian motion is essentially theoretical and not really suitable for numerical modeling purposes, since to compute a sample B n (x) effectively, one must either compute very large binomial coefficients (e.g., 1000 500 > 10 299 ) to expand the Bernstein polynomial or compute many approximate values of the binomial distribution for various parameters. Figure 1 shows a sample path computed by the latter method with n = 5000. 
Nondifferentiability of Brownian paths.
We now adopt the point of view that we know that the mathematical model of Brownian motion exists -for instance (but not necessarily) as derived from Bernstein polynomials -and we seek further properties of the sample paths (i.e., of the functions x → B(x)). In particular, we ask: Are these functions differentiable? This is a classical question, but we approach it via the Bernstein polynomials.
Define the nth Bernstein process B n associated with B by taking the nth Bernstein polynomial of the function x → B(x) on [0, 1]:
which is almost surely the nth Bernstein polynomial of a continuous function. Note that this definition is indeed independent from that of the B n of the previous section, although of course B n and B n share the same distribution.
On the basis of section 3, we see that almost surely B n (x) converges uniformly to B(x), and by Lemma 3.3 we find that the convergence of the derivatives can detect differentiability of B(x) at a point. Using this we prove in a quite elementary fashion that for a fixed x 0 in [0, 1] the path x → B(x) is almost surely nondifferentiable at x 0 .
By the remark immediately following the statement of Lemma 3.3, it suffices to show that almost surely the sequence (B n (x 0 )) is not convergent. Since from the first formula in Lemma 3.2, B n (x 0 ) is again a centered Gaussian random variable, we start once more by computing its variance. We have
where Y nj = B((j + 1)/n) − B(j/n). By property (v) of Brownian motion, the Y n,j are independent centered Gaussian random variables with variance 1/n, so the corresponding orthogonality gives the variance
We denote this by nR n−1 (x). Note that R n (x) is essentially yet another Bernstein polynomial: it is the nth Bernstein polynomial associated with the discontinuous function δ(x, y) on [0, 1] 2 that is the characteristic function of the diagonal {(x, y) : x = y}, evaluated at (x, x). So Bernstein's theorem does not apply to determine the behavior of R n (x 0 ) as n → ∞, but the presence of the factor n leads one to believe that nR n−1 (x 0 ) should be large. If so, then it would follow from the fairly intuitive Lemma 2.2 that the sequence B n (x 0 ) were almost surely unbounded, giving the desired result. The point is thus to get a lower bound for R n (x). A few cases, done by hand or using a computer algebra system, suggest quickly that R n (x) for x in [0, 1] is minimal for x = 1/2. But at x = 1/2 we have
by Stirling's formula, so we would anticipate nR n−1 (x 0 ) to be of size on the order of √ n at least. The inequality
turns out to be true, but the proof is surprisingly involved. It was provided by T. Rivoal in the following stronger form:
with a nj 0 for all n and j. His argument uses an identity of Watson concerning hypergeometric functions. It would be quite interesting to have a more elementary proof of this seemingly innocent proposition. This is the subject of Problem 11155 in the May 2005 issue of this Monthly. Perhaps the following probabilistic interpretation can help: R n (x) is the probability that a walker starting at the origin returns to the origin after performing a 2n-step Bernoulli random walk with independent steps 1 and −1 having probability x and 1−x, respectively, for the first n steps and then probability 1 − x and x, respectively, for the last n steps.
However, instead of (5.2), we can prove quite easily an inequality that is almost as strong and sufficient for our application.
Lemma 5.1. The estimates
Proof. Let S n = X 1 + · · · + X n with (X i ) the independent random variables with Bernoulli law giving the probabilistic interpretation of B n (x). We can write
We then estimate as follows: by Chebychev's inequality (2.2), we know that for any positive δ
The right-hand side has the expansion
which is justified by an application of Cauchy's inequality and positivity.
Hence by taking δ = n −1/2 we arrive at
Proposition 5.2. Let (Ω, Σ, P ) be a probability space and let B(x) be a Brownian motion defined on this space for 0 x 1. Then almost surely the set of x 0 in [0, 1] such that x → B(x) is differentiable at x 0 is of Lebesgue measure zero.
Proof. Consider Brownian motion as a mapping
and observe that the almost sure continuity of paths implies easily that this mapping is measurable for the product σ-algebra on Ω×[0, 1] (see [8, chap 1, Proposition 1.13]), for it is the pointwise limit of the usual simple "vertical" dyadic approximations that are clearly measurable. Let
Note that D lies in E. The usual manipulations with countable intersections and unions show that, because of the aforementioned measurability, E is measurable for the product σ-algebra. By Tonelli's theorem
where λ is Lebesgue measure and E(x) (respectively, E(ω)) are the "slices" of E for fixed x or ω. From the preceding discussion we infer that P (E(x)) = 0 for all x. Hence P × λ(E) = 0, so that we must have λ(E(ω)) = 0 for almost all ω. This gives λ(D(ω)) = 0 also, which is the statement of Proposition 5.2.
Remark 5.3. Figure 2 depicts the graph of the derivative of the Bernstein polynomial in Figure 1 . 
Zeros of random Bernstein polynomials.
In this section we again consider a Brownian motion and the Bernstein processes B n (x) as in (1.2), but this time as a family of random polynomials of degree at most n. As for any family of random polynomials, one of the most natural questions asks for the structure of its zero set. Here is a simple result of this type.
Remark. This statement is incorrect, as pointed out by J. Ruf; the problem is that it is not true that Brownian motion has probability zero to be 0 on [a, b] if a = 0 and b > a. The statement might be true for a = 0, but the proof doesn't work. We will try to give a correct proof in a subsequent version... whenever n N (j, ω). Hence for ω not in the union of the E j , B n (x) has at least N zeros in [a, b] as soon as n is at least max{N (j, ω)}.
Remark 6.2. It would be quite interesting to have quantitative versions of Proposition 6.1. In particular, it is natural to ask whether one can choose n large enough independently of ω so that the conclusion holds? Certainly, putting F N = {ω : B n (ω, x) has a zero on [a, b] for all n N }, which is measurable (because the set Z of continuous functions on [0, 1] that have zeros is closed in C([0, 1], R), being the complement of the obviously open set of functions f such that min |f | > 0), we have F N ⊂ F N +1 and lim P (F N ) = 1 by Proposition 6.1. Accordingly, for each ε (0 < ε < 1) there exists some N such that with probability greater than 1 − ε the polynomial B n (x) has a zero on [a, b] once n N .
Another interesting question is: How large must n be as a function of N , a, and b so that B n has at least N zeros in [a, b]? One would hope to link these questions to the finer structure of the zero set Z(ω) = {x ∈ [0, 1] : B(ω, x) = 0}, which is known, for instance, to be almost surely an uncountable set of Lebesgue measure zero but Hausdorff dimension one-half (see [8, chap. 2, sec. 9B] for an introduction to this topic).
As a first step, note that for quite general random functions of the type
where a i is a centered Gaussian random variable, Theorem 3.1 in [5] shows that the expected number of zeros of f in a measurable subset I of R is given by E(Card{x ∈ I : f (x) = 0}) = 1 π I ρ(x) 1/2 dx.
Here
where Q is the covariance function Q(x, y) = E(f (x)f (y)) (although it is not defined this way in [5] ). With f i (x) = n i x i (1 − x) n−i and a i = B(i/n), we have Q(x, y) = Q n (x, y), the Bernstein polynomial of x ∧ y, as computed in Lemma 4.1 of section 4.
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