Abstract. The cyclic sum formula for multiple L-values, which can be viewed as a generalization of the cyclic sum formula for multiple zeta values proved by Hoffman and Ohno (or Ohno and Wakabayashi), is shown. An algebraic formulation of the cyclic sum formula is also presented.
Introduction/Main Theorem
The multiple L-values (MLV's for short) are studied for example in [1, 2, 3, 8] as a generalization of Euler-Zagier's multiple zeta values. For r ≥ 1, we denote the set of rth roots of unity by µ r . The MLV is defined, for l ≥ 1, k 1 , . . . , k l ≥ 1 and λ 1 , . . . , λ l ∈ µ r with (k 1 , λ 1 ) ̸ = (1, 1), by the convergent series
which is known as an MLV of shuffle-type in [1] . Using same parameters, we define the 'nonstrict' analogue of the MLV, which we call the multiple L-star value (MLSV for short) here, by the convergent series
We call the number k 1 + · · · + k l weight and the number l depth. When r = 1 (and k 1 > 1), MLV and MLSV are reduced to the following multiple zeta value (MZV for short) and the multiple zeta-star value (MZSV for short), respectively:
The Q-vector space generated by MLSV's coincides with the Q-vector space generated by MLV's because of the simple linear transformation between them. Deligne, Goncharov and Zhao proved in [2, 8] that the upper bound of the dimension of the Q-vector space generated by MLV's (or MLSV's) for fixed r and weight k is d k [r] which is given by
where v denotes the number of prime factors of r and φ Euler's totient function. This suggests that there are several relations among MLV's. To find and prove concrete relations among MLV's or MLSV's is one of the crucial problems to know the algebraic structure of the Q-vector space generated by MLV's.
In this paper, we establish a family of Q-linear relations for MLV's and MLSV's, namely the cyclic sum formula. This result can be regarded as a kind of generalization of the cyclic sum formula for MZV's proved in Hoffman-Ohno [4] or that for MZSV's proved in Ohno-Wakabayashi [5] (see [7] also), which is stated as follows.
where δ a,b is 0 if a = b and 1 otherwise.
Proof
We begin with the proof of the relation i) of our main theorem. We fix r > 0. For
. . , λ l+1 ∈ µ r , we define two infinite series by
Then the following lemma holds.
. . , λ l+1 ) converges, we have the identity 
Proof. We firstly prove i). If k 1 ≥ 2, we have
and hence the series T (k 1 , . . . , k l ; λ 1 , . . . , λ l+1 ) converges absolutely.
Next we show the sum
We write m 1 − m l+1 by m l+1 to obtain
We put
By the assumption, the sum a(m) is bounded and we have
and the second one into ∑
.
Each of (a), (b), (d) and (e) converges. For example, the convergence of (b) is shown as follows:
We also find that (c)+(f) converges and hence the series
The property ii) is shown by an easy calculation as follows:
Next, using the partial fraction expansion
we have
Thus the property iii) holds. Lastly, the proof of iv) goes as follows. Using the partial fraction expansion (1), we have
Therefore we conclude iv).
We have the following corollary.
Corollary 2.2. For any
Proof. According to iii) in Lemma 2.1, we have
Combining this identity with ii) and iv) in Lemma 2.1, we conclude the corollary.
Proof of Main Theorem i).
We establish the relation i) of our main theorem by adding up the identity of Corollary 2.2 for all cyclically equivalent indices when λ l+1 = 1. (When λ l+1 = 1, applying Corollary 2.2 repeatedly, we find that the series
, and hence Corollary 2.2 holds under this condition.)
When λ l+1 ̸ = 1, we have the identity
by Lemma 2.1 because λ r l+1 = 1. The relation ii) of our theorem can be obtained by considering the series
The proof goes similar to the above (also see [5] ).
Instead of the proof, we introduce another way to prove the relation ii) of the main theorem in the next section.
Algebraic formulation
Arakawa and Kaneko introduced the algebraic setup of MLV's by using the non-commutative algebra A = A r := Q⟨x, y λ |λ ∈ µ r ⟩ in [1] . At first, we express the relation i) of our main theorem, which has already shown in the previous section, by using the language of A. Then we formulate and prove the relation ii) of our main theorem. We define two subalgebras of A by
Under these notations, finding a linear relation among MLV's corresponds to find an element in ker L.
For n ≥ 1, we denote the action of A on A ⊗(n+1) by ⋄, which is given by for any a, b, w 1 , . . . , w n+1 ∈ A. We notice that the antion ⋄ gives a two-sided A-module structure on
for any w, w ′ ∈ A. Because of the properties
for any a, b, w ∈ A, the map C n is well-defined. We define the map M n :
and ρ n = M n C n . LetǍ 1 be the subalgebra of A 1 generated by words 1 and
Then we have the following proposition.
Proposition 3.1. For any
The relation i) of our main theorem is just the case of n = 1 in Proposition 3.1, which is stated as follows. 
Proof. Let u 1 , . . . , u l ∈ {x, y λ |λ ∈ µ r }, ε(u) = 1 or λ according to u = x or y λ , and ν(u) = 0 or 1 according to u = x or y λ . Since
for u ∈ {x, y λ |λ ∈ µ r }, we have
where we assume
Since the right-hand side does not change under the cyclic permutation of {u 1 , . . . , u l }, we conclude the lemma. Now we prove Proposition 3.2.
Proof of Proposition 3.2.
It is enough to show that
By the definition of C 1 , we have
Applying M 1 to this, we obtain
This is an element in ker L if k q ̸ = 1 for some 1 ≤ q ≤ l or λ i ̸ = λ j for some i, j (i ̸ = j) because of the relation i) of the main theorem, which is proved in the previous section.
Proof of Proposition 3.1. Actually, we have the identity
Because of the identity (2), we find the filtration structure
for any n, d ≥ 1. Thanks to this filtration structure and Proposition 3.2, we conclude Proposition 3.1.
We proceed to prove the relation ii) of our main theorem. LetL : A 0 → C be the Q-linear map defined byL(1) = 1 andL
We let γ be the automorphism on A characterized by γ(x) = x, γ(y λ ) = x + y λ . It is known that the identity For n ≥ 1, we define the Q-linear mapC n :
for any w, w ′ ∈ A, where γ −1 is the inverse map of γ (i.e., γ
Proposition 3.4. For any n ≥ 1, we haveρ n (Ǎ 1 ) ⊂ kerL.
To prove Proposition 3.4, we need the following lemma.
Lemma 3.5. For any n ≥ 1, we have ρ n = dρ n on A.
Proof. It suffices to show
. By the definition of C n andC n , we calculate
and
Then we find concrete expressions of ρ n (w) andρ n (w). According to the definition of the map d, we conclude (4).
. We easily find that
Proof of Proposition 3.4. We havē
because of Lemma 3.5, the identity (3) and Proposition 3.1. Thus we conclude Proposition 3.4.
Proof of Main Theorem ii)
. We find
Thanks to Proposition 3.4, we obtain
which is the relation ii) of our main theorem. Remark 3.6. As in the case of ρ n , we have the identity
Because of the identity (5), we find the filtration structure
Remark 3.7. The dimension of CSF n d [1] is discussed in [7, 6] , which is given by
where the sequence {L
m } is the Lucas n-step sequence defined by
Similar combinatorial observation to [6] shows that the dimension of CSF while applying the operator ρ 1 to z k,λ ∈ A 0 , we obtain another sum formula for MLV's of depth 2:
These two formulas are different in general. But they coincide and state the sum formula for MZV's of depth 2 if r = 1 or λ = 1.
