The extreme ultraviolet emission-line spectrum of very intense sunspot plumes is analyzed. Several of the standard density diagnostics suggest a constant density, rather than constant pressure, emitting region. Temperature diagnostic line ratios of several ions yield temperatures below those expected in ionization equilibrium (and observed in the quiet Sun). This provides strong evidence for the suggestion that the internal energy of cooling, falling gas accounts for the observed radiation. The lack of such departures from equilibrium in the quiet Sun demonstrates that downflows are not the dominant source of energy at transition region temperatures. We assess the accuracy of several atomic rate coefficients. Subject headings : Sun : spectra -Sun : sunspots -ultraviolet : spectra I. INTRODUCTION Satellite and rocket-borne ultraviolet and extreme ultraviolet spectrographs have extended sunspot observations to the upper chromosphere and chromosphere-corona transition region. Modeling of the sunspot's chromosphere has been recently reported by Lites and Skumanich (1982) and Avrett (1982). Extension of these models up to 10 6 K requires high spatial and spectral resolution in the wavelength region 350-2000 Â. Observations in the region 1100-2000 Â have been reported by Brueckner and Bartoe (1974 ), Cheng, Doschek, and Feldman (1976 ), Cheng and Kjeldseth-Moe (1977 , Lites (1980 ), Nicolas et al (1982 ), and Kingston et al. (1982 . reported on observations of sunspot plumes taken at shorter wavelengths, but only for a few lines.
I. INTRODUCTION
Satellite and rocket-borne ultraviolet and extreme ultraviolet spectrographs have extended sunspot observations to the upper chromosphere and chromosphere-corona transition region. Modeling of the sunspot's chromosphere has been recently reported by Lites and Skumanich (1982) and Avrett (1982) . Extension of these models up to 10 6 K requires high spatial and spectral resolution in the wavelength region 350-2000 Â. Observations in the region 1100-2000 Â have been reported by Brueckner and Bartoe (1974) , Cheng, Doschek, and Feldman (1976) , Cheng and Kjeldseth-Moe (1977) , Lites (1980) , Nicolas et al (1982) , and Kingston et al. (1982) . reported on observations of sunspot plumes taken at shorter wavelengths, but only for a few lines.
In the sunspot observations reported by both and Nicolas et al. (1982) , the EUV lines were considerably enhanced over both the quiet Sun and the surrounding active region. On the other hand, Kingston et al. did not find any enhancements of EUV lines in SMM observations of two different sunspots, and Lites (1980) reported only factors of 2-3 enhancement of C iv over the quiet-Sun intensity in observations with OSO 8. Gurman and Athay (1983) found sunspot C iv intensities typically 3-4 times brighter than the quiet Sun, with some points up to 6 times the quiet-Sun intensity. The sunspot plume analyzed here was ~ 10 times brighter than the quiet Sun at 10 5 K (Paper I). As noted by , the radiation intensity and distribution within the spot's area changed with time, and the spot was sometimes invisible relative to the surrounding region in the EUV for several days. From a mass and energy balance analysis, Foukal concluded that downflowing material was required to supply the material at the observed heights during the several hours that the observations were taken. Pneumann and Kopp (1978) reached a similar conclusion for quiet-Sun network structures. Recently, Nicolas et al. reported on observations of strong downflows over the sunspot umbra, both supersonic, associated with white light " bridges," and subsonic within the remainder of the umbra. Similar observations were reported by , who found typically 5-20 km s ~1 flows over the umbra with localized downflows of 90 and 150 km s -1 . However, SMM observations of several spots by Kingston et al. (1982) and Gurman and Athay (1983) showed only small downflow velocities of 1-10 km s"
1 . Many of the differing observational results probably arise because some of the lines of sight passed through bright EUV plumes and others did not. Also, the sunspot plume stands out best near 3 x 10 5 K, while many of the sunspot observations are limited to lines formed below 10 5 K. Both the analyses of Foukal and Nicolas et al. were restricted to only a few lines. Foukal used the lines C n 21335, C in 2977, O iv 2554, O vi 21032, and Mg x 2625, and Nicolas et al. used lines in the wavelength range 1100-2000 Â. In this paper we analyze observations of a sunspot observed over a 5 day period by the Harvard S-055 spectrometer on ATM. A complete line identification list can be found in Noyes et al. (1984, hereafter Paper I) , along with a description of the spot observed. The intensities of the lines formed at a few hundred thousand degrees were extremely large, up to 40 times brighter than the average quiet-Sun intensities of Vernazza and Reeves (1978) , although lines formed near 2 x 10 4 and 10 6 K were only enhanced by a factor of 2. Based on raster images of the sunspot region in various lines and the contrast as a function of temperature, we will assume that the lines of ions found in the range log T = 4.9-5.8 are produced in the plume, while lines of ions characteristic of higher or lower temperatures include large, or possibly dominant contributions from gas not associated with the plume. Since the emission lines formed near 10 5 K are so bright, while the continuum is not much different from the quiet-Sun continuum, we were able to use many lines which are normally lost in the noise. In the following sections we exploit the extremely high signal to noise of the spectrum to investigate the electron density and ionization stage of the gas 1985ApJ...297..816D EUV SUNSPOT PLUME SPECTRUM. II. based on line ratio techniques. Having a large number of well determined line intensities, we are able to use the spectrum to check the consistency of collisional excitation rates and the ionization balance. Since much of the observed radiation is suspected to arise from the enthalpy flux of cooling gas, we present in § IV a model of line emission from a gas cooling by radiation alone at constant density. Finally in § V we compare the observations with various semiempirical and theoretical models.
II. OBSERVATIONAL DATA The observational data used here have been presented in Paper I, in which line identifications and intensities for the wavelength region 300-1350 Á were given. Briefly, the observations consist of six spectral scans taken over a 50 minute period, three scans each at two positions within a large plume originating from a sunspot. The line intensities in each of these cases differed by ~30% from the average. To enhance the signal-to-noise ratio, a filtered composite spectrum of these six scans was produced. This sunspot was also observed 3 days before, and 1 day after the day in which the six consecutive spectral scans were made. Again, only modest differences in the intensities of the EUV lines was recorded, which would imply that the EUV loops were stable on time scales much longer than the mean free-fall time under gravity (of the order 10 3 s), as noted previously by .
III. SUNSPOT PARAMETERS Before interpreting observed line ratios, we must consider whether they are affected by Lyman continuum absorption, as inferred by Kanno (1979) for some other S055 observations. Any significant correction for Lyman continuum opacity creates severe problems for many line ratios. For instance, the N iv 7(923)//(766) ratio would go below the low-density limit; the O iv 7(790)//(554) ratio would yield an unreasonably low temperature; and pairs of ions formed at the same temperature, such as N v 21240 and O v 2630 could not be simultaneously fitted. The only line which does suggest absorption is C ii 2904, which is probably not associated with the plume, and which will be discussed in detail below. We assume from here on that the Lyman continuum optical depth is zero. a) Electron Density An accurate estimate of the electron density in any region of the solar atmosphere is needed for an assessment of the energy balance of the plasma. Such an estimate is required, for example, to determine whether there is constant pressure over the temperature range 10 4 -10 6 K, as is frequently assumed for the quiet Sun, or whether there are strong pressure gradients, as is observed in some flares (Dere and Cook 1979; Widing and Spicer 1980) . In the spectral range covered in these observations we have many good line ratios which can be used to give information on the variation of N e over the temperature 10 4 -10 6 K. For the Be-sequence ions we use the electron excitation close-coupling calculations of Dufton et al. (1978 and Kingston 1979) and the proton excitation rates of Doyle, Kingston, and Reid (1980) , with transition probabilities from Hibbert (1974) , Glass and Hibbert (1978 ), Nussbaumer (1972 ), and Miihlethaler and Nussbaumer (1974 . For the B-like ions, the atomic data were from Robb (listed in Magee et al. 1977 ), Flower and Nussbaumer (1975a , b\ and Bely and Faucher (1970 . Finally for Si m, the close-coupling calcu-817 lations of Baluja, Burke, and Kingston (1980a, b) and Dufton et al. (1983) were used, with the transition probabilities from Baluja and Hibbert (1980) . These calculations differ substantially from the earlier estimates of Nicolas (1977) . i) Si in, 11299/a!206 For the Si m ion we have good quality data on two lines, 3s 2 1 S 0 -3s3p 1 P 1 at 1206 Â, and a blend of 3s3p 3 P 2 -3p 2 3 P 2 and 3s3p 3 P 1 -3p 2 3 P 1 at 1299 Â. Using the atomic data given in Baluja, Burke, and Kingston (1980a, b) and Dufton et al. (1983) and the observed ratio of 0.037 we find an electron density of 10 10 cm -3 . On the other hand, use of the distortedwave results of Nicolas (1977) , which were the best available before the close-coupling calculations of Baluja et al, would imply an order of magnitude higher electron density. Unfortunately this ratio also has an electron temperature dependence, and as shown by Bahúnas and Butler (1980) the Si m ionization balance can be affected quite seriously by charge transfer. The electron temperature used in the above density estimate was log T e = 4.5, although log T max = 4.6, because of the rapid increase of the emission measure toward lower temperatures. Also, due to the large oscillator strength of the 3s 2 1 S 0 -3sSp 1 P 1 line and the large ground-state population of Si in, this line could be optically thick in certain plasmas (e.g., Cheng, Doschek, and Feldman 1976) . Therefore the derived electron density should be treated with caution. ü) Cm U176/X977 This is a commonly used line ratio in the EUV, and it is relatively insensitive to temperatures in the range 0.5-1 x 10 5 K. Using the observed ratio of 0.44, we obtain = 8 x 10 9 cm -3 . iii) N iv À923/À765 This line ratio is sensitive chiefly to variations in the electron density. However, these two lines are unfortunately blended, the 2923 line with Ly 8 and the 2765 line with a N m multiplet. Using the other Lyman lines, we estimate a contribution of ~25% for the Ly 8 line. Simple calculations suggest that the N in line should be quite weak compared with the N iv line (this is also borne out by both equilibrium model calculations of Paper I and the nonequilibrium calculations described below, and by the N m 2991/2765 line ratio), although this may not necessarily be the case for flare spectra. Thus using the corrected ratio 7(923)/7(765) = 0.22, we derive ae 8 x 10 9 cm _3 . i\) O w X625/X790 Although the 2625 line is blended with a Mg x line, we can separate them in second order. We derive a ratio of 0.010, and N e &2 x 10 10 cm -3 . This should be quite an accurate procedure since the lines are well separated in second order. However, there is some question as to the accuracy of the atomic data (see below). v) 0\X760¡X630 Summing the individual transitions for the O v multiplet, we derive an electron density of ~1 x 10 10 cm -3 from the observed ratio of 0.124. vi) Mg vin X430IX435 The Mg vin lines at 430.5, 436.7 Â have been suggested as a density diagnostic by Vernazza and Mason (1978) . has questioned the adjustment of atomic rates made by Vernazza and Mason, attributing differences between observed and theoretical values of the ratio to blends. Using the lines as seen in second order, we can eliminate most of this blending and find R (2430.5/2436.7) = 0.57, in reasonable agreement with the higher spectral resolution data given by Dere. Within uncertainties, this ratio is in the high-density limit, N e > 3 x 10 8 cm -3 . We suggest that weak lines observed at 782.0, 772.2 Â are the 5/2->3/2 and 3/2-> 3/2 components of the 2s2p 2 4 P -> 2s2p 2 2 P multiplet. The ratio of these lines to the 430 À multiplet is larger than predicted by either the ionization equilibrium model of Paper I or the nonequilibrium model developed below, but the lines are very weak and their intensities uncertain.
In Table 1 we summarize the derived sunspot densities, and for comparison those derived from the same line ratios for the quiet-Sun spectrum of Vernazza and Reeves (1978) . Colons indicate less certain density determinations, as discussed in the text above. We assume that each of the density-sensitive line ratios is formed at T = T max in order to estimate the pressure. We will find below that temperature-sensitive line ratios show temperatures below T max . However, we do not have temperature-sensitive line ratios for most of the ions having density-sensitive line ratios, and the magnitudes of the temperature shifts are uncertain. Since the nonequilibrium model developed below predicts fairly uniform shifts of ~ 0.2 in log T, the assumption that T = T max probably results in a modest overestimate of the pressure in Table 1 . We can see that in the temperature range 0.6-3 x 10 5 K a constant density approximation fits the data better than does a constant pressure approximation, not only for the sunspot, but for the averaged quiet-Sun spectra as well. For the 10 6 K plasma emitting the Mg vin lines we note that the electron density could be an order of magnitude lower than at 2-3 x 10 5 K, and that a constant pressure approximation over this temperature range may be a valid assumption. Since found a much lower density (~10 9 cm -3 ) from the emission measures and apparent diameters of sunspot plumes, the densities derived here imply filling factors in the plumes of only a few percent. b) Ionization Balance Analyses of transition region emission from the Sun generally assume coronal ionization equilibrium, but departures from equilibrium can affect the interpretation of observed line intensities. For instance, some of the density diagnostics underestimate N e by around a factor of 2 in a radiatively cooling gas. Raymond and Dupree (1978) and Doyle, Kingston, and Reid (1980) considered C m and O v line ratios. The other ratios listed in Table 1 behave in a qualitatively similar manner except for Mg vm, which should be insensitive to T e . It is important to consider this possibility because of the likelihood that the observed radiative losses are balanced by the enthalpy flux of falling gas Pneumann and Kopp 1978) . In this situation, the radiative cooling time is comparable to the recombination time for many ions below 10 6 K, and substantial departures from equilibrium can arise. In § IV we compute a self-consistent model of such a flow, but first we will make model-independent tests of the assumption of equilibrium.
There are several temperature sensitive line ratios in our spectral region. Some were studied by Raymond and Foukal (1982) in spectra of active region loops above the limb. These ratios can be compared with the values predicted in the equilibrium model (Paper I; Raymond and Doyle 1981a) and with values observed in the quiet Sun. Raymond and Foukal found some evidence for the temperatures derived from temperature sensitive line ratios to be below the ionization equilibrium temperatures, indicating a cooling flow. The high quality of the sunspot spectrum makes this test more reliable.
Shoub (1983) has found departures from a Maxwellian velocity distribution in the lower transition zone in models of the quiet Sun. Since the ratio of temperature gradient along the magnetic field direction to density is an order of magnitude lower above the sunspot than in the quiet Sun (Paper I; Foukal 1976), such departures from Maxwellian distributions will be much less important in sunspots. More generally, all of the line ratio diagnostics we consider (both n e and T e sensitive ratios) employ lines whose excitation thresholds are 1 to 2 times /cTmax, where T max is the temperature of at which the ionization fraction of that ion peaks. Thus the observed lines are excited by electrons at 2 to 3 times /cT max , while the non-Maxwellian tails predicted by Shoub set in at ~ lO/cT. Thus, while the non-Maxwellian velocity distributions predicted by Shoub can potentially alter the ionization balance, as discussed later in this section, they do not directly affect the line ratio diagnostics. Keenan (1984) has in fact shown this to be the case by computing the effect of a non-Maxwellian distribution on the lines of the Be-like ions C m and O v.
Here we look at the temperature-sensitive line ratios for which we have reliable excitation rates. For the Be-like and B-like ions, the atomic data references have been given above, while for O m we used the atomic data of Bhatia, Doschek, and Feldman (1979) and Baluja, Burke, and Kingston (1980c) . For comparison with ionization equilibrium calculations, we use the temperatures from the calculations of Raymond and Doyle (1981a) . Because of the extreme sensitivity on the ionization rates of the relevant ions to temperature, other calculations, such as Jordan (1969), give the same values of log T max to within 0.05 for log T < 5.5 and 0.15 for higher temperatures. i) N in À991 /A686 (\og T max = 4.85) The N in lines are a mixture of plume and nonplume emission, since the sunspot is only about twice as bright as a typical active region at these temperatures (Paper I). The use of this line ratio as a temperature diagnostic was suggested by Nussbaumer and Storey (1979) . The N m 2991 multiplet is blended with a He n line; this contribution can be removed by use of the observed He n 2958 line and theoretical line intensities of Seaton (1978) . The corrected ratio [/(991)//(686) = 2.46] implies T e = 1 x 10 4 K, which is quite close to the temperature indicated by the quiet-Sun line ratio and to T max . Because the emission measure rises very steeply toward lower temperatures in this temperature range, while the emissivity rises steeply toward higher temperatures, the temperature expected from the line ratio could be shifted either up or down from log T max by 0.1, depending on the (poorly determined) shape of the No. 2, 1985 emission measure curve at the lowest temperatures. Thus there is no evidence for a shift in ionization balance between the sunspot and the quiet Sun.
ii) O III X703/X599 (log r max = 5.0) This ratio is used instead of the 2703/2508 ratio used by Raymond and Foukal (1982) because it can be measured more accurately, and the atomic rate coefficients are now equally reliable. We derive a temperature of 7.5 x 10 4 K, which is less than the temperature of maximum abundance of 10 5 K. The 2703/2508 line ratio agrees with the lower temperature, but with greater uncertainty.
iii) Siv(logT max = 5.7) We observe members of four multiplets of S iv (Table 2) . At the densities inferred above, they are sensitive only to temperature.
We use the collision strengths of Bhatia, Doschek, and Feldman (1980) for excitation to the 3d level. For excitations to the 2p 2 levels we use the collision strengths of Bhadra and Henry (1980) . By analogy with the Si n 21810 lines (Roberts 1970) we expect resonances to contribute significantly to the total excitation rate of the S iv 21070 lines. We used the Bhatia et al collision strengths extrapolated to threshold and the quantum defect method to estimate the resonance contribution, making the assumption that the collision strength is distributed among partial waves in proportion to statistical weight up to / = 5. This gives an excitation rate corresponding to an effective collision strength Q res = 1.78 x 10 5 /T, mostly due to resonances converging on the 3d levels. This method for estimating resonance contributions to excitation rates is described in greater detail by Smith et al (1985) . The observed line ratios are compared with predictions in Table 2 .
Distorted wave calculations for strong permitted transitions such as these are generally expected to be accurate to ±20%. Assuming that uncertainty, two of the line ratios are consistent with T e = 5 x 10 4 K, while the third implies 4 x 10 4 K. The uncertainty in the observed ratios is about ±20%, except for the 2810 multiplet, which is more uncertain due to its weakness. In ionization equilibrium we would expect T e = 1.2 x 10 5 K. Thus the S iv lines give evidence, in addition to that from O in, for overionization of the plasma. Unfortunately, we have no quiet-Sun measurement for comparison. iv) O IV U789, 7901X554 (log T max = 5.2) For a low-density plasma, this multiplet pair can be used as a temperature diagnostic. The observed ratio gives T e = 3.0 x 10 5 K, which is above T max = 1.6 x 10 5 K expected from ionization equilibrium calculations. However, the temperature derived for the sunspot spectrum is below that derived for the quiet Sun. The 22789, 990/2617 line ratio also suggests that O iv is emitted at a lower average temperature in the sunspot 819 plume than in the quiet Sun, but the excitation rate for the 2617 line is not reliable enough for an absolute determination of T e . These results may indicate problems with the atomic data for this ion, since no other ion suggests T greater than T max . v) O v X1218/X630 (log r max = 5.4) The 21218 intensity was found by folding the Lya line about its center to subtract the contributions of the Lya wing. The second-order O iv, Mg x blend appears on the wing of O v, and its contribution was also subtracted, to give 7(1218) = 5000 ergs cm -2 s -1 sr -1 . The uncertainty due to the deblending is only ~ 10%. Using the corrected line ratio of 0.27, we derive T e = 9 x 10 4 K; this is significantly below the usual assumed value of 2.5 x 10 5 K (the temperature at which O v has its peak abundance in equilibrium). vi) Ne vu X895/X465 (log T max = 5.8) This line ratio implies an electron temperature of 7.4 x 10 5 K which is slightly above the ionization equilibrium value of 6.3 x 10 5 K. It may suggest some Lyman continuum absorption, since the 2895 line is close to the Lyman continuum edge. However, since a 20% change in the 2895 line intensity is sufficient to produce agreement with ionization equilibrium, the difference between derived and equilibrium temperatures is within the calibration uncertainties.
The temperature sensitive line ratios used above are compared with quiet-Sun line ratios (Vernazza and Reeves 1978) in Table 3 . The line intensities from Paper I were obtained by integrating the counts in each line, rather than by using the peak count rate. The use of peak count rate by Vernazza and Reeves underestimates the intensities of multiplets which are unresolved blends of closely spaced lines, such as O in 2703 and O iv 2554. For this comparison we have made the corresponding adjustments to the Vernazza and Reeves intensities.
There are two comparisons to be made among the numbers in Table 3 ; T sunspot with T quiet , and T e with T max . Line ratios which are measured in both the quiet-Sun and sunspot spectra all indicate lower temperatures in the sunspot except for N m and Ne vu. The differences between the plume and quiet-Sun temperatures are independent of excitation cross sections and ionization balance calculations, and even of the calibration of the S055 experiment. The only uncertainties are those associated with counting statistics and subtraction of continuum or blend contributions. The latter are generally quite small except for N in 2991 and Ne vu 2895. Thus the difference between plume and quiet-Sun temperatures is real. The N m lines have a large contribution of nonplume emission. The departures from ionization equilibrium in a radiatively cooling gas ( § IV) are quite modest for the relatively high temperature associated with Ne vu. Thus the temperature shift between sunspot and EUV SUNSPOT PLUME SPECTRUM. II. Table 3 , it appears that the quiet Sun is near ionization equilibrium, while ions are shifted to lower temperatures in the sunspot plume. The S v and Ne vi lines discussed below also suggest T e < T max in the sunspot plume. However, the comparison of T e with T max has all the uncertainties associated with the atomic rates and calibration. The counterhypothesis that the sunspot is in equilibrium, while the quiet-Sun transition region has ions shifted to higher temperatures cannot be ruled out, although quite large errors in the S iv and O v excitation rates would be required. We note that the Vernazza and Reeves coronal hole and active region spectra give line ratios in close agreement with those of the quiet-Sun spectrum except for the N m ratio, which is quite low in the active region, probably due to Lyman continuum absorption (Kano 1979). c) Implications for the Atomic Data of Some Ions Below we discuss some ions for which we believe the atomic data need to be recalculated. Possible difficulties with the O iv collision strengths were mentioned above.
i) CII (log T max = 4.4) Nicolas et al (1982) and Kingston et al. (1982) found that unlike the quiet-Sun profiles, the C n line profiles from above the sunspot were Gaussian, and that the line ratios within the 21335 multiplet agreed with the optically thin values. The equilibrium emissivity calculations of Raymond and Doyle (1981a) , together with the emission measure curve of Paper I, lead to the prediction of stronger 21010 and 2904 lines relative to 21335 than are observed. A similar result was found by Raymond and Foukal (1982) . These lines are especially important because the observed weakness of 2904 relative to 21335 has been one of the strongest pieces of evidence for Lyman continuum absorption in the quiet Sun (Kanno 1979) . Most of the other line ratios which suggested absorption below 912 Â were affected by poorly known excitation rates (see . Kohl, Lafyatis, and Parkinson (1981) measured the 21335 excitation cross section to be substantially larger than the computed cross section we used, removing about half of the discrepancy. If the lines are optically thin in our spectrum, they must be formed at a lower temperature than in the coronal equilibrium model with the emission measure curve shown in Paper I. Photoionization by EUV radiation from higher temperature regions, which was not included in the model, may also affect the C n lines (Nussbaumer and Storey 1975) .
One promising explanation of the C n lines may be cascades following dielectronic recombination of C + 2 at low temperatures (Storey 1981). This process gives /(904)//(1335) « 0.1, which is still somewhat larger than the ratio of 0.04 observed, but it would suggest that significant C n emission originates low enough in the chromosphere that Lyman continuum absorption would be expected. ii) Ne vi (log r max = 5.65) The collision strengths for this ion were interpolated between the O iv calculations of Robb (Merts et al. 1980 ) and the Na vu calculations of Flower and Nussbaumer (1975a) . The relative strengths of the two observed intercombination lines 1006.1 and 999.6 Â, agree with the model predictions, but the ratios of these lines to the resonance lines at 561 and 433 Â are 2.3 times larger than predicted. In a radiatively cooling gas (see § IV), the Ne vi lines are formed at a somewhat lower temperature, but the observed ratio is still 1.8 times as large as expected. One explanation is that resonances double the 2s 2 2p 2 P-2s2p 4 P excitation rate. The 2401 multiplet of Ne vi is also twice as strong as predicted, but this is probably a result of the calibration uncertainty at this short wavelength.
iii) Sv (log T max = 5.55) Collision strengths and transition probabilities for this ion have been published by van Wyngaarden and Henry (1981) and Feldman, Doschek, and Bhatia (1981) . The former found that resonances in the 3s 2 1 S-3s3p 3 P cross section increase the excitation rate to the mestable level by a factor of ~1.8. The latter authors found that the ratio of the S v intercombination line intensity to the intensity of the N v resonance line suggested a factor of 5 increase in Q (3s 2 -3s3p 3 P). We have used the collision strengths of van Wyngaarden and Henry (including the resonance contribution) and the radiative decay rate of the 3s3p 3 P 1 level of Laughlin and Victor (1979) to compute the relative intensities of the resonance line and the 3s3p 3 P-3p 2 3 P and 3s3p 3 P 3 -3s3d 3 D multiplets. We then found the ratios of the intensities of the observed lines to the total multiplet intensities by using the A values and collision strengths of Feldman et al. An electron density of 10 10 cm -3 was assumed, but the results are insensitive to variations in n e between 10 9 and 10 11 cm -3 . iv) Ionization and Recombination Rates Ionization balance calculations are a fundamental tool for the analysis of EUV and X-ray emission-line spectra, but few observational tests of these calculations exist. Comparisons of line profiles with expected thermal widths (e.g., Cheng, Feldman, and Doschek 1979) and relative concentrations of Li-like and He-like ions (e.g., Doschek, Feldman, and Cowan 1981) are available for a few ions. The equilibrium ionization fraction of an ion depends directly on two ionization rates and two recombination rates. Therefore inferences regarding the rate coefficients based on equilibrium spectra are generally ambiguous.
As discussed by Raymond and Doyle (19816) the agreement between the observed quiet-Sun spectrum (Vernazza and Reeves 1978) and equilibrium calculations from Li, B, and Be sequence ions is quite satisfactory. The Li-like to He-like abundance ratios observed in X-rays also agree with equilibrium calculations (Doyle and Raymond 1981; Doschek, Feldman, and Cowan 1981) . This is confirmed by the temperature diagnostics listed in Table 3 .
The differences between the temperatures of formation of lines in the sunspot plume and quiet-Sun spectra imply that in at least one of the sets of observations, the ionization state of the plasma is not a function of temperature alone, but must depend on either the time history or the geometrical configuration of the plasma. Density is another possibly relevant parameter, but its effects are included as in Vernazza and Raymond (1979) . Departures from ionization equilibrium have been predicted for radiatively cooling plasma at constant density or pressure (e.g., Kafatos 1973; Shapiro and Moore 1976 : ions shifted to lower T), for plasma being rapidly heated as it flows up a temperature gradient (Dupree, Moore, and Shapiro 1979;  shift to higher T), and for plasma in a steep temperature gradient due to diffusion (Tworkowski 1977; Rousel-Dupre 1980 : ions shifted to higher T) or due to departures from a Maxwellian velocity distribution (Owocki and Scudder 1983; Shoub 1983 : ions shifted to lower T).
Since the temperature gradient along the magnetic field is quite low in the sunspot, the effects of diffusion or nonMaxwellian distributions should be much weaker than in the quiet Sun. Shoub (1983) predicts that Mg ions are shifted down in temperature by 0.1 to 0.3 in log T in the quiet Sun. Thus if non-Maxwellian distributions dominated the departures from ionization equilibrium, we would find quiet-Sun temperatures lower than sunspot temperatures, just opposite to the results in Table 3 . The uncertainties in the atomic rates are not great enough to allow the the quiet-Sun temperatures to be as low as suggested by the magnesium ionization state of Shoub's model P2, but the differences between his model PI and the equilibrium calculations would be difficult to detect. The uncertainties in the atomic rates are great enough that the hypothesis that the sunspot is in ionization equilibrium, while ions in the quiet-Sun transition region are shifted upward in temperature due to either diffusion or upflows is viable, although shifts as large as those predicted by Rousel-Dupre (1980) are probably ruled out. Since the hypothesis of cooling plasma over the sunspot is simple and strongly suggested by the overall energetics and by the frequently observed downflows, we will develop this model quantitatively in the next section.
The reliable intensities and newly available excitation rates make S iv, S v, and S vi suitable for study of the ionization balance. The collision strengths discussed above, together with the ionization calculations of Vernazza and Raymond (1979) and the emission measure curve of Paper I, predict S v and S vi lines less than half as strong as observed and S iv nearly twice as strong. The nonequilibrium cooling model (see below) does no better. Since the gas is rapidly cooling, the dielectronic recombination rate plays a crucial role. We believe that the ratio of the S vu recombination rate to those of S vi and S v is underestimated by about a factor of 3. It is probable either that the reduction in dielectronic recombination of neon-like ions due to intermediate levels (based on the work of Jacobs et al 1977) is less drastic than we have assumed or that the density dependence of the S iv and S v dielectronic recombination is stronger than indicated by our fits to the tables of Summers (1974) . There is evidence that dielectronic recombination rates for neon-like ions are presently underestimated (Smith et al 1985) .
IV. RADIATIVELY COOLING PLASMA It has been suggested that the energy radiated at transition zone temperatures is derived from the internal energy of cooling, downflowing gas for active regions in general (Pneuman and Kopp 1977) and for sunspot plumes in particular Nicolas et al 1982) . This suggestion is especially appealing for the sunspot plumes because thermal conduction is unable to provide the power needed to balance radiative losses, because the EUV plumes cannot be hydrostatic equilibrium , and because large downflow velocities are often observed (Bruner et al 1976; Nicolas et al 1982) , although in the sunspot observations of Kingston et al (1982) and Gurman and Athay (1983) no large downflows were reported.
The time-integrated emission of a gas which cools radiatively at constant density with no other energy source or sink is quite simple. The emission measure integrated over a small interval in log T is proportional to T and inversely proportional to the cooling coefficient A. In ionization equilibrium, DOYLE, RAYMOND, NOYES, AND KINGSTON Vol. 297
A oc T -1/2 for 10 5 < T < 10 6 K. Thus the slope of the emission measure curve should be 1.5 (Antiochos 1980; Raymond and Doyle 1981/?). However, both the total cooling coefficient and the individual line emissivities are affected by departures from ionization equilibrium (Kafatos 1973; Shapiro and Moore 1977; Dere et al. 1981) . (Briefly, a given ion occurs at a lower temperature than it would in ionization equilibrium, so line emissivities and cooling rates are reduced, mainly because of the decrease in the Boltzmann factor.) We have computed a self-consistent model to examine these effects.
We assume a constant density (10 10 cm -3 ) and constant mass flux of 2.9 x 10 10 g s -1 appearing within the instrumental field of view in ionization equilibrium at log T = 5.8. This could occur either from entrance of matter previously outside into the field of view or from cooling of hotter material already within the field of view to log T = 5.8. The assumed mass flux corresponds, for instance to a velocity of 100 km s -1 filling 9% of the 5" x 5" aperture, similar to the filling factor derived by comparing the densities derived from diagnostic line ratios ( § III) with the volume-averaged densities derived by for sunspot plumes. A wide variety of flow geometries can produce emission similar to that of a simple radiatively cooling gas. For instance, flow along a flux tube slightly inclined to the line of sight might enter the instrumental field of view at a temperature of 10 5,8 and cool down. It is also possible that plasma could cross magnetic field lines (as suggested by , entering at IO 5,8 K at the outer edge of the tube and cooling as it approaches the center. Another possibility is that the magnetic flux tube is filled with low-density million-degree gas, small regions of which undergo thermally unstable cooling. These small regions may or may not fall while cooling, and if they do fall, they may or may not be reheated before reaching the chromosphere. If the conductive, pressure, and mechanical heating terms in the energy equation are small compared to the radiative cooling term, the details of geometry and flow are irrelevant to the observable emissionline intensities. Had we assumed constant pressure, rather than constant density, the only difference would be that on average each particle would have to radiate away 5/2/cT, rather than 3/2/c T. Thus the cooling time would be increased, the departures from ionization equilibrium would be somewhat smaller, and the time-integrated intensities of the emission lines would be increased by an average factor of 5/3. Our calculation differs from other models of radiative cooling mainly in using more recent atomic rates and in presenting the emergent intensities of the ultraviolet lines. The total radiative cooling rate, as in the other cooling calculations (Kafatos 1973; Shapiro and Moore 1977; Dere et al. 1981 ) is about a factor of 2 below the equilibrium cooling rate.
To perform the calculation, we follow a cubic centimeter of gas, computing the ionization state, radiative cooling rate, and line emission using the atomic rates and elemental abundances of Raymond and Doyle (1981a) . The energy equation is simply d -[1.5 x (n H + n He + n e )/cT] = An H n e .
It is, of course, likely that the initial condition is not as simple as we have assumed, and that the gas entering the cooling region has a range of temperatures. The model breaks down for T < 3 x 10 4 K, since the optically thin approximation is invalid for Lya. Since the enhancement of the sunspot intensities over quiet-Sun intensities is quite modest for very low and very high temperatures, it is likely that the emission above log T = 5.8 and below log T = 4.8 is dominated by gas which is not part of the cooling flow. We assume, following Nicolas et al. (1982) , that the high-temperature gas which must be present to account for the observed emission from lines such as Si xn is in a separate magnetic flux tube of an overlying active region loop, and is therefore unrelated to the cooling flow. Thus we ask only how well the model fits the data between 6 x 10 4 and 6 x 10 5 K. Figure 1 shows the ratio of observed to predicted flux for lines of C, N, O, and Ne against equilibrium temperatures of formation. The predicted fluxes for these and other ions are listed in Table 5 . Figure 2 compares the emission measure of the cooling flow model with the equilibrium emission measure curve of Paper I. Although the cooling model has 3 times as much gas at IQ 5 K as the equilibrium model, the line emissivities of the cooling gas are only half as large as in an ionization equilibrium gas, so that the predicted intensities are only 30%-40% higher than the observations (see Fig. 1 ), which give rise to the equilibrium model. We note that the predicted C iv intensity is also higher than the typical sunspot values given by Gurman and Athay (1983) by ~30%, but it lies within the range of intensities of the points shown in Gurman and Athay's Figure 3 . The low emission measure predicted by the model at low temperatures results from rapid cooling by Lya, under the assumptions that the emission is effectively optically thin and ionization of hydrogen from excited states can be neglected. A more realistic calculation would reduce the Lya cooling and increase the emission measure at log T = 4.3 by up to an order of magnitude. We conclude that the simplest model of constant density, constant mass flux cooling is quite Fig. 1. -Ratio of observed to predicted fluxes from Table 5 . Temperature range 4.8 < log < 5.8 corresponds to the sunspot plume, where we expect agreement of the model with observations. Open circles indicate points having large uncertainties in either predicted or observed intensities. No. 2, 1985 EUV SUNSPOT PLUME SPECTRUM. II. 823 close to the sunspot line intensities between log T = 4.8 and log T = 5.8, but that the difference between the predicted and observed intensities shown in Figure 1 may be large enough to be significant. Several ways of bringing the model into closer agreement with the observations are apparent. Constant pressure cooling, rather than constant density cooling, would proceed more slowly, leading to smaller departures from ionization equilibrium, so that the emission of Be-and B-like ions would be increased relative to Li-like ions. (The temperature dependence of the Boltzmann factor is larger for Be-and B-like ions than for Li-like ions.) We have also run a model including photoionization by EUV emission of the surrounding active region. We estimated the active region emission measure from the Vernazza and Reeves (1976) averaged active region spectrum and used a slightly modified version of the Raymond and Smith (1977) code to compute the incident EUV flux and photoionization rates. This also brings the predictions within the theoretical and observational uncertainties. It is just as likely, however, that the other terms in the energy equation enter at the 30% level indicated by Figure 1 or that the approximation v. DISCUSSION Before proceeding further, we must ask the question; how typical is this sunspot compared with previously analyzed sunspots?
The temperature gradient over the observed sunspot was 0.014 K cm -1 , based on N e from the mean of N iv and O iv line ratios, absolute intensities from Paper I, and the assumption of ionization equilibrium. Consideration of nonequilibrium effects ( § Illfr) roughly doubles the density estimates for a given pressure and halves the emissivities (since a given ion occurs at a lower temperature and its emissivity is reduced by the Boltzmann factor), leading to a temperature gradient of ~0.03 K cm -1 . These values are to be compared with 0.2 K cm -1 from Lites and Skumanich (1982) . Both Nicolas et al. and Kingston et al. used a C iv/N iv line ratio /1551//1486 for their electron density diagnostic; this line ratio is less reliable than a ratio of two lines from the same ion, in view of the departures from ionization equilibrium inferred above. If the filling factor is only 5%-10%, as suggested above, the temperature gradient is reduced by that factor. Lites and Skumanich (1982) observed the Ca n lines to be effectively thick, whereas the Nicolas et al. pressure would lead to effectively thin line formation.
For the quiet Sun at 10 5 K, gradients of 0.07 K cm -1 were derived by Dupree (1972) and 0.04 K cm -1 from the quiet-Sun emission measure curve of Raymond and Doyle (1981b) . The steeper gradient in the quiet Sun is inferred because the electron densities at 10 5 K in the sunspot (see Table 1 ) are ~2 times greater, whereas the emission measure of the sunspot is over an order of magnitude larger. For temperatures above 2.5 x 10 5 K, the increase in density over that of the quiet Sun overcomes the increase in emission measure, and we obtain a steeper temperature gradient in the sunspot than in the quiet Sun.
In the chromospheric umbra modeling of Lites and Skumanich, hydrostatic equilibrium was assumed for T < 2 x 10 4 K. From Table 1 , it can be clearly seen that for the temperature range 3 x 10 4 -3 x 10 5 K this is not the case. Above this temperature it is difficult to say if hydrostatic equilibrium holds, since we have only a lower limit to the electron density at 10 6 K. We are unsure as to whether the gas above 10 6 K is related to the gas at lower temperatures, or whether as claimed by Nicolas et al. this gas is more characteristic of an overlying active region loop. Staude et al (1983) constructed a general sunspot model to fit X-ray, EUV, optical, and radio observations. They assumed hydrostatic equilibrium, and above log T = 4.6 they used a two-component model, each component having constant conductive flux. Using Raymond and Doyle (1981a) emissivities to predict line intensities from their model, we find reasonable agreement with the intensities of Paper I for lines formed below log T = 5.3. However, their model predicts intensities an order of magnitude smaller than those of Paper I for lines formed between log T = 5.6 and log T = 6.1.
The very sharp rise of observed emission measure between log T = 5.0 and log T = 5.6 (dashed line in Fig. 2 ; see also Nicholas et al 1982) is hard to explain. The energy source balancing the large radiative losses at log T = 5.6 cannot be thermal conduction, because of the low temperature gradient along the plume axis. This conclusion is quantitatively drawn from Jordan's (1980) scaling laws as extended by Raymond and Doyle (19816); Nicholas et al (1982) drew a similar conclusion. and Nicholas et al suggested that the radiative losses are balanced by the divergence of enthalpy flux of downfalling material. In this regard, the model of Antiochos and Sturrock (1982) is appealing, since it predicts a steep emission measure slope above 10 5 K for a constant electron density and a supersonic gas flow. Unfortunately, in the sunspot, this does not seem applicable since most of the gas flow is subsonic, although supersonic flows have been observed in a sunspot by Nicolas ei al and Dere (1982) . One puzzling aspect of the Antiochos and Sturrock model is that a supersonic flow hitting the chromosphere would produce a shock, which would then Vol. 297 reheat the gas and produce standard subsonic cooling, thus tending to flatten the emission measure curve. If gas falling at 100 km s -1 were to strike a rigid boundary, the shock would produce substantial emission at log T = 5.2. However, it is likely that gas striking the chromosphere will create slower shocks moving down into the chromosphere and up (in the Lagrangian sense) into the falling gas. The resulting shock velocities depend on the densities of the falling and ambient gas, but the reheating will probably generate mostly emission at temperatures below our range of interest.
A strong conclusion of this analysis is that ions typical of the log T = 4.9-5.7 range in ionization equilibrium are shifted to lower temperatures in the sunspot plume compared with the quiet Sun by ~ 0.2 in log T, in excellent quantitative agreement with the predictions for gas cooling at constant density with no heat input. A weaker conclusion is that temperature sensitive line ratios indicate ionization equilibrium in the quiet Sun. The active region line ratios from the Vernazza and Reeves (1978) averaged spectra are quite close to those of the quiet Sun, and therefore they also suggest equilibrium. Since flows in which the divergence of the enthalpy flux balances radiative losses must produce shifts away from ionization equilibrium similar to that inferred from the sunspot spectrum, this is evidence that the enthalpy flux of cooling coronal gas does not dominate the energy balance of the quiet Sun and perhaps active regions, contrary to the models of Pneumann and Kopp (1977, 1978) and Athay and Holzer (1982) . However, it should be emphasized-that the active region spectra were averages of several different regions, and therefore the effects of mass flows on the line ratios could be more difficult to detect than in spectra of an individual active region.
