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One of the most intensely studied aspects of magnetic confinement fusion is edge plasma behaviour,
which is critical to reactor performance and operation. Drift-reduced Braginskii two-fluid theory has
for decades been widely used to model edge plasmas with varying success. This Letter demonstrates
that physics-informed neural networks can accurately learn turbulent field dynamics consistent with
the two-fluid theory from just partial observations of a synthetic plasma’s electron density and
temperature for plasma diagnosis and model validation in challenging thermonuclear environments.
Predicting turbulent transport in the edge of magnetic
confinement fusion devices is a longstanding goal span-
ning several decades currently presenting significant un-
certainties in the particle and energy confinement of fu-
sion power plants [1, 2]. The edge region is critical in de-
termining the fusion device’s overall viability since edge
plasma microinstabilities strongly influence a myriad of
reactor operations ranging from core fuelling to power
output to wall safety. Yet edge plasma modelling is in
a nascent state today—comprehensive gyrokinetic codes
are still under development and fluid simulations com-
monly lack essential physics to study collisionless envi-
ronments. One particular transport theory relevant to
boundary plasmas and widely applied to analyze edge
turbulence is the drift-reduced Braginskii model [3, 4].
Various adaptations of these equations have been recently
taken to investigate several important edge phenomena
including pedestal physics [5], blob dynamics [6], neutral
effects [7], and heat fluxes impinging plasma-facing com-
ponents [8]. While broad trends are at times reproduced,
precise quantitative agreement between two-fluid theories
and experiment is generally lacking on a wide scale. It is
also increasingly challenging to validate such models as
they incorporate ever larger regions of the hot core [9],
where measurements are sparse or missing altogether. To
this end, we novelly demonstrate a deep learning tech-
nique for diagnosing plasma fluctuations and improving
experimental validation of turbulence theories to inform
discovery of the equations necessary to model the edge.
In this Letter, we represent the drift-reduced Bra-
ginskii model via physics-informed neural networks [10–
14]—function approximators trained to solve supervised
learning tasks respecting nonlinear partial differential
equations—to infer unobserved field dynamics from par-
tial observations of a synthetic plasma. This creates
a necessary condition for model validation that can be
checked by subsequently measuring this inferred quan-
tity in experiment. Moreover, in upcoming reactors with
high neutron fluence environments and limited diagnos-
tics, inferring dynamics with minimal experimental in-
formation becomes vital [15]. Fusion plasma diagnostic
measurements are noisy and limited in their spatiotem-
poral scope (e.g. 1- or 2-dimensional profiles of electron
density and temperature [16, 17]), but it is imperative
to maximally utilize information stored in these obser-
vations. Therefore, given limited spatial and temporal
measurements of a synthetic plasma’s electron density
and temperature, we accurately infer the radial electric
field consistent with the drift-reduced Braginskii equa-
tions as both a diagnostic tool and technique to test the
model’s viability. This framework for inferring turbulent
field dynamics presents advances in systematizing fusion
theory validation and is to date among the most complex
systems applied in physics-informed deep learning codes.
The synthetic plasma analyzed is numerically simu-
lated by the global drift-ballooning (GDB) finite differ-
ence code [18, 19] which solves the two-fluid drift-reduced
Braginskii equations in the electrostatic limit relevant to
low-β conditions. The plasma is assumed to be magne-
tized and quasineutral with the perpendicular fluid ve-
locity given by E×B, diamagnetic, and ion polariza-
tion drifts. After neglecting collisional drifts, as well as
terms of order me/mi, one arrives at the following set of
equations (in Gaussian units) governing the evolution of
the synthetic plasma’s density (n ≈ ne), vorticity (ω),
parallel electron velocity (v‖e), parallel ion velocity (v‖i),
electron temperature (Te), and ion temperature (Ti) [19]:
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whereby the field-aligned electric current density is j‖ =
en
(
v‖i − v‖e
)
, the stress tensor’s gyroviscous terms con-
tain Gs = η
s
0
{
2∇‖v‖s + c
[
C(φ) + C(ps)/(qsn)
]}
, and ηs0,
Ωs, and qs are the species (s = {e, i}) viscosity, cyclotron
frequency, and electric charge, respectively. The convec-
tive derivatives are dsf/dt = ∂tf + (c/B) [φ, f ] + v‖s∇‖f
with [F,G] = b0×∇F ·∇G and b0 representing the unit
vector parallel to the background magnetic field. The
field’s magnitude, B, decreases over the major radius of
the torus (B ∝ 1/R), and its curvature is κ = −Rˆ/R.
The curvature operator, C(f) = b0×κ·∇f , and b0 = −zˆ
follow past convention [19]. The coefficients κs‖ and η
s
‖
correspond to parallel heat diffusivity and conductiv-
ity, respectively. Lastly, the electrostatic potential, φ,
is solved via the following boundary value problem:
∇ · nc
ΩiB
(
∇⊥φ+ ∇⊥pi
en
)
= ω. (7)
The 3-dimensional simulation domain of the synthetic
plasma consists of a shearless field-aligned coordinate
system where xˆ is the unit vector along the radial di-
rection (i.e. Rˆ), the magnetic field is oriented along zˆ,
and yˆ is perpendicular to both xˆ and zˆ. The synthetic
plasma consists of electrons and deuterium ions with real
electron-ion mass ratio (i.e. mi = 3.34 × 10−27 kg and
me = 9.11 × 10−31 kg) and on-axis magnetic field of
5.0 T with minor and major radius of a0 = 0.22 m and
R0 = 0.68 m, respectively, consistent with characteristics
of discharges in the high-field Alcator C-Mod tokamak for
which there is notable evidence of fluid drift turbulence
controlling edge dynamics [20]. This discretized geome-
try is a flux-tube-like domain on the outboard side (i.e.
strictly bad-curvature) of the tokamak with field lines of
constant helicity wrapping around the torus and termi-
nating on walls producing both resistive interchange and
drift-wave turbulence. Partial measurements of ne and
Te over time only come from a smaller 2-dimensional do-
main in the interior of the synthetic plasma to emulate
experiment (e.g. gas puff imaging [21]) with dimensions
of [Lx = 4.0 cm, Ly = 3.0 cm] and spatial resolution of
[∆x = 0.03 cm,∆y = 0.04 cm] as displayed in Figure 1.
In the GDB code, periodic boundary conditions are
employed in the binormal direction for all quantities. Ho-
mogeneous Neumann conditions are set in the radial co-
ordinate for n, v‖e, v‖i, Te, and Ti while homogeneous
Dirichlet conditions are used for ω and φ. The lower limit
of the Bohm criterion is imposed as a sheath boundary
condition on v‖e and v‖i, and finite conductive heat-fluxes
enter the sheaths as outlined in [19]. Explicit hyperdiffu-
sion (D) consisting of fourth-order cross-field and second-
order parallel diffusion is applied for numerical stabil-
ity. Constant Gaussian density (Sn) and energy sources
(SE,s) are also placed at the left wall of the simulation
domain while external momentum sources (SM‖s) are set
to zero. Collisional coefficients and diffusivities are kept
constant in the direct numerical simulation as they can be
unphysically large at high temperatures due to the lack
of kinetic effects. A second-order accurate time-stepping
scheme evolves the system of equations forward with sub-
cycling of parabolic terms (e.g. ∇‖κs‖∇‖Ts) due to the
low frequency turbulence structure changing slowly over
the thermal diffusion timescale. A complete treatment
of the numerical solver along with greater specificity re-
garding the GDB code can be found in [18, 19].
FIG. 1. These 2-dimensional synthetic measurements of ne
and Te over a finite temporal window are the only variables
observed by the physics-informed neural networks from the 3-
dimensional simulated plasma exhibiting blob-like filaments.
Every dynamical variable in equations (1)–(6) is repre-
sented by its own fully-connected neural network, which
is a data-efficient universal function approximator [22].
Each network’s architecture consists of 5 hidden layers
3with 50 neurons per hidden layer all utilizing Xavier ini-
tialization [23]. Physical constraints are learned by the
networks by minimizing ascribed loss functions encom-
passing both the observations of the plasma and model
equations. In this Letter, partial observations of the syn-
thetic plasma consist of only ne and Te measurements
of limited spatial and temporal extent as visualized in
Figure 1, but the methods can be trivially generalized
to include arbitrary diagnostic measurements of any di-
mensionality and resolution across open and closed mag-
netic flux surfaces. All other dynamical variables in the
6-field theory are taken to be unknown, and the frame-
work captures unmeasured quantities consistent with the
drift-reduced Braginskii equations. Measured synthetic
data are straightforwardly learned by training the elec-
tron density and temperature networks against the aver-
age L2-norm of their respective relative errors
Lne =
1
N0
N0∑
i=1
|n∗e(xi0, yi0, zi0, ti0)− nie,0|2, (8)
LTe =
1
N0
N0∑
i=1
|T ∗e (xi0, yi0, zi0, ti0)− T ie,0|2, (9)
where {xi0, yi0, zi0, ti0, ne,0, Te,0}N0i=1 correspond to the set of
observed data points given at the simulation resolution
and the variables n∗e and T
∗
e symbolize predicted elec-
tron density and temperature, respectively, by the net-
works. The theory enforcing physical constraints in the
deep learning framework is expressed by evaluating the
individual terms in the model by differentiating the neu-
ral networks with respect to input spatiotemporal coordi-
nates via application of chain rule through automatic dif-
ferentiation [24]. Correspondingly, model loss functions
are embedded during training by recasting the evolution
equations of (1) and (5) in the following implicit form
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and then further normalized into dimensionless form [19].
These physical constraints provided by the unitless evo-
lution equations of ne and Te from the two-fluid model
are jointly optimized using loss functions defined by
Lfne =
1
Nf
Nf∑
i=1
|f∗ne(xif , yif , zif , tif )|2, (12)
LfTe =
1
Nf
Nf∑
i=1
|f∗Te(xif , yif , zif , tif )|2, (13)
where {xif , yif , zif , tif}Nfi=1 denote the set of collocation
points, and f∗ne and f
∗
Te
stand for direct computations by
the neural networks of the null partial differential equa-
tions prescribed by (10) and (11) in normalized form.
The set of collocation points can be arbitrarily large and
span any extent over the physical domain, but are taken
in this example to correspond to the positions of the ob-
tained observations. It should be once again noted that
the only observed dynamical quantities in these equa-
tions are 2-dimensional views of ne and Te without any
explicit information about boundary conditions nor ini-
tializations. All analytic terms encoded in these equa-
tions including high-order operators are computed ex-
actly by the neural networks without any approximation
(e.g. linearization) or discretization. This machine learn-
ing framework uses a continuous spatiotemporal domain
without time-stepping nor finite difference schema in con-
trast with the numerical code. To handle 2-dimensional
data, we essentially assume slow variation of dynamics in
the z-coordinate and effectively set all parallel derivatives
to zero (i.e. ∂∂z → 0). Nevertheless, it is necessary to re-
tain parallel flows and Ohmic heating terms in the model
to train accurately despite being initially unknown. If
measurements in the z-direction are observed or more
collocation points utilized during training, this procedure
may be relaxed—it is simply a trade-off between com-
putational fidelity and training time. Also, training on
data sets viewed at oblique angles in 3-dimensional space
over long macroscopic timescales can be easily performed
via segmentation of the domain and parallelization. Loss
functions are optimized with mini-batch sampling using
L-BFGS—a quasi-Newton optimization algorithm [25]—
and stochastic gradient descent via Adam [26] for 20
hours over 32 cores on Intel Haswell-EP processors.
Remarkably, we find the physics-informed neural net-
work can accurately learn the plasma’s electric potential,
as displayed in Figure 2. As φ is a gauge-invariant quan-
tity exact up to an additive constant, it is accordingly
learned up to a scalar offset. This difference physically
arises because no direct boundary information was en-
forced upon the deep network when learning φ, although
it could be implemented, whereas the numerical code im-
posed zero potential on the outer walls of the simula-
tion domain. General agreement in both magnitude and
structure in the learned radial electric field is evident in
Figure 3 with an average absolute error of 4.194 kV/m
while Lfne and LfTe are 5.173× 10−2 and 3.281× 10−1,
respectively. It is notable that despite there being no
direct knowledge of ω, v‖e, v‖i, nor Ti (i.e. multiple un-
knowns existing in the model equations), the electric field
is nonetheless learned consistently with the physical the-
ory encoded in GDB. To emphasize the experimental rel-
4FIG. 2. The synthetic plasma’s unobserved electric potential
(top) is learned approximately up to an additive constant as
predicted by the physics-informed neural network (bottom).
FIG. 3. The learned radial electric field closely agrees with
the magnitude and structure of the true radial electric field.
evance of these results and a surprising feature discov-
ered, we note that the radial electric field can actually
be mostly learned and reproduced with just partial mea-
surements of ne without any observations of Te (which
may itself be potentially learned). Therefore, while Te
observations provide stringent constraints on the solu-
tion space for quicker convergence, they are not strictly
necessary—knowing Te primarily stabilizes optimization
while learning φ. Such analysis of experimental density
fluctuation measurements is the focus of continuing work.
All in all, these results illustrate the capability of learn-
ing unknown dynamics in a turbulent transport model
broadly relevant to magnetized collisional plasmas. This
can be used to infer physical quantities that may be dif-
ficult to measure or when diagnostic measurements are
simply lacking. On the other hand, when inferred field
measurements are available, quantitative validation of
theory can be expressly addressed. This Letter specif-
ically demonstrates the ability for deep learning to de-
termine unknown turbulent electric field measurements
consistent with the drift-reduced Braginskii equations.
From a mathematical physics standpoint, it is signifi-
cant that nonlinear dynamics can be accurately recovered
from partial data and theory in a 6-field plasma model.
Inferring completely unknown field dynamics from just a
2-dimensional representation of the evolution equations
given by (10) and (11) demonstrates a massive reduction
in the original multi-field physical model indicating re-
dundancy and the existence of reduced characterizations
of turbulence theories for predictive modelling. The com-
putational methods outlined are also transferable across
models (e.g. kinetic theory, collisionless fluid closures,
electromagnetic, atomic physics) and arbitrarily complex
geometries. Furthermore, known limitations and correc-
tions to Braginskii’s theory exist [27] which can be intro-
duced in the deep learning framework to automate effi-
cient testing and discovery of reduced turbulence models.
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