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Abstract
We study the isotropy representation of real flag manifolds associ-
ated to simple Lie algebras that are split real forms of complex simple
Lie algebras. For each Dynkin diagram the invariant irreducible sub-
spaces for the compact part of the isotropy subgroup are described.
Contrary to the complex flag manifolds the decomposition into irre-
ducible components is not in general unique, since there are cases with
infinitely many invariant subspaces.
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1 Introduction
This paper studies the isotropy representation of (generalized) real flag man-
ifolds associated to a noncompact real simple Lie algebra g. Here we consider
the case where g is a split real form of a complex simple Lie algebra.
A flag manifold of g is a coset space FΘ = G/PΘ where G is any connected
Lie group with Lie algebra g and PΘ ⊂ G is a parabolic subgroup. The Lie
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algebra pΘ of PΘ is a parabolic subalgebra which is the sum of the eigenspaces
of the nonnegative eigenvalues of ad (HΘ) with HΘ ∈ g a suitable chosen
element. If K ⊂ G is a maximal compact subgroup and KΘ = K ∩ PΘ then
FΘ = K/KΘ as well.
The two presentations FΘ = G/PΘ and FΘ = K/KΘ yield the isotropy
representations of PΘ and KΘ on the tangent space TbΘFΘ at the origin bΘ.
The KΘ-representation is obtained by restricting the PΘ-representation.
Our objective in this paper is to describe the isotropy representation of
KΘ. This means that the invariant and irreducible subspaces of TbΘFΘ must
be obtained as well as the possible decompositions
TbΘFΘ = V1 ⊕ · · · ⊕ Vk (1)
into KΘ-invariant irreducible components.
The description of the isotropy representatin of KΘ is essential to get
K-invariant geometries on FΘ. For example the K-invariant Riemannian
metrics on F are given by the KΘ-invariant inner products on TbΘFΘ, which
in turn are direct sum of invariant inner products on the components of a
decomposition (1).
Too look at the KΘ-representation we consider first the the isotropy rep-
resentation of PΘ. It is completely determined by the restriction to its Levi
component ZΘ, which is the centralizer in G of HΘ. The group ZΘ is reduc-
tive, so that its representation decomposes as a sum of invariant irreducible
subspaces. This decomposition is unique and coincide with the decomposi-
tion for the ensuing representation of the Lie algebra zΘ of ZΘ. In fact, each
zΘ-irreducible component is a sum of root spaces (for a Cartan subalgebra)
associated to different roots for different componets. This implies uniqueness
of the decomposition. For the moment we write the zΘ-decomposition as
TbΘFΘ = W
z
1 ⊕ · · · ⊕W
z
n.
The subspaces W zi are invariant by KΘ since KΘ ⊂ ZΘ. Hence we are
faced to the following problems:
1. Find the KΘ-invariant irreducible subspaces inside each W
z
i . This in-
cludes the question of deciding whether W zi is KΘ-irreducible.
2. Among the invariant subspaces of item (1), find those pairs U1, U2 such
that the KΘ-representations on them are equivalent. Given such a pair
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we get further invariant irreducible subspaces contained in U1 ⊕ U2 as
graphs of operators T : U1 → U2, intertwining the representations on
U1 and U2.
The answers to these two questions give the full picture of the KΘ-
invariant subspaces.
At this point it is worthwhile to compare the real flag manifolds with the
complex ones. In the complex case the above questions have trivial answers:
The subspaces W z1 are KΘ-irreducible and no two of them are equivalent.
This is due to the fact that in a complex Lie group KΘ is a compact real
form of the semi-simple component G (Θ) of ZΘ, which is also a complex
group. So that the equivalence classes of KΘ-representations are in bijection
to the G (Θ)-representations.
On the contrary for real flag manifolds new phenomena occur: There are
zΘ-irreducible subspaces that are not KΘ-irreducible and there are equivalent
KΘ-invariant irreducible subspaces. Such equivalence gives rise to continuous
sets of invariant subspaces and to the nonuniqueness of the decompositions
(1).
The basic differences of the real case to the complex one is that K is not
in general simple and KΘ is not connected (if g is a split real form). When
K is not simple we get a supply of KΘ-invariant subspaces as tangent spaces
to the orbits through the origin bΘ of the simple components of K. In many
cases these tangent spaces decompose the zΘ-irreducible subspaces. The fact
that KΘ is not connected requires a separate analysis of the representations
of its group of connected components, the so called M-group.
Now we describe the contents of the paper. Section 2 contains generalities
about isotropy representations.
The main technical part of the paper starts at Section 3 where we look
at the representations of the discrete group M . This is the centralizer in
K of the Cartan subalgebra a and contains information about the group of
connected components of any KΘ. Also M = KΘ if FΘ is the maximal flag
manifold. The one dimensional root spaces gα are M-invariant thus defining
representations of M . For the roots α and β we put α ∼M β if the repre-
sentations of M on gα and gβ are equivalent. The purpose of Section 3 is
to find M-equivalence classes of roots. After some preparations we proceed
to a case by case analysis of the diagrams. For each case the M-equivalence
classes are described at the beginning of the corresponding subsection. For
the classical diagrams there are exceptions since in low dimension the sizes of
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the classes tend to increase. The detemination of the M-equivalence classes
furnishes the complete picture of the isotropy representation on the max-
imal flag manifolds. They will be also a basic tool to detect inequivalent
subrepresentations in the other flag manifolds.
Section 4 is preparatory. There we prove several lemmas to be applied
in the study of isotropy representations on the partial flag manifolds. Some
of these lemmas have independent interest, like Lemma 4.3 which ensures
transitivity of the Weyl group on the set of weights of a given representation.
This fact is far from to be true for general representations.
In Section 5 we go through the isotropy representations of the partial
flag manifolds, again in a case by case analysis. For the classical diagrams
we use their standard realizations as algebras of matrices: Al = sl (l + 1,R),
Bl = so (l, l + 1), Cl = sp (l,R) and Dl = so (l, l). These realizations allow
the use of nice expressions for the roots. The analysis of the classical diagrams
have the following pattern: First we describe the zΘ-irreducible components.
Then we check their KΘ-irreducibility and finally we look at equivalence
between irreducible subspaces. The results are summarized at the end of
each corresponding subsection. Regarding to the exceptional diagrams, G2
is clear by its low dimensionality. For E6, E7 and E8, it follows easily by
the general lemmas of Section 4 that the KΘ-invariant subspaces are the zΘ-
irreducible components. As to F4 we refrain to make a detailed and annoying
description of the fifteen flag manifolds. Besides the maximal flag manifold,
where the picture is given by the M-equivalence classes, we just look at a
minimal flag manifold.
In conclusion we say that our initial motivation to study the isotropy
representation came from the attempt to understand the K-invariant Rie-
mannian metrics on the real flag manifolds. There is an extensive liter-
ature on invariant Riemannian geometry on complex flag manifolds. See
for example Burstall-Rawnsley [1], Burstall-Salamon [2], Negreiros [6], San
Martin-Negreiros [8], San Martin-Silva [9], and Wang-Ziller [10], and refer-
ences therein. In a complex flag manifold the isotropy representation has
a unique decomposition into invariant irreducible components, which makes
the set of invariant Riemannian metrics a finite dimensional manifold. Our
results in this paper show the existence of infinitely many decompositions on
a real flag manifold, pointing to a great richness of the invariant Riemannian
geometry.
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2 Isotropy representation
Let g be a split real form of a complex simple Lie algebra, g = k ⊕ s be a
Cartan decomposition and a ⊂ s be a maximal abelian subalgebra. Denote
by Π the associated set of roots and by
g = g0 ⊕
∑
α∈Π
gα
the associated root space decomposition. Denote by G the group of inner
automorphisms of g, which is the subgroup of Gl(g) generated by exp ad(g).
Let K be the subgroup of G generated by ad(k). Fixing a set Π+ of positive
roots let Σ be the corresponding set of simple roots. We denote by a+ =
{H ∈ a : ∀α ∈ Σ, α (H) > 0} the Weyl chamber associated to Σ.
A subset Θ ⊂ Σ defines the parabolic subalgebra of type Θ given by
pΘ = g0 ⊕
∑
α∈Π+
gα ⊕
∑
α∈〈Θ〉−
gα,
where 〈Θ〉− is the set of negative roots generated by Θ. The standard
parabolic subgroup PΘ defined by Θ is the normalizer of pΘ in G. The
associated flag manifold is defined by FΘ = G/PΘ. Since K acts transitively
on FΘ, this flag manifold can be given by FΘ = K/KΘ, where KΘ = PΘ ∩K.
When Θ = ∅ we get the minimal parabolic subalgebra p = p∅. In this case
the subscript is omited and the maximal flag manifold is written F = G/P .
We have F = K/M , where M = K∅ is the centralizer of a in K.
For an alternative description of the parabolic subalgebra write
aΘ = {H ∈ a : ∀α ∈ Θ, α (H) = 0}
for the anihilator of Θ. Let HΘ be characteristic for Θ, that is HΘ is in the
“partial chamber” aΘ ∩ cla
+ and satisfies
Θ = {α ∈ Σ : α(HΘ) = 0}.
Then
pΘ =
∑
λ≥0
Vλ (HΘ)
where Vλ (HΘ) =
∑
α(HΘ)=λ
gα is the λ-eigenspace of ad (HΘ). Clearly any
HΘ satisfying (??) yield the same pΘ, although the eigenspaces Vλ (HΘ) may
change.
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The centralizer of HΘ, zΘ = centg (HΘ) =
∑
α(HΘ)=0
gα is the Levi com-
ponent of pΘ. It is a reductive Lie algebra that decomposes as
zΘ = g (Θ)⊕ aΘ
where the semi-simple component g (Θ) is the subalgebra generated by gα,
α ∈ ±Θ. Since g is a split real form, it follows that g (Θ) is also a split real
form, having Cartan subalgebra the subspace a (Θ) spanned by Hα, α ∈ Θ
(where α (·) = 〈Hα, ·〉). Put G (Θ) = 〈exp g (Θ)〉 for the connected subgroup
with Lie algebra g (Θ).
With this notation we have that KΘ = CentK (HΘ) is the centralizer of
HΘ in K and its Lie algebra kΘ = Centk (HΘ) = zΘ∩ k. Also, (KΘ)0 ⊂ G (Θ).
The nilpotent subalgebra
n−Θ =
∑
α∈Π−\〈Θ〉−
gα =
∑
λ<0
Vλ (HΘ)
complements pΘ in g. Hence we identify n
−
Θ with the tangent space TbΘFΘ
at the origin bΘ. Under this identification the isotropy representations of KΘ
and G (Θ) are just the adjoint representation, since n−Θ is normalized by these
groups. The same statement holds for the representations of the Lie algebras
kΘ, g (Θ) and zΘ.
Since zΘ is reductive its representation on nΘ is a direct sum
nΘ =
∑
σ
V σΘ
where the subspaces V σΘ are zΘ-invariant and irreducible. Here we use σ to
distinguish the different invariant subspaces.
Proposition 2.1 Each zΘ-invariant and irreducible subspace V
σ
Θ is a direct
sum of root spaces,
V σΘ =
∑
gα
where the sum extended to a subset of roots ΠσΘ ⊂ Π
−\〈Θ〉−. Conversely
if α ∈ Π−\〈Θ〉− then gα is contained in a unique zΘ-component denoted by
VΘ (α). We write ΠΘ (α) for the roots β with gβ ⊂ VΘ (α).
Proof: This follows by a standard argument using the fact that a ⊂ zΘ. In
fact, if V is a zΘ-invariant subspace and X =
∑
Xα ∈ V then
ad (H)X =
∑
α (H)Xα ∈ V
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if H ∈ a. By taking suitable values of H ∈ a one concludes that each compo-
nent Xα ∈ V , so that gα ⊂ V . The last statement follows directly from the
fact tha n−Θ is the direct sum of the roots spaces as well as the zΘ-components.
The restriction to g (Θ) of the zΘ-representation on V
σ
Θ is also irreductible.
This is because zΘ = g (Θ)⊕ aΘ with aΘ the center of g (Θ), so that ad (H)
is a scalar λ · id in V σΘ for any H ∈ aΘ. Hence, any g (Θ)-invariant subspace
U ⊂ V σΘ is also zΘ-invariant, ensuring that V
σ
Θ is g (Θ)-irreducible.
The weight spaces of the representation of g (Θ), w.r.t. a (Θ), are root
spaces of g, so that the weights of the representation are restrictions to a (Θ)
of some roots α ∈ Π−\〈Θ〉−. There is just one highest weight, say µσ, and
two representations of g (Θ) on V σ1Θ and V
σ2
Θ are equivalent if and only if
µσ1 = µσ2 . (We note that different representations of zΘ on V
σ1
Θ and V
σ2
Θ
cannot be equivalent, even if the g (Θ)-representations are equivalent.)
The subspaces V σΘ are also invariant and irreductible by G (Θ), since by
definition this group is connected. Hence V σΘ is invariant by the identity
component (KΘ)0 of KΘ, because (KΘ)0 ⊂ G (Θ). As to KΘ we have KΘ =
M ·(KΘ)0 which ensures that V
σ
Θ is KΘ-invariant, becauseM leaves invariant
each root space.
Our objective is to get the invariant irreducible subspaces of n−Θ by the
KΘ representation, which is equivalent to the isotropy representation of the
flag FΘ.
In view of the above discussion we are reduced to the following questions:
1. Describe the irreducible components V σΘ of the zΘ representation.
2. Find the KΘ-invariant subspaces of each V
σ
Θ .
3. Find the pairs of irreducible subspaces having equivalentKΘ-representations.
Finally we note that if HΘ ∈ aΘ ∩ cla
+ then an eigenspace Vλ (HΘ) =∑
α(HΘ)=λ
gα is contained in n
−
Θ if λ < 0 and is invariant by zΘ. Hence Vλ (HΘ)
is the direct sum of some irreducible components V σΘ . This remark will be
used later to determine the irreducible components V σΘ . Actually, in some
cases an eigenspace Vλ (HΘ) is irreducible and hence is itself a component.
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3 M-equivalence classes
Let M = CentK (a) be the centralizer of a in K. It is known that M ⊂
KΘ = M(KΘ)0. Also, any root space gα is M-invariant. In this section we
determine the pairs of root spaces gα, gβ having equivalent representations
of M . This will be used later to check equivalence or nonequivalence of
KΘ-representations on invariant subspaces.
Definition 3.1 The roots α and β are said to be M-equivalent (in symbols
α ∼M β) if the representations of M on gα and gβ are equivalent. We write
[α]M for the M-equivalence class of the root α.
If g is a split real form of a complex semi-simple Lie algebra then M is a
discrete abelian subgroup equals to
M = {mγ = exp(piiH
∨
γ ) : γ ∈ Π}
where H∨γ =
2Hγ
〈γ,γ〉
is the co-root associated to γ and Hγ is defined by γ(H) =
〈Hγ, H〉, H ∈ a. In the above formula the exponential exp(piiH
∨
γ ) is in
the complex group Aut (gC), where gC is the complexification of g (see [5],
Theorems 7.53 and 7.55).
The following statement gives a necessary and sufficient condition for the
M-equivalence between the roots α and β.
Proposition 3.2 The root α and β areM-equivalent if and only if, for every
γ ∈ Π we have
2〈γ, α〉
〈γ, γ〉
≡
2〈γ, β〉
〈γ, γ〉
mod2.
Proof: Take a root γ and write as above mγ = exp(piiH
∨
γ ). If X ∈ gα and
Y ∈ gβ then
Ad(mγ)X = e
piiα(H∨γ )X and Ad(mγ)Y = e
piiβ(H∨γ )Y,
by definition of mγ . It follows that α ∼M β if and only if e
piiα(H∨γ ) = epiiβ(H
∨
γ ),
which is equivalent to
2〈γ, α〉
〈γ, γ〉
≡
2〈γ, β〉
〈γ, γ〉
mod2
as desired.
As a corollary we get the following necessary condition.
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Corollary 3.3 If α ∼M β then 〈α, β〉 = 0.
Proof: Suppose that 〈α, β〉 6= 0. Then we have the following possibilities for
the Killing numbers:
1. α and β have the same length and the angle between them is 60◦ or
120◦. Then
2〈α, α〉
〈α, α〉
= 2 and
2〈α, β〉
〈α, α〉
= ±1
showing that α and β are not M-equivalent.
2. The angle between α and β is 45◦ or 135◦. If α is the long root then
2〈α, α〉
〈α, α〉
= 2 and
2〈α, β〉
〈α, α〉
= ±1
and α and β are not M-equivalent. If otherwise β is the long root then
we interchange the roles of α and β to get the same result.
3. The angle between α and β is 30◦ or 150◦. Then
2〈α, α〉
〈α, α〉
= 2 and
2〈α, β〉
〈α, α〉
= ±1,±3,
concluding the proof.
In the sequel we apply the above proposition and its corollary to find
for each Dynkin diagram the classes of M-equivalence between roots. The
following simple remarks are used throughout with no further reference.
1. α ∼M (−α). In fact the Cartan involution θ is an equivalence be-
tween the M-representations in gα and g−α because θ (m) = m if
m ∈ M . This implies that Ad (m) ◦ θ = θ ◦ Ad (m) if m ∈ M and
since θ (gα) = g−α the equivalence follows. Hence we are reduced to
check M-equivalence between positive roots alone.
2. The criterion of Proposition 3.2 implies easily that if w ∈ W then
α ∼M β if and only if wα ∼M wβ. Hence it will will be enough to
get the M-equivalence classes for just one element in each orbit of the
Weyl group, that is, for one root in the simply laced diagrams and for
one long root and a short root in diagrams with multiple edges.
We proceed now to look at the M-equivalences for each Dynkin diagram.
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3.1 Diagram Al, l ≥ 1
We use the standard realization of Al where the positive roots are written as
λi − λj, 1 ≤ i < j ≤ l + 1. There are two cases:
3.1.1 Al, l 6= 3
The classes of M-equivalence on the positive roots are singletons. (That is
the M-representation on different root spaces are not equivalent.)
Since the Weyl group is transitive on the set of roots it is enough to fix a
specific root α and check that any positive root β 6= α is not M-equivalent
to α.
Suppose that l > 3 and take α = λ1 − λ2. The positive roots orthogonal
to α are λi − λj with 3 ≤ i < j. By Corollary 3.3 we are reduced to check
that these roots are notM-equivalent to α = λ1−λ2. There are the following
cases for 3 ≤ i < j:
1. If j < l+1 then 〈γ, λi−λj〉 6= 0 but 〈γ, λ1−λ2〉 = 0 where γ = λj−λj+1.
Hence
2〈γ, λ1 − λ2〉
〈γ, γ〉
= 0 and
2〈γ, λi − λj〉
〈γ, γ〉
= ±1
so that λ1 − λ2 is not M-equivalent to λi − λj, 3 ≤ i < j.
2. If i > 3 then 〈γ, λi± λj〉 6= 0 but 〈γ, λ1 − λ2〉 = 0 where γ = λi−1 − λi,
and again λ1 − λ2 is not M-equivalent to λ3 − λj, 3 < j.
3. If i = 3 and j = l + 1 then λ4 − λl+1 is a root orthogonal to λ1 − λ2
but not orthogonal to λ3 − λl+1.
Finally if l = 1 there is just one positive root. If l = 2 then the positive
roots are not orthogonal to each other so by Corollary 3.3 they are not M-
equivalent.
3.1.2 A3
The M-equivalence classes on the positive roots are {λ1−λ2, λ3−λ4}, {λ1−
λ3, λ2 − λ4} and {λ1 − λ4, λ2 − λ3}.
In this case the unique root orthogonal to α = λ1 − λ2 is λ3 − λ4 and
hence, by Corollary 3.3, λ3 − λ4 is the only candidate to be M-equivalent to
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λ1− λ2. To see that indeed λ3− λ4 ∼M λ1− λ2 note that a root γ = λi− λj
with (i, j) 6= (1, 2) or (3, 4) is not orthogonal to λ1 − λ2 neither to λ3 − λ4.
So that the Killing numbers 2〈γ,λ1−λ2〉
〈γ,γ〉
and 2〈γ,λ3−λ4〉
〈γ,γ〉
are ±1, that is, the
condition of Proposition 3.2 is satisfied showing that λ3 − λ4 ∼M λ1 − λ2.
By applying the Weyl group (permutation group) we see that the classes of
M-equivalences are as stated.
3.2 Diagram Bl, l ≥ 2
In the standard realization of Bl = so (l, l + 1) the positive roots are written
as λi ± λj, 1 ≤ i < j ≤ l and λi, 1 ≤ i ≤ l. These are the long and short
roots respectively.
The M-equivalence classes depend on the rank l, according to the follow-
ing cases:
3.2.1 Bl, l ≥ 5
The M-equivalence classes on the positive roots are {λi − λj, λi + λj} and
{λi}, 1 ≤ i < j ≤ l.
We find the equivalence classes of the long and short roots.
Take long root λ1 − λ2. We must check M-equivalence only for the roots
orthogonal to it, namely λ1 + λ2, λi ± λj and λi with 3 ≤ i < j. The
roots λi, 3 ≤ i, are not M-equivalent to λ1 − λ2. In fact, λi ± λi+1 is
a root because l ≥ 5. Now, 〈λi, λi ± λi+1〉 6= 0 and the Killing number
〈(λi ± λi+1)
∨ , λi〉 = ±1 because λi is a short root. Since 〈λi, λ1−λ2〉 = 0 the
condition of Proposition 3.2 is violated by γ = λi±λi+1. The same argument
used in the Al case show that λi±λj , 3 ≤ i < j, is notM-equivalent to λ1−λ2
(when l ≥ 5). On the other hand λ1 − λ2 ∼M λ1 + λ2 because for any root
γ it holds 〈γ, λ1 − λ2〉 = ±〈γ, λ1 + λ2〉. It follows that {λ1 − λ2, λ1 + λ2}
is an M-equivalence class. To conclude this case we note that w ∈ W acts
on λi by a permutation followed by a change of sign, that is, wλi = ±λj ,
for some index j. Hence λi − λj ∼M λi + λj, 1 ≤ i < j ≤ l and the sets
{λi − λj, λi + λj} are the only M-equivalence classes containing a long root.
By the previous paragraph no long root is M-equivalent to the short root
λi. Finaly two short roots λi and λj , i 6= j, are not M-equivalent. For
example γ = λi + λk, k 6= i, j satisfies 〈γ
∨, λi〉 = 1 while 〈γ
∨, λj〉 = 0.
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3.2.2 B4
The M-equivalence classes on the positive roots are {λ1 − λ2, λ1 + λ2, λ3 −
λ4, λ3+λ4}, {λ1−λ3, λ1+λ3, λ2−λ4, λ2+λ4}, {λ1−λ4, λ1+λ4, λ2−λ3, λ2+λ3},
and the short roots {λi}, 1 ≤ i ≤ 4.
The difference from the general case is that λ3 − λ4 ∼M λ1 − λ2. In fact
if λi is a short root then 〈λi
∨, λ1− λ2〉 and 〈λi
∨, λ3− λ4〉 equals 0 or 2. Also
if γ is a long root different from λ1 − λ2 and λ3 − λ4 then 〈γ
∨, λ1 − λ2〉 and
〈γ∨, λ3 − λ4〉 equals ±1.
Again the same arguments show that a long root and a short root as well
as two short roots are not M-equivalent.
3.2.3 B3
The M-equivalence classes on the positive roots are {λ1 − λ2, λ1 + λ2, λ3},
{λ1 − λ3, λ1 + λ3, λ2} and {λ2 − λ3, λ2 + λ3, λ1}.
Here λ3 ∼M λ1 − λ2. The point is that if γ 6= λ1 − λ2 is a long root
then 〈γ∨, λ1 − λ2〉 = ±1 and since γ cannot be orthogonal to λ3 we have
〈γ∨, λ3〉 = ±1 as well. On the other hand if γ is short then 〈γ
∨, λ1−λ2〉 and
〈γ∨, λ3〉 are even.
3.2.4 B2
The M-equivalence classes on the positive roots are the long roots {λ1 −
λ2, λ1 + λ2} and the short roots {λ1, λ2}.
3.3 Diagram Cl, l ≥ 3
In the standard realization of Cl = sp (l,R) the positive roots are written as
λi± λj , 1 ≤ i < j ≤ l and 2λi, 1 ≤ i ≤ l. These are the short and long roots
respectively.
Here any two long roots 2λi and 2λj are M-equivalent. In fact, for any
root γ the Killing number 〈γ∨, 2λi〉 is even (0 or ±2). In fact, if γ is a
short root then 〈γ∨, 2λi〉 is either 0 (orthogonal roots) or ±2 (Killing number
between a short root and a long root). On the other hand two long roots are
either equal or orthogonal.
As in the previous diagrams the M-equivalence classes increase for small
ranks. For Cl the exception is when l = 4.
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3.3.1 Cl, l 6= 4
The M-equivalence classes are {λi − λj , λi + λj} and the set of long roots
{2λ1, . . . , 2λl}.
The roots orthogonal to the short root λ1−λ2 are λ1+λ2, λi±λj and 2λi
with 3 ≤ i < j. As in the Bl case (with l ≥ 5) the roots λi ± λj, 3 ≤ i < j,
are not M-equivalent to λ1−λ2. On the other hand if 3 ≤ i then γ = λ1−λj
with j 6= i violates the criterion of Proposition 3.2 forM-equivalence between
λ1 − λ2 and 2λi. In fact, 〈γ
∨, λ1 − λ2〉 = ±1 (non orthogonal roots of same
length) and 〈γ∨, 2λi〉 = 0.
Since the long roots are equivalente to each other it follows that λ1 − λ2
is not M-equivalent to any long root. Hence we get the classes stated above.
These arguments remain true if l = 3. (Diferently from B3 in C3 long
roots are not M-equivalent to short roots.)
3.3.2 C4
The M-equivalence classes are {λ1 − λ2, λ1 + λ2, λ3 − λ4, λ3 + λ4}, {λ1 −
λ3, λ1+λ3, λ2−λ4, λ2+λ4}, {λ1−λ4, λ1+λ4, λ2−λ3, λ2+λ3} and the long
roots {2λ1, 2λ2, 2λ3, 2λ4}.
This is seen as in B4 where λ3 − λ4 ∼M λ1 − λ2.
3.4 Diagram Dl, l ≥ 4
In the standard realization of Dl = so (l, l) the positive roots are written as
λi ± λj, 1 ≤ i < j ≤ l.
3.4.1 Dl, l > 4
The M-equivalence classes on the positive roots are {λi − λj , λi + λj}, 1 ≤
i < j ≤ l.
This is verified by arguments similar to the Bl case, simplified by the fact
that the roots have the same length.
First the only root M-equivalent to λ1 − λ2 is λ1 + λ2. In fact, the roots
orthogonal to λ1−λ2 are λ1+ λ2 and λi±λj, 3 ≤ i < j. A root λi±λj with
3 ≤ i < j is not M-equivalent to λ1 − λ2 by the following reasons:
1. If j < l and γ = λj − λj+1 then 〈γ, λ1 − λ2〉 = 0 and 〈γ, λi ± λj〉 6= 0
which implies that 〈γ∨, λi±λj〉 = ±1. Thus by Proposition 3.2 λ1−λ2
is not M-equivalent to λi ± λj.
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2. If i > 3 and γ = λi−1−λi then 〈γ, λ1−λ2〉 = 0 and 〈γ
∨, λi±λj〉 = ±1.
3. Since l > 4, λ4−λl is a root satisfying 〈γ, λ1−λ2〉 = 0 and 〈γ
∨, λ3±λl〉 =
±1.
Finally λ1 − λ2 ∼M λ1 + λ2, because 〈γ, λ1 − λ2〉 = 0 if and only if
〈γ, λ1 + λ2〉 = 0 for any root γ. Also, if γ is not orthogonal to both roots
then the Killing numbers are ±1, since the roots have the same length.
Since the Weyl group is transitive on the set of roots we get the equiva-
lence classes stated above.
3.4.2 D4
The M-equivalence classes on the positive roots are {λ1 − λ2, λ1 + λ2, λ3 −
λ4, λ3 + λ4}, {λ1 − λ3, λ1 + λ3, λ2 − λ4, λ2 + λ4} and {λ1 − λ4, λ1 + λ4, λ2 −
λ3, λ2 + λ3}.
In this case, appart from λ1 + λ2 the roots λ3 − λ4 and λ3 + λ4 are M-
equivalent to λ1−λ2 (see the discussion for B4). Hence an application of the
Weyl group yield the stated classes.
3.5 Diagram G2
The M-equivalence classes on the positive roots are the pairs {α1, α1+2α2},
{α1+α2, α1+3α2} and {α2, 2α1+3α2} where α1 and α2 are the simple roots
with α1 the long one.
The reason is that these are the only pairs of positive roots orthogonal to
each other. Moreover if two roots are not orthogonal then their Killing are
odd (±1 ou ±3).
3.6 Diagrams E6, E7 and E8
For these diagrams the M-equivalence classes on the positive roots are sin-
gletons.
Since these diagrams are simply-laced it is enough to find a positive root
which is not M-equivalent to any other positive root.
In any of the diagrams E6, E7 and E8 we choose the highest root µ. To
check that {µ} is an M-equivalence class we prove the
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• Claim: For every β > 0 with 〈µ, β〉 = 0 there exists γ 6= β such that
〈µ, γ〉 = 0 and 〈β, γ〉 6= 0.
From the claim we get 〈γ∨, µ〉 = 0 and 〈γ∨, β〉 odd because the diagrams
are simply laced. Hence, by Proposition 3.2, no β orthogonal to µ is M-
equivalent to µ. By Corollary 3.3 we conclude that {µ} is an M-equivalence
class.
Now the roots orthogonal to the highest root µ have the following simple
description: Denote by Σ = {α1, . . . , αl} the simple system of roots, and let
{ω1, . . . , ωl} be the fundamental weights, defined by
〈α∨i , ωj〉 = δij .
It is known that in the diagrams E6, E7 and E8 the highest root µ = ωi for
some fundamental weight. (The formula for µ in terms of the fundamental
weights can be read off from the affine Dynkin diagrams. The extra root is
precisely −µ, see [4], Chapter X, Table of Diagrams S(A).) Let α = b1α1 +
· · ·+ blαl, bi ≥ 0, be a positive root. Since µ = ωi we have by definition
〈α, µ〉 =
〈αi, αi〉
2
aibi.
So that 〈α, µ〉 = 0 if and only if aibi = 0. Therefore the roots orthogonal to
µ are those spanned by Σ \ {αi}. This set of roots is a root system whose
Dynkin diagram is the subdiagram of Σ given by Σ \ {αi}. A glance at the
affine Dynkin diagrams provides the diagrams Σ \ {αi}, namely,
• Σ \ {αi} = A5 if Σ = E6.
• Σ \ {αi} = D6 if Σ = E7.
• Σ \ {αi} = E7 if Σ = E8.
Now it is clear that in any of the root systems spanned by Σ \ {αi} (A5,
D6 or E7), the conclusion of the claim holds, that is, given β there exists γ
with 〈β, γ〉 6= 0. This concludes the proof that the M-equivalence classes on
the positive roots are singletons.
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3.7 F4
The 24 positive roots of
F4 ❡α1
❡
α2
❡
α3
❆
✁
❡
α4
split into the following M-equivalence classes:
• 12 singletons {α} with α running through the set of short roots.
• 3 sets of long roots {2α1+3α2+4α3+2α4, α2, α2+2α3, α2+2α3+2α4},
{α1+3α2+4α3+2α4, α1+α2, α1+α2+2α3, α1+α2+2α3+2α4} and
{α1 + 2α2 + 4α3 + 2α4, α1, α1 + 2α2 + 2α3, α1 + 2α2 + 2α3 + 2α4}.
We let {ω1, ω2, ω3, ω4} be the fundamental weights.
The fundamental weight ω4 is also the short positive root
ω4 = α1 + 2α2 + 3α3 + 2α4.
We look at its M-equivalence class by the same method of the El’s. The set
of roots orthogonal to the fundamental weight ω4 is spanned by {α1, α2, α3}
which is a B3 Dynkin diagram. Now if β is a root of B3 then there exists a
root γ (in B3) such that 〈γ
∨, β〉 is odd. It follows by Proposition 3.2 and its
Corollary 3.3 that {ω4} is an M-equivalence class. This gives the classes of
the short roots.
As to the long roots we first recall that they form a D4 root system (see
????). Now if γ is a short root and α a long root then 〈γ∨, α〉 is even. Hence
to check if α ∼M β for the two long roots α and β it is enough to test the
condition of Proposition 3.2 when γ is also a long root. This means that
two long roots are M-equivalent if and only if they are equivalent as roots of
D4. Since no short root is M-equivalent to a long root we conclude that the
classes of D4 are also M-equivalence classes in F4. These are the three sets
with four orthogonal roots each as stated. (To get these sets start with the
highest root ω1 = 2α1+3α2+4α3+2α4. Then the first set is ω1 together with
the long roots orthogonal to it. The next two sets are obtained by applying
first the reflection rα1 and then rα2 .)
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4 Auxiliary lemmas
In this section we prove some lemmas to be used later in the determination
of the irreducible KΘ-invariant subspaces of n
−
Θ. We choose once and for all
a generator Eα ∈ gα for each root space.
Recall that in Section 2 we denoted the irreducible components for the
adjoint representation of zΘ on n
−
Θ by V
σ
Θ . Write Π
σ
Θ ⊂ Π
−\〈Θ〉− for the set
of roots such that
V σΘ =
∑
α∈Πσ
Θ
gα.
The subgroup KΘ leave invariant V
σ
Θ , hence Π
σ
Θ is WΘ-invariant.
Our first results give conditions ensuring that a zΘ-invariant subspace is
KΘ-irreducible.
Lemma 4.1 Let V =
∑
α∈ΠV
gα be a zΘ-invariant subspace and suppose that
W ⊂ V is a KΘ-invariant subspace. Take X =
∑
α∈ΠV
aαEα ∈ W and let α
be a root such that aα 6= 0. Define
V[α]M =
∑
β∈[α]M∩ΠV
gβ.
Then W ∩ V[α]M 6= {0}.
Proof: Let cX,α be the cardinality of {β /∈ [α]M : aβ 6= 0}. If cX,α = 0 we
are done. Otherwise we find 0 6= Y ∈ U with cY,α < cX,α. In fact, if cX,α > 0
then there are β /∈ [α]M with aα, aβ 6= 0. So that there exists m ∈ M with
mEα = Eα and mEβ = −Eβ .
Now, M ⊂ KΘ, hence Y = X + mX ∈ W . Clearly Y 6= 0 and since
the β component of Y is zero we have cY,α < cX,α. Repeating this argument
successively we arrive at Z ∈ W such that cZ,α = 0, concluding the proof.
Lemma 4.2 Take a subset ΠV ⊂ Π
−\〈Θ〉− such that the subspace V =∑
α∈ΠV
gα is zΘ-invariant. Suppose that
1. WΘ acts transitively on ΠV , and
2. two different roots in ΠV are not M-equivalent.
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Then V is KΘ-irreducible.
Proof: Let U ⊂ V be a nontrivial KΘ-invariant subspace. By transitivity
of WΘ ⊂ KΘ it is enough to prove that U contains a root space gα, α ∈ ΠV .
But this follows by the previous lemma and the assumption that different
roots in ΠV are not M-equivalent.
As a complement of the above lemma we exhibit next general cases where
WΘ acts transitively on sets of roots.
Lemma 4.3 Let ΠσΘ ⊂ Π
−\〈Θ〉− be the set of roots corresponding to an
irreducible component V σΘ =
∑
α∈Πσ
Θ
gα. In each of the following cases WΘ
acts transitively on ΠσΘ.
1. The Dynkin diagram of g has only simple edges (Al, Dl, E6, E7 and
E8).
2. For the diagrams Bl, Cl and F4 there are the cases:
(a) The roots in Θ ⊂ Σ are long.
(b) The roots in ΠσΘ are short.
Proof: Let µ be the highest root of ΠσΘ. By representation theory we know
that any other root β ∈ ΠσΘ (weight of the representation) is given by
β = µ− α1 − · · · − αk
with αi ∈ Θ and such that any partial difference µ− α1 − · · · − αi, i ≤ k, is
also a root. Fix i ≤ k put δ = µ−α1−· · ·−αi−1 and let rαi be the reflection
with respect to αi.
We claim that δ−αi = rαi (δ). This follows by the Killing formula applied
to the string of roots δ + kαi. There are the following cases:
1. In the simply laced diagrams of (1) the Killing number
〈α∨i , δ〉 =
2〈αi, δ〉
〈αi, αi〉
is 0 or ±1. Since δ − αi is a root we have 〈α
∨
i , δ〉 = 1, and hence
rαi (δ) = δ − αi.
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2. If the roots in Θ are long as in (2a) then αi is a long root implying that
〈α∨i , δ〉 is 0 or ±1. Again, the fact that δ − αi is a root implies that
〈α∨i , δ〉 = 1, so that rαi (δ) = δ − αi.
3. If the roots in ΠσΘ are short in a double laced diagram as in (2b) then
δ and δ−αi are a short roots. If αi is a long root then δ and δ−αi are
the only roots of the form δ+kαi, k ∈ Z. Hence by the Killing formula
〈α∨i , δ〉 = 1, that is rαi (δ) = δ − αi.
On the other hand if αi is short then there are two possibilities for the
string of roots δ + kαi: i) δ − αi, δ and δ + αi are roots in which case
〈αi, δ〉 = 0 and δ−αi and δ+αi are long roots; ii) δ−αi and δ are roots
and 〈αi, δ〉 = 1. The first case is ruled out because otherwise we would
have the long roots δ − αi, δ + αi ∈ Π
σ
Θ, contradicting the assumption.
Therefore 〈αi, δ〉 = 1, that is, rαi (δ) = δ − αi.
Since rαi ∈ WΘ, it follows by induction that β belongs to the WΘ-oribt
of µ, proving transitivity of WΘ.
We turn now to the equivalence of irreducible representations.
Lemma 4.4 Let V σΘ and V
τ
Θ be zΘ-irreducible components. Suppose that
there exists α ∈ ΠσΘ which is not M-equivalent to any β ∈ Π
τ
Θ. Then V
σ
Θ and
V τΘ are not KΘ-equivalent.
Proof: Suppose to the contrary that there exists an isomorphism T : V σΘ →
V τΘ intertwining the KΘ-representations. In particular
TmX = mTX,
for all m ∈M ⊂ KΘ and X ∈ V
σ
Θ .
Take 0 6= Eα ∈ gα. Then for every m ∈ M we have mEα = εmEα with
εm = ±1. Write
TEα =
∑
β∈Πτ
Θ
aβEβ.
Then for m ∈M we have
εm
∑
β∈Πτ
Θ
aβEβ = εmTEα = mTEα =
∑
β∈Πτ
Θ
aβmEβ.
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Since mEβ = ±Eβ and the set Eβ is linearly independent, it follows that
mEβ = εmEβ if aβ 6= 0. For any such β the representation of M on gβ is
equivalent to the representation on gα. This contradicts the assumption that
α is not M-equivalent to β ∈ ΠτΘ.
The next statement gives a sufficient condition for equivalence.
Proposition 4.5 Let V σΘ and V
τ
Θ be zΘ-irreducible components. Suppose that
there is a bijection ι : ΠσΘ → Π
τ
Θ such that gα and gι(α) are M-equivalent for
every α ∈ ΠσΘ. Assume also that the linear map T : V
σ
Θ → V
τ
Θ , given by
TEα = Eι(α), commutes with ad (X), X ∈ kΘ for every α ∈ Π
σ
Θ. Then T is
an intertwining operator for the KΘ-representations on V
σ
Θ and V
τ
Θ . Moreover
the subspaces
V[(x,y)] = {xX + yTX : X ∈ V
σ
Θ} ,
where [(x, y)] ∈ RP2, are the only KΘ-invariant subspaces in V
σ
Θ ⊕ V
τ
Θ .
Proof: The first assumption implies that T intertwines theM-representations,
while the second assumption means that T intertwines the representations of
(KΘ)0. Since KΘ = M (KΘ)0, we conclude that T is in fact an intertwining
operator for the KΘ-representations.
This implies that V[(x,y)] is a KΘ-invariant subspace in V
σ
Θ ⊕ V
τ
Θ for any
[(x, y)] ∈ RP2.
Now, if V is a KΘ-invariant subspace in V
λ
Θ ⊕ V
µ
Θ different from V
σ
Θ =
V[(1,0)] or V
τ
Θ = V[(0,1)], then there exist a linear isomorphism L : V
σ
Θ → V
τ
Θ
such that
V = {X + LX : X ∈ V λΘ}
and
LkX = kLX,
for every k ∈ KΘ. Since M is a subset of KΘ and since mEα = εmEα, we
can argue as in the proof of the previous Lemma to show that
LEα = yiEι(α).
Since WΘ acts transitively in the set of the directions {g
λ
1 , . . . , g
λ
nλ
}, we con-
clude that yi = y, is independent of the index i ∈ {1, . . . , nλ}. Thus we have
that V = V[(1,y)], concluding the proof.
The previous results are complemented by the following standard basic
fact in representation theory.
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Proposition 4.6 Let V be the space of a finite dimensional representation
of a group L. Suppose that
V = V1 ⊕ · · · ⊕ Vs
with Vi invariant and irreducible. If the representations of L on different
components Vi, Vj, i 6= j, are not equivalent then the only L-invariant sub-
spaces are sums of the components.
Proof: (Sketch) If {0} 6= W ⊂ V is an invariant subspace then the projec-
tion Wi to Vi is invariant and hence either {0} or Vi. Suppose that there are
i 6= j such that Wi = Vi and Wj = Vj and write Wij for the projection on
Vi⊕Vj . Then Wij ∩Vi is {0} or Vi. If Wij ∩Vi = Vi then Wij = Vi⊕Vj, which
implies that Vi⊕Vj ⊂W . Otherwise Wij ∩Vi = Wij ∩Vj = {0}. In this case
Wij is the graph of an isomorphism Vi → Vj, intertwining the representations
on Vi and Vj.
Finally for several split simple Lie algebras the compact subalgebra k is
not simple. Via the next lemma we exploit this fact to get KΘ-invariant
subspaces in n−Θ.
Lemma 4.7 Let U ⊂ K be a normal subgroup and denote by V ⊂ n−Θ
the tangent space to the U-orbit U · bΘ through the origin. Then V is KΘ-
invariant.
Proof: The orbit U · bΘ is invariant by KΘ. In fact, if u · bΘ ∈ U · bΘ and
k ∈ KΘ then kuk
−1 ∈ U so that ku · bΘ = kuk
−1 · kbΘ = kuk
−1 · bΘ belongs
to U · bΘ. Hence its tangent space at bΘ is invariant by the isotropy repre-
sentation.
5 Irreducible KΘ-invariant subspaces
Inn this section we describe the previous results to each diagram.
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5.1 Flags of Al = sl (l + 1,R)
As checked in Section 3 no two different negative roots of Al areM-equivalent
if l 6= 3. On the other hand by Lemma 4.3, on any flag manifold of Al, the
subgroup WΘ acts transitively on each set of roots Π
σ
Θ corresponding to an
irreducible representation of zΘ on V
σ
Θ . Therefore by Lemma 4.2 we conclude
that KΘ is irreducible on each V
σ
Θ . Looking again the M-equivalence classes
we see that two different irreducible subspaces are not KΘ-equivalent. Hence
we get the following description of the KΘ-invariant irreducible subspaces in
a flag manifold of Al.
Proposition 5.1 For any flag manifold FΘ of Al, l 6= 3, the KΘ-invariant
irreducible subspaces are the irreducible components V σΘ for the zΘ represen-
tation. Two such representations are not KΘ-equivalent.
The irreducible components V σΘ are easily described in terms of the ma-
trices in sl(n,R), n = l + 1. In fact, let
HΘ = diag{a1, . . . , an} ∈ aΘ ∩ cla
+ a1 ≥ · · · ≥ an
be characteristic for Θ. The multiplicities of the eigenvalues of HΘ determine
the sizes of a block decomposition of the n×n matrices. With respect to this
decomposition the matrices in zΘ are block diagonal while a block outside
the diagonal determines a zΘ-irreducible component. These are also the KΘ-
irreducible components.
Now we look at the case l = 3. The matrix

∗ a b c
a ∗ c b
b c ∗ a
c b a ∗


summarizes the M-equivalence classes of sl (4,R), where root spaces repre-
sented by the same letter are M-equivalent (see Section 3).
This shows that in the maximal flag manifold FΘ, Θ = ∅, the KΘ = M
invariant irreducible subspaces are the one-dimensional subspaces of g21⊕g43,
g31 ⊕ g42 or g32 ⊕ g41. The irreducible subspaces in the other flag manifolds
are easily obtained from this M-equivalence.
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We discuss further the instructive case when FΘ = Gr2 (4), the Grassman-
nian of two dimensional subspaces of R4. In this case n−Θ is the subalgebra
of matrices writen in 2× 2 blocks as
X =
(
0 0
B 0
)
.
The representations of zΘ and g (Θ) on n
−
Θ are irreducible. Here KΘ =
SO(2)×SO (2) whose representation on n−Θ decomposes into two 2-dimensional
irreducible subspaces. This is due to the fact that so (4) = so (3)1 ⊕ so (3)2
is a sum of two copies of so (3). The matrices in these components have the
form
so (3)1 :
(
A −BT
B A
)
so (3)2 :
(
A −BT
B −A
)
(2)
with A+ AT = 0 where B is symmetric with trB = 0 for so (3)1 while
B =
(
a −b
b a
)
(3)
for so (3)2. Hence by Lemma 4.7, the tangent spaces Vi to orbits of SO (3)i =
〈exp so (3)i〉, i = 1, 2, are KΘ-invariant. The subspace Vi, i = 1, 2, is given
by the matrices in n−Θ with B as so (3)1 or so (3)2, respectively.
5.2 Flags of Bl = sl (l + 1, l)
In the standard realization sl (l + 1, l) is the algebra of matrices

 0 a b−bT A B
−aT C −AT

 B +BT = C + CT = 0.
In this case a is the subalgebra of matrices

 0 0 00 Λ 0
0 0 −Λ


with Λ = diag{a1, . . . , al}. The set of roots are i) the long ones ± (λi − λj)
and ± (λi + λj), 1 ≤ i < j ≤ l and ii) the short ones ±λi, 1 ≤ i ≤ l. The
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set of simple roots is Σ = {λ1− λ2, . . . , λl−1− λl, λl}, which we write also as
Σ = {α1, . . . , αl}, that is, αi = λi − λi+1 if i < l and αl = λl.
The Weyl chamber a+ ⊂ a is defined by the inequalities
a1 > a2 > · · · > al−1 > al > 0,
and a partial chamber aΘ ∩ cla
+ is defined by a similar relations where some
of the strict inequalities are changed by equalities (e.g. if λi − λj ∈ Θ
then ai = aj). In particular a characteristic element HΘ for the subset
Θ = {α ∈ Σ : α (HΘ) = 0} ⊂ Σ is defined by one of these relations.
The subalgebra k is composed of the skew-symmetric matrices in sl (l, l),
that is, 
 0 a a−aT A B
−aT B A

 A+ AT = B +BT = 0.
It is isomorphic to so (l + 1) ⊕ so (l). The isomorphism is provided by the
decomposition
 0 a a−aT A B
−aT B A

 =

 0 a a−aT (A+B) /2 (A +B) /2
−aT (A+B) /2 (A +B) /2

+

 0 0 00 (A− B) /2 − (A− B) /2
0 − (A− B) /2 (A− B) /2

 ,
so that k = kl+1⊕kl ≈ so (l + 1)⊕so (l) where the ideals are given by matrices
as follows
kl+1 :

 0 a a−aT A A
−aT A A

 kl :

 0 0 00 A −A
0 −A A

 . (4)
In both cases A is skew-symmetric. We write Kl+1 = 〈exp kl+1〉 and Kl+1 =
〈exp kl〉.
We start our analysis by describing the irreducible components V σΘ defined
by the set of roots ΠσΘ. For this we separate the cases where λl belongs or
not to Θ.
Lemma 5.2 Suppose that λl /∈ Θ and let
V σΘ =
∑
α∈Πσ
Θ
gα
be an irreducible component. Then ΠσΘ contains only short roots or long roots.
These sets are described as follows:
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1. Short roots: Take a simple root αi /∈ Θ. Then there are two possibil-
ities:
(a) αi−1 /∈ Θ. Then g−λi is zΘ-invariant and hence is an irreducible
component.
(b) αi−1 ∈ Θ. Let j (i) < i be the smallest index such that {αj(i), . . . , αi−1} ⊂
Θ. Then ΠσΘ = {−λj(i), . . . ,−λi−1} defines a zΘ-irreducible com-
ponent.
These sets form a disjoint union of the negative short roots −λi, 1 ≤
i ≤ l. (Note that this disjoint union completely determines Θ.)
2. Long roots: A subset ΠσΘ contains only roots of the type λi− λj or of
the type −λi − λj.
Proof: To see the components corresponding to the short roots take an
index i with αi /∈ Θ. An easy check shows that the only simple roots α such
that −λi + α is a root are α = λi − λi+1 or α = λl. By assumption these
simple roots are not in Θ. This implies that −λi is the highest weight of
an irreducible representation of g (Θ). The weights of this representation are
restrictions of a (Θ) of roots. They have the form −λi − β1 − · · · − βk with
βi ∈ Θ. But these successive diferences are roots only when β1 = λi−1 − λi,
β2 = λi−2 − λi−1, and so on, obtaining the −λi, −λi−1, . . . , −λj(i) with j (i)
as in (b). This concludes the case of the short roots.
Now, take a long root, e.g. λi − λj . Then ΠΘ (λi − λj) does not contain
short roots that were already exhausted. On the other hand, by assumption
Θ is contained in the set of roots of the type λr − λs. Since this set is closed
by sum we conclude that the roots in ΠΘ (λi − λj) have the type λr − λs.
The same argument applies to ΠΘ (−λi − λj).
Lemma 5.3 Suppose that λl ∈ Θ and let i0 be the largest index such that
λi0−λi0+1 /∈ Θ, that is, {αi0+1, . . . , αl = λl} is the connected component of Θ
containing λl. Then the sets of roots defining the zΘ-irreducible components
are as follows:
1. Components containing short roots: If i ≤ i0 then ΠΘ (−λi)
contains −λi + λk and −λi − λk for all k ≥ i0 + 1. (The short roots
−λi, i > i0, belong to 〈Θ〉
−.)
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Moreover the sets of short roots belonging to the same component are as
in Lemma 5.2 (1), namely {−λj(i), . . . ,−λi−1} where {αj(i), . . . , αi−1}
is a connected component of Θ.
2. Components containing only long roots: If i < j ≤ i0 then
ΠΘ (−λi + λj) has only roots λr − λs and ΠΘ (−λi − λj) has only roots
−λr − λs.
(These sets exhaust the roots because −λi,−λi ± λj ∈ 〈Θ〉
− if i0 + 1 ≤
i < j.)
Proof: By assumption Θ contains the subdiagram simple roots Bl−i0 =
{αi0+1, . . . , αl}. This implies that the roots ±λk±λj and ±λk belong to 〈Θ〉
if i0+1 ≤ k < j. Take a short root −λi with i ≤ i0, which is not in 〈Θ〉
−. For
any root α ∈ 〈Θ〉 such that −λi + α is a root we have −λi + α ∈ ΠΘ (−λi).
If we take α = ±λk, k ≥ i0 + 1, we see that −λi ± λk ∈ ΠΘ (−λi), proving
the first part of (1). By the same argument of the proof Lemma 5.2 we get
the statement about the short roots.
Now, a long root −λi + λj , i < j ≤ i0, is orthogonal to every root in
Bl−i0. Hence the only way to get new roots from −λi + λj is by adding or
subtracting roots in Θ \Bl−i0. These roots have the type λr − λs, so that as
in the proof of Lemma 5.2 we see that ΠΘ (−λi + λj) contains only roots of
the type λr−λs. The same argument works for −λi−λj , i < j ≤ i0, showing
(2).
The next step is to look at the KΘ-irreducibility of the zΘ-irreducible
components. For this we use the M-equivalence classes so we are led to
consider separetely different values of l.
Lemma 5.4 Take Bl with l ≥ 5.
1. Suppose that λl /∈ Θ. Then any component V
σ
Θ is KΘ-irreducible.
2. If λl ∈ Θ then KΘ is irreducible in the components V
σ
Θ such that Π
σ
Θ
contains only long roots as in Lemma 5.3 (2).
Proof: We just piece together different facts proved previously. First if
λl /∈ Θ then Θ contains only long roots. Hence by Lemma 4.3 the subgroup
WΘ acts transitively on the sets Π
σ
Θ for any irreducible component V
σ
Θ . Now
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if l ≥ 5 then theM-equivalence classes are the short roots {−λi} and {−λi+
λj,−λi−λj}, i < j. Hence by Lemma 5.2 the intersection of aM-equivalence
class with a set ΠσΘ has just one root. Therefore, the assumptions of Lemma
4.2 are satisfied, and we get the conclusion that any V σΘ is KΘ-irreducible,
proving (1).
The proof of (2) is similar. Take a subset ΠσΘ as in the statement. Again
no two roots in ΠσΘ are M-equivalent. As to the transitive action ofWΘ con-
sider the subset Bl−i0 = {αi0+1, . . . , αl} defined in the proof of Lemma 5.3.
ThenWΘ is the direct productWΘ =WΘ\Bl−i0×WBl−i0 , and any w ∈ WBl−i0
is the identity in ΠσΘ, because the sets Π
σ
Θ and Bl−i0 are orthogonal (see the
proof of Lemma 5.3). Now WΘ\Bl−i0 acts transitively on Π
σ
Θ since Θ \ Bl−i0
has only long roots (see the proof of Lemma 4.3).
It remains to analyze the components VΘ (−λi) containing short roots
−λi in case λl ∈ Θ. Contrary to the others these are not KΘ-irreducible. Let
us write them explicitly as follows: Let i0 be, as in Lemma 5.3, the largest
index such that αi0 = λi0 − λi0+1 /∈ Θ, so that −λi /∈ 〈Θ〉
−. For i ≤ i0 and
k > i0 put
W ikΘ = g−λi+λk ⊕ g−λi ⊕ g−λi−λk and W
i
Θ =
∑
k≥i0+1
W ikΘ .
(Note that the last sum is not direct.)
By Lemma 5.3 (2) we have one irreducible component VΘ (−λi) for each
index i ≤ i0 such that αi = λi − λi+1 /∈ Θ. To write it in terms of the
subspaces W iΘ let j (i) ≤ i be defined by
1. j (i) = i if αi−1 /∈ Θ, and
2. j (i) is such that {αj(i), . . . , αi−1} is a connected component of Θ if
αi−1 ∈ Θ.
Then
VΘ (−λi) =
i∑
k=j(i)
W kΘ.
Now for i, j let
E−ij =

 0 0 00 Eij 0
0 0 −Eji

 E+ij =

 0 0 00 0 0
0 Eij − Eji 0

 E0i =

 0 ei 00 0 0
−eTi 0 0


(5)
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where Eij and ei are basic l × l and 1 × l matrices. These matrices are
generators of g−λi+λj , g−λi−λj and g−λi, respectively. So that {E
−
ik, E
+
ik, E
0
ik}
is a basis of W ikΘ and {E
−
ik, E
+
ik, E
0
ik : k ≥ i0+1} is a basis of W
i
Θ.
Before proceeding we note that the subspace W ikΘ is invariant and irre-
ducible by adjoint representation of the subalgebra g (λk) ≈ sl (2,R) gen-
erated by g±λk , thus defining an irreducible representation of sl (2,R). By
dimensionality this representation is equivalent to the adjoint representation
of sl (2,R), which in turn is not so (2)-irreducible: It decomposes into the
subspaces of skew-symmetric (1-dimensional) and symmetric (2-dimensional)
matrices. The equivalence g (λk) ≈ sl (2,R) maps g−λi+λk and g−λi−λk onto
the upper and lower triangular matrices, respectively and g−λi onto the di-
agonal matrices. So we get
Lemma 5.5 The representation of g (λk) decomposes W
ik
Θ into two k{λk}-
invariant subspaces, namely
(
W ikΘ
)
1
= span{E−ik − E
+
ik} and
(
W ikΘ
)
2
= span{E−ik + E
+
ik, E
0
ik}.
Now we can decompose VΘ (−λi), i ≤ i0 when λl ∈ Θ into KΘ-irreducible
subspaces.
Lemma 5.6 In Bl, l ≥ 5, suppose λl ∈ Θ and let i0 be the largest index
such that λi0 − λi0+1 /∈ Θ. If i ≤ i0 then −λi /∈ 〈Θ〉
− and the zΘ-irreducible
component VΘ (−λi) is the direct sum of the following KΘ-irreducible and
invariant subspaces
(
W iΘ
)
1
=
i∑
j=j(i)
∑
k≥i0+1
(
W jkΘ
)
1
and
(
W iΘ
)
2
=
i∑
j=j(i)
∑
k≥i0+1
(
W jkΘ
)
2
with dim (W iΘ)1 = l−i0+i−j (i)+1 and dim (W
i
Θ)2 = 2 (l − i0 + i− j (i) + 1).
Furthermore, (W iΘ)1 = VΘ (−λi) ∩ TbΘKl · bΘ and (W
i
Θ)2 = VΘ (−λi) ∩
TbΘKl+1 · bΘ.
Proof: The intersections in the last statement with the tangent space to the
orbits Kl · bΘ and Kl+1 · bΘ are readily obtained from the matrices in kl and
kl+1 given in (4) and the definition of the subspaces (W
i
Θ)1 and (W
i
Θ)2. It
follows by Lemma 4.7 that these subspaces are KΘ-invariant.
To check irreducibility consider (W iΘ)2 and take a nonzero KΘ-invariant
subspace Z ⊂ (W iΘ)2.
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We claim that there are j ∈ [j (i) , i] and k ≥ i0+1 such that
(
W jkΘ
)
2
⊂ Z.
By Lemma 4.1 we have a nontrivial intersection of Z with a subspace∑
α gα, with the sum extended to a M-equivalence class. Since we are as-
suming that l ≥ 5, the M-equivalence classes are {−λs + λr,−λs − λr} and
{−λs}. Hence either there exists j ∈ [j (i) , i] such that Z ∩ g−λj 6= {0} or
there are j ∈ [j (i) , i] and k ≥ i0+1 such that Z∩
(
g−λj+λk ⊕ g−λj−λk
)
6= {0}.
In both cases we have
Z ∩
(
W jkΘ
)
2
6= {0}
However,
(
W jkΘ
)
2
is invariant and irreducible for k{λk}. Since k ≥ i0 + 1 we
have λk ∈ 〈Θ〉 and k{λk} ⊂ kΘ. By KΘ-invariance of Z we conclude that(
W jkΘ
)
2
⊂ Z.
Now let Bl−i0+1 be the connected component of Θ containing λl. Then
its Weyl group WBl−i0+1 ⊂ WΘ acts transitively on the set of its short root.
This means that if k1, k2 ≥ i0 + 1 then there exists w ∈ WBl−i0+1 such
that wλk1 = λk2. Combining this transitivity with the claim it follows that(
W jkΘ
)
2
⊂ Z for every k ≥ i0 + 1. Consequently, there exists j ∈ [j (i) , i]
such that
∑
k≥i0+1
(
W jkΘ
)
2
⊂ Z.
To finish the proof we use the subgroupW[j(i),i−1] ofWΘ generated by the
reflections with respect to the roots in the connected component {αj(i), . . . , αi−1} ⊂
Θ. This subgroup is the permutation group of {j (i) , . . . , i − 1, i}. Since∑
k≥i0+1
(
W jkΘ
)
2
⊂ Z for some j ∈ [j (i) , i] we conclude
∑
k≥i0+1
(
W skΘ
)
2
⊂ Z
for all s ∈ [j (i) , i], so that (W iΘ)2 ⊂ Z, showing irreducibility of (W
i
Θ)2.
The proof for (W iΘ)1 is similar.
Summarizing the above discussion we have the following KΘ-invariant
irreducible subspaces for Bl, l ≥ 5:
1. A zΘ-component VΘ (−λi) containing only short roots. These compo-
nents occur only when λl /∈ Θ.
2. zΘ-components VΘ (−λi + λj) and VΘ (−λi − λj), i < j, containing
only long roots. These subspaces occur in both cases when λl belongs
or not to Θ. When λl ∈ Θ the indexes i, j satisfy i < j ≤ i0 where
{αi0, . . . , αl = λl} is the connected component of Θ containing λl.
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3. The subspaces (W iΘ)1 and (W
i
Θ)2 contained in a zΘ-component VΘ (−λi)
when λl ∈ Θ.
These are not the only invariant irreducible subspaces of KΘ, since among
them some pairs V1 6= V2 are KΘ-equivalent, enabling the existence of invari-
ant subspaces inside V1⊕V2. Among these pairs we can discard the following
by M-equivalence we discard the following pairs: i) V1 is a subspace in item
(1) and V2 in (1) or (2); ii) V1 is a subspace in (2) and V2 in (3); iii) V1 is a
subspace (W iΘ)1,2 and V2 =
(
W jΘ
)
1,2
if i 6= j. Since (1) and (3) are subspaces
for different Θ and (W iΘ)1 and (W
i
Θ)2 do not have the same dimension, it
remains the subspaces VΘ (−λi + λj) and VΘ (−λi − λj) of (2). These are
indeed equivalent.
Lemma 5.7 In Bl, l ≥ 5, the subspaces VΘ (−λi + λj) and VΘ (−λi − λj) as
in (2) above are KΘ-equivalent if both roots −λi + λj and −λi − λj do not
belong to 〈Θ〉−.
Proof: To prove equivalence we shall exhibit a properKΘ-invariant subspace
{0} 6= V ⊂ VΘ (−λi + λj) ⊕ VΘ (−λi − λj) different from the irreducible
components VΘ (−λi + λj) and VΘ (−λi − λj). This implies equivalence by
Proposition 4.6).
The required subspace V will be obtained from the tangent space at the
origin of the orbit of the normal subgroup Kl. By (4) the matrices in the Lie
algebra kl of Kl are 
 0 0 00 A −A
0 −A A

 A + AT = 0.
Looking at these matrices we see that after identifying TbΘFΘ with n
−
Θ the
tangent space TbΘ (Kl · bΘ) is identified to the subspace Tl ⊂ n
−
Θ spanned by
pr (E−rs − E
+
rs), r > s, where E
±
rs were defined in (5) and pr : n
− → n−Θ is the
projection w.r.t. the root spaces decomposition.
The tangent space TbΘ (Kl · bΘ) is invariant by the isotropy representation
of KΘ, by Lemma 4.7. Hence Tl is invariant by the adjoint action of KΘ.
Now if −λr + λs, −λr − λs ∈ Π
− \ 〈Θ〉− then E−rs −E
+
rs = pr (E
−
rs − E
+
rs).
Hence the following vectors form a basis of Tl:
1. E−rs such that −λr+λs ∈ ΠΘ (−λi + λj) and −λr−λs /∈ ΠΘ (−λi − λj).
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2. E+rs such that −λr−λs ∈ ΠΘ (−λi − λj) and −λr+λs /∈ ΠΘ (−λi + λj).
3. E−rs−E
+
rs such that−λr+λs ∈ ΠΘ (−λi + λj) and−λr−λs ∈ ΠΘ (−λi − λj).
The third case is not empty (e.g. (r, s) = (i, j) fall in this case), which
means that E−rs−E
+
rs ∈ Tl for some pair (r, s). For this pair Tl∩VΘ (λr − λs) =
T1 ∩ VΘ (−λr − λs) = {0}, which shows that Tl is proper and different from
VΘ (−λi + λj) and VΘ (−λi − λj). By Proposition 4.6 it follows that these
irreducible subspaces are KΘ-equivalent.
In conclusion we have:
Theorem 5.8 Let FΘ be a flag manifold of Bl = so (l + 1, l), l ≥ 5. Then
the KΘ-invariant irreducible subspaces of n
−
Θ are in the following classes:
1. Isolated subspaces:
(a) VΘ (−λi) when λl /∈ Θ. These subspaces contain root spaces of
short roots only.
(b) VΘ (−λi + λj), i < j, when −λi−λj ∈ 〈Θ〉
−. Any such pair occur
if −λl ∈ Θ. Otherwise we have i < j ≤ i0, where {αi0+1, . . . , αl =
λl} is the connected component of Θ containing λl.
(c) The same as (b) interchanging the roles of −λi+λj and −λi−λj .
(d) The subspaces
(
W iΘ
)
1
=
i∑
j=j(i)
∑
k≥i0+1
(
W jkΘ
)
1
and
(
W iΘ
)
2
=
i∑
j=j(i)
∑
k≥i0+1
(
W jkΘ
)
2
defined in Lemma 5.6. These subspaces decompose V (−λi) when
λl ∈ Θ.
2. A continuum of invariant subspaces parametrized by [(x, y)] ∈ RP 2
given by
V ij[(x,y)] = {xX + yTX : X ∈ VΘ (−λi + λj)} i < j.
The indexes ij are as in (1.b), and here both −λi + λj and −λi − λj
are not in 〈Θ〉−.
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The low dimensional cases l = 2, 3, 4 must be treated separetely because
of the difference in the M-equivalence classes.
For instance B2 has three flag manifolds. The maximal one whose irre-
ducible components are detected by the M-equivalence classes {λ1−λ2, λ1+
λ2} and {λ1, λ2}. Hence, there are two continuous families of 1-dimensional
irreducible subspaces. In the flag F{λ1−λ2} there are two zΘ-irreducible com-
ponents defined by the sets {−λ2,−λ1} and {−λ1 − λ2}. Both are KΘ-
irreducible and clearly they are not equivalent. On the other hand the flag
F{λ2} has just one 3-dimensional zΘ-irreducible component which decomposes
into a 1-dimensional plus a 2-dimensional irreducible subspaces of KΘ (as
happens to the adjoint representation of sl (2,R)).
For B3 and B4 the compact subalgebra k (so (3)⊕so (4) and so (4)⊕so (5),
respectively) splits once more because so (4) = so (3)⊕so (3). By Lemma 4.7
these simple components of k can yield new KΘ-invariant subspaces. invari-
ant subspaces. The example with D4 below, which has a similar splitting,
illustrates this occurence of new invariant subspaces. Another aspect that
differs B3 and B4 from the general case are the M-equivalence classes that
have more elements. This can introduce more KΘ-equivalence than the gen-
eral case. The example with C4 below illustrates this fact.
5.3 Flags of Cl = sp (l,R)
The symplectic Lie algebra sp (l,R) is composed of the real 2l × 2l matrices
(
A B
C −AT
)
B − BT = C − CT = 0
written in the basis {e1, . . . , el, f1, . . . , fl}. In this case a is the subalgebra of
matrices (
Λ 0
0 −Λ
)
with Λ = diag{a1, . . . , al}. The set of roots are i) the long ones ±2λi, 1 ≤
i ≤ l and ii) the short ones ± (λi − λj) and ± (λi + λj), 1 ≤ i < j ≤ l. The
set of simple roots is Σ = {λ1 − λ2, . . . , λl−1 − λl, 2λl}, which we write also
as Σ = {α1, . . . , αl}, that is, αi = λi − λi+1 if i < l and αl = 2λl.
The Weyl chamber a+ ⊂ a is defined by the inequalities
a1 > a2 > · · · > al−1 > al > 0,
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and a partial chamber aΘ ∩ cla
+ is defined by a similar relations where some
of the strict inequalities are changed by equalities (e.g. if λi − λj ∈ Θ
then ai = aj). In particular a characteristic element HΘ for the subset
Θ = {α ∈ Σ : α (HΘ) = 0} ⊂ Σ is defined by one of these relations.
The subalgebra k is composed of the skew-symmetric matrices in sp (l,R),
that is, (
A −B
B A
)
A + AT = B − BT = 0.
It is isomorphic to u (l) = su (l) ⊕ R, where the isomorphism associates the
above matrix the complex matrix A + iB.
To describe the zΘ-irreducible components V
σ
Θ defined by the set of roots
ΠσΘ we consider first the components VΘ (−2λi) containing the long roots.
Lemma 5.9 Let i = 1, . . . , l be an index such that αi /∈ Θ.
1. If i = 1 or αi−1 /∈ Θ then VΘ (−2λi) = g−2λi.
2. Otherwise let j (i) < i be such that {αj(i), . . . , αi−1} is the connected
component of Θ containing αi−1. Then
VΘ (−2λi) =
i∑
k,r=j(i)
g−λk−λr . (6)
If αi ∈ Θ then either −2λi ∈ 〈Θ〉 if 2λl ∈ Θ and αi and 2λl are in the
same connected component of Θ or −2λi ∈ ΠΘ (−2λj) where j > i is the
smallest index such that αj /∈ Θ.
Proof: Since αi = λi − λi+1 /∈ Θ the only way that −2λi ± α is a root
with α ∈ Θ is in the string −2λi − (λi−1 − λi) = −λi−1 − λi and −2λi −
2 (λi−1 − λi) = −2λi−1. Hence if αi−1 /∈ Θ (or i = 1) no such sum occurs and
VΘ (−2λi) = g−2λi .
On the other hand if αi−1 = λi−1 − λi ∈ Θ then the roots −λi−1 − λi =
−2λi − (λi−1 − λi) and −2λi−1 = −2λi − 2 (λi−1 − λi) belong to ΠΘ (−2λi).
Proceeding successively it follows that −λk − λk+1,−2λk ∈ ΠΘ (−2λi) if
k = j (i) , . . . , i−1. The roots−λk−λr, j (i) ≤ k < r−1 ≤ i−1, also belong to
ΠΘ (−2λi), since −λk−λr = (−λk − λk+1)+(λk+1 − λr) and λk+1−λr ∈ 〈Θ〉.
Hence VΘ (−2λi) contains the subspace
∑i
k,r=j(i) g−λk−λr . This subspace is
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zΘ-invariant because a root in a connected component of Θ different from
{αj(i), . . . , αi−1} is orthogonal to the roots −λk − λr, k, r = j (i) , . . . , i.
The last statement is a consequence of the expression for VΘ (−2λi) in
(2).
Remark: The first case of the above lemma is included in the second case
by taking j (i) = i.
To look at the representation of KΘ on the subspace V (−2λi) of (6)
we make use of the following geometric meaning: Let sp (j (i) , i) be the
subalgebra generated by the root spaces g±(λk±λr), k, r = j (i) , . . . , i. Its
elements are symplectic matrices(
A −B
B A
)
with A, B and C having non zero entries only at the positions k, r =
j (i) , . . . , i, which shows that it is isomorphic to the Lie algebra of sym-
plectic matrices in the subspace spanned by {ej(i), . . . , ei, fj(i), . . . , fi}. Let
Sp (j (i) , i) = 〈exp sp (j (i) , i)〉 be the connected subgroup with Lie algebra
sp (j (i) , i) and put U (j (i) , i) = Sp (j (i) , i) ∩ K for its maximal compact
subgroup, which is isomorphic to the unitarian group U (i− j (i) + 1).
The inclusion {αj(i), . . . , αi−1} ⊂ Θ shows that the root spaces gλk−λr ,
k, r = j (i) , . . . , i, are contained in the isotropy subalgebra at the origin
bΘ ∈ FΘ. From this it is easily seen that the orbit Sp (j (i) , i) · bΘ =
U (j (i) , i) · bΘ is a flag manifold of Sp (j (i) , i) and identifies to the coset
U (j (i) , i) /SO (j (i) , i) where SO (j (i) , i) is the subgroup isomorphic to SO (i− j (i) + 1),
whose Lie algebra is contained in
∑i
k,r=j(i) gλk−λr . Further VΘ (−2λi) =∑i
k,r=j(i) g−λk−λr is the tangent space at the origin bΘ ∈ FΘ of the orbit
Sp (j (i) , i) · bΘ = U (j (i) , i) · bΘ.
Now we can get the KΘ-irreducible components of VΘ (−2λi).
Lemma 5.10 The zΘ-irreducible subspace VΘ (−2λi) =
∑i
k,r=j(i) g−λk−λr has
two KΘ-irreducible components if j (i) < i. They are given as follows:
1. The one dimensional subspace VΘ (−2λi)cent ⊂
∑i
k=j(i) g−2λk spanned
by the matrix (
0 0
I[j(i),i] 0
)
∈ sp (j (i) , i) ⊂ sp (l,R)
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where I(j(i),i) is the diagonal matrix with 1 in the positions j (i) , . . . , i
and 0 otherwise.
2. The subspace VΘ (−2λi)su(j(i),i) given by the matrices(
A 0
B −AT
)
∈ sp (j (i) , i)
with A lower triangular and trB = 0.
Proof: The compact group U (j (i) , i) being isomorphic to U (i− j (i) + 1)
is the product of its center Z(j(i),i) by SU (j (i) , i). The Lie algebra of the
center is given by matrices (
0 −B
B 0
)
with B ∈ R·I((j(i),i)) (corresponding to the scalar matrices in u (i− j (i) + 1)).
The Lie algebra su ((j (i) , i)) of SU (j (i) , i) is given by matrices
(
A −B
B A
)
∈ sp (j (i) , i)
with A skew symmetric and B symmetric with trB = 0. It follows that the
tangent spaces to the orbits Z(j(i),i) ·bΘ and SU (j (i) , i) are VΘ (−2λi)cent and
VΘ (−2λi)su(j(i),i), respectively.
Hence, by Lemma 4.7 these subspaces are invariant by the isotropy rep-
resentation of SO (j (i) , i) = U (j (i) , i) ∩ KΘ. They are KΘ-invariant as
well because the connected components of Θ besides {αj(i), . . . , αi−1} are or-
thogonal to ΠΘ (−2λi). Hence the simple components of KΘ different from
SO (j (i) , i) act trivially on VΘ (−2λi).
Finally, both subspaces VΘ (−2λi)cent and VΘ (−2λi)su(j(i),i) are irreducible.
This is obvious for VΘ (−2λi)cent which is one dimensional. On the other hand
the representation of SO (j (i) , i) on VΘ (−2λi) is equivalent to the isotropy
representation of the symmetric space U (j (i) , i) /SO (j (i) , i), which is known
to be irreducible.
The zΘ-irreducible components described in Lemma 5.9 contain all the
root spaces of the long roots not in 〈Θ〉. They include also the short roots
−λi − λj such that λi − λj ∈ 〈Θ〉. The other zΘ-components are given as
follows.
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Lemma 5.11 Suppose the root λi − λj, i < j, does not belong to 〈Θ〉.
1. If 2λl /∈ Θ then the set ΠΘ (−λi + λj) corresponding to the zΘ-irreducible
component VΘ (−λi + λj) contains only short roots of the type −λr+λs.
Similarly ΠΘ (−λi − λj) contains only roots of the type −λr − λs.
2. In case 2λl ∈ Θ let i0 be such that Cl−i0+1 = {αi0+1, . . . , αl = 2λl} is
the connected component of Θ containing 2λl. Then VΘ (−λi + λj) =
VΘ\{2λl} (−λi + λj) and VΘ (−λi − λj) = VΘ\{2λl} (−λi − λj) if j ≤ i0.
3. On the other hand if j ≥ i0 + 1 then
VΘ (−λi + λj) = VΘ (−λi − λj) (7)
= VΘ\Cl−i0+1 (−λi + λj)⊕ VΘ\Cl−i0+1 (−λi − λj) .
Moreover these zΘ-irreducible components are KΘ-irreducible.
Proof: The first statement is proved as Lemma 5.2 for Bl. The proof of
Lemma 5.3 also works for the components in (2) with j ≤ i0. The direct sum
in (7) comes from the pair of roots −λi + λj , (−λi + λj)− 2λj and the fact
that 2λj ∈ 〈Θ〉
− if j ≥ i0 + 1.
The KΘ-irreducibility of the subspaces in (1) is a consequence of Lemma
4.2. In fact no two roots in ΠΘ (−λi + λj) or in ΠΘ (−λi − λj) are M-
equivalent and by Lemma 4.3 2b, WΘ acts transitively on these sets of short
roots.
The same argument hold for the subspaces VΘ (−λi + λj) = VΘ\{2λl} (−λi + λj)
and VΘ (−λi − λj) = VΘ\{2λl} (−λi − λj) when j ≤ i0, which are indeed
KΘ\{2λl}-irreducible.
Finally, in (2) if j ≥ i0+1 then 2λj ∈ 〈Θ〉. From the equality −λi−λj =
−λi+λj−2λj we see that g−λi+λl⊕g−λi−λl is an irreducible subspace for the
three dimensional subalgebra g (2λj), isomorphic to sl (2,R), generated by
g±2λj . In this two dimensional subspace the compact part k (2λj) of g (2λj)
is also irreducible. Now let {0} 6= U ⊂ VΘ (−λi + λj) be a KΘ-invariant
subspace. Since the roots −λi ± λj ∈ ΠΘ (−λi + λj) = ΠΘ (−λi − λj) are
M-equivalent, it follows by Lemma 4.1 that U ∩ (g−λi+λl ⊕ g−λi−λl) 6= {0}.
This subspace is k (2λj)-invariant, hence g−λi+λl ⊕ g−λi−λl ⊂ U . Hence ir-
rducibility of VΘ (−λi + λj) is a consequence of Lemma 4.2 combined with
the fact thatWΘ\{2λl} ⊂ WΘ acts transitively on the sets ΠΘ\{2λl} (−λi + λj)
and ΠΘ\{2λl} (−λi − λj).
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With this lemma we finish the description of the irreducibleKΘ-components.
Among them the only KΘ-equivalents are the following:
1. The one dimensional subspaces VΘ (−2λi)cent of Lemma 5.10 (1). The
representation of KΘ on each one of them is trivial.
2. VΘ (−λi + λj) ≈ VΘ (−λi − λj) when 2λl /∈ Θ as in Lemma 5.11 (1).
This equivalence follows by Proposition 4.5, since there is a bijection
between ΠΘ (−λi + λj) and ΠΘ (−λi − λj) mapping a root −λr + λs ∈
ΠΘ (−λi + λj) to the M-equivalent root −λr − λs ∈ ΠΘ (−λi − λj).
3. The subspaces VΘ (−λi + λj) = VΘ\{2λl} (−λi + λj) and VΘ (−λi − λj) =
VΘ\{2λl} (−λi − λj) with j ≤ i0 as in Lemma 5.11 (2).
Any other pair of subspaces are not KΘ-equivalent because the lack of
M-equivalence in the corresponding sets of roots (cf. Lemma 4.4).
Summarizing we get the KΘ-invariant subspaces for the flags of Cl, l > 4.
Theorem 5.12 Let FΘ be a flag manifold of Cl = sp (l,R), l ≥ 5. Then the
KΘ-invariant irreducible subspaces of n
−
Θ are the following:
1. Continuous families:
(a) One dimensional subspaces spanned by matrices(
0 0
Λ 0
)
where Λ is a diagonal matrix a1I[j(i1),i1] + · · · + akI[j(ik),ik] where
[j (i1) , i1], . . . ,[j (i1) , i1] are the connected components of Θ not
containing 2λl, and I[j(is),is] is the identity matrix corresponing to
these indexes.
(b) The subspaces parametrized by [(x, y)] ∈ RP 2 given by
V ij[(x,y)] = {xX + yTX : X ∈ VΘ (−λi + λj)} i < j
where T : VΘ (−λi + λj)→ VΘ (−λi − λj) is an itertiwining oper-
ator for the KΘ-representations. Here the indexes ij are arbitrary
if 2λl /∈ Θ. Otherwise j ≤ i0, where {αi0+1, . . . , αl = 2λl} is the
component of Θ containing 2λl.
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2. Isolated subspaces:
(a) The subspaces VΘ (−2λi)su(j(i),i) of codimension 1 contained in VΘ (−2λi)
as defined in Lemma 5.10.
(b) The subspaces
VΘ (−λi + λj) = VΘ (−λi − λj)
= VΘ\Cl−i0+1 (−λi + λj)⊕ VΘ\Cl−i0+1 (−λi − λj) ,
when 2λl ∈ Θ and i < i0 + 1 ≤ j where {αi0+1, . . . , αl = 2λl} is
the component of Θ containing 2λl.
When l = 4 the M-equivalence classes of the short roots increase to
{λ1 − λ2, λ1 + λ2, λ3 − λ4, λ3 + λ4}, {λ1 − λ3, λ1 + λ3, λ2 − λ4, λ2 + λ4},
{λ1 − λ4, λ1 + λ4, λ2 − λ3, λ2 + λ3} while the long roots are kept the same
{2λ1, 2λ2, 2λ3, 2λ4}. Since there are more M-equivalent pair of roots we can
have more KΘ-equivalent subspaces than in the general case.
For example consider flag F{λ2−λ3}. By the general result the subspaces
V{λ2−λ3} (−λ1 + λ2) and V{λ2−λ3} (−λ1 − λ2) are KΘ-equivalent. Their corre-
sponding roots are Π{λ2−λ3} (−λ1 + λ2) = {−λ1+λ2,−λ1+λ3} and Π{λ2−λ3} (−λ1 − λ2) =
{−λ1 − λ2,−λ1 − λ3}. For l = 4 we have (−λ1 + λ2) ∼M (−λ3 + λ4) and
(−λ1 + λ3) ∼M (−λ2 + λ4). Since the set of root for V{λ2−λ3} (−λ3 + λ4) is
Π{λ2−λ3} (−λ3 + λ4) = {−λ3+λ4,−λ2+λ4} we conclude that V{λ2−λ3} (−λ1 + λ2)
is alsoKΘ-equivalent to V{λ2−λ3} (−λ3 + λ4). The same way V{λ2−λ3} (−λ1 − λ2)
and V{λ2−λ3} (−λ3 − λ4) areKΘ-equivalent. Thus we get new continuous fam-
ilies of invariant subspaces that are not present in the general case.
5.4 Flags of Dl = so (l, l)
The Dynkin diagram Dl has no multiple edges. Hence on any flag manifold
FΘ we have, by Lemma 4.3, that WΘ acst transitively on each set of roots
ΠσΘ corresponding to an irreducible representation of zΘ on V
σ
Θ ⊂ n
−
Θ. This
transitivity is one of the conditions of Lemma 4.2, ensuring that the subspaces
V σΘ are KΘ-irreducible. To look at the condition involving theM-equivalence
classes we work, as in Section 3, with the standard realization ofDl = so (l, l).
In this realization a is the subalgebra of matrices(
Λ 0
0 −Λ
)
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with Λ = diag{a1, . . . , al} and the set of simple roots is Σ = {λ1−λ2, . . . , λl−1−
λl, λl−1 + λl}.
The Weyl chamber a+ ⊂ a is defined by the inequalities
a1 > a2 > · · · > al−1 > al > −al−1. (8)
A partial chamber aΘ∩cla
+ is defined by a similar relation where some of the
inequalities are changed by equalities. In particular a characteristic element
HΘ for the subset Θ = {α ∈ Σ : α (HΘ) = 0} ⊂ Σ is defined by one of these
relations.
The following statement is specific for Dl and will be used soon to check
thatM-equivalent root spaces are not contained in an irreducible component.
Lemma 5.13 Given a subset Θ ⊂ Σ there exists characteristic element
HΘ =
(
ΛΘ 0
0 −ΛΘ
)
∈ aΘ ∩ cla
+
with ΛΘ = diag{a1, . . . , al} such that ai 6= 0, i = 1, . . . , l.
Proof: By the last two inequalities in (8) we have al−1 ≥ −al−1, that is,
al−1 ≥ 0. Also, al−1 = 0 if and only if al−1 = al = −al−1, that is, al−1 − al =
al−1 + al = 0, which means that both roots λl−1− λl and λl−1+ λl belong to
Θ. This being so we consider the possibilities:
1. {λl−1 − λl, λl−1 + λl} ⊂ Θ. Let i < l − 1 be the maximum such that
λi − λi+1 /∈ Θ (it is tacitly assumed that Θ 6= Σ). Then the conditions
to define a characteristic element for Θ have the form
a1 ≥ · · · ≥ ai > ai+1 = ai+2 = · · · = al.
Thus we can choose a characteristic element having ai+1 = ai+2 = · · · =
al > 0, so that all the entries of ΛΘ will be > 0.
2. One of the roots λl−1 − λl or λl−1 + λl does not belong to Θ. In this
case al−1 > 0 > −al−1 for any HΘ so that ai > 0 for any i ≤ l−1. Also
the relations defining aΘ ∩ cla
+ end with
al−1 > al > −al−1 or al−1 ≥ al > −al−1 or al−1 > al ≥ −al−1.
In each case we can choose al 6= 0 without violating the conditions.
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From now on we distinguish the cases where l > 4 and l = 4.
If l > 4 then M-equivalence classes in the positive roots are {λi−λj , λi+
λj}, i < j, and {λi − λj,−λi − λj}, i > j, in the negative roots. By the pre-
vious lemma we get easily that the corresponding M-equivalent root spaces
are not contained in a single irreducible component.
Lemma 5.14 Let V σΘ be an irreducible component containing the root spaces
gα and gβ, α 6= β. If l > 4 then α and β are not M-equivalent.
Proof: Take a characteristic element HΘ with ai 6= 0 as in the previous
lemma. Then (λi − λj) (HΘ) 6= − (λi + λj) (HΘ) for otherwise ai − aj =
−ai − aj , that is, ai = 0. The result follows, since V
σ
Θ is contained in an
eigenspace of ad (HΘ).
Combining this lemma with Lemma 4.3 (about the transitivity of WΘ)
we get at once KΘ-irreducibility of V
σ
Θ , by Lemma 4.2.
Proposition 5.15 In any flag manifold FΘ of Dl, l > 4, the zΘ-irreducible
components V σΘ are also KΘ-irreducible.
To get the full picture of the invariant subspaces we must find the pairs
of zΘ-irreducible components that are mutually KΘ-equivalent. Our method
to check KΘ-equivalence is via the orbits on FΘ of the simple components of
the maximal compact subgroup K of G.
To this purpose we need some further notation concerning the standard
realization of Dl. The Lie algebra so (l, l) is the algebra of 2l × 2l matrices
of the form (
A B
C −AT
)
B +BT = C + CT = 0.
We have that k is the subalgebra of skew-symmetric matrices in so (l, l), that
is, (
A B
B A
)
A+ AT = B +BT = 0.
k is the direct sum of two copies of so (l). In fact, via the decomposition(
A B
B A
)
=
(
(A+B) /2 (A +B) /2
(A+B) /2 (A +B) /2
)
+
(
(A−B) /2 − (A−B) /2
− (A−B) /2 (A−B) /2
)
40
we get k = so (l)1 ⊕ so (l)2 with
so (l)1 :
(
A A
A A
)
so (l)2 :
(
A −A
−A A
)
where in both cases A is skew-symmetric. We write SO (l)i = 〈exp so (l)i〉,
i = 1, 2.
As to the root spaces we write
E−ij =
(
Eij 0
0 −Etij
)
and E+ij =
(
0 0
Eij − E
t
ij 0
)
(9)
where Eij is a basic l × l matrix. Then E
−
ij spans the root space gλi−λj and
E+ij spans g−λi−λj .
We can return now to the question ofKΘ-equivalence of the zΘ-components
V σΘ .
For a root α ∈ Π− \ 〈Θ〉− write VΘ (α) for the irreducible component
containing gα (cf. Proposition 2.1). By Lemma 5.14 we have VΘ (α) 6= VΘ (β)
if α ∼M β and α 6= β. Moreover, by Lemma 4.4 a component V
σ
Θ is not KΘ-
equivalent to VΘ (α) unless there exists β ∼M α such that V
σ
Θ = VΘ (β).
Now by Section 3 we have that if l 6= 4 then the M-equivalent classes
of Dl (on the negative roots) has exactly two elements. If {α, β} is a M-
equivalence class with say α ∈ Π− \ 〈Θ〉− and β ∈ 〈Θ〉− then VΘ (α) is not
KΘ-equivalent to any other irreducible component V
σ
Θ . On the other hand if
both α, β ∈ Π− \ 〈Θ〉− we have KΘ-equivalence between VΘ (α) and VΘ (β).
Lemma 5.16 In Dl, l > 4, let {α, β} be a M-equivalence class contained in
Π−\〈Θ〉−. Then the KΘ representations on VΘ (α) and VΘ (β) are equivalent.
Proof: To prove equivalence we shall exhibit a KΘ-invariant subspace {0} 6=
V ⊂ VΘ (α)⊕VΘ (β) which is different from the irreducible components VΘ (α)
and VΘ (β). This will imply that the components are indeed KΘ-equivalent
(see Proposition 4.6).
The required subspace V will be obtained from the tangent space at the
origin of the orbit of one of the normal subgroups SO (l)j, j = 1, 2.
Take for instance SO (l)1 whose Lie algebra so (l)1 constitutes of the ma-
trices (
A A
A A
)
A+ AT = 0.
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Looking at these matrices we see that after identifying TbΘFΘ with n
−
Θ the
tangent space TbΘ (SO (l)1 · bΘ) to the orbit SO (l)1 ·bΘ is identified to the sub-
space W1 ⊂ n
−
Θ spanned by pr (E
−
rs + E
+
rs), r > s, where E
±
rs were defined in
(9) and pr : n− → n−Θ is the projection w.r.t. the root spaces decomposition.
The tangent space TbΘ (SO (l)1 · bΘ) is invariant by the isotropy represen-
tation of KΘ, by Lemma 4.7. Hence W1 is invariant by the adjoint action of
KΘ.
Now a M-equivalence class is given by {λi − λj ,−λi − λj}, i > j, whose
root spaces are spanned by E−ij and E
+
ij , so that E
−
ij ∈ VΘ (λi − λj) and
E+ij ∈ VΘ (−λi − λj). If both roots are in Π
− \ 〈Θ〉− we have
E−rs + E
+
rs = pr
(
E−rs + E
+
rs
)
∈ W1 ∩ (VΘ (λi − λj)⊕ VΘ (−λi − λj)) .
HenceW1∩(VΘ (λi − λj)⊕ VΘ (−λi − λj)) 6= {0}. This is aKΘ-invariant sub-
space different from VΘ (λi − λj) and VΘ (−λi − λj). It follows that the repre-
sentation of KΘ on the irreducible subspaces VΘ (λi − λj) and VΘ (−λi − λj)
are equivalent by Proposition 4.6.
Summarizing we get the KΘ-invariant subspaces for the flags of Dl, l > 4.
Theorem 5.17 In a flag FΘ of Dl, l > 4, there are the following two classes
of KΘ-invariant subspaces in n
−
Θ.
1. The zΘ-irreducible component VΘ (α), containing the root space gα in
case α ∈ Π− \ 〈Θ〉− is not M-equivalent to β ∈ Π− \ 〈Θ〉−. (These are
isolated invariant subspaces.)
2. Let {α, β} be a M-equivalence class contained in Π−\〈Θ〉−. Then there
is a continuum of invariant subspaces parametrized by [(x, y)] ∈ RP 1
given by
V[(x,y)] = {xX + yTX : X ∈ VΘ (α)}
where T : VΘ (α) → VΘ (β) is an isomorphism intertwining the KΘ-
representations.
The case l = 4 differs from the general one in two aspects, namely
each M-equivalence class has now 4 elements and the compact subalgebra
k = so (4)⊕so (4) decomposes further into four copies of so (3). These simple
components of k yield new invariant subspaces.
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To see what can happen let us consider the example with Θ = {λ1 −
λ2, λ2 − λ3, λ3 − λ4}. Then n
−
Θ is formed by matrices
Y =
(
0 0
X 0
)
with X a 4× 4 skew-symmetric matrix. Here k is the Lie algebra of matrices(
α β
β α
)
α+ αT = β + βT = 0
which is isomorphic to so (4)⊕ so (4) by(
α β
β α
)
7−→
(
α + β 0
0 α− β
)
.
Now so (4) is the direct sum of two copies of so (3) as in (2) (see the case A3,
above). Thus we can see that if we take X in each one of the sets of matrices
in (2) we get subespaces V1 and V2 of n
−
Θ that are the tangent spaces to the
orbits of the simple components of K. Hence n−Θ = V1⊕V2 is a decomposition
into two 3-dimensional KΘ-invariant subspaces. These two representations
are equivalent, since they are just the adjoint representation of so (3) on each
component.
5.5 Flags of E6, E7 and E8
For a flag manifold FΘ of one of these exceptional Lie algebras the KΘ-
invariant irreducible subspaces finite and coincide with the invariant irre-
ducible components V σΘ ⊂ n
−
Θ for the representation of zΘ.
This is because the Dynkin diagrams are simply laced. Hence, by Lemma
4.3 it follows thatWΘ acts transitively on each set of roots Π
σ
Θ corresponding
to V σΘ . Also, as checked in Section 3 the classes of M-equivalence for these
Lie algebras are singletons. Hence by Lemma 4.2 we have KΘ-irreducibility
of each V σΘ . Furthermore the representations of KΘ on different subspaces
V σ1Θ and V
σ2
Θ are not M-equivalent, as follows by combining Lemma 4.4 and
the fact that the M-equivalence classes are singletons.
5.6 Flags of G2
Let α1 and α2 be the simple roots of G2 with α1 the long one. There are three
flag manifolds, F∅, F{α1} and F{α2}. The irreducible components on them are
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easily obtained by direct inspection of the positive roots. Recall that the M-
equivalence classes on the positive roots are {α1, α1+2α2}, {α1+α2, α1+3α2}
and {α2, 2α1 + 3α2}. They are listed below:
1. In F = F∅ there are three families of zΘ and KΘ-irreducible subspaces,
parametrized by RP 1, corresponding to the threeM-equivalence classes
on the negative roots.
2. For F{α1} there are three zΘ-irreducible components corresponding to
the sets of roots {α2, α1 + α2}, {α1 + 2α2} and {α1 + 3α2, 2α1 +
3α2}. They are KΘ-irreducible because the 2-dimensional irreducible
representation of sl (2,R) is so (2)-irreducible. By checking the M-
equivalence classes we see that the 2-dimensional subspaces are equiv-
alent. Hence, we have the irreducible subspace g−α1−2α2 and a family
of 2-dimensional irreducible subspaces parametrized by RP 1, contained
in g−α2 ⊕ g−α1−α2g−α1−3α2 ⊕ g−2α1−3α2 .
3. For F{α2} the zΘ-irreducible components correspond to the sets of roots
{α1, α1 + α2, α1 + 2α2, α1 + 3α2} and {2α1 + 3α2}. The 4-dimensional
irreducible representation of zΘ ≈ sl (2,R) decomposes into two KΘ ≈
SO (2)-invariant irreducible 2-dimensional inequivalent representations.
Hence there are three KΘ-invariant irreducible subspaces.
5.7 Flags of F4
Recall that the M-equivalence classes on the positive roots of F4 are given
by
• 12 singletons {α} with α running through the set of short roots.
• 3 sets of long roots {2α1+3α2+4α3+2α4, α2, α2+2α3, α2+2α3+2α4},
{α1+3α2+4α3+2α4, α1+α2, α1+α2+2α3, α1+α2+2α3+2α4} and
{α1 + 2α2 + 4α3 + 2α4, α1, α1 + 2α2 + 2α3, α1 + 2α2 + 2α3 + 2α4}.
Hence in the maximal flag manifold the invariant subspaces are g−α, α
short root, and the one dimensional subspaces contained in g−α⊕g−β⊕g−γ⊕
g−δ with {α, β, γ, δ} a M-equivalence class of long roots.
We will not make an extensive analysis of the other 14 flag manifolds
but look only at the specific flag manifold FΘ where Θ = {α2, α3, α4} which
44
C3 subdiagram. In this case the zΘ-representation decomposes into two irre-
ducible components V 1Θ and V
2
Θ with dimV
1
Θ = 14 and dimV
2
Θ = 1. The sets
of roots ΠiΘ corresponding to V
i
Θ are those having coefficient −i (i = 1, 2)
with respect to α1. Namely, −Π
2
Θ = {2α1 + 3α2 + 4α3 + 2α4} (the highest
root) and −Π1Θ contains the remaining positive roots outside 〈Θ〉.
Clearly the KΘ-representation on V
2
Θ is irreducible. The representation
on V 1Θ is irreducible as well. In fact, −α1 is the highest weight for the zΘ-
representation. Since 〈−α1, α
∨
2 〉 = 1 and 〈−α1, α
∨
3 〉 = 〈−α1, α
∨
4 〉 = 0, it
follows that this is a fundamental weight of sp (3,R), namely the weight
λ1 + λ2 + λ3, where λi has the same meaning as in Section 5. Hence V
1
Θ is
the space of a basic representation of sp (3,R). It is known that this basic
representation is irreducible by the compact subalgebra u (3). Hence V 1Θ is
KΘ-irreducible.
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