The uniqueness problem is considered when binary matrices are to be reconstructed from their absorbed row and column sums. Let the absorption coefficient µ be selected such that e µ = (1 + √ 5)/2. Then it is proved that if a binary matrix is non-uniquely determined, then it contains a special pattern of 0s and 1s called composition of alternatively corner-connected components. In a previous paper [Discrete Appl. Math. (submitted)] we proved that this condition is also sufficient, i.e., the existence of such a pattern in the binary matrix is necessary and sufficient for its non-uniqueness.
Introduction
It is a well-known physical phenomenon that a part of transmitting rays (e.g., Xray or light) passing through homogeneous material will be absorbed. Quantitatively, let I 0 and I denote the initial and detected intensities of the ray. Then
where µ 0 denotes the absorption coefficient of the material and x is the length of the path of the ray in the material. The reconstruction problem of binary matrices from absorbed row and column sums (projections) is introduced in [1] . For a special absorption value it is shown in another paper [2] that if a binary matrix contains a certain configuration of 0s and 1s (called the composition of alternatively corner-connected components), then it is non-uniquely determined by the absorbed projections. In this paper, we prove that the composition of alternatively corner-connected components in a binary matrix is not only sufficient but also necessary for the non-uniqueness in this case.
It is interesting that this result is analogous to the necessary and sufficient condition known in the classical case when there is no absorption (i.e., µ = 0). Ryser [3] proved the following two theorems.
Theorem 1. A binary matrix is non-unique with respect to its (unabsorbed) row and column sums if and only if it has a so-called switching component.
A switching component of a binary matrix A = (a ij ) m×n is a 2 × 2 submatrix a i 1 ,j 1 a i 1 ,j 2 a i 2 ,j 1 a i 2 ,j 2 (1 i 1 < i 2 m, 1 j 1 < j 2 n), which has either of the following two forms:
A switching operation is a transformation of the elements of the binary matrix that changes a submatrix of type A (0) into type A (1) or vice versa.
Theorem 2. If A and B are binary matrices with the same projections, then A is transformable into B by a finite number of switchings.
We are going to show that the composition of alternatively corner-connected components in the case of absorbed projections corresponds to the switching components in the case of projections without absorption (see later Theorems 5 and 6).
In Section 2, the necessary definitions and notation are given including the concept of elementary switching component playing a basic role in the theory of non-uniqueness. Section 3 deals with the composition of elementary switching component reaching the definition of the composition of alternatively corner-connected components. Finally, Section 4 describes the proof of the necessity of the mentioned condition.
Definitions and notation
Let A = (a ij ) m×n be a matrix. In the paper, we shall mostly denote binary matrices with A, but this definition can be extended to any real matrices. The absorbed row and column sums of A, R = (r 1 , . . . , r m ) and S = (s 1 , . . . , s n ), respectively, are defined as where β = e µ . The difficulty in the reconstruction of binary matrices from their absorbed row and column sums is different depending on the value of the absorption coefficient µ (or, equivalently, on β). In certain cases binary matrices with absorption can be trivially reconstructed even only from its row sums. For example, if β and n have the following property: for any positive integers t, z, and 1 p 1 < · · · < p t n, 1 q 1 < · · · < q z n β −p 1 + · · · + β −p t = β −q 1 + · · · + β −q z implies that t = z and p 1 = q 1 , . . . , p t = q t .
In this case each row of A is uniquely determined by its absorbed row sums. For example, if β 2, then we have this property for any n 1. Let us select the value of the absorption coefficient µ such that e µ = β 0 , where
This constant has the property
which gives a mathematically interesting case being far from the trivial problems.
The absorbed row and column sums of A with such β 0 will be denoted by R β 0 (A) and S β 0 (A), respectively, that is,
and
Since the next definition will be used also in the case of not necessarily binary matrices, we extend it to integral matrices. We say that two integral matrices with the same sizes are tomographically equivalent if they have the same absorbed row and column sums.
The uniqueness problem of binary matrices with absorption characterized by β 0 can be posed as UNIQUENESS DA2D(β 0 ) Given: A binary matrix A. Question: Does there exist a different binary matrix A with the same size such that A and A are tomographically equivalent with respect to their absorbed projections R β 0 and S β 0 ?
Consider now the class of m × n (m, n 3) binary matrices with given row and column sum vectors in the case of absorption β 0 . Let S (i,j ) (1 < i < m, 1 < j < n) denote the 3 × 3 discrete square
Let be a set of 3 × 3 discrete squares of {1, . . . , m} × {1, . . . , n} and let S (i,j ) , S (i ,j ) ∈ . Two kinds of connectedness will be defined on 3 × 3 discrete squares: side-connectedness and corner-connectedness. There is a side-connection between S (i,j ) and
The four squares being side-connected to S (i,j ) are called the side-neighbours of S (i,j ) . As illustrated (see Fig. 1(a) ). S (i,j ) and
The four squares being corner-connected to S (i,j ) are called the corner-neighbours of S (i,j ) (see Fig. 1(b) ).
There is a side-chain between S (i,j ) and S (i ,j ) in if a sequence of elements of can be selected such that the first element is S (i,j ) and the last element is S (i ,j ) and any two consecutive elements of the sequence are side-connected. (A sequence consisting of only one square is a side-chain by definition.)
The set is side-connected if there is a side-chain in between its any two different elements (see Fig. 2(a) ). A maximal side-connected subset of is called a side-connected component of . Clearly, the side-connected components of give a partition of .
A side-connected set is strongly side-connected if whenever S (i,j ) , S (i ,j ) ∈ and S (i,j ) ∩ S (i ,j ) / = ∅, then they are side-connected or they have a common sideconnected neighbour (see Fig. 2(b) ).
Let σ be a set of strongly side-connected components (1) , . . . , (k) (l) and (l ) are corner-connected if whenever S ∈ (l) and S ∈ (l ) have a common position, then S and S are corner-connected squares. (Since (l) and (l ) are maximal, S and S cannot be side-connected squares.) There is a corner-chain between (l) and (l ) in σ if a sequence of Fig. 1 . S (i,j ) and (a) its side-neighbours and (b) its corner-neighbours. elements of σ can be selected such that the first element is (l) and the last element is (l ) and any two consecutive elements of the sequence are corner-connected. (A sequence consisting of only one component is a corner-chain by definition.) The set σ is corner-connected if there is a corner-chain in σ between its any two elements (see Fig. 3(a) ).
Composition
In order to identify not necessarily rectangular parts of binary matrices, we introduce the concept of binary patterns (or shortly, patterns) as binary valued functions defined on an arbitrary non-empty subset of {1, . . . , m} × {1, . . . , n}. (In this terminology binary matrices are binary patterns on discrete rectangles.)
Let P be a binary pattern, its domain will be denoted by dom(P ). The absorbed row and column sums of P are denoted by R β 0 (P ) and S β 0 (P ), respectively, where the ith component of 
Let us define the complement of the binary pattern P, denoted byP , as
on dom(P ). Then the switching of the 0s and the 1s of P can be described formally by the expression
We say that P is a switching pattern if
and we call P andP a switching pair. That is, the patterns of a switching pair can be obtained from each other by switching their 0s and 1s and still they have the same absorbed row and column sums. Consider the following binary patterns: The composition of two patterns P and P is the function
( denotes the symmetric difference) such that
(That is, P * P is undefined on dom(P ) ∩ dom(P ).) For example,
(Just for the sake of simple presentation, on the right-hand side of (5) the whole submatrix on the rectangle {i − 1, . . . , i + 3} × {j − 1, j, j + 1} is indicated and _ _ denotes the positions in the submatrix where the composition is undefined.) Similarly,
(i,j +2) are switching patterns, and their corresponding patterns are E (1) (i,j ) * E (1) (i+2,j ) and E (1) (i,j ) * E (1) (i,j +2) , respectively. Clearly, the composition of binary patterns is commutative but not associative, be-
The examples given by (5) and (6) are compositions of 2D elementary switching components of the same type on side-connected 3 × 3 discrete squares. It is possible to compose newer composite switching patterns created from 2D elementary switching components of different types on corner-connected 3 × 3 discrete squares, e.g.,
Similarly, further switching patterns can be created by
Remark 1.
It is not difficult to check that switching patterns can be composed only from elementary switching patterns of the same type on side-connected discrete squares and of different types on corner-connected discrete squares. For this reason, when we study switching patterns, it is enough to consider the compositions only on side-and corner-connected squares (as further explanation see Lemma 2 in [2] ).
We say that a composite switching pattern has 0-type/1-type if it is the composition of 0-type/1-type elementary switching patterns, respectively.
Let σ be a corner-connected set of the strongly side-connected components (1) , . . . , (k) (k 1). Let C (1) , . . . , C (k) be 0-or 1-type composite switching patterns on (1) , . . . , (k) , respectively. Let us suppose also that if (l) and (l ) are corner-connected, then C (l) and C (l ) have different types. In this case, we say that γ = {C (1) , . . . , C (k) } is a set of alternatively corner-connected components on σ .
The composition of γ on σ , denoted by C(γ ), is defined as follows. If k = 1, then C(γ ) = C (1) . If k > 1, then let us suppose that (1) , . . . , (k) are indexed such that for each l (l < k) { (1) , . . . , (l) } is a corner-connected set and one of its elements is corner-connected with (l+1) . (It is easy to see that such an indexing exists.) Then let It is easy to show that this definition is independent of the indexing of σ , because
is the only index such that (i, j ) ∈ (l) . Henceforth, we may simply write C(γ ) to denote the composition of the elements of γ . As an example, see Fig. 4 . Now, we can state the theorem [2] giving a sufficient condition of non-uniqueness.
The definition of the composition of alternatively corner-connected components on σ can be extended even to the case when the set σ is not corner-connected (but it is the union of such disjoint components). Let σ be the union of corner-connected subsets of strongly side-connected components such that there is no common position in different corner-connected subsets. Then the composition of alternatively corner-connected components on σ is the binary pattern defined on each subset of σ accordingly.
Necessity of the condition
In order to prove the necessity of the condition, first, we prove a "local" property of the pattern created as composition of alternatively corner-connected components. 
C(γ ) is the composition of alternatively cornerconnected components on strongly side-connected components of S if and only if the following is satisfied for all E, E ∈ E on the side-or corner-connected squares S, S ∈ S: E and E have the same type if and only if S and S are side-connected or they have a common side-neighbour.
Proof. In order to prove the necessity of the condition, let us suppose that γ = {C (1) , . . . , C (k) } is a set of alternatively corner-connected components on a set σ = { (1) , . . . , (k) } of strongly side-connected components (k 1). Let E, E ∈ E on the side-or corner-connected squares S, S ∈ S. If S and S are from the same strongly side-connected component of σ , then E and E have the same type by definition. Furthermore, S and S are side-connected or corner-connected but they have a common side-neighbour. If S and S are in different components of σ , then they are corner-connected and they cannot have a common side-neighbour and so, they have different types.
For proving the sufficiency, consider an arbitrary elementary switching pattern E ∈ E on S ∈ S. From the condition it follows that all E ∈ E on S ∈ S have the same type as E if S is in the strongly side-connected component induced by S. Let (1) , . . . , (k) denote the strongly side-connected components induced by the elements of S. Let C (l) be the switching pattern created by the composition of all E on S, where S ∈ (l) for l = 1, . . . , k. Still we have to show that if (l) and (l ) are corner-connected components ( 
= ∅, then they are corner-connected and have no common side-neighbour, and therefore, C (l) and C (l ) have different types. That is, C(γ ) is a set of alternatively corner-connected components.
Let A and B be integral matrices with the same size. The difference matrices of A and B will be denoted by A − B and B − A. In the following we work with matrices A and B such that the difference between their corresponding elements is less than 1. Formally, |a ij − b ij | 1 for all i and j (shortly, |A − B| 1). Then the possible elements of the difference matrices are −1, 0, and +1, in the figures they will be indicated by −, 0, and +, respectively. Let A and B be different, tomographically equivalent integral matrices. The 2D switching patterns of A (and also of B) can be recognized also from the configurations of −1s, 0s, and 1s in their difference matrices. See We need the following lemma from [2] .
Lemma 2. Let a 1 · · · a n and b 1 · · · b n be different, n-digit-length sequences of 0s and 1s. If
As a direct consequence in the 2D case we have: 
Proof. If a i
Then the proof can be divided into three parts. First, we show that the submatrix
In the second part it is proved that the submatrix 
has the possible forms given in the corresponding submatrices of Fig. 6 . Finally, the lemma is proved by deducing all of the possible matrices of In order to prepare the second part of the proof we have to show that there is no 1D switching pattern in row i 0 + 1 starting in the position j 0 + 1 (see Fig. 7 ). If a 1D switching pattern in row i 0 + 1 starts in the position j 0 + 1 and 
which is again a contradiction. Therefore, there is no 1D switching pattern in row i 0 + 1 starting in the position j 0 + 1. Then the only possibility is that a 1D switching pattern starts in the position (i 0 + 1, j 0 ) in row i 0 + 1 (see Fig. 7 ).
In the second part of the proof we are going to show that no other submatrix (9) can be deduced from the submatrix (8) than the corresponding 3 × 3 submatrices in Fig. 6 . In order to get a 3 × 3 submatrix we have to write five further elements to the submatrix (8): 
Consider now these configurations one-by-one. The first kind of configuration is impossible (whatever are the elements in the third row), because a difference sequence in the third column starts with a subsequence (+1)0 which is impossible according to Lemma 3. From the second kind of configuration we can deduce a contradiction (see Fig. 8(a) ), i.e., it is also impossible.
From the third kind of configuration we can deduce again a contradiction (see Fig. 8(b) From the fourth kind of configuration we can deduce again a contradiction (see Fig. 8 In the third part of the proof, all of the possible matrices of Fig. 6 are deduced from the possible submatrices (9). There are altogether 16 cases to be tested, and they are indicated as Cases (a), (b) , . . . , (p) (Figs. 9,11,13,16) .
Case (a). There is nothing to be proved, we have the desired submatrix directly. Case (o). The proof of Case (o) can be followed from Fig. 18 . Case (p). The proof of Case (p) can be followed from Fig. 19 . 
Theorem 4. If a binary matrix is non-unique with respect to its absorbed row and column sum vectors, then it contains a composition of alternatively corner-connected components.
Proof. Let A = (a ij ) m×n be a non-unique binary matrix. The non-uniqueness of A means that there is a different binary matrix B = (b ij ) m×n such that A and B are tomographically equivalent. Let P be a binary pattern defined on
= b ij , and so for each i = 1, . . . , m the absorbed row sums of P and 1 − P are equal:
and analogously the absorbed column sums of P and 1 − P are equal
We now are going to prove in two steps that P is the composition of alternatively corner-connected components. In the first step a finite number of switching patterns, P 0 , P 1 , . . . , P k (k > 1), and the same number of m × n integral matrices, A = A (0) , A (1) , . . . , A (k) = B, are created. For each l = 1, . . . , k − 1, P l will be defined on the base of A (l) and B. Then A (l+1) will be computed from A (l) by switching P l . In the second step of the proof, it will be shown that
and it is the composition of alternatively corner-connected components.
(cf. (7)), and if a (l) i l ,j l 
if a i l ,j l = 0 and the configuration in
is one of Cases (g) and (p),
if a i l ,j l = 1 and the configuration in
is one of Cases (g) and (p).
Then let A (l+1) be defined as 
Clearly, A (l+1) is created from A (l) by switching P l (cf. (4)). For this reason A (l+1) is tomographically equivalent to A (l) and also to B. It is easy to check that for all Cases (a)-(p) |A − B| 1. (Just a short remark here as to why P l has to be defined in this way: if P l had been defined as
Now, we can prove (10). First, consider a position (i, j ), where a ij / = b ij . Then P (i, j) = a ij according to the definition of P. Considering the right-hand side of (10), we can say that (i, j ) is in the domains of odd number of P l (otherwise a ij = a
Having such a position we can say that (i, j ) is in the domains of even number of P l (including the case when there is no P l whose domain contains (i, j )), and so (i, j ) / ∈ dom((· · · ((P 0 * P 1 ) * P 2 ) * · · ·) * P k−1 ). In this way (10) is proved for all possible (i, j ). Finally, we are going to prove by induction that P, and so (· · · ((P 0 * P 1 ) * P 2 ) * · · ·) * P k−1 is a composition of alternatively corner-connected components. Each P l (0 l < k) is a 2D elementary switching pattern or a composition of two 2D elementary switching patterns (see Cases (g) and (p)). P 0 is a composition of alternatively corner-connected components trivially. Using Lemma 1, all we have to show is that if E is a 2D elementary switching pattern in P l+1 and E is a 2D elementary switching pattern in (· · · ((P 0 * P 1 ) * P 2 ) * · · ·) * P l such that dom(E) ∩ dom(E ) / = ∅, then E and E have the same type if and only if dom(E) and dom(E ) are side-connected or they have a common side-neighbour. Considering E there are 15 possibilities to be checked according to Cases (b)-(p). For example, in Case (b) dom(E ) = S (i l+1 +1,j l+1 +1) , dom(E) = S (i l+1 +3,j l+1 +3) , they are corner-connected, and E and E have different types. Let us see also Case (g): here dom(E ) = S (i l+1 +1,j l+1 +1) or dom(E ) = S (i l+1 +3,j l+1 +1) , dom(E) = S (i l+1 +3,j l+1 +1) , all having the same type, and they are side-connected in the first case and corner-connected with a common side-neighbour in the second case. And so on, all Cases of (b)-(p) can be checked easily. That is, (· · · ((P 0 * P 1 ) * P 2 ) * · · ·) * P l+1 is also a composition of alternatively corner-connected components. Therefore, P is a composition of alternatively corner-connected components.
Remark 2.
We have proved more than stated in Theorem 4. It is proved not only that any non-unique matrix contains a composition of alternatively corner-connected components, but is also shown that the different elements of two tomographically equivalent matrices constitute a composition of alternatively corner-connected components.
As a consequence of Theorems 3 and 4 we get Theorem 5 corresponding to Theorem 1. Finally, we would like to state a theorem about the switching transformations of binary matrices being tomographically equivalent with respect to the absorbed row and column sums, i.e., a theorem that corresponds to Theorem 2. It is clear that not any kind of switching is suitable in such a theorem. For example, the switching of a 2D elementary switching pattern in a binary matrix can give a non-binary matrix as the following example shows. Example 1. Let the binary matrix A = (a ij ) m×n be defined as (2, 2) S (4,4) , 0 o t h e r w i s e .
Theorem 5. A binary matrix is non-unique with respect to its absorbed row and column sums if and only if it has a pattern of the composition of alternatively cornerconnected components.
a ij = [E (1) (2,2) * E (0) (4,4) ](i, j ) if (i, j ) ∈ S
Then switching by E
(1) (2, 2) in A would give a matrix A such that (2, 2) , a ij otherwise having a 33 = −1.
Therefore, if we want to transform a binary matrix A into a tomographically equivalent binary matrix B by a sequence of switchings such that all of the transformed matrices remain binary, then we have to use something different than the 2D elementary switching patterns. The suitable switching pattern is the composition of alternatively corner-connected components on corner-connected sets of strongly side-connected components. Proof. If A and B are different, then let (i 0 , j 0 ) be the position defined as in (7). On the base of Theorem 4 we know that there is a switching pattern P in A that is a composition of alternatively corner-connected components and by switching P in A we get B directly. That is, we can get B by one switching from A. However, P is defined on a σ that is not necessarily a corner-connected set of strongly side-connected components. If it is the case, then σ can be partitioned into such maximal subsets σ 1 , . . . , σ t (t 1) and a composition of alternatively corner-connected components can be defined on each subset. Let us denote them by P 1 , . . . , P t . Then P = P 1 * · · · * P t . Since any position (i, j ) is at most in one of the components σ 1 , . . . , σ t , any a ij will be switched by at most one of the switching patterns P 1 , . . . , P t . Therefore, the switchings according to P 1 , . . . , P t are the suitable transformations of A to get B.
Discussion
A characterization of binary matrices, which are non-uniquely determined by their absorbed row and column sums, is given. It is proved that a binary matrix is non-unique if and only if it contains a binary pattern which is the composition of alternatively corner-connected components. This result is connected to the set of integral matrices having null absorbed row and column sums. We gave 2D binary patterns which generate a basis of this set (which is a Z-module) by translations.
It is interesting to compare the rules of composition of switching patterns in this absorbed case with switching components in unabsorbed case. In the unabsorbed case the 0-type and 1-type elementary switching patterns are the binary matrices A (0) and A (1) , respectively, given in Section 1. By composition of the same type 2 × 2 elementary switching matrices in a side-connected way, we get 2 × 2 switching components containing elements from non-neighbouring rows and columns, i.e., we get the switching component introduced in the non-absorbed case. By composing corner-connected 2 × 2 elementary switching patterns of different types we get newer switching patterns. The creation of side-and corner-connected patterns is straightforward in this case and the whole theory used for β 0 can be repeated for such β. The relations for other β's not discussed yet seem to be more complicated and we leave this work for further investigations.
